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ABSTRACT 
A methodo logy  to t rans form dense  to 
band matr ices is presented in this paper. 
This t ransformat ion,  is accompl i shed by 
t r iangular  blocks part i t ion ing,  and al lows 
the implementat ion  of so lut ions to 
problems with any given size, by means of 
contra f low systol ic  arrays, o r ig ina l ly  
proposed by H.T. Kung. Mat r ix -vector  and 
matr ix -mat r ix  mul t ip l i ca t ions  are the 
operat ions cons idered here. 
The proposed t ransformat ions  al low the 
opt imal  ut i l i zat ion  of process ing elements 
(PEs) of the sys to l i c  a r ray  when dense  
matr ix  are operated.  Every computat ion  is 
made inside the array by using adequate 
feedback. The feedback delay time depends 
only on the systol ic  array size. 
1. -  INTRODUCTION 
The sys to l i c  a r ray  processors  a l low 
atta inment of very high throughput from 
the high degree of para l le l i sm and 
p ipe l in lng they can support.  Most part of 
the systol ic  systems so far developed,  are 
ta i lored to some appl icat ions.  A 
part icu lar  design is made to meet one (or 
several  related) a lgor l thm(s)  and to suit 
the size of a given data structure size. 
The s i tuat ion in many pract ica l  cases 
is that the number of PEs and the 
in terconnect ion  topology are fixed, but 
several  s imi lar problems with d imens iona l  
var iat ions  are to be solved in the 
systol ic  array processor .  In such cases, 
some t ransformat ions  of the or ig inal  data 
structures are needed. 
This work was supported by the Min is -  
tery of Educat ion of Spain (CAICYT) under 
Grant Number 2906-83 C03-03 and by CTNE. 
In order to min imize the global  
computat iona l  time it is of great 
importance: 
a) to have data t ransformat ions  with low 
generat ion d i f f icu l t ies ,  
b) to reach a maximum operat ions rate in 
the array, and 
c) to get a s imp le  a t ta inment  of f ina l  
results from the part ia l  values 
computed inside the array system. 
Clear ly matr ix  ca lcu lat ions  belong to 
an app l icat ion  f ield that requires this 
kind of t rans format ions  /I/. 
Several  authors have focused at tent ion  
on this problem. K. Hwang and Y.H. Cheng 
have worked on this d i rect ion /2/, 
propos ing matr ix  par t i t ion ing  for VLSI 
ar i thmet ic  systems. H.Y. Chuang and G. He 
presented in /3/ a design methodo logy  of 
problem size independent  systol ic  array 
systems, taking into account a lgor i thms 
without data contraf low.  For band matr ix  
operat ions,  good e f f i c iency  is ach ieved 
with the cont ra f low systol ic  arrays 
proposed by H.T. Kung /4/,/5/, but these 
systems suffer a throughput  decrease when 
dense matr ices are operated.  Based upon 
Kung's design, R.W. Pr iester  and others 
/6/ present a matr ix  t rans format ion  
y ie ld ing to a 50% size reduct ion of the 
systol ic  array, with no overhead in the 
a lgor i thm time under certa in condit ions.  
To evaluate the system ef f ic iency,  the 
ut i l i zat ion  factor of each PE in the 
array, can be used. This measure,  ~ , is 
expressed as N/AT, where N is the number 
of operat ions requi red by the a lgor i thm, A 
is the number of PEs in the array, and T 
is the number of steps needed to execute 
the a lgor i thm in the system. 
In the present  work ,  we propose  a 
method to t ransform dense matr ices of any 
d imension into band matr ices.  The 
t ransformed matr ix  may have var iab le  
bandwidth,  so that an easy and adequate 
match ing to the d imens ions  of Kung's  
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systol ic  arrays is achieved. Maximum 
ef f ic iency is obta ined because every array 
operat ion cycle is useful,  due to the fact 
that the t ransformed matr ix  band is f i l led 
(no empty posit ion)  with elements from the 
or ig inal  matrix.  The data t rans format ion  
is simple enough, and no computat ion  
outside the array is needed. Feedback of 
part ial  results obta ined inside the 
system, is provided. This fact yields to 
minimize the a lgor i thm's  execut ion time. 
In sect ion 2 two types of data trans- 
format ion are proposed and developped.  We 
shall name these t ransformat ions  as DBT 
(Dense to Band matr ix  t rans format ion  by 
Tr iangu lar  blocks part i t ion ing) .  To solve 
the problem of Mat r ix -Vector  mul t ip l i ca -  
tion, an algor i thm, DBT-by- rows ,  i s  
proposed in sect ion 2. rAnother a lgor i thm, 
DBT- t ransposed-by- rows ,  is used in sect ion 
3, to solve the problem of Mat r lx -Mat r lx  
mul t lp l i ca t lon .  
2.- MATRIX-VECTOR MULT IPL ICAT ION.  
are  not in teger  mul t ip les  of w, A is 
extended with zero-va lued e lements in 
rows and/or columns. 
b) Every  submatr ix  A l j (w,w ) is, in turn, 
split into t r iangular  submatr ices.  Let 
us call them Uij (upper) and Lij 
( lower). The main d iagonal  of Aij may 
be long  to any of them. Let us suppose, 
w i thout  lack  of genera l i ty ,  that it 
be longs  to Uij. 
c) The resul t ing band matr ix,  A, is formed 
by submatr i ces  Uk  and Lk" We obta in  
this matr ix  if submatr ices  Ui j  and Lra 
of a are appended together inside the 
band. 
Several  ways to obtain A may be 
devised. Of greater interest wi l l  be those 
lead ing  to ra i se  the e f f i c iency  in the 
global process ing of t ransformat ion,  
operat ion,  and atta inment of resu l t ing 
values. 
In what  fo l lows ,  we suppose  A to be 
the or ig inal  m-by-m matr ix  and A is the 
t ransformed band matr ix,  with bandwith w 
equa l  to the ar ray  s ize of the l inear  
matr ix -vector  mul t ip l i ca t ion  array /5/. 
Let  us assume that we need to so lve  
the operat ion yffiAx+b, where A is an n-by-m 
matrix.  The or ig inal  computat ion  must be 
accompl ished by means of the t ransformed 
operat ion yfAx+b. 
The general  method that we are 
proposing,  to map A into A, is based upon 
the three fo l lowing points (see f lg. l):  
a) To split the or ig inal  matrix,  A(n,m), 
into nm submatr ices  A i (w w) where 
~=B/4  and ~=[m/w]. j ' ' When n and/or  m 
I n  the  f ig .  1 .a  we show a d iagram of  
th i s  operat ion  to  be  per fo rmed,  together  
w i th  the  A matr ix  decompos i t ion  in to  
t r iangu lar  submatr i ces  U i j  and  L i j  , and  o f  
the  x ,b  and  y vectors .  The  x ,  b and  y 
vectors  a re  sp l i t  in to  m, n and  
sub-vectors ,  respect ive ly ,  all with w 
elements.  
LO, 1 X~. ~, LO,~-I \
LI,1 ~ ~. L1,~-1\ 
\ \ \ 
\ \ \ 
UR-I,0 UR-I,1 
\ \ 
LR.I,0 LR-I,1 \ \ 
a) A 
n 0 n 
xo bo Yo 
Lo,~,'.,\ H H H 
UI.R~-I 
Xl bt Yl 
U~-1,~-1 
L~>=.I,,.,,., x~-I b~-I Y~-I 
, U U U 
x b y 
b) 
Fig.1 Block structure of matrix-vector multiplication. 
a) Original problem Ax + b = y, b) Transformed problem ~,~. ÷b • 
0 n n 
xo bo Yo 
H H H 
xl bl Yl 
H H H 
x2 b2 Yz "H'I=H 
H u u 
~ U 
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The t rans format ion  of this p rob lem to 
one wi th  band matr i ces  can be seen in fig. 
l .b.  We have  assumed,  w i thout  loss  of 
genera l i ty ,  that the t rans formed matr ix  is 
of the upper -band type (Aij = 0 for i>]).  
A lower band t rans formed matr ix  cou ld  be 
cons idered  in a s imi la r  way (Aij = 0 for 
i<J). 
The fo l low ing  cond i t ions  are  to be 
sat i s f ied ,  in order  to obta in  the requ i red  
matr ix  t rans format ion :  
-- Uk Uij '  I) For 0 ~ k < nm, if is equal  to 
Lk  must then be equal  to Li, p for any 
p such that  0 ~ p < m. 
2) For  0 ~ k < nm- l ,  if Lk  is equa l  to 
U i J '  Uk+l  must  then  be equa l  to Up , j  
for any p such that 0 ~ p < n. 
3) On ly  one s ing le  copy  of the or ig ina l  
submatr l ces  Uij and Lij must  ex ist  in 
the A matr ix .  
The t rans formed vector ,  x, must  be 
composed by nm+l sub-vectors  (x0, Xl , . . .  , 
.., x~)  such that the nm f i rst  of them 
have w e lements  and the last one, x~,  has 
w-I e lements .  The total  number  of e lements  
in i is ~w+w- l .  
The g and y vectors  a re  fo rmed by nm 
sub-vectors ,  each  w i th  w e lements .  The 
t rans formed vectors ,  x, b and 7, have its 
s t ruc ture  dependent  on the chosen  
t rans format ion  a lgor i thm.  
The rules de f in ing  the cor respondence  
between the sub-vectors  of x, b and y and 
the xl, bf, Yf sub-vectors  of x, b and y, 
are as fo l lows:  
I) For 0 4 k < nm, if Uk=Ui j  then 
x k = xj 
b i if k = min (I i) 
bk = R Yl o therw ise ,  where  R=max (J~) 
Yk = {Y i  if k=max (I i) 
y~ otherwise  
% 
k I i and Ji are the set of ind ices  
r 
I i = { q,N! I - U i .p  w i th  o p < g] 
J i  k = { q f: N, I Yp = Yq w i th  0 ~< p < k } 
2) If L--nm-I = Li, J. then Xnm = X~ where  x~ 
is the sub-vector  formed by the (w-l) 
f i rst  e lements  of the xj b lock.  
Note that data f rom the or ig ina l  b i 
vector ,  as we l l  as p rev ious ly  computed  
R 
par t ia l  resu l t s ,  Yi '  are  inputs  to the 
array system. By us ing this type of 
feedback ,  f inal  resu l t s  are obta ined  
w i thout  need of any ca lcu la t ion  externa l  
to the array processor .  
We can see, f rom the express ions  
above,  that severa l  opt ima l  DBT t rans for -  
mat ions  can be dev ised .  We refer  to the 
opt ima l i ty  w i th  regard  to the requ i red  
computat iona l  t ime or EP's u t i l l ta t ion .  
F rom those t rans format ions ,  in this 
sect ion  we choose and present  now one that 
a l lows s imple  and regu lar  t rans formed 
s t ruc tures ,  and wi th  a constant  t ime va lue  
of the requ i red  feedback .  A DBT-by- rows ,  
accompl i sh ing  the above s ta ted  
requ i rements ,  w i l l  be presented  in the 
fo l low ing  paragraphs .  
The rules to de f ine  such a t rans for -  
mat ion  are as fo l lows:  
a) A t ta inment  of A f rom A. 
For 0 ~< k < nm 
Lkq Uk = Ur,s wi th  r = I and s = k mod m 
Lk = Lr,s with r = [kl~J and 
s = (k mod m+l) mod m 
b) At ta inment  of x, [~, and y f rom x,b, and 
y. 
For 0 ~< k < nm 
Xk = Xk mod m and Xmn fi X~ 
u Ek= f bk/m if k mod m = 0 
k-I  YLk/~ j otherwise  
( - - Y (k+l ) /m if (k+l) mod m = 0 
Yk = k Y[k / gj otherwise  
The PRT t rans format ion  proposed  by 
R.W. P r fes ter  et al. /6/ is a_par t l cu la r  
case of the DBT-by- rows  when n=m=l.  
In a DBT-by- rows ,  the number  of steps 
to have the requ i red  feedback  equa ls  the 
ar ray  size, w, and can be imp lemented  with  
w reg is ters .  This imp lementat ion  is very 
modu lar  and qas i ly  expand ib le .  
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xo bo Yo 
Lo.o -- \ 'o, -- \ Lo,, \ • H + H = H 
H U U 
a) A xz b y 
L.J 
b) ~. 
Fig.2 Block structure of matrix-vector multiplication for ~.  2. • m 3 
a) Original problem, b) Transformed problem through the DBT.by.rows algorithm. 
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Let us thlnk now of a part icu lar  and 
pract ica l  case, wlth n=6, m=9 and w=3. The 
block level or ig inal  data structures can 
be seen in fig. 2.a; the cor respond ing  
t ransformed data structures are shown in 
fig. 2.b. In fig. 3 the data coming in and 
out of the systol ic  array in every one of 
the 39 required computat iona l  cycles, are 
shown. 
The value of the PE's ut i l i zat ion  can 
be raised 100% by grouping every 2 PEs in 
I, or over lapp ing the execut ion of several  
problems, or par t i t ion ing  the t ransformed 
problem into two dis jo int  sub-problems.  
The dot ted  l ine in f ig. 2.b shows  the 
opt ima l  par t i t ion ing  for the concrete case 
we are consider ing.  
In a general  case, the number of tlme 
units required to solve the problem, with 
no over lapping is: T = 2wnm+2w-3. If 
over lapping is used, the number of steps 
is: T = wnm+2w-2.  
The  processor  u t i l i za t ion ,  ~ , is 
given by 
n .m 1 
m 
AT 9 3 
2+ - - -  - 
nm wnm 
with no over lapping,  
and 1 
2 2 I+ 
nm wnm 
with over lapping.  
When the va lue  of the product  nm is 
large, the PE's u t i l i za t ion  aproaches to 
I/2 and I, respect ive ly .  
In the next sect ion beside the above 
presented t ransformat ion,  another one is 
to be used. This new t ransformat ion,  named 
DBT- t ransposed-by- rows ,  yields to 
atta inment of a lower-band t rans formed 
matr ix.  The method consists  in t ranspos ing  
the matr ix  resu l t ing  from the app l i ca t ion  
of a DBT-by- rows  t rans format ion  to the 
t ranspos i t ion  of the or ig inal  matr ix;  that 
is: 
DBT t ransposed-by- rows  (A)= 
= DBT (A T) T 
by- rows  
3. -  MATRIX-MATRIX  MULT IPL ICAT ION.  
In th ls  sect ion  we are d i rec ted  to 
solve the problem C=A*B, using the w-by-w 
hexagonal  mat r ix -matr ix  mul t ip l i ca t ion  
ar ray  /5/. A, B and C are matr i ces  of 
(n,p), (p,m) and (n,m) d imens ions  
respect ive ly ,  n, p and m are the 
coef f ic ients  that relate the problem and 
array d imensions,  as fol lows: 
= B /w l ,  P =~/4  and m =[m/w] 
To achieve this problem's solut ions,  
the B matr ix  is d iv ided in column 
submatr lces  of width w. The C matr ix  is 
atta ined by succes ive ly  mul t ip ly ing  the A 
matr ix  by each column submatr ix  of B 
matrix.  By using this a lgor i thm, the 
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Fig.3 Input and output data flow for the problem ~.x + ~ = ~ with r~ = 6, m = 9, w = 3. 
t rans formed prob lem is now C=A*B (see fig. 
4.a) ,  and the matr i ces  A and B are de f ined  
as fo l lows:  
I) A lgor i thm to obta in  the t rans formed 
matr ix  A can be expressed  as fo l lows :  
a) To app ly  a DBT-by-rows to mat r ix  A. 
This  step y ie lds  to mat r ix  ~h. 
b) To  jux tapose  m b locks  A b and  one  
t r iangu lar  b lock  U' This  step 
y ie lds  to mat r ix  A. The b lock  U' is 
composed  by the f i rst  (w-l) rows and 
(w-l)  co lumns  of A b. 
Consequent ly ,  A is a square  mat r ix  of 
d imens ion  pnm+w-  1 . 
2) The  matr ix  B has the same d imens ion  as 
. An a lgor i thm to obta in  the 
t rans formed matr ix  B can be expressed  
as fo l lows:  
a) The B matr ix  is d iv ided  into m 
co lumn sub-matr i ces ,  w i th  p -by -w 
e lements  each .  Le t  us name these  
sub-matr i ces  by BO, BI , . . .  , Bm_ I. 
b) A DBT-transposed-by-rows is app l ied  
to each  B i. Th i s  s tep  y ie lds  to a 
b 
band matr ix ,  B i. 
b c) By Juxtapos i t ion  of n b locks  Bi, the 
d 
band matr ix  B i is a t ta ined .  
d) By Juxtapos i t ion  of m matr i ces  
B d d d 
O' B I, . . . , B~_  1 and  append ing  at 
the end the main  sub-matr ix  L' the 
mat r ix  is a t ta ined .  L' is fo rmed 
by the f i rst  (w-l)  rows and co lumns  
b 
of B 0 . 
Now, we w i l l  descr ibe  the process  of 
a t ta inment  of mat r ix  C, s ta r t ing  f rom the 
par t ia l  resu l t s  p roduced  by the sys to l i c  
a r ray  system,  when it operates  to make the 
mul t ip l i ca t ion  C=A*B.  
The par t ia l  resu l t s  mat r ix ,  C, is 
shown in f ig 4, where  the C matr ix  can be 
a lso  seen. Both mat lces  are decomposed  as 
square  w-by-w matr i ces .  Each square  mat r ix  
is sp l i t  into three b locks ,  named U, L and 
D. The subscr ip t  ind ices  notat ion  in 
re f lec ts  its cor respondence  w i th  mat r ix  C, 
and the superscr ip t  ind ices  express  the 
computat iona l  sequence  of par t ia l  resu l t s  
a t ta inment .  To obta in  the b locks  for 
mat r ix  C, we must  compute :  
p-1 
= , j ;  U i ,  = ~ U t L =2~ut  
J t=O i,j; rs t 0 r ,s 
Lot 
L11 
L01 ~ L02 
L 1 0 ~ ' ~ 1  ~ ' ~  12 
L. \ L12 \ 
A B 
Uoo\~ Uol ~ Uoz 
Doo DO1 DO2 
LO0 ~ LOl ~Loz  x~ 
Dr0 D l l  D12 
L10 "~ L11 ~\  L12 "~ 
C 
Fig. 4.a Block structure of the original problem AB = C 
withR =2,~= 2 ,~-  3. 
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J 
Ab 
Ab 
Ab 
Band of_ 
matrix B 
. LO0 ! 
/ ' 
. L IO  BI 
LO0 
Bdo • 
~ t-'HI 
Bt 
/ 
~_ L l l  
Bi 
U01 > 
/ 
,~ L01 
/ 
Bdl 
U01 / 
/ 
i 
h.  U12 ~ / 
Bb ~ L12 
Uo2 > 
/ 
\ L02 
Bd2 
U12 ~" / 
L12 
Bb 
U02 / 
i 0, 
Band of_ 
matr ix C 
LOlO D01O U11O 
U111 
Fig. 4.b Block structure of the transformed problem AB = C 
with ~ = 2,~=2, ~=3.  
Fig. 5 shows a feedback topology 
suited to complete the above computat ions .  
In /7/ the systol ic  arrays with this kind 
of feedback scheme are named "spiral  
sys to l i c  a r rays"  The main  d iagona l  is 
"auto - feedbacked" ,  and the sub-d iagona ls  
are feedbacked  in pa i rs ,  in such a way 
that the number of process ing e lements  in 
the loop equals w. 
In the computat ion  of Uij and Lrs, the 
feedback delay time equals w, except in 
some special  cases where this delay time 
is greater than w. These i r regu lar i t ies  in 
the feedback delay time arise because we 
a im to min imize  the computat iona l  t ime 
required.  Neverthe less ,  a regular  delay 
time can be reached, and therefore a 
s impl i f i ca t ion  of the control  sect ion 
attained, at the expense of increas ing the 
global  computat iona l  time. To achieve thls 
goal of regular i ty ,  the or ig inal  prob lem 
should be, par t i t ioned into m subproblems,  
each subprob lem cons is t ing  of 
mu l t ip l i ca t ion  of matr ix  A by every co lumn 
submatr ix  of B. The t rans formed problems,  
from these subproblems,  cannot be l inked 
together without  a loss of e f f ic iency;  to 
mainta in  the ca lcu lat ions ,  separat ion  of 
subproblems with zero value blocks is 
needed /8/. 
For the case we are cons ider ing,  three 
types of i r regu lar i t ies  in the feedback 
delay time can be recognized.  One of these 
types arise when the blocks UOj are 
feedbacked.  The other two types arise when 
feedback of b locks L- is used. n-l, j  
Fig. S. Interconnection topology of the Hexagonal Systolic 
Array Processor with spiral feedback. 
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To ca lcu la te  b locks  U 0 , j ,  a par t ia l  
resu l t  is f i rst  computed:  
2p-2 
t Z7 Uoj 
t=O 
wi th  a feedback  de lay  t ime of par t ia l  
resu l t s  equa ls  w. The feedback  de lay  of 
the last par t ia l  resu l t  is 6 (w- l ) (n - l )p+w.  
The ca lcu la t ion  proces  for Lp - l ,0  is 
the same as for U0, j ;  but now the requ i red  
feedback  de lay  of the last par t ia l  resu l t  
i s  6(np) (m- l ) (w- l )+w.  
When ca lcu la t ing  L~_ I , j ,  w i th  J#0, the 
feedback  de lay  of the f i rst  par t ia l  resu l t  
is 6 (w- l ) (n - l )p+w.  Once the second par t ia l  
resu l t  has been obta ined ,  the fo l low ing  
ones are obta ined  every  w cyc les .  
To use feedback  w i th  constant  de lay  
t ime makes  necessary  a number  of 2w and w 
memory  e lements ,  for the main  d iagona l  and 
sub-d iagona ls ,  respect ive ly .  Wi th  regard  
to the i r regu lar  feedbacks ,  w(w- l )3 /2  
memory  e lements  are needed.  
Tak ing  into account  these features ,  as 
wel l  as the feedback  topo logy ,  a modu lar  
and eas i ly  expand ib le  des ign  is poss ib le  
for the sys to l i c  a r ray  system.  
The number  of s teps  requ i red  to so lve 
the prob lem is: T = 3wpnm + 4w - 5. The 
processor  u t i l i za t ion  is g iven  by 
n .m.p  = 1 
AT 3+ 4 5 
prim wpnm 
A formal  descr ip t ion  of the data f low 
that must feed the array,  can be found in 
the Append ix  of this paper .  The input of 
data  must be accord ing  to the d iagona ls  
d i rec t ion ,  to a t ta in  the computat ion  of 
C--A*B+E w i thout  need of any operat ion  
outs ide  the array.  The descr ip t ion  of the 
data f low is made and presented  at a D, L 
and U b locks  level .  
4.- CONCLUSIONS 
A matr ix  s t ruc ture  t rans format ion  
method  has been presented  in this paper .  
The aim is to use, w i th  a max imum 
ef f i c iency ,  the f ixed s ize sys to l i c  a r rays  
proposed  by H .T .  Kung,  for  a rb i t ra r i l y  
s i zed  matr i ces .  The 
method  cons is ts  in the t rans format ion  of a 
dense matr ix ,  A, into a band matr ix ,  A; 
this band matr ix  has a bandwidth  equa l  to 
the array s ize.  To ach ieve  this goal ,  A is 
sp l i t  into t r iangu lar  sub-matr i ces .  Later ,  
a genera l  jux tapos i t ion  a lgor i thm (DBT) 
for t r iangu lar  sub-matr i ces ,  is used,  and 
the t rans formed matr ix  is obta ined .  
Mat r ix  t rans format ion  a lgor i thms that 
have been presented  in this paper  are of 
two k inds:  by- rows  and transpose-by-rows. 
These a lgor i thms a l low ut i l i za t ion  of 
sys to l i c  a r rays  w i thout  any e f f i cency  loss 
when so lv ing  prob lems of the c lasses  
mat r ix -vector  and matr ix -mat r ix  
mul t ip l i ca t ion .  The number  of memory  
e lements  requ i red  depends  only on the 
ar ray  size. The topo logy  of feedback  f lows 
is regu lar  and f ixed for a g iven system.  
Moreover ,  al l  the computat ions  are made 
ins ide  the sys to l i c  system,  and modu lar ,  
expand ib le  s t ruc tures  are adequate  to this 
purpose .  
From the proposed  t rans format ions ,  
some other  re la ted  types of 
t rans format ions  are eas i l y  deduced ,  and 
s imp l i f i ca t ion  of the feedback  scheme are 
a t ta ined ,  at the cost of a lower  
opt imizat ion  of the PE's u t i l i za t ion  
In the case of comput ing  w i th  mat r i ces  
of a known degree  of spars i ty ,  
t rans format ion  a lgor i thms can be dev ised  
and  deve loped ,  to exc lude  the need  of 
zero -va lued  e lements  sub-matr i ces .  A 
reduct ion  of computat iona l  t ime wou ld  be 
the consequence  of us ing  such a lgor i thms.  
The methodo logy  that has been 
presented  in th i s  paper  has  been  a l so  
app l ied  to so lve the prob lems:  T r iangu lar  
sys tems of l inear  and matr ix  equat ions ,  
Gauss -Se ide l  i te ra t ive  method ,  L -U 
decompos i t ion  and inverses  of t r iangu lar  
and dense  matr i ces  /8/ .  Other  types  of 
mat r ix  a lgor i thms are present ly  in study,  
and  the hardware  des ign  of a p ro to type  
sys tem is under  execut ion .  
APPENDIX 
The  f low of data  that  must  feed  the 
ar ray  sys tem to accompl i sh  the computat ion  
C=A*B+E,  w i thout  any externa l  operat ion ,  
is expressed  now. 
A band  matr ix  w i th  a va lue  of w id th  
equa l  to 2w- l ,  is fo rmed f rom the data  
in t roduced  through the ar ray  d iagona ls ;  
let  us name th i s  mat r ix  as I ( input ) .  
These  data are par t ia ly  p rocessed  ins ide  
the ar ray  system,  and another  mat r ix  is 
fo rmed at the ar ray  output ;  let us name 
this mat r ix  as 0 (output ) .  We d iv ide  these 
two matr i ces ,  I and O, into square  
sub-matr i ces  w i th  w-by-w e lements ,  and 
each one of these sub-matr i ces  is aga in  
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Fig. 6 Notation of row block i for matrices 
I (Input) and O (Output). 
divided into lower tr iangular  blocks (L), 
diagonal blocks (D), and upper t r iangular  
blocks (U). 
To denote the sub-matr ices in the band 
of every row of blocks, subscr ipt  indices 
are used as shown in Fig. 6. Each 
sub-matr lx  name receives one superscr ipt  
index,  denot ing  the matr ix  to wh ich  it 
belongs. 
A input matr ix I, is formed from the 
data matr ix  E and f rom the feedbacked 
array output, O. 
I 
Uk,o 
Matr ix I can  be composed as fol lows: 
For 0 ~ k 6 nm 
U O _ _ 
k-p(n - l ) - l , l  
E 
" Uk/~ rood ~ ~/~j  
0 
Uk- l , l  
if k rood pm= 0 
if k rood p = 0 
and k rood pn ~& 0 
otherwise 
L I 
k,0 
L 0 _ - - -  k-p(n- l ) - l , l  i f  (k+p) mod pn = 0 
and k # p(n-1) 
L E _ k/p mod n, k/pn if k mod p fi 0 
and (k+p) mod pn ~ 0 
0 otherwise Lk-l , l  
I DE _ I k/p mod G,Lk/ G j if k mod P = 0 
Dk = 0 otherwise 
Dk- I 
I uE 
ul . o ,  k/~G 
k,l U0 
k,0 
if k mod i~ . 0 
otherwise 
I 
Lk,  I = 
L 9- i f  k = pnG-I 
pn-l ,0 
L E - -  ~-I, (k+l) Ip~ if (k+l)mod pn = 0 
and k #pnm 
0 otherwise Lk,0 
The submatr lces from the result matr ix  
C are attained, at the array output, as 
follows: 
For 0 ~ i, < ~ 0 ~ J < 
L~-- if (i,J) = (~-I O) npm-l, l  
L c ~ if i = ~-I J > 0 i,J fi L ( j+ l )pn_ l ,O 
LO(i+Jn+l)p-l,l 
D c i,J = D?i+J~+l)~-1 
otherwise 
I o 
uc = j u~j+1)~G, 0 if i = o 
i,J ~ 0 
U( I+jG+I)~_I ,  I otherwise 
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