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Abstract: A comprehensive roll-out of public charging infrastructure will be
costly. However, its impact on the diffusion of electric vehicles (EVs) is not clear
at all. Our study aims at estimating the extent to which an increasing availability
of public charging infrastructure promotes consumers’ decisions to switch to EVs.
We make use of a German data set including monthly registrations of new cars at
the ZIP-code level between 2012 and 2017 and match it with the official registry of
charging stations. We measure charging infrastructure by its visibility, capacity and
abundance in order to estimate its impact on EV adoption. A CS-ARDL approach is
deployed in order to identify the structural long-run relationship between charging
infrastructure and monthly EV registrations. There is evidence of a positive long-run
relationship but on a rather low scale. We conclude that consumers do not necessarily
react to the mere number of chargers but attach more importance to charging speed.
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1 Motivation and background
In this paper we investigate the relationship between the regional availability of public
charging infrastructure and the diffusion of electric vehicles (EVs) in private households.
The emissions produced in the transport sector are currently responsible for a quarter
of Europe’s overall greenhouse gas (GHG) emissions (see European Environment Agency,
2016). Not only do they contribute to global warming, they also result in high local
concentrations of air pollution that might lead to long-term effects such as health issues
(see, e. g., Brady and O’Mahony, 2011; Requia et al., 2018). According to the German
Environment Agency (2017), the transport sector alone induced almost 19 % of the
GHG emissions in Germany in 2017. Around half of the road transport is produced
by car passenger transport; the EU Commission (2018) even recorded an increasing use
of passenger cars in Germany compared to the EU-28 average. Hence, an increase of
eco-friendly passenger cars can be expected to significantly lower emissions, especially in
densely populated areas.
Accordingly, the EU is eager to make the transport sector more sustainable, in particular
by pushing electric vehicles into the center of the consumers’ attention. All types of EVs
have the potential to lower GHG emissions as they come with higher energy efficiency
scores than conventional cars with combustion engines (see, e. g., European Environment
Agency, 2016); the energy mix will also play an important role (see, e. g., Cavallaro et al.,
2018). Two types of electric car technologies are particularly interesting for our study:
Battery electric vehicles (BEV) and plug-in hybrid electric vehicles (PHEV); the latter
have a chargeable battery but also a traditional combustion engine.1
Most cars in the EU, however, are still powered by gasoline or diesel engines; only
a small proportion of the fleet is already electric. The sales of BEVs and PHEVs are
increasing, but they made up only 1.4 % of new car sales in the EU in 2017 (ICCT, 2018);2
the share in Germany was 1.6 % (Federal Motor Transport Authority, 2019). The pioneers
regarding EV adoption are well ahead of the EU: For instance, one-third of new cars sold
in Norway in 2017 were electric (European Environment Agency, 2018).
In order to understand how EV adoption can be further promoted, researchers are
interested in finding potential barriers that hinder consumers purchasing EVs. A lack of
1 Other types of electric cars without external charging possibility (e. g. the popular hybrid electric
vehicles (HEV) with batteries charged through brake energy) are not relevant for our study as they do
not require charging infrastructure.
2 HEVs made up about 2.7 %.
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public charging infrastructure3 could be one of them (see, e. g., Hardman et al., 2018; Kihm
and Trommer, 2014; Sierzchula et al., 2014). If charging infrastructure is not sufficiently
provided within reasonable driving distances, even consumers who are generally interested
in buying an EV are fearing discharged batteries during trips with no charging station
in sight (see, e. g., Franke and Krems, 2013). This so-called range anxiety decreases
EV adoption but could be avoided by building up public charging infrastructure so that
consumers can always reach a nearby charger.
Currently, the amount of charging infrastructure is relatively small, and the use of already
existing chargers often comes with challenges for consumers as the operating modes differ:
There are different plug-types that do not fit every vehicle, different registration modes
(e. g. membership cards to access or phone identification) and pricing models (consumers
can be charged by kilowatt-hour (kWh), by hours parked at the station or by the actual
charging time (see, e. g., Hardman et al., 2018)).4
Even though charging systems differ, many governments within or outside the EU
emphasize implementing charging infrastructure as one way to push more EV registrations.
Apart from financial incentives (see, e. g., Gallagher and Muehlegger, 2011; Hardman
et al., 2017; Tscharaktschiew, 2015), non-financial incentives (e. g. allowance to use
bus lanes) and raising awareness, governments argue how and where to invest in public
charging infrastructure (see, e. g., Gass et al., 2014; Sierzchula et al., 2014). The German
Government (2018) states in its coalition agreement that at least 100,000 charging stations
should be available by the year 2020. The EU Parliament (2018, p. 4) passed a directive
that reads: “As an indication, the appropriate average number of recharging points should
be equivalent to at least one recharging point per 10 cars.”
Public charging infrastructure might indeed be crucial for EV diffusion, but it is only
one out of three ways how to charge an EV. One of the great advantages of EVs is the
possibility to charge them at home or work. These two charging options cover most of
the daily charging needs of potential consumers.5 Franke and Krems (2013), for instance,
postulate that most charging in Germany will occur at home. Nevertheless, they conclude
that public charging stations are essential for EV consumers. Especially for their stated
3 “Public” means that the respective charging station can be accessed and used by everyone. Hence, it
is even considered public when it is operated by private institutions or individuals, when located on
private property, or when charging might require registration and payment.
4 Public charging can even be free, e. g. at supermarkets that install chargers in their parking lots for
image reasons and to provide convenience effects for their customers.
5 However, Fetene et al. (2016) show that charging at work is not economically reasonable both for firms
and workers. It is thus not expected to gain major importance.
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driving range preferences and if no private charging station is available during trips. Hence,
public chargers complement the general need for charging facilities, even though many EV
owners will hardly ever use them.
In Norway, where EV adoption is most developed, 75 % of EV users have private
charging (see Figenbaum, 2017); if they travel longer distances they switch to conventional
cars to avoid the limited driving distances of EVs (see Figenbaum and Kolbenstvedt,
2016). Nonetheless, there is a need for public infrastructure, especially in areas where
home chargers can not be installed, e. g., in dense areas with multi-family homes. An
experiment by Nicholas et al. (2017) in the U.S. shows that many EV users charge closer
to their homes (within ≈ 14 miles (≈ 22 km)) than models of optimal charging locations
would predict. The distances decrease even further when free charging is provided (to
≈ 5 miles (≈ 8 km)).
Further, it is worth mentioning that the different types of EVs come with different
charging requirements: PHEV owners are interested in using the more efficient electric
mode as often as possible, but they still have a combustion engine as a fallback option.
BEV consumers, however, depend on sufficient charging infrastructure, especially when
being far from home. Hence, the charging infrastructure effect on EV registrations – if it
exists – might differ between BEVs and PHEVs.
As local public charging infrastructure is considered necessary to push EV adoption,
we ask about the actual impact of charging infrastructure on EV adoption of private
households. The remainder of this paper is organized as follows: Section 2 presents
the previous literature on the matter. Section 3 presents our data on EV registrations
and charging infrastructure before Section 4 outlines the methodological approach. The
empirical results are presented and interpreted in Section 5. Section 6 concludes.
2 Literature
In the last years, different research strands developed approaches to investigate the adoption
process of EVs. Besides discrete choice analysis of EV preferences, there are also market
share analyses, (spatial) econometric models of EV adoption and market diffusion modeling
in order to examine the electrification of individual passenger transport. Our research
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adds to the first three mentioned fields.6 In what follows, we briefly provide an overview
of the current state of research and its results.
There is a substantial body of empirical research concerning EV adoption on an individual
level. Since we are interested in the EV adoption of private households, we review literature
that investigates the purchase decision process of individuals. Most studies perform choice
experiments to learn about individual preferences and provide insights into various vehicle
ownership decisions and willingness to pay for electric mobility. Rezvani et al. (2015)
summarize EV adoption behaviors such as consumers’ personal beliefs, personalities,
perceptions, or emotions. Further, it can generally be concluded that EV ownership is
highly influenced by socio-demographics. Those individuals are interested in EVs who
are middle-aged (see, e. g., Musti and Kockelman, 2011), male (see, e. g., Rasouli and
Timmermans, 2016), who obtained higher educational levels (see, e. g., Hackbarth and
Madlener, 2013), work full-time (see, e. g., Plo¨tz et al., 2014) and earn middle to high
incomes (see, e. g., Musti and Kockelman, 2011).7
EV consumers also show preferences concerning the existing charging infrastructure.
They often relate to its availability and express their range anxiety. It is noticeable that
authors use different measures of infrastructure availability: Some studies use distances
between charging infrastructure and consumers’ residence locations (see, e. g., Rasouli
and Timmermans, 2016) while others use the existence, density or percentage of charging
infrastructure in certain areas (see, e. g., Hackbarth and Madlener, 2013; Javid and
Nejat, 2017). Hackbarth and Madlener (2013) show in a web-based survey that potential
consumers are willing to pay more for an EV if driving ranges and charging infrastructure
availability improve. Hidrue et al. (2011) find that consumers are willing to pay about
$ 35 to $ 75 in order to increase their car’s driving range by one additional mile. Axsen
and Kurani (2013) reveal in their experiment that respondents would not select EVs due
to missing charging options near their home. In a further investigation, Axsen et al.
(2017) consider how main-streamers differ from early adopters in their knowledge of the
charging process. It turns out that most interviewees had only little knowledge of energy
sources and charge modes. Even though handling and functionality may still be tricky,
most studies conclude that the impact of public infrastructure on EV adoption is positive;
hence, charging infrastructure is needed for EV diffusion (see, e. g., Javid and Nejat,
2017; Potoglou and Kanaroglou, 2007; Sierzchula et al., 2014). Liao et al. (2017) argue
6 For further reading on market diffusion models (for instance with the help of CGE models) see, e. g.,
Gnann and Plo¨tz (2015) for an overview or Schmelzer and Miess (2015) for a cost-benefit analysis.
7 For an overview of EV user characteristics see, e. g., Liao et al. (2017) or Coffman et al. (2017).
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that increased infrastructure availability eases range anxiety and reduces search costs for
charging points.
The studies mentioned above rely on stated preferences since EVs have only recently
been introduced to the broad public. Stated preferences can be useful in order to study
even hypothetical EV purchases (see, e. g., Hensher, 2010). Research with extensive
revealed preference data, on the other hand, is relatively limited. However, Axsen et al.
(2009) state that revealed preferences show more accurate estimates when it comes to EV
adoption as there is a gap between the environmentally friendly attitudes of consumers
and their actual behavior. Lane and Potter (2007) also show that consumers differ severely
between their attitudes towards the new technology and their actual purchase, especially
when it comes to eco-friendly mobility.
Most studies with revealed preferences use linear regression analyses to describe influenc-
ing factors on EV adoption. Neaimeh et al. (2017) examine the correlation between daily
driving distances and standard (22 kW) and fast (≥ 50 kW) public charge events by using
OLS and robust regression models. Results show that fast chargers are more influential
than standard ones if the daily travel distances are above 240 km. For short daily travel
distances, standard chargers are sufficient. Sierzchula et al. (2014) investigate EV adoption
factors, such as incentives, fuel prices, and charging infrastructure in 30 different countries
conducting correlation analysis and OLS regressions in order to understand their impact
on EV market shares. The development of country-specific charging infrastructure is
one of the most significant impacts according to their results.8 Bailey et al. (2015) are
interested in whether the consumers’ awareness of public chargers increases EV adoption.
By conducting a cross-sectional regression analysis, they conclude that public chargers
alone provide only little explanation. However, the statistical correlation increases if
potential consumers are aware of multiple charging locations.
Adjemian et al. (2010) argue that there is also a spatial component to EV adoption.
Failure to account for spatial structures might lead to efficiency losses in the estimation.
They show that residents are more likely to choose a new EV that is also favored by
their neighbors. Liu et al. (2017) reach the same conclusion that geographical neighbors
positively affect EV purchases by conducting spatial econometric models for Ohio, USA.
Axsen and Kurani (2011) focus on the spatial impacts of social networks and also conclude
that such peer effects exist. Bansal et al. (2015), Chen et al. (2015) and Dimatulac and
Maoh (2017) conduct spatial count models in the U.S. and Canada on tract-levels. They
8 Although they do not claim to provide evidence for a causal relationship.
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investigate socio-demographic spatial patterns in EV choice behavior and find evidence
that adoption is locally clustered, especially in central areas. However, they do not consider
the impact of spatially distributed chargers in the region.
Our contribution to the existing research is threefold. First, we make use of unique
revealed preference data of private households over a longer time span to examine the
evolution of EV adoption and shed light on potential influencing factors in terms of
charging infrastructure. We use data on monthly EV registrations at the German ZIP-code
level from 2012 to 2017.
Second, with the available data, we are able to explore the short-run dynamics and
structural long-run effects of local charging infrastructure on EV adoption, accounting
for non-stationarity issues, possible heterogeneity between regions, and for potential
cross-sectional dependence due to common shocks or spatial spillover effects.
Finally, we distinguish between different measures of local charging infrastructure (the
effects of visibility, capacity and abundance of local chargers) to understand the mechanisms
through which charging infrastructure influences private EV adoption.
3 Data
3.1 Electric Vehicles
Our revealed preference data on EVs has been provided by the German Federal Motor
Transport Authority (2018). It covers monthly registrations of electric and conventional
passenger vehicles for private use up to 3.5 tons at the ZIP-Code level. As the data set
starts in 2009, it includes almost every EV ever registered by German households. All
types of EVs are recorded within one group until 2011. As PHEVs started to become
popular around this time, the data set distinguishes PHEVs and BEVs from 2012 onward.
As the rationale to purchase one of the two types of cars and the role played by charging
infrastructure might differ (see Section 1), we will provide separate estimates for overall EV
but also PHEV and BEV registrations. To put the monthly registrations into perspective,
we simply use EVs, PHEVs, and BEVs per 1,000 overall car registrations in a region as
our dependent variables. Cars registered with businesses are excluded as their purchasing
rationales must not be compared to private households.
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3.2 Charging Infrastructure
Our data on charging infrastructure stem from the German Federal Network Agency (2019)
that keeps track of every public charging facility in Germany. This official register includes
detailed information on the respective location, implementation date, technical parameters
(e. g. charging capacity or plug types), as well as the name of the operator.9
The studies mentioned in Section 2 show different investigation strategies and different
definitions of charging infrastructure. Nevertheless, they reveal that the number of public
charging points and the available charging capacities might be relevant for the EV purchase
decisions of households. In the following, we present how we measure public charging
infrastructure.10
First, the mere appearance of public chargers might have an effect on EV adoption. As
charging stations often have an exclusive location (e. g. in parking lots right in front of
the entrance or close to the road nearby), we hypothesize that it attracts the attention of
prospective EV users, even before knowing the details of charging capacities, plug types,
etc. We will refer to this as visibility effect.
Though not visible from a distance, the charging capacity might be at least as important
as the mere number of charging points as it determines the waiting time before a car
journey can be continued. Yang et al. (2016) show that potential EV consumers are
significantly driven by the location of a charging station as well as by the charging time.
Consumers often expect the charging process to be no longer than refueling a conventional
car (see, e. g., Gnann et al., 2018). However, a standard charger (22 kW) needs almost two
and a half hours to fully recharge a typical EV battery with a capacity of 40 kWh when
the car gets plugged in with a remaining charge level of 20 %. A fast charger with 50 kW
would only take about one hour. Most public charging stations, however, are so-called
level-2 chargers with capacities around 22 kW. Morrissey et al. (2016) and Figenbaum and
Kolbenstvedt (2016) show that fast chargers are used more often than others, especially at
car parks and parking garages.11 Hence, our second measure for charging infrastructure is
the overall capacity within a region. We refer to this as the capacity effect.
Besides the visibility and capacity of charging stations, studies have observed uncontrolled
9 Since March 17, 2016 providers are obligated to report public chargers to the Federal Network Agency
(see § 5 (1) and (4) LSV).
10 We drop charging stations with capacities of less than 11 kW. Usually, only home chargers come with
such low capacities. They are not suitable for public charging as dwell times would be very long.
11 Figenbaum and Kolbenstvedt (2016) conducted a survey on Norwegian EV owners and state that
around 8 % use fast chargers once a week (28 % once a month).
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charging during peak hours. Gnann et al. (2018), for instance, report a peak demand
around 3 pm in Norway and Sweden; Figenbaum and Kolbenstvedt (2016) report peaks
around 4 to 6 pm.12 Most chargers are occupied during such peak times. Fast charging
is now of the essence as it reduces waiting times and increases the throughput of cars.
Hence, not only visibility and overall regional capacity will do the trick, but the average
charging speed of the stations available. Ten 50 kW stations might be more effective
for EV adoption than twenty-five 20 kW stations, even though the capacity measure is
the same and the visibility measure is even lower in this example. Hence, we include
the average charging capacity per station as our third infrastructure measure and call it
abundance effect. It captures the fact that fast chargers are more often available (or will
become available more quickly if occupied).
We will make use of all three measures of charging infrastructure – visibility, capacity
and abundance – in order to estimate its impact on EV adoption. We will, however, use
them one by one in our estimation specifications as there might be some overlap between
what the three variables measure.
3.3 Descriptive statistics
We aggregate our data to the 3-digit ZIP-Code level13 and drop regions that have not
experienced at least one EV registration and one charging station installation by the end
of 2017 (usually large forests or otherwise uninhabited areas). In order to be able to
distinguish between BEVs and PHEVs, we drop the first three years of our observation
period (as PHEVs were not recorded between 2009 and 2011); this comes with a loss of
only 2.2 % of EV registrations. In doing so, we yield a strongly balanced panel data set
with 594 groups and a time dimension of 72 months (01/2012 - 12/2017).
Table 1 shows some descriptive statistics. Not surprisingly, the variables have increased
massively within the 6-year period between January 2012 and December 2017 but, nonethe-
less, remain at a rather low level. Table 1 shows that an average 3-digit ZIP-Code contained
about 16 public charging stations and experienced about 26 EV registrations (15 BEVs
and 11 PHEVs) per 1,000 registrations in December 2017. The average charging capacity
was 24 kW per station; the average overall charging capacity was 354 kW.
12 See also Azadfar et al. (2015) for an overview of EV charging behavior.
13 An average 3-digit ZIP-Code is much smaller than an average district (NUTS-3) and, thereby, captures
an area within which every point is in reasonable driving distance.
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Table 1
Descriptive statistics
January 2012
Mean Std. Dev. Min. Max.
Electric vehicles (EVs) 0.82 2.97 0 39.17
battery only (BEVs) 0.82 2.97 0 39.17
plug-in hybrid (PHEVs) 0.00 0.00 0 0
Number of charging stations 1.40 4.34 0 56
(= visibility effect)
Overall charging capacity (in kW) 28.51 90.80 0 1,232
(= capacity effect)
Ø charging capacity (in kW/station) 5.47 9.49 0 50
(= abundance effect)
December 2017
Mean Std. Dev. Min. Max.
Electric vehicles (EVs) 25.91 23.53 0 283.95
battery only (BEVs) 14.90 20.77 0 283.95
plug-in hybrid (PHEVs) 11.01 9.22 0 73.17
Number of charging stations 16.04 16.57 1 137
(= visibility effect)
Overall charging capacity (in kW) 353.66 341.24 11 2,174
(= capacity effect)
Ø charging capacity (in kW/station) 23.90 14.12 5.5 162.5
(= abundance effect)
Overall obs: 42,768 —— Groups (3-digit ZIP Codes): 594 —— Points in time (months): 72
Source: Federal Network Agency (2019), Federal Motor Transport Authority (2018).
Figure 1 maps the accumulated EV registrations (in absolute terms; Figure 1a), the
spatial distribution of charging stations (Figure 1b), the overall charging capacity (in kW,
Figure 1c) and the average charging capacity (in kW per charging point, Figure 1d) as
of December 2017. Obviously, EVs are more popular in urban areas towards western
Germany. A certain nexus between EVs and charging infrastructure is already visible;
however, the maps also reveal some regions with considerable numbers of EV registrations
but with virtually no public charging infrastructure at all. This is possible in rural areas
where most households can have private charging facilities.
All in all, the four variables show steep upward trends over time, as indicated by Figure 2.
The widening gap between overall charging capacity and the number of charging stations
in recent years shows that fast charging is gaining importance.
10
Figure 1
Charging infrastructure and electric vehicles (EVs) in Germany as of December 2017
(a) Electric vehicles (EVs) (b) Number of charging stations
- visibility effect -
(c) Overall charging capacity (kW)
- capacity effect -
(d) Average charging capacity
(kW/charging station)
- abundance effect -
Source: Federal Network Agency (2019), Federal Motor Transport Authority (2018).
11
Figure 2
Electric vehicle (EV) registrations and charging infrastructure in Germany
2009 2010 2011 2012 2013 2014 2015 2016 2017
0
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35
monthly EV registrations per thousand overall registrations
Number of charging stations (= visibility effect)
Overall charging capacity in 10 kW (= capacity effect)
Average charging capacity in kW/station (= abundance effect)
Source: Federal Network Agency (2019), Federal Motor Transport Authority (2018)
4 Estimation approach and econometric issues
We aim at estimating the short- and long-run relationship between charging infrastructure
and EV registrations. Our data set comes with a variety of challenges that call for a
thoughtful econometric setup. The following section 4.1 presents our estimation approach.
In the subsequent section 4.2, we describe the econometric issues inherent to the data and
sketch how to tackle them.
4.1 Estimation approach
In order to estimate the relationship between EV registrations and charging infrastructure
we consider a cross-sectional augmented autoregressive distributed lag (CS-ARDL) model
as proposed by Chudik and Pesaran (2015) and shown in Equation 1:
EVi,t = ci +
pEV∑
j=1
γi,jEVi,t−j +
pC∑
j=0
δi,jCi,t−j + λ′ift + i,t (1)
where EVi,t captures registrations of electric vehicles per 1,000 registrations in region i
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at time t 14. Ci,t captures the respective measure of charging infrastructure in region i at
time t indexed by j. The parameter vector λ′i captures the effects by a set of unobserved
common factors ft that the EV registrations in all regions might be subject to. According
to Chudik and Pesaran (2015), ft can be proxied by cross-sectional means of EVi,t and Ci,t
and a sufficient number of lags thereof. Hence:
λ′ift ≡
pZ¯∑
j=0
λ′i,jZ¯t−j (2)
with Zt = (EV t, Ct). Plugging (2) in (1) and rearranging the equation gives a standard
error-correction model:
∆EVi,t =
pEV∑
j=1
γi,j∆EVi,t−j +
pC∑
j=0
δi,j∆Ci,t−j +
pZ¯∑
j=0
λ′i,jZ¯t−j
+ φi
(
EVi,t−1 − βˆ0 − βˆ1Ci,t
)
+ i,t
(3)
We are particularly interested in the parameter βˆ1 as it represents the long-run rela-
tionship between EVs and charging infrastructure. It is estimated using a standard OLS
regression. If the respective error term follows an I(0) distribution, the term in parentheses
will represent an equilibrium relationship between EV and C. This will be the case even
if EV and C are non-stationary. Pesaran et al. (1999) show that ARDL estimation is
consistent as long as the variables are I(0) or I(1). The error correction parameter φi will
then determine the rate at which disturbances from this equilibrium will be corrected for.
The parameters δi,j represent the short-run dynamics between EV and C, γi,j capture
the effect of the autoregressive term and i,t is the error term. The parameter vector λi,j
depicts the coefficients of the cross-sectional averages that proxy our unobserved common
factors.
The CS-ARDL model, as proposed by Chudik and Pesaran (2015), is capable of estimat-
ing long-run effects in dynamic, heterogeneous panels and thereby solves issues that panel
data usually comes with. It has been extensively used, e. g. for the analysis of economic
growth (see, e. g., Chudik et al., 2017) or government aid (see, e. g., Herzer, 2019). In
the following section, we look closer at the characteristics of our data set and explain why
CS-ARDL is the appropriate method to analyze our research question.
14 In the remainder of the analysis, the variable EVi,t is defined with registrations of BEV, PHEV or EV
per 1,000 registrations in region i at time t.
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4.2 Econometric issues
4.2.1 Non-stationarity
The first and most severe problem in our data set is certainly non-stationarity: We observe
the development of EVs in Germany from its very beginning, i. e. from 2009 when almost
no EV was registered till 2017 when thousands of EVs were recorded. Hence, it would not
come as a surprise if the development of EV registrations and charging infrastructure was
non-stationary. Figure 2 in the last section already produced that conjecture.
Unit root testing in panels is always troubling as the available tests differ in terms of
hypotheses and assumptions and, therefore, often lead to contradicting results. Commonly
used tests formulating the null hypothesis that all panels are non-stationary with the
same autoregressive parameter (as proposed, i. a., by Levin et al., 2002) might be as hard
to justify in large heterogeneous panels as their alternatives with null hypotheses of all
panels being stationary (as proposed, i. a., by Hadri, 2000). Pesaran (2012) states that
the discussion about how to construct panel unit root tests can be easily avoided when T
is large enough to perform individual tests and then focus on the respective proportions of
stationary and non-stationary series.
We follow this recommendation and augment a standard heteroskedasticity-robust unit
root test (Hadri, 2000) with the information about the fractions of non-stationary/stationary
series in our sample. Table 2 shows the results.
As expected, we find that all variables must be considered non-stationary in levels
(indicated by .); this is true for the majority of series in the sample. The first differences
(indicated by ∆), however, are stationary, at least for the EV variables and for the
abundance measure of charging infrastructure. Even though the Hadri (2000) test would
still indicate non-stationarity for the two other infrastructure measures, this applies only
to a very small fraction of the sample. Tests using a null hypothesis of all panels being
non-stationary would confidently reject the null for the first differences of all of our
variables.
Hence, we conclude that our variables must be considered I(1); any standard OLS based
estimation approach would most likely produce “spurious” results. A simple solution
would be to estimate the relationship in first differences, but this would only deliver
short-run dynamics (i. e. transitory effects) without telling us anything about the long-run
relationship between charging infrastructure and EV registrations.
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Table 2
Unit-root testing
Hadri (2000) Fraction of series
test statistic (z) considered non-stationary
(at the 1 %-level):
levels (.) or 1st diff. (∆) . ∆ . ∆
Electric vehicles 65.7∗∗∗ -15.6 74.1 % 0.0 %
BEV 66.2∗∗∗ -15.0 39.2 % 0.0 %
PHEV 45.6∗∗∗ -16.9 63.0 % 0.0 %
Number of charging stations
(= visibility effect)
169.4∗∗∗ 22.0∗∗∗ 65.0 % 2.9 %
Overall charging capacity
(= capacity effect)
153.2∗∗∗ 23.0∗∗∗ 61.8 % 2.5 %
Ø charging capacity
(= abundance effect)
103.3∗∗∗ -2.3 53.9 % 6.1 %
Note: H0: “All panels are stationary.”, H1: “Some panels contain unit roots.”, cross-sectional means
removed, long-run variance specified using the Bartlett kernel with 4 lags, time-series unit root tests
performed using the Stata package kpss by Baum (2018). *** p < 0.001, ** p < 0.01, * p < 0.05
If, however, the variables at hand are cointegrated, we can make use of an error
correction model and characterize the relationship among these two variables EVi,t and Ci,t.
Thereby we distinguish between the short-run dynamics that capture the impulse-response
characteristics of the model and structural long-run effects that represent the equilibrium
that both variables will return to after distortion has occurred. Even though Figure 2
in Section 3 already delivered the impression that some of the variables might follow a
cointegrating equation with a stationary error term, we present the standard cointegration
tests in Table 3. As they show strong indications of cointegration, we can make use of an
error-correction model as displayed in Equation 3. Actually, the model works in itself as a
kind of cointegration test: There can only be stable long-run effects if the error correction
term φi is negative. Otherwise, the system would not return to equilibrium; hence, the
variables would not be cointegrated.
As we use the infrastructure variables one by one, our specifications will contain only two
variables at a time. Therefore, two considerations arise: First, could the analysis be biased
due to omitted (stationary or non-stationary) variables, and second, what would happen
to the estimates if we included further variables? As our two variables are cointegrated,
the estimators are super-consistent (see Engle and Granger, 1987; Pesaran et al., 1999;
Pesaran and Smith, 1995), meaning that the estimators converge with a relatively fast
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Table 3
Cointegration tests of EV registrations and charging infrastructure
Cointegration tests Statistic Result
Number of charging stations (= visibility effect)
Kao (1999) Augmented Dickey-Fuller t -73.75∗∗∗
Pedroni (1999, 2004) Augmented Dickey-Fuller t -178.87∗∗∗
Westerlund (2005) Variance ratio -38.43∗∗∗
Overall charging capacity (= capacity effect)
Kao (1999) Augmented Dickey-Fuller t -74.53∗∗∗
Pedroni (1999, 2004) Augmented Dickey-Fuller t -179.98∗∗∗
Westerlund (2005) Variance ratio -38.71∗∗∗
Ø charging capacity (= abundance effect)
Kao (1999) Augmented Dickey-Fuller t -73.77∗∗∗
Pedroni (1999, 2004) Augmented Dickey-Fuller t -176.93∗∗∗
Westerlund (2005) Variance ratio -37.63∗∗∗
Note: H0: “No cointegration”, H1: “Some (or all) regions in the panel are cointegrated”, cross-sectional
means removed, time trends included in Westerlund and Pedroni test. *** p < 0.001, ** p < 0.01, *
p < 0.05
rate to their equilibrium values (see Stock (1987)). Even though we only consider two
variables at once, the estimators are reliable due to the property of super-consistency.
We previously mentioned that cointegrated variables lead to a stationary error term;
therefore, the addition of a further non-stationary variable would lead to a non-stationary
error term. This means we would fail to detect the cointegrating process between our
variables of interest and might obtain spurious estimates. Bonham and Cohen (2001)
even argue that there is no necessity to include further stationary variables even if the
explanatory variables of charging infrastructure correlate with the error term. If there
is a cointegrating relationship between EV registrations and the variables of charging
infrastructure, then the stationary process will also exist in model extensions, meaning
that an addition of further variables will not lead to a change in the estimates of our
variables of interest (see Lu¨tkepohl, 2007).
4.2.2 Cross-sectional dependence
A standard ARDL model in error correction form is applicable for non-stationary data and
allows for estimations of short- and long-run effects. However, the issue of cross-sectional
dependence remains. We have good reasons to believe that our variables will be subject to
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general movements over time that affect all or at least groups of regions. A part of this
phenomenon might be explained by spatial spillover effects, e. g. when households tend to
go for electric cars because they observe a rising EV density in their neighborhoods (see,
e. g., Axsen et al., 2017); another part might be due to common factors, e. g. the release of
new car types or federal/state policies. Table 4 shows the standard test for cross-sectional
independence by Pesaran (2004), indicating that this issue must be considered in our
analysis.15
Table 4
Tests for cross-sectional independence
Model Number of charg-
ing stations
(= visibility effect)
Overall charging
capacity
(= capacity effect)
Ø charging capacity
(= abund. effect)
without augmentation 308.87*** 272.89*** 321.77***
with 2-digit means 13.37*** 12.92*** 10.75***
with 2-digit means + 1 lag 2.26* 2.12* 2.21*
with 2-digit means + 2 lags -0.01 -0.27 0.50
with 2-digit means + 3 lags -0.06 -0.28 0.57
with 2-digit means + 4 lags -0.05 -0.28 0.64
(with global means + 4 lags) 28.77*** 29.07*** 29.10***
Note: The test is based on the ARDL model from Equation 1 using EV registrations. H0: “Cross-sectional
independence.” H1: “Cross-sectional dependence.”. *** p < 0.001, ** p < 0.01, * p < 0.05
An estimation failing to take care of cross-sectional dependence would yield biased
results. Chudik and Pesaran (2015) point out that the inclusion of cross-sectional means
and a sufficient number of lags thereof in the ARDL model solves the problem. This
approach is referred to as cross-sectional augmented ARDL (or CS-ARDL). We modify
this procedure by including means for the respective 2-digit-level rather than global means.
We experience that this modification depresses the test statistics even more strongly
than the basic approach by Chudik and Pesaran (2015). We suppose that this is due to
our geographically very fine-grained data. If means are taken at a level too broad, any
spatial patterns might be smoothed away so that the inclusion is less helpful in identifying
rather local common effects.16 Concerning the number of lags, Chudik and Pesaran (2015)
suggest using the integer part of T 1/3 as a rule of thumb; this means four lags in our case
15 We deploy the Stata package xtcsd by De Hoyos and Sarafidis (2006).
16 We also ran the analysis using global means as in Chudik and Pesaran (2015). The test score drops
but stays statistically significant.
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(i. e., pZ¯ ≡ 4 in Equation 3).17 We do not reject the null hypothesis of cross-sectional
independence as soon as the proper augmentation is in place.
4.2.3 Heterogeneity
There are good reasons to conjecture that the relationship between EV registrations
and variables of charging infrastructure might be heterogeneous across regions. While
the technical conditions should be basically the same for all car owners, there might be
differences in the share of private charging or socio-demographic characteristics. Hence,
regional EV registrations might react stronger (or weaker) to changes in the availability of
charging infrastructure. Such heterogeneous effects might apply to short- and long-run
coefficients as well as to the error-correction term; hence, regions might be characterized
by different equilibria (some might have none at all). Negligence of such heterogeneity
would lead to inconsistent estimation outcomes (see Pesaran and Smith, 1995).
The standard approach to estimate Equation 3 would be a dynamic fixed effects
(DFE) estimator18 that allows region-specific intercepts but assumes homogeneous slope
parameters. However, heterogeneity can be implemented: Pesaran et al. (1999) propose
the pooled mean group (PMG) estimator that allows the short-run coefficients and the
error correction parameter to be region-specific by estimating them separately and pooling
the results afterward. The long-term coefficients are assumed to be homogeneous. The
mean group (MG) estimator by Pesaran and Smith (1995) goes one step further and allows
even heterogeneous long-run coefficients. We will use all three estimators and deploy
Hausman tests in order to decide which model fits our data best.
5 Results
5.1 Baseline
We start by estimating Equation 3 using overall EV registrations and the abundance
measure of infrastructure as a baseline. We present the results for all three estimators
(DFE, PMG and MG) in Table 5.19 Before we turn to the coefficients in Table 5 though,
we must refer to the Hausman test results at the bottom of the table in order to determine
17 We include the current and 2 lags of the first difference of EVi,t and Ci,t and 4 lags of their cross-sectional
means.
18 See, e. g., Baltagi et al. (2000) for an overview.
19 We use the Stata package xtpmg by Blackburne III and Frank (2007).
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which estimator is most appropriate. PMG and DFE impose restrictions on the long-
run (and in the case of DFE even on the short-run) coefficients and are, therefore, only
consistent if the respective assumptions of parameter homogeneity are indeed valid. If
they are, the respective estimator is efficient; if not, MG should be deployed as it does
not impose any restrictions and is consistent in either case (see Blackburne III and Frank,
2007). The null hypothesis of our Hausman test is that there are no systematic differences
between coefficients when comparing PMG and DFE to MG, respectively. If H0 is rejected,
we go for the more efficient estimator; otherwise we stick with the always-consistent MG.
As the p-values in Table 5 indicate, there are no systematic differences between the
estimators, neither between DFE and MG nor between PMG and MG. Hence, all three
estimators are consistent, but MG is the least efficient one. Running the Hausman test
for PMG and DFE does not yield a meaningful test result as the variance of the efficient
estimator (DFE) exceeds the one of the consistent estimator (PMG). Greene (2003, p. 699)
suggests not to reject the null in those cases and to go for the efficient estimator. Hence,
the simple assumption of homogeneous slope parameters seems appropriate for our kind of
data. Nonetheless, we show all three specifications in order to demonstrate the robustness
properties of our analyses. We will see that our main conclusions hold irrespective of the
assumptions made concerning heterogeneity (the magnitudes vary though).
Table 5 shows the results with and without cross-sectional augmentation. The findings
are mainly in line with our expectations: First of all, the error-correction term is negative
and significant in all specifications; hence, the two variables do have a structural equilibrium
that will be reachieved in the long run after a disturbance has occurred.
Concerning the long-run results, there is a positive and mostly significant relationship
between EV registrations and our abundance measure of charging infrastructure (Ca) in
the unaugmented regressions (Columns (1), (3), and (5)). However, we observe that the
coefficients get much smaller once cross-sectional means are included (Columns (2), (4),
and (6)). If we take the DFE specification seriously (according to the Hausman tests), it
will take 33 more kilowatts on average (i. e. 1/0.03) in order to permanently observe one
more EV in 1,000 registrations per month. Basically, this would mean that almost every
existing charging station (providing an average of 24 kW; see Table 1) must be replaced by
a fast charger. Would we not take cross-sectional dependence into account, the abundance
effect would erroneously appear much larger. The corresponding short-run coefficients
for Ca are mostly insignificant in the augmented specifications and show very unstable
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Table 5
Results A – EV registrations and Ø charging capacity (= abundance effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆EV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run
Ø charg. capacity (Ca) 0.37*** 0.03* 0.51*** 0.01*** 0.75 0.16
(= abundance) (0.01) (0.01) (0.01) (0.00) (1.37) (0.16)
Error-correction term -0.38*** -0.56*** -0.34*** -0.96*** -0.46*** -1.04***
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
Short-run
l.∆EV -0.30*** -0.19*** -0.38*** 0.02 -0.31*** 0.06***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆EV -0.12*** -0.08*** -0.22*** -0.02* -0.18*** 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Ca -0.05** 0.01 0.33 0.40* 0.23 0.26
(0.02) (0.01) (0.26) (0.19) (0.22) (0.20)
l.∆Ca -0.08*** -0.03* 0.12 -0.02 0.11 -0.03
(0.02) (0.02) (0.17) (0.11) (0.16) (0.13)
l2.∆Ca -0.07*** -0.01 -0.26 -0.22 -0.23 -0.23
(0.02) (0.02) (0.29) (0.20) (0.31) (0.23)
CS-means (Z¯t)
EV – 0.82*** – 0.91*** – 0.91***
(0.01) (0.03) (0.03)
l.EV – -0.15*** – -0.02 – 0.00
(0.01) (0.02) (0.02)
l2.EV – -0.08*** – 0.05** – 0.08***
(0.01) (0.02) (0.02)
l3.EV – -0.06*** – 0.02 – 0.04
(0.01) (0.02) (0.02)
l4.EV – 0.00 – 0.01 – 0.00
(0.01) (0.02) (0.02)
Ca – 0.01 – -0.19 – -0.25
(0.03) (0.25) (0.24)
l.Ca – -0.01 – 0.32 – 0.33
(0.04) (0.34) (0.33)
l2.Ca – 0.00 – -0.13 – -0.22
(0.04) (0.44) (0.43)
l3.Ca – -0.01 – 0.21 – 0.25
(0.04) (0.39) (0.39)
l4.Ca – 0.03 – 0.01 – -0.08
(0.03) (0.42) (0.46)
Constant 1.24*** -0.28 1.13*** -4.70 1.11 -4.44
(0.08) (0.15) (0.11) (6.20) (3.84) (7.48)
Hausman test p-value 0.39 0.35 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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signs. Hence, there is no evidence of a transitory impulse-response characteristic between
charging infrastructure and EV registrations.
We must conclude that the abundance effect of charging infrastructure gets very small
as soon as the cross-sectional augmentation comes in. This suggests that the variation
in EV registrations is, to a large, extent driven by unobservable common factors and
spatial spillovers. The contemporary terms of Z¯t show very large positive coefficients for
the number of EV registrations before they turn significantly negative in the subsequent
months and then eventually disappear. The coefficients for the cross-sectional means C¯a,
however, are insignificant across the board. Hence, the very strong impact of EV is what
makes the coefficients drop between specification 1 and 2.
This underlines one of the guesses we have made earlier (see Section 2): Consumers
decide to buy an EV when the peer pressure is high enough; i. e. the more they get into
contact with electric cars, not only in their neighborhood but also in the media, etc. The
implication of our main result, however, is in no way that charging infrastructure would
be irrelevant for potential consumers. There is a stable long-run relationship, even though
consumers do not seem to respond to additional charging stations directly. The main
motivation seems to come from cars, not from stations.
In fact, there is even a causal relationship: According to the Granger representation
theorem (see Engle and Granger, 1987), cointegration means causation in at least one
direction. Hence, our negative and highly significant error-correction term indicates not
only that the two variables are indeed cointegrated, it is at the same time evidence that
one of the two variables will adjust to disturbances from equilibrium while the other one
may be weakly exogenous. In order to check for the direction of Granger causation, we
reran the analysis in the fashion of a vector error-correction model (VECM).20 We find
that car registrations adjust strongly to deviations from long-run equilibrium in all of
the model specifications whereas the charging infrastructure variables hardly move at all.
Hence, Granger causation clearly runs from infrastructure to car registrations, which is
the mechanism proposed in the literature.
5.2 Robustness
We have shown in the last section that our results hold irrespective of the assumptions
concerning parameter homogeneity; the three estimation techniques lead to very similar
20 The results are not shown here for the sake of brevity but are available from the authors upon request.
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conclusions. This section will provide further specifications in order to prove the robustness
of our results.
We modify the analyses along two lines of argument that have already been put down in
Section 3: First, we argue that consumers might not only react to the abundance of charging
infrastructure; they might already be attracted by the mere existence of charging stations
(visibility effect) or by the overall charging capacity in their neighborhood (capacity effect).
We will show the different results in subsection 5.2.1. Second, consumers of plugin-hybrid
electric vehicles (PHEVs) might differ from those who are interested in purely battery
electric vehicles (BEVs) when it comes to the availability of charging infrastructure. We
will, therefore, restrict the sample to BEVs and PHEVs, respectively, and present the
results in subsection 5.2.2.
5.2.1 Different measures of infrastructure
Tables 6 and 7 show the visibility and the capacity effect of charging infrastructure on
EV registrations. The results are similar but appear slightly weaker in comparison to
the abundance effect. The coefficients of interest for Cv and Cc turn insignificant after
cross-sectional augmentation.21 Interestingly, if we revisit Equation 3, βˆ1 is now virtually
zero, which means that EV registrations in the long-run equilibrium are independent of the
number of charging stations and of overall regional charging capacities. The unaugmented
regressions would show a much different picture, but as soon as cross-sectional dependence
is accounted for, EV registrations simply follow a common trend that regions can only
break out of by installing additional fast chargers, as indicated by the abundance effect in
Section 5.1.
This confirms our presumption that consumers do not necessarily react to additional
chargers alone but take into account that only more powerful stations decrease their
charging times and relax the bottleneck effect during peak times.
5.2.2 Different types of electric vehicles
The abundance effect for BEV and PHEV registrations is shown in Tables 8 and 9,
respectively. We observe that the results for PHEV registrations are somewhat stronger
than for BEVs. This applies also to the visibility and the capacity effect shown in
Tables A1 – A4 in the Appendix.
21 As before, the Hausman tests prefer DFE in both specifications.
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Table 6
Results B – EV registrations and number of charging stations (= visibility effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆EV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run
Charging stations (Cv) 0.56*** 0.04 1.21*** -0.00 4.26*** 0.11
(= visibility) (0.02) (0.02) (0.02) (0.02) (1.19) (0.16)
Error-correction term -0.39*** -0.56*** -0.45*** -1.00*** -0.62*** -1.08***
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
Short-run
l.∆EV -0.29*** -0.19*** -0.31*** 0.04*** -0.20*** 0.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆EV -0.12*** -0.08*** -0.18*** -0.01 -0.13*** 0.02*
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cv 0.16*** 0.02 0.32* 0.08 -0.80*** -0.08
(0.05) (0.05) (0.13) (0.16) (0.20) (0.19)
l.∆Cv 0.03 -0.05 0.39 0.10 -0.60** 0.01
(0.05) (0.05) (0.20) (0.17) (0.21) (0.22)
l2.∆Cv 0.04 0.02 0.49* 0.27 -0.32 0.19
(0.05) (0.05) (0.23) (0.21) (0.25) (0.23)
CS-means (Z¯t)
EV – 0.81*** – 0.91*** – 0.90***
(0.01) (0.03) (0.03)
l.EV – -0.15*** – -0.02 – 0.02
(0.01) (0.02) (0.02)
l2.EV – -0.08*** – 0.05** – 0.07***
(0.01) (0.02) (0.02)
l3.EV – -0.06*** – 0.00 – 0.03
(0.01) (0.02) (0.02)
l4.EV – -0.00 – -0.01 – -0.00
(0.01) (0.02) (0.02)
Cv – 2.94** – -0.59 – -1.61
(0.91) (2.91) (2.89)
l.Cv – -0.96 – 0.34 – 0.62
(1.38) (3.97) (3.80)
l2.Cv – -1.48 – 2.35 – 1.58
(1.47) (4.81) (4.51)
l3.Cv – 1.17 – -1.71 – -2.80
(1.52) (4.32) (4.64)
l4.Cv – -1.14 – 3.23 – 2.75
(1.01) (3.27) (3.54)
Constant 1.68*** 0.02 1.00*** -0.21 0.38 -0.62*
(0.07) (0.07) (0.14) (0.12) (0.28) (0.29)
Hausman test p-value 0.66 0.50 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table 7
Results C – EV registrations and overall charging capacity (= capacity effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆EV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run∑
charg. capacity (Cc) 0.03*** 0.00 0.04*** 0.00* 0.33 0.03
(0.00) (0.00) (0.00) (0.00) (0.20) (0.03)
Error-correction term -0.39*** -0.56*** -0.43*** -1.01*** -0.62*** -1.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Short-run
l.∆EV -0.29*** -0.19*** -0.32*** 0.04*** -0.21*** 0.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆EV -0.11*** -0.08*** -0.19*** -0.00 -0.13*** 0.02*
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cc 0.00 0.00 0.02** -0.00 -0.05* -0.04
(0.00) (0.00) (0.01) (0.01) (0.02) (0.03)
l.∆Cc -0.00 -0.00 0.03* -0.00 -0.03 -0.03
(0.00) (0.00) (0.02) (0.01) (0.02) (0.03)
l2.∆Cc -0.00 0.00 0.05* 0.03 0.00 -0.01
(0.00) (0.00) (0.03) (0.02) (0.03) (0.03)
CS-means (Z¯t)
EV – 0.81*** – 0.90*** – 0.90***
(0.01) (0.03) (0.03)
l.EV – -0.15*** – -0.01 – 0.02
(0.01) (0.02) (0.02)
l2.EV – -0.08*** – 0.06** – 0.08***
(0.01) (0.02) (0.02)
l3.EV – -0.06*** – 0.01 – 0.02
(0.01) (0.02) (0.02)
l4.EV – -0.00 – -0.00 – -0.00
(0.01) (0.02) (0.02)
Cc – 0.11* – -0.00 – 0.05
(0.04) (0.12) (0.12)
l.Cc – -0.04 – 0.07 – 0.07
(0.07) (0.14) (0.14)
l2.Cc – -0.05 – 0.02 – -0.05
(0.07) (0.21) (0.20)
l3.Cc – 0.07 – -0.05 – -0.05
(0.07) (0.21) (0.21)
l4.Cc – -0.05 – 0.14 – 0.11
(0.05) (0.14) (0.15)
Constant 1.67*** 0.02 1.26*** -0.30* -0.98 -1.20
(0.07) (0.07) (0.12) (0.14) (1.14) (1.12)
Hausman test p-value 0.26 0.27 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Even though the differences are not very large, this supports our initial guess: While BEV
consumers depend completely on charging infrastructure, prospective PHEV consumers can
always run their car on fossil fuel if needed. Their freedom to switch off the electric mode
makes them more risk-taking when it comes to the availability of charging infrastructure.
They might find additional or faster charging infrastructure motivating for their decision-
making process. Prospective BEV consumers, however, stay rather skeptical even if the
charging infrastructure in their neighborhood increases. They will hardly buy an electric
car as long as they do not have their own charging facility or sufficient public charging
infrastructure.
6 Conclusion
A quick transition from mostly combustion-based to electric vehicles might be crucial if
the ambitious carbon dioxide reduction plans shall be met within the next decades. In
this paper, we investigate the relationship between electric car registrations of private
households and charging infrastructure in Germany by means of cointegration analysis.
To the best of our knowledge, this is the methodologically most sound empirical analysis
of the matter as it takes care of non-stationarity, cross-sectional dependence, and possible
heterogeneity. Consequently, our results are slightly less optimistic than others.
In any case, we find stable cointegrating relationships between different types of electric
vehicles and different measures of charging infrastructure. We are also confident that
Granger causality runs from charging infrastructure to EV registrations, i. e. the number
of cars registered each month eventually adjusts to the charging infrastructure measures.
This is in line with the consumer choice literature.
However, the long-run relationship between EV registrations and charging infrastructure
seems rather weak. More and better infrastructure might lead to persistently higher EV
registrations in a region, but only at a very low scale. The effects are somewhat stronger
for PHEVs than for pure BEVs. Also, the charging capacities play an important role: We
conclude that the visibility effect (i. e. the mere existence of charging stations) and the
capacity effect (i. e. the accumulated charging capacity in a region) are less effective than
the abundance effect (i. e. the average charging capacity in kilowatts per station). Hence,
consumers seem to be aware of the fact that public chargers are subject to bottleneck
effects during peak times and, therefore, seem to prefer a small number of fast chargers to
a large number of slow ones.
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This study captures electric mobility in its very early stages. Car types, charging
technologies, and customers’ sentiments have changed during our observation period, and
they might change even more dramatically in the future. It will, therefore, be interesting
to see further studies on the matter covering the standardized roll-out. Public charging
might become more important in order to convince those costumers who – until now –
have shied away from electric vehicles due to range anxiety. It might, however, also lose
relevance when, e. g., future housing includes private charging facilities by default. The
emergence of alternative fuels (e. g. hydrogen) might change the whole story entirely.
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Table 8
Results D – BEV registrations and Ø charging capacity (= abundance effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆BEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run
Ø charg. capacity (Ca) 0.16*** 0.02* 0.13*** 0.01*** 0.65 0.03
(= abundance) (0.01) (0.01) (0.00) (0.00) (0.43) (0.13)
Error-correction term -0.48*** -0.57*** -0.57*** -1.01*** -0.71*** -1.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Short-run
l.∆BEV -0.24*** -0.20*** -0.25*** 0.03** -0.16*** 0.07***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆BEV -0.07*** -0.06*** -0.14*** -0.00 -0.10*** 0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Ca -0.02 0.01 0.07 0.15 -0.03 0.12
(0.01) (0.01) (0.18) (0.15) (0.19) (0.18)
l.∆Ca -0.06*** -0.02* 0.07 -0.05 -0.02 -0.06
(0.01) (0.01) (0.16) (0.07) (0.14) (0.11)
l2.∆Ca -0.05*** -0.02 -0.31 -0.38* -0.38 -0.38
(0.01) (0.01) (0.30) (0.19) (0.32) (0.20)
CS-means (Z¯t)
BEV – 0.82*** – 0.96*** – 0.95***
(0.01) (0.04) (0.04)
l.BEV – -0.14*** – -0.02 – 0.01
(0.01) (0.02) (0.02)
l2.BEV – -0.10*** – 0.04* – 0.07***
(0.01) (0.02) (0.02)
l3.BEV – -0.06*** – 0.01 – 0.03
(0.01) (0.02) (0.02)
l4.BEV – -0.00 – -0.00 – -0.00
(0.01) (0.02) (0.02)
Ca – 0.02 – -0.14 – -0.14
(0.02) (0.14) (0.14)
l.Ca – -0.01 – 0.11 – 0.11
(0.03) (0.19) (0.18)
l2.Ca – 0.01 – 0.10 – 0.06
(0.03) (0.23) (0.23)
l3.Ca – -0.02 – -0.18 – -0.16
(0.03) (0.25) (0.25)
l4.Ca – 0.02 – 0.19 – 0.13
(0.02) (0.25) (0.27)
Constant 0.98*** -0.11 1.32*** -1.42 2.41 -0.12
(0.07) (0.12) (0.09) (2.32) (2.68) (3.54)
Hausman test p-value 0.94 0.89 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table 9
Results E – PHEV registrations and Ø charging capacity (= abundance effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆PHEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run coefficient
Ø charg. capacity (Ca) 0.20*** 0.02** 0.22*** 0.01*** 0.93 0.12
(= abundance) (0.01) (0.01) (0.00) (0.00) (0.77) (0.18)
Error-correction term -0.42*** -0.62*** -0.41*** -0.99*** -0.55*** -1.08***
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
Short-run coefficients
l.∆PHEV -0.28*** -0.16*** -0.34*** 0.02 -0.25*** 0.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆PHEV -0.16*** -0.10*** -0.20*** -0.01 -0.16*** 0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Ca -0.04*** -0.00 0.28 0.11 0.22 0.07
(0.01) (0.01) (0.16) (0.14) (0.16) (0.17)
l.∆Ca -0.04*** -0.01 0.05 0.08 0.03 0.01
(0.01) (0.01) (0.07) (0.07) (0.08) (0.11)
l2.∆Ca -0.03*** -0.00 0.02 0.04 0.03 -0.01
(0.01) (0.01) (0.07) (0.12) (0.11) (0.12)
CS-means (Z¯t)
PHEV – 0.81*** – 0.93*** – 0.93***
(0.01) (0.04) (0.04)
l.PHEV – -0.15*** – -0.02 – 0.00
(0.01) (0.03) (0.03)
l2.PHEV – -0.04** – 0.05* – 0.08***
(0.01) (0.02) (0.02)
l3.PHEV – -0.07*** – 0.00 – 0.03
(0.01) (0.02) (0.02)
l4.PHEV – 0.00 – 0.01 – -0.00
(0.01) (0.02) (0.02)
Ca – -0.01 – 0.08 – 0.01
(0.02) (0.16) (0.16)
l.Ca – 0.01 – 0.14 – 0.18
(0.02) (0.30) (0.31)
l2.Ca – -0.01 – -0.33 – -0.43
(0.02) (0.33) (0.34)
l3.Ca – 0.01 – 0.29 – 0.21
(0.02) (0.28) (0.27)
l4.Ca – 0.02 – -0.02 – -0.06
(0.02) (0.36) (0.37)
Constant 0.50*** -0.18* 0.53*** -3.51 0.86 1.14
(0.04) (0.08) (0.04) (5.84) (2.68) (6.54)
Hausman test (p-value) 0.55 0.52 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table A1
Results F – BEV registrations and number of charging stations (= visibility effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆BEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run
Charging stations (Cv) 0.24*** 0.02 0.39*** -0.02 1.25*** 0.10
(= visibility) (0.01) (0.01) (0.01) (0.01) (0.20) (0.10)
Error-correction term -0.48*** -0.57*** -0.67*** -1.06*** -0.82*** -1.11***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Short-run
l.∆BEV -0.24*** -0.20*** -0.19*** 0.05*** -0.09*** 0.09***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆BEV -0.07*** -0.06*** -0.11*** 0.02* -0.06*** 0.03***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cv 0.11** 0.03 0.27* 0.17 -0.43** 0.03
(0.04) (0.04) (0.11) (0.10) (0.14) (0.13)
l.∆Cv -0.01 -0.06 0.32 -0.04 -0.30 -0.14
(0.04) (0.04) (0.19) (0.13) (0.17) (0.18)
l2.∆Cv 0.04 0.02 0.44 0.33* -0.10 0.25
(0.04) (0.04) (0.23) (0.13) (0.22) (0.18)
CS-means (Z¯t)
BEV – 0.82*** – 0.96*** – 0.96***
(0.01) (0.04) (0.04)
l.BEV – -0.15*** – 0.01 – 0.03
(0.01) (0.02) (0.02)
l2.BEV – -0.10*** – 0.05** – 0.06***
(0.01) (0.02) (0.02)
l3.BEV – -0.06*** – 0.02 – 0.03
(0.01) (0.02) (0.02)
l4.BEV – -0.01 – -0.00 – -0.00
(0.01) (0.02) (0.02)
Cv – 1.84* – 0.92 – 0.94
(0.75) (1.83) (1.85)
l.Cv – -0.13 – -0.47 – -0.10
(1.14) (2.33) (2.30)
l2.Cv – -2.04 – -1.17 – -1.48
(1.22) (2.63) (2.58)
l3.Cv – 1.56 – 1.29 – 1.19
(1.26) (2.93) (3.07)
l4.Cv – -0.93 – 1.28 – 0.71
(0.84) (2.17) (2.21)
Constant 1.19*** 0.06 1.14*** -0.08 0.75*** -0.11
(0.06) (0.06) (0.11) (0.09) (0.19) (0.13)
Hausman test p-value 0.38 0.22 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table A2
Results G – PHEV registrations and number of charging stations (= visibility effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆PHEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run coefficient
Charging stations (Cv) 0.30*** 0.02* 0.52*** -0.02 1.27** 0.03
(= visibility) (0.01) (0.01) (0.01) (0.01) (0.48) (0.10)
Error-correction term -0.43*** -0.62*** -0.50*** -1.03*** -0.69*** -1.12***
(0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
Short-run coefficients
l.∆PHEV -0.27*** -0.16*** -0.27*** 0.06*** -0.16*** 0.11***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆PHEV -0.15*** -0.09*** -0.17*** 0.00 -0.11*** 0.02**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cv 0.05* -0.00 0.28** 0.07 -0.43*** 0.02
(0.03) (0.03) (0.09) (0.12) (0.11) (0.13)
l.∆Cv 0.05 0.02 0.23* 0.20 -0.38*** 0.17
(0.03) (0.03) (0.09) (0.15) (0.10) (0.16)
l2.∆Cv 0.00 -0.00 0.21* 0.11 -0.33*** 0.12
(0.03) (0.03) (0.08) (0.15) (0.10) (0.16)
CS-means (Z¯t)
PHEV – 0.81*** – 0.92*** – 0.92***
(0.01) (0.04) (0.04)
l.PHEV – -0.15*** – -0.01 – 0.02
(0.01) (0.03) (0.03)
l2.PHEV – -0.04*** – 0.04 – 0.06**
(0.01) (0.02) (0.02)
l3.PHEV – -0.08*** – 0.02 – 0.04
(0.01) (0.02) (0.02)
l4.PHEV – -0.01 – -0.01 – -0.02
(0.01) (0.02) (0.02)
Cv – 1.28* – -2.88 – -3.18
(0.51) (2.02) (2.05)
l.Cv – -0.77 – 2.67 – 2.62
(0.77) (2.83) (2.76)
l2.Cv – 0.45 – 2.62 – 2.31
(0.83) (3.39) (3.30)
l3.Cv – -0.37 – -0.74 – -1.38
(0.85) (3.07) (3.07)
l4.Cv – -0.18 – 0.52 – 0.23
(0.57) (2.01) (2.19)
Constant 0.77*** 0.01 0.48*** -0.14 -0.20 -0.14
(0.04) (0.04) (0.06) (0.11) (0.15) (0.23)
Hausman test p-value 0.95 0.64 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table A3
Results H – BEV registrations and overall charging capacity (= capacity effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆BEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run∑
charg. capacity (Cc) 0.01*** 0.00 0.01*** -0.00 0.10** 0.02
(= capacity) (0.00) (0.00) (0.00) (0.00) (0.04) (0.02)
Error-correction term -0.48*** -0.57*** -0.66*** -1.06*** -0.82*** -1.11***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Short-run
l.∆BEV -0.24*** -0.20*** -0.19*** 0.05*** -0.09*** 0.08***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆BEV -0.07*** -0.06*** -0.11*** 0.01 -0.07*** 0.03***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cc 0.00 0.00 0.02** 0.01 -0.04* -0.01
(0.00) (0.00) (0.01) (0.01) (0.01) (0.01)
l2.∆Cc -0.00 -0.00 0.03 -0.00 -0.02 -0.02
(0.00) (0.00) (0.02) (0.01) (0.02) (0.02)
l3.∆Cc -0.00 0.00 0.05 0.02* 0.00 0.01
(0.00) (0.00) (0.02) (0.01) (0.02) (0.02)
CS-means (Z¯t)
BEV – 0.82*** – 0.97*** – 0.96***
(0.01) (0.04) (0.04)
l.BEV – -0.15*** – 0.01 – 0.04*
(0.01) (0.02) (0.02)
l2.BEV – -0.10*** – 0.05* – 0.06**
(0.01) (0.02) (0.02)
l3.BEV – -0.06*** – 0.02 – 0.03
(0.01) (0.02) (0.02)
l4.BEV – -0.01 – -0.00 – -0.00
(0.01) (0.02) (0.02)
Cc – 0.08* – 0.00 – 0.02
(0.04) (0.08) (0.08)
l.Cc – -0.04 – 0.03 – 0.03
(0.05) (0.10) (0.10)
l2.Cc – -0.03 – -0.04 – -0.04
(0.06) (0.12) (0.12)
l3.Cc – 0.05 – -0.00 – 0.03
(0.06) (0.13) (0.13)
l4.Cc – -0.04 – 0.13 – 0.11
(0.04) (0.10) (0.11)
Constant 1.18*** 0.06 1.34*** -0.14 -0.38 -0.33
(0.06) (0.06) (0.10) (0.11) (0.97) (0.23)
Hausman test p-value 0.32 0.29 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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Table A4
Results I – PHEV registrations and overall charging capacity (= capacity effect)
Dep. var.: Dynamic fixed effects Pooled mean group Mean group
∆PHEV (DFE) (PMG) (MG)
(1) (2) (3) (4) (5) (6)
Long-run coefficient∑
charg. capacity (Cc) 0.02*** 0.00* 0.02*** 0.00** 0.04 0.02
(= capacity) (0.00) (0.00) (0.00) (0.00) (0.05) (0.01)
Error-correction term -0.44*** -0.62*** -0.49*** -1.04*** -0.69*** -1.12***
(0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
Short-run coefficients
l.∆PHEV -0.27*** -0.16*** -0.28*** 0.06*** -0.16*** 0.10***
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
l2.∆PHEV -0.15*** -0.09*** -0.17*** 0.00 -0.11*** 0.03**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
∆Cc 0.00 0.00 0.01** -0.00 -0.04** -0.01
(0.00) (0.00) (0.00) (0.01) (0.01) (0.01)
l.∆Cc -0.00 -0.00 0.01* -0.00 -0.03** -0.01
(0.00) (0.00) (0.00) (0.01) (0.01) (0.01)
l2.∆Cc -0.00 0.00 0.01* 0.01 -0.03** 0.01
(0.00) (0.00) (0.00) (0.01) (0.01) (0.01)
CS-means (Z¯t)
PHEV – 0.80*** – 0.91*** – 0.91***
(0.01) (0.04) (0.04)
l.PHEV – -0.16*** – 0.00 – 0.03
(0.01) (0.02) (0.02)
l2.PHEV – -0.04*** – 0.04 – 0.06**
(0.01) (0.02) (0.02)
l3.PHEV – -0.08*** – 0.02 – 0.03
(0.01) (0.02) (0.02)
l4.PHEV – -0.01 – -0.01 – -0.02
(0.01) (0.02) (0.02)
Cc – 0.04 – -0.09 – -0.06
(0.02) (0.09) (0.10)
l.Cc – 0.00 – 0.08 – 0.09
(0.04) (0.12) (0.11)
l2.Cc – -0.02 – 0.11 – 0.05
(0.04) (0.16) (0.16)
l3.Cc – 0.02 – -0.02 – -0.04
(0.04) (0.15) (0.14)
l4.Cc – -0.01 – 0.02 – -0.01
(0.03) (0.09) (0.10)
Constant 0.76*** 0.01 0.58*** -0.16 -0.24 -0.71
(0.04) (0.04) (0.06) (0.11) (0.16) (0.58)
Hausman test (p-value) 0.14 0.15 –
Note: Standard errors in parentheses. Groups: 594, Obs.: 40,392. *** p < 0.001, ** p < 0.01, * p < 0.05
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