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SINGULAR VALUES OF WEIGHTED COMPOSITION
OPERATORS AND SECOND QUANTIZATION
MIHAI PUTINAR AND JAMES E. TENER
Abstract. We study a semigroup of weighted composition oper-
ators on the Hardy space of the disk H2(D), and more generally
on the Hardy space H2(U) attached to a simply connected domain
U with smooth boundary. Motivated by conformal field theory,
we establish bounds on the singular values (approximation num-
bers) of these weighted composition operators. As a byproduct
we obtain estimates on the singular values of the restriction op-
erator (embedding operator) H2(V ) → H2(U) when U ⊂ V and
the boundary of U touches that of V . Moreover, using the connec-
tion between the weighted composition operators and restriction
operators, we show that these operators exhibit an analog of the
Fisher-Micchelli phenomenon for non-compact operators.
1. Introduction
There is a fundamental link between the free fermion conformal field
theory and complex function theory. Indeed, in Graeme Segal’s land-
mark paper [Seg04] he described how to construct the free fermion CFT
as the second quantization of the Hardy spaces of planar domains with
smooth boundary (or, more generally, Riemann surfaces with smooth
boundary). The properties of the second quantized operators are de-
rived from analytic properties of operators on these Hardy spaces. For
example, in [Ten16a] the boundedness and compactness of second quan-
tized operators are derived from a careful study of the Cauchy trans-
form. Moreover, in [Ten16b] it was shown that a necessary ingredient of
the dictionary between geometric and algebraic formulations of the free
fermion conformal field theory is the boundedness of the norms of the
exterior powers of certain weighted composition operators Wϕ, which
we define below, on the Hardy space H2(D). By Theorem 3.1, the
boundedness of these exterior power operators Λ(Wϕ) is characterized
by the decay rate of the singular values (sometimes called approxima-
tion numbers in the non-compact case) sn(Wϕ) of the prequantized
operator Wϕ.
2010 Mathematics Subject Classification. 47B33, 81T40, 30H10.
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Inspired by these results, we perform a general study of the spectral
properties of these weighted composition operators, and relatedly the
spectral analysis of the restriction operator between two Jordan do-
mains with smooth boundary. We also generalize a celebrated theorem
of Fisher-Micchelli [FM80] concerning n-widths in Hardy space to the
limiting case of a non-compact restriction operator. It is surprising,
and gratifying, that some qualitative features (decay and simplicity
of eigenvectors plus the oscillation of eigenvalues) persist in this new
situation.
The following theorem summarizes our main results, which we prove
in the body of the paper in Theorem 2.1 and Theorem 4.4.
Theorem A. Let U and V be Jordan domains with C∞ boundary,
and let ϕ : U → V be a univalent map such that ϕ(U) is also a Jordan
domain with C∞ boundary. For either choice of holomorphic square
root of ϕ′, define the weighted composition operator
Wϕ : H
2(V )→ H2(U)
by (Wϕf)(z) = ϕ
′(z)1/2f(ϕ(z)). Then the following hold:
(1) When ∂ϕ(U) ∩ ∂V is non-empty, the singular values of Wϕ
satisfy
1 ≤ sn(Wϕ) ≤ 1 + K
n
for some positive constant K. Thus the essential norm of Wϕ
is given by
‖Wϕ‖e =
{
1, if ∂ϕ(U) ∩ ∂V 6= ∅,
0, if ∂ϕ(U) ∩ ∂V = ∅.
(2) If ϕ(U) 6= V and λ is an eigenvalue of |Wϕ|, then λ has multi-
plicity one.
(3) If λ0 > λ1 > · · · > ‖Wϕ‖e are the eigenvalues of |Wϕ| exceeding‖Wϕ‖e, then the eigenfunction corresponding to the eigenvalue
λn has at most n zeroes in V .
In particular, if U ⊆ V and ι : U → V is the inclusion map, then the
restriction operator R : H2(V ) → H2(U) is given by R = Wι for the
appropriate choice of square root, and thus the above results apply to
R.
One can observe that the unitary equivalence class of |Wϕ| only de-
pends on the inclusion of domains ϕ(U) ⊆ V and not on a specific
choice of map ϕ (see Section 4). From this perspective, the map ϕ is
not an essential component of Theorem A, and one does not lose any
3generality by considering only the case of restriction operators (asso-
ciated to inclusion maps ι : U → V ). On the other hand, our proof
of Theorem A is most naturally expressed in terms of weighted com-
position operators Wϕ corresponding to self-maps ϕ : U → U , and the
connection with conformal field theory is most clearly observed in this
case as well.
One particularly interesting situation for our study is when we have
a semigroup (φt)t≥0 of self-maps of a domain U possessing an interior
fixed point. For sufficiently nice semigroups, we can show the stronger
result that
∏
max(1, sn(Wϕt)) < ∞ for all t ≥ 0 as a consequence of
[Ten16b]. The proof, however, is highly indirect, and requires relating
the exterior power semigroup Λ(Wϕt) to a semigroup of operators gen-
erated by a smeared Virasoro field and applying the ‘quantum energy
inequality’ of [FH05] to obtain a one-sided bound the spectrum of the
real part of the generator. It would be very interesting to have a di-
rect proof of this fact, in the spirit of the analysis performed to obtain
Theorem A, as well as a generalization of the result which applies to
maps ϕ not lying in semigroups.
Intriguingly, the link which we explore between singular values of
weighted composition operators and two-dimensional conformal field
theory is not the only such connection. Very recently, singular values of
these operators were studied (with emphasis on compact operators) in
[LLQRP16], in the context of modular nuclearity for Borchers triples,
a very different application than the one explored here. The simul-
taneous appearance of two distinct applications of singular values of
weighted composition operators to conformal field theory reveals their
importance, and suggests further work aimed at understanding the re-
lationship between these connections.
The paper is organized as follows. In Section 2, we introduce the
weighted composition operators Wϕ and establish estimates for their
singular values. In Section 3 we discuss the relation between singular
values of Wϕ and the boundedness of Λ(Wϕ) which is required for appli-
cations in conformal field theory. In Section 4 we exploit the relation-
ship between the weighted composition operators Wϕ and restriction
operators to establish a Fisher-Micchelli-type theorem for non-compact
Wϕ.
Acknowledgements. James Tener is grateful to the Max Planck In-
stitute for Mathematics, Bonn, for its hospitality and support.
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2. Singular values of a family of weighted composition
operators
Let U ⊂ C be a bounded, simply connected domain. For a prescribed
point z0 ∈ U , one defines the Hardy space H2(U, ωz0) in terms of the
harmonic measure ωz0 with pole at z0. If (U, z0) and (V,w0) are a
pair of such domains, and ϕ : U → V is a holomorphic map with
ϕ(z0) = w0, then it is natural to consider the composition operator
Cϕ : H
2(V, ωw0)→ H2(U, ωz0) given by Cϕf = f◦ϕ. One has ‖Cϕ‖ ≤ 1,
and Cϕ is unitary when ϕ is invertible.
Alternatively, if U has C∞ boundary there is another notion of Hardy
space, which we denote H2(U), obtained as the closure in L2(∂U, ds)
of the subspace of smooth functions on U which are holomorphic in U .
Here ds is arclength measure on ∂U . This is equivalent to working with
holomorphic functions on U with almost everywhere non-tangential L2
boundary values (see [Bel92, §5]). As topological vector spaces, H2(U)
and H2(U, ωz0) coincide, but it is an interesting and subtle problem to
study their differences as Hilbert spaces.
The second version of the Hardy space is most natural to consider
when we regard U endowed with a spin structure (which is unique
up to isomorphism). In this case, a map H2(V ) → H2(U) should
be obtained from a morphism U → V of spin structures, not just
a map of the underlying domains. When ϕ : U → V is a locally
injective holomorphic map, a morphism of spin structures is obtained
by choosing a holomorphic square root of the derivative ϕ′. Given
such a ϕ : U → V equipped with a choice of (ϕ′)1/2, we define the
weighted composition operator Wϕ : H
2(V ) → H2(U) by (Wϕf)(z) =
ϕ′(z)1/2f(ϕ(z)). Note that Wϕ1Wϕ2 = Wϕ2◦ϕ1 when the square roots
are chosen compatibly. Analogous to the case of composition operators
and harmonic measure, Wϕ is unitary when ϕ is invertible.
Let J∞ denote the set of bounded, simply connected Jordan do-
mains U ⊂ C with C∞ boundary, and for U, V ∈ J∞ let J∞(U, V )
denote the set of univalent maps ϕ : U → V , equipped with a choice
of square root of ϕ′, such that ϕ(U) ∈ J∞. For ϕ ∈ J∞(U, V ), the
weighted composition operator Wϕ : H
2(V ) → H2(U) is bounded, as
ϕ extends to a diffeomorphism ∂U
∼−→ ∂ϕ(U), and in particular ϕ′ ex-
tends continuously to U . Unlike the situation with harmonic measure,
however, Wϕ is not a contraction in general. Indeed,
‖Wϕ‖ ≥
‖Wϕ1‖H2(U)
‖1‖H2(V )
=
(
length(∂ϕ(U))
length(∂V )
) 1
2
,
and thus ‖Wϕ‖ may be arbitrarily large.
5On the other hand, we will show that Wϕ is an essential contraction.
Recall that the singular values (often called approximation numbers in
the case of non-compact operators) of T ∈ B(H,K) are defined by
sn(T ) = inf{‖T − F‖ : F ∈ B(H,K), rank(F ) < n},
and the essential norm of T is given by ‖T‖e := limn→∞ sn(T ). The
classical definition of essential norm
‖T‖e = inf{‖T − L‖ : L ∈ B(H,K), L compact}
is equivalent to the above limit of singular values, and it is obvious that
it only depends on the modulus |T | = √T ∗T of T .
Theorem 2.1. Let U, V ∈ J∞ and let ϕ ∈ J∞(U, V ). If ϕ(U) ∩ ∂V
is non-empty then
1 ≤ sn(Wϕ) ≤ 1 + Kϕ
n
,
for some positive constant Kϕ, and all n ≥ 1. In particular,
‖Wϕ‖e =
{
1, if ∂ϕ(U) ∩ ∂V 6= ∅,
0, if ∂ϕ(U) ∩ ∂V = ∅.
Proof. By composing ϕ with Riemann maps for U and V , which corre-
sponds to multiplying Wϕ by unitary operators, we may assume with-
out loss of generality that U = V = D. Moreover, we may choose the
Riemann maps so that ϕ(0) = 0. Following convention, we will use
normalized arclength measure on the unit circle S1 to define the inner
product on H2(D), but since we are rescaling the norm on both the
domain and codomain the conclusions of the theorem are not affected.
If ‖ϕ‖∞ < 1, so that ∂ϕ(D) ∩ ∂D = ∅, then the singular values of
Wϕ decay exponentially to zero and the conclusion follows. Thus we
assume that ‖ϕ‖∞ = 1.
The following argument is inspired by the computation of ‖Cϕ‖e in
[Sha87]. Let D be the unbounded operator on H2(D) given by Df = f ′,
with domain consisting of functions f ∈ H2(D) with the property that
f (n) extends continuously to D for all n ≥ 0. Let A ∈ B(H2(D))
be the compact operator given by Azn = 1
n+1
zn+1, and observe that
sn(A) =
1
n
. If ψ ∈ H∞(D), we write Mψ for the multiplication operator
by ψ on B(H2(D)).
For f ∈ C[z], we have
Wϕf = (Wϕf)(0) + ADWϕf
= ϕ′(0)1/2f(0) + AM(ϕ′)3/2CϕDf + AMψCϕf
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where ψ = ((ϕ′)1/2)′ = ϕ
′′
2(ϕ′)1/2 . By the smooth Riemann mapping
theorem (see [Bel92, Thm. 12.1]), ϕ′′ and 1
ϕ′ lie in H
∞(D). Hence
sn(AMψCϕ) ≤ ‖ψ‖∞
n
.
To obtain the desired estimate on sn(Wϕ), it suffices to show that
the map T defined on f ∈ C[z] by
Tf = ϕ′(0)1/2f(0) + AM(ϕ′)3/2CϕDf
extends to a bounded operator with norm at most 1. To do this, we use
the Littlewood-Paley formula for the H2(D) norm (see [Sha87, §4.5(a)])
‖f‖2H2(D) = |f(0)|2 +
∫
D
|f ′(z)|2 log(1/ |z|2) dλ(z)
where λ is Lebesgue measure on C, normalized so that λ(D) = 1.
Hence, for f ∈ C[z], we have
‖Tf‖2 = |ϕ′(0)| |f(0)|2 +
∫
D
|ϕ′(z)|3 |f ′(ϕ(z))|2 log(1/ |z|2) dλ(z)
= |ϕ′(0)| |f(0)|2 +∫
D
( |ϕ′(z)| log |z|
log |ϕ(z)|
)
|ϕ′(z)|2 |f ′(ϕ(z))|2 log(1/ |ϕ(z)|2) dλ(z).(2.1)
By the Schwarz-Pick lemma, for z 6= 0 we have
|ϕ′(z)| log |z|
log |ϕ(z)| =
|ϕ′(z)| (1− |z|2)
1− |ϕ(z)|2
log |z|
1− |z|2
1− |ϕ(z)|2
log |ϕ(z)|
≤ log |z|
1− |z|2
1− |ϕ(z)|2
log |ϕ(z)|
=
u(|z|)
u(|ϕ(z)|)
where u : (0, 1)→ R>0 is given by u(t) = − log t/(1− t2). One verifies
that u is decreasing, and since |ϕ(z)| ≤ |z| by the Schwarz lemma, we
have
(2.2)
|ϕ′(z)| log |z|
log |ϕ(z)| ≤ 1.
7Combining (2.2) with (2.1), and the fact that |ϕ′(0)| ≤ 1 by the
Schwarz lemma, we get
‖Tf‖2 ≤ |f(0)|2 +
∫
D
|ϕ′(z)|2 |f ′(ϕ(z))|2 log(1/ |ϕ(z)|2) dλ(z)
= |f(0)|2 +
∫
ϕ(D)
|f ′(z)|2 log(1/ |z|2) dλ(z)
≤ ‖f‖2 .
Since Wϕ = T + AMψCϕ and sn(AMψCϕ) ≤ Kϕn , we have established
the desired estimate for sn(Wϕ). Moreover it follows that ‖Wϕ‖e ≤ 1.
It remains to establish a lower bound for ‖Wϕ‖e, which we will do
as in [Sha87]. Since ‖ϕ‖∞ = 1, we may choose a sequence wn ∈ D
with |ϕ(wn)| → 1. By the smooth Riemann mapping theorem, ϕ and
all of its derivative extend continuously to the closed unit disk D. By
taking a subsequence, we may assume that wn converges to a point on
the unit circle, and thus ϕ(wn) does as well.
For w ∈ D, let kw be the corresponding normalized reproducing
kernel function, namely
kw(z) =
(1− |w|2)1/2
1− wz .
Since the sequence of unit norm functions kwn converges weakly to 0,
to show that ‖Wϕ‖e ≥ 1 it suffices to show that limn→∞
∥∥W ∗ϕkwn∥∥ = 1.
This is easily achieved, as
W ∗ϕkw = C
∗
ϕM
∗
(ϕ′)1/2kw =
(
ϕ′(w)(1− |w|2)
1− |ϕ(w)|2
)1/2
kϕ(w).
Hence
∥∥W ∗ϕkw∥∥ ≤ 1 by the Schwarz-Pick lemma. Moreover, by the
Julia-Carathe´odory theorem (see [Sha93, §4.2]) we have∥∥W ∗ϕkwn∥∥2 = |ϕ′(wn)| (1− |wn|)2
1− |ϕ(wn)|2
→ 1.

Theorem 2.1 shows that ‖Wϕ‖e captures basic geometric information
about the inclusion ϕ(U) ⊆ V when ϕ ∈ J∞(U, V ), namely whether
or not the boundaries of ϕ(U) and V intersect. It is desirable to have a
geometric understanding of the meaning of the singular values sn(Wϕ),
or more generally of |Wϕ|. In Section 4, we will explore further the
connection between |Wϕ| and the inclusion ϕ(U) ⊆ V via the restriction
operator R : H2(V )→ H2(ϕ(U)).
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Remark 2.2. The singular value estimates obtained in Theorem 2.1
are much more precise than one can generally compute for non-compact
weighted composition operators. For example, the techniques employed
in [LLQRP16, Thm. 2.2], which apply to a broader class of weighted
composition operators, cannot easily recover even ‖Wϕ‖e. This sug-
gests that the family Wϕ form a particularly interesting class of exam-
ples, deserving of further study.
3. Second quantization
One motivation for studying the operators Wϕ comes from conformal
field theory. Let H be a Hilbert space, and let ΛH =
⊕∞
n=0 Λ
nH be
the antisymmetric Fock space of H. Given T ∈ B(H,K), the map
Λ(T ) : ΛH → ΛK given by
Λ(T )(v1 ∧ · · · ∧ vn) = Tv1 ∧ · · · ∧ Tvn
is only densely defined in general, although ‖Λ(T )‖ ≤ 1 when ‖T‖ ≤ 1.
When ϕ ∈ J∞(D,D) and ‖ϕ‖∞ < 1, Λ(Wϕ) is closely related to the
second quantization of the Hardy space of the annulus D \ ϕ(D). In
[Ten16b], the second author considered the case when ‖ϕ‖∞ = 1, and
showed that the boundedness of Λ(Wϕ) was important for building a
dictionary between the geometric and operator algebraic formulations
of the free fermion conformal field theory. However, boundedness of
Λ(Wϕ) was only established when ϕ could be fit into a nice one param-
eter semigroup (ϕt)t≥0 ∈ J∞(D,D) with interior Denjoy-Wolff point
(see also Corollary 3.2). The boundedness of Λ(Wϕ) is related to the
singular values studied in Section 2 by the following result.
Theorem 3.1. Let H and K be Hilbert spaces, and let T ∈ B(H,K).
Then the following are equivalent:
(1) Λ(T ) is bounded.
(2) T can be written T = A + X, with A,X ∈ B(H,K), ‖A‖ ≤ 1,
and X trace class.
(3)
∏∞
n=1 max(1, sn(T )) <∞.
If these conditions hold, then ‖Λ(T )‖ is given by the product in condi-
tion (3).
The conditions of Theorem 3.1 are clearly satisfied when ‖T‖e < 1,
and can never be satisfied when ‖T‖e > 1. When ‖T‖e = 1, the last
condition reduces to
∏∞
n=1 sn(T ) <∞, or equivalently
∑
(sn(T )−1) <
∞. It is possible that Theorem 3.1 is well-known, but we were unable
to find a reference, and so we give a proof at the end of this section.
We note that the equivalence of conditions (1) and (2) is implicit in
[Ten16b, §5].
9Corollary 3.2. Let U ∈ J∞, and let (ϕt)t≥0 be a continuous semigroup
of maps with ϕt ∈ J∞(U,U). Suppose that there exists a z0 ∈ U such
that ϕt(z0) = z0 for all t ≥ 0. Moreover, suppose that the Koenigs
function σ of ϕt maps U onto a Jordan domain with C
∞ boundary.
Then
∏∞
n=1 max(1, sn(Wϕt)) <∞ for all t ≥ 0.
Proof. The semigroup Wϕt is unitarily equivalent to a semigroup of
self-maps of D which fix z0 = 0. It was shown in the proof of [Ten16b,
Thm. 3.21] that Λ(Wϕt) is bounded in this case, and the corollary then
follows immediately from Theorem 3.1. 
We expect that the bounds from Theorem 2.1 can be improved to∏
sn(Wϕ) <∞ for arbitrary ϕ ∈ J∞(U, V ). It would follow that there
is a contravariant functor J∞ → Hilb sending U to ΛH2(U) and ϕ to
Λ(Wϕ). The endomorphisms of D in J∞ are related to an extension of
Segal’s semigroup of annuli to ‘degenerate annuli,’ where the incoming
boundary and outgoing boundary of the annuli are allowed to overlap,
and the functor ϕ 7→ Λ(Wϕ) should be thought of as a representation
of End(D).
We now turn to proving Theorem 3.1. The key step in the proof is
the following useful observation.
Lemma 3.3. Let H and K be Hilbert spaces, and let T ∈ B(H,K).
For n ≥ 0, let Λn(T ) ∈ B(ΛnH,ΛnK) be the map Λn(T )(v1∧· · ·∧vn) =
Tv1 ∧ · · · ∧ Tvn. Then ‖Λn(T )‖ =
∏n
j=1 sj(T ).
Proof. We have |Λn(T )| = Λn(|T |) and sj(T ) = sj(|T |), so we may
assume without loss of generality that H = K and T ≥ 0. If n > dimH
then the conclusion is clear, so we assume that dimH ≥ n. As T will
remain fixed, we will write sj instead of sj(T ).
We first consider the case when ‖T‖ = ‖T‖e, so that sj = ‖T‖ for all
j ≥ 0. Since Λn(T ) is the restriction of T⊗n to an invariant subspace,
we have
‖Λn(T )‖ ≤ ‖T‖n = sn1 =
n∏
j=1
sj.
On the other hand, since the spectral projection associated to any
neighborhood of the essential norm has infinite rank, for any  > 0
there exists an orthonormal family of vectors v1, . . . , v

n such that the
collection Tvj is also orthogonal, and ‖Tvj‖ > ‖T‖ − . Hence
‖Λn(T )‖ ≥ sup

‖Tv1 ∧ · · · ∧ Tvn‖ = ‖T‖n ,
which completes the proof when ‖T‖ = ‖T‖e.
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Next assume ‖T‖ > ‖T‖e, and fix n ≥ 0. We will consider sepa-
rately the cases when sn > ‖T‖e and sn = ‖T‖e. First, assume that
sn > ‖T‖e. In this case, the first n singular values s1, . . . , sn are eigen-
values of T , and we may choose an orthornormal family of eigenvectors
v1, . . . , vn so that Tvj = sjvj. Let K = span{v1, . . . , vn}⊥. There is a
natural unitary isomorphism
ΛnH ∼=
⊕
k0,...,kn
Λk0K ⊗ Λk1Cv1 ⊗ · · · ⊗ ΛknCvn
where the direct sum is indexed by nonnegative integers kj which satisfy
k0 + · · · + kn = n and kj ≤ 1 for j ≥ 1. This unitary identifies Λn(T )
with ⊕
k0,...,kn
(sk11 · · · sknn )Λk0(T |K)⊗ 1⊗ · · · ⊗ 1.
We have s1 ≥ · · · ≥ sn ≥ ‖T |K‖, and thus
‖Λn(T )‖ = max
k1,...,kn
(sk11 · · · sknn )
∥∥Λk0T |K∥∥ = s1 · · · sn,
as desired.
Finally, assume that ‖T‖ 6= ‖T‖e and that we have fixed n ≥ 0
satisfying sn = ‖T‖e. Let m be such that sm > ‖T‖e but sm+1 =
‖T‖e. Proceeding as above, choose an orthonormal set of eigenvectors
v1, . . . , vm satisfying Tvj = sjvj, and let K = span{v1, . . . , vm}⊥. Then
Λn(T ) is unitarily equivalent to⊕
k0,...,km
(sk11 · · · skmm )Λk0(T |K)⊗ 1⊗ · · · ⊗ 1
where the direct sum is indexed by nonnegative integers kj which satisfy
k0+ · · ·+km = n and kj ≤ 1 when j ≥ 1. Note that ‖T |K‖ = ‖T |K‖e =
‖T‖e, so that
∥∥Λk0(T |K)∥∥ = ‖T‖k0e by the first case we considered.
Hence
‖Λn(T )‖ = max
k1,...,km
(sk11 · · · skmm ) ‖T‖k0e = s1 · · · sn.

We can now give a short proof of Theorem 3.1.
Proof of Theorem 3.1. It follows immediately from Lemma 3.3 that
‖
N⊕
n=0
Λn(T )‖ =
N∏
n=1
max(1, sn(T )).
This shows the equivalence of (1) and (3), and gives the formula for
‖Λ(T )‖ when these conditions hold. Oberve that (2) and (3) clearly
both hold when ‖T‖e < 1, and clearly both fail when ‖T‖e > 1, so we
11
may assume that ‖T‖e = 1. Since all of the conditions are unchanged
by replacing T by |T |, we assume that T ≥ 0.
If (2) holds, we have sn(T ) ≤ 1 + sn(X), and thus
∏
sn(T ) =∏
max(1, sn(T )) < ∞, as desired. Now assume that (3) holds. Let
P≤1 be the spectral projection of T corresponding to the interval [0, 1],
and let P>1 = 1−P≤1. Then T = (TP≤1 +P>1) + (T − 1)P>1. Clearly
TP≤1 + P>1 is a contraction, and
sn
(
(T − 1)P>1
)
= sn(T )− 1
is summable by assumption, so (T − 1)P>1 is trace class. 
4. Restriction operators and the Fisher-Micchelli
phenomenon
Let U, V ∈ J∞, and suppose U ⊆ V . Define the restriction operator
R : H2(V ) → H2(U) by Rf = f |U . In this section we will explore
some consequences of the following simple observation: R = Wι, where
ι : U ↪→ V the inclusion map, and we have chosen the positive square
root of ι′. When combined with the fact that Wϕ is unitary when ϕ
is biholomorphic, this observation is surprisingly powerful. To begin,
we note that restriction operators characterize the modulus |Wϕ| for
arbitrary U, V ∈ J∞ and ϕ ∈ J∞(U, V ).
Proposition 4.1. Let U, V ∈ J∞, let ϕ ∈ J∞(U, V ), and let R :
H2(V )→ H2(ϕ(U)) be the restriction operator. Then |Wϕ| = |R|.
Proof. If we write σ : ϕ(U)→ U for the biholomorphic right inverse of
ϕ (i.e. ϕ ◦ σ = ι), then Wσ is unitary and
|R| = |Wι| = |WσWϕ| = |Wϕ| .

By Proposition 4.1, we can conclude that |Wϕ| is determined by the
inclusion ϕ(U) ⊂ V , and not the map ϕ itself. An even more basic
consequence of the fact that R = Wι is that Theorem 2.1 applies to R.
Corollary 4.2. Let U, V ∈ J∞ with U ⊆ V , and let R : H2(V ) →
H2(U) be the restriction operator. Assume that ∂U ∩ ∂V 6= ∅. Then
‖R‖e = 1, and sn(R) ≤ 1 + Kn for some K > 0. We can write R =
A+X, with ‖A‖ ≤ 1 and X lying in every Schatten p-class with p > 1.
Proof. The conclusions about ‖R‖e and sn(R) follow immediately from
Theorem 2.1 and the observation that R = Wι. The decomposition
R = A + X is a straightforward consequence of the bound on sn(R)
(see the proof of Theorem 3.1). 
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Question 4.3. Is there a more direct proof of Corollary 4.2 which does
not use weighted composition operators?
The restriction operator R between Hilbert spaces with a reproduc-
ing kernel plays an important role in approximation theory and has
been extensively studied, primarily in the case when U ⊂ V .
An important feature of the Hardy spaces in question is the bound-
edness of the point evaluations inside the domain, or equivalently, the
existence of the reproducing kernel. Specifically, if {hj}j∈N is an or-
thonormal basis for H2(U), we recall that
KU(z, w) =
∑
j∈N
hj(z)hj(w),
is a positive definite Hermitian kernel, with the reproducing property∫
∂U
KU(z, w)f(w) ds(w) = f(z), z ∈ U, f ∈ H2(U).
Due to the smoothness assumption on the boundary of U , the repro-
ducing kernel is of class C∞ on the product space U × U minus the
diagonal, with a singularity of Cauchy type along the diagonal. This
can be seen via conformal mapping, importing the behavior of the ker-
nel associated to the unit disk D. More precisely
KD(z, w) =
1
1− zw.
The starting point for spectral analysis of the restriction operator
lies in its representation as a singular integral operator:
(R∗Rf)(z) =
∫
∂U
KV (z, w)f(w) ds(w), f ∈ H2(V ).
The bounded positive operator R∗R = |R|2 has spectrum contained
in the interval [0, ‖R‖2]. Theorem 2.1 asserts that, when ∂U ∩ ∂V is
not empty, the essential spectrum lies in the interval [0, 1] and hence
only countably many isolated eigenvalues, possibly converging to 1, lie
in the interval (1, ‖R‖2]. Moreover, these eigenvalues, arranged into
decreasing order
λ0 ≥ λ1 ≥ λ2 ≥ . . . > 1
decay as stated in the theorem:
sup
n
n(λn − 1) <∞.
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To every isolated eigenvalue λn we may associate an eigenfunction
fn ∈ H2(V ) with ‖fn‖H2(V ) = 1. The integral equation
λnfn(z) =
∫
∂U
KV (z, w)fn(w) ds(w), z ∈ V,
gives some precious information about qualitative properties of fn. For
instance, the function fn(z) analytically extends across ∂V as far as the
reproducing kernel extends. Moreover, the operator R∗R is self-adjoint,
hence the double orthogonality of these eigenfunctions:
〈fn, fk〉H2(V ) = δkn,
and
〈fn, fk〉H2(U) = λnδkn.
By Proposition 4.1, for every weighted composition operator Wϕ we
can find a restriction operator R such that W ∗ϕWϕ = R
∗R, and thus we
may use restriction operators to study the operators Wϕ. The following
theorem uses this relationship between |Wϕ| and |R| to give an analog
of the Fisher-Micchelli phenomenon [FM80, Fis83] for non-compact
restriction operators, and thus for |Wϕ|.
Theorem 4.4. Let U, V ∈ J∞ and ϕ ∈ J∞(U, V ), and assume that
ϕ(U) 6= V . Then we have
(1) All eigenvalues of |Wϕ| have multiplicity one.
(2) If λ0 > λ1 > · · · > ‖Wϕ‖e is the complete list of eigenvalues
of |Wϕ| which exceed ‖Wϕ‖e, then non-zero eigenfunctions with
eigenvalue λn have at most n zeros in V .
In particular, if U ( V then the above results hold for the restriction
operator Wι = R : H
2(V )→ H2(U).
Proof. By composing ϕ with Riemann maps for U and V (which corre-
sponds to composing Wϕ with unitary weighted composition operators)
we may assume without loss of generality that U = V = D. We will
reuse the symbol U for the domain ϕ(D).
If U ⊂ D, this result is the usual Fisher-Micchelli phenomenon for
compact restriction operators (see [Fis83, Thm. 6.2]). Thus we will
assume that ∂U ∩ ∂D 6= ∅, in which case ‖Wϕ‖e = 1 by Theorem 2.1.
Now suppose that |Wϕ| f = |R| f = λf for a non-zero function f . Since
R is injective we must have λ 6= 0. Then for z ∈ D,
(4.1) f(z) = λ−2(R∗Rf)(z) = λ−2
∫
∂U
f(w)
1− zw ds(w),
where ds is arclength measure on ∂U .
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Let S be the interior of ∂D\∂U , which is non-empty by assumption.
From (4.1) we can see that f extends holomorphically to a neighbor-
hood of S. Arguing as in [Fis83, Thm. 6.2], one can show that for
z ∈ S we have
λ2 |f(z)|2 =
∫
∂U
|f(w)|2 Re
(
z + w
z − w
)
ds(w) > 0,
where we used that Re
(
z+w
z−w
)
is nonnegative on ∂U and non-vanishing
in ∂U ∩ D. Since f cannot vanish at any point of S, as an immediate
consequence we have that the eigenvalue λ2 of R∗R has multiplicity
one.
We will study the eigenfunctions of |Wϕ| = |R| by approximating U
by domains Ut which are compactly contained in D. Specifically, for
t ∈ [0, 1] let ϕt : D→ D be the map ϕt(z) = ϕ(tz). Let Ut = ϕt(D) and
let Rt : H
2(D) → H2(Ut) be the restriction operator. By Proposition
4.1 we have |Rt| = |Wϕt|.
For t ∈ [0, 1] let ρt : D → D be given by ρt(z) = tz. Hence Wϕt =
WρtWϕ. Since Wρt → 1 in the strong operator topology as t ↑ 1, we
have Wϕt → Wϕ strongly as well. Moreover, if s ≥ t > 0 we have
Wρt/sWϕs = Wϕt . Since 0 ≤ Wρt/s ≤ 1, we have ‖Wϕsg‖ ≥ ‖Wϕtg‖ for
all g ∈ H2(D). Hence ‖Wϕt‖ → ‖Wϕ‖ as t ↑ 1.
We can now repeat this argument with the exterior powers Λn(Wϕt)
to obtain convergence of the smaller singular values as well. Since
Wϕt → Wϕ strongly and ‖Wϕt‖ is bounded, we have Λn(Wϕt) →
Λn(Wϕ) strongly. When 1 ≥ s ≥ t > 0 we have Λn(Wρt/s)Λn(Wϕs) =
Λn(Wϕt) and Λ
n(Wρt/s) ≤ 1, so that ‖Λn(Wϕt)‖ → ‖Λn(Wϕ)‖ as t ↑ 1.
By Lemma 3.3, this means that
n∏
j=1
sj(Wϕt)→
n∏
j=1
sj(Wϕ).
Since sj(Wϕ) ≥ 1 for all j, it follows that sn(Wϕt) → sn(Wϕ) for all
n ≥ 1.
Now suppose λn = sn−1(Wϕ) is an eigenvalue of |Wϕ| and λn > 1.
Let λ0,t > λ1,t > · · · be the sequence of eigenvalues of |Wϕt|. Note that
for all t ∈ [0, 1] and k ≥ n, the eigenvalue λk,t has multiplicity one and
the function t 7→ sk(Wϕt) is continuous in t. Thus we can choose a
small neighborhood (λn − , λn + ) such that
σ(|Wϕt |) ∩ (λn − 2, λn + 2) = {λn,t}
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for t sufficiently close to 1. For such t, the rank-one projection Pn,t
onto the eigenspace ker(λn,t − |Wϕt |) is given by
Pn,t =
∫
|z−λn|=
(z − |Wϕt |)−1 dz.
Since W ∗ϕt = W
∗
ϕWρt , we have W
∗
ϕt → W ∗ϕ as t ↑ 1, and since
multiplication is jointly strongly continuous on bounded sets, we have
W ∗ϕtWϕt → W ∗ϕWϕ strongly as t ↑ 1, and thus |Wϕt | → |Wϕ|. We may
exchange this limit with the integral giving Pn,t to obtain Pn,t → Pn,1
strongly as t ↑ 1. Thus we may choose unit norm eigenfunctions fn,t
corresponding to the eigenvalue λn,t for |Wϕ,t| such that fn,t → fn,1 as
t ↑ 1. Since |Wϕt | = |Rt|, by the Fisher-Micchelli theorem each fn,t has
exactly n zeros in D. Thus an application of the argument principle
yields that fn,1 has at most n zeroes in D. 
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