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I. INTRODUCTION AND PRELIMINARY DEFINITIONS 
A system of m linear equations in n unknowns can be 
expressed concisely by means of the matrix equation 
AX = C 
where A is the m x n matrix of coefficients and X and C are 
column matrices. The matrix X consists of the n unknowns 
while C consists of n constants. 
Such a system may, or may not, have a solution. However, 
in any case there exists a set of n unknowns 
X = (xv x2, , xn)T , 
where T means transpose, such that the norm 
II AX - C II 
is a minimum. In fact, X is the solution of 
(1.1) ATAX = ATC . 
In case m > n, X can be expressed in terms of the solu­
tions of certain subsystems. These subsystems each consist 
of n equations obtained from the given system of m equations. 
The number of subsystems thus formed is ( ™ ) , this being the 
usual binomial coefficient. Let us identify these subsystems 
with the positive integers J =1, 2, - -, ( Let AJ denote 
the matrix of coefficients and C^ denote the column matrix 
of constants for the Jth subsystem. Then, for J =1, 2, 
( n ) ' consider the equation 
(1.2) AJX = CJ 
If the subsystem J is consistent, then (1.2) will have a solu­
tion X^. Whenever | A^| , the determinant of the matrix A^, 
is different from zero then the subsystem has a unique solu­
tion XJ. If the subsystem J is inconsistent, then |a^| = 0. 
If at least one of the | AJ| , J = 1, 2, - , is 
different from zero, then|a^a| / 0. Then, the solution of 
(1.1) can be written as a weighted sum of the solutions of 
the ( subsystems in the preceding paragraph, namely 
(1.3) X = (n) I 
J=1 
Al 
A A| 
provided any term in the sum for which |A^| = 0 is taken to 
be zero whether an XJ exists or not. 
As an example consider the system of 3 linear equations 
in 2 unknowns 
x - 2y = 1 
- x + 4y = 1 
+ x - 2y = -l 
1 -2 1 
Here, A = 
-1 
1 
4 
-2 
C = 1 
l-l / 
There will be 3 subsystems, each consisting of two equations, 
namely 
(1) x - 2y = 1 
- x + 4y - 1 
with 
A 1  = ( - i  t )  .  c 1  -  ( 1 )  .  
(2) x - 2y = 1 
x - 2y = -1 
with 
A2 = ( i :1) . c2 -(.i) ; 
(3) - x + 4y = l 
with 
x — 2y — —1 
A3 = ( "l -2 ) ' °3 = ( -l) 
The subsystem 2 is inconsistent. However, subsystems 1 
and 3 are consistent and have solutions 
xl = ( 1 ) and = ( 0 ) ' 
respectively. From (1.3) 
i- ï ]4LÎ x' . 
J=1 A A 
Since Ia^aI = 8, I A^l = 2, I A^l = 0, and IA^I = - 2, 
one obtains 
4 
x = è{4 (i) + 0 + 4 ( ~o) }= (*) -
One may readily verify that this satisfies the equation 
T T A AX = A C. In the above sum the term corresponding to J = 2 
I 2 I _2 is zero since I A I =0, for any X^. 
The purpose of this paper is to obtain an expression 
similar to (1.3) for an element in a Hilbert space H which is 
the best solution in the norm sense of an equation in H. 
Let f and g be elements of a Hilbert space H. Consider the 
linear operator T defined for all elements f of H by 
n 
Tf = I pi(q1, f) 
1=1 
where the p^ and are elements of H. It will be shown that 
for an arbitrary fixed point g of H there does exist an ele­
ment f of H for which the norm expression II Tf - g II is a 
minimum. 
We shall introduce a denumerable set of projection 
operators ^p"^ ^  which maps elements of H into subspaces 
of H determined by n elements of a complete orthonormal set. 
One gets then for the operator T previously mentioned, the 
equation 
(1.4) pJTf = pJg 
for each J = 1, 2, - - For certain ones of these sub­
systems, (1.4) will have a solution, namely when the system 
of equations arising from (1.4) is consistent. 
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One can then show that the element in H for which (1.3) 
is a -ninimum can be expressed as an average of the solutions 
of (1.4) for those J's where the system is consistent. 
The defining postulates for a Hilbert space will follow 
after the introduction of some preliminary definitions. 
Definition 1.1. The complex-valued function (f, g) defined 
for every pair f, g of elements of a linear space R is called 
an inner product if it satisfies the following properties for 
all elements f, g, h of R and all numbers c< , /3 : 
(1) (g, f) = (f, g) 
(2) (<* f + p g, h) = <X (f, h) + fi (g, h) 
(3) (f, f) = 0; (f, f) = 0 if and only if f = 0. 
Definition 1.2. The non-negative real number (f, f)"*"^, de­
noted by II f II , is called the norm of f. 
The norm of f, H fII , satisfies the following properties 
for every number <x and all elements f, g of R: 
(1) Il f II = 0; Il f II = 0 if and only if f = 0 
(2) IlÉxfll = |é*| Il fil 
(3) llf + g II = Il fil + H gll . 
The last inequality is Minkowski's inequality, known also 
as the triangle inequality. Another important inequality is 
the Schwarz inequality which states, that for all elements 
f, g of R, 
| (f, g) | = llfII Igl • 
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The number II f - g II is called the distance between the 
elements f, g. This number satisfies the postulates for a 
metric since from the properties above for the norm, for all 
elements f, g, h of R 
(1) Il f - g II = 0; II f - gll =0 if and only if f = g 
(2) |g - f|| = IIf - g|| 
(3) IIf - hII = llf - gll + Il g - h II . 
Definition 1.3» The elements f^, fg, - -, fp of a linear 
space R are called linearly independent if for the numbers 
°<1, - - -, Of , the relation 
I ¥i = 0 
i=i 
implies that 
°<^=0 i = 1, 2, - -, r. 
If there exist numbers - -, cx r , not all zero, 
for which 
I =Vi =0 
i=i 
then the elements f^, f^, - -, fr are called linearly depend­
ent . 
Definition 1.4. A linear space R is said to have dimension 
n if it contains n linearly independent elements but any n + 1 
or more elements are linearly dependent. If a linear space R 
7 
has arbitrarily many linearly independent elements it is called 
an infinite dimensional space. 
Definition 1.5» A sequence ^n^ > n = 1, 2, - - , of ele­
ments of R has an element f of R as a limit, or converges to 
f, when 
lim II f - f I = 0. 
n—oo 
This will be indicated also by the notation f^ — f. 
Definition 1.6» If the sequence <|^fn^ , n = 1, 2, - - , of 
elements of R is such that 
II f - as n, m —• co , 
the sequence is called a Cauchy sequence, or fundamental se­
quence. 
Definition 1.7» A metric space S is called a complete space 
v.i h en every Cauchy sequence in it converges to an element of 
S. 
Definition 1.8. A linear space H of elements f, g, h, - -
is called a Hilbert space if 
(1) there is an inner product (f, g) defined for every 
pair of elements f, g of H. 
(2) the space H is infinite dimensional » 
(3) there exists a ^enumerable set of elements of H that 
is everywhere dense in H, that is, H is separable. 
(V) the space H is complete, where the metric is obtained 
from the norm associated with the inner product. 
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There are several realizations of the above defined ab­
stract Hilbert space. One of these is the class of real-
valued measurable I^- integrable functions defined on the 
interval £o, lj . If f and g are two elements of this Hil­
bert space, called the class Lg, then f = g if and only if 
they differ on at most a set of measure zero. (See Stone 
[3] for details.) 
We wish next to introduce the definition of an operator 
on the Hilbert space H. 
Definition 1.9. A set of elements M - H is called a linear 
manifold if for every pair of elements f, g in M and every 
pair of numbers oc , , then <x f + fi g is also in M. 
Definition 1.10. A function, or mapping, T defined on the 
elements of a subset K of a Hilbert space H vith the range of 
values Tf in a subset of H is called an operator. 
Definition 1.11. Let the operator T be defined on a linear 
manifold M. Then, T is said to be a linear operator if for 
every pair of elements f, g of M, and for all numbers , /5 , 
then 
T(Of  f + £ g) = ocTf + p Tg . 
The operator T is said to be bounded on K if there exists a 
constant B such that 
II Tf II = E I f I 
for all f in M. 
For the space consider the integral operator 
Kf = ^ K(x, t )f(t)dt 
where K(x, t) is measurable and 
1 r 1 
K2(X, t) dx dt < + oo . 
'0 JO 
Now, by the Schwarz inequality, 
(Kfr dx = 
'0 Vo 
K(x, t)f(t)dt 
'0 
K(x,s)f(s)ds dx 
r ir r i 
"Jo 
K2 dt 
LUO 
i [[Vat] i rAs i [ 'N 
-Jo Jo Jo 
i dx 
K2 dx dt fll 
JO JO 
Now Kf is measurable since both K and f are measurable func­
tions and thus Kf is in Lg. It is clear that the operator K 
defined above is a linear operator. Also, K is a bounded 
operator, where a suitable bound B is 
B = K^x, t ) dx dt 
'0 JO 
Definition 1.12. Two elements f, g of H are said to be 
orthogonal if (f, g) =0. 
10 
Definition 1.13. The element g is said to be orthogonal to 
a subset M of H, written gj_M, if (f, g) = 0 for every element 
f of M. 
Definition 1.14. If M is a subset of H, then M-1 will denote 
the set of all elements f of H such that f 1 M. 
From now on we shall consider a real abstract Hilbert 
space with the scalar multipliers being real numbers. 
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II. MINIMUM NORM SOLUTION OF Tf = g 
Let T be a linear operator defined over the whole space 
H. Suppose now that g is an arbitrary element of H. There 
may not be an element f in H for which Tf = g. However, we 
shall show that for a class of linear operators T there does 
exist an element f in H which minimizes the quantity 
(2.1) II Tf - gN 
Theorem 2.1. Let g be an arbitrary fixed element of H. If 
8 = inf ^ IITf - gll : f € H ^  then there exists an element h in 
H which is either a limit point of elements Tf or which equal 
Tf for some f, such that 
H h - g  II =  8  •  
Proof : From the definition of the norm it follows that for 
elements f-p f2 of H 
(2.2) II fx + f2l 2 + II fx - f2« 2 = 2 II f-jJI2 + 2 II f2ll2 . 
Either there is an f in H such that II  Tf - g  II =  S or there 
is a sequence of elements in H such that I Tf - gll —^ 8 • In 
the first case h = Tf while in the latter, for every m and 
n, it follows from (2.2) that 
llTfn - Tfmll2 =il (Tfn - g) - (Tfm - g)ll2 
2 3 T(f + f ) 
= 2 n Tfn - gin  +  2 n Tfm -  g ir  -  4  n —^——gi  
(2. 3 )  = 2 II  T f n  -  g l l 2  + 2 II  T f m  -  g l l 2  -  4  8  2  
12 
where since f„ + f is in H, 
n m 1 
II 1/2 T(fn + fffi) - gll2 = 82 . 
Then, asm, n —• co , the right side of (2.3) tends to zero. 
Thus, <^Tfn^is a Cauchy sequence. The space H is complete 
by Definition 1.8 so there exists an element h in H such that 
<2-l,) i-oo ,Ifn - hi = 0 . 
We want to show that II h - g II = S • 
According to the definition of S , for every C > 0 
there exist positive integers and Ng such that 
II Tfn - g II < C/2 + S n > 
and 
II Tfn - h II < C/2 n > N2 
from (2.4). Thus, for n max (N^, Ng) 
Il h - g II = Il Tfn - h II + Il Tfn - g II 
< G/2 + 8 + G/2 = G + 8 . 
Since C is an arbitrary positive number, then 
Il h - g II = S . 
On the other hand, Il Tfn - g II - 8 , so 
Il h - g II = 1 im II Tf - g II = g . 
Thus, n~~C° 
Il h - g II = S 
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Let us now consider the operator T defined on the space 
H which maps every element f of H into H according to 
n 
(2.5) Tf = I V Aq f ) 
i=l 1 1 
where the p. and q. are elements of H. 
n 
Lemma 2.1. If Tf = £ p^(q^, f) is not identically zero 
1=1 
for f in H, this sum can be replaced by one over r terms 
similar to the above sum, 1 = r = n, where the p^'s and q^'s 
are linearly independent and the pi's are orthogonal. 
Proof: Either the set » or {^i} ' 1 = ~ n' can 
be reduced to a linearly independent set. Suppose this has 
been done for the ^q± ^  , i =1, - -, n. Since Tf ^  0, for 
some f in H at least one of the p^ is different from zero. 
Then there exists a subset of the p^~| , i = 1, - -, n, con­
sisting of r linearly independent elements, 1 = r = n, such 
that each of the p^, i = 1, - -, n, can be written as a linear 
combination of elements of this subset. Then using the Schmidt 
orthogonolization process (see Stone, [3] ) if necessary, one 
can obtain a set of r linearly independent elements that are 
also orthogonal. Denote this orthogonal set by ^Pj* ^, j = 
1, - -, r. Then there exist real numbers 
, i = 1, - -, n; j = 1, - -, r 
such that 
r 
(2.6) ^ cviJ Pj* i = 1, - -, n . 
lb-
One may then write 
n n r 
if = i " = 2 2 "ijPj (i±. f> 
1=1 1=1 3=1 
r n 
Z Pi* % aii (ii. f) j=l J 1=1 1J 1 
n 
1 pi* ( 2 , f) j=l 2 1=1 13 1 
Denote the quantity 
n 
^ijqi j = 1, - -, r 
1=1 
by qj* . 
Then, 
Tf = I p.* (q *, f) . 
j=l J J 
From (2.6) and the definition of the p^* it follows that the 
{V} ' 
matrix ( c* ^  ) is of rank r. 
It will now be shown that the 
n 
x  
1=1 
form a linearly independent set. Consider 
(2.7) = l ûijSi j = 1, - -, r 
I - 0 j=l 
which becomes from (2.7) 
15 
n n 
3=1 ^ 1=1 ^ 3qi = 1=1 qi = °' 
The elements ^ q^ form a linearly independent set, so that 
r 
2 ^*1 j /^j = 0 i = l,--,n. 
j=l 
Since the matrix ( £* ^  ) is of rank r it is clear that 
=  0  j = l ,  - - ,  r .  
Therefore, the ' i = 1, - -, r 
also form a linearly independent set of elements. 
Henceforth, when the operator 
n 
Tf= 1 P1(qi, f ) 
i=l 1 1 
is considered, we will assume that the <fp^ , and jq^ 
form linearly independent sets and that the ^p^ is also 
an orthogonal set of elements. 
Definition 2.1. By the notation M we shall mean the closed 
linear manifold spanned by the {^ij* > 1 = ~ n* That 
is, if f € Mq then f is a linear combination of the |^q^j> . 
Definition 2.2. For each i = 1, 2, - -, n, let 
Mq = f G H and (q±, f) = 0j . 
Lemma 2.2. is closed, i = 1, - -, n. 
16 
Proof : Suppose that <^f^^ is a sequence of elements of H 
such that (f^*, = 0 for all k. We must show that if 
k-co ' V - fl" = 0 . 
then also 
(f1, q,) = 0 . 
i Now, if lim II f, - f1 II = 0, then for every C > 0 there 
k—*oo K 
exists an such that if k > , then 
C t/ 
i i e 
Il f,_ - f1 II < k II q±B 
where II q^ll ^ 0 since qi is an element of a linearly inde­
pendent set. By application of the Schwarz inequality 
I (qi; fk*> - (di, f1) I = I («i, fk1 - f1)! 
= Il q1l II f,,.1 - f1 II 
'
1 1  q i "  i ^ i r  - 6  
for k > Ng . Since (q., = 0 for all k, then 
|(q±, f1)! < e 
and since C is arbitrary, 
I ( 9.^ » f ) | = 0. 
Lemma 2.3. If Tf = 0, then f G M^" . (Here clearly = 
Mq by virtue of Definitions 1.14 and 2.2) 
17 
Proof : If Tf * 0, this means 
n 
J Pi^i» f) = 0 . 
1=1 
to 
Since the s P-? ? are a linearly independent set of elements 
of H, then 
(q±» f) = 0 i = 1, - -, n. 
Therefore, f C M"1" for each i = 1, - -, n and so 
qi 
f 6 Mq • 
Lemma 2.4. If f € and Tf =0, then f = 0. 
Proof : From Lemma 2.3 
n 
Tf = 2 f) = 0 
i=l 
implies that f € . But by hypothesis 
n 
f = £ 
j=l 
so that 
(qi- f) = (qi' 3!x 
n 
= I 
j: 
Since the are a linearly independent set of elements, 
the determinant |(q^, q^)| will be non-zero. Therefore, 
^j(qi» Qj) = 0 i = 1, - -, n. 
! —1 
18 
^ j = 0 j = 1j - -, n. 
and thus f = 0. 
Lemma 2.5. If f^, fg 6 M , and Tf^ = Tfg , then f^ = f^. 
Proof : Since Tf^ = Tf2, then 
Tf1 - Tf2 = T(fx - f2) = 0 . 
The element f^ - f2 € . By Lemma 2.4 
f^ - fg = 0 , or f1 = f2 . 
Lemma 2.6. For every element f 6 H one can write 
f = f> + f* 
where f'€ M and f* C M"1" . q q 
Proof : For every f 6 H one sees that Tf can be written as 
n 
Tf = , fi^ = (q^, f ) • 
Now, let 
f1 = I ^q, 
1=1 1 i 
so that 
n 
Tf' = 2 ^4(q1> q,) P1 • 
i,j=l 1 J 1 J 
Since the Gramian, G(q) = |(q±, q^)| ^ 0, there exists a 
unique solution for the cx i = 1, - -, n such that 
n 
2 q^) ± = j = l, - -, n. 
i=l 
For this choice of the Of^'s , 
19 
Tf - Tf• = T(f - f ' ) = 0 . 
Therefore, according to Lemma 2. 4 ,  
f- f = f* 
where f* C , which proves the lemma. 
Theorem 2.2. There exist elements 
fj° C Mq i = 1, - -, n 
such that 
Tf^° — p^ i - 1, - -, n. 
Proof : For the n elements of H defined by 
n rx k 
2 i^i k = 1, - -, n 
i=l 
it follows that 
(À * *  qi) = i,ti "k<qj' qi) "j k — 1, ——, n < 
Consider the system of equations 
n 
ljj21 °ik(V «i>P3 = Pk k = 1, - -, n. 
Since the ^p^ are a linearly independent set, this can 
be written as 
2 ^i = ^jk 
1=1 
for each k, where 8^ is the Kronecker delta. Then, for 
each k, since G(q) £ 0, one can solve uniquely for 
20 
^ ±
k 1 = 1, - -, n. 
Thus, it is clear that for this choice of the & ^k , then 
fk° = ^ ^ ik qi k = 1, - -, n 
satisfy the conclusion of the theorem. 
Theorem 2.3» The set ^Tf : f CH j forms a complete space. 
Proof: If f € H, then 
n 
Tf = 
= (qi; f) . 
Suppose that ^ ^^ k^ "*"s a Cauchy sequence. Then, for 
every C > 0 there exists an such that whenever 
nn > n0 > Nr , then 
II Tf - Tf II < C . 
nl °2 
Now, for the element f^ let 
Tfk ~ I Akp1 k = 1, - -, n . 
1=1 1 1 
Then, since ^ pi} are an orthogonal set 
11 If
ni - 2 •» - jx ^ fi" 2 
n A ans 
=# (^i - ^ i2) Pi 
21 
*i 2' 2  2  • 
From this for each i = 1, - -, n 
I l"1 - A"21 "Pi" = " Tfn2«< C • 
Since is an element of a linearly independent set, for each 
i, KpjJI / 0 so 
Thus, for each i =1, - -, n, ft ^ ^ is a Cauchy sequence 
of real numbers. Denote the limits by fb, i = 1, - -, n. 
From 
II Tfk - % P±° P± II = I 1 P± - I Pi || 
K 1=1 1 1 1=1 11 i=l 
: I |/V e- A°|ipi" i=i 1 i • i 
one sees that 
n 
Tf^ -*• Z ^iCPi as k -*.oo . 
Now, let 
r* O j. O « O 
fl ' f2 ' " "» n 
be elements of H such that 
Tf±° = Pj_ i = 1, - -, n, 
the existence of which is assured by Theorem 2.2. Then, if 
22 
n 
f °  = l f °  
i=l 1 1 
one gets for Tf° 
T f
°
=  T l J i  l i V )  =  i l  ^ ° T f i °  
n 
i = 
l • 
1 1 1 
Thus, the Cauchy sequence {^k} converges to Tf° and the 
theorem is proved. 
Theorem 2.4. Let g be an arbitrary fixed element of H. If 
infill Tf - gH : f Ch] 
then there exists an element f Q € H such that II Tf^ - g II =8. 
Proof : The proof follows from Theorems 2.1 and 2.3. By the 
meaning of $ there is an element fQ such that I!TfQ- g II = S , 
or there is a sequence of elements in H such that 
IITf^ - gll —^ S • 
The sequence ^Tf^ is a Cauchy sequence as was shown in 
the proof of Theorem 2.1. Since the space ^Tf: f C is 
a complete space by Theorem 2.3, there exists an element f 
of H such that 
II Tf, - Tf II—» 0 . k o 
Then, 
(2.8) II Tf c - g || = II Tfk - Tf c || +lTfk - gll . 
Letting k-• œ in (2.8) one obtains 
II Tf Q - g II = S . 
23 
By the definition of S , 
II Tf - gll = 8 . 
Consequently, 
II Tfc - g II = S • 
Theorem 2.5. There exists an element f_' in M_ for which 
' o q 
II Tf01 - g II = S . 
Proof: By Theorem 2.4 there exists an element f G H which 
minimizes || Tf - g || . By Lemma 2.6 the element f can be 
expressed as fQ = fc' + fQ* , where fQ 'C and fQ*e . 
Hence, since Tf * = 0 , 7 o 
Tf = Tf ' 
o o 
and so 
II Tfc • - g II = II Tf c - g II = S . 
We have shown that there does exist an element f in H 
which minimizes the quantity || TfQ — g || and a corresponding 
element f1 in M which achieves the same minimum where g is 
o q 
an arbitrary fixed element of H. We shall now find a neces­
sary and sufficient condition that this element f ' must 
satisfy. 
Let f and rj be elements of H where f is an element of 
H which minimizes II Tf - g II , g being an arbitrary but 
fixed element of H. Now, f + o. y is an element of H for 
any real number <x . Consider the quantity 
(2.9) I(cx ) = IIT(f +<*7 ) - gll 2 
= II Tf - g II 2 + 2 CX (Tf - g, T y ) + « 2 II T 7 M 2 
24 
(H is a real Hilbert space.) 
Now, a necessary condition that the quantity I(cx ) have 
a minimum at cx = 0 is that I'(0) =0. From (2.9) one gets 
I» ( * ) = 2(Tf - g, It? ) + 2c\ II Tv\\ 2 
and so 
I'(0) = 2(Tf - g, Tt? ) . 
Thus, for a minimum 
(2.10) (Tf - g, Tt? ) = 0 . 
* 
Definition 2.3» The operator T is defined for the operator 
T we are considering by 
n 
T f =  2  ^  •  
i=l 
* 
One sees that the operator T is the adjoint operator of 
1> for / n \ n 
(T*f, g) =( Z (p1, f)qi? g ) = I (pi,f)(q1,g) 
\ i=l 1 / i=l 1 1 
n 
= (f, I p1(q1, g) ) = (f, Tg). 
i=l 1 1 
Lemma 2.7» A necessary and sufficient condition that (f.^) 
= 0 for all H is that f = 0. 
Proofs If (f, fp ) = 0 for all t? , then (f, f) = 0 which 
implies that f = 0. On the other hand, if f = 0, then (f,t?) 
= 0 for all 77 6 H. 
For arbitrary y in H one obtains from (2.10) the condi­
tion 
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(T*(Tf - g), 7 ) = 0 
that the element f minimize || Tf - g || , g being an arbitrary 
fixed element. Hence, by Lemma 2.7, from (T*(Tf - g), 7?) = 0 
(2.11) T*Tf = T*g . 
That is, an element f that minimizes II Tf - g II is a 
solution of (2.11). Suppose f^ is a solution of (2.11) and 
that ^ is an element of H such that T £ = 0. Then, f^ = 
f^ + £ is also a solution of (2.11). 
From Lemma 2.6 recall that the minimizing element f of 
the expression || Tf — g || may be written as f = f ' + f* , 
where f'6 Mq and f* G . Since Tf* = 0, then Tf = Tf' so 
from Theorem 5 it follows that f1 minimizes II Tf - g II , also. 
From the preceding paragraph, one sees that f' also satisfies 
(2.11). 
Theorem 2.6. The function f ' C which minimizes II Tf - g M , 
or which satisfies T*Tf = T*g, is unique. 
Proof : Suppose that f1 and f" are elements of such that 
f1 and f " both minimize II Tf - g II . Any element which mini­
mizes IITf - gII must satisfy the condition 
T*Tf = T*g . 
Thus, 
T*Tf ' = T*Tf" . 
Then, for arbitrary in H, 
(2.12) (T*Tf ' - T*Tf", y ) = 0 . 
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From (2.12) one gets 
(2.13) (T(f1 - f"), T 7? ) =0 . 
Since 7? is an arbitrary element of H, let ^ = f1 - f", and 
we get immediately from (2.13) 
T(f' - f") = 0 . 
Then, from Lemma 2.5 it follows that 
f - f" = 0 , or f» = f" 
which proves the theorem. 
By this theorem and Theorem 2.5 we see that T*Tf = T*g 
is a necessary and sufficient condition on f £ that 
II Tf - g|| be a minimum. 
We shall now express this condition in an equivalent 
form. 
Let the unique minimizing element of be represented by 
n 
(2.14) f = Z c.q. . 
i=l 1 1 
We want to determine the c^, i = 1, - -, n. These will be 
obtained by considering 
T*Tf ' = T*g. 
Frcm (2.14), one obtains 
n n n 
Tf ' = Z p1(q., f1 ) = Z p, (q,, Z c1q1 ) 
i=l i=l 1 1 j=l 3 J 
n n 
'i £ v • 
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Then, 
n 
T*Tf1 = 1 
1=1 
r n 
LiJ=ltP* ' Pl)(91' qj' cj 1/ 
n r n 
l I  2  
/=i L 3=1 
2 
'V (<1/ ' Cj 
since the 
over, 
M are an orthogonal set of elements of H. Kore-
n 
T*g 2 q, (p, , g) , 
/ =1 ' 
and since the (4 are a linearly independent set of ele­
ments of H, one must have 
n 
(2.15) Il Py II 2 2^ (qy , qj ) Cj = (p $ , g) /= 1, - -, n. 
Definition 2.4. The symbol 
(C !«; m ) = ( (c^j) I ( <%^) ; m ) 
will mean the matrix obtained by replacing the mth column of 
the matrix C = (c^j) by the column matrix CX - ( Or^). Also, 
|C| will mean the determinant of C. 
Applying Cramer's rule to (2.15) one gets, for m = 1, 2, 
- -, n , 
(2.16) G(p ) G(q) cm = | ( (Pj, , P1)(q1, q^ ) ! (p^, , g) ; m)| 
where G(p) and G(q) are the Gramians |(p^, Pj)| and 
| (q_i, qj)| , respectively. 
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III. EQUATIONS OBTAINED FROM PROJECTIONS OF Tf = g 
A linear manifold has been defined (Definition 1.9). If 
2, p. 25 m is a closed linear manifold, then M + Mx = H 
Since the only common element of M and is the zero element, 
0, every element h of H can be expressed uniquely in the form 
h = f + g 
where f G M £ H and gG M"1 . In the preceding chapter we gave 
a proof of these facts in the special case M = . 
Definition 3.1. If M ç H is a closed linear manifold and h 
of H is written as h = f + g, where f G M, then f is called the 
projection of h on M along M-1™ . An operator P such that ph 
= f is called a projection operator. 
Let , k = 1, 2, - -, be a complete orthonormal 
set in H. 
Definition 3.2. Let an element of H be expressed as a linear 
combination of the complete orthonormal set ^0^ , namely 
oo 
f  =  2  X  0  .  
k=l K K 
Then the projection operator P ^ is defined to be an opera­
tor such that 
f J f  =  A  V / i  •  
The operator P ^ thus maps elements of H into the closed 
linear manifold 0/l> 0/2> " 0/n where t/2> " 
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/ are n positive integers. The symbol J corresponds to the 
set of integers /g, - -, ^tl\ * T^e precise cor­
respondence will be discussed below. 
Consider the arrays of n positive integers such that the 
positive integers are ordered in the usual manner. The first 
array will be (1, 2, - -, n-1, n) which is made to correspond 
to J =1. There will be new arrays having n+1 as the nth 
element. In fact there are (n^) of these, where is 
the usual binomial coefficient. The integers J =2, 3» - -, 
n+1 are made to correspond to the arrays having n+1 as the 
nth element according to the lexicographic ordering. The 
general ordering of arrays will be taken such that for the 
arrays 
I (a-p a2, - - -, an) 
II (b^, bg, - - -, bn) 
if an = bn, then I precedes II when < b^ , or for 1 < j = 
n-1, when 
al = bl s a2 = b2 S - -! aj-l = bj-l i aJ< bJ ' 
while for any two arrays I, II such that an< bQ , array I is 
ordered so as to precede array II. 
Thus, after the arrays corresponding to J =1, 2, - -, 
n+1 one considers array where the nth element is n+2. The 
remaining n-1 elements can be chosen in (j^i) ways. Then, by 
lexicographic ordering these arrays are made to correspond to 
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J = n+2, - - -, (n^2) • 
This method is continued for n+3, n+4, - -, as the nth element 
of the array of n integers. 
Suppose that the arrays of n positive integers having 
n, n+1, - -, N as the nth element have already been ordered. 
/ N \ 
There will be (n_]) new arrays formed having N+1 as the nth 
element. The positive integers J which correspond to these 
( arrays are then 
m -
As an example, with n = 3, then 
ci, 2, 3) - l 
(1. 2, 4) — 2 
(1, 3, 4) ^  3 
(2, 3, 4 ) 4 
(1, 2, 5 )  ^  5 
ci» 3, 5 )  —  6 
(1, 5) 7 
C2, 3, 5) 8 
(2, U, 5) 9 
(3, 5) — 10 
and so forth. 
Lemma 3.1. The totality of the number of arrays of n positive 
integers as described above forms a denumerable set. 
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Proofs Consider the increasing sequence of non-negative 
integers n+k ^  , k = 0, 1, - Recall the method for as­
sociating the positive integers J with arrays of n positive 
integers. Let N, N = n, denote a positive integer. When N 
is increased from n+k to n+k+1 the number of new arrays added 
will be 
(S3) , 
all having the property that n+k+1 occurs as the nth element. 
With each integer k = 0, 1, 2, - - -, there will be associated 
the finite number ( n*i) of arrays of n integers. For every 
pair of distinct values of k it is clear that the associated 
sets of arrays are disjoint sets. Therefore, since the non-
negative integers form a denumerable set, the totality of ar­
rays of n positive integers forms a denumerable set. 
In the Hilbert space H consider an arbitrary fixed ele­
ment g and the elements ^pi^ , 1 = 1, - -, n. As linear 
combinations of elements 0^ of a complete orthonormal set 
, these can be written 
w  
oo 
Pi = 2 p k 0 i = 1, - -, n 
1 k=l 
oo 
g = 2 gk 0 . 
k=l K 
In this case the inner product of two elements f, g of H be­
comes 
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oo 
(f, g) = 2 f1g1 . 
1=1 
This, of course, is finite as are also the norms 
Pi II = 
oo 
z  
L k=l 
(pf)2 1/2 1—1, —  - j  n 
gii = X ,gk)2 1/2 
We denote by P the infinite matrix which has for its ith 
column the Fourier coefficients of the element with respect 
to the complete orthonormal system ^0^ , k = 1, 2, - -, 
namely, 
12 
Pi > P| ) 
The matrix P is then 
(3.1) P = 
Pi P2 " " pln 
Pi P| * " p2n 
Similarly, denote by g the column matrix having the Four­
ier coefficients of g as its elements, namely 
(3.2) I = (g1, g2, )T 
where here again T means the transpose. 
Definition 1.1. The norm II AII of a matrix A = (a^j) is de­
fined as 
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All = 1 l (a,,y 
.1 3 1J 
1/2 
if this quantity is finite. 
Clearly for a finite matrix the norm is finite. 
Lemma 3.2. For an infinite matrix of the form P, or of the 
form P , the transpose of P, 
2 (3-3) IIP II 
n 
I 
j=l "Pj" 
Proof : 
oo n 
i=l j=l S (pV 
n oo 
j=l i=l 
n 
I 2 (p1j )2 = Z IIp^II 
j=l j 
where the order of summation can be changed since the elements 
are all non-negative and the limits 
00 j p 
z  j )  
i=l 
exist for j = 1, 2, - -, n. 
For any infinite matrix L, (such as P) we shall mean by 
Ljj the matrix obtained from L by replacing all elements in the 
rows following the Nth row by zeros. Thus 
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(3-4) N 
N 
Pl 
0 
I 
f 
P2 
p :  - - p 
- - 0 
obviously II P^ Il Is finite, and moreover V  =  PII 
Definition 3.4. If A and B are tvzo infinite matrices then 
we say that the product matrix exists if all of the series 
oo 
Z * 
k=l 
ik bkj 
converge. Then the element in the ith row and jth column of 
AB is given by 
oo 
(AB) i j  Z aikbkj ' 
k=l 
T T It will now be shown that the products P P and P^ P^ 
exist. First, 
(PTP) i j  00 t> - _k_k ik kj Z (p } p = z pi"pj k=l k=l 
= (Pi, Pj) 
which is finite. Also, 
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oo 
(PNTpN}ij " kïx ^/Wkj 
N 
k=l 1 J 
which is obviously finite. 
The infinite matrix Q is defined similarly to P in (3.1) 
Lemma 3.3 
Proof : 
(PTQ) 
F Q = ( (p1? Qj) )• 
0 0  m  ij = Z (p )ik% 
k=l 
Ik^kj 
? k k 
pi qj " (pi' qj)e 
Thus, each element of P Q is finite, and 
PTQ = ( (p^, Qj) )• 
Lemma 3.4. For finite matrices A and B, or if B is finite 
and A is infinite with II All < oo 
IIABII = II All IIBII . 
Proof: 
IIABII Z (AB)fj 
Z z  A - B  ik "kj 
L k 
A  14  lB -
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ï Aik) ( l Bkj) = 11AH 2 11511 2 
i,k / V j,k / 
using Cauchy's inequality. Since the norm is non-negative, 
then 
K AB 11 ^ Il A II IIBII . 
In Lemmas 3•5 and 3 »6 the matrices A and B will be in­
finite matrices with the columns being the Fourier coefficients 
of a -, b., j =1, - -, n, which are elements of H, with re-
J J 
spect to the complete orthonormal set 
Lemma 3*5» Il A^B II = Il AII IIBII 
Proof : The element (A^B)^j is finite for 
to" 
m CO m 00 If If 
= ï 4k =kj = i a± bj 
k=l k=l 
= (a^, bj) . 
Then, by the Schwarz inequality 
n 
Il ATBII 2 = ï (a,, bi )2 
ij=l 1 J 
< n p 2 
= l II a±ll II bj || 
i,j=l 
Il A II 2 IIBII 2 
Thus, 
Il ATBII = II All IIBII . 
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Lemma 3.6. Il A + B II = Il All + Il B || 
Proof : From Lemma 3.2, applied to A and B, and using the 
Minkowski inequality and Cauchy's inequality, one obtains 
n 
II A + B l 11 aj + V 
3=1 
n 
= % (llajll + llbjll )' 
n p n n p 
2 llajll +2 £ WSjl! llajll + £ l|bj|| 
j=l j=l j=l 
= II All 2 + 2 2 " a3l! 
3=1 
F f llb3" 
- j "I 
IIBII 
= IIAII 2 + 2 II All IIBR + IIBII 2 
=  (  H A H  + iiBii r . 
Therefore, 
II A + BII =|| All + IIBII . 
Lemma 3.7. For the matrices P and P^, 
N-o=, IIP - PN« = 0 • 
Proof: Since the order of sums can be reversed 
IIP - P N' 
œ n p 
I  I  f ?  -
i=l j=l 
ij 
2 n oo 
& ill (P • '^ 'l3 
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n  o o  . g  
Z Z (p\/ . 
j=l i=N+l 
oo i 2 
Since Z ^P j) is finite for j = 1, 2, - -, n, then for 
i=l 
every € > 0, there exists an , j = 1, - -, n, such that 
whenever N > N^, 
trA j z  ( p ' j ) '  < 4 - ^  
i=N+l 
Now, let N* = max j^Nj j» 
j = 1 ; - - ; n. 
Then, for N> N*, 
2 n  e 2  
p 
" 
PN " < Z -TT = 6 
j=l 
Therefore, IIP - P^Il < G for N > N*, and 
N~C0IIP - V = 0 • 
Theorem 1.1. If P and P^ are matrices as previously defined 
and if C is an nxn matrix, then 
lim l/r, „ \T/n n \ I I /T^NT, 
Proof : One sees that by applying Cauchy's inequality 
00 00 
Z (Pc)?, = Z 
i=l 1J 1=1 
00 
I 
1=1 
Jl PikCkj 
r  n 
ï 
k=l 
r  n 
Lk=l 
'kj 
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n oo -j p n. p 
= 2 2 (»V 2 (c%j) 
k=l 1=1 k=l 
= IIP II 2 II C II 2 . 
Therefore, the jth column of PC consists of the Fourier co­
efficients of an element of H in terms of a complete ortho-
normal set " 
Each element of the matrix (PC)^(PC) is then finite since 
it will be the inner product of two elements of H. Thus, by 
Lemma 3*2 II PCII is finite. Clearly the product matrix 
(PjjC)^(Pj^C) is defined since all rows after the Nth in P^C 
are zero. Thus one sees that the jth column of 
PC - PflC 
consists of just the Fourier coefficients of an element of H. 
Therefore, the element 
( (pc - pnc)t(pc) )13 
is finite, since the inner product of two elements of Hilbert 
space is finite. Also, the element 
( (P%C)T(PC _ PJJC) )±j 
T is finite since all columns of (P^C) after the Nth are zero. 
Then, by Lemmas 3«)+, 3»5, and 3*6 as well as 
IIPjjCI = II PC II 
one has 
II (PC)T(PC) - (PjjOPJJOH 
4o 
= II (PC )T(PC ) - (PnC)T(PC)|| + II (PnC)T(PC) - (PnC)T(PnC)|| 
= n((PC)T - (PjjO^POii + ||(PNC)T(PC - PNc)II 
= n(PC - PnC)tPC II +11 (PnC)t(PC - PNC)|| 
= II PC - PjjCl II PC II + IIPjjCll II PC - PjjCll 
= Il P - PNII lieII IIPCII + IIPCII IIP - PNII lie || 
= 2 lieII IIPCII IIP - PNII . 
From Lemma 3*7, lim IIP - PM II = 0 , so clearly 
N—oo w 
(3
'
5) 
^00II(PC)t(PC) -(PnC)t(PnC)I = 0 . 
Therefore, 
( (PC)T(PC) - (PnC)T(PnC) O as N-»- 00 . 
Thus, 
(3-6) N^co|(Pf )| = |(PC)TfC| 
since a determinant is a continuous function of its elements. 
Corollary. If P and P^ are matrices as previously defined, 
then 
°-7) N-m I FNTpN I = lpTpl • 
Proof ! The proof is immediate from Theorem 3*1 if one takes 
C to be the nxn identity matrix in (3*6). 
l+l 
Consider again the projection operator P J, recalling 
that the positive integers J correspond to arrays of n posi­
tive integers. If J corresponds to the n positive integers 
{^l* ^2' ~ /n J i then the projection operator P J maps 
every element h of H into the subspace 
%' V '  % 
In particular for the elements Tf and g, g an arbitrary 
fixed element of H, and T the operator on H defined in (2.5), 
one gets 
(3.7) p Jif = 2 I p/ i  0j, <qr f)  
1=1 3=1 1 
( 3 - 8 )  P  J g  =  V  g l i 0 ,  .  
iti 
Now, we consider the question of the existence of an 
element f £ H for which 
(3.9) P JTf = P Jg. 
Since the ^ 0^^ are linearly independent, it follows from 
considering (3.7) and (3.8) in the expression (3.9) that 
(3.10) % Pj^1 (%j, f) = g'1 i = 1, - -, n. 
j=l 
This may be written as 
(3-11) PJX = g J 
if we introduce the matrices 
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(3.12) 
I PI1 - - - n 
n n 
n 
(3.13) g J 
g 
I 
1 
X = 
U n /  
/ (q-i » f ) 
\(9n' f) 
Definition 3.5. If A is an nxn matrix, and X and C are nxl 
matrices, then the system 
AX = C 
is said to be a consistent system if the rank of the augmented 
matrix formed from A and C is the same as the rank of A. 
Since the rank of A = rank of (A, C) = n, then if the 
rank of A is n the system will be a consistent one and will 
have a unique solution, since then |A| / 0. 
A question which arises now is whether there exists an 
element f G K that is a solution of (3.10), or (3.11), which 
result from the equation 
P JTf = P Jg . 
Suppose that there exists an element in which is a 
solution of (3.10). Denote this solution by and let 
n 
(3.14) fJ = E « ^ q 
k=l K K 
43 
Then, for f ^ in (3.10), one obtains 
n 
(3*15) 2 P a (q1, Qt,) ^  v = S i = 1, - -, n • j,k=l J J k K 
Then from (3*15) one obtains 
(3*16) PjQTQ O< J = g J 
where 
By Cramer's rule and since IQTQ| = G(q) , 
(3.17) I PJ| G(q) a ^ = I(PJQTQ : g J; m) I m = 1, - -, n. 
If the system (3*15) is a consistent one, then there do 
exist numbers satisfying (3*17) 
m = l, - -, n. 
In this case then there exists an element f^G given by 
(3*14) which is a solution of (3*10). If the system is in­
consistent then the matrix PJ in (3*16) is singular and |PJ| 
= 0. In fact I P^| = 0 if the rank of is less than n even 
though the system might be a consistent one. 
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IV. MINIMUM NORM SOLUTION OF TF = g AS AN AVERAGE OF THE 
SOLUTIONS OF PROJECTED EQUATIONS 
In a similar manner to the way in which P^ was defined, 
we define P^ as the nxn matrix with rows - -, /n from 
Pjj, where the positive integer J corresponds to the array of 
n positive integers in their usual order, " "» ^n}* 
If A is of order nxm and B is of order mxn, where m = n, 
then the determinant of the matrix AB, namely I ABI , is equal 
to the sum of ( products made by pairing each minor of 
order n from n columns of A with the minor of order n from 
the corresponding rows of B [l] . 
From the definition of P^ in (3.4), it is seen that the 
T product Pjj Pjj may be considered as the product of an nxN 
matrix and an Nxn matrix. Then, for N = n the determinant 
i T i I PN PN | can be written as 
(*••!> I P„TpNl * V l<»NJ)IMP/l * 
J=1 
Theorem 4.1 | PTP | = I |(PJ)T|| PJ | = 1 | PJ| 2 . 
J=1 J=1 
Proof : For the case of PN, N ^ n 
(:) ( n) 
II = I KV'TIIVI - I 1 "J12 
J=I J=I 
Now, by the corollary to Theorem 3.1, 
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1 irn I p Tp ï _ ï pTp 
N-»œ I N NI ~ K M 
Thus, the subsequence of partial sums 
N' 
( n) 
ï |PJ| 2 
J=1 
I T I I T I 
which equal | PN P^j converges to | P P| 
Since the series 
ï  lpJ l  2  
J=1 
has all non-negative terms, the series itself converges, and 
i T i 
must then converge to | P P| . Thus 
| PTP| = J |PJ| 2 . 
J~1 
Theorem 4.2. 
oo 
2  
J=I 
(4.2) |(PQTQ: g;m)T(PQTQïg;m) j = £ |(PJQTQÏ g J; m) | 2 . 
T — 
Proofs The matrix (PQ Q: g ; m) has the same properties as 
P in that they were used in the proof of Theorem 4.1. The 
proof is similar to that of Theorem 4.1. 
Lemma 4.1. Consider the bracketed series 
co Li 
S = 2 c. where c, = T a.b. 
1 
where the aj and bj are real, 
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oo 00 
2 a.. and £ bj are finite, 
.1=1 j=l 
N 
and 1 = Lq < L-^ < Lg < - - , L^-*oo as i-»oo. If S^= £ 
1=1 
M 
and lim SN = S, then lim TM = S , where TM = Y a .b.. 
N—oo M—œ 
00 00 
Proofi Since Z a.2 and X b.2 are convergent series, 
j=l J 0=1 J 
there exist positive integers h^ and h2 such that for every 
C > 0, 
00 
2 j=h+l 
00 
z j=h+l 
aj < c 
bj < c 
whenever h = h. 
whenever h=h2 
Let M' = max (h1, h2)• 
Consider 
tm2I " 
Mi 
Z 
j=M2+l 
- 
M1 
Z 
D=M2+I 
a4b j j 
M 1 
=  ^  I  sub. 
j=M2+l J J 
'j 
M. 
Lj=M2+i 
by the Cauchy inequality. Then, for M^> M2 = M1, M1 defined 
as above, 
\ " TM2I< 6 • 
4? 
Therefore, < TM I is a Cauchy sequence. Thus, lim TM 
L nJ M->-oo H 
exists, and must equal S, since the subsequence, T, = SM, 
N w 
converges to S. 
T T Since the matrix P PQ Q appears in a later theorem it 
will be necessary to show that the associative law applies 
to this matrix. That is, 
(4.3) (PTP)(QTQ)=(PT(PQT))Q=PT((PQT)Q)=((PTP)QT)Q=PT(QTQ)) . 
For all positive integers M and N, such an equality holds 
for the partial sums, namely 
2 I 2 = 2 2 2 p&Mij 
f = l  k=l s=l s=l k=l H = 1  
N M n v v o e 
(W.5) = I I I PiP/Mlj 
k=l s=l /=1 
M n N . . e e 
Ct-6) = 2 2 2 -fahhi 
(4.7) 
Now consider 
s=l 11=1 k=l 
N n M 
• 2 2 2 pfoNW • 
k=l H-l s=l 
n  N  M  k  k  n N M k k s s  
2 2 2 1 pïp/i/ij 1=22 2lPÏP/lh/ij| 
/=1 k=l s=l /=1 k=l s=l 
n N k k M 
= 2 2 iPiP/l 2 h/qjl 
1=1 k=l s =1 
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n 
= Z 
/=1 
I CP?)2 
Lk=l 
'  Z  ^  
,k=l 
M „ o Z (q/r 
Ls=l s=l 
i 
< n 
= Il PjJI II q jll ^ llPyll II q/M 
z=i 
Therefore the left side of (4.4) is convergent since it is 
absolutely convergent. Because of the absolute convergence 
any rearrangement is permissible so as M, N -*• oo , each of 
the right hand sides of (4.4), (4.5), (4.6) and (4.7) converge 
to a common limit, namely 
n 00 00 V  V  q  c  r n  m  
Z Z Z pp/tftf = (p P)(QQ) ' 
f=l k=l s=l 
The expressions on the right in (4.4), (4.5), (4.6) and (4.7) 
converge respectively to (P^(PQ^))Q, P^((PQ^)Q), ((P^P)Q^)Q 
and P^(P(Q^Q)). This establishes the equality (4.6). 
It is clear from Definition 2.4 that 
(4.8) (PTPQTQîPTg; m) = PT(PQTQ:g; m) 
where m ranges from 1 to n. 
Theorem 4.1. For g, P, Q as defined previously 
,T,™Trt . - x ï T,n ^ T0. -(1) |P (PQ Q ! g; m)| = lim |PN (P*Q Q: g; m)| 
N-^oo ^ 11 
00 
(2) | (PT(PQTQ ! g; m)| = | PJ| |(PJQTQ i gJ; m) 
for m = 1, - -, n. 
J=1 
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Proof of (1): It has been shown that the products P^PQ^Q 
T _ 
and P g are defined. Also, the elements of the matrices 
p/p^Q and P^g are clearly finite. 
It follows from addition of matrices that 
(4.9) (PTPQTQ : PTg; m) - (f/p^Q ! p/l; m) 
m m  m m  m  m  
= (P PQ Q - PN pNq Q ' (p - pN } ^  
and, for each m, 
ll(PTPQTQ - PnTPnQTQ ! (P - Pn)T g; xn)l 
= II(PTP - PNTPN) QtQ II + Il(P - PN)T g II 
= ILPTP - PNTPNII II QTQI + IIP - PNII IIin 
by Lemma 3 • 5» According to Lemma 3*7 
lim 
and from (3*7) 
N-»COIIP - PN» = 0 
llpTp " pn\ 11 = ° • 
Therefore, for each m, from (4.12) it follows that 
(PTPQTQ ! PTG; m)ij - (PNTPNQTQ % f/ I; m)^ ->- 0 
as N-»-oo. 
Since a determinant is a continuous function of its elements, 
then, for m = 1, - -, n 
1 PT(PQTQ : I; m)| = lim |PNT(PNQTQ Ï g"; m) | . 
N-1-00 " n 
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Proof of (2): In order to prove part (2), Lemma 4.1 will be 
used. From Theorems 4.1 and 4.2, 
2 IPJ| 2 ; 2 |(PJQTQ:gJ; m)| 2 m = 1, - -, n 
J=1 J=1 
are both finite. The quantities 
IPJ I and |(PJQIQi gJ; m)| 
correspond to the a. and b. in Lemma 4.1. The binomial co­
efficient (^) , N = n, corresponds to the L^. 
Again according to the expansion of the determinant of 
the product of two matrices as described in the second para-
I T T — graph of this chapter, the determinant |P^ (P^Q Q$g; m)| can 
be written for m =1, - -, n, as 
(n) 
I PNT(PNqTQ|SÎ m)| = Z |(PJ)T| |(PQTQ 5 g; M)J| 
J=1 
(n) 
(4.10) = 2 |pJ| |(PJQTQ! gJ; m)| . 
J=1 
From part (1) of this theorem the limit of partial sums for 
the subsequence in (4.10) exists, namely 
(n) 
IpWqî g; m) I = lim y |PJ| |(PJQTQ? gJ; m)| . 
N
-"°°j=l 
Since the hypotheses of Lemma 4.1 are satisfied, then 
the limit as M-»oo of 
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M 
1 I pj| I(PJQTQ Î gJ; in) | m = 1, - -, n 
J=1 
exists. In fact, then 
M 
lim I |PJ| |(PJQTQ:IJ; m) | 
M^°° J=L 
= I PT(PQTQîi; m) I m = 1, - -, n 
which establishes (2). 
Let us consider now (2.16), which can now be written for 
m = 1, - -, n, as 
(4.11) G(p)G(q)cm = | (PTPQTQ:PTI; m)| . 
Then, applying Theorem 4.3, from (4.11) one obtains for m = 
1, - -, n 
oo 
(4.12) G(p)G(q)c = 1 |PJ| |(PJQTQi gJ; m)| . 
m J=1 
In those systems (3*16) for which |P^| / 0 there will 
be a unique solution CX .^ In this case, from (3.17) one gets 
by substitution in (4.12) 
00 
. T.O T (4.13) G(p)G(q)cm = 2 | P|G(q) CX^ m = 1, - -, n 
J=1 
where for those J such that |P^| =0, one may take CX ^  to 
be anything. Now since G(q) t 0, it follows from (4.13) that 
(4.14) c = y I PJ| 2 
m 
~ïï7r7T m m - 1, 2, - -, n . J=1 G(p) 
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From (2.14) and (3.14), f1 and are elements of M , 
namely n 
f • - 2 Cj Q. 4  
1=1 1 1 
n 
f^ = Z (X fq, J = 1, 2, - - . 
1=1 1 1 
Theorem 4.4. For f' and fu as defined above 
oo |pJ| 2 j 
(4.15) f = I fJ • 
J=i 
The element f' may be considered as a weighted average of the 
fJ, J = 1, 2, - - since 
1 ^ -
Proof î The proof of (4.19) follows from Theorem 4.1. That 
is, 
0 0  !pJl2 1 <5 |„J |  2 
ï iftr -sèï ï M 
J=1 J=1 
PTP| = 1 . 
- GCpT 
Now, from (4.17), it follows that 
n n oo |pJ |2 j  
Z cm^m Z Z G(p) ^ m ^m 
m=l m=l J=1 
We can interchange the order of summation here, for 
Jl  2 
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n 
r M 
2 - Z 
m=l J=1 
n M 
I cm Z 
m=l J=1 
1PjI 2 
G(p) 
l P J l  2 
G(p) 
(X 
cx 
m 
m 
using properties of the norm. Thus, 
"-tco" I Vm -
m=l 
which can be written as 
M n |PJ| 2 
Z 2 G(p) 
J=1 m=l 
n a, n |pJ| 2 
2 cmqm ~ 2 2 G(p) 
m=l J=l m=l 
or, in fact 
"• ï *ér •" 
J=1 
This completes the proof of the theorem. 
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V. SUMMARY 
Let T be the operator defined for every element f of a 
Hilbert space H by 
n 
Tf = I Pj. ( Qi ' f) 
1=1 
where the p^ and q^ are elements of H. For any fixed g in H 
it was shown that even though there is not in general a solu­
tion to the equation Tf = g there does exist an element f of 
H which minimizes the norm expression 
II Tf - g II . 
Projection operators P J =1, 2, - - were introduced 
which map elements of K into n-dimensional subspaces spanned 
by n elements of a complete orthonormal set in H. A 
one-to-one correspondence between the positive integers J and 
the subsets (0V , 0V , - -, 0V ) was set up and the projected 
1 2 n 
equations 
P JTf = P Jg J = 1, 2, - -
were examined. 
The principal result of this thesis is that an element 
of H that minimizes II Tf — g || can be written as a weighted 
average of solutions of those projected equations which are 
consistent. 
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