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Abstract. In this article, we present a general methodology for stochastic control problems driven
by the Brownian motion filtration including non-Markovian and non-semimartingale state processes
controlled by mutually singular measures. The main result of this paper is the development of a
numerical scheme for computing near-optimal controls associated with controlled Wiener functionals
via a finite-dimensional approximation procedure. The theory does not require functional differen-
tiability assumptions on the value process and ellipticity conditions on the diffusion components.
Explicit rates of convergence are provided under rather weak conditions for distinct types of non-
Markovian and non-semimartingale states. The analysis is carried out on suitable finite dimensional
spaces and it is based on the weak differential structure introduced by [40, 41] jointly with measurable
selection arguments. The theory is applied to stochastic control problems based on path-dependent
SDEs and rough stochastic volatility models, where both drift and possibly degenerated diffusion
components are controlled. Optimal control of drifts for nonlinear path-dependent SDEs driven by
fractional Brownian motion with exponent H ∈ (0, 1) is also discussed. Finally, we present a simple
numerical example to illustrate the method.
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1. Introduction
Let Cn,T be the set of continuous functions from [0, T ] to Rn, let ξ : Cn,T → R be a Borel functional,
let F = (Ft)t≥0 be a fixed filtration and let UTt ; 0 ≤ t ≤ T be a family of admissible F-adapted controls
defined over (t, T ]. The goal of this paper is to develop a numerical scheme to solve a generic stochastic
optimal control problem of the form
(1.1) sup
φ∈UT0
E
[
ξ
(
Xφ
)]
,
where {Xφ;φ ∈ UT0 } is a given family of F-adapted controlled continuous processes. A common
approach to such generic control problem (see e.g [14, 20]) is to consider for each control u ∈ UT0 , the
value process given by
(1.2) V (t, u) = ess sup
φ;φ=u on [0,t]
E
[
ξ
(
Xφ
)|Ft]; 0 ≤ t ≤ T.
Two fundamental questions in stochastic control theory rely on sound characterizations of value pro-
cesses and the development of concrete methods to produce either exact optimal controls u∗ ∈ UT0
(when exists)
E
[
ξ(Xu
∗
)
]
= sup
φ∈UT0
E
[
ξ
(
Xφ
)]
,
or near-optimal controls (see e.g [57]) which realize
(1.3) E
[
ξ(Xu
∗
)
]
> sup
φ∈UT0
E
[
ξ
(
Xφ
)]− ,
for an arbitrary error bound  > 0. Exact optimal controls may fail to exist due to e.g lack of
convexity, moreover they are very sensitive to perturbations and numerical rounding. In this context,
the standard approach is to consider near-optimal controls which exist under minimal hypotheses and
are sufficient in most applications.
Two major tools for studying stochastic controlled systems are Pontryagin’s maximum principle
and Bellman’s dynamic programming. While these two methods are known to be very efficient for
establishing some key properties (e.g existence of optimal controls, smoothness of the value functional,
sufficiency of subclasses of controls, etc), the problem of solving explicitly or numerically a given
stochastic control problem remains a critical issue in the field of control theory. Indeed, except
for a very few specific cases, the determination of an optimal control (either exact or near) is a
highly nontrivial problem to tackle. The present article presents a systematic method to compute
and characterize u∗ realizing (1.3) for a given stochastic control problem (1.2) driven by a generic
controlled process.
In the Markovian case, a classical approach in solving stochastic control problems is given by the
dynamic programming principle based on Hamilton-Jacobi-Bellman (HJB) equations. One popular
approach is to employ verification arguments to check if a given solution of the HJB equation coincides
with the value function at hand, and obtain as a byproduct the optimal control. Discretization methods
also play an important role towards the resolution of the control problem. In this direction, several
techniques based on Markov chain discretization schemes [37], Krylov’s regularization and shaking
coefficient techniques (see e.g [35, 36]) and Barles-Souganidis-type monotone schemes [2] have been
successfully implemented. We also refer the more recent probabilistic techniques on fully non-linear
PDEs given by Fahim, Touzi and Warin [21] and the randomization approach of Kharroubi, Langrene´
and Pham [32, 33, 34].
Beyond the Markovian context, the value process (1.2) cannot be reduced to a deterministic PDE
and the control problem (1.1) is much more delicate. Nutz [45] employs techniques from quasi-sure
analysis to characterize one version of the value process as the solution of a second order backward
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stochastic differential equation (2BSDE) (see [53]) under a non-degeneracy condition on the diffusion
component of a controlled non-Markovian stochastic differential equation driven by Brownian motion
(henceforth abbreviated by CNM-SDE-BM). Nutz and Van Handel [44] derive a dynamic programming
principle in the context of model uncertainty and nonlinear expectations. Inspired by the work [32],
under the weak formulation of the control problem, Fuhrman and Pham [23] show a value process
can be reformulated under a family of dominated measures on an enlarged filtered probability space
where the CNM-SDE-BM might be degenerated. It is worth to mention that under a nondegeneracy
condition on diffusion components of CNM-SDEs-BM, (1.2) can also be viewed as a fully nonlinear
path-dependent PDE in the sense of [19] via its relation with 2BSDEs (see section 4.3 in [19]). In
this direction, Possama¨ı, Tan and Zhou [48] derived a dynamic programming principle for a stochastic
control problem w.r.t a class of nonlinear kernels. They obtained a well-posedness result for general
2BSDEs and established a link with path-dependent PDEs in possibly degenerated cases. We also
drive attention to Qiu [50] who characterizes (1.2) driven by a CNM-SDE-BM as a solution of a suitable
HJB-type equation and uniqueness is established under a non-degeneracy condition on the diffusion
components. Under strong a priori functional differentiability conditions (in the sense of [18, 12])
imposed on (1.2), one can apply functional Itoˆ’s formula to arrive at verification-type theorems. In
this direction, we refer to e.g. Cont [13] and Saporito [52].
Discrete-type schemes for the optimal value (1.1) driven by CNM-SDEs-BM were studied in the
context of G-expectations by Dolinsky [16] and also by Zhang and Zhuo [55], Ren and Tan [51] and
Tan [54]. In [55, 51], the authors provide monotone schemes in the spirit of Barles-Souganidis for fully
nonlinear path-dependent PDEs in the sense of [19] and hence one may apply their results for the
study of (1.1). Under elipticity conditions, by employing weak convergence methods in the spirit of
Kushner and Depuis, [54] provides a discretization method for the optimal value (1.1). Convergence
rates are available only under strong regularity conditions on the value process (1.2) (see [55]) or in
the state independent case [16, 54].
1.1. Main setup and contributions. The main contribution of this paper is the development of
a new numerical scheme for computing near optimal controls of stochastic systems adapted to the
Brownian motion filtration and parameterized by possibly mutually singular measures. In particular,
we present a discrete-type approximation for a large class of nonlinear expectations driven by possibly
non-Markovian and / or non-semimartingale controlled states. More importantly, our approximation
is equipped with a suitable dynamic programming equation which allows us to compute near optimal
controls much beyond the class of linear-quadratic optimal control problems. For instance, nonlinear
controlled path-dependent degenerated SDEs driven by a possibly non-smooth Gaussian transfor-
mation of the Brownian motion is a typical application of our methodology. Under a rather weak
L2-type regularity condition imposed on controlled states, this article develops a concrete methodol-
ogy to solve numerically a given stochastic control problem of the form (1.1). None differentiability
condition on the value process (1.2) is required. Moreover, the scheme is implementable using e.g
regression Monte-Carlo techniques
The methodology is based on a weak version of functional Itoˆ calculus developed by Lea˜o, Ohashi
and Simas [41] and inspired by Lea˜o and Ohashi [40]. A given Brownian motion structure is discretized
which gives rise to differential operators acting on piecewise constant processes adapted to a jumping
filtration in the sense of [31] and generated by what we call a discrete-type skeleton D = {T , Ak,j ; j =
1, . . . , d, ; k ≥ 1} (see Definition 3.1). For a given controlled state process {Xφ;φ ∈ UT0 }, we construct
a controlled imbedded discrete structure
(
(V k)k≥0,D
)
(see Definition 3.2 in Section 3) for the value
process (1.2). This is a non-linear version of the imbedded discrete structures introduced by [41] and
it can be interpreted as a discrete version of (1.2).
By using measurable selection arguments, we aggregate the controlled imbedded discrete structure(
(V k)k≥0,D
)
into a single finite sequence of upper semianalytic value functions Vkn : Hk,n → R;n =
0, . . . , e(k, T )−1. Here, Hk,n is the n-fold cartesian product of A×Sk, where A is the action space, Sk
is suitable finite-dimensional space which accommodates the dynamics of the structure D and e(k, T )
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is a suitable number of steps to recover (1.1) over the entire period [0, T ] as the discretization level
k goes to infinity. This procedure allows us to derive a dynamic programming equation over e(k, T )
steps which is the building block to solve stochastic control problems much beyond the classical
Markovian states, traditionally treated by Markov chain approximations and PDE methods. The
dynamic programming principle presented in Section 5.1 allows us to select near optimal controls for
(1.3) solely based on the discrete skeleton D . We refer the reader to Section 7 for a simple numerical
example which illustrates how one can make use of our methodology in a simple stochastic control
problem.
The connection between the dynamic programming principle based on D and the original control
problem (1.1) is made via a strong robustness property found in a wide class of Wiener functionals as
described by [41] in the linear expectation case. In this work, we take one step ahead towards the fully
non-linear case. A first elementary consequence of our discretization scheme (see Proposition 4.2) is
the fact that an arbitrary nonlinear expectation (see e.g [47]) driven by a strongly controlled Wiener
functional (X,X ) associated with a controlled imbedded discrete structure X = ((Xk)k≥1,D) (see
Definition 3.3 in Section 3) is represented by
sup
φ∈UT0
E
[
ξ(Xφ)
]
= lim
k→+∞
sup
φ∈Uk,e(k,T )0
E
[
ξ(Xk,φ)
]
,
over a suitable set U
k,e(k,T )
0 of stepwise constant D-adapted processes. The concept of strongly
controlled Wiener functional covers a wide class of stochastic systems which cannot be reduced to
Markovian states without adding infinitely many degrees of freedom (see Sections 1.2 and 6).
The main results of this article, Theorems 5.1 and 5.2, state that for the class of strongly controlled
Wiener functionals, we construct a dynamic programming algorithm for the discrete time analog of
the nonlinear expectation (1.1) and for the corresponding (near) optimal control φ?,k, based on the
skeleton D . Furthermore, for a given error bound  ≥ 0, the rate of convergence of our numerical
scheme is proportional to
(1.4)
∣∣∣ sup
u∈UT0
E
[
ξ
(
Xu
)]− E[ξ(Xφ∗,k,)]∣∣∣ = O(hk + rk + )
and
(1.5)
∣∣∣∣∣ sup
φ∈Uk,e(k,T )0
E
[
ξ(Xk,φ)
]− sup
φ∈UT0
E
[
ξ(Xφ)
]∣∣∣∣∣ = O(hk + rk),
as k → +∞. The rate (hk)k≥1 in (1.4) and (1.5) depends on the degree of continuity of X w.r.t
a structure
(
(Xk)k≥1,D
)
(see (3.10)) combined with large deviation principles related to a family
of hitting times (T kn )n≥1. The rate (rk) in (1.4) and (1.5) depends on an equiconvergence property
(Theorem 11.1) for Brownian martingales w.r.t the structure D and it is independent of the controlled
state.
In contrast to previous works, we remark that our approach does not rely on a given representation
of the value process (1.2) in terms of path-dependent PDE or 2BSDE. We develop a fully pathwise
structure Vkj ; j = 0, . . . , e(k, T ) − 1 which allows us to make use the classical theory of analytic sets
to construct near-optimal controls appearing in (1.4) by means of a list of analytically measurable
functions Ck,j : Hk,j → A; j = 0, . . . , e(k, T )−1 which can be calculated from (5.9) or (5.12) for a given
error bound  ≥ 0. By composing those functions with the skeleton D , we are able to compute near
optimal controls φ?,k, realizing (1.4). More importantly, the whole dynamics on D can be simulated
by means of the first time Brownian motion hits ±1 and Bernoulli random variables. The regularity
conditions of the theory boils down to a mild L2-type continuity hypothesis on the controlled state
(see Assumption (B1)) combined with a Ho¨lder modulus of continuity on the payoff functional ξ (see
Assumption (A1)).
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In contrast to the framework of one fixed probability measure in [41], in the present context it
is essential to aggregrate a given structure into a single deterministic finite sequence of maps due
to a possible appearance of mutually singular measures induced by Xk,φ as φ varies over the set
of controls U
k,e(k,T )
0 . Moreover, we mention it is possible to prove a differential-type representation
result for (1.2) by extending the framework of [41] to controlling probabilities via measurable selection
arguments combined with Theorem 11.1. Since it is not our purpose to focus on the representation of
(1.2), we leave this construction to a future work.
1.2. Examples. As a test of the relevance of the theory, we show that our methodology can be applied
to controlled Wiener functionals of the form
Xu = F
(
B, (α, σ)(Xu, u)
)
,
where the non-anticipative functionals (α, σ) admit Lipschitz regularity w.r.t. control variables which
in turn implies L2-Lipschitz regularity of u 7→ Xu w.r.t control processes (Assumption (B1)). We
investigate three typical examples illustrating distinct types of path-dependency which fit into the
theory developed in this paper:
(1.6) dXu(t) = α(t,Xu, u(t))dt+ σ(t,Xu, u(t))dB(t),
(1.7) dXu(t) = α(t,Xu, u(t))dt+ σdBH(t),
and
(1.8)
{
dXu(t) = Xu(t)µ(u(t))dt+Xu(t)ϑ(Z(t), u(t))dB(t)
dZ(t) = νdBH(t)− β(Z(t)−m)dt,
where BH is a fractional Brownian motion (henceforth abbreviated by FBM) with exponent 0 < H <
1. In case of (1.6), the driving state is a CNM-SDE-BM and the lack of Markov property is due to
non-anticipative functionals α and σ which may depend on the whole path of Xu. In this case, the
controlled state Xu satisfies a pseudo-Markov property in the sense of [11]. Case (1.7) illustrates a
fully non-Markovian case: the controlled state Xu is driven by a path-dependent nonlinear drift and by
a very singular transformation of the Brownian motion into a non-Markovian and non-semimartingale
noise. In particular, there is no probability measure on the path space such that the controlled state
in (1.7) is a semimartingale. Case (1.8) has been devoted to a considerable attention in recent years
in the context of rough stochastic volatility models when 0 < H < 12 . In this direction, see e.g [1] and
other references therein.
The methodology applied to (1.6) extends previous numerical schemes [54] by allowing σ to be
degenerated, (α, σ) be unbounded and the convergence rate of the scheme envelops the state dependent
case. In particular, the convergence rate is obtained without smoothness conditions on the value
process (see e.g [51, 55]). We also highlight that the convergence rate given in Theorem 6.1 is faster
than Th 2.8 in [54] because in this case we are able to take k = k
− 12 and 14 < β < 1. In other
words, the rate associated to the non-Markovian fully nonlinear case is comparable to the Markovian
semilinear case (when there is no control on the volatility part) previously treated by BSDE methods
in the works [6, 56].
As far as the case (1.7) is concerned, an explicit solution of a generic linear-quadratic optimal control
problem driven by Gaussian processes has been obtained by Duncan and Pasik-Duncan [17]. Infinite-
dimensional lifts (and their approximations) of linear quadratic control problems driven by non-
Markovian stochastic Volterra-type equations have been studied by Jaber, Miller and Pham [29, 30].
Despite many characterization of value functions, existence theorems for optimal controls (see e.g
[5, 26, 9, 28, 39, 15]) and some numerical methods applied to the linear-quadratic case ([17, 29, 30]),
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to our best knowledge, this paper is the first to present a numerical scheme for nonlinear stochastic
control problems driven by FBM.
Recently, Bayer, Friz, Gassiat, Martin and Stemper [1] presents discrete-type approximations in
the sense of Hairer’s theory of regularity structures for rough stochastic volatility models and their
European call options prices, i.e., classical linear expectation case. In the present paper, we treat the
nonlinear case. At this point, it is important to stress our approximation does not need any type of
renormalization procedure because our structure is imbedded into the Brownian motion world which
allows us to get rid off divergent Stratonovich’s correction terms. See Section 6.3 and [46] for details.
Organization of Paper. The remainder of this article is organized as follows. Section 2 presents
some notations and summarizes the standing assumptions of this article. Section 3 presents the basic
discretization of the Brownian structure. Section 4 presents the discrete version of the value process.
Section 5 presents the main results of this paper and a discussion of the dynamic programming
algorithm associated with the discrete analog of the nonlinear expectation. Section 6 presents the
controlled states (1.6), (1.7) and (1.8) as strongly controlled Wiener functionals. Section 7 presents a
simple numerical example which illustrates the method. The Appendix sections 8 and 9 are devoted to
the proofs of some technical results. Section 10 presents the proofs related to the measurable selection
theorem and dynamic programming. Section 11 presents the proof of Theorems 5.1 and 5.2.
2. Controlled stochastic processes
Throughout this article, we are going to fix a filtered probability space (Ω,F,P) equipped with a
d-dimensional Brownian motion B = {B1, . . . , Bd} where F := (Ft)t≥0 is the usual P-augmentation
of the filtration generated by B under a fixed probability measure P. For a pair of finite F-stopping
times (M,N), we denote
]]M,N ]] := {(ω, t);M(ω) < t ≤ N(ω)},
and ]]M,+∞[[:= {(ω, t);M(ω) < t < +∞}. The action space is the compact
A := {(x1, . . . , xr) ∈ Rr; max
1≤i≤r
|xi| ≤ a¯},
for a given fixed 0 < a¯ < +∞. In order to set up the basic structure of our control problem, we first
need to define the class of admissible control processes: for each pair (M,N) of a.s finite F-stopping
times such that M < N a.s, we denote 1
(2.1) UNM := {the set of all F− predictable processes u : ]]M,N ]]→ A;u(M+) exists}.
For such family of processes, we observe they satisfy the following properties:
• Restriction: u ∈ UNM ⇒ u |]]M,P ]]∈ UPM for M < P ≤ N a.s.
• Concatenation: If u ∈ UNM and v ∈ UPN for M < N < P a.s, then (u⊗N v)(·) ∈ UPM , where
(2.2) (u⊗N v)(r) :=
{
u(r); if M < r ≤ N
v(r); if N < r ≤ P.
• Finite Mixing: For every u, v ∈ UNM and G ∈ FM , we have
u1G + v1Gc ∈ UNM .
1Whenever necessary, we can always extend a given u ∈ UNM by setting u = 0 on the complement of a stochastic set
]]M,N ]].
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Let Lpa(P× Leb) be the Banach space of all F-adapted finite-dimensional processes Y such that
E
∫ T
0
‖Y (t)‖pdt <∞,
for 1 ≤ p < ∞, where ‖ · ‖ is an Euclidean norm and 0 < T < +∞ is a fixed terminal time. Let us
denote
‖f‖∞ := sup
0≤t≤T
‖f(t)‖.
We also define Bp(F) as the space of all F-adapted ca`dla`g processes Y such that
‖Y ‖pBp := E‖Y ‖p∞ <∞,
for p ≥ 1.
Definition 2.1. A continuous controlled Wiener functional is a map X : UT0 → Lpa(P×Leb) for
some p ≥ 1, such that for each t ∈ [0, T ] and u ∈ UT0 , {X(s, u); 0 ≤ s ≤ t} depends on the control u
only on (0, t] and X(·, u) has continuous paths for each u ∈ UT0 .
In the sequel, we denote Dn,T := {h : [0, T ] → Rn with ca`dla`g paths} and we equip this linear
space with the uniform convergence on [0, T ]. We now present the two standing assumptions of this
article.
Assumption (A1): The payoff ξ : Dn,T → R satisfies the following regularity assumption: There
exists γ ∈ (0, 1] and a constant ‖ξ‖ > 0 such that
|ξ(f)− ξ(g)| ≤ ‖ξ‖‖f − g‖γ∞,
for every f, g ∈ Dn,T .
Assumption (B1): There exists a constant C such that
(2.3) ‖X(·, u)−X(·, η)‖2B2(F) ≤ CE
∫ T
0
‖u(s)− η(s)‖2ds,
for every u, η ∈ UT0 .
Remark 2.1. Path-dependent controlled SDEs with Lipschitz coefficients are typical examples of
controlled Wiener functionals satisfying Assumption (B1). See Remark 6.1
Remark 2.2. Even though we are only interested in controlled Wiener functionals with continuous
paths, we are forced to assume the payoff functional is defined on the space of ca`dla`g paths due to a
discretization procedure. However, this is not a strong assumption since most of the functionals of
interest admits extensions from Cn,T to Dn,T preserving Assumption (A1).
From now on, we are going to fix a controlled Wiener functional X : UT0 → B2(F). For a given
functional ξ : Dn,T → R, we denote
(2.4) ξX(u) := ξ
(
X(·, u));u ∈ UT0
and
(2.5) V (t, u) := ess sup
v∈UTt
E
[
ξX(u⊗t v)|Ft
]
; 0 ≤ t < T, u ∈ UT0 ,
where V (T, u) := ξX(u) a.s. We stress the process V (·, u) has to be viewed backwards for each control
u ∈ UT0 . Throughout this paper, in order to keep notation simple, we omit the dependence of the
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value process in (2.5) on the controlled Wiener functional X and the payoff ξ, so we write V meaning
as a map V : UT0 → L1a(P× Leb).
Since we are not assuming that F0 is the trivial σ-algebra, we cannot say that V (0) is de-
terministic. However, the finite-mixing property on the class of admissible controls implies that
{E[ξX(u ⊗t θ)|Ft]; θ ∈ UTt } has the lattice property (see e.g Def 1.1.2 [38]) for every t ∈ [0, T ) and
u ∈ UTt . In this case, it is known
E
[
V (0)
]
= sup
v∈UT0
E
[
ξ(X(·, v)].
Remark 2.3. One can easily check that under Assumptions (A1-B1), for any u ∈ UT0 , {V (s, u); 0 ≤
s ≤ t} depends only on the control u restricted to the interval [0, t]. Moreover, u 7→ V (·, u) is a con-
tinuous controlled Wiener functional in the sense of Definition 2.1 and V is an UT0 -supermartingale,
in the sense that V (·, u) is an F-supermartingale for each u ∈ UT0 .
Definition 2.2. We say that u ∈ UT0 is an -optimal control if
(2.6) E
[
ξX(u)
] ≥ sup
η∈UT0
E
[
ξX(η)
]− .
In case,  = 0, we say that u realizing (2.6) is an exact optimal control.
3. Discrete-type skeleton for the Brownian motion and controlled imbedded
discrete structures
In this section, we introduce what we call a controlled imbedded discrete structure which is a natural
extension of the approximation models presented in Lea˜o, Ohashi and Simas [41]. Our philosophy is
to view a controlled Wiener functional as a family of simplified models one has to build in order to
extract the relevant information for the obtention of a concrete description of value processes and the
construction of their associated (near or exact) optimal controls.
3.1. The underlying discrete skeleton. The discretization procedure will be based on a class of
pure jump processes driven by suitable waiting times which describe the local behavior of the Brownian
motion. We briefly recall the basic properties of this skeleton. For more details, we refer the reader
to the work [41]. We start by constructing a sequence T := {T kn ;n ≥ 0} of hitting times which will
be the basis for our discretization scheme. For a given sequence k such that k ↓ 0 as k → +∞, we
set T k0 := 0 and
(3.1) T kn := inf{T kn−1 < t <∞; ‖B(t)−B(T kn−1)‖ = k}, n ≥ 1,
and ‖ · ‖ corresponds to the maximum norm on Rd. This implies
(3.2) ∆T kn := T
k
n − T kn−1 = min
j∈{1,2,...,d}
{∆k,jn } a.s,
where
∆k,jn := inf{0 < t <∞; |Bj(t+ T kn−1)−Bj(T kn−1)| = k}, n ≥ 1.
Then, we define Ak := (Ak,1, · · · , Ak,d) by
Ak,j(t) :=
∞∑
n=1
(
Bj(T kn )−Bj(T kn−1)
)
1{Tkn≤t}; t ≥ 0, j = 1, . . . , d,
for integers k ≥ 1.
The multi-dimensional filtration generated by Ak is naturally characterized as follows. Let F˜k :=
{F˜kt ; 0 ≤ t <∞} be the filtration generated by Ak. We observe
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F˜kt ∩ {T kn ≤ t < T kn+1} = F˜kTkn ∩ {T
k
n ≤ t < T kn+1}; t ≥ 0,
where F˜kTkn = σ(A
k(s ∧ T kn ); s ≥ 0) for each n ≥ 0. Let Fk∞ be the completion of σ(Ak(s); s ≥ 0) and
let Nk be the σ-algebra generated by all P-null sets in Fk∞. We denote Fk = (Fkt )t≥0, where Fkt is the
usual P-augmentation (based on Nk) satisfying the usual conditions.
Definition 3.1. The structure D = {T , Ak; k ≥ 1} is called a discrete-type skeleton for the
Brownian motion.
By the strong Markov property, we observe that
(1) The jumps ∆Ak,j(T kn ) = A
k,j(T kn ) − Ak,j(T kn−);n = 1, 2, . . . are independent and identically
distributed (iid).
(2) The waiting times ∆T kn ;n = 1, 2, . . . are iid random variables in R+.
(3) The families (∆Ak,j(T kn );n = 1, 2, . . .) and (∆T
k
n ;n = 1, 2, . . .) are independent.
Moreover, it is immediate that Ak,j is a square-integrable Fk-martingale for each j = 1, . . . , d.
Remark 3.1. The skeleton given in Definition 3.1 slightly differs from Def 2.1 in [41] and [42] if
d > 1. Indeed, the choice of the hitting times {T kn ;n ≥ 1} differs from [41]. In the present work, we
adopt (3.1) rather than
T k,jn := inf
{
T k,jn−1 < t <∞; |Bj(t)−Bj(T k,jn−1)| = k
}
; n ≥ 1,
for j ∈ {1, . . . , d}. This allows us to reduce the complexity of the discretization scheme and, in contrast
to Th 2.1 in [4], the transition probabilities are homogeneous in time (see Proposition 9.1). Since
(Ak,1, . . . , Ak,d) is a d-dimensional stepwise constant martingale process satisfying properties (1), (2)
and (3) above, then the basic underlying differential structure presented in [41] is still preserved. This
article does not focus on representation results for controlled Wiener functionals. Hence the limiting
differential structure will not be investigated and we leave this construction to a future work.
Let us start to introduce a subclass U
k,Tkn
Tk`
⊂ UTkn
Tk`
; 0 ≤ ` < n <∞. For ` < n, let Uk,Tkn
Tk`
be the set
of Fk-predictable processes of the form
(3.3) vk(t) =
n∑
j=`+1
vkj−11{Tkj−1<t≤Tkj }; T
k
` < t ≤ T kn ,
where for each j = ` + 1, . . . , n, vkj−1 is an A-valued FkTkj−1 -measurable random variable. To keep
notation simple, we use the shorthand notations
(3.4) Uk,n` := U
k,Tkn
Tk`
; 0 ≤ ` < n,
where Uk,∞` is the set of all controls v
k : ]]T k` ,+∞[[→ A of the form
(3.5) vk(t) =
∑
j≥`+1
vkj−11{Tkj−1<t≤Tkj }; T
k
` < t,
where vkj−1 is an A-valued FkTkj−1-measurable random variable for every j ≥ `+ 1 for an integer ` ≥ 0.
We also use a shorthand notation for uk ⊗Tk` vk as follows: with a slight abuse of notation, for
uk ∈ Uk,n0 and vk ∈ Uk,n` with ` < n, we write
(3.6) (uk ⊗` vk) := (uk0 , . . . , uk`−1, vk` , . . . , vkn−1).
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This notation is consistent because uk⊗Tk` vk only depends on the list of variables (uk0 , . . . , uk`−1, vk` , . . . , vkn−1)
whenever uk : ]]0, T kn ]]→ A and vk : ]]T k` , T kn ]]→ A are controls of the form (3.3) for ` < n.
Let us now introduce the analogous concept of controlled Wiener functional but based on the
filtration Fk. For this purpose, we need to introduce some further notations. Let us define
(3.7) e(k, t) :=
⌈−2k t
χd
⌉
; 0 ≤ t ≤ T,
where dxe is the smallest integer greater or equal to x ≥ 0 and
(3.8) χd := Emin{τ1, . . . , τd},
where (τ j)dj=1 is an iid sequence of random variables with distribution inf{t > 0; |W (t)| = 1} for a
real-valued standard Brownian motion W . From Lemma 8.2, for each t ∈ [0, T ], we know that
T ke(k,t) → t a.s and in Lp(P),
as k → +∞, for each t ≥ 0 and p ≥ 1.
Remark 3.2. The number e(k, T ) should be interpretted as the number of necessary steps to compute
a given nonlinear expectation (driven by a controlled Wiener functional) via a discrete-type dynamic
programming equation. One can easily check that (see e.g [7]) 0 ≤ f(t) ≤ 1; t ≥ 0, where f is the
density of τ1 in (3.8). By Th 5 in [24], we get a lower bound
1
2d
≤ χd.
Therefore, for given k ≥ 1 and T , the number of periods e(k, T ) grows no faster than the dimension
of the driving Brownian motion.
Let OT (Fk) be the set of all stepwise constant Fk-optional processes of the form
Zk(t) =
∞∑
n=0
Zk(T kn )1{Tkn≤t∧Tke(k,T )<Tkn+1}; 0 ≤ t ≤ T,
where Zk(T kn ) is FkTkn -measurable for every n ≥ 0 and k ≥ 1.
Let us now present two concepts which will play a key role in this work.
Definition 3.2. A controlled imbedded discrete structure Y = ((Y k)k≥1,D) consists of the
following objects: a discrete-type skeleton D and a map uk 7→ Y k(·, uk) from Uk,e(k,T )0 to OT (Fk) such
that
(3.9) Y k(T kn+1, u
k) depends on the control only at (uk0 , . . . , u
k
n),
for each integer n ∈ {0, . . . , e(k, T )− 1}.
Definition 3.3. A strongly controlled Wiener functional is a pair (X,X ), where X is a con-
trolled Wiener functional and X = ((Xk)k≥1,D) is a controlled imbedded discrete structure such that{‖Xk(φ)‖∞;φ ∈ Uk,e(k,T )0 } is uniformly integrable for each k ≥ 1 and
(3.10) lim
k→+∞
sup
φ∈Uk,e(k,T )0
E‖Xk(φ)−X(φ)‖γ∞ = 0,
for 0 < γ ≤ 1.
The concepts of controlled imbedded discrete structures and strongly controlled Wiener functionals
are nonlinear versions of the structures analyzed in [41]. The typical example we have in mind of a
strongly controlled Wiener functional is a controlled state which drives a stochastic control problem.
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4. The controlled imbedded discrete structure for the value process
In this section, we are going to describe the canonical controlled imbedded discrete structure asso-
ciated with an arbitrary value process
V (t, u) = ess sup
v∈UTt
E
[
ξX(u⊗t v)|Ft
]
;u ∈ UT0 , 0 ≤ t ≤ T,
where the payoff ξ satisfies Assumption A1 and X is an arbitrary controlled Wiener functional sat-
isfying Assumption B1. Throughout this section, we are going to fix a controlled imbedded discrete
structure
(4.1) uk 7→ Xk(·, uk)
and we set
(4.2) ξXk(u
k) := ξ
(
Xk(·, uk)),
for uk ∈ Uk,e(k,T )0 . We assume
{‖Xk(φ)‖∞;φ ∈ Uk,e(k,T )0 } is uniformly integrable for each k ≥ 1. We
then define
(4.3) V k(T kn , u
k) := ess sup
φk∈Uk,e(k,T )n
E
[
ξXk(u
k ⊗n φk)
∣∣FkTkn ];n = 1, . . . , e(k, T )− 1,
with boundary conditions
V k(0) := V k(0, uk) := sup
φk∈Uk,e(k,T )0
E
[
ξXk(φ
k)
]
, V k(T ke(k,T ), u
k) := ξXk(u
k).
This naturally defines the map V k : U
k,e(k,T )
0 → OT (Fk) with jumps V k(T kn , uk);n = 1, . . . , e(k, T )
for uk ∈ Uk,e(k,T )0 . One should notice that V k(T kn , uk) only depends on uk,n−1 := (uk0 , . . . , ukn−1) so it
is natural to write
V k(T kn , u
k,n−1) := V k(T kn , u
k);uk ∈ Uk,e(k,T )0 , 0 ≤ n ≤ e(k, T ),
with the convention that uk,−1 := 0. By construction, V k satisfies (3.9) in Definition 3.2.
Similar to the value process V , we can write a dynamic programming principle for V k where the
Brownian filtration is replaced by the discrete-time filtration FkTkn ;n = e(k, T )− 1, . . . , 0.
Lemma 4.1. Let 0 ≤ n ≤ e(k, T ) − 1. For each φk and ϕk in Uk,e(k,T )n , there exists θk ∈ Uk,e(k,T )n
such that
E
[
ξXk(pi
k ⊗n θk)|FkTkn
]
= E
[
ξXk(pi
k ⊗n φk)|FkTkn
]
∨ E
[
ξXk(pi
k ⊗n ϕk)|FkTkn
]
a.s,
for every pik ∈ Uk,n0 . Therefore, for each pik ∈ Uk,n0
E
[
ess sup
θk∈Uk,e(k,T )n
E
[
ξXk(pi
k ⊗n θk)|FkTkn
]∣∣∣FkTkj
]
= ess sup
θk∈Uk,e(k,T )n
E
[
ξXk(k, pi
k ⊗n θk)|FkTkj
]
a.s,
for 0 ≤ j ≤ n and 0 ≤ n ≤ e(k, T )− 1.
Proof. For pik ∈ Uk,n0 , let G =
{
E
[
ξXk(k, pi
k ⊗n φk)|FkTkn
]
> E
[
ξXk(pi
k ⊗n ϕk)|FkTkn
]}
. Choose
θk = φk1G + ϕ
k1Gc and apply the finite mixing property to exchange the esssup into the conditional
expectation (see e.g Prop 1.1.4 in [38]) to conclude the proof. 
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Proposition 4.1. For each uk ∈ Uk,e(k,T )0 , the discrete-time value process V k(·, uk) satisfies
V k(T kn , u
k) = ess sup
θkn∈Uk,n+1n
E
[
V k
(
T kn+1, u
k,n−1 ⊗n θkn
) | FkTkn
]
; 0 ≤ n ≤ e(k, T )− 1
V k(T ke(k,T ), u
k) = ξXk(u
k) a.s.
(4.4)
On the other hand, if a class of processes {Zk(T kn , uk);uk ∈ Uk,e(k,T )0 ; 0 ≤ n ≤ e(k, T )} satisfies
the dynamic programming equation (4.4) for every uk ∈ Uk,e(k,T )0 , then Zk(T kn , uk) coincides with
V k(T kn , u
k) a.s for every 0 ≤ n ≤ e(k, T ) and for every uk ∈ Uk,e(k,T )0 .
Proof. Fix uk ∈ Uk,e(k,T )0 . By using Lemma 4.1 and the identity
ess sup
φk∈Uk,e(k,T )n
E
[
ξXk(u
k ⊗n φk)|FkTkn
]
= ess sup
θkn∈Uk,n+1n
ess sup
φk∈Uk,e(k,T )n+1
E
[
ξXk(u
k ⊗n (θkn ⊗n+1 φk))|FkTkn
]
a.s for each 0 ≤ n ≤ e(k, T )− 1, the proof is straightforward, so we omit the details. 
4.1. Convergence of optimal values. Throughout this section, we assume that (X,X ) is a strongly
controlled Wiener functional. In this section, we aim to prove the controlled imbedded discrete
structure V = ((V k)k≥1,D) given by (4.3) yields a solution of the control problem (1.1) for k ≥ 1
large enough. In the sequel, we present a density result which will play a key role in this article: we
want to approximate any control u ∈ UT0 by means of controls in the sets Uk,e(k,T )0 .
Lemma 4.2. The subset ∪k≥1Uk,e(k,T )0 is dense in UT0 w.r.t the L2a(P× Leb)-strong topology.
Proof. We just need to apply Lemma 3.3 in [40] and routine density arguments based on simple
processes. 
A simple combination of Lemma 4.2, Assumptions A1 and B1 yields the following nice characteri-
zation.
Lemma 4.3. Under Assumptions A1 and B1, we have
sup
φ∈UT0
E
[
ξX(φ)
]
= sup
ψ∈∪k≥1Uk,e(k,T )0
E
[
ξX
(
ψ
)]
= lim
k→+∞
sup
ψ∈Uk,e(k,T )0
E
[
ξX
(
ψ
)]
.
We are now able to state two simple consequences.
Proposition 4.2. Let V (t, u) = ess supθ∈UTt E
[
ξX(u⊗t θ)|Ft
]
; 0 ≤ t ≤ T be the value process associ-
ated with a payoff ξ and a strongly controlled Wiener functional (X,X ) satisfying Assumption A1 and
B1, respectively. Let V = ((V k)k≥1,D) be the value process (4.3) associated with X = ((Xk)k≥1,D).
Then,
(4.5) lim
k→+∞
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ = 0.
Proof. By the property (3.10) and Lemma 4.3, there exist two sequences of positive numbers (hk, rk)
such that limk→+∞(hk + rk) = 0,
sup
φ∈Uk,e(k,T )0
E‖Xk(φ)−X(φ)‖γ∞ = O(hk),
for 0 < γ ≤ 1 and
(4.6)
∣∣∣ sup
φ∈UT0
E
[
ξX(φ)
]− sup
φ∈Uk,e(k,T )0
E
[
ξX(φ)
]∣∣∣ = O(rk),
SOLVING NON-MARKOVIAN STOCHASTIC CONTROL PROBLEMS DRIVEN BY WIENER FUNCTIONALS 13
for k ≥ 1. Assumption A1 and (3.10) yield∣∣∣V k(0)− sup
φ∈Uk,e(k,T )0
E
[
ξX(φ)
]∣∣∣ ≤ ‖ξ‖ sup
φ∈Uk,e(k,T )0
E‖Xk(φ)−X(φ)‖γ∞ = O(hk).
Then, (4.6) jointly with triangle inequality yield (4.5). 
Remark 4.1. By Assumptions A1-B1,
(4.7) sup
φ∈UT0
E
[
ξX(φ)
]
= sup
φ∈R
E
[
ξX(φ)
]
,
for any dense subset R of UT0 w.r.t L2a(P× Leb)-topology.
A simple but important consequence of Proposition 4.2 is the next result which states that optimal
controls (either exacts or near) computed for the approximating problem
(4.8) V k(0) = sup
φk∈Uk,e(k,T )0
E
[
ξXk(φ
k)
]
; k ≥ 1,
are near optimal controls for the control problem supu∈UT0 E[ξX(u)].
Proposition 4.3. Assume the pair (ξ,X) satisfies Assumptions A1-B1 and (X,X ) is a strongly
controlled Wiener functional. For a given k ≥ 1, let φ∗,k ∈ Uk,e(k,T )0 be a near optimal control
associated with the control problem (4.8) written on X . Then, φ∗,k ∈ UT0 is a near optimal control for
the Brownian motion driving stochastic control problem, i.e., for a given  > 0
(4.9) E
[
ξX
(
φ∗,k
)] ≥ sup
u∈UT0
E
[
ξX
(
u
)]− ,
for every k sufficiently large.
Proof. Let us fix 3 > 0 and a positive integer k ≥ 1. By definition of φ∗,k, we have
(4.10) E
[
ξXk(φ
∗,k)
] ≥ sup
θ∈Uk,e(k,T )0
E
[
ξXk(θ)
]− 
3
; k ≥ 1.
Proposition 4.2 yields
(4.11)
∣∣∣ sup
θ∈Uk,e(k,T )0
E
[
ξXk(θ)
]− sup
v∈UT0
E
[
ξX(v)
]∣∣∣ < 
3
,
for every k sufficiently large. By using assumptions (3.10) and Assumption (A1), we also know there
exists a positive constant C such that
(4.12)
∣∣∣E[ξXk(φ∗,k)]− E[ξX(φ∗,k)]∣∣∣ ≤ C(E‖Xk(φ∗,k)−X(φ∗,k)‖p∞) 1α < 3 ,
for every k sufficiently large and α = p/γ. Summing up inequalities (4.10), (4.11) and (4.12), we
conclude the proof. 
In the next section, we provide a discrete-type dynamic programming equation associated with
(4.8) and the corresponding optimal control.
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5. The Dynamic Programming Algorithm and Main Results
In this section, we present the main results of this paper: we describe the dynamic programming
for the discrete time analog (4.8) of the nonlinear expectation (4.7) and for the corresponding optimal
control based on the skeleton D .
For a given choice of discrete-type skeleton D , we will construct controlled functionals written on
this structure. Before we proceed, it is important to point out that there exists a pathwise description
of the dynamics generated by D . Let us define
Iok :=
{
(ik1 , . . . , i
k
d); i
k
` ∈ {−1, 0, 1} ∀` ∈ {1, . . . , d} and
d∑
j=1
|ikj | = 1
}
and
Ik :=
{
k
(
ik11{|ik1 |=1} + z
k
11{|ik1 |6=1}, . . . , i
k
d1{|ikd|=1} + z
k
d1{|ikd|6=1}
)
; (ik1 , . . . , i
k
d) ∈ Iok,
(zk1 , . . . , z
k
d ) ∈ (−1, 1)d
}
.
The n-fold Cartesian product of Sk := (0,+∞)× Ik is denoted by Snk and a generic element of Snk
will be denoted by
(5.1) bkn := (s
k
1 , i˜
k
1 , . . . , s
k
n, i˜
k
n) ∈ Snk ,
where (skr , i˜
k
r ) ∈ Sk for 1 ≤ r ≤ n. Let us define ηkn := (ηk,1n , . . . , ηk,dn ), where
ηk,jn := ∆A
k,j(T kn ) = B
j(T kn )−Bj(T kn−1),
for 1 ≤ j ≤ d;n, k ≥ 1. Let us define
(5.2) Akn :=
(
∆T k1 , η
k
1 , . . . ,∆T
k
n , η
k
n
)
∈ Snk a.s.
One should notice that
F˜kTkn = (A
k
n)
−1(B(Snk )),
where B(Snk ) is the Borel σ-algebra generated by Snk ;n ≥ 1.
The whole dynamics will take place in the history space Hk := A× Sk. We denote Hk,n and Ink as
the n-fold Cartesian product of Hk and Ik, respectively. The elements of Hk,n will be denoted by
(5.3) okn :=
(
(ak0 , s
k
1 , i˜
k
1), . . . , (a
k
n−1, s
k
n, i˜
k
n)
)
,
where (ak0 , . . . , a
k
n−1) ∈ An, (sk1 , . . . , skn) ∈ (0,+∞)n and (˜ik1 , . . . , i˜kn) ∈ Ink .
For a given admissible control uk ∈ Uk,e(k,T )0 , we define Ξk,u
k
j : Ω→ Hk,j as follows
(5.4) Ξk,u
k
j :=
(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
j−1,∆T
k
j , η
k
j )
)
,
for 1 ≤ j ≤ e(k, T ). We identify Ξk,uk0 as a constant (in the action space A) which does not necessarily
depend on the control uk. By definition, we obtain that Ξk,u
k
j is an FkTkj -measurable, for every
uk ∈ Uk,e(k,T )0 and j = 1, . . . ,m.
By applying properties (1), (2) and (3), the law of the system will evolve according to the following
probability measure defined by
Pkr (E1 × · · · × Er) := P{Akr ∈ (E1 × · · · × Er)} =
r∏
i=1
νk(Ei),
for k, r ≥ 1, where νk is the probability measure defined by
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(5.5) νk(E) := P{(∆T k1 , ηk1 ) ∈ E};E ∈ B(Sk).
For the explicit description of (5.5), see Proposition 9.1.
5.1. Dynamic Programming. The dynamic programming associated with V k(0) will be fully based
on Proposition 4.1 but it involves delicate measurability issues. The first step is to aggregate the map
uk 7→ V k(·, uk) into a single list of upper semi-analytic functions Vkj : Hk,j → R; j = 0, . . . , e(k, T ). We
do this by using classical theory of analytic sets. The technical proofs of all unexplained statements
are given in the Appendix 10.
At first, we observe that for a given control uk ∈ Uk,e(k,T )0 and a given x ∈ Rn, we can easily
construct a Borel function γke(k,T ) : H
k,e(k,T ) → DnT such that γke(k,T )(ok,e(k,T ))(0) = x = Xk(0, uk)
and
(5.6) γke(k,T )
(
Ξk,u
k
e(k,T )(ω)
)
(t) = Xk
(
t, ω, uk(ω)
)
,
for a.a ω and for every t ∈ [0, T ]. In the sequel, in order to keep notation simple, we set m = e(k, T ).
We set Vkm(okm) := ξ(γkm(okm)); okm ∈ Hk,m and
Ukj (o
k
j , θ) :=
∫
Sk
Vkj+1(okj , θ, skj+1, i˜kj+1)νk(dskj+1di˜kj+1)
Vkj (okj ) := sup
θ∈A
Ukj (o
k
j , θ),
where okj ∈ Hk,j for j = m− 1, . . . , 0.
The function
(5.7) okj 7→ Ukj (okj , θ) = E
[
Vkj+1(okj , θ,∆T kj+1, ηkj+1)|Akj = bkj
]
is called the optimal state-action value function and Vk is the value functional. One can show (see
Propositions 10.1 and 10.2),
Vkj (Ξ
k,uk
j ) = V
k(T kj , u
k) a.s; j = m, . . . , 0
for each control uk ∈ Uk,m0 . Moreover, for every  > 0, there exists a measurable function Ck,j :
Hk,j → A such that
Vkj (okj ) ≤
∫
Sk
Vkj+1
(
okj , C

k,j(o
k
j ), s
k
j+1, i˜
k
j+1
)
νk(dskj+1di˜
k
j+1) + ,
for every okj ∈ {Vkj < +∞}, where j = m − 1, . . . , 1. In particular, if Hk,j = {Vkj < +∞}, for
j = m− 1, . . . , 0, then for every  > 0 and uk ∈ Uk,m0 , the control uk,j defined by
(5.8) uk,j = C

k,j(Ξ
k,uk
j ); j = m− 1, . . . , 0
realizes
V k(T kj , u
k) ≤ E[V k(T kj+1, uk ⊗j uk,j )|FkTkj ]+  a.s,
for every j = m− 1, . . . , 0. The above construction suggests the following definition.
Definition 5.1. A pair (ξ, (Xk)k≥1) is admissible w.r.t the control problem (4.8) if Hk,j = {Vkj <
+∞} for every j = m− 1, . . . , 0 and k ≥ 1.
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From dynamic programming principle (see Proposition 10.3), for any admissible pair (ξ, (Xk)k≥1)
w.r.t the control problem (4.8), the control
(5.9) φ∗,k, = (φk,ηk()0 , φ
k,ηk()
1 , . . . , φ
k,ηk()
m−1 )
constructed via (5.8) (with ηk() =

m ) realizes
sup
uk∈Uk,m0
E
[
ξXk(u
k)
] ≤ E[ξXk(φ∗,k,)]+ .
Remark 5.1. If the map Vkm : Hk,m → R is upper semicontinuous for m = e(k, T ), then we can
apply the Borel measurable selection theorem (see, Prop 7.33 in [3]) to conclude that the function
Vkj : Hk,j → R is also upper semicontinuous for each j = m− 1, . . . , 1. Moreover, there exists a Borel
measurable function C?k,j : Hk,j → A such that
Vkj (okj ) =
∫
Sk
Vkj+1
(
okj , C
?
k,j(o
k
j ), s
k
j+1, i˜
k
j+1
)
νk(dskj+1di˜
k
j+1),
for every okj ∈ {Vkj < +∞}, where j = m − 1, . . . , 1. If Hk,j = {Vkj < +∞}; j = m − 1, . . . , 0 then,
for a given uk ∈ Uk,m0 , the list of controls uk,?j defined by
(5.10) uk,?j = C
?
k,j(Ξ
k,uk
j ); j = m− 1, . . . , 0,
realizes
V k(T kj , u
k) = E
[
V k(T kj+1, u
k ⊗j uk,?j )|FkTkj
]
a.s,
for every j = m− 1, . . . , 0. In particular, if Vkm is continuous, then C∗k,j : Hk,j → A given by
(5.11) C∗k,j(o
k
j ) = max
{
z ∈ A;Vkj (okj ) =
∫
Sk
Vkj+1(okj , z, skj+1, i˜kj+1)νk(dskj+1di˜kj+1)
}
is a measurable function, where the maximum in the above right-hand side is taken w.r.t the lexico-
graphical order. See e.g page 4 in [16]. Under these conditions, the control
(5.12) u∗,k :=
(
uk,∗0 , . . . , u
k,∗
m−1
)
constructed via (5.10) and (5.11) realizes
V k(0) = sup
uk∈Uk,m0
E
[
ξXk(u
k)
]
= E
[
ξXk(u
∗,k)
]
.
5.2. Main Results: Convergence of the numerical scheme. For integers 0 ≤ n < m, let Uk,mn
(0 ≤ n < m) be the set of all F-predictable processes of the form
(5.13) φ(t) =
m∑
j=n+1
vkj−11{Tkj−1<t≤Tkj },
where for each j = n + 1, . . . ,m, vkj−1 is an A-valued FTkj−1 -measurable random variable. Of course,
for each m ≥ 1, Uk,mn ⊂ U
k,m
n for every n ∈ {0, . . . ,m− 1}. We denote U
k,∞
n similar to (3.5) but the
jumps of the controls are FTkn−1-measurable for n ≥ 1.
We are now in position to state the main results of this article.
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Theorem 5.1. Let V (t, u) = ess supθ∈UTt E
[
ξX(u⊗t θ)|Ft
]
; 0 ≤ t ≤ T be the value process associated
with a payoff ξ satisfying Assumption A1 with γ-Ho¨lder regularity and a strongly controlled Wiener
functional (X,X ) satisfying Assumption B1. Let ((V k)k≥1,D) be the value process (4.3) associated
with a controlled imbedded discrete structure X = ((Xk)k≥1,D). Then,
V k(T kn , u
k) = sup
θ∈A
∫
Sk
Vkn+1
(
Ξk,u
k
n , θ, x, y
)
νk(dxdy); 0 ≤ n ≤ e(k, T )− 1
V k(T ke(k,T ), u
k) = ξXk(u
k) a.s.
(5.14)
for each control uk ∈ Uk,e(k,T )0 . Moreover, if
(5.15) sup
φ∈Uk,e(k,T )0
E‖Xk(φ)−X(φ)‖γ∞ = O(hk); k ≥ 1,
then, for a given β ∈ (0, 1), we have
(5.16)
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ = O(hk + βγk ); k ≥ 1.
For a given error bound  ≥ 0, we can provide the rate of convergence of the payoff associated with
the optimal controls calculated via (5.14) (see (5.9), (5.12)).
Theorem 5.2. Assume the pair (ξ,X) satisfies Assumptions (A1-B1) and (X,X ) is a strongly con-
trolled Wiener functional associated with a controlled imbedded discrete structure X = ((Xk)k≥1,D)
satisfying (5.15). Assume the pair (ξ, (Xk)k≥1) is admissible in the sense of Definition 5.1. For a
given error bound  ≥ 0 and k ≥ 1, let φ∗,k, be an -optimal control associated with the control problem
(4.8) driven by X and which can be calculated via (5.14). Then, φ∗,k, ∈ UT0 is a near optimal control
for the stochastic control problem (2.6). More precisely, if (hk)k≥1 is the order of convergence given
in (5.15), then for β ∈ (0, 1) and 0 < γ ≤ 1, we have
(5.17)
∣∣∣ sup
u∈UT0
E
[
ξX
(
u
)]− E[ξX(φ∗,k,)]∣∣∣ = O(hk + βγk + ); k ≥ 1.
Remark 5.2. Condition (5.15) is stronger than (3.10) given in Definition 3.3. It is reminiscent from
the equiconvergence property of Brownian martingales w.r.t D (see Theorem 11.1) which is the key
argument in the proofs of Theorems 5.1 and 5.2. However, we will see that (5.15) is naturally satisfied
in many important classes of examples as described in Section 6.
Remark 5.3. In order to implement the scheme designed in this section, one has to face iterative
computation of the e(k, T )−1 regression functions (see (5.7)) which appears in (5.14). Error estimates
associated with approximations of conditional expectations can be investigated in terms of the Vapnik-
Chervonenkis dimension of suitable approximation sets of functions. We leave this investigation to a
future project. See [4] for the optimal stopping time case.
6. Controlled imbedded discrete structures for non-Markovian states
We now start to investigate how the abstract results obtained in previous sections can be applied
to the examples mentioned in the Introduction. The goal here is to construct controlled imbedded
discrete structures X associated with controlled states X of the form (1.6), (1.7) and (1.8) in such
way that (X,X ) is a strongly controlled Wiener functional.
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6.1. Path-dependent controlled SDEs. In the sequel, we make use of the following notation
(6.1) ωt := ω(t ∧ ·);ω ∈ Dn,T .
This notation is naturally extended to processes. We say that F is a non-anticipative functional if
it is a Borel mapping and
F (t, ω) = F (t, ωt); (t, ω) ∈ [0, T ]×Dn,T .
The underlying state process is the following n-dimensional controlled SDE
(6.2) dXu(t) = α(t,Xut , u(t))dt+ σ(t,X
u
t , u(t))dB(t); 0 ≤ t ≤ T,
with a given initial condition Xu(0) = x ∈ Rn. We define ΛT := {(t, ωt); t ∈ [0, T ];ω ∈ Dn,T } and we
endow this set with the metric
d1/2((t, ω); (t
′, ω′)) := ‖ωt − ω′t′‖∞ + |t− t′|1/2.
Then, (ΛT , d1/2) is a complete metric space equipped with the Borel σ-algebra. The coefficients of
the SDE will satisfy the following regularity conditions:
Assumption (C1): The non-anticipative mappings α : ΛT × A → Rn and σ : ΛT × A → Rn×d are
Lipschitz continuous, i.e., there exists a pair of constants KLip = (K1,Lip,K2,Lip) such that
‖α(t, ω, a)− α(t′, ω′, b)‖+ ‖σ(t, ω, a)− σ(t′, ω′, b)‖
≤ K1,Lipd1/2
(
(t, ω); (t′, ω′)
)
+K2,Lip‖a− b‖,
for every t, t′ ∈ [0, T ] and ω, ω′ ∈ Dn,T and a, b ∈ A. One can easily check by routine arguments that
the SDE (6.2) admits a strong solution and
sup
u∈UT0
E‖Xu‖2p∞ ≤ C(1 + ‖x0‖2p) exp(CT ),
where X(0) = x0, C is a constant depending on T > 0, p ≥ 1, KLip and the compact set A.
Remark 6.1. Due to Assumption C1, one can apply Jensen and Burkholder-Davis-Gundy’s inequal-
ities to arrive at the following estimate: there exists a constant C = C(d, T,K1,Lip,K2,Lip) such that
E‖Xu1t −Xu2t ‖2∞ ≤ C
∫ t
0
E‖Xu1s −Xu2s ‖2∞ds
+ C
∫ t
0
E‖u1(s)− u2(s)‖2ds,
for 0 ≤ t ≤ T and u1, u2 ∈ UT0 . Then, by applying Gro¨nwall’s inequality, we observe the controlled
SDE (6.2) satisfies Assumption B1.
• Construction of the controlled imbedded discrete structure X = ((Xk)k≥1,D) for (6.2).
In the sequel, in order to alleviate notation, we are going to write controlled processes as
Xk,φ, Xφ
rather thanXk(·, φ) andX(·, φ), respectively, as in previous sections. In this section, we will establish a
slightly stronger property than (3.10), namely we construct X = ((Xk)k≥1,D) jointly with a sequence
hk ↓ 0 such that
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(6.3) sup
φ∈Uk,e(k,T )0
E‖Xk,φ −Xφ‖γ∞ = O(hk),
for 0 < γ ≤ 1 and k ≥ 1. The sequence (hk)k≥1 will be precisely computed as a function of D .
Let us fix a control φ = (vk0 , . . . , v
k
n−1, . . .) ∈ U
k,∞
0 . At first, we construct an Euler-Maruyama-type
scheme based on the random partition (T kn )n≥0 as follows. Let us define Xk,φ(0) := X
k,φ
0 := X
k,φ
Tk0
:= x
is the constant function x over [0, T ]. Let us define Xk(T kq ) := (X1,k,φ(T kq ), . . . ,Xn,k,φ(T kq )) as follows
Xi,k,φ(T kq ) := Xi,k,φ(T kq−1) + αi
(
T kq−1,X
k,φ
Tkq−1
, vkq−1
)
∆T kq
(6.4)
+
d∑
j=1
σij(T kq−1,X
k,φ
Tkq−1
, vkq−1
)
∆Ak,j(T kq ),
for q ≥ 1 and 1 ≤ i ≤ n, where Xk,φ(t) = ∑∞m=0Xk,φ(T km)1{Tkm≤t<Tkm+1}; t ≥ 0. The controlled
structure is naturally defined by
(6.5) Xk,φ(t) := Xk,φ(t ∧ T ke(k,T )),
for t ∈ [0, T ] and φ ∈ Uk,e(k,T )0 . The pathwise version γke(k,T ) of (6.5) realizing (5.6) is straightforward
to guess so we left the details to the reader.
• Checking that (X,X ) with X = ((Xk)k≥1,D) is a strongly controlled Wiener functional.
Let us now check that (X,X ) satisfies (6.3). For a given control φ = (vk0 , . . . , vkn−1, . . .) ∈ U
k,∞
0 , we
set
Σij,k,φ(t) := 01{t=0} +
∞∑
n=1
σij
(
T kn−1,X
k,φ
Tkn−1
, vkn−1
)
1{Tkn−1<t≤Tkn},
for 0 ≤ t ≤ T, 1 ≤ i ≤ n, 1 ≤ j ≤ d. In the sequel, it is convenient to introduce the following notation:
for each t ≥ 0, we set
(6.6) t¯k :=
∞∑
n=0
T kn1{Tkn≤t<Tkn+1}.
We define
(6.7) X̂i,k,φ(t) := xi0 +
∫ t
0
αi(s¯k,Xk,φs¯k , φ(s))ds+
d∑
j=1
∫ t
0
Σij,k,φ(s)dAk,j(s),
for 0 ≤ t ≤ T, 1 ≤ i ≤ n. The differential dAk,j in (6.7) is interpreted in the Lebesgue-Stieljtes sense.
One should notice that
Xk,φ(t) = Xk,φ(t¯k) = X̂k,φ(t¯k), Xk,φt = X
k,φ
t¯k
,
for every t ∈ [0, T ]. For a given 1 ≤ i ≤ n, the idea is to analyse
E‖Xi,k,φ −Xi,φ‖2∞ ≤ 2E‖Xi,k,φ − X̂i,k,φ‖2∞ + 2E‖X̂i,k,φ −Xi,φ‖2∞.
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In the remainder of this section, C is a constant which may differ from line to line. The following
result is very simple but very useful to our argument.
Lemma 6.1. For every t ≥ 0, 1 ≤ i ≤ n, 1 ≤ j ≤ d and φ ∈ Uk,∞0 , we have
∫ t
0
Σij,k,φ(s)dBj(s) =
∫ t
0
Σij,k,φ(s)dAk,j(s) + σij
(
t¯k,Xk,φt¯k , φ(t¯k)
)(
Bj(t)−Bj(t¯k)
)
a.s,
where dBj is the Itoˆ integral and dAk,j is the Lebesgue Stieltjes integral.
Lemma 6.2.
sup
k≥1
sup
φ∈Uk,∞0
E‖Xk,φT ‖p∞ <∞, ∀p > 1.
Proof. From Assumption C1, there exists a constant C such that
(6.8) |αi(t, ω, a)|+ |σij(t, ω, a)| ≤ C(1 + ‖ωt‖∞),
for every (t, ω, a) ∈ [0, T ]×Dn,T ×A and 1 ≤ i ≤ n, 1 ≤ j ≤ d, where C only depends on T, α(0, 0, 0),
σ(0, 0, 0) and the compact set A. The proof consists on routine arguments based on Burkholder-Davis-
Gundy and Jensen inequalities jointly with Gro¨nwall’s inequality on the function s 7→ E‖Xk,φs ‖p∞. We
left the details to the reader. 
Lemma 6.3. For every 0 < β < 1, there exists a constant C which only depends on α, σ, β such that
E‖X̂k,φT −XφT ‖2∞ ≤ C
{
2k
⌈−2k T
χd
⌉1−β
+ 2k +
∫ T
0
E‖Xk,φs −Xφs ‖2∞ds
}
,
for every φ ∈ Uk,∞0 and k ≥ 1.
Proof. Let us fix 1 ≤ i ≤ n and φ ∈ Uk,∞0 . Lemma 6.1 allows us to write
X̂i,k,φ(t)−Xi,φ(t) =
∫ t
0
[
αi(s¯k,Xk,φs¯k , φ(s))− αi(s,Xφs , φ(s))
]
ds
+
d∑
j=1
∫ t
0
[
Σij,k,φ(s)− σij(s,Xφs , φ(s))
]
dBj(s)
−
d∑
j=1
σij
(
t¯k,Xk,φt¯k , φ(t¯k)
)(
Bj(t)−Bj(t¯k)
)
.
Apply Lemmas 6.1, 6.2, 8.1, Assumption C1 and (6.8). 
Lemma 6.4. For every 0 < β < 1 and p > 1, there exists a constant C which only depends on T, p, α
and β such that
E‖Xk,φT − X̂k,φT ‖2∞ ≤ C2k
⌈−2k T
χd
⌉ 1−β
p
,
for every φ ∈ Uk,∞0 and k ≥ 1.
Proof. The proof is elementary. We just use (6.8), Lemmas 6.2, 8.1, Jensen and Ho¨lder inequalities.
We then left the details to the reader. 
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Corollary 6.1. For given α, σ, T , β ∈ (0, 1) and a¯, there exists a constant C > 0 which depends on
these parameters such that
E‖Xk,φT −XφT ‖2∞ ≤ C2βk ,(6.9)
for every φ ∈ Uk,∞0 and k ≥ 1.
Proof. Apply Lemmas 6.3 and 6.4 and use Gro¨nwall’s inequality to arrive at
E‖Xk,φT −XφT ‖2∞ ≤ C
{
2k
⌈−2k T
χd
⌉1−β
+ 2k
}
,
for every φ ∈ Uk,∞0 and k ≥ 1. Since 0 < β < 1 and there exists a constant C such that 2k
⌈
−2k T
χd
⌉1−β
≤
C
(
2k +
(
T
χd
)1−β
2βk
)
for every k ≥ 1, we conclude (6.9). 
Theorem 6.1. Assume ξ satisfies Assumption A1 for 0 < γ ≤ 1 and the coefficients of the controlled
SDE (6.2) satisfy Assumption C1. Then, for every β ∈ (0, 1), there exists a constant C which depends
on ‖ξ‖, β, T, a¯, χd, α, σ such that
(6.10)
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ ≤ Cβγk ,
for every k ≥ 1. Moreover, for a given error bound  ≥ 0 and k ≥ 1, let φ∗,k, be an -optimal control
associated with the control problem (4.8) driven by X and which can be calculated via (5.9) or (5.12).
Then, then for β ∈ (0, 1) and 0 < γ ≤ 1, we have∣∣∣ sup
u∈UT0
E
[
ξX
(
u
)]− E[ξX(φ∗,k,)]∣∣∣ = O(βγk + ); k ≥ 1.
Proof. In the sequel, I∗d is the Cramer-Legendre transform of min{τ1, . . . , τd}, for an iid sequence
(τ j)dj=1 of random variables as described in (3.8). Fix φ ∈ U
k,e(k,T )
0 . Triangle inequality yields
‖Xk,φT −XφT ‖2∞ = ‖Xk,φT − Xk,φT + Xk,φT −XφT ‖2∞
≤ 2 sup
0≤t≤T
‖Xk,φ(T ke(k,T ) ∧ T )− Xk,φ(t)‖21{Tke(k,T )∧T<t≤T,Tke(k,T )<T}
+ 2‖Xk,φT −XφT ‖2∞ =: Ik1 + Ik2 .
(6.11)
By Corollary 6.1, we only need to estimate Ik1 . For this purpose, we set N
k(t) = max{n;T kn ≤
t}; 0 ≤ t ≤ T and we observe
(6.12) Ik1 ≤ max
e(k,T )<p≤NkT
‖Xk,φ(T ke(k,T ))− Xk,φ(T kp )‖21{Tke(k,T )<T} a.s.
Let us fix 1 ≤ i ≤ n, 1 ≤ j ≤ d. To shorten notation, we set Ek = {T ke(k,T ) < T kNkT , T
k
e(k,T ) < T}.
By using Jensen’s inequality, we notice that (see (6.8))
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
αi
(
s,Xk,φs , φ(s)
)
ds
∣∣∣∣∣
2
≤ |T kp − T ke(k,T )|
∫ Tkp
Tk
e(k,T )
|αi(s,Xk,φs , φ(s))|2ds
≤ C|T kp − T ke(k,T )|2(1 + ‖Xk,φT ‖∞)2
≤ C|T − T ke(k,T )|2(1 + ‖Xk,φT ‖∞)2,
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on Ek ∩ {T ke(k,T ) < T kp ≤ T kNkT }, where C does not depend on controls. This estimate yields
max
p≥1
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
αi
(
s,Xk,φs , φ(s)
)
ds
∣∣∣∣∣
2
1Ek∩{Tke(k,T )<Tkp≤TkNk
T
} ≤ C|T − T ke(k,T )|2(1 + ‖Xk,φT ‖∞)2 a.s.
By using Lemma 6.2, Ho¨lder’s inequality for p > 1 and Lemma 8.2, we get
(6.13) Emax
p≥1
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
αi
(
s,Xk,φs , φ(s)
)
ds
∣∣∣∣∣
2
1Ek∩{Tke(k,T )<Tkp≤TkNk
T
} ≤ C
(
E|T − T ke(k,T )|2p
) 1
p ≤ C4k,
for every k ≥ 1, where the constant C in (6.13) does not depend on φ. Let us now treat the stochastic
integral. For each η > 0 and k ≥ 1, let us denote
E1k,η := {T ke(k,T ) < T kNkT , T
k
e(k,T ) < T, T
k
NkT
− T ke(k,T ) > η},
E2k,η := {T ke(k,T ) < T kNkT , T
k
e(k,T ) < T, T
k
NkT
− T ke(k,T ) ≤ η}.
We observe Ek = E
1
k,η ∪ E2k,η for every η > 0 and k ≥ 1. For a given η > 0, we split
max
p≥1
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
Σij,k,φ(s)dBj(s)
∣∣∣∣∣
2
1Ek∩{Tke(k,T )<Tkp≤TkNk
T
} =
max
p≥1
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
Σij,k,φ(s)dBj(s)
∣∣∣∣∣
2
1E1k,η∩{Tke(k,T )<Tkp≤TkNk
T
}
+ max
p≥1
∣∣∣∣∣
∫ Tkp
Tk
e(k,T )
Σij,k,φ(s)dBj(s)
∣∣∣∣∣
2
1E2k,η∩{Tke(k,T )<Tkp≤TkNk
T
} =: J
k
1 (η, φ) + J
k
2 (η, φ).
We observe
Jk` (η, φ) = max
p≥1
∣∣∣∣∣ ∑
e(k,T )<n−1≤p≤NkT
σij(T kn−1,X
k,φ
Tkn−1
, vkn−1)∆A
k,j(T kn )
∣∣∣∣∣
2
1E`k,η∩{Tke(k,T )<Tkp≤TkNk
T
},
for ` = 1, 2. By the additivity of the stochastic integral, we have
(6.14) Jk1 (η, φ) ≤ 2 sup
0≤t≤T
∣∣∣ ∫ t
0
Σij,k,φ(s)dBj(s)
∣∣∣21{η+Tk
e(k,T )
<Tk
Nk
T
} a.s.
By applying Burkholder-Davis-Gundy and Ho¨lder inequalities to (6.14) and using (6.8) and Lemma
6.2, we get
EJk1 (η, φ) ≤ C
(
P{η + T ke(k,T ) < T kNkT }
) 1
ζ ,
for any ζ > 1, η > 0 and control φ ∈ Uk,e(k,T )0 . Here, the constant C does not depend on controls,
η > 0 and k ≥ 1. By applying Lemma 8.2, we get
sup
φ∈Uk,e(k,T )0
EJk1 (η, φ) ≤ C
(
P{η + T ke(k,T ) < T}
) 1
ζ
≤ C exp
[
− e(k, T )
ζ
I∗d
(
χd
(
1− η
T
))]
,(6.15)
for every k ≥ 1 and 0 < η < T . In order to estimate Jk2 (η, φ), we denote
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mij,k(h, T, φ) = sup
t,s∈[0,T ],|t−s|≤h
∣∣∣ ∫ t
s
Σij,k,φ(s)dBj(s)
∣∣∣,
for h > 0. We notice
Jk2 (η, φ) ≤ max
p≥1
{
m2ij,k(η, T, φ), . . . ,m
2
ij,k(η, T, φ)
}
1E2k,η∩{Tke(k,T )<Tkp≤TkNk
T
}
≤ m2ij,k(η, T, φ) a.s,
for every k ≥ 1. By applying Th 1 in [22] jointly with (6.8) and Lemma 6.2, there exists a constant
C which does not depend on controls such that
EJk2 (η, φ) ≤ Cη ln
(2T
η
)
,
for every k ≥ 1 and 0 < η < T . Then,
(6.16) sup
φ∈Uk,e(k,T )0
EJk2 (η, φ) ≤ Cη ln
(2T
η
)
.
In (6.15) and (6.16), η ∈ (0, T ) can be chosen arbitrarily and independently from k ≥ 1. Summing
up (6.9), (6.11), (6.13), (6.15) and (6.16), we conclude the following: for every β ∈ (0, 1) and ζ > 1,
there exists a constant C > 0 which depends on α, σ, T, β, ζ, χd and a¯ such that
(6.17) E‖Xk,φ −Xφ‖2∞ ≤ C
{
2βk + exp
[
− e(k, T )
ζ
I∗d
(
χd
(
1− η
T
))]
+ η ln
(2T
η
)}
,
for every φ ∈ Uk,e(k,T )0 and k ≥ 1 and η ∈ (0, T ) which can be chosen arbitrarily and independently
from k. Now, let us define
ϕd(λ) := E exp(λmin{τ1, . . . , τd});λ ∈ dom ϕd,
where dom ϕd = {x ∈ R;ϕd(x) < +∞}. Let f be the density of τ1. From Lemma 3 in [7], we know
that f(x) = o
(
e−(γ−ε)
)
as x → +∞ for every ε < γ, where γ = pi28 . Hence, there exists λ > 0 such
that ϕd(λ) ≤ ϕ1(λ) < +∞. Now, by the very definition
(6.18) e(k, T )I∗d (χdr) = sup
λ<0
{
e(k, T )χdrλ− ln
(
ϕd(λ)
e(k,T )
)}
for every r ∈ (0, 1) and k ≥ 1. In addition, since 0 < ϕd(λ) < 1 for every λ < 0, we have
(6.19)
(
ϕd(λ)
)e(k,T )
≤ ϕd(λ)
for every λ < 0 and k ≥ 1. Then, (6.18) and (6.19) yield
e(k, T )I∗d (χdr) ≥ sup
λ<0
{
e(k, T )χdrλ− ln
(
ϕd(λ)
)}
= I∗d (e(k, T )χdr)(6.20)
for every r ∈ (0, 1) and k ≥ 1. By using the representation I∗d (x) = supθ>0{θx− lnϕd(θ)};x > χd, we
also have the following: if x > χd and λ ∈ dom ϕd is a positive number, we have
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I∗d (x)
x
≥ λ− lnϕd(λ)
x
.
Then, for every positive sequence ηk ↓ 0 as k → +∞, we have
(6.21) − I∗d
(
e(k, T )χd(1− ηk)
) ≤ lnϕd(λ)− λe(k, T )χd(1− ηk); k ≥ 1.
Summing up (6.20) and (6.21), we get
(6.22) exp
[
− e(k, T )
ζ
I∗d
(
χd
(
1− ηk
))]
≤ ϕζ−1d (λ) exp
(− ζ−1λe(k, T )χd(1− ηk))
for every k ≥ 1. Since ηk ↓ 0 is arbitrary, then (6.22) and (6.17) allow us to conclude
(6.23) E‖Xk,φT −XφT ‖2∞ ≤ C2βk ,
for every φ ∈ Uk,e(k,T )0 and k ≥ 1. By Ho¨lder’s inequality, Theorems 5.1 and 5.2, (5.15), (5.16) and
(6.23), we conclude the proof. 
6.2. Path-dependent controlled SDEs driven by FBM. In this section, we investigate controlled
Wiener functionals of the form
(6.24) dXu(t) = α(t,Xt, u(t))dt+ σdBH(t),
where X(0) = x0 ∈ R, σ is a constant, α is a non-anticipative functional satisfying Assumption (C1)
and H ∈ (0, 12 )∪ ( 12 , 1). For simplicity of presentation, the payoff functional ξ will be Lipschitz and we
set the state dimension equals to one. The path-dependence feature is much more sophisticated than
previous example because the lack of Markov property comes from distorting the driving Brownian
motion by a singular kernel and also from a non-anticipative drift α which depends on the whole
solution path.
Under Assumption C1, by a standard fixed point argument, one can show there exists a unique
strong solution for (6.24) for each u ∈ UT0 . Moreover, the following simple remark holds true.
Remark 6.2. The controlled SDE (6.24) satisfies Assumption B1 due to modulus of continuity of α
given by Assumption C1.
Clearly, the first step is to construct an imbedded discrete structure for BH . If
1
2 < H < 1, then
there is a pathwise representation
BH(t) =
∫ t
0
ρH(t, s)B(s)ds; 0 ≤ t ≤ T,
where
ρH(t, s) := dH
[(
H − 1
2
)
s−H−
1
2
∫ t
s
uH−
1
2 (u− s)H− 32 du− s−H− 12 tH+ 12 (t− s)H− 32
]
,
for a constant dH . For further details, see e.g [42]. We define
Y kH(t) :=
∫ t
0
ρH(t, s)A
k(s)ds; 0 ≤ t ≤ T.
To get a piecewise constant process, we set
BkH(t) :=
∞∑
n=0
Y kH(T
k
n )1{Tkn≤t<Tkn+1}; 0 ≤ t ≤ T.
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The case 0 < H < 12 is much more delicate. In the philosophy of [41], it is important to work with a
pathwise representation of FBM which will be denoted by BH for H ∈ (0, 12 ). Let Cλ0 be the space of
Ho¨lder continuous real-valued functions on [0, T ] and starting at zero equipped with the usual norm.
Let us define
KH,1(t, s) := cHt
H− 12 s
1
2−H(t− s)H− 12 ,
KH,2(t, s) := cH
(
1
2
−H
)
s
1
2−H
∫ t
s
uH−
3
2 (u− s)H− 12 du,
for 0 < s < t. By Lemma 2.1 and Theorem 2.1 in [46], the map
(ΛHf)(t) :=
∫ t
0
[f(t)− f(s)]∂sKH,1(t, s)ds−
∫ t
0
∂sKH,2(t, s)f(s)ds; 0 ≤ t ≤ T,
is a bounded linear operator ΛH : C
λ
0 → C1,T for 12 −H < λ < 12 which realizes
BH(t) = (ΛHB)(t) a.s.
In the sequel, we recall (see (6.6)) t¯k = max{T kn ;T kn ≤ t} and we define
(6.25) t¯+k := min{T kn ; t¯k < T kn} ∧ T and t¯−k := max{T kn ;T kn < t¯k} ∨ 0,
where we set max ∅ = −∞. The discrete structure for FBM with 0 < H < 12 is given by
BkH(t) :=
∫ t¯k
0
∂sKH,1(t¯k, s)
[
Ak(t¯k)−Ak(s¯+k )
]
ds−
∫ t¯k
0
∂sKH,2(t¯k, s)A
k(s)ds.
We observe
BkH(t) =
∞∑
n=0
BkH(T
k
n )1{Tkn≤t<Tkn+1}; 0 ≤ t ≤ T.
The controlled structure
(
(Xk)k≥1,D
)
associated with (6.24) is given as follows: let us fix a control
φ ∈ Uk,e(k,T )0 with jumps given by vkn−1; 1 ≤ n ≤ e(k, T ). Let us define
Xk,φ(T km) := Xk,φ(T km−1) + α
(
T km−1,X
k,φ
Tkm−1
, vkm−1
)
∆T km
+ σ∆BkH(T
k
m),
where Xk,φ(t) =
∑∞
m=0Xk,φ(T km)1{Tkm≤t<Tkm+1}; t ≥ 0. Then, we set X =
(
(Xk)k≥1,D
)
given by
(6.26) Xk,φ(t) :=
∞∑
`=0
Xk,φ(T k` )1{Tk` ≤t∧Tke(k,T )<Tk`+1}; 0 ≤ t ≤ T.
The pathwise version γke(k,T ) of (6.26) realizing (5.6) is straightforward to guess so we left the details
to the reader.
Theorem 6.2. Assume ξ satisfy Assumption A1 with γ = 1, α satisfies Assumption C1 and let
1
2 < H < 1. If H − 12 < λ < 12 and β ∈ (0, 1), there exists a constant C which depends on‖ξ‖, α, T, λ,H, β such that
(6.27)
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ ≤ C(1−2λk + βk),
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for every k ≥ 1. Moreover, for a given error bound  ≥ 0 and k ≥ 1, let φ∗,k, be an -optimal control
associated with the control problem (4.8) driven by X and which can be calculated via (5.9) or (5.12).
Then,
(6.28)
∣∣∣ sup
u∈UT0
E
[
ξX
(
u
)]− E[ξX(φ∗,k,)]∣∣∣ = O(1−2λk + βk + ); k ≥ 1.
Fix 0 < H < 12 . For β ∈ (0, 1) and a pair (δ, λ) such that 1 − H2 < δ < 1, λ ∈
(
1−H
2 , δ − 12
)
, there
exists a constant C which depends on ‖ξ‖, α,H, δ, T, λ, β such that
(6.29)
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ ≤ C((1−2λ)+2(δ−1)k + βk),
for k ≥ 1. Moreover, for a given error bound  ≥ 0 and k ≥ 1, let φ∗,k, be an -optimal control
associated with the control problem (4.8) driven by X and which can be calculated via (5.9) or (5.12).
Then,
(6.30)
∣∣∣ sup
u∈UT0
E
[
ξX
(
u
)]− E[ξX(φ∗,k,)]∣∣∣ = O((1−2λ)+2(δ−1)k + βk + ); k ≥ 1.
Proof. We fix H ∈ (0, 12 ), 0 < ε < H, η = 2(H−ε), δ ∈ (1− H2 , 1), λ ∈
(
1−H
2 , δ− 12
)
and φ ∈ Uk,e(k,T )0 .
In the sequel, C is a constant which may differ from line to line. By applying Theorem 3.1 [46] and
repeating exactly the same steps (with the obvious modification by replacing Ak by BkH) as in the
proofs of Lemmas 6.2, 6.3 and 6.4, we can find a constant C (depending on α, T , H, δ, λ) such that
E‖Xk,φ −Xφ‖∞ ≤ C
{
k
⌈
−2k T
⌉ 1−η
2
+ E‖BkH −BH‖∞
}
≤ C
{
k
⌈
−2k T
⌉ 1−η
2
+ 
(1−2λ)+2(δ−1)
k
}
≤ C
{
ηk + 
(1−2λ)+2(δ−1)
k
}
.(6.31)
In order to estimate ‖Xk,φ −Xφ‖∞, we observe
(6.32) ‖Xk,φ −Xφ‖∞ ≤ ‖Xk,φ −Xφ‖∞ + sup
0≤t≤T
|Xφ(t ∧ T ke(k,T ))−Xφ(t)|,
where
sup
0≤t≤T
|Xφ(t ∧ T ke(k,T ))−Xφ(t)| ≤ C
(
1 + ‖Xφ‖∞
)|T − T ke(k,T )|
+ σ‖BH(· ∧ T ke(k,T ))−BH‖∞ =: Ik1 + Ik2 .(6.33)
One can easily check supu∈UT0 E‖Xu‖2p∞ ≤ C(1+ |x0|2p exp(CT )) for every p ≥ 1 where C is a constant
which depends on a¯ and BH . Moreover, we shall invoke Lemma 8.2 (see (8.3)) to arrive at
(6.34) EIk1 ≤ C2k,
for every k ≥ 1. Now, from Garsia-Rodemich-Rumsey’s inequality (see e.g Lemma 7.4 in [43]), for all
ε ∈ (0, H) there exists a nonnegative random variable Gε,T with E|Gε,T |p < +∞ for all p ≥ 1 such
that
SOLVING NON-MARKOVIAN STOCHASTIC CONTROL PROBLEMS DRIVEN BY WIENER FUNCTIONALS 27
|BH(t)−BH(s)| ≤ Gε,T |t− s|H− a.s,
for all s, t ∈ [0, T ]. Therefore,
(6.35) sup
0≤t≤T
|BH(t)−BH(t ∧ T ke(k,T ))| ≤ |T − T ke(k,T )|H−Gε,T a.s.
From (6.35) and (8.4), there exists a constant C which depends on H such that
(6.36) EIk2 ≤ C2(H−ε)k ,
for every k ≥ 1. Summing up (6.31), (6.32), (6.33), (6.34) and (6.36), we conclude the following: for
0 < ε < H and (δ, λ) such that δ ∈ (1 − H2 , 1), λ ∈
(
1−H
2 , δ − 12
)
, there exists a constant C which
depends on H, δ, T, λ, ε such that
(6.37) sup
φ∈U˜k,e(k,T )0
E‖Xk,φ −Xφ‖∞ ≤ C
(

2(H−ε)
k + 
(1−2λ)+2(δ−1)
k
)
,
for every k ≥ 1. By taking ε small enough and applying Theorems 5.1 and 5.2, (5.15), (5.16) and
(6.37), we may conclude (6.29) and (6.30). In order to prove (6.27) and (6.28), we apply Prop 5.2 [42]
and the rest of the argument is similar to the case 0 < H < 12 , so we omit the details. 
6.3. Controlled rough stochastic volatility. Let us now investigate the third type of non-Markovian
controlled state:
(6.38)
{
dXu(t) = Xu(t)µ(u(t))dt+Xu(t)ϑ(Z(t), u(t))dB1(t)
dZ(t) = νdWH(t)− β(Z(t)−m)dt, Z(0) = z0
where m = 0 (for simplicity), β, ν > 0 and ϑ, µ satisfy the following assumption:
Assumption (D1): ϑ is bounded and there exists a constant C such that
|µ(a)− µ(b)| ≤ C|a− b|, |ϑ(x, a)− ϑ(y, b)| ≤ C{|x− y|θ + |a− b|}
for every x, y ∈ R, a, b ∈ A, where 0 < θ ≤ 1.
The noise WH in (6.38) is a FBM with exponent H ∈ (0, 12 ). We assume WH is a functional of the
Brownian motion
W := ρB1 + ρ¯B2,
where ρ¯ :=
√
1− ρ2 for −1 < ρ < 1. By Lemma 1.1 and Theorem 1.1 in [46], we can write
WH = ρ(ΛHB
1) + ρ¯(ΛHB
2).
For further details about rough stochastic volatility models, see e.g. [1]. By Itoˆ’s formula,
(6.39) Xu(t) = Xu(0)E
(∫
ϑ(Z(s), u(s))dB1(s)
)
(t) exp
(∫ t
0
µ(u(s))ds
)
,
where E is the Dole´ans-Dade exponential. It is well-known (see e.g Prop A1 [10])
Z(t) = e−βtz0 + νWH(t)− βνe−βt
∫ t
0
WH(u)e
βudu; 0 ≤ t ≤ T.
Representation (6.39), Th 1 in [25] and the boundedness assumption on ϑ allow us to state supu∈UT0 E‖Xu‖p∞ <∞ for every p ≥ 1. Moreover, a similar computation as explained in Remark 6.1 gives Assumption
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(B1) for the controlled state (6.38). An imbedded discrete structure for the volatility process will be
described by
(6.40) Zk(t) := e−βt¯kz0 + νW kH(t)− βνe−βt¯k
∫ t¯k
0
W kH(u)e
βu¯kdu,
for 0 ≤ t ≤ T , where, for each i = 1, 2, we define
(6.41) W k,iH (t) :=
∫ t¯k
0
∂sKH,1(t¯k, s)
[
Ak,i(t¯k)−Ak,i(s¯+k )
]
ds−
∫ t¯k
0
∂sKH,2(t¯k, s)A
k,i(s)ds,
and
W kH(t) := ρW
k,1
H (t) + ρ¯W
k,2
H (t); 0 ≤ t ≤ T.
Clearly, there exists a constant C which only depends on H such that
‖Z − Zk‖∞ ≤ C
{
|βν|(max
n≥1
∆T kn1{Tkn≤T}
)
+ ν‖W kH −WH‖∞
+ |2β2ν|(max
n≥1
∆T kn1{Tkn≤T}
)‖W kH‖∞eβT
(6.42)
+ eβT ‖W kH −WH‖∞ + β‖WH‖∞eβT
(
max
n≥1
∆T kn1{Tkn≤T}
)}
a.s.
Then, Lemma 8.1 and Theorem 3.1 [46] applied to (6.42) allow us to state the following result.
Corollary 6.2. Fix 0 < H < 12 and p ≥ 1. For any pair (δ, λ) satisfying max{0, 1 − pH2 } < δ <
1, 1−H2 < λ <
1
2 +
2δ−2
2p
)
, there exists a constant C which depends on ν, β, p, δ,H, T, λ, ρ such that
E‖Zk − Z‖p∞ ≤ Cp(1−2λ)+2(δ−1)k
for k ≥ 1.
Let us fix a control φ = (vk0 , . . . , v
k
n−1, . . .) ∈ U
k,∞
0 . Starting from Xk,φ(0) = x, we define
Xk,φ(T kq ) := Xk,φ(T kq−1) + Xk,φ(T kq−1)µ(Zk(T kq−1), vkq−1)∆T kq
(6.43)
+ Xk,φ(T kq−1)ϑ(Zk(T kq−1), vkq−1)∆Ak,1(T kq ),
for q ≥ 1. We then define Xk,φ similar to (6.5). This provides a controlled imbedded discrete structure
X = ((Xk)k≥1,D). A pathwise representation γke(k,T ) of Xk,φ realizing (5.6) is clear by looking at the
previous examples and identities (6.40), (6.41) and (6.43). We left the details of this representation
to the reader.
Let us define
µ¯(t, f1, f2, f3) := f1(t)µ(f3(t)), ϑ¯(t, f1, f2, f3) := f1(t)ϑ(f2(t), f3(t)),
for f1, f2, f3 ∈ D1,T and t ∈ [0, T ]. We set
Σ
k,φ
(t) := 01{t=0} +
∞∑
n=1
ϑ¯
(
T kn−1,Xk,φ, Zk, φ
)
1{Tkn−1<t≤Tkn},
for 0 ≤ t ≤ T . We define
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(6.44) X̂k,φ(t) := x0 +
∫ t
0
µ¯(s¯k,Xk,φ, φ)ds+
∫ t
0
Σ
k,φ
(s)dAk,1(s),
for 0 ≤ t ≤ T . The differential dAk,1 in (6.44) is interpreted in the Lebesgue-Stieljtes sense. One
should notice that
(6.45) Xk,φ(t) = Xk,φ(t¯k) = X̂k,φ(t¯k), Xk,φt = X
k,φ
t¯k
,
for every t ∈ [0, T ]. The idea is to analyse
E‖Xk,φ −Xφ‖2∞ ≤ 2E‖Xk,φ − X̂k,φ‖2∞ + 2E‖X̂k,φ −Xφ‖2∞.
By using Assumption (D1), one can follow the same arguments as described in Lemmas 6.1, 6.2, 6.3,
6.4 and Corollary 6.1 to arrive at the following estimates:
(6.46) sup
φ∈Uk,e(k,T )0
E‖X̂k,φT −XφT ‖2∞ ≤ C
{
2k + 
p(1−2λ)+2(δ−1)
k + E
∫ T
0
‖Xk,φs −Xφs ‖2∞ds
}
,
for p > 2 and (δ, λ) satisfying the compatibility condition described in Corollary 6.2. Moreover,
(6.47) sup
φ∈Uk,e(k,T )0
E‖X̂k,φ − Xk,φ‖2∞ ≤ C2k
⌈−2k T
χ2
⌉1−β
≤ C2βk ,
for a constant C which depends on µ, a¯, T, χ2 and β. Summing up the estimates (6.46), (6.47) and
applying Gro¨wnall’s inequality, we get
E‖Xk,φ −Xφ‖2∞ ≤ C
(
2k + 
p(1−2λ)+2(δ−1)
k + 
2β
k
)
,
for every k ≥ 1. Following the same argument as described in the proof of Theorem 6.1, we arrive at
the following result.
Theorem 6.3. Fix 0 < H < 12 . Assume ξ satisfies Assumption A1 with 0 < γ ≤ 1 and the coefficients
of the controlled SDE (6.38) satisfy Assumption C1. For a given p > 2, 0 < β < 1 and a pair (δ, λ) as
described in Corollary 6.2, there exists a constant C which depends on ‖ξ‖, µ, ϑ, T, χ2, p,H, δ, λ, a¯, β
such that
∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ ≤ C( pγ2 (1−2λ)+γ(δ−1)k + βγk ),
for every k ≥ 1. Moreover, for a given error bound  ≥ 0 and k ≥ 1, let φ∗,k, be an -optimal control
associated with the control problem (4.8) driven by X and which can be calculated via (5.9) or (5.12).
Then, ∣∣∣ sup
u∈UT0
E
[
ξX
(
u
)]− E[ξX(φ∗,k,)]∣∣∣ = O( pγ2 (1−2λ)+γ(δ−1)k + βγk + ); k ≥ 1.
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7. Pseudocode and a numerical example
In this section, we explain how the methodology can be implemented in a concrete simple example.
At first, we present a pseudo-code for a given stochastic control problem. For simplicity of exposition,
we set the dimension of the Brownian motion equals to 2 and we assume Vke(k,T ) is continuous.
Algorithm 1: Pseudocode for a near optimal control specified in Section 5.1
Data: Level of discretization k, number of periods m :=
⌈
−2k T
χ2
⌉
, a¯ > 0 and a Bernoulli-(1/2)
distribution Q with support in {−1, 1}.
Result: Vector of optimal control uk,∗ given by (5.10).
1 initialization;
2 for `← 1 to m do
3 Generate T k,1` and T
k,2
` according to the algorithm described in [7].
4 Compute ∆T k` = min{∆T k,1` ,∆T k,2` }.
5 if min{∆T k,1` ,∆T k,2` } = T k,1` then
6 generate ∆Ak,1(T k` )
d
= Qk and ∆A
k,2(T k` )
d
= z, where z is a truncated normal
distribution with parameters (0, T k` ,−k, k);
7 else
8 generate ∆Ak,2(T k` )
d
= Qk and ∆A
k,1(T k` )
d
= z, where z is a truncated normal
distribution with parameters (0, T k` ,−k, k);
9 Generate φk` according to a uniform distribution on [−a¯, a¯].
10 Store the information T = {T k` , ` = 1 . . .m} ηk` = (∆Ak,1(T k` ),∆Ak,2(T k` )) and φk` .
11 With the information set generated in previous step, calculate {Xk(T k` , φk); ` = 1, . . . ,m} as a
function of T , ηk and φk. Store ok` := (∆T k1 , ηk1 , φk1 , . . . ,∆T k` , ηk` , φk` ) for ` = 1, . . . ,m.
12 for `← m to 1 do
13 Starting with Vkm(okm) := ξ
({Xk(T k` , φk); ` = 1, . . . ,m}), solve backwards
(7.1) C?k,`−1(o
k
`−1) ∈ arg max
ak`−1∈A
∫
Sk
Vk` (ok`−1, ak`−1, sk` , i˜k` )νk(dsk` , d˜ik` ); ` = m, . . . , 1,
14 where Vk`−1(ok`−1) =
∫
Sk V
k
`
(
ok`−1, C
∗
k,`−1(o
k
`−1), s
k
` , i˜
k
`
)
νk(dsk` , d˜i
k
` ); ` = m, . . . , 1.
15 Store the information C?k,`−1(o
k
`−1) and Vk`−1(ok`−1).
Let us now present a simple example to illustrate the theory developed in this article. We choose
the example of hedging in a two-dimensional Black-Scholes model. For a given c ∈ R, we define
%c(x, y, z) := (c+ x−max(y − z, 0))2; (x, y, z) ∈ R3.
Let us consider
dS1(t) = S1(t)
(
µ1dt+ σ1dB
1(t)
)
dS2(t) = S2(t)
(
µ2dt+ σ2dB
2(t)
)
where, for simplicity, we assume [B1, B2] = 0, µ1 = µ2 = 0, T = 1 and the riskless rate equals zero.
The problem is
(7.2) minimize E
[
%c
(
X(T, φ), S1(T ), S2(T )
)]
over all φ ∈ UT0 , c ∈ R,
where
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X(t, φ) =
2∑
j=1
∫ t
0
φj(r)dS
j(r);φ ∈ UT0 , 0 ≤ t ≤ T,
the controls φ(t) = (φ1(t), φ2(t)) represent the absolute percentages of the securities (S
1, S2) which
an investor holds at time t ∈ [0, T ] and a¯ = 1. It is well-known there exists a unique choice of
(c∗, φ∗) ∈ R× UT0 such that
inf
(c,φ)∈R×UT0
E
[
%c
(
X(T, φ), S1(T ), S2(T )
)]
= E
[
%c∗
(
X(T, φ∗), S1(T ), S2(T )
)]
= 0,
where by Margrabe’s formula, we have
c∗ = S10Φ(d1)− S20Φ(d2),
where
σ =
√
σ21 + σ
2
2 , d1 =
log
(
S1(0)
S2(0)
)
+ σ
2
2 T
σ
√
T
, d2 = d1 − σ
√
T ,
and Φ is the cumulative distribution function of the standard Gaussian variable. We recall c∗ is the
price of the option and φ∗ is the so-called delta hedging which can be computed by means of the
classical PDE Black-Scholes as a function of Φ. We set S1(0) = 49, S2(0) = 52, σ1 = 0.2, σ2 = 0.3
and k = 2
−k. The discretization is given by
Xk(t, φk) = Xk(t ∧ T ke(k,T ), φk), Xk(t, φk) =
2∑
j=1
∫ t¯k
0
φkj (r)dS
k,j(r);φk ∈ Uk,e(k,T )0 ,
and Sk,i(t) = Sk,i(t ∧ T ke(k,T )), where Sk = (Sk,1,Sk,2) follows (6.4) (without the presence of controls)
with the coefficients α = 0, σij(t, f) = σif(t)δi=j for i, j = 1, 2, where δi=j is the delta Dirac function
concentrated at i = j. To shorten notation, we write Sk,in = S
k,i(T kn ); 0 ≤ n ≤ e(k, T ), i = 1, 2.
Moreover, we use the shorthand notation Ek,n for a conditional expectation w.r.t FkTkn . At first,
for a given c ∈ R, we apply the algorithm described above to get a Monte Carlo optimal control
approximation φ∗,k,i = (v∗,k,i0 , . . . , v
∗,k,i
m−1); i = 1, 2. In this particular case, we can analytically solve
(7.1) and the optimal control is given by: v?,k,1m = v
?,k,2
m = 0 and for 1 ≤ i ≤ m, we have
v?,k,1m−i = −
Ek,m−i
[∑i−1
j=0
(
v?,k,1m−j∆S
k,1
m+1−j + v
?,k,2
m−j∆S
k,2
m+1−j −H
)
∆Sk,1m−i+1
]
(
Sk,1m−i
)2
σ21
2
k
v?,k,2m−i = −
Ek,m−i
[∑i−1
j=0
(
v?,k,1m−j∆S
k,1
m+1−j + v
?,k,2
m−j∆S
k,2
m+1−j −H
)
∆Sk,2m−i+1
]
(
Sk,2m−i
)2
σ22
2
k
.
The estimated value ck,∗ is computed according to
ck,∗ ∈ arg min
c∈R
E
[
%c
(
Xk(T, φk,∗), Sk,1(T ∧ T ke(k,T )), Sk,2(T ∧ T ke(k,T ))
)]
.
In other words, E
[
%ck,∗
(
Xk(T, φk,∗), Sk,1(T ∧ T ke(k,T )), Sk,2(T ∧ T ke(k,T ))
)]
= 0. Table 1 presents
a comparison between the true call option price c∗ and the associated Monte Carlo price ck,∗. Figure
1 presents the Monte Carlo experiments for ck,∗ with k = 1, 2 and 3. The number of Monte Carlo
iterations in the experiment is 3× 104.
32 DORIVAL LEA˜O, ALBERTO OHASHI, AND FRANCYS A. DE SOUZA
Table 1. Comparison between c∗ and ck,∗ for k = 2−k
k Result Mean Square Error True Value Difference % Error
1 5.9740 0.01689567 5.821608 0.152458 0.0261%
2 5.8622 0.01158859 5.821608 0.04059157 0.0069%
3 5.7871 0.00821813 5.821608 0.03441365 0.0059%
k=1
P
ri
ce
Samples
(a)
k=2
P
ri
ce
Samples
(b)
k=3
P
ri
ce
Samples
(c)
Figure 1. Monte Carlo experiments for ck,∗ with k = 2−k
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8. Appendix A. Random mesh and large deviations
Lemma 8.1. For every q ≥ 1 and β ∈ (0, 1), there exists a constant C which depends on q ≥ 1 and
β such that
E| ∨n≥1 ∆T kn |q1{Tkn≤T} ≤ C
(
2qk
⌈−2k T
χd
⌉(1−β))
,
for every k ≥ 1.
Proof. We start by noticing (see (3.2)) that ∆T kn = minj∈{1,2,...,d} {∆T k,jn } a.s where ∆T k,jn d= 2kτ jn
for an iid sequence of random variables (τ ji )i≥1 with distribution equals to inf{t > 0; |W j(t)| = 1}
for a sequence of independent real-valued Brownian motions (W j)dj=1. We observe there exists λ > 0
such that
(8.1) E exp(λmin{τ11 , . . . , τd1 }) ≤ E exp(λτ11 ) <∞.
Moreover, (
E[(∆T k1 )q/(1−β)]
)1−β
= 2qk
(
E[min{τ1, . . . , τd1 }q/(1−β)]
)1−β
=: C2qk ,
Having said that, by applying Lemma 1.1 (Supplementary Material of [41]), the proof is almost
identical to Lemma 2.2 in [41], so we omit the details. 
Let I∗d be the Cramer-Legendre transform of min{τ1, . . . , τd} for the random variables described in
(3.8).
Lemma 8.2. For each t ∈ (0, T ] and 0 < δ < t, we have
(8.2) lim
k→+∞
T ke(k,t) = t a.s
and
(8.3) P
{
T ke(k,t) < t− δ
}
≤ exp
[
− e(k, t)I∗d
(
χd
(
1− δ
t
))]
,
for every k ≥ 1. Moreover, there exists a constant C which depends on p ≥ 1, χd and t ∈ [0, T ] such
that
(8.4) E|t− T ke(k,t)|p ≤ C2pk ,
for every k ≥ 1.
Proof. Fix t ∈ (0, T ]. Assertion (8.2) is a consequence of the strong law of large numbers, (3.2) and
the fact that limk→+∞ e(k, t)2kχd = t. The estimate (8.3) is a routine application of the classical
large deviation principle. Now, we write E|T ke(k,t) − t|p = 2pk E|−2k (T ke(k,t) − t)|p and we claim that
supk≥1 E|−2k (T ke(k,t) − t)|p <∞. We want to check
(8.5) sup
k≥1
∫
{Tk
e(k,t)
>t}
[
−2k (T
k
e(k,t) − t)
]p
dP+ sup
k≥1
∫
{Tk
e(k,t)
≤t}
[
−2k (t− T ke(k,t)
]p
dP <∞.
Since
[
−2k (T
k
e(k,t) − t)
]p
1{Tk
e(k,t)
>t} is a positive random variable, we have∫
{Tk
e(k,t)
>t}
[
−2k (T
k
e(k,t) − t)
]p
dP ≤
∫ ∞
1
exp
(
− e(k, t)I∗d
(
χd
t+ 2ks
1/p
t+ 2kχd
))
ds+ 1,
where s 7→ I∗d
(
χd
t+2ks
1/p
t+2kχd
)
is positive strictly increasing on [1,∞). Recall that I∗d is increasing on
[χd,∞) and I∗d (χd) = 0. The analysis for the second term in (8.5) is similar. This shows (8.4). 
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9. Appendix B. Probability Kernel
In this section, we provide a closed form expression for the probability kernel (5.5) given by
νk(E) = P
{
(∆T k1 , η
k
1 ) ∈ E
}
;E ∈ B(Sk).
In the sequel, f is the density function (see e.g [7]) of τ = inf{t > 0; |Y (t)| = 1} for a standard
Brownian motion Y . Formula for d = 1 is a simple consequence of the strong Markov property of
the Brownian motion. For simplicity, we present the formula for d = 2. The argument for d > 2
is similar. In the sequel, we consider generic Borel sets of the form {(a, b) × {±k} × (y, y¯)} and
{(a, b) × (y, y¯) × {±k}} for arbitrary open sets (a, b) and (y, y¯) ⊂ (−k, k). Clearly, this class of
sets generates the Borel sigma algebra of Sk. The proof of the following formula is lengthy but
straightforward, so we omit the details.
Proposition 9.1. Assume the underlying Brownian motion is d-dimensional with d = 2. For each
a < b, k > 0 and −k < y < y¯ < k, we have
νk
(
(a, b)× {±k} × (y, y¯)
)
= −2k
∫ y¯
y
∫ ∞
0
1√
2pit
exp
(
−x2t
)
2
(
Φ
(
k√
t
))f(−2k t)dtdx
(9.1)
× 1
2d
∫ −2k b
−2k a
f(x)dx; k ≥ 1.
10. Appendix C. Construction of optimal controls: Measurable selection and
-controls
In this section, we provide the proofs of the technical details associated with our dynamic program-
ming algorithm described in Section 5.1. In the sequel, it will be important to deal with universally
measurable sets. For readers who are not familiar with this class of sets, we refer to e.g [3]. If (R, β(R))
is a Borel space, let P (R) be the space of all probability measures defined on the Borel σ-algebra B(R)
generated by R. We denote
E(R) :=
⋂
p∈P (R)
B(R, p),
where B(R, p) is the p-completion of B(R) w.r.t p ∈ P (R).
In the sequel, it will be useful to work with the set U˜k,n` of all controls v
k : ]]T k` , T
k
n [[→ A of the
form (3.3) but vkj−1 is an A-valued F˜kTkj−1 -measurable random variable for every j ∈ {`+ 1, . . . , n} for
0 ≤ ` < n <∞.
Lemma 10.1. Let Gkj : Hk,j → E be a universally measurable function, where (E,B(E)) is a Borel
space. Then, the composition Gkj ◦Ξk,u
k
j is FkTkj -mensurable, for every u
k ∈ Uk,e(k,T )0 and j = 1, . . . ,m.
Proof. We need to show that given D ∈ B(E), the inverse image (Ξk,ukj )−1[(Gkj )−1(D)] ∈ FkTkj . Since
(Gkj )
−1(D) is a universally measurable set, it is sufficient to check that (Ξk,u
k
j )
−1(H) ∈ Fk
Tkj
for every
universally measurable set H in Hk,j . Let µ be a probability measure on Hk,j given by
µ(C) = P
[
(Ξk,u
k
j )
−1(C)
]
, C ∈ B(Hk,j).
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For a given universally measurable set H in Hk,j , we can select (see e.g Lemma 7.26 in [3]) H˜ ∈
B(Hk,j) be such that
P
[
(Ξk,u
k
j )
−1(H˜)4 (Ξk,ukj )−1(H)
]
= µ
[
H˜ 4H
]
= 0.
The set (Ξk,u
k
j )
−1(H˜) ∈ Fk
Tkj
, so there exists W ∈ F˜k
Tkj
such that P
[
W 4 (Ξk,ukj )−1(H˜)
]
= 0. Then,
P
[
W 4 (Ξk,ukj )−1(H)
]
= 0 and hence, (Ξk,u
k
j )
−1(H) ∈ Fk
Tkj
. This concludes the proof.

Let us now present a selection measurable theorem which will allow us to aggregate the map
uk 7→ V k(·, uk) into a single list of upper semi-analytic functions F kj : Hk,j → R; j = 0, . . . , e(k, T ). To
keep notation simple, in the sequel we set m = e(k, T ). We fix a structure of the form (4.1) equipped
with a Borel function γkm : Hk,m → DnT realizing (5.6) with a given initial condition x ∈ Rn. For such
structure, we write V k as the associated value process given by (4.3).
We start with the map Vkm : Hk,m → R defined by
Vkm(okm) := ξ(γkm(okm)); okm ∈ Hk,m.
By construction, Vkm is a Borel function.
Lemma 10.2. Assume that ξXk(u
k) ∈ L1(P) for uk ∈ Uk,m0 . Then,
(10.1) E
[
ξXk(u
k)|FkTkm−1
]
=
∫
Sk
Vkm
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m) a.s
Proof. At first, we observe
(10.2) E
[
ξXk(u
k)|FkTkm−1
]
= E
[
ξXk(u
k)|F˜kTkm−1
]
a.s
for every uk = (uk0 , . . . , u
k
m−1) ∈ Uk,m0 . Elementary computation yields
E
[
ξXk(u
k)|F˜kTkm−1
]
=
∫
Sk
Vkm
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m) a.s
for every control uk = (uk0 , . . . , u
k
m−1) ∈ U˜k,m0 . Now, we recall for a given uk = (uk0 , . . . , ukm−1) ∈ Uk,m0 ,
there exists vk = (vk0 , . . . , v
k
m−1) ∈ U˜k,m0 which fulfills the following: for each i, there exists a set
G˜ki ∈ F˜kTki of full probability such that u
k
i (ω) = v
k
i (ω);ω ∈ G˜ki for i = 0, . . . ,m − 1. Let us denote
G˜k = ∩m−1i=0 G˜ki ∈ F˜kTkm−1 . Then, u
k = vk in G˜k and hence
E
[
ξXk(u
k)|F˜kTkm−1
]
= E
[
ξXk(u
k)|F˜kTkm−1
]
1{G˜k} = E
[
ξXk(v
k)1{G˜k}|F˜kTkm−1
]
=
∫
Sk
1{G˜k}V
k
m
[(
(vk0 ,∆T
k
1 , η
k
1 ), . . . , (v
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m)
=
∫
Sk
1{G˜k}V
k
m
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m)
(10.3)
=
∫
Sk
Vkm
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m) a.s.
Identities (10.2) and (10.3) allow us to conclude the proof. 
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Lemma 10.3. The map
(okm−1, a
k
m−1) 7→
∫
Sk
Vkm
(
okm−1, a
k
m−1, s
k
m, i˜
k
m
)
νk(dskmdi˜
k
m)
is a Borel function from Hk,m−1 × A to R.
Proof. We just need to imitate the proof of Prop. 7.29 in ([3]). 
Lemma 10.4. Let Vkm−1 : Hk,m−1 → R be the function defined by
Vkm−1(okm−1) := sup
akm−1∈A
∫
Sk
Vkm
(
okm−1, a
k
m−1, s
k
m, i˜
k
m
)
νk(dskmdi˜
k
m),
for okm−1 ∈ Hk,m−1. Then, Vkm−1 is upper semianalytic and for every  > 0, there exists an analytically
measurable function Ck,m−1 : Hk,m−1 → A which realizes
(10.4) Vkm−1(okm−1) ≤
∫
Sk
Vkm
(
okm−1, C

k,m−1(o
k
m−1), s
k
m, i˜
k
m
)
νk(dskmdi˜
k
m) + ,
for every okm−1 ∈ {Vkm−1 < +∞}.
Proof. The fact that Vkm−1 is upper semianalytic follows from Prop 7.47 in [3] and Lemma 10.3 which
say the map given by
f(okm−1, a
k
m−1) =
∫
Sk
Vkm
(
okm−1, a
k
m−1, s
k
m, i˜
k
m
)
νk(dskmdi˜
k
m)
is a Borel function (hence upper semianalytic). Moreover, by construction, Hk,m−1×A is a Borel set.
Let
Vkm−1(okm−1) = sup
akm−1∈A
f(okm−1, a
k
m−1); o
k
m−1 ∈ Hk,m−1.
Prop 7.50 in [3] yields the existence of an analytically measurable function Ck,m−1 : Hk,m−1 → A such
that
f
(
okm−1, C

k,m−1(o
k
m−1)
) ≥ Vkm−1(okm−1)− ,
for every okm−1 ∈ {Vkm−1 < +∞}. 
Lemma 10.5. If Hkm−1 = {Vkm−1 < +∞}, then for every  > 0 and uk ∈ Uk,m0 , there exists a control
φk,m−1 ∈ Uk,mm−1 such that
(10.5) Vkm−1(Ξ
k,uk
m−1) = V
k(T km−1, u
k) ≤ E[V k(T km, uk ⊗m−1 φk,m−1)|FkTkm−1]+  a.s.
Proof. For every θkm−1 ∈ Uk,mm−1, it follows from Equation (10.1) that E
[
ξXk(u
k ⊗m−1 θkm−1)|FkTkm−1
]
equals (a.s) to∫
Sk
Vkm
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−2,∆T
k
m−1, η
k
m−1), (θ
k
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m).
As a consequence, we obtain that
(10.6) Vkm−1(Ξ
k,uk
m−1) ≥ E
[
ξXk(u
k ⊗m−1 θkm−1)|FkTkm−1
]
a.s,
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for every θkm−1 ∈ Uk,mm−1. By composing Vkm−1 with Ξk,u
k
m−1 in (10.4), we obtain that Vkm−1(Ξ
k,uk
m−1) is an
Fk
Tkm−1
-measurable function (see, Lemma 10.1). Then, the definition of ess sup and Equation (10.6)
yield that
(10.7) Vkm−1(Ξ
k,uk
m−1) ≥ ess sup
θkm−1∈Uk,mm−1
E
[
V k
(
T km, u
k,m−1 ⊗m−1 θkm−1
) | FkTkm−1
]
= V k(T km−1, u
k) a.s.
For  > 0, let Ck,m−1 : Hk,m−1 → A be the analytically measurable function which realizes (10.4).
We take φk,m−1 := C

k,m−1(Ξ
k,uk
m−1) as the composition of an analytically measurable function with an
Fk
Tkm−1
-measurable one. In this case, by Lemma 10.1, we know that Ck,m−1 ◦ Ξk,u
k
m−1 is an FkTkm−1-
measurable function. This shows that φk,m−1 is an admissible control. It follows from (10.4) that
Vkm−1(Ξ
k,uk
m−1) ≤
∫
Sk
Vkm
[(
(uk0 ,∆T
k
1 , η
k
1 ), . . . , (u
k
m−2,∆T
k
m−1, η
k
m−1), (φ
k,
m−1, s
k
m, i˜
k
m)
)]
νk(dskmdi˜
k
m) + 
= E
[
ξXk(u
k ⊗m−1 φk,m−1)|FkTkm−1
]
+  = E
[
V k(T km, u
k ⊗m−1 φk,m−1)|FkTkm−1
]
+ 
(10.8)
≤ ess sup
θkm−1∈Uk,mm−1
E
[
V k
(
T km, u
k,m−1 ⊗m−1 θkm−1
) | FkTkm−1
]
+  a.s.
As  > 0 is arbitrary, we conclude that
(10.9) Vkm−1(Ξ
k,uk
m−1) ≤ ess sup
θkm−1∈Uk,mm−1
E
[
V k
(
T km, u
k,m−1 ⊗m−1 θkm−1
) | FkTkm−1
]
= V k(T km−1, u
k) a.s.
Hence, it follows from Equations (10.7) and (10.9) that
Vkm−1(Ξ
k,uk
m−1) = V
k(T km−1, u
k) a.s, uk ∈ Uk,m0 .
Moreover, as a consequence of Equation (10.8), we obtain that
V k(T km−1, u
k) = Vkm−1(Ξ
k,uk
m−1) ≤ E
[
V k(T km, u
k ⊗m−1 φk,m−1)|FkTkm−1
]
+  a.s.

We are now able to iterate the argument as follows. From a backward argument, we can define the
sequence of functions Vk` : Hk,` → R
(10.10) Vk` (ok` ) := sup
ak`∈A
∫
Sk
Vk`+1(ok` , ak` , sk`+1, i˜k`+1)νk(dsk`+1di˜k`+1),
for ok` ∈ Hk,` and ` = m− 1, . . . , 1.
Remark 10.1. One can easily check that if Y = h(Akr ), then
E[Y |Akj−1] =
∫
Sr−j+1k
h(Akj−1, xj , . . . , xr)Pkr−j+1(dxj . . . dxr)
for j = 1, . . . , r.
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Lemma 10.6. For each j = m− 1, . . . , 1, the map
(okj , a
k
j ) 7→
∫
Sk
Vkj+1(okj , akj , skj+1, i˜kj+1)νk(dskj+1di˜kj+1)
is upper semianalytic from Hk,j × A to R.
Proof. The same argument used in the proof of Lemma 10.3 applies here. We omit the details. 
Proposition 10.1. The function Vkj : Hk,j → R is upper semianalytic for each j = m − 1, . . . , 1.
Moreover, for every  > 0, there exists an analytically measurable function Ck,j : Hk,j → A such that
(10.11) Vkj (okj ) ≤
∫
Sk
Vkj+1
(
okj , C

k,j(o
k
j ), s
k
j+1, i˜
k
j+1
)
νk(dskj+1di˜
k
j+1) + ,
for every okj ∈ {Vkj < +∞}, where j = m− 1, . . . , 1.
Proof. We just repeat the argument of the proof of Lemma 10.4 jointly with Lemma 10.6. 
We are now able to define the value function at step j = 0 as follows
Vk0 := sup
ak0∈A
∫
Sk
Vk1(ak0 , sk1 , i˜k1)νk(dsk1di˜k1).
Therefore, if Vk0 < +∞ then for  > 0, there exists Ck,0 ∈ A which realizes
Vk0 <
∫
Sk
Vk1
(
Ck,0, s
k
1 , i˜
k
1
)
νk(dsk1di˜
k
1) + .
Proposition 10.2. For each j = m− 1, . . . , 0 and a control uk ∈ Uk,m0 , we have
(10.12) Vkj (Ξ
k,uk
j ) = V
k(T kj , u
k) a.s.
Let Ck,j : Hk,j → A; j = m − 1, . . . , 0 be the functions given in Proposition 10.1. Observe that Ck,j
can be computed from (10.10) and (10.11). If Hk,j = {Vkj < +∞}, for j = m − 1, . . . , 0, then for
every  > 0, there exists a control uk,j defined by
(10.13) uk,j := C

k,j(Ξ
k,uk
j ); j = m− 1, . . . , 0
which realizes
(10.14) V k(T kj , u
k) ≤ E[V k(T kj+1, uk ⊗j uk,j )|FkTkj ]+  a.s,
for every j = m− 1, . . . , 0.
Proof. The statements for j = m−1 hold true due to (10.5) in Lemma 10.5. Now, by using Proposition
10.1 and a backward induction argument, we conclude the proof. 
We are now able to construct an -optimal control in this discrete level.
Proposition 10.3. Let (ξ, (Xk)k≥1) be an admissible pair w.r.t the control problem (4.8). Then,
φ∗,k, = (φk,ηk()0 , φ
k,ηk()
1 , . . . , φ
k,ηk()
m−1 ) constructed via (10.13) is -optimal, where ηk() =

e(k,T ) . In
other words, for every  > 0 and k ≥ 1, the control φ∗,k, ∈ Uk,m0 realizes
(10.15) sup
uk∈Uk,m0
E
[
ξXk(u
k)
] ≤ E[ξXk(φ∗,k,)]+ .
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Proof. Fix  > 0 and let ηk() =

m , where we recall m = e(k, T ). The candidate for an -optimal
control is
φ∗,k, = (φk,ηk()0 , φ
k,ηk()
1 , . . . , φ
k,ηk()
m−1 ),
where φ
k,ηk()
i ; i = m− 1, . . . , 0 are constructed via (10.13). Let us check it is indeed -optimal. From
(10.14), we know that
(10.16) sup
uk∈Uk,e(k,T )0
E
[
ξXk(u
k)
] ≤ E[V k(T k1 , φk,ηk()0 )]+ ηk()
and
(10.17) V k(T k1 , φ
k,ηk()
0 ) ≤ E
[
V k(T k2 , φ
k,ηk()
0 ⊗1 φk,ηk()1 )|FkTk1
]
+ ηk() a.s.
Inequalities (10.16) and (10.17) yield
(10.18) sup
uk∈Uk,e(k,T )0
E
[
ξXk(u
k)
] ≤ E[V k(T k2 , φk,ηk()0 ⊗1 φk,ηk()1 )]+ 2ηk(),
where (10.14) implies V k(T kj , φ
k,ηk()
0 ⊗1 φk,ηk()1 ⊗2 . . .⊗j−1 φk,ηk()j−1 ) is less than or equals to
(10.19) E
[
V k(T kj+1, φ
k,ηk()
0 ⊗1 φk,ηk()1 ⊗2 . . .⊗j φk,ηk()j )|FkTkj
]
+ ηk() a.s,
for j = 1, . . . ,m− 1. By iterating the argument starting from (10.18) and using (10.19), we conclude
(10.15). 
11. Appendix D. Proof of Theorems 5.1 and 5.2
In this section, we provide the proof of Theorems 5.1 and 5.2. The argument is divided into two
parts. At first, we will prove it is possible to enlarge the set U
k,e(k,T )
0 to U
k,e(k,T )
0 without affecting
V k(0). Secondly, we will establish an equiconvergence result for the family of Brownian martingales
parameterized by UT0 . Finally, we invoke the property of the strongly controlled Wiener functionals
as demonstrated in Section 6 for a variety of examples.
Since T kn <∞ a.s for each n ≥ 1, it is known (see e.g. Corollary 3.22 in [27]) that (Φˆkj )−1
(O) = FTkj ,
where O is the optional σ-algebra on Ω× R+ and
Φˆkj (ω) := Φ
k
j (ω, T
k
j (ω)) :=
(
ω, T kj (ω)
)
;ω ∈ Ω∗, j ≥ 1,
where P(Ω∗) = 1. To keep notation simple, we choose a version of Φkj defined everywhere and with a
slight abuse of notation we write it as Φkj . Based on this fact, for each A-valued and FTk` -measurable
variable vk` ; ` = e(k, T )−1, . . . , n, there exists a list of Borel functions ϕk` : Ω×R+ → A which realizes
(11.1) vk` = ϕ
k
` (Φˆ
k
` ) a.s,
for ` = e(k, T ) − 1, . . . , n. In the sequel, in order to keep notation simple, we set m = e(k, T ). For
a given uk ∈ Uk,n0 and a list of Borel functions (ϕk` )e(k,T )−1`=n realizing (11.1), we then define the map
Ξk,u
k⊗nϕk
m : Ω×Rm−n+ ×Smk → Hk,n×Hk,m−n : (ω, xn, . . . , xm−1,bkm) 7→ Ξk,u
k⊗nϕk
m (ω, xn, . . . , xm−1,b
k
m)
given by (
Ξk,u
k
n
(
ω
)
, ϕkn
(
Φkn(ω, xn)
)
, skn+1, i˜
k
n+1, . . . , ϕ
k
m−1
(
Φkm−1(ω, xm−1)
)
, skm, i˜
k
m
)
,
for ω ∈ Ω, (xn, . . . , xm−1) ∈ Rm−n+ and bkm ∈ Smk . Let us define
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Jkn,m :=
(
Id, T kn , . . . , T
k
m−1,Akm
)
,
where Id : Ω → Ω is the identity map. For each φ¯k = (vkn, . . . , vkm−1) ∈ U
k,m
n represented by Borel
functions ϕkn, . . . , ϕ
k
m−1 realizing (11.1) and u
k ∈ Uk,n0 , we can represent
ξXk
(
uk ⊗n φ¯k
)
= ξ ◦ γkm
(
Ξk,u
k⊗nϕk
m (J
k
n,m)
)
;n = m− 1, . . . , 0
where γkm is a pathwise representation for a structure X =
(
(Xk)k≥1,D
)
.
Let Hkn,m : B(Ω×Rm−n+1+ )×Smk → [0, 1] be the disintegration of P ◦Jkn,m w.r.t Pkm and let νkn,m be
the disintegration of Pkm w.r.t Pkn for n = m− 1, . . . , 1. In the sequel, qkn,r is the projection of bkr onto
the last (r − n) components. The proof of the following result is elementary, so we omit the details.
Lemma 11.1. Let uk ∈ Uk,n0 and let φ¯k = (vkn, . . . , vkm−1) ∈ U
k,m
n be a control associated with Borel
functions (ϕkj )
m−1
j=n realizing (11.1) for n = m− 1, . . . , 0 and m = e(k, T ). If ξXk(uk ⊗n φ¯k) ∈ L1(P),
then
E
[
ξXk(u
k ⊗n φ¯k)|FkTkn
]
=
∫
Sm−nk
∫
Ω×Rm−n+
ξ ◦ γkm
(
Ξk,u
k⊗nϕk
m
(
ω, xn, . . . , xm−1,Akn, qkn,m
))
×Hkn,m(dωdxn . . . dxm−1|Akn, qkn,m)νkn,m(dqkn,m|Akn) a.s.
If φk ∈ Uk,mn and ξXk(uk ⊗n φk) ∈ L1(P), then we can represent
E
[
ξXk(u
k ⊗n φk)|FkTkn
]
=
∫
Sm−nk
ξ ◦ γkm
(
Ξk,u˜
k⊗nφ˜k
m
(Akn, qkn,m))νkn,m(dqkn,m|Akn) a.s,
where u˜k ∈ U˜k,n0 and φ˜k ∈ U˜k,mn are versions of uk and φk, respectively.
The following result shows the set of controls U
k,e(k,T )
0 and U
k,e(k,T )
0 are equivalent in a suitable
sense.
Lemma 11.2. For m = e(k, T ) and k ≥ 1, we have
sup
φ¯k∈Uk,m0
E
[
ξXk(φ¯
k)
]
= sup
φk∈Uk,m0
E
[
ξXk(φ
k)
]
= sup
ak0 ,...,a
k
m−1∈Am
∫
Smk
ξ ◦ γkm(ak0 , sk1 , i˜k1 , . . . , akm−1, skm, i˜km)Pkm(dbkm).(11.2)
Proof. Following the same argument employed in the proof of Lemma 10.2, we have
sup
φk∈Uk,m0
E
[
ξXk(φ
k)
]
= sup
φk∈U˜k,m0
E
[
ξXk(φ
k)
]
.
We now want to check supφk∈U˜k,m0 E
[
ξXk(φ)
]
equals to the expression (11.2). For a given control
uk ∈ U˜k,m0 , let gk be a list of Borel functions such that
gk(Akj ) = ukj ; j = 0, . . . ,m− 1.
Let us define Ξk,g
k
j : S
j
k → Hk,j
Ξk,g
k
j
(
sk1 , i˜
k
1 , . . . , s
k
j , i˜
k
j
)
:=
(
(gk0 , s
k
1 , i˜
k
1), . . . , (g
k
j−1(s
k
1 , i˜
k
1 , . . . , s
k
j−1, i˜
k
j−1), s
k
j , i˜
k
j )
)
,
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where 1 ≤ j ≤ m. Let φ¯k = (vkn, . . . , vkm−1) ∈ U
k,m
n be a control associated with Borel functions
(ϕkj )
m−1
j=n realizing (11.1) for n = m− 1, . . . , 0. Moreover, we define the map Ξk,g
k⊗nϕk
m : Ω× Rm−n+ ×
Smk → Hk,n ×Hk,m−n : (ω, xn, . . . , xm−1,bkm) 7→ Ξk,g
k⊗nϕk
m (ω, xn, . . . , xm−1,b
k
m) given by(
Ξk,g
k
n
(
bkn
)
, ϕkn
(
Φkn(ω, xn)
)
, . . . , ϕkm−1
(
Φkm−1(ω, xm−1)
)
, skm, i˜
k
m
)
,
for ω ∈ Ω, (xn, . . . , xm−1) ∈ Rm−n+ and bkm ∈ Smk . We define V
k
(T km, u
k) := ξXk(u
k) and
V
k
(T kn , u
k) := ess sup
φ¯k∈Uk,mn
E
[
ξXk(u
k ⊗n φ¯k)|FkTkn
]
;n = m− 1, . . . , 1
with initial condition V
k
(0) := sup
φ¯k∈Uk,m0 E
[
ξXk(φ¯
k)
]
.
By Lemma 11.1,
V
k
(T kn , u
k) = ess sup
ϕk
∫
Sm−nk
∫
Ω×Rm−n+
ξ ◦ γkm
(
Ξk,u
k⊗nϕk
m
(
ω, xn, . . . , xm−1,Akn, qkn,m
))
×Hkn,m(dωdxn . . . dxm−1|Akn, qkn,m)νkn,m(dqkn,m|Akn) a.s,
where the esssup is computed over the set of all Borel functions ϕk` : Ω × R+ → A; ` = m − 1, . . . , n
for n = m− 1, . . . , 0. Now, we define Vkn : Hk,n → R by
Vkn(okn) := sup
akn,...,a
k
m−1∈Am−n
∫
Sm−nk
∫
Ω×Rm−n+
ξ ◦ γkm
(
Ξk,g
k
n (b
k
n), a
k
n, . . . , a
k
m−1, q
k
n,m
))
× Hkn,m(dωdxn . . . dxm−1|bkn, qkn,m)νkn,m(dqkn,m|bkn)
= sup
akn,...,a
k
m−1∈Am−n
∫
Sm−nk
ξ ◦ γkm
(
Ξk,g
k
n (b
k
n), a
k
n, . . . , a
k
m−1, q
k
n,m
))
νkn,m(dq
k
n,m|bkn).(11.3)
By construction,
Vkn(Ξk,g
k
n (Akn)) = V
k
(T kn , u
k)
= V k(T kn , u
k) a.s,(11.4)
for n = m− 1, . . . , 0, where (11.4) is due to (11.3). This concludes the proof of (11.2). 
11.1. Equiconvergence of martingales. Let S be the set of all stepwise constant processes of the
form
(11.5) Z = Z(0)1[[0]] +
q∑
i=1
Zi1]]Ji−1,Ji]]; q ∈ N,
where 0 = J0 < J1 < · · · < Jq < ∞ is a finite family of F-stopping times and Zi is an A-
valued FJi−1-random element for i = 1, . . . , q. It is well-known (see e.g [49] Th 10 pp. 57) that
the set S of simple F-predictable processes is a dense subset of Lb := {u;u is left-continuous F −
adapted and sup0≤t≤T ‖u(t)‖Rr ≤ a¯ a.s} w.r.t L2a(P× Leb)-topology.
By Assumptions (A1-B1) and Lemma 4.2 (see Remark 4.1), we have
(11.6) sup
φ∈UT0
E
[
ξX(φ)
]
= sup
φ∈S
E
[
ξX(φ)
]
= sup
φ∈∪`≥1U`,e(`,T )0
E
[
ξX(φ)
]
.
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Moreover, from Lemma 11.2, we know that
V k(0) = sup
φk∈Uk,e(k,T )0
E
[
ξXk(φ
k)
]
= sup
φk∈Uk,e(k,T )0
E
[
ξXk(φ
k)
]
.
Now, for each φ ∈ S with representation (11.5), we define
Skt (φ) :=
q∑
i=1
Z`1{
Tk,+J`−1≤t∧T
k
e(k,T )
<Tk,+J`
},
for t ∈ [0, T ], where T k,+J` := min{T kn ; J` ≤ T kn} is a finite F-stopping time such that J` ≤ T
k,+
J`
a.s
for ` = 0, . . . , q. Then, Sk(φ) is an F-adapted ca`dla`g process which jumps only at the hitting times
{T kn ;n ≥ 1}. Let Dr,T be the space of ca`dla`g functions from [0, T ] to Rr equipped with the Skorohod
metric
d(f, g) := inf
{
‖λ− Id‖∞ ∨ ‖f − g ◦ λ‖∞;λ ∈ Λ
}
,
where Λ is the set of all strictly increasing continuous bijections from [0, T ] onto [0, T ] and Id is the
identity function.
Lemma 11.3.(∫ T
0
‖f(t)− g(s)‖2ds
) 1
2 ≤ (5‖f‖∞ ∨ 5)
(
d(f, g) + d
3
2 (f, g) + d
1
2 (f, g)
)
,
for every f, g ∈ Dr,T .
Proof. In the sequel, without any loss of generality, we set r = 1. Take f, g ∈ D1,T with d(f, g) < .
Then, ‖g ◦ λ− f‖∞ <  and ‖λ− Id‖∞ <  for some λ ∈ Λ. Moreover,
‖g‖∞ = ‖g ◦ λ‖∞ = ‖g ◦ λ− f + f‖∞
(11.7)
≤ ‖f‖∞ +  <∞.
Let us consider
g+(t) := sup
0≤s≤t
g(s), g−(t) := g+(t)− g(t); 0 ≤ t ≤ T.
Then, (g−, g+) is a pair of non-decreasing functions in D1,T . Then, there exist Lebesgue-Stieltjes
measures µ± which realize
µ±(0, t] = g±(t)− g(0); 0 < t ≤ T.
Moreover,
(11.8) ‖µ+‖TV ≤ 2‖g‖∞ and ‖µ−‖TV ≤ 2‖g‖∞,
where ‖·‖TV denotes the total variation norm of a signed measure. Let us consider µ := µ0 +µ+−µ−,
where µ0 := g(0)δ0 and δ0 is the Dirac measure concentrated at zero. Clearly
µ(0, t] = g(t); 0 < t ≤ T,
where µ{0} = g(0) and (11.8) yields
(11.9) ‖µ‖TV ≤ 5‖g‖∞.
Let us consider
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Q(u, v, t) =
(
1[0,λ(t)](u)− 1[0,t](u)
)(
1[0,λ(t)](v)− 1[0,t](v)
)
.
By Fubini’s theorem, we can write∫ T
0
|g(λ(t))− g(t)|2dt =
∫
[0,T ]3
Q(u, v, t)µ(du)µ(dv)dt.
Now, we observe
|Q(u, v, t)| ≤ |1[0,λ(t)](u)− 1[0,t](u)|
≤ 1{λ(t)<u≤t} + 1{t<u≤λ(t)} = 1{λ−1(u)≤t<u} + 1{u≤t<λ−1(u)},(11.10)
for every u, v, t ∈ [0, T ]. The equality in the right-hand side of (11.10) holds true because λ−1 is
strictly increasing which allows us to state
t < u ≤ λ(t)⇐⇒ λ−1(u) ≤ t < u
and
λ(t) < u ≤ t⇐⇒ u ≤ t < λ−1(u).
Then, (11.10) yields
∫ T
0
|Q(u, v, t)|dt ≤ |u− λ−1(u)|
≤ sup
0≤u≤T
|u− λ−1(u)|
(11.11)
= sup
0≤x≤T
|x− λ(x)| < ,
for every u, v ∈ [0, T ]. Hence, (11.7), (11.9), (11.11) yield
∫ T
0
|g(λ(t))− g(t)|2dt =
∫
[0,T ]3
Q(u, v, t)µ(du)µ(dv)dt
≤ ‖µ‖2TV ≤ (5‖g‖∞)2 ≤ 25
(‖f‖∞ + )2.(11.12)
Of course, ‖g ◦ λ− f‖L2([0,T ]) ≤ ‖g ◦ λ− f‖∞ <  and hence (11.12) yields
‖g − f‖L2([0,T ]) ≤ ‖g ◦ λ− f‖L2([0,T ]) + ‖g ◦ λ− g‖L2([0,T ])
< + 5
√
(‖f‖∞ + ) ≤ (5‖f‖∞ ∨ 5)(+  32 +
√
).
Since  > d(f, g) is arbitrary, we conclude the proof.

For a given φ ∈ S of the form (11.5), let φ+(t) =
∑r
`=1 Z`−11{J`−1≤t<J`}.
Lemma 11.4.
d
(
Sk(φ), φ+
) ≤ max
n≥1
∆T kn1{Tkn≤T} a.s,
for every φ ∈ S.
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Proof. Let Jn∗ ≤ T < Jn∗+1. Let T k,−J` := max{T kn ; J` ≥ T kn} for ` = 0, . . . , q.
Let us define
λTk (t) :=
 J` +
J`+1−J`
Tk,+J`+1
−Tk,+J`
(t− T k,+J` ); if T
k,+
J`
≤ t < T k,+J`+1 ; ` ≤ n∗ − 1
Jn∗ + t− T k,+Jn∗ ; if T
k,+
Jn∗ ≤ t ≤ T.
Then, clearly λTk ∈ Λ a.s. We observe
‖λTk − I‖∞ ≤ max
0≤`≤n∗
|J` − T k,+J` | ≤ max0≤`≤n∗ |T
k,−
J`
− T k,+J` | ≤ maxn≥1 ∆T
k
n1{Tkn≤T} a.s
and
‖Sk(φ)− φ+ ◦ λTk ‖∞ = max
0≤`≤n∗
‖Z` − Z`‖ = 0 a.s.
This shows that d
(
Sk(φ), φ+
) ≤ maxn≥1 ∆T kn1{Tkn≤T} a.s.

For a stepwise constant f ∈ Dr,T of the form
f =
q∑
i=1
z`−11{a`−1≤t<a`},
we set f− = f(0)1t=0 +
∑q
`=1 z`−11{a`−1<t≤a`}. Lemma 11.4 allows us to state the following result.
Theorem 11.1. For a given β ∈ (0, 1), there exists a constant C which depends only on a¯ and β such
that
(11.13) sup
φ∈S
E
∫ T
0
‖Sk−,t(φ)− φ(t)‖2dt ≤ C2βk ,
for every k ≥ 1. Moreover, Sk−(φ) ∈ U
k,e(k,T )
0 for every φ ∈ S.
Proof. Fix β ∈ (0, 1). By applying Lemmas 11.3, 11.4 and 8.1, there exists a constant C1 which
depends on β and a¯ such that
sup
φ∈S
E
∫ T
0
‖Sk−,t(φ)− φ(t)‖2dt ≤ C1
(
2k
⌈−2k T
χd
⌉(1−β))
,
for every k ≥ 1. There exists a constant C2 depending on β such that⌈−2k T
χd
⌉(1−β)
≤ C2
(
1 + 
2(β−1)
k
)
,
for every k ≥ 1. Hence, there exists a constant C3 which depends on β and a¯ such that
sup
φ∈S
E
∫ T
0
‖Sk−,t(φ)− φ(t)‖2dt ≤ C32βk ,
for every k ≥ 1. This shows (11.13). In order to check the second assertion, we observe if we denote
δkSkt (φ) =
∞∑
`=1
SkTkn (φ)1{Tkn≤t∧Tke(k,T )<Tkn+1}
for 0 ≤ t ≤ T , then
δkSkt (φ) = S
k
Tkn
(φ) = Sk
Tk,+J`−1
(φ),
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whenever T k,+J`−1 ≤ T kn ≤ t < T kn+1 < T
k,+
J`
. This shows that δkSkt (φ) is actually equal to S
k
t (φ) over
[0, T ∧ T ke(k,T )]. Hence, Sk−(φ) ∈ U
k,e(k,T )
0 for every k ≥ 1 and φ ∈ S. 
We are now able to present the proof of Theorems 5.1 and 5.2.
Proof of Theorems 5.1 and 5.2: Firstly, formula (5.14) is a consequence of Propositions 4.1
and 10.2 and Remark 10.1. In one hand, Assumption A1 and Lemma 11.2 yield
(11.14)
∣∣∣V k(0)− sup
φ∈Uk,e(k,T )0
E
[
ξX(φ)
]∣∣∣ ≤ ‖ξ‖ sup
φ∈Uk,e(k,T )0
E‖Xk(φ)−X(φ)‖γ∞ = O(hk),
for every k ≥ 1. On the other hand, for a given β ∈ (0, 1), Assumption A1-B1, Theorem 11.1 and
Ho¨lder’s inequality yield∣∣∣E[ξX(φ)]− E[ξX(Sk−(φ))]∣∣∣ ≤ ‖ξ‖E‖X(Sk−(φ))−X(φ)‖γ∞
≤ Cβγk ,
for every k ≥ 1, where C is a constant which depends on β, T, ξ and the constant appearing in
Assumption B1, i.e., (2.3). Then,
E
[
ξX(φ)
] ≤ Cβγk + E[ξX(Sk−(φ))],
for every φ ∈ S and k ≥ 1. Hence,
sup
φ∈S
E
[
ξX(φ)
] ≤ Cβγk + sup
ψ∈Uk,e(k,T )0
E
[
ξX(ψ)
]
; k ≥ 1,
and, more importantly, (11.6) and Remark 4.1 yield
(11.15)
∣∣∣∣∣ supφ∈UT0 E
[
ξX(φ)
]− sup
ψ∈Uk,e(k,T )0
E
[
ξX(ψ)
]∣∣∣∣∣ ≤ Cβγk ,
for every k ≥ 1. Therefore, from (11.14) and (11.15), we have∣∣∣V k(0)− sup
φ∈UT0
E
[
ξX(φ)
]∣∣∣ = O(hk + βγk ),
for k ≥ 1. This concludes the proof of Theorem 5.1. The proof of Theorem 5.2 is a simple consequence
of Theorem 5.1 combined with Assumptions (A1-B1) and the definition of φ∗,k,.
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