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Abstract
In this paper we reﬁne the notion of tree-decomposition by introducing acyclic (R,D)-clustering, where clusters are subsets of
vertices of a graph and R and D are the maximum radius and the maximum diameter of these subsets. We design a routing scheme
for graphs admitting induced acyclic (R,D)-clustering where the induced radius and the induced diameter of each cluster are at
most 2. We show that, by constructing a family of special spanning trees, one can achieve a routing scheme of deviation 2R
with labels of size O(log3n/ log log n) bits per vertex and O(1) routing protocol for these graphs. We investigate also some special
graph classes admitting induced acyclic (R,D)-clustering with induced radius and diameter less than or equal to 2, namely, chordal
bipartite, homogeneously orderable, and interval graphs. We achieve the deviation = 1 for interval graphs and = 2 for chordal
bipartite and homogeneously orderable graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Routing is one of the basic tasks that a distributed network of processorsmust be able to perform.A routing scheme is
a mechanism that can deliver packets of information from any node of the network to any other node. More speciﬁcally,
a routing scheme is a distributed algorithm. Each processor in the network has a routing daemon (known also as a
message passing algorithm or a forwarding protocol) running on it. This daemon receives packets of information and
has to decide whether these packets have already reached their destination, and if not, how to forward them towards
their destination.
A network can be viewed as a graph, with the vertices representing processors and the edges representing direct
connections between processors. It is naturally desirable to route messages along paths that are as short as possible.
Routing scheme design is a well-studied subject. For a general overview we refer the reader to [25].
Most routing schemes are labeling schemes that assign two kind of labels to every vertex of a graph. The ﬁrst label
is the address of the vertex, the second is a data structure called local routing table. These labels are assigned in such
a way that at every source vertex x its routing daemon can quickly decide, based on the two labels stored locally in x
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and the address of any destination node y, whether the packet has reached its destination, and if not, to which neighbor
of x to forward the packet.
A straightforward approach to routing is to store a complete routing table at each vertex of the graph, specifying for
each destination y the ﬁrst edge (or identiﬁer of that edge, indicating the output port) along some shortest path from x to
y. While this approach guarantees optimal (shortest path) routing, it is too expensive for large systems since it requires
total O(n2 log ) memory bits for an n-vertex graph with maximum degree . Thus, for large scale communication
networks, it is important to design routing schemes that produce short enough routes and have sufﬁciently low memory
requirements.
Unfortunately, for every shortest path routing strategy and for all , there is a graph of degree bounded by  for which
(n log ) bit routing tables are required simultaneously on(n) vertices [20]. This matches the memory requirements
of complete routing tables. To obtain routing schemes for general graphs that use o(n) ofmemory at each vertex, one has
to abandon the requirement that packets are always delivered via shortest paths, and settle instead for the requirement
that packets are routed on paths that are relatively close to shortest. The efﬁciency of a routing scheme is measured
in terms of its additive stretch, called deviation (or multiplicative stretch, called delay), namely, the maximum surplus
(or ratio) between the length of a route, produced by the scheme for a pair of vertices, and the shortest route. There is
a tradeoff between the memory requirements of a routing scheme and the worst case stretch factor it guarantees. Any
multiplicative t-stretched routing scheme must use (
√
n) bits for some vertices in some graphs for t < 5 [30], (n)
bits for t < 3 [18,14], and (n log n) bits for t < 1.4 [20] (see also [26] for some earlier results). These lower bounds
show that it is not possible to lower memory requirements of a routing scheme for an arbitrary network if it is desirable
to route messages along paths close to optimal. Therefore it is interesting, both from a theoretical and a practical view
point, to look for speciﬁc routing strategies on graph families with certain topological properties.
One way of implementing such routing schemes, called interval routing, has been introduced in [28] and later
generalized in [22]. In this special routing method, the complete routing tables are compressed by grouping the
destination addresses which correspond to the same output port. Then each group is encoded as an interval, so that it
is easy to check weather a destination address belongs to the group. This approach requires O( log n)-bit labels and
O(log ) forwarding protocol. A graph must satisfy some topological properties in order to support interval routing,
especially if one insists on paths close to optimal. Routing schemes for many graph classes were obtained by using
interval routing techniques. The classical and most recent results in this ﬁeld are presented in [16,17].
New routing schemes for interval graphs, circular-arc graphs and permutation graphs were presented in [11]. The
design of these simple schemes uses properties of intersectionmodels.Although this approach gives some improvement
over existing earlier routing schemes, the local memory requirements increase with the degree of the vertex as in interval
routing.
Graphs with regular topologies, as hypercubes, tori, rings, complete graphs, etc., have speciﬁc routing schemes using
O(log n)-bit labels [23]. It is interesting to investigate which other classes of graphs admit routing schemes with labels
not depending on vertex degrees that route messages along near-optimal path.
A shortest path routing scheme for trees of arbitrary degree and diameter is described in [15]. It assigns each vertex
of an n-vertex tree a O(log2n/ log log n)-bit label. Given the label of a source vertex and the label of a destination
vertex it is possible to determine in constant time the neighbor of the source vertex that leads towards the destination.A
similar result was independently obtained in [29]. These routing schemes for trees serve as a base for designing routing
strategies for more general graphs. Indeed, if there is a family of spanning trees such that for each pair of vertices of
a graph, there is a tree in the family containing a low-stretch path between them, then the tree routing scheme can be
applied within that tree.
This approach was used in [10] to obtain a routing scheme of deviation 2 with labels of size O(log3n/ log log n) bits
per vertex and O(1) routing protocol for chordal graphs. The scheme uses the notion of tree-decomposition introduced
in [27]. There, a family of spanning trees is a collection of Breadth-First-Search trees associated with each node of the
tree-decomposition. It is shown that, despite the fact that the size of the family can be O(n), it is enough for each vertex
to keep routing labels of only O(log n) trees and, nevertheless, for each pair of vertices, a tree containing a low-stretch
path between them can be determined in constant time.
In this paper we reﬁne the notion of tree-decomposition by introducing acyclic (R,D)-clustering, where clusters are
subsets of vertices of a graph and R and D are the maximum radius and the maximum diameter, respectively, of these
subsets.We develop a routing scheme for graphs admitting induced acyclic (R,D)-clustering where the induced radius
and the induced diameter of each cluster are at most 2. We show that, by constructing a family of special spanning
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trees, one can produce a routing scheme of deviation 2R with labels of size O(log3n/ log log n) bits per vertex and
O(1) routing protocol for these graphs. Our routing strategy is inspired by and based on the work of Dourisboure and
Gavoille [10]. Recently we learned that [9], too, generalizes the approach taken in [10] and obtains a routing scheme of
deviation 2D with labels of size O(D log3n) bits per vertex and O(log(D log n)) routing protocol for the so-called
tree-length D graphs [9] (which turns out to be equivalent to the class of graphs admitting acyclic (D,D)-clustering).
We investigate some special graph classes admitting induced acyclic (R,D)-clustering with induced radius and
diameter less than or equal to 2, namely, chordal bipartite, homogeneously orderable, and interval graphs. We achieve
the deviation = 1 for interval graphs and = 2 for chordal bipartite and homogeneously orderable graphs, while the
routing schemes of [9,10] produce = 2 for interval graphs and = 4 for chordal bipartite graphs. To the best of our
knowledge this is the ﬁrst routing scheme that is presented for homogeneously orderable graphs. Note that they include
such well known families of graphs as distance-hereditary graphs, strongly chordal graphs, dually chordal graphs as
well as homogeneous graphs (see [4]). Additionally, we achieve a constant time routing protocol and slightly lower
memory requirements for chordal bipartite graphs (from [9] one could infer for chordal bipartite graphs a scheme with
labels of size O(log3n) bits per vertex and O(log log n) routing protocol).
2. Preliminaries
All graphs occurring in this paper are connected, ﬁnite, undirected, loopless, and without multiple edges. For a subset
S ⊆ V of vertices of G, let G(S) be a subgraph of G induced by S. By n= |V | we denote the number of vertices in G.
The distance distG(u, v) between vertices u and v of a graph G = (V ,E) is the smallest number of edges in a path
connecting u and v. The distance between a vertex u ∈ V and a set S is distG(u, S)= minv∈S{distG(u, v)}. The radius
of a set S in G is radG(S) = minv∈S{maxu∈S{distG(v, u)}} and the diameter is diamG(S) = maxv,u∈S{distG(v, u)}.
The induced radius of a set S is rad(S) = minv∈S{maxu∈S{distG(S)(v, u)}} and the induced diameter is diam(S) =
maxv,u∈S{distG(S)(v, u)}. A vertex v ∈ S such that distG(S)(u, v)rad(S) for any u ∈ S is called a central vertex of
S. Also, we denote by NG(v) = {u ∈ V : uv ∈ E} the neighborhood of a vertex v in G and by NG[v] = NG(v) ∪ {v}
the closed neighborhood of v in G. The kth neighborhood Nk(v) of a vertex v of G is the set of all vertices of distance
k to v: NkG(v) = {u ∈ V : distG(u, v) = k}.
Our concept of acyclic (R,D)-clustering is a tree-decomposition introduced by Robertson and Seymour [27], except
that our clusters additionally have to satisfy bounds on the radius and the diameter.
Deﬁnition 1. A graph G = (V ,E) admits an acyclic (R,D)-clustering if there exists a tree T whose nodes C =
{C1, C2, . . . , C} are subsets of V , called clusters, such that the following holds:
1.
⋃
C∈C C = V ;
2. for any edge uv ∈ E, there exists C ∈ C such that u, v ∈ C;
3. for all X, Y,Z ∈ C, if Y is on the path from X to Z in T then X ∩ Z ⊆ Y ;
4. maxC∈C{radG(C)}R and maxC∈C{diamG(C)}D, where R and D are non-negative integers.
T is called a tree-decomposition of G. The value  = |C| is called the size of the clustering, R and D are called the
radius of clustering and the diameter of clustering, respectively.We assume that acyclic clustering is reduced, meaning
that no cluster is contained in any other cluster (clearly any acyclic clustering can be reduced).
We say that a graph G = (V ,E) admits an induced acyclic (R,D)-clustering if maxC∈C{rad(C)}R and
maxC∈C{diam(C)}D, where R and D are non-negative integers called the induced radius of clustering and the
induced diameter of clustering, respectively. An example of a graph admitting an induced acyclic (1,2)-clustering is
given in Fig. 1.
We will use the following two properties of acyclic clustering.
Lemma 1. Let G be a graph admitting an acyclic (R,D)-clustering and C be its set of clusters. For any clusters X,Y
and Z from C there exists a cluster C ∈ C such that (X ∩ Y ) ∪ (X ∩ Z) ∪ (Z ∩ Y ) ⊆ C.
Proof. Let QXY , QXZ , and QZY be the paths of T between X and Y, X and Z, and Z and Y, respectively. By condition
3 of Deﬁnition 1, any node of QXY contains X ∩ Y , any node of QXZ contains X ∩Z, and any node of QZY contains
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Fig. 1. A graph admitting an induced acyclic (1,2)-clustering and its tree-decomposition.
Z ∩ Y . Since T is a tree, QXY ∩ QXZ ∩ QYZ = ∅. Therefore, a cluster C such that C ∈ QXY ∩ QXZ ∩ QYZ exists
and C ⊇ (X ∩ Y ) ∪ (X ∩ Z) ∪ (Z ∩ Y ) holds. 
Corollary 1. Let G be a graph admitting an acyclic (R,D)-clustering andC be its set of clusters. Let {C0, C1, . . . , Cp}
⊆ C be a set of clusters such thatC0∩Ci = ∅ for 1 ip and there exists a vertex x ofG such that x ∈ ∩{Ci : 1 ip}.
Then there exists a cluster C ∈ C such that⋃pi=1{Ci ∩ C0} ∪ {x} ⊆ C.
Proof. First, by Lemma 1 applied to C0, C1, and C2, there exits a cluster C′ containing (C0 ∩C1) ∪ (C0 ∩C2) ∪ {x}.
Now assume, by induction, that there exists a clusterC′′ such that
⋃k
i=1{Ci ∩C0}∪{x} ⊆ C′′, where k <p. By Lemma
1 applied to C0, C′′, and Ck+1, there exists a cluster C∗ such that
⋃k+1
i=1 {Ci ∩ C0} ∪ {x} ⊆ C∗. 
We will need also the following well-known characterization of chordal graphs [5,7,8]. Recall that a graph is chordal
if it does not contain any induced cycles of length greater than 3. A vertex v ∈ V is simplicial in G if NG(v) is a clique
in G.
Theorem 1 (Buneman [5], Diestel [7], Dirac [8]). Let G be a graph. The following statements are equivalent:
1. G is a chordal graph.
2. There exists a tree-decomposition T of G where nodes of T are the maximal cliques of G.
3. G has a perfect elimination ordering, i.e., an ordering v1, v2, . . . , vn of vertices of G such that for any i, i ∈
{1, 2, . . . , n}, vertex vi is simplicial in the graph G(vi, . . . , vn), a subgraph of G induced by vertices vi, . . . , vn.
Lemma 2. The following statements are equivalent.
1. A graph G = (V ,E) admits an acyclic (R,D)-clustering.
2. For a graphG=(V ,E) there exists a graphG+=(V ,E+) such thatE ⊆ E+,G+ is chordal, and for any maximal
clique X of G+, diamG(X)D and radG(X)R.
Proof. (1) ⇒ (2)Assume thatG= (V ,E) admits an acyclic (R,D)-clustering with the cluster setC. Consider a graph
G+ = (V ,E+), where E+ = {uv : u, v ∈ V and there exists a cluster C ∈ C such that u, v ∈ C}. By condition 2
of Deﬁnition 1, E ⊆ E+. By construction of G+, any cluster C ∈ C is a clique in G+. We will show that C is a
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maximal clique of G+ as follows. Assume that C = {c1, c2, . . . , cp} and, by contradiction, there exists a vertex x ∈ V
such that x /∈C and C ⊆ NG+(x). By construction of G+, there must be a cluster C1 ∈ C such that x, c1 ∈ C1.
Assume, by induction hypothesis, that there exists a cluster Ck ∈ C such that x, c1, c2, . . . , ck ∈ Ck , k <p. Since
xck+1 ∈ E+, there exists a cluster Ck+1 such that x, ck+1 ∈ Ck+1. Applying Lemma 1 to C, Ck and Ck+1, we obtain
that there exists a cluster C′ such that (C ∩ Ck) ∪ (C ∩ Ck+1) ∪ (Ck ∩ Ck+1) = {x, c1, . . . , ck, ck+1} ⊆ C′. Thus,
there must exist a cluster Cp such that x, c1, . . . , cp ∈ Cp and C ⊂ Cp, This contradiction with acyclic clustering
being reduced establishes that any node of T is a maximal clique in G+. It is easy to see that T is a tree-decomposition
for G+.
Let now X = {x1, x2, . . . , xp} be a maximal clique of G+. We will show that there exists a cluster C ∈ C such that
X = C. By construction of G+, there exists a cluster containing x1 and x2. Assume, by induction, that there exists a
cluster C′ ∈ C such that x1, x2, . . . xk ∈ C′, k <p. Since there are edges xk+1xi in G+ (1 ik), there exist clusters
Ci such that xk+1, xi ∈ Ci . Notice that xi ∈ C′ ∩Ci = ∅, 1 ik, and xk+1 ∈ Ci ∩Cj for 1 i = jk. By Corollary
1, there exists a cluster C∗ such that {x1, x2, . . . , xk, xk+1} ⊆ C∗. Thus, we proved that for any maximal clique X of
G+ there exists a cluster C such that X ⊆ C. Taking into account that any cluster C of T is a maximal clique in G+,
we immediately have X = C. Thus, by Theorem 1, G+ is a chordal graph.
Since the radius and the diameter of clusters in G are R and D, correspondingly, we immediately have that for any
maximal clique X of G+, diamG(X)D and radG(X)R.
(2) ⇒ (1) Since G+ is chordal, by Theorem 1, there exists a tree-decomposition T for G+, where clusters are
the maximal cliques of G+. Since G and G+ have the same vertex set and E ⊆ E+, it is easy to see that T is a
tree-decomposition for G. Since for any maximal clique X of G+, diamG(X)D and radG(X)R, we immediately
conclude that G admits an acyclic (R,D)-clustering. 
Since a chordal graph can have at most n maximal cliques [21], from the proof of Lemma 2 we obtain that any
acyclic (R,D)-clustering has at most n clusters, i.e., n.
3. Routing scheme
Let G be a graph that admits an acyclic (R,D)-clustering and T be a tree-decomposition associated with it. We
assume that T is rooted (say, at C1). In a rooted tree T, ncaT (X, Y ) denotes the nearest common ancestor of nodes X
and Y of T.
Deﬁnition 2. For every vertex u of G, the ball of u, denoted by B(u), is a node Z of T with minimum depth such that
u ∈ Z.
It is well known that any tree T with  nodes has a node C, called a centroid and computable in O() time, such
that any maximal by inclusion subtree of T, not containing C (i.e., any connected component of T \C), has at most
/2 nodes. For the tree T of acyclic clustering we build a hierarchical tree H recursively as follows. All nodes of T are
nodes in H. The root of H is C, a centroid of T, and the children are the roots of the hierarchical trees of the connected
components of T \C. Note that the height of H is O(log ). The hierarchical tree for the graph in Fig. 1 is given
in Fig. 2.
Let G = (V ,E) be a graph that admits an induced acyclic (R,D)-clustering with R2 and D2. Let X be a node
of H and u be a vertex of G such that u /∈X and B(u) is a descendant of X in H. Let P = {u= z0, z1, z2, . . . , zk = x∗},
x∗ ∈ X, be a shortest path of G from u to X.
Let C0 = B(u) and Ci be the cluster closest to Ci−1 in T such that zi−1, zi ∈ Ci , 1 ik. Note that such clusters
exist by condition 2 of Deﬁnition 1. Let Qi be the shortest path in T between Ci−1 and Ci , 1 ik. Let Qk+1 be
the shortest path in T between Ck and X. Observe that, by condition 3 of Deﬁnition 1, zi−1 ∈ Y for all Y ∈ Qi . Let
Q(P ) =⋃k+1i=1Qi be a path between B(u) and X and Q′ be the shortest path between B(u) and X in T. Note that, in
general, Q(P ) is not a simple path, and Q′ ⊆ Q(P ) for any path P between u and X.
For any two clustersY and Z such that Y,Z ∈ Q′, we say thatY precedes Z, denoted by Y ≺ Z, ifY is closer to B(u)
in T than Z. We use a notation YZ if Y ≺ Z or Y = Z.
Lemma 3. There exists a shortest path P = {u = z0, z1, z2, . . . , zk = x∗} between u and X such that Q(P ) = Q′.
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Fig. 2. A hierarchical tree H for the graph in Fig. 1.
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Fig. 3. Arrangements of clusters Ci−1, Ci , and C′i in T.
Proof. Obviously, C0 = B(u) ∈ Q′ for any P. Assume, by induction, that there exists a path P = {z0, z1, z2, . . . , zk}
between u and X such that Cl ∈ Q′ for 0 l i − 1<k and C0C1 · · ·Ci−1. We will show that there exists a
path P ′ between u and X such that C′l ∈ Q′ for 0 l i and C′0C′1 · · ·C′i−1C′i as follows (see Fig. 3 for an
illustration).
Let C be a cluster closest to Ci in T such that C ∈ Q′. Since X ∈ Q′, there exists an integer p such that i <pk+ 1
and C ∈ Qp. Let j > 0 be the smallest number such that C ∈ Qi+j . Notice that zi+j−1 ∈ C. Since zi−1 ∈ C and C
has diameter 2, we immediately obtain that 1j2. Note that zi /∈C, otherwise C = Ci ∈ Q′, a contradiction with
Ci /∈Q′. Thus, j = 2, and C contains zi+1.
We claim that Ci−1 ≺ C. Otherwise, Ci−1 would contain either zi , meaning Ci =Ci−1 ∈ Q′, a contradiction, or zq ,
q > i, which is not possible, since Ci−1 has diameter 2 and P is a shortest path.
Let C∗ be the cluster closest to Ci−1 in T such that zi+1 ∈ C∗. Since zi+1 /∈Ci−1, we have Ci−1 ≺ C∗C. Since
C∗ is on the path in T between Ci−1 and Ci , by condition 3 of Deﬁnition 1, zi−1 ∈ C∗. Recall that P is a shortest path
and, therefore, zi−1 and zi+1 are not adjacent in G. Since C∗ has induced diameter 2, there exists a vertex z∗ ∈ C∗
such that z∗ is adjacent to both zi−1 and zi+1.
We replace zi with z∗ in P and obtain a new shortest path
P ′ = {z0, z1, . . . , zi−1, z∗, zi+1, . . . , zk}.
Clearly, the paths Q(P ′) and Q(P ) have a common preﬁx
⋃i−1
i=1Qi .
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Fig. 4. Q-simple path algorithm.
Let C′i be the cluster closest to Ci−1 such that zi−1, z∗ ∈ C′i . We will prove that C′i ∈ Q′ and Ci−1C′i as follows.
Assume, by contradiction, that C′i /∈Q′. Let C′′i be the cluster closest to C′i in T such that C′′i ∈ Q′. Since C′′i is on the
path in T between C′i and C∗, z∗ ∈ C′i and z∗ ∈ C∗, by condition 3 of Deﬁnition 1, z∗ ∈ C′′i . Similarly, since C′′i is on
the path in T between C′i and Ci−1, zi−1 ∈ C′i and zi−1 ∈ Ci−1, by condition 3 of Deﬁnition 1, zi−1 ∈ C′′i . Obviously,
C′′i is closer to Ci−1 than C′i . Since z∗, zi−1 ∈ C′′i , we obtain a contradiction, which proves C′i ∈ Q′.
It remains to prove that Ci−1C′i . Consider other possibilities. If Ci−2 ≺ C′i ≺ Ci−1, then, by condition 3 of
Deﬁnition 1, zi−2 ∈ C′i . In this case, C′i is the cluster containing zi−2 and zi−1 and closer to Ci−2 than Ci−1, a
contradiction. If C′iCi−2, then C′i contains a vertex zi−j , j > 2, which is not possible since z∗ ∈ C′i , C′i has diameter
2, and P is a shortest path. Thus, Ci−1C′i . 
Such path P is called Q-simple and can be constructed in O(n2) time by Algorithm Q-simple path presented in
Fig. 4. The correctness of the algorithm follows from the proof of Lemma 3.
Lemma 4. Let P be a Q-simple shortest path between u and X. Let W ={w ∈ P : B(w) /∈Q′ =Q(P )}. Then |W |3.
Proof. By Lemma 3, for each w ∈ P there exists a cluster Cw ∈ Q′ such that w ∈ Cw. By Deﬁnition 2, for w ∈ W ,
B(w) ∈ Q∗ holds, where Q∗ is the path between Cw and the root of T.
Clearly, B(w) /∈Q′ ∩Q∗, otherwise B(w) ∈ Q′. Thus, B(w) is on the path between ncaT (B(u),X) and the root of
T. Since w ∈ Cw, w ∈ B(w), and ncaT (B(u),X) is on the path between Cw and B(w), by condition 3 of Deﬁnition 1,
w ∈ ncaT (B(u),X) for allw ∈ W . Since the diameter of clusters is 2, andP is a shortest path, |P ∩ncaT (B(u),X)|3.
Thus, |W |3. 
Corollary 2. Let P be a Q-simple shortest path from u to X in G. There are no more than 3 vertices z of P such that
B(z) is not a descendant of X in H.
Proof. Let z be a vertex of P. Assume that B(z) ∈ Q′ = Q(P ) and consider possible arrangements of nodes X, B(u),
and B(z) in H, taking into account that X is an ancestor of B(u) in H. First, note that B(z) cannot be an ancestor of X
in H, otherwise during the construction of hierarchical subtree rooted at B(z), B(u) and X would belong to different
connected components of T \{B(z)}, and, therefore, X could not be an ancestor of B(u) in H. Second, if there exists a
nodeY such that X and B(z) are descendants ofY in H, then Y ∈ Q′, and, again, during the construction of hierarchical
subtree rooted atY, B(u) and X would belong to different connected components of T \{Y }, and, therefore, X could not
be an ancestor of B(u) in H. Thus, if B(z) ∈ Q′, then the only possible arrangement is that B(z) is a descendant of X
in H. If B(z) /∈Q′, then, by Lemma 4, the number of such vertices z is bounded by 3. 
Lemma 5. Let u and v be two vertices of G and X = ncaH (B(u), B(v)), then X is a separator between u and v in G.
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Proof. Let P = {u = z0, z1, z2, . . . , zk = v} be a path from u to v and C0 = B(u). Let Ci be the cluster closest to
Ci−1 in T such that zi−1, zi ∈ Ci , 1 ik. Note that such clusters exist by condition 2 of Deﬁnition 1. Let Qi be
the shortest path in T between Ci−1 and Ci , 1 ik. Let Qk+1 be the shortest path in T between Ck and B(v). Let
Quv(P ) =⋃k+1i=1Qi be a path between B(u) and B(v) and Q′uv be the shortest path between B(u) and B(v) in T.
Note that Q′uv ⊆ Quv(P ) for any path P between u and v. By condition 3 of Deﬁnition 1, zi−1 ∈ Y for all Y ∈ Qi ,
1 ik + 1. Thus, any node of Quv(P ) and, hence, any node of Q′uv contains a vertex of any path P between u and
v. By construction of H, X ∈ Q′uv and, therefore, X is a separator between u and v. 
For any nodeX ofH, we construct a tree inG in the followingway. LetU be a set of vertices ofG such thatU ⊆ {V \X}
andB(u) is a descendant ofX inH foru ∈ U . First, for eachu ∈ U , we construct aQ-simple shortest pathP(u) from u to
X. Second, we construct a tree t (X) spanning X such that its diameter diamt (X) =maxx1,x2∈X{distt (x1, x2)} is minimal.
Clearly, diamt (X)2R. Finally, we build a graph GX =⋃u∈UP (u) ∪ t (X) and construct in a Breadth-First-Search
manner starting from t (X) a special spanning treeT of GX.
Lemma 6. A spanning treeT of GX can be constructed in such a way that for any u ∈ U , the path ofT from u to X
contains at most three vertices z such that B(z) is not a descendent of X in H.
Proof. Let P(u) be a path in GX from u ∈ U to X and W(P (u)) = {z ∈ P(u) : B(z) is not a descendant of X in H }.
Let Li = {v ∈ V (GX) : distGX(v,X)= i}, i0, be the BFS-layers of GX with respect to X. A spanning treeT of GX
can be constructed starting from t (X) in the following way. For all u ∈ L1, the parent(u) is a vertex x ∈ X such that
|W(P (u))| is minimum, where P(u) is the path {u, x} of GX. For all u ∈ Li , i > 1, parent(u) is a neighbor v ∈ Li−1
of u in GX such that |W(P (u))| is minimum, where P(u) = {u, P (v)}. The above construction guarantees that u is
connected to X inT via a path P(u) with minimum possible |W(P (u))|. Since there is a path in GX between u ∈ U
and X that is Q-simple, by Corollary 2, |W(P (u))|3 for any u ∈ U . 
Lemma 7. Let u and v be two vertices of G, X = ncaH (B(u), B(v)),T be the tree associated with X, and PT be a
path from u to v inT. Then there are no more than seven vertices z, such that z ∈ PT and B(z) is not a descendant of
X in H.
Proof. By Lemma 6, there are at most 3 such vertices on the path between u and X and there are at most 3 more such
vertices on the path between v and X. Since X has induced diameter 2, there is at most 1 other such vertex of X that is
on the path between u and v inT. 
Lemma 8. Let u and v be two vertices of G, X = ncaH (B(u), B(v)), and T be the tree associated with X, then
distT(u, v)distG(u, v) + , where diamt (X).
Proof. By Lemma 5, X is a separator between u and v. Let PG be a shortest path from u to v in G. Let u′ ∈ PG be the
vertex closest to u such that u′ ∈ X and let v′ ∈ PG be the vertex closest to v such that v′ ∈ X. Clearly,
distG(u, v) = distG(u, u′) + distG(u′, v′) + distG(v′, v). (1)
Similarly, let PT be the path from u to v inT. Let u′′ ∈ PT be the vertex closest to u such that u′′ ∈ X and let
v′′ ∈ PT be the vertex closest to v such that v′′ ∈ X. Clearly,
distT(u, v) = distT(u, u′′) + distT(u′′, v′′) + distT(v′′, v). (2)
From (1) and (2), we have
distT(u, v) = distG(u, v) + [distT(u, u′′) − distG(u, u′)]
+ [distT(u′′, v′′) − distG(u′, v′)] + [distT(v′′, v) − distG(v′, v)]. (3)
We observe that, by construction ofT, distT(v′′, u′′)diamt (X), distT(u, u′′)distG(u, u′), and distT(v′′, v)
distG(v′, v). Thus, from (3), we immediately have that distT(u, v) distG(u, v) + where diamt (X). 
1466 F.F. Dragan, I. Lomonosov / Discrete Applied Mathematics 155 (2007) 1458–1470
Theorem 2. If a graph G admits an induced acyclic (R,D)-clustering with R2 and D2, then G has a loop-free
routing scheme of deviation 2R with addresses and routing labels of size O(log3n/ log log n) bits per vertex and
O(1) routing protocol.
Proof. We associate a treeT(X), constructed as described above, with each node X of the hierarchical tree H. Each
vertex u of G only stores routing information for treesT(X) such that B(u) is a descendant of X. Since the height of H
is at most log n, there are at most log n such trees. For every pair of vertices u and v we can ﬁndX=ncaH (B(u), B(v)).
This can be done in constant time by introducing a binary label of O(log n) bits in the address of each vertex [19]. By
Lemma 8, we have distT(u, v)distG(u, v) + , where diamt (X)2R.
To implement the routing in the treeT(X) we use the scheme presented in [15]. This scheme uses addresses and
labels of length O(log2n/ log log n) bits and runs in constant time.
Along the route between u and v in T(X), there might be vertices w such that B(w) is not a descendant of X in
H and therefore w does not have the routing label for the tree T(X). By Lemma 7, the number of such vertices is
constant. We store in advance port numbers for such vertices in routing labels, which requires each vertex u to have an
additional O(log n)-bit label for each of log n trees. 
We distinguish a special case of induced acyclic clustering with radius R = 1.
Corollary 3. If G admits an induced acyclic (R,D)-clustering with R = 1 and D2, then G has a loop-free routing
scheme of deviation 2 with addresses and routing labels of size O(log3n/ log log n) bits per vertex and O(1) routing
protocol.
4. Chordal bipartite graphs
A bipartite graph is chordal bipartite if it does not contain any induced cycles of length greater than 4 [21].
Let G= (X ∪ Y,E) be a chordal bipartite graph. We construct a graph G+ = (X ∪ Y,E+) by adding edges between
any two vertices x1, x2 ∈ X for which there exists a vertex y ∈ Y such that x1y, x2y ∈ E.
Lemma 9. The graph G+ is chordal.
Proof. First notice that any y ∈ Y is simplicial in G+ by construction of G+. Assume now, by contradiction, that
there is an induced cycle Cp of length p, p> 3, in G+. Necessarily, all vertices of Cp are from part X of G, since
Cp is induced and all vertices from Y are simplicial in G+. Let Cp = {x1, x2, . . . , xp, x1}. For any edge xixi+1 of
Cp (including edge xpx1), since it is not an edge of G, there must be a vertex yi ∈ Y such that both xi and xi+1 are
adjacent to yi in G. Also, since Cp is induced in G+, yi is not adjacent to any other vertex of Cp. Therefore, a cycle
{x1, y1, x2, y2, . . . , xp, yp, x1} of G must be induced. But, since its length is 2p8, a contradiction with G being a
chordal bipartite graph arises. 
Lemma 10. For any maximal clique C of G+ there exists a vertex y ∈ Y such that NG[y] = C.
Proof. Let |C| = p. First note that, by construction of G+, the clique C can contain at most one vertex from Y. If C
contains a vertex from Y (say y ∈ C ∩ Y ) then for all v ∈ C\{y}, vy is an edge of G, and therefore C ⊆ NG[y] must
hold. Let now C ∩ Y = ∅. By induction on p, we will show that there exists a vertex y ∈ Y such that C ⊂ NG[y].
Since G is connected, any vertex x ∈ C ⊆ X has a neighbor in Y. Also, by construction of G+, for any edge
uv of G+ with u, v ∈ X there must exists a vertex y ∈ Y adjacent to both u and v. Assume now, by induction,
that each p − 1 vertices of C have a common neighbor y ∈ Y . Consider three different vertices a, b, and c in C
and three corresponding vertices a′, b′, and c′ in Y such that C\{a} ⊂ NG[a′], C\{b} ⊂ NG[b′], and C\{c} ⊂
NG[c′]. Since the graph G cannot have any induced cycles of length 6, the cycle {a, b′, c, a′, b, c′, a} of G cannot be
induced. Without loss of generality, assume that a is adjacent to a′ in G. But then, all p vertices of C are contained
in NG[a′]. 
From Lemmas 2, 9, and 10 we immediately establish the following result.
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Lemma 11. Any chordal bipartite graph G admits an induced acyclic (R,D)-clustering with R = 1 and D = 2.
Moreover, C= {C1, C2, . . . , C|Y |}, where Ci = NG[yi], yi ∈ Y .
Recalling Corollary 3, we conclude.
Theorem 3. Any chordal bipartite graph G admits a loop-free routing scheme of deviation = 2 with addresses and
routing labels of size O(log3n/ log log n) bits per vertex and O(1) routing protocol.
5. Homogeneously orderable graphs
A non-empty set U ⊆ V is homogeneous in G = (V ,E) if all vertices of U have the same neighborhood in
V \U . The disk of radius k centered at v is the set of vertices of distance at most k from v: D(v, k) = {u ∈ V :
distG(u, v)k}=⋃ki=0Ni(v). ForU ⊆ V we deﬁneD(U, k)=
⋃
u∈UD(u, k). The kth powerGk of a graphG=(V ,E)
is the graph with vertex set V and edges between vertices u and v with distance distG(u, v)k. A subset U of V is a
k-set of G if U induces a clique in Gk .
A vertex v of G with |V |> 1 is h-extremal if there is a proper subset H ⊂ D(v, 2) which is homogeneous in G and
for which D(v, 2) ⊆ D(H, 1) holds. A vertex ordering v1, . . . , vn is a homogeneous elimination ordering of vertices
of G if for every i, vi is h-extremal in the induced subgraph Gi =G(vi . . . vn). G is homogeneously orderable if it has a
homogeneous elimination ordering. As it was shown in [3], homogeneously orderable graphs include such well known
classes of graphs as distance-hereditary graphs, strongly chordal graphs, dually chordal graphs, and homogeneous
graphs (for the deﬁnitions see [4]).
Let U1, U2 be disjoint sets in V. If every vertex of U1 is adjacent to every vertex of U2 then U1 and U2 form a join,
denoted by U1U2. A set U ⊆ V is join-split if U is the join of two non-empty sets, i.e., U = U1U2.
The following theorem represents a well-known characterization of homogeneously orderable graphs.
Theorem 4 (Brandstädt et al. [3]). G is homogeneously orderable if and only if G2 is chordal and every maximal
2-set of G is join-split.
Taking into account Lemma 2 and considering G+ = G2, we immediately conclude.
Corollary 4. Any homogeneously orderable graph G admits an induced acyclic clustering with R= 2 and D= 2. The
cluster set C is the collection of all maximal 2-sets of G.
This corollary and Theorem 2 already imply for homogeneously orderable graphs existence of a loop-free routing
scheme of deviation  = 4 with addresses and routing labels of size O(log3n/ log log n) bits per vertex and O(1)
routing protocol. In what follows, we will show that, in fact, the scheme described in Section 3 gives for homogeneously
orderable graphs a routing scheme of deviation = 2.
For a vertex function r : V →N (note that zero is assumed to be a natural number), a clique C ⊆ V r-dominates
a subset S ⊆ V if for each vertex u ∈ S\C there is a vertex x ∈ C such that distG(u, x)r(u) holds. We will use the
following known result.
Theorem 5 (Dragan and Nicolai [13]). For any homogeneously orderable graph G with vertex function r : V →N
and for any subset S of V , S is r-dominated by some clique C if and only if distG(x, y)r(x)+r(y)+1 for all x, y ∈ S.
Lemma 12. Let U =U1U2 be a maximal 2-set of a homogeneously orderable graph G, z be a vertex of G such that
z /∈U , and d = distG(z, U) be the distance between z and the set U. Then, for any two vertices v,w ∈ U such that
distG(z, v) = distG(z,w) = d , either v,w ∈ U1 or v,w ∈ U2 holds.
Proof. Assume, by way of contradiction, that v ∈ U1 and w ∈ U2. Since U is join-split, distG(v,w) = 1. Let
S = {z, v,w} and a vertex function r be deﬁned as r(z) = d − 1, r(v) = r(w) = 0 and r(u) = diam(G) :=
diamG(V ) for any u ∈ V \S . Note that the inequality distG(x, y)r(x) + r(y) + 1 holds for all x, y ∈ S.
According to Lemma 5, S is r-dominated by a clique C ⊆ V . Thus, there must be a vertex z′ ∈ C such that
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distG(z′, v) = distG(z′, w) = 1 and distG(z, z′) = d − 1. It is easy to see that distG(z′, u)2 for any u ∈ U and,
since U is a maximal 2-set, z′ ∈ U must hold. Since distG(z, z′) = d − 1, we obtain distG(z, U) = d − 1, which is a
contradiction. 
Let T be a tree decomposition of a homogeneously orderable graph G= (V ,E) and H be its hierarchical tree. With
each node X = U1U2 of H we associate a spanning treeT of GX as described in Section 3, where a spanning tree
t (X) of X is constructed as follows. Beginning at an arbitrary vertex s1 ∈ U1, we visit all vertices inU2, then continuing
from any vertex s2 ∈ U2, we visit all vertices in U1\{s1}. Clearly, diamt (X) = 3.
Lemma 13. Let u and v be two vertices of a homogeneously orderable graph G, X = ncaH (B(u), B(v)), andT be
a tree associated with node X. Then distT(u, v) distG(u, v) +  with = 2.
Proof. From Lemma 8, we have
distT(u, v) = distG(u, v) + [distT(u, u′′) − distG(u, u′)]
+ [distT(u′′, v′′) − distG(u′, v′)] + [distT(v′′, v) − distG(v′, v)], (4)
where u′ and u′′ are vertices closest to u such that u′ ∈ PG, u′′ ∈ PT, u′, u′′ ∈ X, v′ and v′′ are vertices closest to v
such that v′ ∈ PG, v′′ ∈ PT, v′, v′′ ∈ X, and PG and PT are shortest paths from u to v in G and inT, respectively.
We notice that, by construction ofT, distT(v′′, u′′)3, distT(u, u′′)distG(u, u′), and distT(v′′, v)distG(v′, v).
Hence, distT(u, v)distG(u, v)+2, if at least one of the following holds: distT(u, u′′)< distG(u, u′), distT(v′′, v)<
distG(v′, v), or distT(u′′, v′′)< 3.
Therefore, assume that distT(u, u′′) = distG(u, u′), distT(v′′, v) = distG(v′, v), and distT(u′′, v′′) = 3. Since
distT(u′′, v′′)= 3, u′′ and v′′ belong to different parts of U =U1U2. Without loss of generality, assume that u′′ ∈ U1
and v′′ ∈ U2. Since distT(u, u′′) = distG(u, u′′) = distG(u, u′) and distT(v′′, v) = distG(v′′, v) = distG(v′, v), by
Lemma 12, we have u′ ∈ U1 and v′ ∈ U2. Thus, u′ = v′, i.e., distG(u′, v′)> 0, and from (4) we immediatelyhave
distT(u, v)distG(u, v) + , where = 2. 
Taking into account Theorem 2, we obtain the following.
Theorem 6. Anyhomogeneously orderable graphGadmits a loop-free routing schemeof deviation=2with addresses
and routing labels of size O(log3n/ log log n) bits per vertex and O(1) routing protocol.
6. Interval graphs
The intersection graph of a family of n sets is the graph where the vertices are the sets, and the edges are the pairs of
sets that intersect. A graph G is an interval graph if it is the intersection graph of a ﬁnite set of intervals (line segments)
on a line.
Let G = (V ,E) be an interval graph. Since for a given interval graph the interval model of G (i.e., a corresponding
set of intervals) can be constructed in linear O(|V | + |E|) time (see, e.g., [2,6,24]), in what follows, we will assume
that an interval model of G is given.
It is well known [21] that interval graphs form a proper subclass of chordal graphs. Hence, by Theorem 1, we have:
Lemma 14. Any interval graph G admits an induced acyclic (R,D)-clustering with R = D = 1, where clusters are
the maximal cliques of G.
This lemma and Theorem 2 already imply for interval graphs existence of a loop-free routing scheme of deviation
= 2 with addresses and routing labels of size O(log3n/ log log n) bits per vertex and O(1) routing protocol. In what
follows, we will show that even a deviation = 1 can be achieved.
Lemma 15. For any maximal clique X of an interval graph G = (V ,E) there exist two vertices xl and xr such that
distG(v,X) = distG(v, xl) or distG(v,X) = distG(v, xr) for any vertex v ∈ V \X.
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Fig. 5. An interval graph and its interval model. For X = {d, f, h, i}, xr = h and xl = d.
Proof. We consider an interval model of G and consequently assign numbers from 1 to 2n to the endpoints of the line
segments, from left to right. Each vertex v of the graph is represented by a distinct pair of integers l(v), r(v), where
l(v) and r(v) are the numbers of the left and right endpoints of the segment representing vertex v. For any maximal
clique X, let xl be a vertex of X such that l(xl) is smallest and xr be a vertex of X such that r(xr) is largest. See Fig. 5
for an illustration.
Let x be a vertex of X such that P = {v, z1, . . . , zk, x} is a shortest path from v to X. By deﬁnition of xl and xr , zk
must be adjacent to xl or to xr . Thus, either P ′ = {v, z1, . . . , zk, xl} or P ′′ = {v, z1, . . . , zk, xr} is a shortest path from
v to X. 
Let H be a hierarchical tree for G. For any node X of H, we construct a spanning treeT of GX in the following way.
Let U be a set of vertices of G such that U ⊆ {V \X} and B(u) is a descendant of X in H for any u ∈ U . For each
u ∈ U , we construct a Q-simple shortest path P(u)= {u, z1, . . . , zk, x} from u to X such that x is either xl or xr . Since
X is a clique, a spanning tree t (X) is a star with center at xl . Finally, we build a graph GX =⋃u∈UP (u) ∪ t (X) and
construct in a Breadth-First-Search manner starting from t (X) a special spanning treeT of GX (see Lemma 6).
Lemma 16. Let u and v be two vertices of an interval graph G, X = ncaH (B(u), B(v)), andT be a tree associated
with X. Then, distT(u, v)distG(u, v) +  with = 1.
Proof. From Lemma 8, have
distT(u, v) = distG(u, v) + [distT(u, u′′) − distG(u, u′)]
+ [distT(u′′, v′′) − distG(u′, v′)] + [distT(v′′, v) − distG(v′, v)], (5)
where u′ and u′′ are vertices closest to u such that u′ ∈ PG, u′′ ∈ PT, u′, u′′ ∈ X, v′ and v′′ are vertices closest to v
such that v′ ∈ PG, v′′ ∈ PT, v′, v′′ ∈ X, and PG and PT are shortest paths from u to v in G and inT, respectively.
Wenotice that, by construction ofT,u′′ and v′′ are xl or xr . Taking into account that distT(v′′, u′′)1, distT(u, u′′)=
distG(u, u′) and distT(v′′, v) = distG(v′, v), from (5), we immediately obtain distT(u, v)distG(u, v) + 1. 
Thus, from Theorem 2, we have the following.
Theorem 7. Any interval graph G admits a loop-free routing scheme of deviation  = 1 with addresses and routing
labels of size O(log3n/ log log n) bits per vertex and O(1) routing protocol.
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