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Introduction
This publication, e-science: The enhanced science, is a collection of conference
papers, reviewed and selected in a double-blind review process by a distinguished
reviewer committee. From the very beginning when John Taylor introduced the term,
e-science did not only comprise infrastructure as an enabler of scientific discovery,
but also “global collaboration in key areas of science” (Taylor 1999). As computer
technologies and digital tools pervade the academic world, it is time to ask what
changes are implied when an “e” is added to science. What is primarily discussed in
Germany and Great Britain under the term e-science corresponds in the USA to the
concept of cyber infrastructures and in Australia to the concept of e-research.
More recently the discourse about e-science has been dealing with collaborative
research that is based on a comprehensive digital infrastructure. This infrastructure
both ultimately integrates all relevant resources for a research domain in a digital
format and provides tools for processing such data. In computing-intensive research
scenarios, e-science includes distribution of computing capacities, supporting collab-
orative processes of a rather inter-institutional character, such as (inter)national
networks. The open innovation approach creates new platforms for developing and
publishing research results. For example the MOVING platform (http://moving-
project.eu/moving-platform/ cf. Vagliano et al. 2018) supports new collaborative
research practices and has become a resource for further research.
In this sense and in addition to the technological aspect (virtualization of hard-
ware), e-science also has a social andpolitics-of-science aspect (cooperative research,
reusability of data and interoperability of digital tools). Although there is the will
to expand e-science methods into the wider economy and society, this development
is occurring slowly. New skill sets are being acquired in the e-humanities, virtual
engineering or visual analytics (Redecker and Punie 2017; Köhler 2018). Yet e-
science also comprises open access, e-learning and grid computing; these changes
are enabled by state funding and public interest. As a result, the concept of e-science
continues to generate new concepts for particular disciplines such as e-geography,
e-humanities, e-medicine or e-engineering.
The 2014 International Conference on Infrastructures and Cooperation in e-
Science and e-Humanities reflected the broad ongoing discussion concerning the










































Fig. 1 Structure of “e-science: the enhanced science”
questions and solutions related to technologies or applications aswell as their implica-
tions for the conduct of science. It investigated digitally enhanced academic initiatives
from technological and socio-scientific perspectives.
This volume is subdivided into five sections representing different perspectives
on e-science, as seen in the figure below. The first section introduces the book and
reviews the literature concerning the definition of e-science. Section 2 provides orga-
nizational and socio-technical perspectives, especially the use of web 2.0 tools from
an individual viewpoint and the successful implementation of such tools from an
organizational viewpoint. As e-science of course relates to information technology,
Section 3 covers IT perspectives, and Section 4 presents domain-specific cases and
experiences. Finally, the proceedings close with future prospects (Fig. 1).
The introductory section of the proceedings Digital research infrastructure: an
overview starts out with C. Koschtial’s contribution, an analysis of the terms covered
by the field of digital research, that is, e-science itself, and related terms like cyber-
science or science 2.0. As e-science is a socio-technical system, it can be approached
from the perspective of the human user, the task or the technology, as identified by
Heinrich (1993, pp. 8). The aim is to identify the dominant approach to e-science, to
distinguish between the different terms and identify how the terms reflect changes
in the prevailing research streams.
Section 2 deals with individual usage of tools and organizational enablement of
this. The first paper of the second section, authored by T. Köhler, C. Lattemann
and J. Neumann, is entitled Organizing Academia Online: Organization models in
e-learning Versus e-science Collaboration, identifies forms of organizational gover-
nance enabling effective e-collaboration for scientists. Organizational governance
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captures (social, output or behavioural) controls that are suitable for effective e-
collaboration in scientific communities. Based on three case studies, the author identi-
fies IT as a key factor in successful virtualization and concludes that there is a need for
virtualized organization models which refer to processes and structure. The second
contribution from in this section byB.Mohamed andT.Köhler investigates individual
researchers and their will to use web 2.0 tools. In the third paper, focus on concep-
tualizing and validating digital research collaboration between novice researchers.
Based on the FISHmodel, an online survey of 140 novice researchers was carried out
and analysed using Partial Least Squares for the analysis of the data. One main result
is that successful usage of online tools enhances the belief in web 2.0 as a useful
instrument. The second main result is that benefits experienced by sharing enhance
motivation for collaboration. Based on an online study comparing Germany as a
whole with the federal state of Saxony, the final contribution of the second section
authored by S. Albrecht, C. Minet, S. Herbst, D. Pscheida and T. Köhler presents
research into the extent to which digital tools are adopted. One finding is that certain
tools are now used by more than the half of the scientists in their daily professional
life, but web 2.0 tools like microblogs and social networking sites are used far less
often.
In Section 3, the focus is on digital tools or information infrastructures, which
have not been considered yet. The first paper contributed by O. Schonefeld, M.
Stührenberg and A. Witt in this section discusses important guidelines for research
infrastructures, which are used to support teaching, research and young researchers.
Regarding IT, research infrastructures should bemaintained in collaboration between
organizations. To reduce costs, energy efficient or green, technologies should be
considered, and secure networks are needed enabling to minimize risks. Concerning
the aspect of information infrastructure, the authors stress the relevance of data
repositories and publication servers in a format that allows the stored documents or
data to be used in the long term. Further important considerations regarding research
infrastructures include copyright laws with specific national regulations and personal
data protection. Accordingly, the authors identify a need for an IT strategy and
corresponding roles such as that of data protection officer in organizations providing
a research infrastructure.
The second paper authored by A. Apaolaza, T. Backes, S. Barthold, I. Bienia, T.
Blume, C. Collyda, A. Fessl, S. Gottfried, P. Grunewald, F. Günther, T. Köhler, R.
Lorenz, M. Heinz, S. Herbst, V. Mezaris, C. Nishioka, A. Pournaras, V. Sabol, A.
Saleh, A. Scherp, U. Simic, A.M.J. Skulimowski, I. Vagliano, M. Vigo, M. Wiese
and T. Zdolšek Draksler introduces MOVING: A User-Centric Platform for Online
Literacy Training and Learning. The platform enables the usage of machine learning
for searching, organizing and managing unstructured data sources. The data sources
comprise but are not limited to publications, videos or social media. The contribution
presents thewebplatform fromauser-centred perspective in order to give an overview
of the functionalities.
The final paper of Section 3 from G. Heyer and V. Boehlke presents a research
infrastructure called CLARIN-D. This is a web-based platform for the e-humanities,
used to collect and provide digital content, with the services needed to store the
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content. One of the most important elements in search content is metadata, which is
shown to be useful for finding data and algorithms.
Section 4 presents cases and experiences in the field of e-science. In the first
paper, M. Heidari and O. Arnold show that fully digitalized scholarly activities such
as online examinations can have a high variability, which presents a manageability
challenge. The authors analyse the variability of legally analogue examprocesses and
prove the necessity for establishing management models. The authors of the second
paper, Designing External Knowledge Communication in a Research Network: The
Case of Sustainable Land Management, examine factors influencing the knowl-
edge communication process. The aim is to find factors in successful communi-
cation between researchers and stakeholders as a representation of collaboration.
The authors describe steps that need to be taken to enable successful communica-
tion: formulate the problem, analyse the situation, define communication objectives,
identify target groups, formulate the message and develop a communication strategy
and activities. S.Münster’s paper,Researching Scientific Structures Via Joint Author-
ships: The Case of Virtual 3D Modelling in Humanities is the last in Section 4. This
case study of scientific structures is an analysis of co-authoring for a defined set
of conferences. The topics are interdisciplinarity, number of publications and co-
authoring, and multipliers. The author identifies multipliers for knowledge in the
field of 3D modelling.
Finally, in Section 5, A. Skulimowski presents a Delphi study trying to shed
some light on future developments in e-science, especially in selected IT technolo-
gies. He focuses on two emerging systems, brain-computer interfaces and global
expert systems that process databases, communication and unstructured formats like
videos. These systems may lead to collective rather than collaborative research, as
one researcher cannot manage the volume of information alone anymore. Another
scenario based on the automated data analyses is that papers can be produced almost
completely with minimal human intervention. In any case, Skulimowski paints an
interesting picture of the future of science.
We hope that you will find this an interesting collection of a wide range of
perspectives, which contributes to your ideas and visions of e-science.
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Understanding e-Science—What Is It
About?
Claudia Koschtial
Abstract Our daily life has experienced significant changes in the Internet age.
The emergence of e-science is regarded as a dramatic one for science. Wikis, blogs,
virtual social networks, grid computing and open access are just a brief selection
of related new technologies. In order to understand the changes, it is necessary to
define these aspects of e-science precisely. Right now, no generally used term or
common definition of e-science exists, which limits the understanding of the true
potential of the concept. Based on a well-known approach to science in terms of
three dimensions—human, task and technology—the author provides a framework
for understanding the concept which enables a distinctive view of its development.
The concept of e-science emerged in coherence with the technological development
of web 2.0 and infrastructure and has reached maturity. This is impacting on the
task and human dimensions as in this context, the letter “e” means more than just
electronic.
Keywords e-Science · Open access · Grid computing · Science 2.0
1 Introduction
The “e” in combination with a number of well-known terms implies a transfor-
mation into online networks and the usage of information technologies, which has
evolved in both private and professional life. Science, in its most general meaning as
scholarship comprising all disciplines, has also been subject to this transformation.
This development is being referred to as electronic/enhanced science, or e-science.
The transformation may enable changes going beyond technology itself. According
to Luskin, the big e means more than just electronic (Luskin 2012). Fausto et al.
(2012) stated this more precisely: “Increasing public interest in science information
in a digital and Science 2.0 era promotes a dramatically, rapid, and deep change
in science itself”. The goal of this paper is to review research as work in progress.
C. Koschtial (B)
Technische Universität Bergakademie Freiberg, Freiberg, Germany
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The resulting literature analysis shows what and how science is changing due to the
impact of using online networks and information technology.
The change in science can be traced back to the 1990s, when the concept of
collaborative laboratories (collaboratories) evolved (Bly et al. 1997, p. 1). In 1996,
the term cyberscience was sharpened by Nentwich (1999) who refers cyberscience
to research activity which scientists were increasingly carrying out in the developing
information and communication space. Taylor (1999) produced a definition close to
this one: “e-science is about global collaboration in key areas of science, and the
next generation of infrastructure that will enable it” and “e-science will change the
dynamic of the way science is undertaken”. The definitions mark just the beginning
of an ongoing transformation. Most recent aspects of e-science contain open access
or science 2.0, referring to the usage of web 2.0 technologies like social networks,
blogs or wikis. The cited definitions share some elements: activity of research, scien-
tists, infrastructure, collaboration, information and communication. Nevertheless, a
common definition does not yet exist, and more diverse terms have emerged since
the first occurrence of this concept. Understanding the potential and extent of the
change requires an analysis of the concept itself. The present research is an initial step
towards this, which can be used as a basis for designing a comprehensive framework
of the concept of e-science in order to support the work of scientists.
The remainder of the paper is as follows: the second section presents related work
and the research gap. The third section explains how the research has been carried
out and how the concept is going to be analysed in order to derive a definition. In
Sect. 4, the results of the analyses are presented, leading to a discussion in Sect. 5.
2 Related Work
Science defines one possible way to make reality understandable. Leaving behind
myth and religion, the ancient Greek philosophy represented an early systematic
examination of the world. It dates from 2500 years ago, when the society transformed
in the search for education and elucidation. Schools evolved, so science was (and
still is) closely connected to teaching (Schülein and Reitze 2012, 31 p.)
Nowadays, there is no common perception or description of the change comprised
by the term e-science (Yahyapour 2018, p. 369). The literature often deals with
open access or particular problems related to data availability. Shneiderman (2012,
p. 1349) stresses the potential for understanding and rethinking how a phenomenon
is analysed. He promotes methodologies that move away from laboratory to real-
world conditions, especially to analyse areas like “secure voting, global environ-
mental protection, energy sustainability, and international development” (Shnei-
derman 2012, p. 1349). Eastman approaches the underlying process of e-science
in terms of data analysis. He formulates an observational-inductive model in order
to reflect on Knowledge Discovery in Databases and Data Sensor High-Performance
Computing Models without a theoretical basis. His idea sounds promising, but he
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provides few arguments for it (Eastman et al. 2005, 67 p.).Work and related organisa-
tional aspects of science like group learning and cooperative processes are addressed
by Pennington (2011, 55 p.).
The mentioned literature is exemplary of a search in three literature databases
(see Sect. 3.1). No general analysis of this area of discourse exists yet, so the usage
and definitions of the terms have not been analysed before. Scientific understanding
depends heavily on these papers, however. In order to sharpen the concept and identify
discussed characteristics of e-science, the present authors performed the following
literature analysis.
3 Research Approach
This section introduces the area of discourse and describes the applied methodology
in Sect. 3.1. The applied research framework is then proposed in Sect. 3.2.
3.1 Research Field and Methodology
The research follows the method proposed by Fettke (2006, 257 p.). The research
process itself demands that researchers have increasingly complex knowledge, which
is usually beyond the borders of their own fields (Reinefeld 2005, p. 4). Two research
challenges can be identified:
• The Internet can be used to search for and communicate information, but success
in identifying information is not guaranteed.
• The vast amount of data is challenging to process in order to identify relevant
content.
The mentioned challenges appear as well for the field of e-science. A couple of
terms being used in e-science comprise some or all the elements mentioned above.
The ones which have been mentioned so far are:
• e-science itself meaning electronic or digitally enhanced science (Hiller 2005,
p.5);
• cyber infrastructure (Hey 2006);
• e-research (University of Technology Sydney 2013);
• cyberscience (Atkins 2005, 1 p.); and
• science 2.0 (Leibnitz 2012).
As these terms appear at different points in time, the meaning has to be reflected
on and trends need to be considered in order to understand the circumstances in
which they arose. Relevant literature was identified by searching the title, abstract
and keywords for the terms “e-science”, “eScience”, “e-research”, “eResearch”,
“science 2.0”, “cyberscience”, “cyberinfrasructure”, “grid computing” and “grid”
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Fig. 1 Heirich’s human—task—technology framework (Heinrich 1993, p. 8) and its adaption to
the field of e-science
togetherwith “e-science” in three databases: EBSCOAcademicSearch,ACMDigital
Library and IEEE XPlore. To increase the amount of results, Google Scholar was
also searched for titles in the period from 1994 to 2005. Digital humanities were
excluded as it refers solely to e-science in the field of humanities.
3.2 Research Framework
A research framework is needed in order to identify the essence of the concept of
e-science and differences between the terms being used.
Science 2.0 includes a range of topics. Shneiderman (2012, p. 1349) identified
research on sociotechnical systems as the basis for an increasing collaboration. Hein-
rich (1993, p. 8) regards sociotechnical information systems as composed of human,
task and technical dimensions; he sees such systems as open, complex and sophis-
ticated. Figure 1 shows the general framework created by Heinrich (left-hand side)
and its adaption to the context of e-science (right-hand side).
Regarding the given definitions, some initial characteristics can be extracted:
scientists, information and communication, infrastructure, collaboration and
research. In order to reflect all aspects of e-science, collaboration is added to the
framework, as this was inherent in all definitions. Figure 2 shows the framework
used.
4 Results
The literature search led to 148 definitions of the selected terms related to e-
science. The most frequent definition was “e-science” (43%), followed by “grid”
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Fig. 2 E-science framework including collaboration
(32%), “science 2.0” (9%), “cyberinfrastructure” (8%), “e-research” (7%) and
“cyberscience” (3%). Table 1 shows the number of definitions per year.
Figure 3 shows the occurrence of these terms over time.
In a second step, the authors analysed the development of the selected definitions
over time and investigated whether the dimensions of the framework werementioned
in each definition. The following examples showkey terms related to each dimension.
• Technical dimension:
– Web 2.0 technologies as a single technology;
– Networks and infrastructure as a collaboration technology.
• Task dimension:
– Publishing, analysing or teaching as single tasks;
– Collaborative projects which may have an interdisciplinary focus.
Table 1 Number of definitions per year
1998–2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012
5 5 5 16 17 15 14 12 10 17 11 11 10
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Fig. 3 Relative frequency of terms related to time
• Human dimension:
– Researcher as human;
– Virtual organisations like social networks.
The next step was to analyse the relations between the three dimensions, human, task
and technology.
5 Discussion of Initial Results
Figure 3 shows that terms like cyberscience or cyberinfrastructure disappeared over
time. The presence of the term e-science is relatively stable over the time, which can
be seen as acceptance and establishment of this term. The frequency of the term grid
is decreasing, which may hint that the technological side of the concept is already
mature, established and needs no further development but that claim needs to be
checked for the next years. Additionally, the funding period of the UK e-Science
Core Programme stopped in 2006, resulting in a reduction of interest in the topic or
at least resulting in a reduced amount of publications.
Figure 4 shows the content analysis of the definitions. Thehumandimensionhas an
approximately stable occurrence over time. But technology is less often mentioned
throughout the analysed period. Regarding technology, the number of definitions
describing collaborative technology as a constitutive characteristic decreases over
time. The term grid is also used less and less over time. Technology seems to be no
longer a challenge, but an enabler. The single resource referring to web 2.0 tech-
nologies is stable over time. In the task dimension, collaborative/interdisciplinary
research projects do not play a significant role. The intention of financial supporting
institutions to encourage collaborative research may play an increasing role—but
such a trend is not visible, yet. Research as task is an increasing part of the defini-
tions, which might be a further hint that the technology itself is mature and the usage
is becoming more important. This allows the concept to be used in more different
fields.
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Fig. 4 Results of the analysis of the human, task and technology dimensions of e-science
Regarding the relations between the dimensions, an important link is emerging
between task and technology. This may be understood as an indicator for increasing
automation. Furthermore, the relation between human and task is the relation that is
increasing most sharply.
The use of the selected terms varied by geographical location and in relation to
public funding programmes in the respective area. The term e-science itself has been
used by the UK e-science Core Programme from 1999 until 2006. Cyberinfrastruc-
ture comes from the USA, and e-infrastructure emerged in Europe. A further term
appeared in 2005 on an initiative of the Australian Research Councils, which was
entitled e-research. The focus here however is not on geographical differences and
funding; this issue requires further investigation.
6 Conclusion
The aim of this paper was to show how the use of the term e-science is changing
through a literature analysis. The initial results show that the concept of e-science
changes over time. One aspect of the concept is technology, referring to infrastructure
and single resources:
• Grid computing is “an important new field, distinguished from conventional
distributed computing by its focus on large-scale resource sharing, innovative
applications, and, in some cases, high-performance orientation” (Foster et al.
2001, p. 200).
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• Web 2.0 technologies are an evolutionary stage in Internet use. Examples are
virtual communities, blogs or wikis (Nentwich 2009).
Furthermore, e-science is oriented to tasks: processing vast amounts of data,
searching for information or publishing content. The task of establishing collab-
orative projects is weakly represented in the analysed literature.
• Open access refers to “The first is a change in the publishing model to one more
suited to the age of the Web; the second, a change in how scientists connect with
society – their major funders through taxation” (e-science talk 2012).
Additionally, the scientist plays an important role in the concept of e-science in two
ways:
• as a single researcher;
• as virtual communities, which exist only in the Internet. They form for a limited
period in time as interdisciplinary groups of regional segregated elements (Mosch
2005). The key characteristic of such units is collaboration.
The changes related to e-science are apparent in all three of Heinrich’s dimensions.
Important concepts like open access or the grid have been attributed to the different
dimensions. Therefore, the potential of e-science is not reduced to electronification,
but expanded to include redesign of tasks, the emergence of virtual organisations
and the rapidly increasing importance of collaboration. Right now, the technology
dimension still dominates the concept, but it is maturing and this will form the basis
for further changes.
It seems necessary to do further research to analyse related technologies and tasks
behind the concept of e-science in more detail in order to provide a sufficient base
for scientists to be able to learn about the potentials of e-science and to convert those
potentials into realised benefits.
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Organising Academia Online
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Abstract Research on organisational arrangements of scholarly networks in both
e-learning and e-research is located at the intersection of different theoretical justifi-
cations and developmental contexts such as organisational theory, computer science,
education science and media informatics. However, there is still a lack of research on
the organisational context of e-learning arrangements and its impact on collaboration
in academic communities. E-learning research shows that the integration of electronic
media in scientific communities negatively impacts their effectiveness and causes
conflicts within communities. Research networks however are far less investigated
as there is not direct didactic focus on how to collaborate. Recent theories on organi-
sational design, virtual organisations and governance provide concepts for organising
e-collaboration more effectively. Managerial instruments such as direct control of
results and behaviours need to be supplemented or even replaced by concepts of
social control; typically trust and confidence become the central mechanisms for
the new forms of inter- and intra-organisational coordination. This paper starts with
concepts. Then, to exemplify the organisational coordination mechanisms in schol-
arly e-communities, the authors critically discuss and reflect on these organisational
arrangements and managerial concepts for two higher education portals and one
research network in Germany. The conclusion is that, just as previous research has
confirmed for educational networks, governance within academic networks relies
heavily on the functionality of social and communicative forms of control.
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1 Introduction
The central aim of this article is to identify forms of organisational governance
(social, output, or behavioural control) that are suitable for effective e-collaboration
in scientific communities. Are “e-learning” and “e-science” fundamentally different
things? Specifically, does e-learning concern teaching, and e-science, research? This
is factually correct, but from an organisation theory perspective, not a sufficient
criterion for differentiation. Above all, the clientele at issue here is the same: the
teaching and research staff of universities. In addition, both activities are carried out
within the same institution. In this respect, comparison is not only possible, it is
mandatory.
Our evaluation is based on both a review of the relevant literature and empirical
studies, some of which were conducted by the authors. Following the classification
of virtual organisations, the main characteristics of organising academic activities
are presented and validated through suitable institutional examples.
2 E-Learning Organisation: Media Integration
as Organisational Development
2.1 Online Technologies in Higher Education
The integration of new media in educational settings has been intensively discussed
in academic research and education for about 15 years. Various forms of online,
distance, and blended learning have been implemented and tested. After a series
of tentative, rather experimental tests to integrate new Internet technologies and
electronic media in teaching processes, the management of students and eventu-
ally the teaching itself, we now see the results in the forms of web-based tutorials
(WBT), virtual learning environments (VLE) and more recently in massive open
online courses (MOOC).
With respect to developments in the online learning arena, in 1999 the German
expert group on Higher Education Development by NewMedia predicted the higher
education landscape would be as follows (cf. Köhler et al. 2010):
1. Global education providers and platforms offer worldwide accessible online
courses.
2. Traditional universities are in competitionwith private online providers, in partic-
ular with corporate universities, and students use the opportunities of the global
education market.
3. In order to survive in this competitive situation, many colleges have joined
together in networks and offer common learning opportunities, while univer-
sities are jointly offering their academic programs together under the umbrella
of a virtual university.
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4. Student services are provided by facilitators and tutors, and less by classical
university teachers, because more than 50% of students study online.
As of today, these predictions can only partly be confirmed. However, besides
the established Open Universities like the British Open University or the German
Fernuniversität Hagen, new global education providers such as the edX, Coursera
or Udacity are emerging and become more relevant with the increasing need for
lifelong learning and with growing numbers of students seeking for flexible online
learning. Nevertheless, they still only play a niche role in higher education so far. But
it is no surprise that the Centre for Higher Education Development (Hener and Buch
2006) concluded more than a decade ago that “[i]n academic education […] uses of
digital media in teaching and learning and integration of information technology-
based administrative services have become widely established. Key questions of the
future are seen especially in the interlinking of different services” (p. 2).
2.2 Virtualisation in Higher Education
Academic research has dealt with the use of Internet-based technology in teaching
formany years (see, e.g., Lievrouw et al. 2000; Issing andKlimsa 2003, 2010).While
initial claims were rather didactic (“classroom technology”), virtualised educational
scenarios (VLEs, MOOCs, etc.) are of increasing interest nowadays. The concept of
virtualisation is being usedmore andmore often to describe the essential features and
expectations of information and communication technologies (ICT) andmultimedia,
and to document the change. What exactly is behind it? Features of virtualisation
described by Köhler et al. (2010) include the facts that students no longer meet their
seminar leaders personally and that neither they nor the lecturers need to borrow
books from the library. Researchers submit their conference abstracts, and expert
opinions on other posts, via an Internet portal, while heads of research projects
identify potential research partners in a database—without having ever met in person
before. All in all, universities and virtual academies cooperate by uploading teaching
content to a joint learning management system to be used by students from other
institutions. In sum, such a far-reaching change in the educational landscape has
established itself in less than 15 years and is on the verge of becoming the standard.
However, acceptance by the teaching staff, especially at universities, is rather low;
for example, professors in Toronto went on strike in 1997 and have managed to keep
their teaching offline until today. Similarly, a study published by the Centro Nacional
de Estadística, Geografía e InformáticaMexico in 2004 (INEGI 2004) explained that
70% of professors in Mexico protested against the use of ICT in education. Their
main reason was and perhaps still is the form of presentation of course content
when using ICT in formats like PowerPoint and LaTeX. The distinctly reluctant
behaviour of university staff is illustrated, for example, by the words of a professor
from education sciences “you have to operate well didactically […] and a part of
this is the whole computer nonsense” (Misoch and Köhler 2005, p. 1). In the same
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way, the dean of the engineering department at a leading German university stated
in 2015 that “the nightmare is graduates who no longer draw without a computer, no
more writing”.1 The prevailing opinion is that this leads to a very impersonal design
of seminar rooms and lecture halls, whereby students may lose their communication
and personal contact with each other. Respondents continue to believe ICT should
only be used in education to communicate data and not to communicate between
people, nor do they see it as a new academic format or alternative for formation,
though it may be used in addition to a classroom setting.
Hence, pivotal questions remain unanswered. What will the campus of 2025 look
like? Which organisational models of e-learning and e-science collaboration will
prevail? Despite the aforementioned reluctance in academia, other developments are
observable. For example, online learning is proliferating inmedia-related disciplines;
topics such as artificial intelligence, telemedicine and distance learning,MOOCs and
open science are frequently and extensively discussed as powerful new opportunities
for improving academic activity in general (Pscheida et al. 2014; Lattemann and
Khaddage 2013).
Our first conclusion is that ICT has changed (academic) education. As the above
examples illustrate, this change is not limited to education, academic teaching and
learning. This raises the question of what exactly the virtualisation of education
means. As early as 1999, Landfried, then President of the German Rectors’ Confer-
ence, described unlimited access to stocks of knowledge independent of time and
space; yet this knowledge is disconnected (separated) from physical institutions and,
in particular, individuals (Landfried 2009). What is meant by this double separation?
To answer this, it is important to analyse what is virtualised, which is more than the
learning objects or knowledge content. In fact, relations (micro- and macro-social,
but also those between learners and learning object) can be virtualised as well as
knowledge, sometimes both at the same time.
3 Change of Organisational Theories and Paradigms
What has been known from both management and operational practice for a long
time (cf. Frindte et al. 2000) now also appears to apply to education: ICT is becoming
more important in managing organisational processes, and these infrastructures are
becoming permanent. But these processes vary significantly, raising the question of
the ideal configuration of technology and organisation. The first research to address
this issue introduced new ICT to control operational processes in knowledge coopera-
tion.Munkvold (2003) set up such a heuristic that can be transferred to the educational
context almost directly. He divided the “implementation of collaboration technolo-
gies” into four sub-areas, the (1) organisational context, (2) implementation project,
1This quotation was taken from an anonymised interview by the author.
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(3) technological context and (4) implementation phase. Similarly,with explicit refer-
ence to the introduction of online learning in higher education when used as dimen-
sions of change, Euler et al. (2004) proposed the following five dimensions: (1)
economic dimension, (2) pedagogical-didactic (educational) dimension, (3) organ-
isational/administrative dimension, (4) technical dimension and (5) sociocultural
dimension.
Are these theories based on economics or technology? Neither. Organisation and
organisational culture are central to change. With this assessment, the authors align
with a strand in the German educational research tradition (Neumann and Schütte
2008) that is gaining ground but still rather new. This broadens the academic perspec-
tive on the use of media, which was previously dominated primarily by cognitive
(psychology), teaching (pedagogy), education-oriented (educational science) or even
technological (computer science, etc.) approaches. An organisational perspective
adds a social and management science-based momentum, and macro-social perspec-
tives. After 2005 more research programmes in Germany sought to meet the need
for such an approach, including New Media in Education II or the later Digitisation
Initiative (2014). In education and media studies, where approaches based on organ-
isation studies, education science, or media economics are preferred, researchers are
frequently challenged to take these approaches.
Just after 2010, based on the concept of openness—used when coining the terms
of OER and MOOC—many became convinced that the technology used for univer-
sity operations would be revolutionised. Within the next decade, it is expected that
students will no longer attend lectures or work in a lab, but will join professors’
research activities online, whenever and wherever they want. Academic knowledge
will be tailored, or transferred frommass production to mass customisation. So what
is the core of the “digitisation of teaching” or the “advent of information and commu-
nication technologies in the university”? Germany’s former Minister of Science,
Bulmahn (2004, p. 5), argued that “the new media in the combination of computer
and Internet [will penetrate] all social and economic sectors [andwill release] a funda-
mental structural change” combined with unprecedented speed of market globalisa-
tion. Ortner andNickolmann (1999) stressed that the success of open universities will
force conventional universities to adopt innovations in teaching organisation, such
as distance learning, on-campus students as independent learners, modular course
structures and the enrolment of mature part-time students. This goes along with
changing forms of social micro-study, from online learning communities (Kahnwald
and Köhler 2005) to more complex flexible online knowledge organisations (Köhler
et al. 2003).
To speed up the newmedia restructuring of higher education, the FederalMinistry
of Education and Research (BMBF) has targeted the existing New Media in Educa-
tion Programme and the 2004 re-bid. The first phase of the programme from 2000
to 2004 aimed to develop high-quality e-learning content and concepts for mobile
learning, and to put them into regular practice, particularly in undergraduate studies.
These developments were intended to be available from 2005 and to be sustained
and broadened by two conveyor lines. Conveyor line (A) was for projects in an inter-
disciplinary and university-specific context, called “e-learning integration”. This is
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about developing organisational infrastructure and about changing management to
develop utilisation of the opportunities provided by ICT innovation potential in the
field of teaching, learning, and exams to universities systematically and sustain-
ably. Conveyor line (B), for projects in a university-wide and primarily subject-
specific context, referred to as “e-learning transfer”, was to lead to new organisa-
tional concepts and business models for services, related to the production and use
of online learning primarily supporting professional and technical areas (cf. BMBF,
2004, all translations from German by the authors). By 2010, most of these projects
were completed. What impact did the targeted re-organisation of online learning in
German universities have?
3.1 The Research Framework: Virtual (Educational)
Organisations
In view of the different organisational theories applicable to online teaching and
learning in a university context, including its structural and procedural commonali-
ties, the following issues should be noted. At the institutional level, online learning
is integrated into the organisational structure of the university. This requires suffi-
cient integration of external service providers. Figure 1 presents the value chain of
e-learning from a university perspective, including the internal and external partners
at the Technische Universität Dresden in 2008.
The e-learning value chain shows that teaching and learning in an electronically
mediated environment is multifaceted and involves various stakeholders. Because
of the various partners involved, the organisational concept shows many charac-
teristics of a virtual organisation with loosely coupled partners (external content
providers, platform providers, external and internal instructors and students, etc.).
Hence, universities which provide online learning arrangements must also follow, or
at least adopt, mechanisms of virtual organisations. They must change their struc-
tures from their traditional departmental separation towards more process-oriented,
open and collaborative organisational settings.
These kinds of newvirtual organisations are primarily shaped by their virtual char-
acter and are limited by their lack of “real” organisational boundaries. This applies
to all organisational aspects: the location, bonds and stability of the organisation.
Such a virtual organisation is “multisite, multi-organisational and dynamic” (Snow
et al. 1999).
As shown by Köhler and Schilde (2003), virtual organisations can differ greatly in
terms of size, durability or stability. Furthermore, various forms of virtual organisa-
tion and cooperation are described in theory and can be observed in practice, under an
equally large number of names (network, cluster, virtual team, virtual organisation,
etc.). In order to make these phenomena comparable and assign experimental find-
ings, a further differentiation of the term is required. Okkonen (2002) proposed one
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Fig. 1 Organisational framework of online learning using the example of theTechnischeUniversität
Dresden (own figure after Neumann and Schütte 2008)
way of doing this, presented by Köhler et al. (2003) as an advanced systematisation
of virtualised organisational forms (see the following Table 1).
In the following, two case studies on online learning and one case study on
online research are presented and critically discussed from the perspective of virtual
organisations.
3.2 Research Methods
This paper follows an inductive research approach in order to identify relevant organ-
isational mechanisms in an e-learning institution, based on three case studies. The
case study method is selected as it is a common and comprehensive investigative
tool for exploring individual, group, organisational or social phenomena (Yin 2013;
Bryman andBell 2011). In this instance, theweaknesses in corporate data security are
investigated, in order to reveal potential causes, as discussed in the analysis section.
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Table 1 Differentiated characteristics of virtualised organisational forms (ownfigure afterOkkonen
2002; Köhler et al. 2003)
We have chosen two case studies because the authors of this paper are involved
in the projects and they have deep insights. A triangulation approach was utilised
as this is “the most desired pattern for dealing with case study data” (Yin 2011).
Seminal articles on the case study topics were selected for analysis (Yin 2013).
For this particular example, differing sources have been consolidated to present
a comprehensive case study summary, including scientific publications, research
reports, andpublic descriptions on thewebsites of the chosen institutions.Allmaterial
was either available publicly or from internal sources. Figures used come from self-
descriptions of those projects—the layout was not changed, but translated.
Case I: Online learning in academic education through the education portal
of Saxony (since 2001)
Since 2001, a university network has been supporting online teaching at public
universities in the German federal state of Saxony. After an initial phase with the
direct participation of the four universities which comprised this group since 2004,
a system corporation, BPS Education Sachsen GmbH, was founded in 2006. In
an evaluation of the state of development of online learning at Saxon universities
for the Saxon Minister of Science and Art, the German National Centre for Higher
Education Development (CHE), stated in 2006 that despite many years of funding by
means of the country and the special commitment of many scientists concluded that
online media is still used on a relatively small scale. Overall, however, acceptance
is increasing among both university staff and students. But Hener and Buch (2006)
noted a lack of liability for student usage, sustainability in higher education, and
overall management of e-learning in higher education. This has been confirmed by
further analyses (Köhler and Ihbe 2006) calling for a more systematic integration of
online learning at Germany’s largest technical university, the Technische Universität
Dresden. In 2007, control of the project passed to the newly established e-learning
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Fig. 2 Model of the education portal of Saxony (cf. https://bildungsportal.sachsen.de/)
working group of the Rector’s Conference Saxony. Since then, all public universities
in Saxony and two private universities have joined the network. The following Fig. 2
shows the distribution of the educational portal in Saxony as of 2008:
Case II: Online-supported continuous learning in the education portal of
Thuringian universities (2000–2013)
Based on analysis of the need for media-based academic training and organisa-
tional structures at and between the universities of Thuringia, and to support more
sustainable development of such online training, the (online) education portal for
Thuringia was constructed in 2001 (www.bildungsportal-thueringen.de). As a conse-
quence of the above tests, this portal aimed to serve institutional training seekers
or their staff, that is, employees who want to selectively add to their skills profile
according to their academic or equivalent qualifications or needs. There was already
significant potential demand for this when the portal opened. An expert (Stifter-
verband 2001) estimated that 20,000 of almost 60,000 students of the Distance
University of Hagen alone are undergoing a hidden continuing professional devel-
opment (CPD). The education portal of Thuringia competed with several private
CPD providers. This fact should be mentioned because the expectations and attri-
butions of training seekers were influenced by their experiences with these market
leaders. Nevertheless, the participating universities have reconfigured themselves on
the virtual organisation model, consisting of a core information broker and a network
of partners meeting training needs, as in Fig 3.
The education portal of the Thuringian universities remained at the project stage
until 2013 and was then closed by the responsible Ministry of Science.
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Fig. 3 Model of the education portal of Thuringia (own figure after Schmidt 2002)
Case III: The e-Science Saxony Research Network as a virtual science
organisation (since 2011)
The e-Science Research Network project is a Saxony-wide comprehensive
research network of all state universities created to explore approaches and methods
in e-science (electronic science). The term e-science describes the different fields
of scientific research and development related to the use of computer technologies.
While this term is mainly used in Germany and the UK, comparable concepts include
“cyber-infrastructure” in the United States or “e-research” in Australia. Currently,
the slogan “Science 2.0” frames the discussion, in particular concerning cooperative
digital scientific work (Weichselgartner 2010). The thematic range of infrastructures,
application architectures, grid and cloud technologies extends to the educational
technology known as e-learning. In addition, e-science systems support cooperative
research between universities andwith the private sector (cf. Ziegler andDiehl 2009).
Research in e-science can be subdivided into disciplines such as e-humanities, e-
medicine or e-engineering. In any case, it extends the scholarly process by integrating
e-technologies and methods based thereon. The methodology was found to screen
collaborative research activity, but knowledge organisation changed also dramati-
cally and has been systematically underdeveloped by these e-disciplines. Even when
research contexts are established or reused, it creates new paradigms, such as the
concept of a “living lab”. This is user-centred research and open innovation practice,
based on research work in multidisciplinary teams. One of the essential activities
of these teams is co-creation, bringing together technological innovations and their
applications through procedures such as crowdsourcing and crowdcasting. In these
driven-by-research community practices, a variety of opinions, needs and knowledge
exchanges can be used to brainstorm new scenarios, solutions and applications; yet
these may be one-sided (Fig. 4).
Overall, starting with a steady drop in the “half-life of knowledge”, the changing
demands of industry and the economy, and social changes in the knowledge society,
the network partners have developed a new type of research and the accompanying
scientific activities. New information and communication technologies can be used
in this context, especially to provide, disseminate and use research information,
such as laboratory data from simulations using complex aggregate social science
information. Thus, media-based networking researchers are characterised by a high
degree of flexibility and variability; usage may translate into new contexts through
the restructuring of data and their usage. Through the coordinated action of the Saxon
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State Ministry for Science and Art and the Federal Republic of Germany, the Saxon
universities have achieved an excellent level of “computational science”, especially
in introducing e-learning support systems (Hener and Buch 2006). Summarised as e-
sciences, the current project focusses on e-business, e-learning and e-systems, which
are interwoven holistically at universities in the context of teaching and research.
4 Discussion and Conclusions
4.1 Theoretical Considerations About the Functioning
of Virtual Organisations in the Academic Sector
Recent digitisation initiatives in academia demonstrate the pressing need of a serious
discourse about its fundamental principles and practicalmeaning for thewhole sector.
In Germany since its launch in 2014, the Higher Education Forum onDigitisation has
created an independent national platform to discuss the multiple facets of digitisation
in higher education by consulting in six thematic groups on issues surrounding the
digitisation of university teaching.2
Two decades ago, Malone and Davidow (1992) triggered the discussion about
neworganisation andmanagement concepts in the economic scienceswith their path-
setting contribution “Virtual Corporation”. Until that moment, organisational change
was marked by various headings such as “Computational Organisation”, “Learning
2http://www.hochschulforumdigitalisierung.de/, retrieved on 15 July 2015.
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Organisation”, “Organisational Communication”, “Society and Internet Develop-
ment”, “Trust Leadership andDecisionMaking” or “Augmented Reality” (cf. Köhler
and Schilde 2003). All approaches share a similar basis: organisational units are
reduced to their core competencies and have to cooperate in network-like struc-
tures. Complex tasks are realised by a number of independent organisational units
or enterprises with complementary skills. This calls into question traditional organi-
sational concepts, as published in governance research. Direct output and behaviour
control, which are feasible in traditionally structured enterprises with divisional and
functional organisation patterns, are supplemented or even replaced by concepts of
social control. In the 1980s, psychological studies of cooperation and communi-
cation in virtual communities depicted computer-mediated communication as typi-
cally rather anomic in nature (Sproull and Kiesler 1986), less tolerant (Funkhouser
and Shaw 1990) and lacking transferable behaviour (Köhler 2003). Postmes (1997)
see this analysis as based on the less medium-socialised population of the “early
years”. Therefore, these findings would be difficult to replicate. However, the cases
presented here show that today’s changed environment creates completely new ways
of medium-socialised collaboration. Once again, the majority are beginners in a
new (mediated) organisational culture. Consequently, Lattemann and Köhler (2005)
assumed that trust and security of contract would become key factors of cooperation
in virtual organisations. This implies that social control becomes a strategic factor in
competition among virtual organisations (Barney and Hansen 1994; Krysteck 1997)
laying the foundation for new forms of cooperation. Their analysis based on liter-
ature review, and our own empirical studies, lead us to observe that the less output
and behaviour can be assigned directly to specific individuals, the more important
social control of the community becomes.
Our three case studies demonstrate that organisational development towards a
networking, virtualised organisational structure can be found in both the academic
education and research domains. For both domains, it is obvious that this develop-
ment is going beyond existing organisational patterns; however, it is not necessarily
sustainable, as the closure of the education portal of Thuringian universities after only
ten years shows. Is this development merely the interface of a larger organisational
change, or the beginning of a new era?
Networking organisations need to move beyond the purely project stage. In all
cases, besides new organisational forms we found both close linkage to existing
units, including several management instances like steering committees, information
offices, and supervisory boards. Neither a classical hierarchy nor a clear linkage to
all partners were found in these cases. Structures and opportunities for influencing
the processes seem rather soft and depend on functioning communication.
In sum, virtual networks with flexibly aligned partners, who deliver different
services and competencies, heavily rely on the coordination of and motivation for
social control and trust. Appropriate instruments need to be strengthened. Long-
established norms cannot be adopted because these are either insufficiently developed
or simply not applicable—which led to the central question studied by the authors
previously: Which governance concept is most efficient in the diverse forms of a
virtual organisation? In their study, Lattemann andKöhler (2005) examined the extent
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to which new governance concepts (i.e. social control) may be applied to forms of
e-learning (i.e. virtual collaboration) and could propose a classification system for
virtual organisations. Already before and after Köhler et al. (2003, 2010) studied the
organisation of online learning. In a next step, the focus was directed on research
networks as an organizational artefact, their functionality and technology. What can
be concluded on how to steer the development and how to govern that functioning
of those structures effectively?
4.2 Forms, Instruments and Mechanisms of Control
in Virtual Organisations
Organisational theory examines traditional forms of governance (behavioural and
output control) in detail, mostly uniformly. However, with the establishment of
network-like organisational structures, the concept of social control has only recently
been subjected to rigorous debate. Only the following forms of governance are
considered here:
1. direct governance—inspection of behaviour (behavioural control), such as on the
basis of standards won from experiences (Magretta 1998);
2. indirect governance—determination of output based on given goals (output
control) (Thomson 1967; Magretta 1998);
3. social governance (social control)—comparison of conformity to certain moral
and cultural rules (Ouchi 1979).
As Lattemann and Koehler (2005) argue, instruments of social control can be
identified in relation to the level of objective and personnel management (Thomson
1967). Therefore, trust is not related to behavioural and output control mechanisms,
as some authors postulate (see, e.g., Manchen and Grote 2000; Bradach and Eccles
1989), but rather supplementary to these (Das and Teng 1998; Ebner et al. 2003). In
that sense, traditional control mechanisms and social control describe are different.
How can flexible and light organisational structures be designed and imple-
mented? Based on the above discussion of the literature and cases, trust can be
promoted by appropriate social standards and basic institutional conditions. A
number of governance instruments can be applied to exercise social control, such
as promoting common cultures among networking partners with homogeneous
value creation processes, or reviewing and creating similar moral concepts through
rituals or ceremonies. The observed networks apply different means, ranging from
a project plan to an inter-institutional agreement. This method is particularly suit-
able for networking partners of a similar size, origin and organisational form (Ouchi
1979), that is, with almost no heterogeneity. Other effective means of social control
include operational guidelines (Heck 1999), intensive use of modern and uniform
ICT (Köhler 2003; Albers et al. 2002), promoters for public relations and conflict
management (Hausschild 1997), job rotation or jointly offered training courses. In
the three networks observed here, we found both inter-institutional agreements (such
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as the integrated provision of academic master’s programmes) and other measures
(such as joint training) for using the platform.
Can the social control model (cf. Fig. 5) developed by Lattemann and Köhler
(2005) for learning networks be transferred to research organisations with presum-
ably less standardised activity?
The efficiency of the three governance forms discussed and the possible fields of
their application depend upon the nature of the organisational arrangement. Themore
governance mechanisms are used; the more competencies are required in the process
of cooperation. In contrast to traditional enterprises (Type 1 in Fig. 1), where mostly
traditional forms of control (behaviour and output control) based on structural gover-
nance tools are used to promote coordination (information and communication) and
motivation, virtual organisations may adopt concepts of social control with different
degrees of intensity.
Virtual teams, virtual projects, temporary virtual organisations andmeta-networks
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Fig. 5 Social control and organisational virtualisation (figure by authors, cf. Lattemann and Köhler
2005)
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value creation process. The partners provide a wide spectrum of services and prod-
ucts. Such networks do not require a high degree of competency for cooperation. This
reflects the fact that social governance tools were not applied intensively in these
forms of virtual organisations. Business relations of this type are shaped by market-
oriented or structural management instruments, such as a centralised coordinating
body based on contractual arrangements (e.g. services or employment contracts).
Virtual organisations like this frequently use ICT to collaborate and communicate.
This is because both employees of the enterprise and long-term partners are often
closely associated. Thus, ICT structures are implemented and do not need to be built
up. Also—which is perhaps far more important—these structures do not need to be
mediated between the partners, as they are obligatory in most temporary projects.
Moreover, members of permanent virtual organisations and clusters need strong
collaborative competencies due to their extremely intertwined mutual relations.
A maximum of informal relations is presupposed in spherical networks (Miles
and Snow 1986). The roles of individual participants are distributed in a spherical
network; resources and/or participants are boundlessly exchangeable. Such structures
can be assumed in social networks; however, this article refers to profit-making, not
non-profit, environments, so spherical networks are not the focus here. Even its
proponents state that this structure cannot be observed in reality (Miles and Snow
1986).
In practice, the extent to which ICT is used to support coordination processes
in virtual organisations varies greatly. However, in all virtual organisations, ICT
plays a pivotal role; without it, virtual organisation is impossible. Research which
was based on a set of unsystematic findings from case studies (Manchen and Grote
2000; Köhler and Schilde 2003; Köhler et al. 2003), recommended that the minimum
required ICT support be identified first. The arrangement of information and commu-
nication processes determines the complexity of the ICT infrastructure (e.g. enter-
prise resource planning or e-mail). In less complex virtual organisations (e.g. virtual
teams or projects), less sophisticated ICT solutions have been used in academic
practice for approximately 20 years. However, in these research organisations, ICT-
based groupware solutions were still rather exceptional (Köhler and Röther 2002;
Köhler and Schilde 2003). More recently, it has been found out that only a small
number of scientists are adopting social media technologies like Mahara, Mendeley
or ResearchGate. For example, a Germany-wide survey conducted by Pscheida et al.
(2015) found that social media applications such as social networks, microblogs and
social bookmarking tools are used by a maximum of 8% of scientists in a research
context. Only in 2020 the influence of the Corona pandemic will perhaps lead to
a more massive adoption of such collaboration techniques, but not necessarily in a
conscious use.
All in all, organisationalmodels for academic institutions dealingwith both educa-
tion and research need to adapt to organisational models of virtual organisations.
Universities and other research institutions have to change in both structure and
process within their two main areas—education and research.
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4.3 Limitations
Given the recent nature of this study, both the available literature and empirical
access to the sectoral development were limited. Firstly, the empirical cases represent
developments in German academia only. In the next stage, research must include
data from other countries, to develop a more general understanding of organisational
dynamics in the academic sector and avoid a national-only explanation.
Some sources, including website communications, were publicly available docu-
ments written by legal professionals or corporate representatives. Therefore, the case
study may contain less reliable data than that supplied from exclusively academic
sources.
Although the authors attempted to adopt a wide range of literature from several
sub-disciplines in business, media and education studies, it is difficult to identify
whether other researchers intentionally focussed on organisational development or
whether this was a by-product of other considerations. Thus, the case made here is
largely based on the previous work of the authors.
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The Fish Model: When Do Researchers
Collaborate Online?
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Abstract The questions of whether and how doctoral students are motivated
for enhanced research collaboration deserve thorough consideration. Even though
collaboration in general and its mediated forms, such as computer-supported coop-
erative work and collaborative learning (CSCW and CSCL), are prominent research
topics, only a little is known about the methods necessary to design various activities
to support research collaboration. With the upcoming generation of tools such as
Mendeley, Conference Chair, ResearchGate, or Communote, scholars suspect that
web 2.0 services play a decisive role in enabling and enhancing research collabora-
tion. However, there is almost no data available on the extent to which researchers
adopt these technologies, and how they do so. Therefore, the authors first present an
overview of the current usage of web 2.0 among doctoral researchers in their daily
academic routines, based on a survey (n = 140) conducted in the German Federal
State of Saxony. It confirms a wide and often specified usage of web 2.0 services
for research collaboration. For theoretical analysis, the authors propose a concep-
tual framework that reflects the requirements of scientific participation and scholarly
collaboration within an average international doctoral programme adopting current
digital technologies. The aimof this framework is to understand, support, and enhance
research collaboration among doctoral researchers. Our fish model highlights the
mutual relationship between the following dichotomous factors: (a) tasks/time
factors; (b) beliefs/activities; (c) support/context; and (d) incentives/ethical issues.
Our results indicate a significant relationship in terms of research collaboration.
This relationship has particularly been identified between two dichotomous factors:
beliefs/activities and incentives/ethics.
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1 Introduction
Research collaboration is the foundation of research students’ efforts in academia.
Independently of disciplinary background, research is based on the social patterns of
competition for the best explanation and joint evaluation of the quality of research.
Therefore, research collaboration is a form of positive interaction between knowl-
edge producers that have taken on management roles by using certain resources
and tools to establish and pursue a scientific goal (Ynalvez et al. 2011). We define
research collaboration as the current and future regulations, processes, and concepts
which support interaction and cooperation between our doctoral candidates. Here,
it is important to note that collaboration is not simply students and professors co-
authoring a piece of research; instead, it requires establishing connections that might
extend to communication which, over time, develops into sustainable collaboration
among different researchers with similar interests. Accordingly, we may need to
better understand the nature of scientific tasks and the time frame in which they
should be completed, as well as how individual beliefs of using ICT and web 2.0 in
a research context can help to define how online activities should be organised. In
addition, the use of technology can be interpreted in relation to cultural contexts and
disciplines. Finally, incentives act as the engine that encourages students to under-
take collaborative research, and, in academia, this engine is covered and protected
by research ethics. In this paper, we focus on collaboration of all PhD students in
their first, second, or third year. This may take into consideration the form of any
formal or informal social action and scientific activities that could increase the output
and production of scholarly research, improve communication through the text, and
encourage resource sharing and collaborative writing.
PhD students face new challenges in the age of digital research. In particular,
this paper focuses on challenges such as dealing with digital material and resources,
learning management systems, personal learning environments, social networks, and
collaboration in research networks. Current PhD students, who are largely from the
Generation Y demographic group (born between 1982 and 2000), are familiar with
technology and are likely to encounter one or more web 2.0 technologies in their
everyday life (Zaman 2010). In the academic context, web 2.0 technology shapes
how PhD students learn, self-regulate, and communicate. Accordingly, universities
have begun to use and provide these facilities of infrastructure to attract and connect
students and develop—step by step—a better practice for research collaboration.
However, as Zaman (2010) reports, current doctoral programmes struggle to follow
up and meet these demands and requirements. Concerning social and scientific inter-
action and collaboration among our doctoral students,Mohamed et al. (2013) investi-
gated PhD students’ attitudes towards doctoral colloquium, online learning material
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via Edu-tech,1 and learning management systems via OPAL.2 These scientific activ-
ities were used simply to provide an informative website for learning material and
scientific events; PhD candidates usually found that the community of practice and
the feeling of belonging were lacking.
We expect the digital form of research so-called e-research collaboration to
comprise the attempt to enhance and develop not only scientific activities such as
co-authorship or finding peers and peer reviewers, but what we refer to as “open-
kitchen research”. This term refers to sharing research activities not only as a finished
product, but also as processes. In fact, during the doctoral candidate education, they
attempt to communicate and collaborate only in the context of theoretical curriculum.
These learning formal courses are traditionally designed to provide studentswith only
structured theoretical knowledge but no real practices. In most cases, we observed
that part-time PhD students working in third-party projects at our laboratory give
priority than ever before to the projects they are working in where there is more
community support than working individually with their own dissertation.
The relevance of this study can be confirmed by the fact that doctoral educa-
tion in Germany is rapidly growing in all academic disciplines, to a recent total
number of 200,400 doctoral candidates being supervised at German universities (in
the winter semester 2010/2011), while only half of this group (n = 104,000) was
officially registered (Forschung & Lehre 2012; Wolters and Schmiedel 2010). How
do those registered scholars participate in research activities? Do they follow their
academic activities at the same pattern and do they regularly use the same research
online tools? We can just guess that the new openness of social media and web 2.0
communication helps to provide similar conditions and borderless collaboration for
all scholars depending on their access to the Internet. In the German Federal State of
Saxony, where the data of this study was collected, the number of PhD degrees has
increased more than tenfold, from n = 111 in 1993 to n = 1,206 in 2009 (Saxony
State, Statistical Branch 2009).
In order to provide an adequate statement about howour novice researchers collab-
orate via using web 2.0 services, we explore which factors might shape this collab-
oration, particularly the collaborative opportunities offered by web 2.0, we begin by
developing a theoretical framework for our investigation, and apply it to the current
situation of PhD students in Germany.
1This study focused on the European doctoral network “Education & Technology” (cp. http://edu-
tech.eu).
2OPAL, an open-source Learning Management System, used by all universities of the Federal
German State of Saxony (cp. https://bildungsportal.sachsen.de/).
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2 The Fish Model: A Conceptual Framework
for E-Research Collaboration
The authors conceptualised e-research collaboration as follows. Based on a meta-
analysis, approximately 200 papers focussing on different aspects and approaches
in e-science and e-humanities were recruited, organised, and analysed, in order to
formulate a proposed conceptual framework, the fish model, previously published
in Mohamed et al. (2013). The framework may be used to deepen our under-
standing of the daily scientific tasks, activities, technologies, and incentives that
shape everyday academic practices for doctoral scholars, regardless of their disci-
plinary heritage. Databases consulted include Science Direct, Pro-quest, EBSCO,
Scirus, and Mendeley. Inclusion criteria were limited to full-text papers concerning
the use of web 2.0 in research communication and collaboration. Keywords used
for collecting scientific articles directly from the mentioned databases included
the following: researchers’ digital habits, use of web 2.0 in research, e-research,
social media in research, research collaboration, and scholarly communication. The
following selection criteria were used for papers: (1) written in English, (2) situated
only on the PhD and researcher levels, (3) either empirical or review articles only. In
addition, a conceptual definition of collaboration factors from Patel et al. (2011) and
the Folk Model of Intentionality (DeAndrea 2012) were used as guides to identify
the fish model (Ringle et al. 2005). The first step in analysing the selected papers was
to interpret online research behaviours and the academic activities associated with
using web 2.0 technologies, in order to predict the future of research collaboration,
using the Fish Model (Mohamed et al. 2013). As the model clarifies the factors and
concepts behind the best practices associated with research collaboration using web
2.0 technologies, it was proposed to develop an understanding of daily scientific
research tasks and activities.
As the authors suggested earlier, online research behaviour is controlled by some
key factors and indicators, which was first framed in the Model of Collaborative
e-Research (Reebs 2011). This model can be used to describe the factors that
support online collaboration in e-science. The fish model (Mohamed et al. 2013),
however, extends this research by giving evidence that individual factors (beliefs,
self-regulation, etc.), in addition to group interaction organised by the institution, and
time management, obviously influence the active production of research, communi-
cation among researchers, and subsequent collaboration. Using the fish model, the
core factors in online research behaviours and the academic activities associated with
using web 2.0 technologies all were investigated.
It is argued that a doctoral scholar would behave “like a fish living in a specific
environment, taking part in a particular community, showing different individual
behaviours to respond to an action, led by their own beliefs and framed by a certain
culture” (Mohamed et al. 2013, p. 3275). Typical behaviours and activities are
managed by incentives related to the qualification addressed and controlled by the
scholar’s role in the research ecology. The fish metaphor emerged when framing
a body of collaboration patterns for the authors’ previous study (Frewox 2010).
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“Collaboration in research is managed by a dorsal fin to stabilise research against
rolling and protect scientific environment from isolation and weakness. Inhalation
through the mouth passes over the gills in fish to obtain fresh oxygen, communi-
cation is the oxygen of research project which is necessary for bringing activities
and ideas to the project and achieve the tasks related. The backbone of our fish is
web 2.0 technologies which connect and facilitate all functions of the whole body,
these functions are divided concerning a dichotomous aspect (fish spine) – as we
will describe it complementarily in the frame of this paper – in a task/time, activi-
ties/beliefs, support/context, and ethics/incentives division” (Tannen 2006, p. 3267
ff.).
Research collaboration is usually considered as a planned activity where knowl-
edge can be produced and transferred. The authors predicted previously (Mohamed
et al. 2013) that collaborative e-research (using web 2.0 technology to improve best
research practices)will take place alongside dichotomies. Tannen (Wang2010), in his
book, The Argument Culture (1998), proposes the concept of perceived dichotomies,
that is, binarisms between two connected concepts, while not distinguishing between
them through the use of vocabulary such as “good” and “bad”. Building on Tannen’s
work, the fish model proposes the integration of both factors. Research collaboration
in this study can be interpreted as a relationship between eight concepts formed in
pars making up the total of four groups: (a) between scientific tasks or candidates’
needs and time available for implementing them; (b) between planned activities and
individual research beliefs in dealing with these activities; (c) support from tech-
nology and understanding the uses of this technology within a certain context and
culture of an institution; and (d) intentions/motivations for collaboration, which are












Fig. 1 Fishmodel: conceptual framework for developing e-research collaboration for PhD students
and novice researchers (Mohamed et al. 2013)
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2.1 The Reality of Managing Scientific Tasks in Terms
of the Available Time
It can be expected that novice researchers are likely to collaborate and work with
each other because they are more likely than experienced researchers to break their
work down into various tasks, activities, and actions. Such individual behaviour is
controlled by timemanagement as short-/long-term academic tasks, primarily related
to different actions such as information search, data analysis, reading, or possibly
writing (Illeris 2004). Overall, the doctoral education system differs significantly
from programmes at masters and bachelor level, as doctoral programmes prepare
candidates for high-level careers in industry or provide long practical experience
(Zaman 2010). In their previous studies (Mohamed et al. 2013;Mohamed et al. 2013),
the authors identified two key tasks that doctoral students undertake in order to carry
out their research. The first is marketing, that is, building a scientific competence
profile in order to develop a scientific reputation. The second is doing research, that is
activities in daily research practice, including mainly reading, writing, investigating,
searching, and reviewing.
H1: Novice researchers are more likely to collaborate and work with each other
when the work task (types, stages, and technologies) and timeframe are
specified.
H1-0: An academic task to be done via web 2.0 is driven by a timeframe (when the
task should be done/how much time is needed to do it).
H1-1: An appropriate timeframe for a task to be carried out via web 2.0 can lead to
academic collaboration
2.2 Online Research Activities Led by Work-Based Beliefs
PhD students’ daily research activities include specific online activities, as identified
previously (Mohamed et al. 2013): accessing resources, information, and research
funds; engagement in scientific discussions and being an active member in one
or more academic communities of practice; communication in reviewing, sharing,
and exchanging ideas; awareness of recently published scientific papers and events;
presenting oneself online in social media and social networking in order to build up
a profile and identification (Mohamed 2011; Lahenius 2010; Peggy and Borkowski
2007).
Typically, it is expected that PhD research work is completed through three main
development phases (Terrell et al. 2009; Zaman 2010; Mohamed et al. 2013): (a)
becoming a researcher by training, and reading activities for first-year PhD students;
(b) becoming an expert in any required methods and the pressure to start publishing
for second-year PhD students; and (c) becoming an author which includes partici-
pating in peer reviewing, co-authoring, andwriting publications. Each of those phases
requires a number of planned online activities. Additionally, gradual engagement
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with the literature of one’s own scientific discipline should be considered, because it
leads to particular work beliefs. Three main explanations for scholars’ success were
identified (Patel et al. 2011): social culture, the culture of disciplines, and the indi-
vidual beliefs (values, motivation, learning style, self-regulation, cognitive compe-
tence, confidence, and trust). Usually, beliefs are addressed by psycho-educational
research, whereas the role of trust (versus control) as a governance concept has been
addressed in earlier research on virtual organisations (Lattemann and Köhler 2005).
Only the combination of these accepted beliefs defines a researcher’s individual
approach to scientific activities.
H2: Novice researchers are more likely to collaborate and work with each other
when they believe in the work and participate in academic and research
activities (online).
H2-0: Academic activities (online) affect a researcher’s belief in using web 2.0
toward collaboration.
H2-1: Researchers’ belief in using web 2.0 for research may increase their chances
of collaboration
2.3 Support for Technology Use in Context
Even though web 2.0 is a rather young technology, multiple studies have investigated
its benefits for learning, especially in the production and communication of scientific
research, or e-science (Pscheida et al. 2013; Kahnwald et al. 2015). A core aspect of
ICT infrastructure (web 2.0) is its strong linkage to the sociocultural context and the
disciplinary culture. While academic work triggers social interactions among PhD
scholars, the cultural context drives and assists their use of web 2.0 technologies
in order to interact. ICT and web 2.0 services in learning and research comprise
all methods, techniques, online behaviours of scientists, tools used by researchers,
knowledge sharing and transfer, acceptance/adoption, and building social networks
via e-research identified by literature reviews (Meyer and McNeal 2011). A doctoral
candidate’s use of web 2.0 technologies is both supported by and understood through
institutional context and discipline culture (Pscheida et al. 2013). Those have a partic-
ular need for being involved in one or more academic communities on a national or
international level in order to share and develop practice successfully, usually realised
through web 2.0 services (Veletsianos and Kimmons 2012; Eyman et al. 2009; Illeris
2004; Gillet et al. 2009; Lam 2011).
H3: Researchers are more likely to collaborate when they have received technical
support in their academic context.
H3-0: web 2.0 technology may enhance research communication, leading to future
collaboration.
H3-1: Research context has a direct influence on collaboration
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2.4 Incentives Protected by Research Ethics
PhD candidates need incentives to be strongly engaged in online collaboration (Pidd
2011); these incentives are intrinsic motivation, satisfaction, and reputation. Purely
financial motivation is less important, but the motivation should be protected and
controlled by research ethics related to the digital environment (Mutula 2010). The
issue of trust should be considered by faculty involved in digital research processes
(Jirotka et al. 2006), as it has a special role in steering online networks (Lattemann and
Köhler 2005). Young researchers need to develop e-strategies to use research portals
to ensure and facilitate authentic human sources for knowledge transfer. While the
majority of them have adopted web 2.0 tools already, their willingness to shift from
offline to online digital research practices is crucial (Pscheida et al. 2013; 2014) to
build trust and protect scientific work in a virtual environment (Lam 2011).
H4: Novice researchers are more likely to collaborate and work with each other
when they receive incentives (as external motivation) that are protected and
combined with their trust and the value of their work (as internal motivation).
H4-0: Incentives as an external motivation can influence ethics as an internal
motivation for enhancing research collaboration.
H4-1: Research ethics as an internal motivation is closely related to research
collaboration
3 Method
For this paper, data was collected and analysed through the combination of two main
methods: (a) description of a quantitative online survey conducted in the German
Federal State of Saxony from 22 July 2012 until 22 October 2012, at the Technische
Universität Dresden and (b) forming and testing the structured model. The main aim
was to investigate novice researchers’ intentionality to collaborate with each other
through the use of web 2.0 and digital online technologies in academia. Our survey
included two main parts: the first part reveals demographic data and the second part
includes a 5-interval Likert scale with points ranging from 1 (strongly disagree) to
7 (strongly agree). The survey addressed doctoral students as novice researchers
who are using web 2.0 technology to communicate and collaborate in research daily
life. This 45-item measure was created for this study to assess participants’ percep-
tions, profiling the nine main factors that shape the final structure of the fish model:
task, time, activity, belief, support, context, incentive, ethics, and collaboration. The
instrument was then tested by three independent experts in research collaboration
before being given to respondents from the target audience. The authors received a
total return of n = 140 doctoral students who completed the survey. The data was
examined using factor analysis and our fish model was tested with the Partial Least
Squares (PLS) technique. SmartPLS, Version 2.0 M3 software was used to test the
model (Ringle et al. 2005, p. 1).
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4 Results
The majority of respondents (57.71%) were male, 66.74% were not married and
had no children, and 30.45% of respondents were from the School of Science, which
includes the 13.41%which were PhD students from the Faculty of Mechanical Engi-
neering. This can be considered typical for Saxony’s higher education landscape, as
it has a special focus on technical subjects.
4.1 The Measurement Model
PLS is “the second-generation structural equation modelling technique that assesses
both the measurement and structural model in a single run” and was chosen for two
reasons: it works well for smaller sample sizes and eliminates restrictions on data
distribution such as normality (Serenko 2008, p. 465). Before analysing this model,
its reliability was measured. Cronbach’s alpha exceeded the required threshold of
0.7 for all items, implying high internal consistency of the scales (Serenko 2008).
In order to submit an accepted level of eligibility for the questionnaire, half of the
items (24 of 45 items) were removed which do not have sufficient weight vis-à-vis
their main factor (Table 5, see Appendix). Once these itemswere removed, themodel
was re-estimated. Reliability results are given in Table 1. The data shows that the
measures are robust in terms of their internal composite reliability. The composite
reliability of the different items ranges from 0.8 to 1.0, above the recommended
starting value of 0.70 (Serenko 2008). In addition, consistent with the guidelines of
Fornell and Larcker (Birnholtz 2005), the average variance extracted (AVE) for every
component is above 0.50. Table 2 presents the results of measuring the discriminant
validity for variable constructs. The matrix diagonal reports that the square roots of
Table 1 Assessment of the measurement model
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Table 2 Discriminant validity (inter-correlations) of variable constructs
Latent variables 1 2 3 4 5 6 7 8 9
1. Time 1.00
2. Task 0.67 1.00
3.Support/Tech −0.43 −0.39 1.00
4. Incentives −0.23 −0.20 0.59 1.00
5. Ethics −0.32 −0.30 0.37 0.33 1.00
6. Context −0.027 −0.10 0.30 0.23 0.00 1.00
7. Collaboration −0.31 −0.30 0.50 0.50 0.46 0.06 1.00
8. Beliefs −0.44 −0.36 0.66 0.53 0.49 0.11 0.65 1.00
9. Activities −0.28 −0.22 0.35 0.37 0.34 0.25 0.41 0.54 1.00
the AVEs are greater in all cases than the off-diagonal element in their corresponding
row and column, which supports the discriminant validity of the instrument.
The instrument was tested additionally through PLS-Graph and for convergent
validity. Table 4 (see Appendix) shows the factor loading of all items to their respec-
tive latent constructs. All items loaded on their respective construct from a lower
pound of 0.70 to the upper pound of 0.85. In addition, the T-test of outer model
loading in the PLS-Graph output was highly significant (p < 0.001) for each factor’s
loading on its respective construct. The results confirm the convergent validity as
demonstrating a distinct latent construct.
4.2 The Structured Model
Figure 2 presents the results of the structuredmodelwith interaction effect. In order to
assess the structuredmodel, a bootstrapping technique was applied. The examination
of t-values was based on a 1-tail test with statistically significant levels of p < 0.05
(*), p < 0.01 (**), and p < 0.001 (***). Dotted lines highlight the insignificant paths.
Structured components were formulated bymultiplying the corresponding indicators
of the predictor and moderator construct.
For clarity purposes, the outcomes of the structural model in terms of direct
effects, bootstrapping, and t-statistics confirmed the majority of the hypotheses, at
various significance levels.However, the results show that only two factors in research
collaboration are associated significantly (Fig. 2). Specifically, “Academic activities”
is very significantly associated with “Researchers’ beliefs” (H2-0 at β =−0.67, p <
0.001 level). In this first path, “Researchers’ beliefs” has a significant relation with
“Collaboration” (H2-1 at β = 0.41, p < 0.001 level). In the second path, “Incen-
tives” and “Ethics” contribute significantly to “Collaboration”. Accordingly, (H4-0)
confirms a significant relation between “Incentives” and “Ethics” (H4-0 at β = 0.71,
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Fig. 2 Structure model (PLS bootstrapping “path coefficient”). *significant at 0.05 level (1.96);
**significant at .01 level (2.58); ***significant at 0.001 level (3.29)
p < 0.001 level) along with the relationship (H4-1) between “Ethics” and shaping
“Collaboration” (β = 0.06, p < 0.05).
The other two paths of predicting research collaboration are not significant. First,
“Technology and support” has a significant relationship with “Context” (H3-0 at β
= 0.64, p < 0.05), but, as a second path, the “Context” cannot predict research “Col-
laboration” (H3-1 at β = 0.00 not significant). Second, academic “Task” connected
strongly with the factor “Time” (H1-0 β =−0.70, p < 0.001). On the other hand, the
relationship between “Time” and shaping academic “Collaboration” (H1-1 β = −
0.00, not significant) was unrelated in the context of shaping academic collaboration
(Table 3).
5 Discussion: Conclusion and Limitations
5.1 Conclusions
The results of this studydemonstrate the factors thatmight influence research collabo-
ration among novice researchers inGermany. The study conceptualised and validated
thefishmodel for understanding research collaboration in the digital age, highlighting
where the model can be extended. A brief review of the findings raises the question
of what drives researchers’ propensity to collaborate using web 2.0 services.
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Table 3 Research hypotheses and conclusions
Hypothesis β (path-coefficient) t-value p-value Validation
H1-0: An academic task to be done via web
2.0 is driven by a timeframe (when the task
should be done/how much time is needed
to do it)
0.70 12.61 < 0.001 Supported
H1-1: An appropriate time frame for a task
to be carried out via web 2.0 can lead to
academic collaboration
−0.00 0.03 n.s. Rejected
H1: Novice researchers are more likely to
collaborate and work with each other when
the work task (types, stages, and
technologies) and time frame are specified
Rejected
H2-0: Academic and research activities
(online) affect a researcher’s belief in using
web 2.0 for collaboration
0.67 9.71 < 0.001 Supported
H2-1: Researchers’ belief in using web 2.0
to support research may increase their
chances of collaboration
0.41 5.77 < 0.001 Supported
H2: Novice researchers are more likely to
collaborate and work with each other when
they believe in the work and participate in
academic and research activities (online)
Supported
H3-0: web 2.0 technology may enhance
research communication, leading to
collaboration
0.64 3.74 < 0.05 Supported
H3-1: Research context has a direct
influence on collaboration.
0.00 0.00 n.s. Rejected
H3: Researchers are more likely to
collaborate when they have received
technical support in their academic context
Rejected
H4-0: Incentives as an external motivation
can influence ethics as an internal
motivation for enhancing research
collaboration
00.71 3.79 < 0.001 Supported
H4-1: Research ethics as an internal
motivation is closely related to research
collaboration
0.06 1.74 < 0.05 Supported
H4: Novice researchers are more likely to
collaborate and work with each other when
they receive incentives (as external
motivation) that are protected and
combined with their trust and the value of
their work (as internal motivation)
Supported
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The first collaboration path showed that doing online doctoral research activities
might shape beliefs in using web 2.0 technologies for academic purposes and, thus,
enhance collaboration. An example is that using social media to connect with like-
minded people eventually shapes one’s belief about the importance of web 2.0.
Researchers who believe in using such media are more likely to collaborate and
more open to empathy.
Overall this study illustrates how the fish model can be applied to an online
setting in order to understand how the interaction between academic activities and
researchers’ beliefs can influence research collaboration. The results are consistent
with the previous mentioned literature as it was discussed by Terrell et al. (2009),
being successful can shape a person’s individual beliefs. Engaging in online research
activities in order to communicate and collaborate reflects individual beliefs that
control the actions that can enhance further collaboration offline, as has beenobserved
in a professional context (Köhler 1997). Researchers’ activities may reveal some
of the individual beliefs that back and catalyse collaboration. When researchers
engaged in online research activities, their belief in the use of web 2.0 in research
increased. Use of web 2.0 services such as social media can also predict productive
and conductive research collaboration (Pscheida et al. 2013).
The second collaboration path shows that in keeping a balance between internal
“ethics” and external “incentives”,motivation can confirmcollaboration.An example
is that researchers’ trust in sharing their ideas via web 2.0 services only grows when
they benefit from using such technology and, accordingly, it may lead to collabo-
ration. These findings have important implications for the fish model. Internal and
external motivations support future research collaboration. We argue that external
and internal motivations are closely related; consequently, in academia both types
of motivation help researchers become engaged in collaboration. Higher incentives
predict higher levels of trust; researchers are more likely to collaborate when they
trust the technologies they use. What motivates researchers to enhance collabora-
tion into the web 2.0 sphere depends on the technologies they can trust and use
to extend their professional networks. For collaboration among researchers, trust is
synonymous with benefit, which is the catalyst for collaboration.
5.2 Limitations
In this study, research collaboration was defined as the use of web 2.0 technologies
for communication and daily research routines (reading, searching, writing, etc.).
The authors addressed a subset of the concept labelled e-science or science 2.0. They
empirically observed doctoral scholars. These PhD students came mainly from the
Faculty ofMathematics and School of Science at the Technische Universität Dresden
inGermany. These aspectsmay limit the range andmeaning of the findings presented.
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Another limiting aspect is that the fish model reported only two significant paths
that may predict research collaboration. It would, however, be more informative if
measures of the other paths of the fish model (that appeared as non-significant in
our study) were measured once again in a different research context with another
sample.
Appendix
See Tables 4, 5, and 6.
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Table 5 Items removed
Factor Item
TSK3 It is more effective to ask colleagues for a declaration about unclear work tasks by
E-Mail or Skype than face-to-face
TSK4 The task of reading an online paper is more effective than a printed one
TSK5 Task of searching/sorting for literature review by using web 2.0 services more difficult
than my traditional way
TSK5 When I need to effectively discuss something related to my research with colleagues,
web 2.0 services are not the right solution
TIM3 It is necessary to invest a lot of time for communicating, researching, and working via
web 2.0 services
TIM4 Web 2.0 services save time for organising and managing our teamwork and working in
a scientific community
TIM5 Usage of synchronous web 2.0 services (in real time interaction) such as chat or video
conferences is more useful for managing online discussions than asynchronous tools
(e.g. online forum)
SUP4 The usage of web 2.0 services in a scientific research is difficult and I can’t understand
it
SUP5 I use web 2.0 services when others recommend something really interesting for me
SUP6 Peers and colleagues warn me to use web 2.0 services in research
CON3 My institute/faculty does not formally support using web 2.0 services among doctoral
students
CON4 The best way to contact my supervisor is through e-mail
CON5 Collaboratively reading, writing, and reviewing a paper via web 2.0 services in our
project/research group is not familiar yet
INC4 Receiving daily information about a recent paper, event, or colleagues’ activity, is a big
motivation for me to use web 2.0 services
INC5 Editing, commenting, reading, and reviewing dissertation tasks by using desktop word
processing software are more familiar to me than using web 2.0 services
ETK2 Taking on more responsibility in scientific editing, reviewing, commenting via web 2.0
services among researchers is ambiguous and uncertain
ETK3 Web 2.0 services signify for me a place where there is a lower level of data security
ETK4 Data security for me is an important issue for participating in any scientific editing,
reviewing, commenting, and reading via web 2.0 services
ETK5 My data can be stolen easily via web 2.0 services
ACT5 Giving online lectures is one of my usual online activities
BLF3 I believe that putting my data through cloud services is safe and enhances mobility
BLF4 Web 2.0 services may slow down my work load and research progress
BLF5 Managing time, procedures, reading, writing, reviewing, and daily events are
effectively done without using web 2.0 services
CLB5 I intend to communicate only through e-mail in scientific research, due to the fact that
research is an individual contribution
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Table 6 Final measured items (items used)
Factor Item
TSK1 Web 2.0 services may hinder my tasks in everyday research activities
TSK2 When I need to effectively discuss something related to my research with colleagues,
web 2.0 services are not the right solution
TIM1 Web 2.0 services are not helpful services in situations when information is needed on
the same day
TIM2 It is a waste of time to use web 2.0 services to establish communication or
collaboration with other colleagues in the context of doing research
SUP1 The uses of web 2.0 services are useful for my research
SUP2 I enjoy using web 2.0 services in editing, commenting on, and reading a piece of
research
S3 Using web 2.0 services may help a lot to inform me about important scientific events
CON1 My institute provides a proper knowledge management system/web 2.0 services (e.g.
website) for improving communication and collaboration among doctoral students
CON2 Officially, Wiki is used as a platform for group activities and collaborative work
reports in my research group
INC1 Creating a personal profile in web 2.0 services would enhance my reputation
INC2 Using web 2.0 services in research helps me to satisfy my interests in my scientific area
INC3 Web 2.0 services facilitate the presentation of myself and marketing my research
ETK1 I trust sharing my data through web 2.0 services
ACT1 I usually engage in one or more online scientific discussions
ACT2 Sharing files, links, videos, or photos with colleagues is one of my daily uses of web
2.0 services
ACT3 Peer review of scientific work via web 2.0 services is one of my usual online activities
ACT4 Commenting and writing in one or more scientific online forums, weblogs, or wikis is
also one of my daily/weekly activities
BLF1 I believe that using web 2.0 services has become one of my everyday research routines
BLF2 I would say, to enhance academic collaboration, you should use web 2.0 services
CL1 I intend to engage and involve myself in a community of practice by using web 2.0
services
CLB2 I intend to share my reading, writing, review, and resources with other colleagues
when it is mediated by web 2.0 services
CLB3 I intend to coordinate and work together more when this coordination is facilitated by
web 2.0 services
CLB4 Willingness to communicate and collaborate in research with other disciplines could
be enlarged by using web 2.0 services
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The Use of Digital Tools in Scholarly
Activities. Empirical Findings
on the State of Digitization of Science
in Germany, Focusing on Saxony
Steffen Albrecht, Claudia Minet, Sabrina Herbst, Daniela Pscheida,
and Thomas Köhler
Abstract Scholars are only beginning to understand what digitization means for
their work, that is, the conduct of science. Taking a broad perspective on e-science,
this paper provides empirical insights about two important aspects of the digitization
of science, namely the use of digital tools in scholarly activities and scholars’ percep-
tions of the change such use entails. The results of a German-wide survey of scholars
and supplementary qualitative interviews in the years 2012 and 2013 show that the
majority of scholars have adopted digital tools and that scholarly practice is affected
profoundly by the use of such tools. This does not apply to web 2.0 tools, which
remain a niche medium for some scholars. Small but significant differences exist
between disciplines, and decisions about individual tool use are utilitarian. Further
research is needed to assess the changes from a longitudinal perspective.
Keywords E-science · Digitization · Scholarly practice · Survey results
1 E-Science, Cyberscience, Science 2.0: The Digitization
of Science Is on the Move
Ever sinceGalileo’s successful use of the telescope, scientists have relied onnew tools
in their scholarly practice (Hankins and Silverman 1995). The advent of computer
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technology and digital networks was no exception, impacting not only the commu-
nication of research, but also the production of new knowledge. The World Wide
Web with its network of hypertexts and its gradual change to web 2.0 with the addi-
tional manifestation of online social networks reinforce this impact and generate
more potential. Although this cooperative process is not new (Bijker and Law 1992;
Mayntz 1993), we are still only beginning to understand the changes that digitiza-
tion entails for science. This paper furthers our understanding by providing empirical
insights from an online survey of German scholars related to two specific aspects
of the digitization of science, namely the use of digital tools in research, teaching
and other scholarly activities, and scholars’ perceptions of the change that such use
brings.
Several terms have been proposed to apprehend how science is influenced by
networked computer technologies. In 1999, the term e-science was introduced by
John Taylor, General Director of the Research Council at the Office of Science and
Technology of the UK. Taylor realized that new technological infrastructures were
needed to foster global cooperation and data-intensive research in science. In other
words, “e-science is not a new scientific discipline; rather, the e-science infrastructure
developed […] should allow scientists to do faster, better or different research” (Hey
and Trefethen 2005: 818). Jim Gray specified what such “different research” could
look like. He identified a “fourth paradigm” of scientific inquiry, “data-intensive
science” that is characterized by the use of massive amounts of data to generate new
theoretical models (Gray 2009: xix).
Michael Nentwich (2003) took a more holistic view of “cyberscience,” including
how academic work is organized, how it functions, and what its products are. While
emphasizing its novelty compared to “traditional science,” he technically assesses the
digitization of science. In a recent update with René König, Nentwich used the term
“cyberscience 2.0” to acknowledge the emergence of web 2.0 and its relevance to
scholarly communication (Nentwich and König 2012). “science 2.0” is another term
that emphasizes the importance of web 2.0 in facilitating openness and collaboration,
focusing on online communication tools such as weblogs or wikis that open up
science communication to external audiences (Waldrop 2008).1
Despite their nuances, all these terms are more similar than different. A broad
notion is best suited to address the diverse issues involved in the digitization of
science. Here and in the e-Science Research Network Saxony (www.escience-sachse
n.de), we use the term e-science to comprise science, social science, and humanities
disciplines, not only in research and collaboration, but also in teaching and science
communication. In terms of technology, e-science comprises digital tools used in
scholarly work that go beyond the individual computer and represent digital media
or online-based, networked software systems.
Taking a broad perspective on digitization means normatively assessing this pro-
cess without bias. This involves considering not only the changes in technology,
but also changes induced by the social environment. Soon before e-science got onto
1Other notions of the digitization of science, include “digital scholarship” (Weller 2011) and “digital
science” (European Commission 2013).
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the agenda, several authors recognized fundamental changes in how science was
generally understood. “In response to the challenges of policy issues of risk and the
environment, a new type of science – ‘post normal’ – is emerging,” wrote Silvio
Funtowicz and Jerome Ravetz (1993: 739). In a similar vein, Michael Gibbons and
colleagues (1994) observed the emergence of what they called “mode 2” science,
which was transdisciplinary and involved stakeholders from outside the scientific
community. Both diagnoses overlap in noting an increasing external influence on
science from politics, the economy, and civil society. The interrelations between
technological and social change are not themain focus here, but developments within
science such as the role of web 2.0 in opening up the research process might be part
of a broader social change, in which technology plays only a moderating role.
The aim of this paper is to provide empirical observations of changes in scientific
practice in relation to technological change, focusing on media use in science. Our
approach is based on two fundamental assumptions. First, we find that considerable
attention is devoted to the potential and affordances of digital technologies, but much
less notice is taken of what scholars actually do with these technologies in their day-
to-day practices, including potential non-adoption and refusal to use them (cf. Barassi
and Trer 2012: 1282). Second, while there are a number of empirical case studies of
scholars’ use of technology in specific fields, we think a broad view on all aspects
of scholarly practice is necessary to identify the changes, before the nature of such
change in specific areas can be analyzed.
2 The Empirical Question: Is Digitization Really
on the Move?
The empirical perspective of this paper goes beyond the rhetoric and euphoric expec-
tations of some e-science discourse. We ask three questions. To what extent do
scholars use digital media and online tools in their day-to-day academic activities?
What kind of new practices emerge from such use? How do such changes in the
conduct of science contribute to the bigger structural changes?
Technological innovation always takes place in form of co-evolution of engi-
neering and social domains (Köhler 1998). Adoption theorists have pointed out that
the adoption process is not just a matter of time, but also of individual differences,
system characteristics, social influence, and facilitating conditions (Venkatesh and
Bala 2008). Against this background, we can assume that the adoption of digital tools
is not as straightforward a process as is depicted by some of the theoretical accounts
discussed above: it is ongoing and has to be observed empirically to determine its
state and direction. Our paper adds to the small, but growing empirical literature
about the impact of using digital tools in science.
Previous research has shown that investigating scholars’ use of digital tools poses
methodological problems. There are a number of different approaches, all with
specific merits and pitfalls. We can broadly distinguish a qualitative orientation with
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a focus on in-depth analysis of a limited number of cases, often based on stakeholder
interviews or case studies (see, e.g., Currier 2011; RIN/NESTA 2010; Bullinger
et al. 2010), and a quantitative orientation with a focus on assessing the whole field,
often based on standardized surveys. As our aim is to provide a holistic and realistic
assessment of the state of adoption, wemainly review previous quantitative research.
Lattemann et al. (2010), ZBW (2011), Donk (2012), and Pscheida and Köhler
(2013) all address a limited target group (principal investigators in funded research
projects, economics researchers and students, researchers at one specific university,
and scholars at universities in Saxony, respectively). Thus, none of this research is
particularly helpful in termsof eithermethodologyor results. In an early studyof 1477
UK re-searchers, Procter et al. (2010) found that 60% used a web 2.0 tool (blogging,
commenting, sharing resources, or contributing to wikis) in their scholarly activities,
but only 13% did so frequently. The authors consider this figure “rather low” and
observe that frequent users are most likely to be computer scientists or mathemati-
cians, engineers, or scholars in the arts and humanities. Ponte and Simon (2011)
also focus on web 2.0 use, but based on a self-selected sample of 345 persons from
across Europe. They report the use of wikis and blogs by about 40% of respondents,
academic social networking sites by 35%, andmicroblogging by 18% of researchers.
Results for specific groups are not presented.
Bader et al. (2012) analyzed 1053 responses to an online survey of scholars at
German universities. They found that communication tools such as e-mail (94%),
mailing lists (24%), and Skype (21%) were widely adopted, web 2.0 tools like blogs
or research portals were much less used (6% use wikis, 5% use research portals
or social networking sites, 4% use academic blogs, and 2% use Twitter). The tools
used varied greatly by discipline: wikis were mostly used in science and engineering,
whereas mailing lists and blogs weremore popular in humanities and social sciences,
especially in law, and research portals were favored by social scientists. In general,
the authors consider German researchers to be at an “early stage” of adopting digital
communication tools.
Despite the small number of studies of sufficient scope andmethodological quality,
these results raise doubts about the predicted impacts of digital tools on science. In
the best case, adoption is too early to have had a significant impact. In the worst
case, apart from some small groups, scholars are not tempted to actually use digital
tools in their work. The existing research shows that digital tool adoption in scholarly
activities is low (apart from very popular tools such as search engines), that web 2.0
tools aremuch less likely to be used thanmore conventional ones, and that disciplines
seem to play a role in the choice of tool.
3 Hypotheses, Data, and Methods
To remedy the obvious lack of comprehensive, quantitative research, our paper seeks
to empirically assess the state of adoption of digital tools by scholars and their impacts
on the basis of new data from the Science 2.0 Survey 2013 (Pscheida et al. 2014).
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Based on our above analysis of previous research, we assume that to have an impact
on scientific activity, digital tools have to be used for scholarly purposes in the first
place. This leads us to the following hypotheses and research questions.
Hypotheses. Our first two hypotheses concern the extent to which scholars use
digital tools in their activities.
H1: The adoption of digital tools in scholarly activities is still in an early phase,
with diffusion levels (Rogers 1995) below 50% of the population (“early majority”).
H2: Web 2.0 tools like weblogs, wikis or microblogging are used by a minority
of scholars for professional activities, with diffusion levels below 16% (“early
adoption”).
Our third hypothesis concerns the differences between disciplines and is formu-
lated as research question, since previous research is inconclusive.
RQ1: Do scholars in different disciplines use digital tools differently?
Finally, we are interested in how digital tool use impacts on the conduct of science,
leading to another research question.
RQ2: What changes in the conduct of science as a result of digital tool use do
scholars perceive?
Data. We collected data in two related steps. First, an online survey of 778
scholars at German universities was conducted in autumn 2013, addressing ques-
tions such as scholars’ use of 17 different tools and services, their academic and
sociodemographic background, their motives for and attitudes to using digital tools
(see Pscheida et al. 2014).2 Although quota sampling of universities was applied
in the recruitment procedure, the sample shows some deviations from the popula-
tion with regard to gender (women are slightly overrepresented), professional status
(professors are overrepresented, research assistants or “WHK” underrepresented),
discipline (with medicine strongly underrepresented, humanities, mathematics, and
natural sciences slightly overrepresented), location, and type of university. While
the latter two could be adjusted by weighting, the other deviations should be kept in
mind in interpreting the results. In addition, all scholars at universities in the German
federal state of Saxony were invited to participate in the same survey, with 442 ques-
tionnaires being submitted. The Saxony sample shows similar patterns of deviations
from the population, except that with regard to disciplines, engineers andmathemati-
cians/natural scientists are strongly overrepresented, whereas medicine and the fine
arts are underrepresented.
The quantitative surveywas supplemented in the first half of 2013 by 19 interviews
with scholars in Saxony, chosen to map the various disciplines and status groups.
The semi-structured interviews focused on the scholars’ perception of the use of
digital tools and of the changes this entails. Due to the variety of scholarly practices
and lack of knowledge about the precise impact of digital tools on them, qualitative
interviews were chosen to address our second research question.
Methods. The hypotheses and research questions were statistically analyzed,
comparing the Saxony andGerman-wide samples. Adoptionwasmeasured by asking
scholars “to what extent do you use the following?” followed by a list of 17 different
2The data set of the Science 2.0 Survey 2013 is open access: see www.escience-sachsen.de.
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online tools. Answers were categorized by frequency of use. In the analysis, only
uses for scholarly work (research, teaching, research administration, and science
communication) were taken into account. Based on Schmidt’s (2007) definition,
social networking sites, wikis, video/photo community portals, weblogs,microblogs,
and social bookmarking services are regarded as “social software” or “web 2.0 tools,”
as they constitute social or hypertextual relationships of (at least partially) public char-
acter (Schmidt 2007: 32). The disciplines were categorized based on the definition
of the German Federal Bureau of Statistics (2012) into arts and humanities; (natural)
sciences (includingmathematics); engineering and social sciences (including law and
economics). Finally, the qualitative interviewswere transcribed and anonymized, and
qualitative content analysis methods were applied to the responses.
4 Results
4.1 General Level of Adoption of Digital Tools in Scholarly
Activities
Scholarly activity at German universities in 2013 was affected considerably by the
use of digital tools. Of all 17 tools the survey asked about, ten were used by more
than 50% of all respondents in a professional context (with two others by 49%, see
Fig. 1). Only general-purpose social networking sites, online editors like Etherpads
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Fig. 1 Level of adoption (in %) of digital tools in scholarly use in Germany and Saxony
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or Google Docs, weblogs, microblogs like Twitter, and social bookmarking services
are used by less than about half of all respondents. Wikipedia is the tool with the
broadest diffusion in academia, with 95% of respondents reporting to have used
Wikipedia in their scholarly work. Comparably extensive more than three quarters
of the respondents use online archives like Arxiv.org and mailing lists.
The pattern for scholars in Saxony is quite similar to the national one. Wikipedia,
online archives, and mailing lists are the tools with the highest level of adoption
in the context of scholarly work. Social networking sites, online editors, weblogs,
microblogs, and social bookmarking services are used by less than half of the respon-
dents, including professional social networking sites like Xing or Academia.edu. The
general level of adoption of digital tools in Saxony is a bit lower than in Germany
as a whole. The reverse is true for online forums (64% in Saxony, 56% in Germany)
and wikis other than Wikipedia (62% in Saxony, 55% in Germany). Of course, such
seems still to be a contradictory observation as many scientists recommend their
students not to use digital tools like Wikipedia due to the “non-scientific” nature. So
is especially valuable exploring inmore detail practices of adoption among scientists.
In some cases, digital tools may be used more for general than work-related
purposes (see Table 1). Content sharing and cloud services, video conferencing
and VoIP (“online telephone”) services, online forums, video/photo communities,
Table 1 General and work-related use (in %) of digital tools in Germany and Saxony. Note the
high level of general use
Digital tool Germany Saxony
General Work General Work
Social networking sites 57.9 32.9 51.1 21.0
Academic networking sites 52.7 48.8 41.0 37.6
VoIP 71.7 58.0 64.3 46.2
Microblogs 15.1 10.5 5.9 1.6
Weblogs 29.2 22.2 28.3 22.6
Wikipedia 98.9 95.2 100 96.2
Other wikis 56.5 55.1 63.6 61.5
Content sharing/cloud server 73.5 67.7 64.3 54.5
Online editors 26.7 24.9 24.4 21.0
Online forums 65.3 56.0 74.0 64.0
Mailing lists 77.4 76.2 74.0 71.5
Chat/IM 69.1 48.7 69.2 44.3
Online archives 79.8 79.3 76.7 76.2
Reference management 52.2 52.2 49.1 48.4
Social bookmarking services 5.9 5.2 4.3 3.8
Video/photo communities 80.4 54.8 78.3 45.7
Learning management systems 52.3 52.2 56.1 55.7
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chat/instant messaging (IM), social networking sites, and microblogs all show a
significantly higher level of personal than professional use. Where data for compar-
ison exists, the use of digital tools is more widespread among scholars than in the
German population in general (cf. data from the ARD/ZDF Online Study 2013, van
Eimeren and Frees 2013).
With regard to our first hypothesis, we can thus infer that the adoption of digital
tools in scholarly activities has left the phase of early adoption and has reached amore
mature state with more widespread use. Although a considerable number of scholars
do not use certain digital tools, and some tools have not reached broad adoption, the
majority of tools our survey asked about are used by more than 50% of respondents.
4.2 Use of Web 2.0 Tools Among Scholars
The situation is different for web 2.0 tools such as wikis, blogs, social networking
sites, social bookmarking services, and video/photo communities. While about half
of respondents use wikis, video/photo communities and academic social networking
sites in work-related contexts, only between 5 and 32% of scholars use general-
purpose social networking sites, weblogs, and microblogs as well as social book-
marking services for work. Considering the broad adoption of digital tools in general
and the length of time that web 2.0 tools have been in use, the latter have to be
considered a niche product with regard to scholarly use. The figures for Saxony are
comparable, but generally lower than for the national level (except for wikis, see
above).
However, with regard to our second hypothesis, web 2.0 tools have a higher
adoption level than the 16% “early adoption” rate, at both the national and the Saxony
level, with the exception of microblogs and social bookmarking services. At the
same time, only a minority of scholars use web 2.0 tools that have not been designed
specifically for academics. Given that these tools have been in use for a long time
and are well known among scholars (except for social bookmarking services, which
about 50% of respondents said they didn’t know about), we have to conclude that
web 2.0 tools have only reached specific groups of scholars (cf. Pscheida et al. 2014:
18). It seems to be difficult for most scholars to find useful applications for these
tools.
From the results of the survey, we can more generally infer that tools are adopted
when a specific use is found for them. Most of the tools with high levels of adoption
are specialized for one or more areas of scholarly work. Most respondents said that
the digital tools they use are practical or make their work easier and faster (Pscheida
et al. 2014: 24f.), indicating the prevalence of utilitarian motivation. This was not
equally the case for all tools. General-purpose social networking sites andmicroblogs
show a different pattern of use: both tools are used twice as often in a personal than a
professional capacity, that is, utilitarian motivation was less important. The twomain
reasons for not using general-purpose social networking sites in a scholarly context
are disagreement with the terms of use (indicated by 24% of those researchers who
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do not use them for work) and personal use (indicated by 18%). For microblogs,
the most salient obstacle is the lack of additional benefit (indicated by 56% of those
researchers who don’t use microblogs for work).
Besides the prevalence of pragmatic reasons, researchers who use web 2.0 tools
(like academic network sites, weblogs, or microblogs) also mentioned an interest
in new technologies or that these tools help to boost their reputation. This shows
awareness of the social and hedonistic (as one could say) affordances of web 2.0
tools.
4.3 Disciplinary Differences
Our third hypothesis was about the differences between disciplines in scholars’ adop-
tion of digital tools. The results of the survey indicate a more nuanced picture than
previous studies have drawn. Cross-tabulation and computation of Cramer’s V (a
bivariate measure of association) for the German study show small but significant
differences in professional use of Wikipedia, wikis, online editors, mailing lists,
online archives, reference management systems, social bookmarking services, and
video/photo communities (see Table 2). In all other cases, no difference between
disciplines in the use of digital tools for scholarly purposes is found.
Digital tools are most highly adopted in the (natural) sciences and in arts and
humanities, whereas engineering and social sciences show lesser degrees of adop-
tion. However, engineering scientists use wikis and video/photo communities quite
heavily, and social scientists use mailing lists and online archives to a similar degree
as the (natural) scientists.
For Saxony, significant differences between the disciplines are more frequent
and related to other tools than in the German-wide study. Social networking sites,
academic networking sites, VoIP, microblogs, weblogs, content sharing services,
chat/instant messaging services, reference management systems, and learning
management systems all show small but significant differences between disciplines
(see Table 3). Social scientists use tools most across all categories, followed by
scholars in arts and humanities. The only tools which are used more extensively by
natural scientists and engineers are Wikipedia and other wikis, but these findings are
not statistically significant.
The differences between the Saxony and German-wide results are striking. They
might be explained by the special disciplinary structure of universities in Saxony,
which have a strong emphasis on natural sciences and engineering. For Germany as
a whole, such differences might exist, but are leveled off due to the mix of academic
cultures and institutional structures across the various federal states. However, the
differences are generally small, with low values of Cramer’s V, so we can conclude
with regard to our first research question that there are only small differences between
the disciplines, highly dependent on the disciplinary context in which each tool is
used.
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Table 2 Professional use (in%) of online tools by scholars atGerman universities in 2013 across the






















48.8 48.7 53.5 44.0 53.8 −
VoIP 58.0 57.8 60.7 57.8 56.4 −
Microblogs 10.5 12.0 10.7 8.6 11.9 −
Weblogs 22.2 25.8 23.0 16.2 23.3 −
Wikipedia 95.1 93.8 98.8 94.9 90.2 .112




67.7 69.9 70.8 59.5 69.9 −
Online editors 24.8 28.0 26.7 22.2 21.2 .092
Online forums 56.0 58.0 59.3 65.5 45.1 −
Mailing lists 76.2 81.0 76.9 63.8 75.2 .093
Chat/IM 48.7 51.8 54.5 40.5 49.6 −
Online archives 79.3 86.3 78.2 67.5 78.9 .110
Reference
management




5.3 4.4 9.1 2.6 3.8 .100
Video/photo
communities




52.2 56.9 44.7 51.3 59.0 −
aincluding law and economics
bsignificance α<.05
− indicates that no significant correlation is observed
If discipline does not explain differences in the use of digital tools, how else
might we explain them? Some indications can be found in the 19 semi-structured
interviews that were conducted to supplement the quantitative investigation. Content
analysis methods according to Mayring (2000) were used to analyze these. In a
first step, categories of analysis were generated based on the interview guideline.
These categories were then tested against the empirical material, and continuously
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Table 3 Professional use (in %) of online tools by scholars at universities in Saxony in 2013























37.6 32.7 37.9 31.9 66.0 .165
VoIP 46.8 42.9 53.2 39.3 63.8 .145
Microblogs 5.9 6.1 4.8 1.6 21.3 .197
Weblogs 24.0 30.6 25.0 16.2 38.3 .133
Wikipedia 96.2 91.8 98.4 96.3 93.6 −




55.0 71.4 50.8 47.1 72.3 .146
Online editors 27.8 20.4 25.8 15.7 31.9 −
Online forums 64.0 49.0 67.7 64.9 68.1 −
Mailing lists 71.5 77.6 75.8 64.4 85.1 −
Chat/IM 45.0 42.9 54.8 36.1 55.3 .140
Online archives 76.2 71.4 77.4 74.9 85.1 −
Reference
management




3.8 4.1 5.6 3.7 2.1 −
Video/photo
communities




55.7 77.6 53.2 49.2 80.9 .175
aincluding law and economics
bsignificance α<.05
− indicates that no significant correlation is observed
revised and amended with sub-categories during analysis. In a third step, relations
and causalities between categories and sub-categories of analysis were carved out.
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The results do not point to disciplinary differences, but instead to the influence of
the tangible working practices in which scholars are involved. These can be collabo-
rations, such as in projects with many partners (interview 8), working groups (inter-
views 1, 7) or institutions (interview 7), but also institutional contexts, such as when
“interdepartmental” wikis are created (interview 8) or the institutional website is
used for information sharing, because “those who are concerned and who will look
at the information [are] mainly limited to the institute” (interview 19).
Another important determinant for the use of a digital tool is its quality and
suitability for specific working contexts. Digital tools are expected to make working
processes more efficient: “the biggest obstacle and a huge inefficiency is how we
communicate data. We copy, we process data again and again” (interview 3). Wikis,
for example, are used to facilitate collaborative work: “to manage data, I do not have
to send e-mails around where nobody knows what the current state is” (interview 8).
Similar motivations underlie the use of cloud services like Dropbox (interview 5) or
instant messaging clients and VoIP services such as Skype and ICQ (interview 8).
The use of e-mail for collaborative work is considered rather inefficient (interviews
3, 5, 8).
Wikis can be used as “encyclopedias,” to provide information in a structured and
clearly arranged way, “where you can collect things that you maybe will have to look
up in future” (interview 19). Wikis are repositories “where all kinds of information
are collected” (interview 19); “just to preserve collected knowledge that you can
look up again” (interview 7); “where knowledge for all is provided” (interview 1);
“to upload files in the current state, where it can then be downloaded” (interview 8).
This also refers to the exchange of administrative information, such as in managing
technical infrastructure (interview 9) or as an organizational manual (interviews 9,
15).
However, once data protection becomes an issue, web-based tools and services
are not used despite their efficiency savings: “I would have proposed Dropbox, but
because of data protection requirements we cannot use it” (interview 11). Instead,
local network servers are used to exchange data, especially in caseswhere the cooper-
ation is limited to partners in the same institution: “to some extent we have this in our
working group internally, using the university file system. There we have our account
and there is our stuff, i.e. the programs, and everybody in our working groups who
wants can use it” (interview 1). Yet, web-based applications are important “espe-
cially if you collaborate with external partners” (interview 8). From a qualitative
perspective, too, the conclusion is that the requirements of collaborative work and
the affordances of the technology have a stronger influence on scholars’ choice of
digital tools than professional affiliations.
4.4 Changing Scholarly Practices
The above analysis sheds some light on an important prerequisite for any changes
in the conduct of science induced by digitization, namely the actual use of digital
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tools in scholarly activity. But this is just a necessary, not a sufficient, condition for
change. The semi-structured interviews indicate what kind of changes scholars in
Saxony perceive. Of course, such perceptions might not give an accurate account of
the situation, but until better data is available (e.g., from long-term observations of
scholarly practices), qualitative interpretation of perceptions from actors within the
field with a variety of perspectives gives a good approximation.
Our interview partners indicated a number of changes in their work practices
which they did not see as related to technology use, but rather to a changing social
environment in science. The importance of collaborative work is seen as growing.
Short-term research projects can require the use of certain digital tools (interview
8) or new competencies, such as writing research proposals (interview 7). Work
biographies are seen as becoming more flexible. Temporary retirement affects the
way of working and the adoption of new technologies: “so I did not slowly get used to
[web-based tools], I knewworkwithout them andwhen I was re-entering, I had to use
and become acquainted with the different tools” (interview 1). This flexibility also
includes geographical mobility and increasing independence from local contexts: the
use of Skype “has actually naturalized through stays abroad, only to stay in touch”
(interview 14).
Intervieweesmentioned several changes in their personalway ofworking that they
related to technological conditions. The entire process of scientific enquiry, including
literature research, has tremendously accelerated: “you simply find something imme-
diately rather thanwriting letters to ask: ‘what did you do there actually?’” (interview
19). Before using digital archives, “we had to […] ask for interlibrary loan literature
and had to wait” (interview 16). Technology is explicitly mentioned as an attractive
agent of change: “so I still remember card indexes in libraries and of course when
the online catalog was there, then you liked to use it” (interview 14). This also relates
to the management of literature: “I think the trigger was that the university offered
Refworks and that we got an account for the group” (interview 1).
Communication processes seem to be particularly affected: “if I have a meeting
with someone today, I just search for her or himon the Internet before and look upwho
it is. If I’m lucky, I have a small CV or at least I see what she or he does” (interview
13). Communication is increasingly shifting into virtual spaces (interview 17): “in
times of my diploma one rather met personally, […] so if calling on the telephone did
not work, then one rather met personally somehow” (interview 7). What is more, the
way information is stored andmade available has changed: “I have scarcely printed or
written documents, […] all of my documents are digitized. Either as a PDF or HTML
page or in another format, like video or other scripts or programs” (interview 2). This
in turn influences the access to information: “in the past, I can still remember that I
used a usual lexicon from the bookshelf, which I not so long ago just sold because
I have not been using it anymore and it stood around useless” (interview 9). Again,
the affordances of new technologies are described as attractive: “I notice that I still
prefer printed paper, but this changes step by step and in ever more cases, I do not
print the reports I read, but rather read them on the screen somewhere and if I have
the opportunity also highlight sections as it is possible with various apps on the iPad,
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then for me this actually replaces printed and nicely annotated reports because I thus
have the same opportunities to work” (interview 18).
Advancements in data infrastructure, including the availability of faster and more
efficient Internet connections or better computing capacities, primarily affect infor-
mation sharing and data analysis, “just because it was somehow difficult to load ten
megabytes from the Internet with the first emerging DSL connections” (interview
15), and “if one then changed from modem to ISDN and DSL, then you increasingly
used it, it went faster” (interview 14). The ubiquity of computing and network power
eases the work process “because you don’t have to rack your brain, should I resize
photos in the dataset or not, instead you just send it” (interview 12). Parts of data
analysis are replaced by automated processes: “30 years ago or maybe more, you
went with stacks of punch cards to the computing center and tried to compute a t-test
or something similar, and now you just have to push the button” (interview 5, cf.
interview 19). The availability of portable devices, “that we have just passed on to
equip all staff with laptops, [i.e.] no location-bounded work on the computer we sit
in front of anymore” (interview 15), supports highly flexible working practices.
Finally, the attitude of researchers toward new technologies, their openness and
curiosity to try something new also affect their working practices: “then I had a
telephone bill of about 80 marks which was very high for a student, just because
I intensively explored the Internet” (interview 16). Or, as another interviewee said:
“whenever a new technology emerges, I deal with it and watch to see if it makes
sense to use it” (interview 3). Last but not least, cost-benefit considerations also play
an important role: “If I have the feeling that there is something that helps me on […]
then I try it” (interview 19, cf. interview 16).
Coming back to our second research question about perceived changes in the
conduct of science, the qualitative interviews confirm the result from the survey that
in science, digital tools are widely adopted. Scholars are not only using digital tools
for work, but also perceive their work as being changed by these tools, partly even
dramatically. The change is described as making research more efficient and faster,
and this acceleration also affects communication and collaboration.
Theprecise nature of this change requiresmore thorough analysis. From the results
presented here, it is clear that technology is just one of the driving forces underlying
the change, and that the increasing collaboration and mobility of scholars is another
important factor interactingwith the use of technology.With regard to themotivations
for decisions about technology use, both the qualitative and the quantitative analysis
underscore the importance of a pragmatic, utilitarian orientation. The affordances of
digital technologies and the institutional contexts appear less perceptible, but also
relevant factors in determining which technologies are used and to what extent they
affect scholarly work. Based on our study, more detailed research into the interplay
of these factors can be designed and carried out.
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5 Summary and Discussion
Our study empirically observes the digitization of science and its effects on schol-
arly practices. Starting from the individual use of digital tools by scholars as the
most important element in the digitization process, we have measured the adoption
of digital tools in scholarly work in Germany, focusing on Saxony. By critically
extending previous work, our results show that the majority of scholars adopted such
tools and that scholarly practice is affected profoundly by their use. We have also
shown that this does not apply to all kinds of tools. Web 2.0 and its affordances for
scholars might stimulate much debate, but a minority of scholars only uses tools such
as weblogs and social networking sites. Presumably, a neglect of epistemological and
technological sociological analyses of scientists’ activities can be identified, which
has to be overcome. This goes hand in hand with the need for a review with regard to
digital science technologies, which has so far been reflected neither in the curricula
for training nor in the self-image of the scientists.
Our survey indicates that there are small but significant differences in disciplinary
adoption of digital tools. The arts and humanities show higher levels of adoption than
engineering and the social sciences. However, the degree of use greatly depends on
the tool in question. Similarly, the change which the tools induce varies greatly by
scholarly activity. Our analysis of the qualitative interviews has confirmed that tools
are chosen based on utilitarian motives, and given rise to new hypothesis about the
interrelation between individual, technological, and systemic factors of change in
the digitization of science.
In comparison with the discourse on e-science, cyberscience, and science 2.0,
but also to the results of previous empirical studies, our results show that the digi-
tization of science is indeed on the move in Germany. The level of adoption is
higher than in previous studies, with many digital tools reaching broad professional
diffusion. The full potential of e-science has yet to be exploited. Our interviews indi-
cate that institutional cultures and the affordances of the technologies do not fit well
enough to let these online applications evolve into widely used professional scholarly
tools. Still there is need for further consideration, including individual competency
development.
Our results certainly do not provide definite answers to the questions raised at the
beginning of this paper. Aswell, onemay observe different and perhaps contradictory
patterns of adopting digital tools in science. The scope of our analysis is too limited to
assess the digitization of science broadly. Thus, we deliberately chose to analyze tool
usefirst, to gain as precise ameasure of adoption as possible.Moredetailed analysis of
the specific kind of tool usewouldmerit attention, taking into account the institutional
conditions of science or the affordances of digital tools. Moreover, the digitization
of science is an ongoing process, which calls for a longitudinal perspective toward
understanding the character of digitization.As stated in the introduction, there are still
very few empirical studies on the digitization of science. Our aim was to contribute
to a growing body of (empirical) research and we hope to have laid the foundations
for future, longitudinal studies.
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Digital Research Infrastructure
Maik Stührenberg, Oliver Schonefeld, and Andreas Witt
Abstract Digital research infrastructures can be divided into four categories: large
equipment, IT infrastructure, social infrastructure, and information infrastructure.
Modern research institutions often employ both IT infrastructure and information
infrastructure, such as databases or large-scale research data. In addition, information
infrastructure depends to some extent on IT infrastructure. In this paper, we discuss
the IT, information, and legal infrastructure issues that research institutions face.
Keywords Digital research infrastructure · IT infrastructure · Information
infrastructure
1 Introduction
This paper was originally submitted late 2014 and the final publication was delayed
until 2019. The authors are well aware that the view and state of the art for digital
research infrastructures have evolved in the last 5 years.
A research infrastructure can be defined as a public or private institution that has
been establishedmainly for research, teaching, and the support of young researchers.
Research infrastructures can be divided into four main categories (Wissenschaftsrat
2011b, 17f.)1:
– large equipment, including research platforms such as scientific research vessels,
planes, or satellites;
1Combinations of more than one category are possible as well.
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– IT infrastructure, such as computer hardware and software;
– social infrastructure, that is, research institutions that offer scholars a place to
exchange ideas and collaborate (Wissenschaftsrat 2011a, 20f.), for example, the
Leibniz Center in Dagstuhl Castle, Germany;
– information infrastructure, that is, research institutions that collect and curate
primary data and make them accessible to a larger group of scholars.
While large technical equipment is only seldom used in digital humanities disci-
plines, and social infrastructure is beyond the scope of this paper, combinations of
IT infrastructure and information infrastructure are quite common. Therefore, the
purpose of this paper is to give insight into various aspects of modern research
infrastructures with an emphasis on both the latter categories. In addition, we have
conducted a qualitative analysis by interviewing twelve German research institutions
(Fiedler et al. 2012). The institutions were interviewed and asked to participate in
a survey. The 74 survey questions were structured into different topic areas, such
as organizational aspects, data management, hardware and software, environmental
aspects, and legal issues. We will reflect on some of these topics in the respective
sections of this article.
2 IT Infrastructure
Digital humanities research institutions working with huge amounts of data (e.g.,
language corpora) have special needs regarding IT infrastructure, such as a growing
demand for storage space, computing capacity (for querying and analyzing linked
data), and durability (including distributed access over large-scale networks such as
the Internet for a huge number of potential users). This results in significant amounts
of money spent on hardware and software. In addition, operating costs (divided
into maintenance and personnel costs) have to be taken into account, including IT
staff, hardwaremaintenance, software updates, and licensing. Especially energy costs
should not be underestimated, as the price of electricity is increasing over time.
A green-IT strategy can help an institution to reduce some of these costs. A key
way of doing this is buying new equipment and replacing old (less energy-efficient)
hardware. However, green IT consists of more aspects, such as efficient cooling
(like separation of warm and cold aisles in the data center or using free cooling
techniques), institutional policies (e.g., obliging employees to turn their computers
off before leaving the workplace), or using supplies made of recycled material (like
recycled paper). Implementing a green-IT strategy is generally a project of its own
for a research institution and is currently a low priority for the institutions that we
analyzed.
Therefore, one of the issuesmodern-day research institutions have to dealwith is to
optimize these costs, usually by undertaking the following steps. Firstly, a transparent
accounting system, including every single asset for salaries, maintenance costs, and
so forth, has to be established, allowing for a more accurate estimation of current
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and future demands for IT infrastructure. Replacing proprietary software with open-
source software may only slightly decrease licensing costs, but may be cheaper in
the long run since the latter can be adopted to the institution’s needs and usually
has better support of open formats (see Sect. 3.2). However, two points have to be
considered regarding this assumption:
1. Additional costs for user trainingmay be necessary if the open-source application
differs from the formerly used product;
2. In-house IT expertise is necessary to adapt open-source software, which may
result in even higher personnel costs.
For these reasons, it is advisable, especially for smaller research institutions, to
collaborate in the field of IT infrastructure to reduce costs. Examples of such coop-
eration include a shared Internet connection, server housing, or archival storage.
A majority of the interviewed research institutions already collaborate with other
external facilities to lower IT costs and to distribute archival and backup storage.
Since research institutions are nowadays connected to the Internet, storage of and
access to the information infrastructure involves special security requirements. Two
main issues have to be considered:
1. preventing unauthorized access to systems, processes, or data (including infor-
mation infrastructure);
2. ensuring that hardware and software continue to function.
Although there is no such thing as a completely secure network, the first step to
prevent unauthorized access is a complete risk analysis for the relevant computer
systems, including estimating possible losses and limitations on daily work (e.g.,
due to vandalism or sabotage). The outcome of this analysis should be a prioritized
list of data and systems to be protected.
The concrete security measures (the security policy) are defined by the IT security
officer and the data protection officer and are mandatory for the whole staff of the
research institution (ISO/IEC 27002:2013 2013; BSI 2014). Important points for a
security policy are:
– prioritization of data according to their value for the research institution;




While a backup strategy for research data is considered crucial (nine out of twelve
interviewees have a central backup strategy and the remaining institution plans to
implement one), only a third of the institutions surveyed have a central in-house IT
security policy.
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3 Information Infrastructure
Research data, especially primary data (e.g., recordings, measurements, and curated
corpora), are among the most valuable assets for a research institution. Research
institutions that can be categorized as information infrastructures (such as libraries,
archives, collections, and smaller non-academic research institutions) that collect
and curate primary data, scientific and non-scientific knowledge, and databases,
and provide access to researchers [34], who may use this data for research projects
on their own. To ensure access to the information infrastructure, various technical
aspects have to be taken into account.
3.1 Repositories and Publication Server
Repositories have already been used in large-scale collaborative projects, often inter-
national ones, such as CLARIN.2 The CLARIN centers provide repositories storing
academic research data (such as curated corpora) accessible via the Internet. Retrieval
of a desired information item is highly dependent on metadata. Following on from
existing metadata standards such as Dublin Core (ISO 15836:2009 2009; DCMI
2012), IMDI (ISLE Metadata Initiative 2003; Broeder and Wittenburg 2006; ISLE
Metadata Initiative 2009), or OLAC (Simons et al. 2008; Bird and Simons 2009),
the Component Metadata Structure (CMDI) (Broeder et al. 2011, 2012; Trippel et al.
2012) has been created to facilitate documenting research information and querying
it over the distributed repositories. In our survey, five out of the twelve interviewed
institutes already run a repository on their own, while four are in the process of
building one.
Another aspect of information infrastructure is the archiving and accessibility of
publications. Establishing and maintaining an in-house publication server can be a
way for a research institution to retain both copyright (see Sect. 4.1) and access
control over information that has been produced by its academic staff. Open-source
implementations, such as ePrints3 or eSciDoc,4 often combine the functionalities of
publication servers and primary data repositories. For all these tasks, staff working on
IT and information infrastructure need to collaborate closely. In particular, research
institutions having their own libraries can benefit from the expertise of IT and
information departments regarding archives, metadata, and retrieval. Seven of the
interviewees already run a publication server.
2See http://www.clarin.eu for further details.
3See http://www.eprints.org/ for further details.
4See https://www.escidoc.org/ for further details.
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3.2 Data Formats
Although the creation of research data is often quite expensive, a large portion of this
information gets lost shortly after the end of the project in which it was gathered.
Apart from the hardware failures or insufficient metadata discussed above, another
possible reason can be a proprietary storage format, for which the corresponding
application is not available any more.
Data formats usually exist for two reasons: (1) as serialization of a specification,
or (2) as the import and export format of an application. A format as such may
be open or proprietary, which may be important for processing and archiving the
information encoded in it. An example of a proprietary de facto standard format is
the ubiquitous.doc format, produced byMicrosoft Word.5 Since it is a binary format,
it is not possible to extract information with arbitrary text editors; instead, one has
to use specific programs, and applications other than MS Word may not be able to
successfully render the document as it was intended by the author.
For research data which are curated by an information infrastructure, open text-
based formats should be preferred. Formats based on the open meta language XML
(Bray et al. 2008) are quite common in academic research and can be defined by
document grammar formalisms such as XML DTD (part of the aforementioned
specification), XML Schema (Gao et al. 2012; Peterson et al. 2012), or RELAX NG
(ISO/IEC 19757-2:2008 2008), allowing for on-the-fly validation during the creation
of instances. Examples of openXML-based annotation formats in the digital humani-
ties are theTEIGuidelines (Burnard andBauman2014) orDocBook (Walsh 2010) for
technical documentation. Information encoded in those formats is not only readable
with common text editors, but separates content from formatting, since the rendering
is usually controlled by separate XSLT (Kay 2007, 2014) or CSS (Bos et al. 2011)
stylesheets. This not only prevents vendor lock-in, but significantly eases the process
of archiving. The attitude to open standards and open-source software compared
with proprietary in-house development is mixed; however, there is a tendency to use
standardized APIs and formats, or at least consider open-source applications. Seven
surveyed institutes keep data in proprietary formats, while four aim to use standard
formats and one is still determining its strategy. Often, institutes lack the human
resources to convert data into standard formats.
4 Legal Issues
Research institutions are confrontedwith a number of legal issues, themost important
of which are: (1) copyright and (2) personal data protection and privacy.
5Note that we are talking about the binary .doc, not the XML-based .docx format used by Office
2004 onwards and that is standardized as ISO/IEC 29500-1:2011 (2011). However, even the latter
format uses a number of features that cannot easily be interpreted by application programs without
further knowledge.
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4.1 Copyright Issues
Research data is often based on material contributed by third parties. The primary
data of text corpora, for example, often originate from newspaper articles or similar
non-academic sources. German copyright law protects literary, artistic, and scientific
works (including software) that are the author’s own intellectual creation. Copyright-
protected works may only be modified (and, arguably, annotated) with the authoriza-
tion of the copyright holder. Copyright expires 70 years after the death of the original
author. In Germany (unlike in most other jurisdictions), copyright cannot be trans-
ferred and is reserved by the author until his death (and 70 years after it), but it can
be licensed. In practice, authors often license their rights out to publishers.
Although the German copyright law (UhrG) does not contain the American
concept of “fair use”, there are copyright limitations (§§ 44a–63a UrhG) that apply
to certain specific uses of copyright-protected works (e.g., citations, personal use,
scientific use) (Mönch 2006). However, in order to be covered by a copyright limita-
tion of § 52a UrhG, scientific use has to be restricted to “small groups of researchers”
(Hoeren 2014, 157). This is especially important if a research institution wants to
publish annotated corpora-in that case, the primarydata has to be licensedbeforehand.
Research data to which a research institution holds the copyright (e.g., primary
data produced in-house) should be made available to others under a liberal license,
e.g., an open-access license such as Creative Commons.6 Creative Commons (CC) is
a free license (similar to the software license, BSD,7 or the General Public License,
GNU8) that was originally developed for creative work and that consists of several
building blocks, such as Attribution (BY: minimal requirement), NoDerivatives
(ND), NonCommercial (NC),9 and ShareAlike (SA). The current version (4.0) also
addresses specific database rights that exist in EU Member States.
Apart from human-readable CC license deeds, laundry symbols (similar to those
established in the CLARIN research group (Oksanen et al. 2010) for its own specific
licenses) provide a quick overview of the license requirements.10 For a detailed
discussion about legal implications of institutional repositories see Bargheer et al.
(2006).
Regarding publications, a research institution’s staff may agree to publish their
works on the institution’s publication server under an open-access license (Degkwitz
2007). Open-access publications have steadily gained ground in countries such as
the US, Denmark, or Japan, while there is still an ongoing discussion about them
in Germany, especially in the digital humanities disciplines11—although the Berlin
6See http://creativecommons.org for further details.
7See http://opensource.org/licenses/bsd-license.php for further details.
8See http://www.gnu.org/licenses/#GPL for further details.
9Especially NC may have undesired side effects, see Klimpel (2012) for a discussion.
10The categories have recently been extended by Kupietz and Lüngen (2014).
11See Görl et al. (2011) for a discussion about the impacts of information infrastructure in
universities of North Rhine-Westphalia.
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Declaration on Open Access to Knowledge in the Sciences and Humanities12 has
boosted their reputation. While open-access journals are still sometimes seen as less
reputable than traditional journals (although both publication types monitor quality
throughpeer review), they often have higher citation numbers.13 Research institutions
can play an active role in the process of building the reputation of open access by
publishing in this format. It is therefore pleasant to see that an open-access strategy
is already present in five of the institutions interviewed, while three of them plan on
implementing one.
4.2 Personal Data Protection
Personal data protection issues may arise when living persons are involved in the
process of creating research data, such as voice or video recordings. Publication
of personal data is only allowed if the persons recorded have given their (written)
consent. For every collection of personal data, a register of processing operations
has to be created (according to §4 g, §§18 and 4e of the German data protection law,
BDSG. The type of personal information, how it is processed, and the data protection
measures, are recorded in this register.
Despite the variety of legal issues that may arise for research institutions, most of
the interviewees rely either on their own (general) legal department or on cooperation
with external law firms. Licensed (IT law) attorneys are seldom employed. However,
since German research institutions are required to employ a data protection officer
if they deal with personal data, they already have at least some existing in-house
expertise. This expert should be involved in any data collection activities as soon as
possible.
5 Conclusion
Wehavediscussed a number of information infrastructure issues thatmodern research
institutions need to consider. Most of the technical issues can be addressed by imple-
menting a sustainable long-term IT strategy that reflects both costs and demands.
Additional technical aspects such as security, open storage formats, and metadata
can be addressed in such an IT strategy. Legal issues cannot be underrated, espe-
cially for service-oriented research institutions. Therefore, a data protection officer
should be involved in the early stages of research projects that plan to create personal
data.
12See the text of the declaration at http://openaccess.mpg.de/3515/Berliner_Erklaerung.
13See Stempfhuber (2009, 119) and http://opcit.eprints.org/oacitation-biblio.html for a number of
studies about open-access impact factors.
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Abstract In this paper, we present an overview of the MOVING platform, a user-
driven approach that enables young researchers, decision makers, and public admin-
istrators to use machine learning and data mining tools to search, organize, and
manage large-scale information sources on the web such as scientific publications,
videos of research talks, and social media. In order to provide a concise overview
of the platform, we focus on its front end, which is the MOVING web application.
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By presenting the main components of the web application, we illustrate what func-
tionalities and capabilities the platform offer its end-users, rather than delving into
the data analysis and machine learning technologies that make these functionalities
possible.
Keywords MOVING platform ·MOVING web application · Recommender
system · Adaptive training support
1 Introduction
Scholars and professionals in various sectors of the economy, including public admin-
istrators, corporate compliance officers, and auditors, deal with an ever-increasing
flow of information (new scientific publications, business documents andmultimedia
files, laws, etc.). They need sophisticated tools to evaluate all this information fast
and accurately and to visualize the analysis results. Specifically this means that, on
the one hand, they need tools that enable state-of-the-art search and semantic analysis
of large digital contents, by providing: (i) access to an extensive source inventory, (ii)
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advanced search and visualization methods, and (iii) functionalities for generating
new knowledge from these digital assets. On the other hand, these tools need to be
reasonably easy for their users to understand and support them through: (i) a detailed
and scientifically proven help system (tutorials, guidance), individually configurable
training programmes (learning modules, videos), and a lively community of people
that have similar interests or problems to be solved. To face these challenges, the inter-
disciplinary trans-European project called MOVING (“TraininG towards a society
of data-saVvy inforMation prOfessionals to enable open leadership INnovation”)
(Vagliano et al. 2018) has built an innovative training platform that enables users
from various societal sectors to fundamentally improve their information literacy
by training in how to choose, use, and evaluate data mining methods in their daily
research and business tasks, and to become data-savvy information professionals.
2 Digitized Science
Initiatives by the European Union (which has long been pursuing a digital agenda)
to support research in the field of digitized science illustrate the need to investigate
related change processes (European Commission 2016). Obviously, empirical and
theoretical justification is needed to develop the practice of science. The innova-
tive approach dealt with here was developed in the MOVING project, which offers
an innovative training platform to support scientists and other users from all areas
of society to fundamentally improve their information literacy in research-oriented
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contexts.1 The project is about training users to select, apply, and evaluate technolo-
gies and data mining methods, so that the relevant research staff can develop into
‘data-savvy’ information professionals in their daily research routines (Scherp et al.
2016; Köhler et al. 2016a, b).
In terms of content, the research methodological changes in scientific action
cannot easily be explained as domain-specific activities. This requires analyses of
both current technological developments and the changes in how scientists use these
technologies (or methods). The eScience Saxony research network provides state-
ments on both perspectives (see, e.g., [Pscheida et al. 2013, 2014]). The network has
observed the following:
– there is great potential for the use of new digital tools in research;
– preferred topics for development are scientist collaboration and the visualization
of (often large or new) databases;
– transitions between the subject areas of research and teaching can also be observed
in technology development;
– almost all scientists do most of their work using computer-based technologies and
have access to appropriate infrastructures;
– scientists sometimes find it difficult to adopt new media technologies in research
and teaching (e.g. social media), although there are also subject-specific differ-
ences;
– there is still uncertainty regarding the requirements, possibilities, and assumed
risks of open-access publishing;
– research methodology has not been fully systematically discussed and is often
inadequately implemented;
– there are no clear standards for high-quality research technology and no recog-
nizable institutionalization to support open-access trends in science, so these still
need to be worked out together;
– digital change in science is comparatively rapid from an individual (scientist)
perspective, the outcome is not known, especially regarding location-determining
infrastructures.
Indeed the listing matches to a larger proportion with the demands of these cases
addressed by theMOVINGproject.NeverthelessMOVINGdid set focus on twomore
main characteristics. First there was a serious interest to address research activity not
only in academia but as well in public administration and industry. Second, when
developing the approach the project consortium decided to include as well a direct
focus on the related skill development, i.e. include a serious effort on innovation in
the educational dimension (the Online Literacy Training and Learning) that needs to
go along with any new technology in every sector.
1Platform.moving-project.eu, last accessed 7 May 2020.
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3 Overview of the MOVING Platform
An overview of the MOVING platform architecture is illustrated in Fig. 1, which
shows the most important components and their relationships. The main component
Fig. 1 MOVING platform architecture
82 A. Apaolaza et al.
blocks are (i) data acquisition, (ii) data processing, (iii) back-end data storage, user
tracking, search and recommendation, and (iv) the MOVING web application that
includes the front-end search. In this section, we briefly describe the overall platform.
The MOVING web application is the core of the platform and the interface to the
user. The main entry points to the web application are the community section, the
learning environment, and the search interface. The search interface offers different
visual representations of search results. These visualizations allow the user to explore
the search results in various ways. For this purpose, four visualizations have been
added to the MOVING platform, namely: (i) the Concept Graph, which displays the
search results as an interactive network, (ii) uRank, a dynamic document ranking
view, (iii) Top Properties, a bar chart visualization that aggregates the results based
on their properties, and (iv) a Tag Cloud, showing the most frequently occurring
keywords. Moreover, the Adaptive Training Support (ATS) widget supports users
learning how to search and provides material suited to their needs (Fessl et al. 2018)
and the Recommender System (RS) widget (bridging the front and back ends of
the platform) points users to potentially relevant documents by evaluating their last
search queries. Thanks to its responsive design, all the views adapt to different screen
sizes, automatically changing the layout according to the capabilities of the device.
Private user data and public documents are stored in three separate databases:
The web application database holds the data for the communities, the learning envi-
ronment, and the ATS. The index holds the public documents and generated meta-
data information such as topics, authors, and extracted entities. The user-interaction
tracking captures user interactions with the web application and stores them securely
in a third database. User tracking provides additional data for both the ATS and the
RS, which form the basis for user support by these two widgets.
The index used by the search interface is populated by various data acquisition
components (e.g. web crawlers and a Bibliographic Metadata Injection service), to
increase the amount of data accessible through the MOVING platform. To date,
it hosts over 22 million documents and metadata records. These records include
books, scientific articles, laws and regulations, documents about funding opportuni-
ties, videos (e.g. of lectures and tutorials), and social media posts. Data processing
components have been incorporated into and applied to these records, to improve the
quality of data and make it easier to search. Additional features, the Data Integration
Service, Author Name Disambiguation, Deduplication, Named Entity Recognition
and Linking, and Video Analysis, all refine and enrich the documents stored in the
index.
Author name disambiguation addresses the problem that many author names
belong to different real-world authors. To deal with this problem, a novel method
(Backes 2018a, b) has been developed which applies, for a given author name,
agglomerative clustering on features extracted from documents containing the
author mention in question, such as affiliation, co-authors, referenced authors, email
addresses, keywords, andpublicationyears. Thedisambiguationprocedure calculates
the probability with which author mentions with the same name belong to the same
person. Name mentions having a high probability to belong to the same author are
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Fig. 2 MOVING search and results page
assigned a unique internal authorID. By this, authors with the same name are distin-
guished if they refer to different real-world persons. As a result, users who click on
the name of an author of a document in the result list of a search will only see docu-
ments from authors who have the same author ID as the selected author (instead of
showing all documents authored by any person with that name). A modified version
of this method has been applied for document deduplication.
In the following, we present the front end of the MOVING platform in detail, in
order to provide a concise summary of what a user can do with it. For details on how
individual data processing, data acquisition, and other back-end components work,
the interested reader is referred to the relevant publications, such as (Nishioka and
Scherp 2016; Galanopoulos and Mezaris 2019; Tzelepis et al. 2018), as well as the
documentation available on the MOVING project web site.2
4 The MOVINGWeb Application
4.1 Search
Search is a key functionality in the MOVING web application. At the back end, the
MOVING search engine is based on Elasticsearch,3 given appropriate parameters,
and fine-tuned to efficiently index dozens of millions of documents. At the front end,
the user sees a search page (Fig. 2), with various search options and filters on the left,
visualizations of the results in the centre of the window, and training functionalities
2www.moving-project.eu, last accessed 7 May 2020.
3www.elastic.co, last accessed 7 May 2020.
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Fig. 3 Search history view
such as ATS on the right. The search history of the current user can also be viewed,
to support future searches.
To enable platform users to view and replicate their previous searches, the search
history view is connected with WevQuery (Apaolaza and Vigo 2017). WevQuery
serves as an interface to the data generated by UCIVIT (Apaolaza et al. 2013),
the tracking tool of which logs user-interaction data. From WevQuery, we get the
information about the previous user searches, time when the user performed the
search query, and the number of documents retrieved.This information is thenutilized
to build the search history view, an example of which is shown in Fig. 3.
To present the results of a user query effectively, several visualizations have been
implemented. Four characteristic ones are:
– Concept Graph. For the discovery and exploration of relationships between
documents and their properties.
– uRank. A tool for the interest-driven exploration of search results.
– Top Properties. A bar chart displaying aggregated information about the
properties of the retrieved documents.
– Tag Cloud. A visualization for the analysis of keyword frequency in the retrieved
documents.
Concept Graph: an interactive network visualization the Concept Graph (Fig. 4)
visualizes direct and indirect connections between retrieved search results. For
example, a single, disambiguated author of two different publications is visualized as
a node in the graph connecting the corresponding publications. Further extracted and
disambiguated entities are visualized in a way that users can grasp, quickly, such as
research networks. The initial graph visualization starts with a few collapsed nodes.
These nodes can be expanded to visualize initially hidden nodes and to incrementally
add more information to the graph. Thus, users are not overwhelmed with too much
information when they start their search.
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Fig. 4 Concept Graph with opened filter menu
uRank: interest-based result set exploration. Based on the search query the top
100 retrieved results are displayed as a ranked list. The keywords extracted from the
results are presented in the Tag Cloud in the right sidebar of uRank (Fig. 5, point A).
By selecting keywords of interest, the results in the list (Fig. 5, point C) are re-ranked
in such a way that the results containing the selected keyword move to the top. The
ranking view (Fig. 5, point D) provides visual feedback on the relevance of the result.
It is possible to selectmultiple keywords and even fine-tune their importance by using
the slider under the selected words (Fig. 5, point B). Clicking on a result opens a
dialogue box, which presents additional information about the retrieved document.
The user can export the current view of uRank, with the current search configuration,
by clicking on the export button, which initiates the download of a zip file containing
an image and a report text file.
Top Properties: the Top Properties visualization uses 100 of the most relevant
results from the current search query. It shows a bar chart visualization presenting one
of the following properties of the available results: Authors, Keywords, Concepts,
Sources, and Year of Publication. The results are ordered according to the most
frequent values of the selected property, as can be seen in Fig. 6. When the publi-
cation year is selected, the sorting order changes so that the years are displayed in
chronological order to make it easier to identify year-on-year changes. Clicking on
one of the bars shows the results associated with this property in a small dialogue
box. The results in this dialogue are sorted in the order provided originally by the
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Fig. 5 uRank and its components—(A) tag cloud, (B) tag box, (C) result list, (D) ranking view
Fig. 6 The Top Properties visualization with the dialogue box showing the result list for a bar of
interest
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Fig. 7 Tag Cloud visualization with a dialogue box showing the result list for a keyword
search engine. The Top Properties visualization also supports an export functionality,
which exports the current view of the visualization with its search configuration.
Tag Cloud: the Tag Cloud visualization (Fig. 7) retrieves the 100 most rele-
vant results from the search query and displays them by showing the most frequent
keywords that occur in the corresponding titles and abstracts. The displayed keywords
are initially sorted by their frequency and can be filtered by occurrence, year, or text.
Clicking on one of the keywords shows the results associated with this property. The
results are sorted in the order provided originally by the search engine.
4.2 Recommender System
The RS widget, depicted in Fig. 8, is part of the search page. It gives users addi-
tional suggestions for resources of which they may not be aware. The RS interacts
with the search engine, user-interaction tracking, and dashboard (WevQuery), hence
bridging the back and front ends of the MOVING platform. To build user profiles,
it obtains the search history from the user data previously logged through UCIVIT
and then retrieves the documents to suggest from the index, depending on the user’s
profile. TheMOVINGRS is based on HCF-IDF (Nishioka and Scherp 2016), a novel
semantic profiling approach that can exploit a thesaurus or ontology to provide better
recommendations. Further information on the MOVING RS is available elsewhere
(Vagliano and Nazir 2019).
88 A. Apaolaza et al.
Fig. 8 The Recommender
System widget suggesting
three new items to the user: a
video, an article, and a web
page (Vagliano and Nazir
2019)
4.3 Communities
Open collaboration and communication are the foundations of open innovation and
open science. MOVING communities offer users a powerful tool to organize group
collaboration and communities of practice on the MOVING platform (see Fig. 9).
MOVING communities are part of the working environment of the platform and
offer a range of social technologies with knowledge and information management,
includingwikis, forums, blog functions, and group news.MOVING communities are
based on the project management tools and technologies of the eScience platform
on which the MOVING platform is based. The existing eScience modules, which
enabled cooperation in closed teams of researchers, were adapted to the goals of
the MOVING platform to provide an open innovation environment and foster open
collaboration, communication, and knowledge exchange between its users.
Registered users who want to create a new community are offered different
options. First, users can create public communities that are visible to everyone in the
MOVING platform and can be accessed and edited by anyone interested in the topic.
Second, users who want to organize specific project teams or research groups can
create private communities that users have to join before they can access and edit
content. Private communities are not visible to other users but can be shared with
collaborators via email.
MOVING: A User-Centric Platform for Online Literacy Training and Learning 89
Fig. 9 MOVING communities
The MOVING CK Editor4 enables the creation of formatted text and the integra-
tion of multimedia content in HTML pages that are created by users in the MOVING
communities. Videos, pictures, GIFs or documents, and social media content from
Twitter5 and YouTube6 can all be easily integrated. Features like the accordion and
the option to include expandable items make it easy to structure content in the page.
It is a WYSIWYG editor (What You See Is What You Get) so even users that are not
familiar with HTML can use it easily to create and edit web-based content within
MOVING communities.
The wiki module is useful for creating and collaboratively managing large
knowledge repositories with a community. The forum module provides space for
4www.ckeditor.com, last accessed on 7 May 2020.
5www.twitter.com, last accessed on 7 May 2020.
6www.youtube.com, last accessed on 7 May 2020.
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Fig. 10 MOVING MOOC community
open communication and information exchange—a precondition for open innova-
tion processes. The forum module contains a user rating functionality that allows
the community to publicly rate the content of individual forum entries. Users can
vote posts and replies up and down, based on the quality of the contribution. The
highest-rated input is highlighted to help users find the best response in a thread,
and the summarized score for all received votes is shown on each user profile. The
ranking functionality helps communities self-organize andpeer assess user-generated
content. Community administrators can also choose to assign badges to reward users
or motivate them to get actively engaged. Badges can be assigned automatically or
manually.
The ease of user-generated content creation and integration combined with the
social features of MOVING communities open up a wide range of possible applica-
tions. Users can organize group work in small project teams, or create open commu-
nities around scientific or technical topics to discuss research or ask questions to an
expert community. MOVING communities can be organized as an open innovation
tool but also as a learning management system, as the following example shows.
One practical application of MOVING communities is the four-week MOVING
MOOC (massive open online course) Science 2.0 and open research methods that
was organized on the MOVING platform (see Fig. 10).7 The MOOC is organized on
the platform as a private team community, so that participants have to register to gain
7moving.mz.tu-dresden.de/mooc, last accessed 7 May 2020.
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Fig. 11 MOVING MOOC badges
access to the learning materials and the forums. For each week of the MOOC, we
created a sub-community containing learning materials in different media formats as
well asweekly assignments. The forumswere used to organize group communication
and allow users to share their assignment results. A wiki was created and contained
additional information about the course, learning goals, and technical details about
using the editor or the MOOC badges that users can earn on the course (Fig. 11).
Badges are displayed on the user’s profile, My page, along with their personal and
contact details (profile picture, science field, skills, hometown, institution, email,
ORCID8).
8www.orcid.org, last accessed on 7 May 2020.
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Fig. 12 MOVING learning environment
4.4 Learning Environment
MOVING offers a unique combination of working and training features in one plat-
form. The heart of the training programme is the MOVING learning environment.
Here, all the learning content is organized and directly accessible to the users. The
landing page (Fig. 12) gives an overview of the learning materials including the plat-
form demo videos and video tutorials, the Learning Tracks for Information Literacy
2.0, and theMOVINGMOOC that was discussed in the previous subsection, Science
2.0 and open research methods. The platform demos are videos hosted on videolec-
tures.net and are embedded in the learning environment so that users can learn about
the different platform features and technologies developed within the MOVING
project. Users can improve their data and information literacy as well as digital
competences through Learning Tracks for Information Literacy 2.0 (Fig. 13).
4.5 Adaptive Training Support
The ATS (Fessl et al. 2018) comprises two widgets for learning how to search and
curriculum reflection.
The Learning-how-to-search (Fig. 14) widget visualizes information about the
use of features provided by the MOVING platform. The widget presents to users
how they used the features of the platform in a bar chart to motivate them to explore
new features and reflect about their usage behaviour. More information about the
widget and its evaluation can be found in (Fessl et al. 2019).
The curriculum reflection widget (Fessl et al. 2019) consists of two parts: the
curriculum learning and reflection and the overall progress. The first part consists of
two main areas. The upper area either contains a learning prompt (suggesting that
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Fig. 13 Start page of Learning Tracks for Information Literacy 2.0
the user learn more about the next topic in the current sub-module) and a button
which opens the respective learning unit in a new tab (Fig. 15 left), or it presents a
reflective question that motivates the user to think about the current topic of their
learning (Fig. 15 right). The user’s progress in the current sub-module is displayed
at the bottom of the widget.
The overall progress part of the widget shows the user’s learning progress through
the curriculum using a sunburst visualization. Figure 16 shows that the curriculum
is divided into three modules. Each module is represented as a section in the inner
circle of the visualization and divided into three sub-modules in the outer circle.
Every time a user completes a new learning unit, the percentage in the respective
section in the sunburst diagram is updated. Progress in each sub-module is encoded
by colour. If the user has not completed any learning units in a sub-module (0%), the
respective section will be red. Making progress in a sub-module will turn the section
yellow (50%) and completing it will turn the section green (100%).
This is also explained by the legend below the visualization. Moreover, the
sections in the sunburst diagram are ordered to mirror the structure of the curriculum.
Starting from the top, the sub-modules are completed clockwise, gradually turning
the visualization green.
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Fig. 14
Learning-how-to-search
widget: The tracked features
are separated into features of
the search input interface and
search result presentation
Fig. 15 Curriculum reflection widget: curriculum learning (left) and reflection (right)
5 Conclusion
In this chapter, we presented the MOVING platform, focusing on the MOVING
web application with its search interface and novel results visualizations, commu-
nity features and learning environment, and components such Adaptive Training
Support. These functionalities help users to not only search within and visualize a
largemultimedia collection using various advanced tools and functionalities, but also
to explore the platform more easily, e.g. by showing statistics about their platform
use or providing learning guidance. Productive use of the prototype platform in real
educational environments, such as the MOVINGMOOC, showed how its integrated
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Fig. 16 Overall progress
widget: The first module was
completed and the second
module is in progress
training and working environment contributes to making information professionals
data-savvy and improving users’ information literacy skills.
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CLARIN-D: An IT-Based Research
Infrastructure for the Humanities
and Social Sciences
Gerhard Heyer and Volker Böhlke
Abstract The paper discusses the idea of bridging the gap between computer
sciences and the humanities by referring to an e-humanities infrastructure that
provides tools and services for well-defined and frequently encountered tasks. The
main goal of this infrastructure is to enable researchers in the humanities and social
sciences to better exploit their potential by reusing available digital resources, and
thus to increase the efficiency of e-humanities projects. CLARIN-D is an example of
such a research infrastructure. The paper provides a brief overview of the basic prin-
ciples and services of the CLARIN-D infrastructure, such as metadata harvesting,
federated content search, and chaining Web services.
Keywords Digitalization · Humanities · CLARIN-D
1 Introduction
To date, computer science and the humanities have taken different approaches to
working methodologies, rather than focusing on the potential synergies. However,
recent advances in digitizing historical texts, and the search and text-mining tech-
nologies for processing these data, indicate an area of overlap that bears great poten-
tial. For the humanities, the use of computer-based methods may lead to more effi-
cient research (where possible) and raise new questions that could not have been
dealt with otherwise. For computer science, turning to the humanities as an area of
application may pose new problems that require rethinking the approaches hitherto
favored by computer science. As a result, new solutions may develop that help to
advance computer science in other areas of media-oriented application. At present,
most of these solutions are restricted to individual projects and do not allow the
digital humanities community to benefit from other advances in computer science,
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like service engineering. Hence, in this paper we attempt to spell out in detail the
idea of an infrastructure for e-humanities. Focusing on the notion of reusability of
data and algorithms such as morphological annotation and part-of-speech (POS)
tagging, we sketch how a loosely coupled infrastructure based on Web services and
a service-oriented architecture (SOA) can help the humanities to better exploit their
potential by reusing available digital resources, and thus increase the efficiency of
e-humanities projects. As an example, we present a rough overview of Common
Language Resources and Technology Infrastructure D (CLARIN-D), a Web-based
research infrastructure for the humanities and social sciences.
2 The Impact of Digitization in the Humanities—From
Digital Humanities to E-Humanities
To the extent that applications of computer science have always led to a replacement
of analog by digital media and processes, digital media and processing models are
having an increasing impact on traditional work flows based on analog media in
the humanities and social sciences. The interdisciplinary combination of methods
from computer science and traditional humanities with large amounts of digital data
and advanced tools for processing these is commonly known as e-humanities (cf.
McCarty 2005). Although there is no standard definition of terms yet, e-humanities in
a broader sense are concerned with the intersection of computing and the humanities
in the eScience paradigm, and thus pertain to any digitized data that are subject to
investigation in the humanities and the social sciences, such as text, images, and
objects (e.g., in archeology).
For the humanities, the use of computer-based methods may lead to more effi-
cient research (where possible) and raise new questions that could not have been dealt
with otherwise. For computer science, turning to the humanities as an area of appli-
cation may pose new problems that lead to rethinking approaches hitherto favored
by computer science. As a result, new solutions may develop that help to advance
computer science in other areas of media-oriented application. By focusing on text
as the main data type in the humanities, we can highlight the benefit that can be
gained from the combination of digital document collections and new analysis tools
from computer science, mainly derived from information retrieval and text mining.
In this way, all kinds of sciences that work with historical or present-day texts and
documents are enabled to ask completely new questions and deal with text in a new
manner. These methods impact in the following ways:
• qualitative improvement of the digital sources (standardization of spelling and
spelling correction, unambiguous identification of authors and sources, marking
of quotes and references, temporal classification of texts, etc.);
• the quantity and structure of sources that can be processed (processing of very
large amounts of text, structuring by time, place, authors, contents and topics,
comments from colleagues and other editions, etc.);
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• the kind and quality of the analysis (broad data-driven studies, strict bottom-
up approach using text-mining tools, integration of community networking
approaches, etc.).
At present, most of these solutions are restricted to individual projects and do not
allow the scientific community in the e-humanities to benefit from advances in other
areas of computer science. We therefore wish to distinguish between two important
aspects of e-humanities:
1. creation, dissemination, and use of digital repositories;
2. computer-based analysis of digital repositories using advanced computational
and algorithmic methods.
While the first has originally been triggered by the humanities and is commonly
known as digital humanities, the second implies a dominance of computational
aspects and might thus be called computational humanities.
A practical consequence of this distinction in organizational terms would be to
set up research groups in both scientific communities, computer science, and the
humanities. The degree of mutual understanding of research issues, technical feasi-
bility, and scientific relevance of research results will be much higher in the area
of overlap between computational and digital humanities than with any intersection
between computer science and the humanities.
To empower the humanities to enter into a substantial and mutually beneficial
dialog with computer science, however, a research infrastructure is needed that
enables researchers in the e-humanities to reuse distributed digitized data and tools
for their analysis as much as possible. To use such computational methods, an indi-
vidual researcher can proceed by employing two strategies, depending on his or her
own degree of computer literacy. One strategy is the individual software approach.
Given a selection of digital text data, the research question is transferred into a set of
issues and methods that can be dealt with by a number of individual programs. This
approach allows for highly dynamic and individual development of research issues.
It requires, however, a high degree of software engineering know-how. The other
approach is to use standard software. For well-defined and frequently encountered
tasks, an e-humanities infrastructure will offer solutions that provide the users with
data and analysis tools that are well understood, have already delivered convincing
results, and can be learned without too much effort (cf. Boehlke et al. 2013).
Both approaches are interdependent. Probably good solutions in one domain of
text-oriented humanities can be transferred to other domains by just using different
kinds of text. A good infrastructure must be capable of making such solutions
accessible as best practices.
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3 CLARIN-D—An Infrastructure for Text-Oriented
Humanities
Research infrastructures are concerned with the systematic and structured acqui-
sition, generation, processing, administration, presentation, reuse, and publication
of content. Content services make available the resources and programs needed for
that. Public digital text and data resources are linked together and made accessible
by common standards. New software architectures integrate digital resources and
processing tools to develop new and better access to digital contents. CLARIN-D1
is part of CLARIN Europe, which recently2 became an independent legal entity
according to the ERIC3 statutes. CLARIN-D is primarily designed as a distributed,
center-based project (cf. Wittenburg et al. 2010). This means that centers are at the
heart of an infrastructure that aims at providing consistent data services. Different
types of resource centers form the backbone of the infrastructure, provide access to
data and metadata, and/or run infrastructure services. Access to data, metadata, and
infrastructure services is usually (but not solely) based on Web services and Web
applications. The protocols and formats of infrastructure services (like persistent
identifiers or metadata systems and standards that are of interest to the CLARIN
initiative on the European level) have been agreed upon in the preparatory phase of
the project. Additional infrastructure or discipline-specific services are built upon
those basic infrastructure services. The usage of general services like registering and
resolving persistent identifiers is not limited to CLARIN itself. Other infrastructure
initiatives can and do use such services.
Important metadata on CLARIN centers—for example, technical access points,
standards and contact information—is stored in a centralized centers registry that acts
as a starting point for service users and enables the automation of various procedures,
such as monitoring and visualizing the state of all infrastructure services.
4 Metadata, Citation, and Search
In CLARIN, metadata is usually represented in a component metadata infrastruc-
ture (CMDI).4 The underlying technology of CMDI is XML-Schema (components,
profiles), XML (instances), and REST (component registry). CMDI addresses the
problem of various specialized metadata standards used for specific purposes by
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Fig. 1 Components, profiles, and component registry
aims at describing and reusing, and (when used in combination with ISOcat5) inter-
preting and supporting the integration of existing metadata standards. CMDI compo-
nents act as basic building blocks that define groups of field definitions. These compo-
nents can be combined into profiles that define the syntax and semantics of a certain
class of resources and act as blueprints formetadata instances describing items of this
class. These components are managed in a component registry, which allows users to
archive and share existing components, thus enabling their reuse (see Fig. 1). Through
this approach, CMDI supports the free definition and usage of metadata standards
dedicated to specific use cases. As long as metadata is stored in XML, CMDI is able
to “embrace” other standards. By combining the data itself with semantic informa-
tion stored in the ISOcat data-category registry, CMDI forms a solid basis for using
sophisticated exploration and search algorithms.
Metadata is the backbone of the infrastructure and publicly available in CLARIN
from the resource centers (cf. Boehlke et al. 2012) via the Open Archives Initiative
Protocol for Metadata Harvesting (OAI-PMH).6 The openness of metadata is impor-
tant to CLARIN since it guarantees high visibility of the provided resources in the
research community.
OAI-PMH is a well-established standard and is supported by numerous repository
systems like DSpace7 and Fedora.8 The OAI-PMH protocol is based on REST and
XML and provides the ability to do two things. It offers full access to the metadata
provided by the resource centers and allows for selective harvesting of metadata (see
Fig. 2) for search portals like the Virtual Language Observatory (VLO). The VLO
enables users to perform a faceted search on themetadata that was harvested from the
repositories of all CLARIN centers. By using the information stored in the ISOcat
data-category registry (cf. Kemps-Snijders et al. 2008) and the CMDI profiles (see
Fig. 3) associated to the CMDI metadata instances, the VLO map information is
stored in these instances onto a predefined set of facets (see Fig. 4). The VLO also
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Fig. 2 OAI-PMH harvesting
Fig. 3 Metadata records,





such asResourceProxy (e.g., link to download, dedicated search portal) and federated
content search (FCS) interfaces.
CLARIN also provides support for content-based search. The CLARIN-D FCS9
is based on Search/Retrieval via URL (SRU) and Contextual Query Language (CQL)
and allows users to perform a CLARIN-wide search over all repositories that offer a
FCS interface by using a simple Web application. This Web application and external
applications send a request to an aggregator service. This service first queries a
repository registry and searches for compatible interfaces. The initial query is then
9https://www.clarin.eu/content/federated-content-search.
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Fig. 4 VLO
sent to all of these interfaces and the individual results are aggregated and sent back
to the user or application (see Figs. 5 and 6). Since CLARIN is designed as an open
infrastructure, third-party content providers may easily plug their own repository and
FCS interface into this process by registering it to the CLARIN repository registry.
Web services in CLARIN are also described via CMDI (which may very well
contain a link to a WSDL file). If more specific metadata is provided (i.e., the infor-
mation enforced by a certain CMDI profile is given), these Web services can be used
in a workflow system called WebLicht (cf. Hinrichs et al. 2010). WebLicht allows
users to build and execute chains ofWeb services by analyzing themetadata available
for each service and ensuring that the format of the data is compatible; that is, that
the output of a predecessor service satisfies the specification of a successor service.
Fig. 5 Federated content search. Source http://www.clarin.eu/sites/default/files/FCS_components.
png
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Fig. 6 CLARIN-D FCS Web application
Table 1 Example input
specification for a POS tagger
Web service
Format MyFormat
Input text = UTF-8
language = German
tokens = present
When thinking about interchanging neuro-linguistic programming (NLP) data like
text, there are several established standards defining how texts can be encoded and
how annotations like POS tags may be added. These standardization efforts are
supported by WebLicht, hence the following interface definition of a Web service
compatible with WebLicht:
• the format used is TCF (or TEI10 P5, etc.);
• the document contains German text and is annotated with POS tags;
• the POS tags are encoded according to the STTS11 tagset.
A complete interface definition of a WebLicht Web service consists of two iden-
tically structured specifications for input and output. Each of these specifications
defines the format of a document that is used to represent the data. Additionally,
a set of pairs of parameter types is mandatory to invoke the service for the input
specification, or is computed and added by the service for the output specification.
Each of these parameter types is bound to a standard definition, which binds it to a
standardized encoding of the information.
Tables 1 and 2 give example input and output specifications of a POS tagger Web
service. This service consumes documents that contain German text that was split
10An organization which maintains a format for digital text representation. See http://www.tei-c.
org/index.xml.
11Stuttgart Tübingen Tagset. See http://www.sfb441.uni-tuebing-en.de/a5/codii/info-stts-en.xhtml.
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Table 2 Example output
specification for a POS tagger
Web service
Format MyFormat
Output POS tags = STTS
into tokens encoded in an imaginary format. It produces a document of the same
format by adding POS tags based on the STTS tagset.
The chaining algorithm of WebLicht (cf. Boehlke 2010) is based on the idea
that NLP services usually consume a document of a well-defined standard and will
also return such a document. The successful invocation of a service for an input
document hence depends on which information is available in that document. A POS
tagger Web service may only work if sufficient information on sentence and token
boundaries is available, while a named entity recognizer (NER) requires appropriate
POS tags. Therefore, the standard used for the input document needs to allow for a
representation of this kind of information, and, of course, this information needs to
be present in the input document itself. This fact is also represented in the interface
definition. Thus, for service chaining towork, it must be ensured that this information
is available by using a type checker on each step of a chain.
This check can be done when building the chain, since all the necessary informa-
tion is already available. Based on a formal Web service description according to the
proposed structure, a chaining algorithm, which is basically a type checker, can be
implemented. A service can be executed if the previous services in the chain meet
the following constraints:
the format specified in the output is equal to the format specified in the input
specification of the service;
every parameter-type/standard pair defined in the input specification needs to be
one of the pairs in the output specifications of services which have been executed
(or scheduled for execution previously in the chain, if we stay on build time).
These two constraints are of course a simplification. But in many simple cases, an
algorithm like this will be sufficient. A short and simplified example of the chaining
logic is given in Figs. 7 and 8, which show part of a chain consisting of Web services
A (a tokenizer) and B (a POS tagger). In Fig. 7, Service A can be executed since all
constraints defined in its input specification aremet. The format of the input document
is compatible and its content fulfills the requirements because it contains German text
encoded in UTF-8. The tokenizer segments the text into sentences and tokens. After
its execution, this information is added to the resulting output document. Service B
is checked against this updated knowledge about the content of the output document
of Service A (see current metadata in Fig. 8). Service B is compatible since all of its
input requirements, format and parameters, are available in the output document of
Service A.
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Fig. 7 Tokenizer service
specification
Fig. 8 POS tagger service
specification
5 Summary and Conclusion
Research infrastructures for the humanities can help to share digital resources and
content services. In particular, they can help researchers in the digital humanities
to save time and effort when developing software to deal with specific research
issues, while the development of such infrastructures and their key software compo-
nents is a software engineering task that increasingly poses interesting and chal-
lenging research problems for computer scientists. In this paper, we have presented
the European Strategy Forum on Research Infrastructures (ESFRI) project CLARIN
and some of its key elements as a research infrastructure for the humanities. In detail,
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we have presented component metadata infrastructure as a means for unifying meta-
data descriptions of linguistic resources in the humanities. Based on these metadata,
we have also shown how Web services can be built that share data and algorithms
in the research infrastructure. Both aspects are closely related: The content-driven
use of digitized data and software tools in a specific application scenario in the
humanities, and the software and service engineering issues relating to an efficient
research infrastructure in the humanities. These two aspects, content and service,
clearly need to complement each other in order to establish a culture of best practice
in the e-humanities.
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Toward Process Variability Management
in Online Examination Process
in German Universities: A State
of the Art
Maryam Heidari and Oliver Arnold
Abstract In contemporary organizations, multiple variants of the same business
process are often considerable. Such business process variability has caused consid-
erable challenges, both while modeling processes and in their execution. In order
to develop a new approach to managing process variants, or extend an existing one,
in this research, we review the state of the art in a particular area: online examina-
tion processes. We show to what extent variability should be considered in exam
processes, whether this is due to special legal restrictions and regulations, different
exam frameworks, or even different technical infrastructure. This could be the foun-
dation for developing an approach to managing process variability in the field of
e-assessment. Initial findings indicate that examination processes have many simi-
larities, but also considerable differentiation. Therefore, there an appropriate model
needs to be developed in order to manage variability in e-assessment and the devel-
oped approach must then be validated in identifying faculties. This paper constitutes
a first step in this direction.
Keywords Process variability · Online examination · E-assessment process
model · Accreditation
1 Introduction
In today’s dynamic world, there are often multiple variations of identical business
processes. Rosemann and colleagues noted, for instance, that SAP offers 27 different
industry solutions with corresponding business process reference models (Rose-
mann and van der Aalst 2007). These models usually include decisions in the work-
flow, which could be made before executing process instances. It is impossible for
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both variants of such decisions to coexist in a certain domain or process context.
However, conventional modeling approaches do not offer the opportunity to differ-
entiate between such decisions and regular decisions during the runtime of a process
instance. An important element of controlling the variability in business process
models is to separate the usual runtime decisions from decisions at configuration
time, called variation points. The results of such steps are complex artifacts. The
number of artifacts makes the manageability of related workflows more complex.
Based on the reviewed literature, organizations take different approaches tomanaging
process variability (Ayora Esteras 2012). The existing approaches have limitations
in terms of supporting an entire set of elements like control flow, rules, and legal
regulations during the construction and execution of business processes.
For this paper, we chose an educational field as an example of process variability,
in order to observe effects and causes of variability. The goal is to have a compre-
hensive overview to address the problem of process variability in online examination
processes at German universities and show the necessity of managing it through an
appropriate business processmodel. To achieve this goal, we set out the state of the art
in research regarding the process variability of online examinations from different
perspectives. This could be the basis for developing a process model to manage
existing variability in this field. We evaluate existing approaches and concepts in the
context of e-assessment in the literature and clarify current accreditation processes
in educational fields. This will help to identify to what extent existing examination
procedures reflect variability and demonstrate the necessity of developing a unified
e-assessment model to cover all variability in the learning-teaching process.
The paper is organized as follows: After illustrating motivation through existing
studies in the following section, the research method is explained. After exploring
the literature and data collected in the identified domains, the results are evaluated.
Finally, the need for further work is explained in the conclusion.
2 Motivation
In this section, we have a close look at process variability and its challenges, iden-
tifying the importance of variability management in the organizations. Basically,
process models capture an organization’s activities in achieving certain business
goals. The aim is to better understand the process, its implementation, and its execu-
tion in a workflow (Becker et al. 2013). However, there are a lot of possible variants
for one process. Such business process variability creates considerable challenges in
process modeling and execution:
• the variantsmay bemodeled in a highly redundantway, so there aremany identical
or similar parts;
• there is no strong relation between the variants, so there is no support for
automatically combining existing variants;
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• manual modeling in every single process variant would be time-consuming and
error-prone.
In recent years, the proper management of business process variability has been
the subject of numerous scientific studies. A very comprehensive survey article about
business process variability can be found in Valenca et al. (2013), which describes
more than 80 primary sources. Based on this study, significant numbers of variability
approaches exist, where each one addresses different issues in terms of process vari-
ability. Valenca and colleagues observed 57 new approaches to different aspects
of variability in processes (Valenca et al. 2013). They divided these references into
five categories: business process configuration, to capture an instance of the reference
model; business process correctness, to semantically support correction of the process
model; business process flexibility, to change process models fast and easily; busi-
ness process modeling, to visualize variability in process models; business process
similarities, to investigate differentiations between business process models. It is
argued that only 30% of solutions are practically evaluated through case studies and
surveys, especially of industry: The lack of empirical studies in process variability
is considerable, with implications for executing process variability (Valenca et al.
2013).
In the public sector, as in business, processes have a lot in common, but signif-
icant differences due to the local conditions and legal regulations are considerable.
Vogelaar and colleagues analyze and compare the different processes of ten Dutch
municipalities which are found to vary in terms of classical standardization processes
(Vogelaar et al. 2012).
In education, Arnold and Laue studied controllability of variability in examination
process models (Arnold and Laue 2014). They investigated six different courses
at three different universities in the German Federal State of Saxony, to achieve
better comparability. Based on this research, considerable variability in examination
processes exists, even in one university between different fields of study. The authors
tried to provide a solution based on existing variability approaches, in order tomanage
examination processes. They argued that appropriate process variability modeling
requires modeling skills and significant experience in the identified domain (Arnold
and Laue 2014).
We focus on online examination processes in higher education, presenting the state
of the art in three different domains and observing existing process variability in order
to gain a comprehensive overview of process variability in this field, highlighting the
need for this to be managed.
3 Research Method
The purpose is to evaluate the existing variability in higher educational e-assessment
processes, as a basis for further research into variability management in this field.
The state of the art is identified in five phases (Cooper 1998):
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1. Problem formulation: The academic goal and research relevance are defined;
2. Literature search and data collection: Literature and data related to the problem
formulation are identified;
3. Literature evaluation: The acquired literature is assessed for relevance and
categorized;
4. Interpretation: The results are analyzed and interpreted;
5. Presentation: The results are presented in a suitable fashion.
Assessments are an important part of the educational cycle (Ferrão 2010) and have
a great impact on the learning process. They provide valuable information about the
effectiveness of a study course in increasing the students’ knowledge (Primiano
et al. 2004). An appropriate assessment process is not only important in terms of
teaching and learning, but also for accreditation processes and educational standards
(Ferrão 2010). Recent developments in e-learning can be seen as an accelerator to
developing e-assessment alternatives. It is therefore becoming more important to
develop methods for e-assessment and to gain feedback on learning and teaching
(Sangi and Malik 2007). Furthermore, Dermo has shown that e-assessment can offer
different forms of assessmentwith immediate feedback to both students and lecturers,
so it can be recognized as a complementary tool in the learning framework (Dermo
2009). Exam regulation documents, which are the basis for accreditation processes
in higher educational institutions, have a lot in common. But in some points, they
differ from one university to another or even from one course to another within the
same institution. Therefore, there is variability in assessment processes, which is an
obstacle to developing a unified process model for e-assessment.
• We reviewed the state of the art in three identified domains within e-assessment:
• IT-related approaches;
• designing study courses and e-assessment concepts;
• accreditation process.
In the following, the results of our literature review and data collection in each
domain are explained separately.
3.1 Literature Search and Data Collection in Three Domains
3.1.1 Domain: IT Approaches
Data sources: AISel and EBSCO
Research period: 2000–2013
Search terms and keywords: e-assessment, education, online examination, e-test,
computer-based exam (in abstract and title)
Number of related articles:
AISel: 51 after reviewing and removing doublets and non-related articles: 14
AISel: 51 after reviewing and removing doublets and non-related articles: 14
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Table 1 Pedagogical aspects of e-assessment
Pedagogical issues References
Evaluation of the impact of e-assessment on
learning processes (strengths and weaknesses)
Becker et al. (2008, 2013), Braun (1998),
Coyle (2009), Dermo (2009), Dittman and
Deokar (2008), Ferrão (2010), Gruhn and Laue
(2007), Hodgson and Pang (2012),
Impagliazzo et al. (2002), Johnson-Glenberg
(2010), and Jordan and Mitchell (2009)
Formative e-assessment (feedback) Charoen (2009), Davis et al. (2001), El-Ashy
(2006), Hall et al. (2010), Hallerbach et al.
(2010), Hallerbach et al. (2008), Hodgson and
Pang (2012), and Irani et al. (2000)
Collaborative e-assessment Ayora Esteras (2012), Boyle (2010), and Davis
et al. (2001)
Different types of e-assessment and questions Coyle (2009), Gorgone (2006), Gruhn and
Laue (2007), and Jordan and Mitchell (2009)
Table 2 Technical aspects of e-assessment
Technical issues References
E-assessment tool evaluation (strengths and
weaknesses)
Accountants find e-assessment … (2011), Boyle
and Hutchison (2009), Braun (1998), Charoen
(2009), Cooper (1998), Dascalu and Bodea
(2010), Davis et al. (2001), Davis (2007), Dermo
(2009), Gorgone (2006), and Impagliazzo and
Gorgone (2002)
E-assessment implementation (challenges:
validity, security, task assessment, adoption,
etc.)
Attali and Burstein (2006), Braun (1998),
Campbell (2008), Daly et al. (2010), Ferrão
(2010), Impagliazzo and Gorgone (2002), Irani
et al. (2000), Jacob et al. (2006), Johannsen and
Leist (2012), Johnson-Glenberg (2010), and
Jordan and Mitchell (2009)
EBSCO: 62 after reviewing and removing doublets and non-related articles: 18
Based on the reviewed articles, a main classification can be recognized in the
context of e-assessment in higher education:
• pedagogical issues (educational view)
• technical issues
Different kinds of terms and concepts are used, based on pedagogical and technical
approaches: Each one addresses one or more aspects of e-assessment. These issues
are summarized in the following Tables 1 and 2.1
Most of these references include multiple issues from the technical and pedagog-
ical perspectives. These issues are connected and cannot be separated.
1Numbers in brackets refer to the references in Appendix 1.
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Jacob and colleagues deploy an e-assessment tool, the Black Board Learning
System (BBLS), as a comprehensive e-learning software to facilitate continuous
assessment and evaluate its effects on learning processes (Jacob et al. 2006). It reveals
that the biggest advantage of e-assessment in this system is immediate feedback,
which bolsters the formative assessment.2 One weakness of the system is the lack
of the automatic evaluation of essay-writing exams. Kehily analyzed the impact of a
Web-based e-learning platform that can support effective teaching (a course manage-
ment system for lecturers) and formative assessment (a computer-assisted learning
tool for students) in a case study (Kehily 2011). Venkatraman developed a four-step
student-centered approach to an effective e-learning process and, in a case study
of information system (IS) courses, evaluated this approach for different assessment
methods including individual, group, peer, and self-assessment (Venkatraman 2007).
These four steps are:
1. understanding the students’ learning style and their learning expectations;
2. identifying suitable assessment models;
3. designing a set of assessments;
4. evaluating the impact of the assessment on the learning process.
Dermo evaluates the possible risks in planning e-assessments such as computer
stress, fairness of choosing questions randomly from a bank, accessibility, and the
contribution of e-assessment to students’ learning, through six dimensions in a case
study (Dermo 2009). These six dimensions are: affective factors, reliability and
fairness, validity, security, practical issues, and teaching and learning terms, which
are a mixture of pedagogical and technical issues. Daly and colleagues argue that
existing e-assessment solutions focus on developing technical and infrastructural
issues more than educational aspects (Daly et al. 2010). McCann identifies different
factors which affect real implementations of e-assessment systems based on two IS
theories: Roger’s theory3 and Eckel and Kezar’s theory4 (McCann 2010).
3.1.2 Domain: Designing Study Courses and E-Assessment Concepts
Data sources: German university homepages
Research period: 2000–2013
Search terms and keywords: e-assessment, online examination, project, computer-
based exam, e-exam, e-test
2Formative assessment encourages deeper engagement with learning and is a motivation and
progressive force in learning. The key element of formative assessment is feedback.
3It identifies five variables to demonstrate how and why new ideas are adopted: relative advantage,
compatibility, trialability, observability, and complexity (McCann 2010).
4It identifies five core strategies that explain change across institutions: senior administrative
support, collaborative leadership, flexible vision, staff development, and visible actions (McCann
2010).
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In this domain, we began by finding some case studies of e-assessment or online
examination at German universities. In order to have an appropriate sample, we
selected universities which conducted online examinations or had a project to recog-
nize a unified approach or process regarding e-assessment in Germany. Different
kinds of projects in termsof computer-based examinations have been in progress from
the year 2000 onward. Table 3 summarizes all these projects with their functionality
and their relation with exam regulation documents.
Of all the universities studied, only the University of Duisburg-Essen proposes
a process model for implementing online examination. Proposing such a process
model for online exams has the following advantages:
• improves the speed of feedback to students;
• motivates students and lecturers to increase computer skills through the integra-
tion of multimedia elements such as audio and video, and using complex digital
systems;
• significant time saving for lecturers by automatic correcting process.
By reviewing the exam regulations and conditions, it becomes obvious that there
is no identified exam process model in the administrative processes at different
universities. A process model not only supports understanding the complexities
of processes properly, but also contributes to advancing and improving defined
processes (Irani et al. 2000). Therefore, in order to understand the examination
workflows carried in the universities, a process model is required to analyze exam
processes comprehensively.
3.1.3 Domain: Accreditation Process
Data sources: Accreditation agencies authorized by AISel5 and EBSCO
Research period: 2000–2013
Search terms and keywords: e-assessment, education, online examination,
computer-based exam, accreditation process, accreditation criteria (in abstract
and title)
As a definition, accreditation is a criteria-based procedure to assess and evaluate
the admissibility of an educational program in terms of quality (Gorgone 2006;
Impagliazzo and Gorgone 2002; Reichgelt and Yaverbaum 2007). The main goal of
accreditation is to assess the educational quality of an academic program to ensure
that it meets certain quality standards, called accreditation criteria (Reichgelt 2007).
Based on the European Network for Quality (ENQA), each educational program
should fulfill the minimum in the following set of requirements to be accredited:
• requirements and objectives;
• teaching–learning process;
• learning resources;
5Association for Information Systems eLibrary.
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Table 3 E-assessment projects in German universities
University Description of e-assessment
projects
Relation to exam regulation
documents
Free University of Berlin • Since 2005
• Run by the center for digital
systems (CeDiS)
• Software: LPLUS Test
Studio
• 407 spaces for
e-examinations
• Not used for all study
courses
Not mentioned
University of Duisburg-Essen • Since 2007 (in progress)
• Software: LPLUS
• Faculties: human science,




• Implementation of e-exams
based on a process model
e-exams are mentioned in
some study courses as one of
the exam methods beside other
traditional forms
Details of the e-exam process
are not mentioned in these
documents
University of Bremen • Since 2004
• Software: LPLUS
• 7500 e-exams per semester
Since 2010, performing the
electronic examinations as one
of the examination forms is
admissible in the examination
rules and regulation documents
University of Giessen • Since 2007
• Software: open-source
learning platform (ILIAS)
• Offers many opportunities
such as learning modules for
units, online glossary, import
of SCORM and HTML
tutorials, e-assessment
module for online tests,
survey module for user
surveys, user management in
courses and groups
• This system is limited due to
the lack of appropriate space
to increase efficiency of
e-examinations
Not mentioned
University of Mainz • Since 2007
• Software: open-source
learning platform (ILIAS)
• Exam regulation documents
mention that e-exams should
be carried out under the
same conditions as
traditional examinations
• The details of the e-exam
process are not mentioned in
these documents
(continued)
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Table 3 (continued)
University Description of e-assessment
projects
Relation to exam regulation
documents
University of Koblenz-Landau • Since 2013
• Software: open-source
learning platform (ILIAS)
• Two years for pilot and
evaluation phase
• Online exam submission
through electronic exam
schedule service (eKLAPS)
Not mentioned because the
project is new and in the pilot
phase
University of Regensburg • Since 2010 (in progress)
• Road map defined which
consists of different tasks
and stages
Legal conditions and e-exam
framework during the whole
process are stages of the
e-assessment road map
University of Leipzig • Since 2005
• Software: open-source
platform (elateXam)
• Around 1000 students per
semester
• Next step: develop the
project as a pilot within the
project iAssess.Sax in the
universities of Dresden and
Zwickau
Not mentioned
• monitoring, analysis, and overview.
The assessment or examinations are placed in the teaching–learning process,
which is the most complex aspect of this model because it includes a mixture of
technical, pedagogical, and social competences and, furthermore, there is a great
freedom to manage courses in order to achieve identified objectives.
According to Reichgelt and colleagues, there are two accreditation types:
– institutional accreditation is applied to an academic institution, like an entire
university;
– specialized accreditation is applied to a subunit in an institution and includes two
levels: program accreditation focuses on the content of the program, while admin-
istrative accreditation concentrates on the administrative process in a subunit of
an institution (Reichgelt and Yaverbaum 2007).
The authors explain that there are twomain approaches to accreditation processes.
The first one is the input-based approach which measures various minimal stan-
dards through a checklist based on the learning-input processes such as curriculum,
teaching resources, library, laboratory, and other facilities. The second is the
outcomes-based approach, which considers the program’s outcomes, such as the
institution’s educational objectives and student learning. Reichgelt and colleagues
argue that a significant shift from the input-based to the outcomes-based approach
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has occurred in recent years and academic institutions attempt to conform themselves
with outcome criteria (Reichgelt and Yaverbaum 2007).
3.2 Accreditation Processes in Germany
In Germany, the federal states are responsible for accreditation processes and at least
11 authorized accreditation agencies in different fields of education (medical, natural
science, engineering, economics, etc.) are in operation at present.6 Educational
accreditation in Germany is based on two issues:
1. standards of study courses and degrees, which are based on regulations for study
and examinations;
2. accreditation in teaching, which is based on quality improvement measures.
The requirements in the examination accreditation process are as follows:
• examinations are coordinated so that students have sufficient time to prepare
themselves;
• it must be possible to move directly from the bachelor’s degree to the master’s
degree without loss of time;
• the form of examination is laid down in the description of each module;
• examinations should not cause extensions to the period of study;
• the evaluation criteria are transparent for both lecturers and students;
• the degree program ends with a final thesis;
• it is checked whether students are capable of oral discussion in their specialist
area;
• the supervision of the final thesis is subject to precise regulations in the curriculum.
The archived documents in the accreditation process are test results, drop-out
rates, any quantity results of examinations, as well as feedbacks from the courses.
This survey of three domains indicates that multiple perspectives exist, which
cause variability in performing and evaluating e-assessment processes. It is therefore
essential to develop an appropriate model to account for this variability in online
examination processes.
4 Literature and Results
This literature review was performed in order to demonstrate existing process vari-
ability in e-assessment in different domains of higher education, which occurs for
different reasons. The results of each domain and its relations to process variability
are analyzed and presented in the following.
6December 2013.
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Table 4 Summary of e-assessment projects in German universities
Number of studied universities 30
Number of universities which have e-assessment projects (in progress) 18
Number of universities which perform online examination practically in some fields 9
Number of universities which have a paragraph about online examinations in exam
regulation documents
3
Number of e-assessment projects in universities in Saxony 2
4.1 Evaluation of IT Approaches
Based on reviewed IT approaches, it can be argued that due to the great advantages
of and positive impacts of online exams on learning processes, there is a considerable
movement from traditional to electronic assessment in academia today. Furthermore,
studies7 show that different issues, from pedagogical to technical and even social
matters, cause process variability in higher education examinations. To identify away
of managing this inherent variability and to construct unified e-assessment proce-
dures, it seems necessary to have a cross-functional view of e-assessment projects.
Someof the issues related to e-assessment are: the impacts on student learning; effects
on the teaching method; formative and collaborative e-assessment; immediate feed-
back and legal issues; evaluating possible risks in planning such as computer stress or
fairness impression; developing infrastructural issues, such as security and question
banks.
4.2 Evaluation of Study Courses
Thirty German universities from different federal states and different study courses
were reviewed.8 The results show that e-assessment or online examination projects
are currently in progress in 18 universities, but just nine are performing such assess-
ments in practice. It should be noted that although online examinations are in use at
some universities, there exists considerable process variability, too, which makes it
difficult to extract a unified platform in this area.
Furthermore, legal conditions in regulation documents create practical limitations
on performing online examinations. In order to make it an acceptable form of assess-
ment, electronic examination should be referred to in a paragraphor even a sentence in
the corresponding exam regulation document. Based on reviewing examination rules
documents in all these universities, Table 4 reveals that only three German universi-
ties have a paragraph stating that online examination is an admissible examination
form.
7All these studies are summarized in a table in Appendix 1.
8These universities are listed in Appendix 2.
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4.3 Evaluation of Accreditation
The results revealed that accredited educational programs are subject to a variety of
quality criteria. These criteria depend on the level and the goals of the courses. Based
on the Information Model from the European Network for Quality (ENQA), assess-
ment and examination processes are placed within the teaching–learning process,
which is one of the complex parts of accreditation. It involves different aspects such
as pedagogical, technical, legal, and even social issues.
No framework for examination forms (traditional or computer-based) was identi-
fied in this study of the German accreditation process. In exam regulation documents,
assessments were only described in the terms listed at the end of Sect. 3.3 above.
The form of examinations is not restricted by the accreditation process, but is under
the authority of the educational systems and based on the identified objectives of
courses. This causes process variability from one educational institution to another.
4.4 Summary of the Results
For clarity, we summarize the results of the three domains in Table 5.
In sum, exam processes show variability for the following reasons:
• variability in legal restrictions and regulations in different educational institutions;
• variability in exam framework, not only in different universities but also in one
university between different courses;
Table 5 Summary of the results
Domain E-assessment limits on PVa Why PV management is
necessary





To have a cross-functional and
integrated view
Course and assessment design Legal conditions are not
mentioned in exam
regulation documents
Different processes are used
to perform online
examination
To develop an appropriate
approach to support legal
conditions in exam documents
Accreditation The form of the exam is not
restricted by accreditation
criteria, which leads to
variability
To develop a business process
model for clear e-assessment
criteria
aPV = process variability
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• variability in study course design;
• variability in technical infrastructure for online examination processes.
Based on the obtained results, it can be argued that an appropriate design for
variability management has to be aligned with the specified domain of projects and
conditions to cover all variability within the identified domain. There is only one
process model for performing online examinations in some study courses at Univer-
sity of Duisburg-Essen, which could be an appropriate model for conducting online
examinations at German universities.
We studied existing process variability (effects and causes) in online examination
processes fromdifferent perspectives.We found that tomanage process variability, an
appropriate business process model is necessary to cover all examination processes
and features of educational institutions.
According to the existing literature, one approach to process variability manage-
ment is the single model approach, whichmodels all known variants of the process in
one commonmodel (Hallerbach et al. 2010; Kumar and Yao 2012). The alternative is
to model every variant of a single model, which is called the multi-model approach.
The latter models will have a simpler structure (Hallerbach et al. 2010; Kumar and
Yao 2012). Some advanced modeling approaches explicitly deal with families of
process models, such as configurable event-driven process chains (C-EPCs) (Rose-
mann and van der Aalst 2007), PROcess Variants by OPtions (PROVOP) (Hallerbach
et al. 2010), ConDec (Pesic andAalst 2006), and featuremodeling, which is normally
used in software engineering. Each of these approaches has their own advantages and
drawbacks but there is a lack of adaptability between different approaches (Valenca
et al. 2013).
The next step in this research is to conduct a comprehensive overview of available
variability approaches, to identify which of them are more appropriate for online
examinations in higher education. Further research is needed to evaluate how existing
process variability approaches can be compatible with exam processes, and to what
extent existing process variability in this field can be controlled and managed.
5 Conclusion and Further Work
The aim of this research is to demonstrate existing variability in examination
processes and emphasize the need for variability management. This could be the
basis for developing a new approach to business process variability, or extending an
existing one. To reach this goal, we concentrated on online examination processes
in higher education.
As a preliminary stage, we performed a literature review in three different
domains: IT approaches; concepts; course design and the accreditation process. This
paper demonstrates the important role of business process management in improving
and promoting the design of e-assessment processes.
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Combined with this literature review, an analysis of current e-assessment case
studies and projects in German universities yielded the following results. Although
different kinds of projects under the name of e-assessment or online examination are
in progress in German universities, the variability in these processes is recognizable.
In other words, similar processes exist, but distinctions and variability are observable
as well. Furthermore, the review of the exam regulation documents for various study
courses at different universities revealed that these regulations do not yet mention an
acceptable framework for performing e-assessments.
Process variability exists in e-assessment at German universities. It is necessary
to manage this variability through an appropriate business process model to support
online examination procedures.
This paper describes research in progress which clarifies and identifies the neces-
sity of developing an existing approach to manage and control the process variability
in university e-assessment. The next step is to study process variability manage-
ment to identify an appropriate model in the context of e-assessment. This could be
followed by the development of a prototype for the identified approach and finally
the validation of the developed method.
Appendix 1: Summary of IT Approaches to e-Assessment
No. Reference (author, year) Summary
1 F. Braun, 1998 It introduces some web-based tools for
online assessment such as Learning space,
Web forms, Microtest, and Quizmaker.
2 Charoen, 2007 It indicates the benefits and limitations of
implementing an e-learning system in an
educational institution in Thailand based on
expert interviews.
3 Dittman, 2008 It introduces a structure, the collaborative
e-learning template (CET), to improve
collaborative activities in the learning
process such as collaborative assessments
through a course.
4 Papp, 2000 It indicates different critical factors in
distance learning.
5 Squires et al., 2004 It is about education policy analysis in
Arizona University.
6 Shen et al., 2000 It analyzes the effectiveness of an online
collaborative examina-tion process through a
questionnaire.
7 D. Hall, 2010 It introduces some tools to assess teachers.
(continued)
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(continued)
No. Reference (author, year) Summary
8 Jacob et al., 2006 It reveals the importance of assessments in
the learning process through different
learning approaches. The Black Board
Learning System (BBLS) is used as a
comprehensive e-learning software platform
in the context of continuous assessments.
9 Campbell, 2008 It proposes an application called the
Electronic Performance Support System
(EPSS) to enhance the performance of
assess-ment tasks.
10 Kehily, 2011 It uses a web-based platform, DIT learning
teaching and technol-ogy center, as a course
management system for lecturers and as a
computer-assisted learning tool for students.
It is a case study in the Dublin Institute.
11 Attali and Burstein, 2006 It proposes a flexible modeling procedure
which can be used to as a basis for expert
judgment.
12 Venkatraman, 2007 It is a case study which develops a four-step
student-centered approach to increase
positive impacts on the learning process. It
analyzes the strengths and weaknesses of
assessments in IS courses through a survey.
13 Maheswari, 1998 It is an empirical study of technical problems
in web-based sys-tems for assisting
education.
14 Sybol, 2005 It investigates how use of an online
assessment tool, the Com-puter-Assisted
Personalized Approach (CAPA), helps
achieve teacher and students learning goals.
It is a case study of urban courses in Florida
University.
15 Webb, 2010 It evaluates how digital technologies such as
tablet PCs, wireless technology, and Web
2.0, can facilitate formative and
collabora-tive assessment effectively.
16 e-learning age magazine, 2011 It is a case study of The Association of
Chartered Certified Ac-countants (ACCA),
which wants to deliver all accounting
examina-tions electronically through an
e-assessment program.
17 Miller, 2011 It is a case study of the positive role of
aesthetics design on learner perceptions and
task performance in an e-assessment
environment.
(continued)
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(continued)
No. Reference (author, year) Summary
18 Dascalu and Bodea, 2010 It proposes a qualitative analysis of an
e-assessment and its role to increase
knowledge creation and knowledge
management.
19 Sainburg and Benton, 2010 It is a case study of the importance of
formative assessment in the learning process
in schools.
20 Dermo, 2009 It evaluates the possible risks in planning
e-assessment through six identified
dimensions in a case study.
21 Jordan and Mitchell, 2009 It explains some methods to facilitate answer
and assessment of free-text questions in
e-assessment. It examines its model (IAT) in
the UK Open University, using information
extraction tech-niques and NLP.
22 Ferrao, 2010 It shows that an e-assessment system can be
a good alternative to encourage students and
has positive effects on the learning process.
23 British Journal of educational studies, 2009 It summarizes different works which all
encourage educational institutes to use
e-assessment technologies to support the
learn-ing process, with emphasis on
feedback from e-assessments.
24 Hodgson and Y. C. Pang, 2012 It is a study of statistics students to evaluate
the advantage of formative assessment.
25 Glenberg, 2010 It examines the impact of formative quizzes
on knowledge con-struction.
26 Daly et al., 2010 It argues that existing assessment solutions
focus on developing technical and
infrastructure issues more than educational
as-pects of assessment through different
educational ases.
27 McCann, 2010 It is a case study of a US campus to explore
how a new e-assessment system is
implemented and to identify factors which
affect how it is adopted.
28 Nicol, 2007 It suggests a set of principles for the effective
design and evalua-tion of a formative
assessment and feedback process through
two different case studies.
29 Boyle, 2010 It is about forecasting models like the Bass
model, used to evalu-ate how educational
systems can adopt themselves to
e-assessment methods.
(continued)
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(continued)
No. Reference (author, year) Summary
30 Boyle and Hutchison, 2009 It makes the case for the substantial effects
of e-assessment on the assessing process and
the technical difficulties involved in
developing sophisticated assessment tasks.
31 McNeil et al., 2011 It looks at e-assessment from both sides:
educational and tech-nical. It develops a
model for analyzing the life cycle of
institu-tional assessments.
32 Sangi and Malik, 2007 It reviews existing e-assessment models and
practices and identi-fies the challenges
facing developers in South Asia.
Appendix 2: List of German universities reviewed





6. Johannes Gutenberg-Universität Mainz
7. Karlsruher Institut für Technologie
8. Rheinisch-Westfälische Technische Hochschule Aachen
9. Hochschule Koblenz
10. Leibniz Universität Hannover




15. Technische Hochschule Ostwestfalen-Lippe
16. Technische Hochschule Wildau
17. Hochschule Fulda
18. Universität Trier





24. Eberhard Karls Universität Tübingen
25. Georg-August-Universität Göttingen
26. Rheinische Friedrich-Wilhelms-Universität Bonn
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27. Otto-von-Guericke-Universität Magdeburg
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Designing External Knowledge
Communication in a Research Network
The Case of Sustainable Land
Management
Thomas Köhler, Thomas Weith, Sabrina Herbst, and Nadin Gaasch
Abstract Designing knowledge communication with external partners is a core
activity of research networks. In science, such communication has been addressed
only recently and is still considered as non-academic activity. Successful commu-
nication with practitioners, that is knowledge transfer, is a crucial factor for effec-
tive research. In the age of online communication, this requires special attention
and skills, for example related to social media communication. Based on our own
empirical results derived from interviews, the authors identify what factors affect
the communication process and how the design of communication content may be
influenced.
To do so, successful examples of communication with external stakeholders are
presented. For the theoretical basis, science communication, knowledge communi-
cation, knowledge management, and knowledge transfer were selected and consol-
idated. Although the findings stem from a research network specializing in sustain-
able land management, they can be transferred to other academic collaborations. Our
results indicate that external communication is effective when knowledge has been
transferred between academics and practitioners.
Keywords Research network · Knowledge management · Open science ·
Qualitative research · Land management
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1 Background: Theory and Project
The results presented in the article are developed in the context of funding measures
of the German Ministry of Education and Research (Sustainable Land Manage-
ment FKZ 033L004, Agricultural Systems of the Future - ZenKO FKZ 031B736,
Urban–Rural Stadt-Land-plus ReGerecht FKZ 033L205) as well as a research and
qualification project of TUDresden. Selected parts of the article base on former work
published as Zscheischler et al. (2012) as well as Härtel et al. (2015).
1.1 Sustainable Communication in the Sciences
Information and communication processes and the related content form an impor-
tant basis for defining the principles of sustainable spatial development, at least since
the 1992 United Nations Conference on Environment and Development in Rio de
Janeiro. While forms of information provision and strategic use of communication
are fundamental, renewedmediated information and communicative approaches have
become widespread since the 1990s (Lievrouw et al. 2000). These can be applied
fruitfully in different academic disciplines such as education or engineering, or in
spatial planning and development processes (Weith et al. 2020). Respective infor-
mation and communication technologies are now seen as part of different gover-
nance forms and are recommended for tackling various problems. For example, in
2003 the German Council for Sustainable Development initiated a “dialogue area”
to strengthen understanding of processes of changing land use. Also the German
federal government, whose goal was to reduce land use by settlement and infrastruc-
ture by 2020 to 30 hectares per day, began using such new communication instru-
ments and triggered activity of further groups (even though the original timeline has
meanwhile been extended to 20301). While in a first step tools such as education
material, brochures, cartoons, and computer games were produced to sensitize the
relevant actors (Bock et al. 2009), in the almost two and a half decades toward the
Sustainable Development Goals (SDGs) the focus has changed from information to
knowledge management (Weith and Köhler 2019). Specifically knowledge manage-
ment is addressed in three of the SDGs (4, 16 and 17) and at the same time linked
to education and lifelong learning. Digitization, although relevant for many goals, is
explicitly addressed in sub-goal 9c (Industry, Innovation, and Infrastructure): “Sig-
nificantly improve access to information and communication technology and ensure
universal and affordable access to the Internet in the least developed countries by
2020” (United Nations 2015).
Non-governmental organizations (NGOs) such as the Nature Conservation Feder-
ation of Germany (Naturschutzbund Deutschland NABU), the Federation for the
Environment and Nature Conservation Germany (Bund für Umwelt und Naturschutz
1https://www.umweltbundesamt.de/themen/boden-landwirtschaft/flaechensparen-boeden-landsc
haften-erhalten#flachenverbrauch-in-deutschland-und-strategien-zum-flachensparen.
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Deutschland BUND), or the international World Wide Fund For Nature WWF now
develop targeted campaigns to raise awareness and promote more sustainable use of
natural resources. Initiatives such as the International Year of Biodiversity 2010, the
International Year of Forests 2011, or the International Year Plant Health 2020 share
mainly attempts to do this on an (inter)national level. Attention-grabbing activi-
ties must be taken rather frequently in efforts to change land use, because long-
term changes do not have the direct “media marketing value” of disasters like the
Fukushima tsunami in 2012. Against all communication efforts, discussion of topics
such as soil conservation, landmanagement, or the establishment of regionalmaterial
cycles remains largely restricted to professional circles.
Despite comprehensive knowledge about communication theories and models,
and especially about the concept of a sustainability communication, it can be stated
that communication processes are not always effectively implemented. Today we
may observe a pronounced awareness of sustainability in general and environmental
issues in particular; in Germany, 64% of the population consider environmental and
climate protection as an important challenge (BMU and UBA 2019) and the German
Parliament may state in its 2019 Environmental Report that a “demanding envi-
ronmental policy with effective environmental laws and competent environmental
administrations is widely accepted by the population” (Deutscher Bundestag 2019,
p. 4). Still there is a discrepancy between this awareness and individual behavior
in Germany. For example, correlations of affect and cognition with environmental
behavior are not particularly strong, but still substantial (r_aff = 0.51 and r_cog =
0.48). This means that people who agree with the affective and cognitive statements
generally act more environmentally conscious (BMU 2019, p. 68).
In the view of the authors, this is due to the fact that the variety of existingmeans of
communication are not used strategically and thus not exploited to their full potential
(Kriese and Schulte 2009; Leipziger 2007). This is especially true in the “bulky” field
of sustainability. The Sustainable Land Management (SLM) funding program of the
German Federal Ministry of Education and Research (BMBF), described below, is
used to critically investigate current practices in research and planning and to identify
options for future activity. From 2008 to 2017, the BMBF initiated the SLM program
to create a knowledge anddecision-makingbasis for sustainable useof land resources.
Already in designing the program the funder considered communication efforts as
a central requirement for a successful implementation of this objective. This is only
possible if all actors arewilling to actually apply the newknowledge gained as a result
of the program (Hinzen 2009). Targeted communication efforts played a central role
in the management of inter- and transdisciplinary research networks of that funding
scheme: It was a condition of information exchange, successful collaboration, and
collaborative learning.
Successful communication not only creates awareness of new challenges, but also
acceptance for new options, and may initiate behavioral change. It thus contributes
significantly to the successful transfer and implementation of scientific findings into
practice, in this case regarding the SLM program. But how can communication
processes be designed in a targeted and successful way?How can existing knowledge
of strategic communication sciences be linked to communicative requirements? How
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can means of communication be used strategically in such a complex field? What
specific challenges have to be considered? And where are the limits of professional
communication?
This paper presents some initial answers to these questions which were developed
by one of the scientific projects accompanying the BMBF-funded SLM network. To
achieve better insight, the authors first present the core topics of the network and then
explain the role of communication in this context. Subsequently, specific challenges
and influencing factors are discussed in order to finally outline a strategic approach.
1.2 Theoretical and Conceptual Considerations
for the Design of Communication Processes
Human communication is a constant, every day, yet highly complex process that
predominantly occurs unconsciously. It is social behavior at a time determined by
many factors which accompany the message intendedly sent by a person. These
factors include emotions, situational circumstances, and the knowledge and cognition
abilities of the communication partners involved and its variety makes the communi-
cation process complex. In designing effective communication, it is therefore essen-
tial to be aware of the most important factors for the sender and the receiver; the latter
include attention, the everyday ecology, and the personal and situational capacity
(Kuckartz and Schack 2002). Moreover, communication is expected producing a
social exchange of constructions, orientations, ideas, etc., about the world, exclu-
sively created in social discourse and checked for their suitability (Frindte and
Geschke 2019, p. 107). By social interaction those individual communications form
entities of organizational character (Köhler 2014),which lead to an inter-institutional,
i.e., external communication and exchange of knowledge, for example in networks.
Designing knowledge communication with external partners is a core activity of
all research, especially of research networks. In science, such communication has
been addressed only recently and is still considered as non-academic activity. In the
age of online communication, this requires further special attention and skills (Köhler
et al. 2019). With Web 2.0, communication technology shifts to a new social form in
which content is produced jointly, incorporating all those interested in a certain topic
even if they do not have scientific backgrounds. In a society defined by mass media,
rivalry for the attention of various target groups is intense, so attracting attention to an
issue may need to be the first step. To be perceived is a basic condition for successful
communication. But this attention has consequences: Those who create attention
must also create content. The term “everyday ecology” takes the real life of the
recipient into account. Informationmay only have an impact if it has ameaning for the
recipient, that is, if it can be linked to their real life. Strategic communications utilize
this relationship to their advantage by considering the consequences, benefits, and
options for the recipient, and presenting them consciously. Basically, a subject should
not overwhelm a recipient or a target group. If they do not have the capacity to process
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a topic intellectually or emotionally, they may reject or avoid the information. All of
these factors need to be analyzed and adapted to specific audiences.A communication
strategymust therefore be adapted to the needs of the intended recipient. Senders have
more options, which are determined by variables like authenticity, professionalism,
and the available financial resources (ibid.).
The authenticity of a source is relevant to its visibility (Köhler 2016). Commu-
nication functions less on the level of the actual content than in terms of the type
and way it is communicated. Credibility, competence, and empathy are the central
determinants here. Increasingly, the communicator needs to be professional in order
to compete for the “scarce resource” that is the attention of each target group. This
professionalism includes organizational and technical know-how, knowledge about
methodology, that is, how to address specific target groups, and practical experience.
This can be achieved with further training and the help of external communications
consultants or agencies.
Experience has shown that too often the only aspect of communication to be
considered was the means, and that this was hardly ever strategically communi-
cated (Kriese and Schulte 2009; Leipziger 2007). Recent findings focus on the
need for human and financial resources as key to planning, designing, and imple-
menting communication of innovations successfully (Pscheida et al. 2013). This
means scheduling appropriate resources and setting goals for communication activ-
ities right from the beginning, at the initial planning stage of a research project.
Yet, before the actual communicative tasks and related objectives are formulated,
the means are often already fixed, usually without any consideration of whether they
meet the purpose. Researchers and communicators need to consider the following
questions: Is the chosenmeans useful in view of the objective?Which channel should
be designed to address the target audience? What must be communicated and what
must not? What steps need to be taken and in what order to achieve the goal?
1.3 Knowledge Management in the Sustainable Land
Management Program as a Challenge for External
Communication
The Sustainable LandManagement program (SLM) had tomeet a number of specific
challenges toward developing an integrative communication approach. First, the
organizational structure of the program was very complex (cf. Fig. 1). In more than
two dozen collaborative projects and its 120 subprojects, scientists and practitioners
from over 170 organizations were involved. The scientific disciplines involved in
SLM brought very different perspectives, methods, and understandings to the overall
SLM program. Unsurprisingly, science and practice often have different preferences,
and thus communicative goals could be very heterogeneous. It is therefore obligatory
to develop a comprehensive communication strategy that is accepted by the parties.
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Fig. 1 Schematic representation of the network representing the funding program “Sustainable
Land Management” (cf. Härtel et al. 2015; translated by authors)
Another challenge was to establish communication structures at the beginning
of the program. In our case, a new organizational context with new communication
channels needed to be defined and then perpetuated in the newSLMresearch network.
This was time consuming and required resources, as individual experience from
completed projects could not have been reused one to one. But this is a general
challenge in science as nowadays, research is often project-based and short-term,
that is, the organizational structures are frequently terminated and re-established
again. Although bilateral or multilateral research and practice networks remain, the
topic-overarching management structure, which includes integrated communication,
usually dissolves. This is one reason why it is difficult to implement and perpetuate
the results, knowledge, and experiences obtained. In addition, when research starts,
the results are not yet available and cannot be presented quickly. But media products
to be communicated must be developed first, i.e., cannot be finalized only when
advertising needs to begin. At this stage, researchers are still developing models,
principles, strategies, and combinations of instruments, which are complex and may
be highly abstract. Accordingly, the “new” knowledge is owned only by a small
group of experts only but has not been transferred to the target audience yet.
Further, SLM is an overarching term, so its actions are not clearly defined.
Communications had to clarify what is meant by all three ambiguous and much-
debated parts of the term, “sustainability,” “land,” and “management.” This means
that all participants of the program had to deal with a high complexity and enormous
variety of subjects. In fact SLM combined many issues which embody enormous
communicative challenges. The collaborative projects, for example, were dedicated
to sustainable water management, regional material and energy cycles, renewable
resources, ecosystem services, sustainable urban development, and urban–rural link-
ages. The actors, interests, and target groups were also numerous. Thus, from a scien-
tific point of view SLM is a highly complex field, which is typical for many research
networks, especially for those that link research with its application in practice.
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Yet, mass media requires a high level of simplification, which is contrary to the
claims of many scientists. They often have difficulty handling active (non-technical)
media and do not want their highly complex topics to be reduced to simple, striking
stories. This resonates with a common concern about losing their reputation in the
scientific community. Scientists feel that they eventually lose control and sovereignty
of interpreting their results through publication in the mass media. Black-and-
white arguments such as “renewable energy is positive” or “nuclear energy is bad”
contradict not only the scientific, but also the communicative self-understanding of
science. Due to that fear, scientists begin stepping into public in order to engage
for their research, i.e., start acting as lobbyists. Respectively, they become aware to
generate findings which may be associated with social consequences—what calls
for a renewed consideration of research ethics (Dobrick et al. 2017) and can only be
achieved with assessment based on normative values. Roose (2006) therefore speaks
of an increasing politicization of science whileWeingart (2001) points out the danger
of its political exploitation.
Altogether, an intelligent communication strategy is required that centers on
targeted but achievable action, even though very limited financial resources are avail-
able. Indeed communication for a typical research network like SLM cannot follow
the rules of classic advertising because of the special funding conditions for such
non-commercial topics.Yet, knowledge of the discussed key determinants of commu-
nication is essential. Therefore, in the following, the methodology for evaluating the
most significant factors empirically is briefly introduced.
2 Approach and Methodology
2.1 Data Collection
Social science research objects and their stakeholders, as in the present case of
the SLM funding program, are characterized through a complex and procedural
context (Witzel 1985, p. 227). Following the research question, it was necessary to
identify exemplary information transfer and implementation strategies within SLM
funding program represented by the collaborative projects. The problem-centered
interview was selected as the survey method to investigate the communication struc-
tures of the individual projects (Kaiser et al. 2012). We were interested in both
internal and external transfer and implementation strategies. Twelve typical stake-
holders concerned were interviewed, in order to collect their experiences and estab-
lish a systematic knowledge base. Following a qualitative approach, there was an
equivalent consideration of both researchers and practitioners, covering all types
of projects. In the course of the investigation, a research guide was developed as
a basis for discussion, including aspects related to both content and communica-
tion. All researchers of the collaborative projects contributed to the guide, which
covered all subject areas of interest regarding transfer and implementation. For the
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present analysis, the authors focused on the concept of transfer, and especially on
communication-related aspects.
2.2 Evaluation Method
To analyze the interviews, the authors applied the qualitative method of content
analysis developed by Mayring (2010), which can be used for communication text
data. To cope with the length of the text and to serve the purpose of the problem-
centered interviews, the authors decided to complete a structured content analysis.
Guided by theory-based main categories, we systematically worked through the
transcribed material and passages assigned to the categories.
By focusing on the transfer and implementation of knowledge in the project
network and the resulting questions, main forms of practice can be concluded along
the theory in a deductive way, formingmain and sub-categories (see Härtel and Hoff-
mann 2013). In order to address the criterion of openness of the research process, the
authors created an inductive category using the summary content analysis. Overall,
the focus was on structured content analysis, in particular on structuring the content:
“to filter out certain topics, content, aspects of the material and to summarize it”
(Mayring 2010, p. 98).
The evaluation was conducted using the software MAXQDA. Specifically devel-
oped for structured content analysis, the software allows for the definition and use
of codes and sub-codes which reflect the categories in an orderly manner (Kuckartz
2010, p. 114). Methodologically controlled compression of the material was used to
work out cross-case statements on regularities in the terms of the research question
(ibid., p. 110ff.).
3 Results
3.1 Practitioners and Civil Society as Target Groups
of External Knowledge Communication
In the course of the interview analysis, we identified the target groups of external
knowledge communication: These were practitioners in the economy, society, poli-
tics, and administration. Addressed economists often represented the agricultural and
forestry sector; the former included the food manufacturing, and the latter the wood
processing industry. Other practitioners were at the interface between the public and
private sectors such as health care (doctors, health insurance), mobility and trans-
port (transport networks), the energy sector, and the private education and research
sector. Administrative practitioners covered a variety of responsibilities (municipal
and state level) and subject matter including conservation, transport infrastructure,
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and health. Civil society actors, in a broader sense, included voluntary clubs and
NGOs, such as nature conservation associations, support groups, and interest groups
such as farmers’ organizations.
3.2 Effects and Interactions of Factors Influencing External
Knowledge Communication
Various aspects of inter-institutional, i.e., external knowledge communication (which
we find in networks as well, going beyond bilateral exchanges) can be derived from
the interviews, in terms of both content and process. First, the means of commu-
nication are selected with different intentions. Content includes project content and
results usually developed for two reasons: to transfer knowledge from science to prac-
tice, and to provide feedback from actors during the research process. At the process
level, it was observed that region and theme often influenced whether communicated
content was picked up. Further, different practitioners often have different expecta-
tions on knowledge transfer. In the interviewanalysis, authors identified the following
dimensions: efficiency in developing solutions and economyof the provided solutions
(project results, scientific knowledge); practicability of the developed solutions to
concrete problems or at least not making such problems worse (positive and negative
movement between actors and researched problems); and the meaning of personal
attitudes (in form of expectations regarding the research topic). These dimensions
influence perception, acceptance of, and willingness for further communication in
networks. The success of external knowledge communication is also affected by
legal and statutory conditions, such as funding and copyright, the available human
and financial resources, and scientists’ capacity for such communication.
3.3 Selecting a Suitable Means of Communication
The available financial and human resources often limited the choices regarding
means of communication in the collaborative projects. For example, limited resources
hindered knowledge transfer between science and practice: “And then it was evalu-
ated how expensive it is (…) and then it was determined that well that would surely
exceed the budget” (Interview 1.1). Legal and statutory conditions had a similar
effect: Privacy policies impeded access to the target group and restricted the means
of communication. External communication needed to be adapted to the concerns of
target groups, seasonal or other variations. “[W]e have always started public relations
work in May, June, and not before, because […] this is a seasonal theme, and you
can’t kindle a fire which keeps [burning] year round” (Interview 1.3). The general
attitude of stakeholders, key players, and the audience to the project problem and
results (e.g., environmentally sustainable agriculture and renewable energies) could
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impede or even prevent access to the target group, regardless of themeans of commu-
nication used: “Of what avail is it, if the owner [of an agricultural land] tells you
at the end (…): ‘No, I don’t like it because I have something against renewables
anyway.’ (…) There are some, very flat opinions” (Interview 2.9).
Obstacles related to the character of the actors have been found to be surmountable
using appropriate means of communication. “And it takes a long time for these
introverted groups. You can’t hope at this moment. I have just spoken with one of
them: ‘Yes, yes, mhm, yes it’s good’. And he didn’t even say goodbye. And then
you sit on the phone and think, ‘What just happened?’” (Interview 2.5). It was in
particular difficult to access practitioners who demonstrated a lack of trust. Reasons
may include negative experiences in the past: “[T]his is certainly the downside we
have in East [Germany], that people had pretty big security needs from the political
system of the GDR […] And today it is different and therefore people are sometimes
overwhelmed and in certain places have been, I’d say, fooled, and that’s why they
tend to be careful” (Interview 2.9).
To reach as many people as possible and to give actors an insight into the status
of the project, open-access publications were recommended: “You have to say that
very clearly, this is a public [research] project, (…) so that we also see our obligation
to make all our results publicly available. (…) [W]e want [the results] to actually
be disseminated and accepted and we will then make the best possible information
available to the public” (Interview 1.6). Direct face-to-face contact with the target
audience could help too to identify representatives who could spread the message:
“We went to the event and just talked with people. And at the agricultural fair you
get very direct contact with the people. And, in fact, an assumption that I had proved
to be correct. Namely, that a well-defined type of farmer […] is the first who we can
connect with” (Interview 2.5).
3.4 Selecting and Preparing the Communications Content
The content to be communicated has to meet the expectations of the target audience.
In the course of the interviews, it came out that certain scientific project content,
despite its practical relevance, was too complex and abstract for industry partners to
see its relevance. Indeed, the wish was expressed that “the topic is somehow prepared
either for the target group or scientifically […] But, do not tell the whole world. Such
a claim can only go wrong” (Interview 2.8). For scientists, this means “that science
must speak increasingly in the language of the local partner when initiating contacts.
So, not the language of science. […] they need to translate for ‘the average Joe’”
(Interview 2.9).
Content prepared without a target group in mind, such as an exclusive scientific
publication of project results, could “not reach all who work in practice” (Inter-
view 1.6). For many actors, cost-effectiveness and efficiency are key criteria for the
measure which is communicated. This may be a precondition for any dialogue with
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actors outside the scientific community. If project content or results are not consid-
ered economically or efficiently, it will be very difficult to communicate them to
stakeholders. Certain topics in the field of SLM are perceived as “unattractive” or
cannot be communicated easily to the wider public per se, such as the issue of short
rotation coppice or biodiversity. This is often due to general attitudes of actors in the
field of environmental sustainability.
If the impact of the project on a target group is expected to be negative, it is
necessary to reflect on when and what content can be communicated: “The word
‘re-watering’, that’s what you say after a half-hour conversation. When people know
that they will not be inundated. […] You cannot come in with that” (Interview 2.5).
Nevertheless, direct involvement can have positive effects, especially in the case of
problems that would otherwise enjoy little attention or which create little incentive
to generate scientific knowledge. This is true of non-tradable areas in the health
sector: “My concern is conducive for health projects […] if they are not able to
be commercialized. I’m not talking about pharmaceutical development, where big
profits attract attention but where it actually comes to service” (Interview 1.4). This
partly precluded the need to prepare the project content, resulting in rather low
commitment from scientists. “We collect themessages, seewhat is framed by this and
then make a nice communication profile. What was the result? After two reminders
came nothing at all. Only after a third, relatively nasty email […], then came the
usual suspects […] the ones that had always made them anyways. And then we have
with very full, very, very, very petty, very painstaking work somehow collected the
messages. But now looking back, they were not really new messages. There were
the usual messages” (Interview 2.8). When project outcomes have been prepared
properly, focused on the target group by integrating a science journalist, the message
reached people who can pass it on, such as journalists (Interview 1.5).
The content of external knowledge communicationmust be targeted to its audience
to ensure successful knowledge transfer. In order for recommendations to be adopted
in practice, it is important that “you very strongly address […] the participants and
pick them up thematically where they are anchored, that is, when I talk to a farmer
who might not necessarily be interested in the depth of the bird world, but who cares
more about the agricultural effects” (Interview 1.6).
Legal frameworks, such as copyright and intellectual property, can hinder knowl-
edge transfer between science and practice, as certain technologies cannot be readily
used by the practitioner: “There is a little problem: This is patented. One cannot
simply be reconstructed, there are costs. But […] it works, if constructed properly”
(Interview 2.4).
Another hurdle for knowledge transfer was the profitability and efficiency expec-
tations of practitioners. The cost of project results is even described as “the most
inhibitory factor” (Interview 2.7) for successful knowledge transfer. This applies not
only to economic practitioners but also local governmental ones, such as mayors.
The latter could be encouraged to support and potentially pass the message on if
they could identify potential for regional development: “because a small community
in rural areas has to simply see what options are there to generate added value”
(Interview 2.9).
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3.5 Addressing the Attitude of Stakeholders
Market conditions and industry policy often influence the attitude of stakeholders to
problems, such as climate change adaptation in the food sector. It required special
treatment of the content—differences and similarities must have been disclosed and
potentials illustrated (see Interview 1.1). Some actors doubt whether the problem
exists: “Is the climate really changing? So, are they telling us the right thing? And
if they are not telling us the right thing, can I still do what I’ve been doing so far?
Yes, they are easy and economic decisions … decisions of habit: I have done it this
way before, so why should I do it differently now? And you cannot answer that,
you can just say, ‘From OUR perspective if you do it, this and this will happen, and
that and that will not happen, and you will have this and that risk’” (Interview 1.5).
Another important factor in acceptance of research results and policy implications
is vividness: “once it has something presentable. It is precisely what you can show
this clientele—the farmers—something that is useful” (Interview 2.5). This may
be “something photogenic” (Interview 2.5), but may also include specific transfer
measures such as “field days.” Events must specifically be relevant to the practi-
tioners who attend, “but this being-on-site feeling and talking about it is what makes
something. On that level I can facilitate the transfer easilywhen I create environments
that are unusual” (Interview 2.5). The extent to which communication activities can
be institutionalized successfully often depended on the available financial and human
resources (Interviews 1.5 and 2.2).
The degree of concerns of target audience about the problem addressed in project
has partly affected the communication with actors in a positive and negative way.
Existing networks could simplify the access to the actors: “facing the transport sector
was […] in many respects beneficial that they knew each other and that communica-
tion then took place without problems” and “it was always a very good basis to get
in contact with these target groups” (Interview 1.2). The means of communication
thus became less relevant: “if now by email or […] the better the connection is, the
less important the communication means becomes and the more likely the success of
communication” (Interview 1.2). Actors in a network make networking work: “if we
have three, four who really want it in the county or district, that’s enough. We don’t
need much more” (Interview 2.5). If it was in the interest of certain groups of actors
to process a problem, this could encourage their commitment to successful knowl-
edge transfer: “the local players participated because they also partly had a personal
interest” (Interview 2.3). At the same time, actors did not give their support when
a scientific problem has been considered irrelevant in practice: “without personal
involvement, you may encounter limited interest. Because many other things are
more important in the view of the people” (Interview 1.4). “Due to the positive
development for farmers on the world market and also here in Germany for agricul-
tural products, they are not dependent on this new product […]. Everything is going
well for him in the field. Why should he tackle these uncertainties?” (Interview 2.4).
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In general, different communication tools and channels, and how the content is
revised, influence the potential for interacting with external knowledge communica-
tion. The analysis shows, the more specific and relevant to practice the content was,
the more likely it was to get feedback from the addressed actors, because “people
ask only if they know that they can ask. […] You can only communicate that. Or I
have a basket full of messages and can precisely position the target and target group”
(Interview 2.8). For successful knowledge transfer to a wider public, acceptance and
civil society participation was important: “you just involve people that are really
objectively confronted with the background information. And people can simply
decide what they, as it were, want. And then people can decide” (Interview 2.1).
The potential for interaction was increased by extending the interfaces between the
project researchers and the target audience, for example by including opinion leaders
and key players on external project advisory boards.
Onlinemedia could increase the potential for interaction and facilitate target group
feedback: “On our website we also get questions, requests for information. And so
the messages that are received they have recorded. And […] we hear, for example,
that rental charges are a problem at the moment. And we take a look: so, does this
really have an economic impact on this calculation, cost calculation, or is this actually
a side issue, perhaps with a psychological effect, but has no economic meaning? And
we grab the topics and try to then integrate themwithin our considerations and in our
presentations” (Interview 2.4). Mere marketing efforts in external communication
were not conducive, but rather direct exchange and regular contact with practitioners
and key players: “We just don’t do marketing. Instead we explain to them, we tell the
tale. From our experience, from the first research results come conversations with
practitioners. And then they share something” (Interview 2.5).
4 Conclusions
In order to cope with the variety of factors in communication processes and to
keep a clear head, theorists from marketing and communication studies recommend
a systematic approach with a specified sequence of operations, especially with a
clear concept of how social media communication is embedded (cf. Leipziger 2007;
Hansen and Schmidt 2010; Kreutzer 2018). Respective steps usually include an anal-
ysis of the current situation, the definition of the communicative tasks, the develop-
ment of communication goals, the identification of target groups, the development
of messages, and the designation of a strategy to implement the selected communi-
cation approach. To some extent such an approach matches the generic idea about
implementing communication technologies into an organizational configuration in
an ideal manner as developed by Munkvold (2003), who divides into four sub-areas
of implementing collaboration technologies:
Organizational context;
Implementation project;
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Technological context;
Implementation phase.
Authors did previously explain how such can be transferred easily to the context
of information exchange, learning and education (Köhler et al. 2010).
4.1 Background and Communicative Tasks
Sustainability communication is about to become a topic in scholarly publications at
the intersection to citizen science practices (Weith and Köhler 2019), specifically, the
influence of digitization on the genesis of knowledge in the context of a sustainable,
fair development as discussed. In the context of land management, there is an overall
strong focus on specific branches like tourism (Tiago et al. 2020). In any case that
process begins with the collection of information describing the initial communi-
cation problem. As it is important to identify the significant data, this includes the
consideration of relevant target groups and goals from the very beginning. Initially,
only those facts relevant to communication problems are included. This process will
identify communicative tasks that derive from the description of the initial situation
and the necessity to modify or enhance communication actions. Its interpretation
explores the problems to be solved, but does not yet offer solutions. In the specific
case addressed here, the task is to identify how land users canmost effectively acquire
knowledge and develop a decision-making basis for SLM.
4.2 Definition of Communication Objectives
After analyzing the current situation and defining the communicative tasks, commu-
nication objectives should be formulated in a communication strategy. Objectives
describe the desired end state of a process. Those are measurable and thus represent
a kind of commitment. However, goals can change over the course of a project and
then need to be adjusted.
Goal setters must ask whether the objectives can be reached at all. As well certain
practices like the sustainability digital communication relationships are especially
effective (Tiago et al. 2020). Of course unrealistic goals may not serve as appro-
priate, reliable basis for a successful communication concept. For example, including
expensive measures within a modest budget will jeopardize the objectives.
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4.3 Definition of Target Groups
The more precisely a target group is defined, the better it can be addressed. This
definition determines the communication tools and approach to be used. When iden-
tifying target groups, it can help to be guided by demographic, lifestyle-related, or
functional factors (Hansen and Schmidt 2010). In some cases, target audiences may
be divided into subgroups with different patterns of media reception (Fischer 2012).
This information is used to decide how to access the target group. It should be noted
that people play different roles, at work or at home, with family or friends.
A survey of collaborative projects in a workshop of the SLM network revealed
that due to the wide range of actors relevant to the topic of land use, a variety of target
groups exist. Some target groups could be clearly identified, such as stakeholders
from management, agriculture, associations, academia, and research. Other target
groups were described only very generally and imprecisely, such as “local people.”
This is problematic, in terms of selecting both the communication tools and content
to be communicated.
4.4 Formulating Messages
Messages are content to be communicated to representatives of a target audience.
The larger the target group selected, the simpler the messages should be. Such simple
messages should consist only of models for everyday use. Complicated theoretical
concepts have no place in the mass media, which presents a major challenge for
scientists. It should be clear which effect model shall be implemented and why—if
there is a marketing communication or an educational communication addressed. In
a complex topic such as SLM with very different target groups and representatives
on different levels of influence, it is also advisable to limit the selection of subjects
and to focus on key contents. Such contents should contain only the most relevant
information and consequences for the selected audience and the respective recipient.
If the aim is behavioral change, the messages should present options for action.
4.5 Definition of Communication Strategies
The next step is to determine how to achieve the designated goals with the resources
available. This means looking for the cheapest “lever” with which the target can be
achieved most efficiently and effectively. The strategy combines all the resources for
a specific parent maxim (Leipziger 2007). More recently, it is suggested that when
analyzing sustainability communication a typology of three different communication
modeswouldbe appropriate: communicationof, about, and for sustainability (Fischer
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et al. 2016). Obviously the SLMnetwork applied all three dimensions simultaneously
as these have been components of the developmental approach.
Well-known and frequently used approaches include the piggyback, testimonial,
and provocation strategies (see Hansen and Schmidt 2010; Leipziger 2007). The
aim of the piggyback strategy (also known as issue management) is to attach the
desired message to a consistent public relations action or to current media issues.
The testimonial strategy generates attention through celebrity ambassadors, and the
provocation strategy seeks to attract attention by breaking taboos or challenging
competitors. So far, our network has favored a piggyback strategy.
4.6 Activity Planning and Scheduling (“Concerted Activity”)
Only when the strategy has been defined does the implementation begin. Now is
the time to clarify what measures will be taken when, where, and how often? An
appropriate mix of measures is in line with the strategy and aims to attain the objec-
tives set. Not every interesting idea is to become an appropriate measure. The results
are an action and a schedule that represent all the measures in chronological order,
the so-called communication plan. This becomes a management tool, provides an
overview of all parties, and allows accurate budgeting.
However well thought out a plan may be, its implementation depends on many
events which are not clearly predictable. There is the momentum of cross media
communication as well as specific preferences of single stakeholders, especially in
science, who are eventually not skilled for supporting social media communications
(Pscheida et al. 2015; Albrecht et al. 2020). Resulting, delays can occur or journalists
may suddenly no longer be interested in the subject because breaking stories take
priority. Subsequently, deviations between plan and reality arise and one needs to
respond promptly and derive new action consequences.
4.7 Limitations of the Study
The empirical data used for the study is limited to just one research network, in
which stakeholders often share a single focus, embedded into a single domain. Even
though the configuration of the network is overarching sectors and includes research
as well as public administration as well as stakeholders from industry, its outreach
is limited. Mainly representativity is hindered by the missing link to the individual
citizen as well as the missing direct link to the media sector.
Additionally, the role of project advisory boards has not been addressed in detail,
that is, political influence may overlap with other effects described. In this case, the
direct involvement of the target group also increased the potential for interaction
in the communication process. It would also have been possible to assess external
knowledge communication needs by questioning the target group directly. Finally,
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authors did not explicitly address the presumablyhighpotential for interactionoffered
by the concept of citizen science.
4.8 Lessons Learned
The study demonstrated that sustainable land management is a case which does
have specific communicative affordances due to its complex, multi-actor character
that brings together different perspectives. Still communication in and for research
networks is not consequently addressed, literature both on practice and research is
rather limited. Not only with the increasing meaningfulness of digital formats there
is an increasing need for a well thought, analytically proven approach in designing
communication of and within research networks strategically. Obviously scientists
are not easily capable of developing such and are hindered first by their individual
characteristics (limited competences skills, etc.) but as well by the ecological condi-
tions (economic and structural deficits). In that sense the paper has collected theoret-
ical and empirical evidence of how research may deal with the expectations toward
the influence of (mainly digital) communications on the genesis of knowledge in the
context of sustainable, fair development.
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Researching Scientific Structures
via Joint Authorships—The Case
of Virtual 3D Modelling
in the Humanities
Sander Münster
Abstract One of the topics addressed by e-science research is the measurement of
academic knowledge production based on electronic data and its relevance in defining
the academic landscape. The author employs e-science methods to research coop-
erative authorships and scientific structures in a specific area of applied e-sciences:
virtual 3Dmodelling in the humanities. Based on the findings, possibilities for cross-
disciplinary and international cooperation are discussed. The number of international
publications and average number of authors involved in each publication are lower
than those found in other scientific fields. Moreover, research indicates that in the
humanities, 3D modelling is relatively new and still emergent. Besides such general
indications, several key players as people and institutions which interconnect groups
of researchers could be identified on a structural level.
Keywords Cooperative authorships · 3D modelling · Humanities
1 Introduction1
A major issue related to the measurement of academic knowledge production is the
distinction between disciplines and the mapping of scientific structures. The vast and
heterogeneous variety of possible indicators result in a lack of standardisation and
homogenisation. Joint standards to measure academic performance—as intended by
the German Research Council (Wissenschaftsrat: Empfehlungen zu einem Kern-
datensatz Forschung Berlin 2013)—are still being established. Our field of research
is a specific area of applied e-sciences: virtual 3D modelling in the humanities. The
research started with selecting a sample of publications in order to investigate current
trends, scenarios and workflows in this field, and to quantify the scholarly field. The
1This article reflects the state of my research in 2015. a more recent state was presented in:
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initial challengeswere to (a) develop a suitable research instrument and to (b) perform
an investigation. Due to the limitations of the included information and the magni-
tude of the data sample, many potentially interesting research approaches—such as
a quantification of current topics, standard references and citation networks—are not
applicable. The author examines the scientific community involved in this specific
area and their level of cross-disciplinary and international cooperation. Furthermore,
we identify the key people and institutions, which interconnect groups of researchers.
1.1 Defining Disciplines
To start, a definition: disciplines are characterised by common methods and theories
and have similar “reference systems, disciplinary ways of thinking, quality criteria,
publication habits and bodies” (Schophaus et al. 2003) aswell as similar institutional-
isation. Likewise, Knorr-Cetina thought that each discipline has its own “epistemic
culture” in the sense of different “architectures of empirical approaches, specific
constructions of the referent, particular ontologies of instruments, and different
social machines” (Knorr-Cetina 1999). Although disciplines and their boundaries
are results of social construction processes (Weingart 1987), a number of phenotypic
fields can be identified (Knorr-Cetina 2002). One basic classification scheme is the
distinction between humanities and sciences. In a more elaborate classification, the
OECD distinguishes between six scientific fields containing about 40 disciplines
(OECD 2002, 2007). Furthermore, especially library classification delivers highly
sophisticated distinction categorisation schemes (Semenova and Stricker 2007).
1.2 Defining Cross-Disciplinarity
Cross-disciplinarity refers to a “confrontation of several disciplines with a [joint]
topic or issue” (Schophaus et al. 2003). In regard to this, Schelsky speaks of a
“partial scientific development unit at the empirical object” (Schelsky 1966). Cross-
disciplinary collaboration is characterised by developing a multidisciplinary termi-
nology and a joint methodology (Gibbons 1994; Münster et al. 2014). The degree of
institutionalisation of cross-disciplinary fields ranges from temporary collaborations
to the creation of new “hybrid” research disciplines (Klein 2000) such as the digital
humanities, in which computing is applied to foster humanities research.
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2 The Case of Virtual 3D Modelling in the Humanities
2.1 Field of Research
3D models and visualisation have always been an important medium for teaching,
illustrating and researching historical facts and items.While historical picture sources
usually provide elusive and fragmentary impressions, digital three-dimensional
models of historical objects and their depictions offer the chance to convey holistic
and easily accessible impressions. Until 2000, virtual 3Dmodelling technologies and
computer-generated images of cultural heritage objects were used merely as a digital
substitute of physicalmodels (Novitski 1998). Nowadays, 3Dmodels arewidely used
to present historic items and structures to the public (Greengrass and Hughes 2008)
as well as in research (Favro 2004) and education (El Darwich 2005). In addition,
3D technologies can obviously serve cultural heritage management and conservation
tasks, and even their advertising. An important distinction needs to be drawn between
still extant, no longer extant, and never realised objects. 3D modelling technologies
make it possible not only to digitise historic objects which are still extant, but even
to virtually reconstruct objects that are no longer extant physically and only known
from descriptions.2
Research design
This investigation of scientific structures related to the usage of 3D modelling
techniques for both extant and no longer extant types of historical objects is based
on an analysis of published project reports and presentations. An upstream problem
was the identification of relevant publications. Unlike, for example, in medicine,
there are no comprehensive publication databases extant for cultural studies and
humanities. Prior to creating the database, three experts—chairholders in the fields
of archaeology, art history and geomatics—were queried to identify relevant journals
and conferences. This yielded the following findings:
• On the one hand, in the field of cultural and history studies, no multidisciplinary,
periodically held international conferences are known that deal specifically with
3D modelling. However, there are a number of local or non-periodic conferences
and workshops that deal with specific questions or topics.
• On the other hand, there are four major conferences on the topic in the
fields of archaeology and cultural heritage: The International Workshop for 3D
Virtual Reconstruction and Visualization of Complex Architectures (3DARCH);
the Computer Applications and Quantitative Methods in Archaeology Confer-
ence (CAA); the International Symposium on Virtual Reality, Archaeology and
Cultural Heritage (VAST); and theVisualisation inArchaeologyworkshop (VIA).
2Originally published in: Münster, S., Köhler, T., Hoppe, S.: 3D modeling technologies as tools
for the reconstruction and visualization of historic items in humanities. A literature-based survey.
In: Traviglia, A. (ed.) Across Space and Time. Papers from the 41st Conference on Computer
Applications and Quantitative Methods in Archaeology, Perth, 25–28 March 2013, pp. 430–441.
Amsterdam University Press, Amsterdam (2015).
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• The Journal for Digital Heritage represents an overarching publication organ for
digital content on all humanities.
2.2 Data Sample
These findings formed the basis for collecting the data sample presented in Table 1.
As a scope for conference proceedings, entire volumes were included and relevant
journal articles were identified via keyword search. A sample of 452 journal articles
and conference proceedings was included during the first stage of the analysis. The
articles selected were written in English and, for practical reasons, had to be available
electronically. Especially the latter selection criterion meant that no publications of
the VIA conference and only single volumes of CAA and VAST could be included.
In addition to these conference papers, relevant articles from the Journal for Digital
Heritage and other periodicals were included using a keyword-based search.
One major obstacle to building a research database was the fact that most of the
included conferences and journals were not listed in citation repositories or in publi-
cation databases such as ISIWeb of Science, Scopus, orGoogle Scholar in 2012when
the database was compiled. This made it necessary to retrieve metadata by crawling
data from each single contribution. For each article, the following information was
obtained:
• names and affiliations of contributing authors
• names and addresses of affiliated institutions
• source data (conference and publication name, year, type of document)
• title of publication.
Moreover, conference contributions were classified based on their content. As
pointed out in (Münster et al. 2013), one-third (37%) of these articles deal with
neither 3Dmodelling nor historical objects. Nearly the same number of articles report
about single projects. This means that they describe workflows for rebuilding certain
historic items as 3Dmodels.Another group of contributions dealswith certain aspects
Table 1 Sample (n = 452)
Publication Volume No.
3DArch Conf. 2005–2009 112
CAA Conf. 2007, 2009 130
VAST Conf. 2003–2007, 2010 105
J. Digital Heritage From 2000a 52
Various project reports and publications dealing with no longer extant
objects
1999–2011 79
aImportant articles were selected via a keyword-based search
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of 3D modelling for historical purposes, such as presentation and modelling strate-
gies, data acquisition methods, or handling and classification of 3D data. Focussing
on project reports only, a further investigation takes into consideration whether an
original object is still extant. To quantify, more than 2/3 of project reports deal with
extant objects or their fragments, while another 1/3 focus on non-extant objects.
While digitisation of extant objects is mostly based on acquired data and uses widely
automated algorithms, reconstruction of no longer extant or never realised objects
usually involves manual model creation using CAD or VR software tools. For each
type of object, the model creation processes are very different. For this reason, one
aim here is to investigate whether both topics might attract different contributors and
build slightly different sub-communities.
2.3 Scientific Approach: Analysis of Scientific Authorship
Relations
From a disciplinary point of view, an investigation of “laws governing the production,
flow and application of information in science” (Vinkler 1996) by a numerical anal-
ysis of publications is part of bibliometrics. This discipline contains a wide spectre
of measures and methods to investigate scientific structures and output. Based on
former categorisation and formalisation attempts (Vinkler 2001; Egghe 2009; Gauf-
friau et al. 2007), several bibliometric approaches are distinguishable, according to
their objects of study (Table 2). Not all research approaches are applicable to the
described data sample. The limiting factors are the low number of samples and the
types of information collected.
The metadata of publications are a major object of study. Related approaches
include classification of various attributes, like publication type, journal, disciplinary
Table 2 Brief overview of bibliometric approaches
Object of study Approach (example)
Publications Classification (i.e. De Solla Price 1963)
Scaling laws (i.e. Bettencourt et al. 2008)
Authors Key numbers (i.e. De Solla Price 1963)
Clustering of authors (i.e. Glänzel 2001)
Disciplinary productivity (i.e. Lotka 1926)
Topics Topic graphs (i.e. Schoepflin and Glänzel 2001)
Scientograms (i.e. Vargas-Quesada and Moya-Anegón 2007)
Epidemiology of ideas (i.e. Garfield 1980)
Citations Impact (i.e. Hirsch 2005; Smith 2012)
Co-citation analysis (i.e. Bellis 2009)
Communities Structures (i.e. Newman 2001a; Glänzel and de Lange 2002)
Protagonists (i.e. Otte and Rousseau 2002; Newman and Girvan 2004;
Kretschmer and Aguillo 2004)
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backgrounds or dates. These classes allow for comparison and evaluation of distri-
bution functions, as well as monitoring of trends and prediction of emergent fields of
research based on time rows (Bettencourt et al. 2008). While the latter approach in
particular relies on plenty of lossless data, it does not seem applicable to our research.
Another important object of study is related to authors of publications. One
approach is to calculate key numbers in various ways, such as an average count
of authors per publication or a rate of publications authored by single individuals.
As one example, the cutting-edge analyses of De Solla Price (1963) in the early
1960s employed key numbers to investigate the transformation processes of scien-
tific production.A second approach is to cluster authors, for example bynationality, to
study preferences for international joint authorships (Glänzel 2001). Both research
approaches are employed in our study to investigate cooperative authorship. A
third approach uses author data to measure disciplinary characteristics such as disci-
plinary productivity, used in this article by employing the Lotka Coefficient (Egghe
2009; Lotka 1926). Furthermore, Schubert and Glänzel studied preference patterns
of cross-national authorships (Schubert and Glänzel 2006) and stated that there was a
“major influence [of] historical, cultural and linguistic proximities” (p. 426). Such an
approach is not applicable to this investigation due to the small number of samples.
Several investigational approaches focus on topics described in researched arti-
cles. As one example, a topic graph structure classifies current research topics in a
certain scientific area (Glenisson et al. 2005; Schoepflin and Glänzel 2001). More-
over, approaches like epidemiology of ideas (Goffman and Newill 1964) or scien-
tograms focus on predicting emergent trends based on an evolution of the importance
of topics.
Over the last few years, citations have become a very popular object of research
into scientific performance. This includes measuring individual impact factors via
indexes, most popularly the h-index invented by Hirsch (2005), or the total impact
of certain journals via the Garfield index (Vinkler 2012). Furthermore, co-citation
analysis provides clues about the evolution of a scientific area over time and its
standardworks (Bellis 2009). Neither citations nor topics are covered by the available
data, so these objects of study are not included in our investigation.
Scientific communities as a “group of scientists […] agreed on accepting one
paradigm” (Jacobs 2006) are another research object of bibliometrics. One partic-
ular approach, the study of co-authorship networks, focusses on detecting structures
of scientific cooperation employing graph analysis methods (Vargas-Quesada and
Moya-Anegón 2007). Although such research approaches are limited to a structure
representation (Hardeman 2013) and include a number of potential sources of error
and limitations, computer-based analysis and evaluation of co-authorships fosters
several new insights related to scientific cooperation (De Stefano et al. 2011; Lu
and Feng 2009). For example, a comprehensive investigation of publications in the
fields of medicine, science and computing (Newman 2001a, b, c) reveals that the
“small-world phenomenon” (Milgram 1967) (i.e. any two authors are connected in a
chain of on average five to six parties) could be identified for these scientific commu-
nities. A number of smaller studies also deal with co-authorship within individual
disciplines (Aleixandre-Benavent et al. 2012), or for individual countries or regions
Researching Scientific Structures … 157
(Abramo et al. 2010; Morelli 1997; Gaillard 1992). Besides describing scientific
networks, another issue is to identify important players as protagonists of scientific
communities (Kretschmer and Aguillo 2004; Hou et al. 2007). This latter aspect is
of interest regarding the community dealing with 3D modelling in the humanities.
3 Findings
3.1 Indication 1: Cooperative Authorship
One of the essential characteristics of modern research is the large number of authors
involved in a single publication. In 1962, De Solla Price pointed out that in 1900,
more than 80% of publications had a single author (De Solla Price 1963). In 2000, a
study of scientific articles listed in the Science Citation Index (Glänzel et al. 2004)
revealed an average contribution of 4.2 authors per article, wherein the proportion
of articles written by individual authors was only 11%. Within our research sample,
an average of 3.4 authors was involved in each publication. From the perspective
of cross-disciplinary and international cooperation, the disciplinary affiliation of the
author collectives seems especially interesting. As shown in Fig. 1, the majority of
the studied publications were written by authors or author collectives belonging to
the same area of research and only a limited number of publications were cross-
disciplinary. The author’s disciplinary affiliation was identified from the correspon-
dence addresses noted in publications. However, such data only provides informa-
tion about the disciplinary focus of an employing institution and not on the author
himself. To overcome this potential flaw, an alternative method which takes personal
disciplinary backgrounds into account—self-sorting by authors via questionnaire—
is intended for the next stage of the research, but not yet realised for this set of data.
In this data, for 21% of authors the respective disciplines at affiliated institutions
could not be identified or distinguished precisely.
Fig. 1 Number of participating disciplines
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With regard to the distinction between types of modelling, the number of cross-
disciplinary publications describing the digitisation of extant objects is significantly
higher than for reconstruction projects.
Another interesting aspect is the disciplinary background of the authors’
employing institutions depending on the type of object modelled. In the table
shown in Fig. 2, cross-disciplinary collaborations were included proportionately and
each cross-disciplinary publication has been counted with 1, while for publications
including two disciplines, each of them has been counted with 0.5. It seems remark-
able that a large number of articles describing reconstruction projects of unrealised
or non-extant objects were written by authors affiliated with institutions in the field
of architecture, while publications for digitisation projects were often written by
authors with a background in engineering and geosciences. A plausible explanation
is provided by the competence profiles of these departments. For example, automated
data acquisition via remote sensing techniques is a focus of the geosciences, while
architectural studies incorporate extensive know-howabout both architectural history
and CADmodelling. Figure 3 shows cross-disciplinary authorships in the researched
publications. Each node stands for a single publication and each edge represents the
disciplinary assignment of the participating authors. The graph shows that authors
from institutions in the digital humanities are especially frequently involved in cross-
disciplinary cooperative authorships. Preferred partners are authors from institu-
tions in the field of computer science, while joint publication with authors from the
humanities tends to occur rarely.
As shown in Fig. 4, a significant number of publications were written by authors
whose employing institutions are in the same nation. Compared to findings related to
other scientific domains, which estimate an overall rate of international publications
at 35% (Acosta et al. 2010), the number of international publications in the sample is
Fig. 2 Disciplinary affiliation of publication authors
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Fig. 3 Cross-disciplinary authorship
significantly lower.Analogous to thefindings related to interdisciplinary cooperation,
the number of international publications describing digitisation projects is above
average, while only 8% of the publications describing reconstruction projects were
written by international teams.
The findings of a below average rate of international and cross-disciplinary author-
ships in combination with a large variety of involved disciplines indicate the fuzzy
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demarcation of the field. This assumption is supported by the finding that only 30%of
authors are employed in institutionswhich prioritise humanities or digital humanities.
3.2 Indication 2: Lotka Coefficient
One of the most common indicators is the number of publications per author. Relat-
edly, Lotka (1926) developed a distribution function for the publication frequency of
individual authors which covers a wide range of disciplines and their publications.
The distribution curve shows that a large number of authors with only one publication
are contrasted by a very small number of authors with multiple publications.
Related to the investigated publication data, a classical Lotka distribution already
revealed an extensive congruence (Fig. 5). This follows the formula
Y = C/Xn
Fig. 4 Cross-national publications
Fig. 5 Frequency distribution curves for publications
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where C is the total number of authors included (n = 1120) and X indicates the
number of publications of each cohort (authors with 1, 2 or more publications). The
exponent n is a constant. From his studies, Lotka postulated an average exponent of
n = 2, which varies significantly depending on the investigated discipline (Egghe
and Rousseau1990; Egghe 2000), while recent studies assumed an average value of
2.3 to 2.5 (Chung and Kolbe 1992; Pulgarín 2012). In the empirical findings, the
distribution function of the investigated publications coincides with n = 2.8 … 2.9.
Any further interpretation of these values must be estimated in the context of the
relatively small and potentially flawed sample. Compared to the lower mean values
of the exponent mostly cited in literature, the above-average exponent found here
indicates low publication productivity with a disproportionate number of authors
who are only occasionally involved.
3.3 Indication 3: Key Players3
Another hypothesis is that collaborative publications establish knowledge commu-
nication between authors. The basic idea is that, in most cases, common author-
ship would be related to a personal connection and interaction between all included
authors. Depending on sociological role theory, such a connection between people—
regardless of its strength (Granovetter 1973)—could foster sharing and exchange of
ideas and information. Regarding structure, connections between people across disci-
plinary and national borders play a key role in disseminating information in social
communities.4 Nevertheless, information transfer in the context of joint publications
is just assumed and intensity or even information transfer between authors cannot be
reconstructed based on empirical data.
The sample publications were authored by 1500 individuals who were connected
by over 3000 links (Fig. 6). Most of the publications were written by authors
belonging to institutions of the same discipline and nationality. All the individuals
at each institution were incorporated into Fig. 7. Key players were highlighted in the
graphs: these were the people and institutions that were in the top ten in the cate-
gories of (a) number of connections to other authors (degree), (b) the relevance as a
connecting factor between author groups (betweenness centrality) or (c) the number
of publications. (Wasserman and Faust 1994) But there are also several interna-
tional or cross-disciplinary networks visible whose members have written more than
just one joint publication. It was possible to identify some important key players
3Originally published in: Münster, S., Köhler, T., Hoppe, S.: 3D modeling technologies as tools
for the reconstruction and visualization of historic items in humanities. a literature-based survey.
In: Traviglia, A. (ed.) Across Space and Time. Papers from the 41st Conference on Computer
Applications and Quantitative Methods in Archaeology, Perth, 25–28 March 2013, 430–441.
Amsterdam University Press, Amsterdam (2015).
4There are several studies on scientific communities and inherent social interaction, i.e. Stützer, C.:
Knowledge transfer in web-based collaborative learning systems (PhD-Thesis), Dresden 2013.
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Fig. 6 Author—co-author relations—individuals (key players highlighted)
who connect groups of researchers. From an institutional perspective, the coopera-
tion between the University of Leuven and the technical universities of Vienna and
Zürich has produced a particularly large number of cross-disciplinary and interna-
tional publications. A further, if smaller, cluster includes mostly French and Italian
institutions, but also encompasses authors from Japan and Germany. Generally, there
is a high level of networking and number of publications from people and institutions
workingondata-basedvisualisation. Finally, the keyplayers aremost connected, both
internationally and cross-disciplinarily. To validate this, the results were discussed
with experts. Generally, these key players are not only active publishers, but often
Researching Scientific Structures … 163
Fig. 7 Author—co-author relations—institutions (key institutions highlighted)
also play key roles in the community in other ways, too, whether as members of
scientific committees, conference chairs, and initiators or leaders of projects.
We also investigated the connection between theory and practice in the field of
3D modelling in the humanities. We compared, for each institution, the number of
participating digitisation and reconstruction projects described in articles and the
number of publications. The results show that institutions with a high publication
output are usually also involved in an exceptionally large number of projects. A
significant difference between ranks of publication activity and project participation
was identified in just a few institutions, such as the TUWien or the Istituto di Scienza
e Tecnologie dell’Informazione (Table 3).
This leads to the assumption that a scientific community is primarily a community
of practice (Lave andWenger 1991), with a close link between practical project work
and theory, while specific think tanks as theory building institutions are currently not
visible for this field of research.
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Table 3 Ranks of project and publication participation by institution
Institution Projects (Rank) Publications (Rank)
Politecnico di Milano 10 (1) 14 (1)
ETH Zürich 8 (2) 12 (4)
National Research Council Canada 7 (3) 11 (5)
University of Florence 7 (4) 12 (3)
Istituto di Scienza e Tecnologie dell’Informazione 6 (5) 13 (2)
Centre for Scientific and Technological Research 6 (6) 7 (7)
University of Virginia 5 (7) 6 (14)
Tokyo Denki University 4 (8) 6 (12)
CNR Institute of Technology Applied to Cult. Heritage 4 (9) 6 (15)
TU Wien 4 (10) 11 (6)
4 Conclusion
With regard to the aim of identifying scientific structures via co-authorships, it was
found that the field of 3D modelling in the humanities at an international level
is widely dominated by research interests and approaches from archaeology and
cultural heritage research. However, the authors involved come from a large variety
of disciplinary backgrounds.
Another finding is that the number of publications written by international
teams and average number of authors involved in each publication are lower than
in other scientific fields. It seems remarkable that publications about digitisation
projects which deal with extant objects are significantly more often written by cross-
disciplinary and international teams than publications describing a reconstruction of
no longer extant or never realised objects. Thismay be caused by the slightly different
disciplinary constitutions and uses of publications in digitisation and reconstruction
projects. Taking the relatively small and potentially flawed sample into account,
further investigations and additional data are required for a valid evaluation.
3D modelling in the humanities is relatively new and emergent field of research.
This is indicated by the above-average coefficient for a Lotka distribution describing
the frequency of publications per author. Nevertheless, contributors from various
disciplines were involved in the researched publications, which may indicate a
currently blurry demarcation of the scientific field. Even if these findings are endorsed
by other studies (Albrecht 2013), both indications provide only a hint that the field
is becoming established.
What are the implications for researchon e-sciences?This article described several
strategies for investigating scientific structures in the field of 3D modelling in the
humanities, based on electronic data and using software tools for graph analysis and
QDA software for qualitative content analysis. Informationwas retrieved about struc-
tures and publication practices in the field. It was found that the investigated publi-
cations were mostly about archaeology and cultural heritage, while other research
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interests like aspects of cultural or art historywere treatedmostly via national commu-
nities and published in offlinemedia.While the research objects and issues are closely
related to the humanities, just aminority of authors are affiliatedwith (digital) human-
ities, and authors with a background in computing are very prominent in the publica-
tions. Even though these findings require further investigation, theymay indicate that
an international community in digital humanities is less influenced by practitioners
whose competence relates to the research questions and objects than by those who
provide digital research methods.
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Abstract The results of recent foresight projects reveal the impact of future ICT
tools on the practice of scientific research. This paper presents several aspects of
the process of building scenarios and trends of selected advanced ICT technologies.
We point out the implications of emerging global expert systems (GESs) and AI-
based learning platforms (AILPs). GESs will be capable of using and processing
global knowledge from all available sources, such as databases, repositories, video
streams, interactionswith other researchers and knowledge processing units. Inmany
scientific disciplines, the high volume, density and increasing level of interconnection
of data have already exhausted the capacities of any individual researcher. Three
trends may dominate the development of scientific methodology. Collective research
is one possible coping strategy: Group intellectual capacity makes it possible to
tackle complex problems. Recent data flow forecasts indicate that even in the few
areas, which still resist ICT domination, research based on data gathered in non-ICT
supported collections will soon reach its performance limits due to the ever-growing
amount of knowledge to be acquired, verified, exchanged and communicated between
researchers. Growing automation of research is the second option: Automated expert
systems will be capable of selecting and processing knowledge to the level of a
professionally edited scientific paper, with only minor human involvement. The third
trend is intensive development and deployment of brain–computer interfaces (BCIs)
to quickly access andprocess data. Specifically,GESs andAILPs can be used together
with BCIs. The above approaches may eventually merge, forming a few AI-related
technological scenarios, as discussed to conclude the paper.
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1 Introduction
Based on the results of the foresight project, SCETIST (Skulimowski 2013), and
a Delphi study on future development trends of knowledge platforms performed
within the recent Horizon 2020 project MOVING (Köhler and Skulimowski 2019),
this paper aims to provide an insight into the future of e-science. The focus is on
three specific aspects of this perspective: the emergence of new research tools related
to global expert systems (GESs), researcher communication with computers through
brain–computer interfaces (BCIs), and the role of researchers in shaping holistic
knowledge development systems that will emerge over the next few decades.
The aims of the aforementioned foresight projects include making recommenda-
tions to R&D and ICT policymakers, while pointing out prospective ICT develop-
ment and research trends relevant to individual researchers and research teams. The
time horizon of foresight was 2025, with an impact analysis of selected anticipated
technological breakthroughs up to 2030. Some of the project results related to e-
science are presented in Skulimowski (2016b); the results on the emergence of GESs
are published in Skulimowski (2013), while the relation to artificial autonomous
decision systems (AADSs) is discussed in Skulimowski (2014b, 2016b).
A diverse spectrum of methods was applied to elaborate on technological and
social scenarios and forecasts. Those used predominantly included bibliometric anal-
yses, extrapolation Delphi surveys (Skulimowski 2019), group building of a hierar-
chical state-space model of information society evolution (Skulimowski et al. 2013)
and anticipatory networks (Skulimowski 2014a).
For the purposes of e-science foresight, the computer-assisted multi-round expert
Delphi questionnaire retrieval (cf. e.g. Skulimowski et al. 2013, 2019), combined
with expert panel meetings and outcomes of bibliometric and patentometric research
proved most useful within the overall project. The analysis of expert responses was
combined with an information retrieval strategy from the open Web and from major
bibliographic databases. Different procedures were elaborated for fusing quantitative
and qualitative knowledge and providing recommendations to the ICT industry and
policymakers. A trust and competence factor system was used to compensate for
the impact of diverse expert biases and competences. Each survey respondent was
assigned a vector with trustworthiness coefficients of this expert in the particular
subject areas of the Delphi exercise. Aweighted combination of individual responses
with coordinates of the trustworthiness vector was applied, wherever appropriate, to
take account of the difference in respondents’ credibility.
Section 2 outlines certain basic ICT/AI development trends that may influence
future research tools. The roles played by AI-based learning platforms (AILPs) and
GESs will gain importance when fusing ever-growing information flows, culmi-
nating in deeper automatic data refinery before presenting them to researchers.
GESs will be capable of processing “big data” to “big knowledge”. New knowledge
fusion methods will be developed, such as hybrid and scenario-based anticipatory
networks (Skulimowski 2014a), e-science foresight (Skulimowski 2016b), including
combinations of forecasts (Elliott and Timmermann 2004) or recommendations
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(Skulimowski 2017a). Finally, Sect. 3 presents the results of the Delphi surveys on
information systems prospects, which were conducted for SCETIST and MOVING
projects (Skulimowski et al. 2013; Köhler and Skulimowski 2019). We show that
different technological trends will have a synergetic impact on e-science. Artificial
intelligence-based (AI) tools and approaches will play a major role. New tools will
make the research conducted by humans more efficient by reaching predefined goals
faster and more accurately.
Recommendations thatmay be useful to R&Dpolicymakers, artificial intelligence
researchers, and innovative companies will be presented in Sect. 4. We will also
explore the relationship between BCIs and the future methodology of storing and
processing scientific information in GESs and AILPs. Moreover, Sect. 4 discusses
the opportunities, challenges, and threats posed by the development of AI tools and
how BCIs could be used to quickly overcome the problem of accessing big data
streams and knowledge repositories.
2 Integration of Future Research Tools in Global
Expert Systems
GESs were originally intended as a generalization of large-scale expert surveys and
intelligent digital libraries (Leidig and Fox 2014), capable of merging heterogeneous
information. They were defined in Skulimowski (2013, p. 582) as “all knowledge
sources, sensors, databases, repositories, and processing units, regardless of whether
they are human, artificial, animal, or hybrid, provided that they are all mutually
connected and endowed with … the usual expert system functionalities.” Nodes of
a GES are marked as “users” and each GES has a specific user hierarchy. Moreover,
a GES must offer each user an efficient information management system providing
“knowledge transfer on immediate demand” (ibid.).
The growing coverage of scientific information by search engines, with an
increasing share of open access resources, further enhances the capabilities of
autonomous information retrieval, which is the base of the GES paradigm. In the
e-science context, the rationale justifying the introduction of GESs is to determine
rules and principles for the design of knowledge-based systems capable of gathering
and processing big scientific data, information and knowledge at different stages of
verification and refinery. The access of autonomouswebcrawlers and otherGES tools
to paid or sensitive information sources may be ensured with automatic subscription
passwords or automatic micropayments and may be facilitated by distributed ledger
technologies such as Linux Foundation’s Hyperledger Fabric blockchain (Thakkar
et al. 2018). It is also assumed that the researchers will pursue the trend to upload
the results of their work to public open access repositories such as researchgate.net,
zenodo.org, or academia.edu.
The development of GES and the simultaneous emergence of AILPs will ensure
similar progress in learning approaches (Skulimowski 2019). It has also been
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argued (Skulimowski 2013) that GESs may play an important role in solving the
human–computer convergence problem, which touches upon the AILPs as well. The
following Internet development trends that support the above claims were identified
in Skulimowski (2013, 2014b):
• growing integration of heterogeneous information sources (ISs);
• increasing interconnection of knowledge units, online and offline;
• increasing sophistication of information processing within each knowledge unit;
• growing availability of sensor and other scientific measurement data, including
information from Internet of things (IoT);
• growing need to apply big data technologies in scientific information processing
driven by the overall growth of the amount of information available online;
• the emergence of common standards for scientific information management
(Jeffery et al. 2014).
The above trends are amplified by qualitative and quantitative refinement of the
information stored and processed online as well as by the growing availability of the
learning content. The latter is fed to AILPs and boosts their development.
The usability of online information for scientific purposes depends upon howwell
it is structured and accessible via search engines. For instance, the percentage of all
data stored on the open Web and indexed by the search engine Google rose from 1%
in January 2007 to 6% in January 2010 and exceeded 10% in January 2012. This
estimated ratio has been preserved until at least 2019. At the same time, the estimated
amount of information available online rose to 800 exabytes (1018 B) in 2009 and 1.3
zettabytes (1021 B) in 2013. According to the Delphi survey in Skulimowski et al.
(2013), question [I.8], it is expected to rise to 1.6 zettabytes in 2020 and to reach the
value of 3.5 zettabytes in 2025 and about 7 zettabytes in 2030. The recent Internet
metrics data1 yield the value of 2 zettabytes of information contained in indexedWeb
sites as of 2019, which does not deviate much from the Delphi forecasts from 2012
to 2013 (Skulimowski et al. 2013). The same survey provided replies to the question
of whether the information available online is really useful to scientists. The results
are presented in Sect. 3.
The number of Web sites exceeded 1700 million in 2016,2 then slightly declined
and rose again to 1730 million in 2019 (Mill provides the value of 1.27 × 109
as of December 2019). Only 15% of all Web sites are active.3 They are hosted in
about 360 million top-level domains.4 Forecasts of a further increase until 2025 and
beyond diverge considerably depending on whether exclusively machine-operated
and used (M2M) sites in the Internet of things are considered or not. Estimations
vary between 3 and 50 billion sites in 2025. The number of Web pages indexed by
1https://www.statista.com/statistics/267202/global-data-volume-of-consumer-ip-traffic/ [access
Jan 10, 2020].
2An estimate after http://en.wikipedia.org/wiki/Exabyte [access Jan 10, 2020].
3https://www.millforbusiness.com/how-many-websites-are-there/ [access Jan 10, 2020].
4https://www.verisign.com/en_US/domain-names/dnib/index.xhtml [access Jan 10, 2020].
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Google and Bing rose to 6.27 × 1012 in January 2020.5 When the tools offered by
search engines become sufficiently sophisticated, this system of interconnected Web
sites may become a real GES with strong analytic capacities.
Another salient trend shaping the future of e-science is the emergence of a new
form of collaborative learning (Köhler and Skulimowski 2019) that is facilitated
and made more efficient with AILPs. This trend supports collaborative research,
the overall growth of collective intelligence of research teams (Mohamed et al.
2013) and their fusion in GESs. Although in the mid-term future, the intellec-
tual capacity of scientists can be outperformed by autonomous “global brain” type
analytic engines (Heylighen 2017), using GESs and AILPs as the composite tools for
learning and research will keep them aligned to the recent progress of autonomously
performed research. In addition, the “explainable AI” paradigm (Xu et al. 2019),
when commonly applied, can use combined GESs and AIPLs as tools to make avail-
able the results of any kind of autonomous research in a comprehensible form for
any GES/AILP user.
Internet-based information supply chains of constantly growing size and
complexity necessitate new approaches to designing search-and-survey procedures
and to delegating more of this design work to autonomous agents. In a creative deci-
sion process (Skulimowski 2011), the user defines an initial subset of ISs according
to some criteria, assigns them trust or credibility coefficients (Gligor andWing 2011)
and activates the procedure that transforms selected IS to autonomous agents with
capabilities similar to those of the user. The procedure runs recursively from the
initial IS, so that second-stage ISs are selected and activated. This allows the agents
to pursue the search autonomously and simultaneously, until a prescribed stack level
or the desired retrieval goal is achieved.A creativity-stimulating content-based search
and recommendation has been investigated within the recent Horizon 2020 project
(Skulimowski 2017a). The design of GES knowledge provision procedures must
ensure that the reply to each query is given at a specified level of trust. When trust
coefficients ϕi, 0 ≤ ϕi ≤ 1, are assigned to each source of information available to
this GES, the resulting trust τ (q) in the information retrieved in reply to a query q
can be higher than any of its individual sources.
Autonomous management of complex queries processed by a GES is a multicri-
teria combinatorial optimization problem (Skulimowski 1994). The order of queries
from different users and the sequence of information sources to be contacted can be
assessed from the point of view of precision, recall, and other information retrieval
measures, such as timeliness. The GES functioning proposed in Skulimowski (2013)
is based on a snowball principle: The node that generated a query activates other units
until the desired information is found. The following principles of query processing
in a GES have been defined in Skulimowski (2013).
(a) Each knowledge unit K activated by another one, Ki with a query qij returns the
information specified by qij to Ki or passes to (b).
(b) If the query qij can be only partly responded by Kj, the latter unit modifies it
to qjk to ask for the missing information. Thus K j activates further knowledge
5https://www.worldwidewebsize.com/ [access Jan 10, 2020].
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units Kk1, …, Kkn(k) with the query qjk in the order specified as a solution of the
search optimization problem as proposed in Skulimowski (1994). The resulting
information search strategy minimizes the number of repeated activations of the
same knowledge unit.
(c) The procedure (b) activates recursively further units. Each unit Kj activated by
Ki fuses the information received from units activated by itself and returns them
to Ki. All activated units are deactivated after the information requested in qij
is gathered.
As previously mentioned, the above procedure is a special case of a multicriteria
search strategy optimization problem, where the resulting strategy maximizes the
amount of information, which is to be gathered in the least amount of time, at a
minimum effort of all activated units, and at minimum cost for the initial unit. Such a
search strategy may be endowed with a certain level of free will and may be designed
to fulfill the definition of a creative decision process (cf. Skulimowski 2011).
The natural question of whether science is capable of accommodating any kind
of future AI technology for research purposes and how it can be achieved appears
when projecting the GES future. From a purely economic standpoint, the role of
AADSs in e-science will grow, encompassing new areas of intellectual activity and
the replacement of human researchers. Performing a complexWeb search strategy by
an intelligent autonomous web crawler is a real-life example of such empowerment.
The development of GESswill challenge users with a growing complexity of queries,
a growing amount of gathered information, andwith a need to comprehend the search
workflow. Rejecting useful information due to the lack of an appropriate explanation
of its provenance (Malaverri et al. 2013) may cause the recipients to lose the reply,
but they may prefer to proceed so as to avoid infringing cybersecurity rules.
3 Results of the Delphi Survey on e-Science Tools
and Factors
This section highlights a sample of the Delphi survey results (Skulimowski
et al. 2013). This survey based on the novel “Extrapolation Delphi” principle was
performed twice, the first time within the above-cited project and once during its
durability period. Specifically, we present the results concerning the future devel-
opment of advanced expert systems, heading toward advanced GESs, which were
the subject of questions contained in survey Section 11 titled “Future prospects of
knowledge base, expert systems, information streams and decision support systems
integration” (Skulimowski et al. 2013). The replies to five questions most relevant
to this article’s topics are presented out of 36 questions in the above mentioned
survey section.
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Table 1 Estimated share ϕ1 [in %] of researchers considering the online information widely
available through browsers and search engines as fully representative in their areas of scientific
research. Analysis of the replies to question No. 11.1a in (Skulimowski et al. 2013) weighted with











No. of replies 47 47 47 47
Shapiro–Wilk test negative negative positive negative
Unimodality test positive positive positive positive
Mean weighted
value
25,519 28,73 40,146 47,337
Weighted standard
deviation
18,006 16,737 21,449 22,66
Weighted left
semideviation
15,27 16,906 18,867 22,7
Weighted right
semideviation
22,93 17,18 25,806 23,373
Weighted median
value:
20 25 35 45
1st weighted
quintile
5 10 15 20
2nd weighted
quintile
10 20 30 40
3rd weighted
quintile
20 30 35 50
4th weighted
quintile
50 50 50 60
Interquintile range
IQVR
45 40 35 40
Interquartile range
IQR
30 30 30 25
No. of reply
clusters
1 1 1 1
3.1 Delphi Survey Background and Scope
The survey results are presented in tables, which provide the basic statistical char-
acteristics of replies, together with Delphi-specific consensus measures of experts
and a cluster analysis (von der Gracht 2012). The latter is then used to construct
the development scenarios of investigated information systems. The survey respon-
dents were requested to define certain numerical development indicators for four
time horizons: 2015 (as forecast in 2013 and an estimate in 2016), 2020, 2025, and
2030 (forecasts). The following indicators have been calculated for all replies and
for all time horizons:
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– the average value, standard deviation, left and right semideviations,
– the median, 1st and 3rd quartile and four quintiles,
– the interquartile range (IQR), defined as the difference between the third and first
quartile,
– the interquintile range (IQVR), defined as the difference between the fourth and
first quintile,
– Hartigans’ dip test of unimodality (Hartigan and Hartigan 1985); if negative, it
was followed by a clustering of replies and the number of clusters of replies was
determined,
– the Shapiro–Wilk (log) normality test, applied to replies either directly or to their
logarithms when the question touched upon growth ratios.
The consensus indicators IQR and IQVR should be normalized, for example by
dividing them by the maximum data range R: = rmax − rmin after eliminating the
outliers. Then, the consensus is defined by one or both inequalities
IQR/R ≤ η1, IQVR/R ≤ η2,
where ηk , k = 1, 2, are certain threshold values and η1 ≤ η2. We can clearly see
that given the same threshold value, the IQVR provides a stronger consensus test. A
positive result of the Shapiro–Wilk normality test indicates a potentially unimodal
distribution of replies and rejects the hypothesis that there is more than one cluster
of replies.
The statistical analysis was first performed under the hypothesis that the replies be
weighted according to a self-assessment of certainty by the respondents’ survey, in
combination with a self-assessed credibility coefficient of individual replies, and an
automatically assigned individual expert competence score. This scorewas computed
by the Delphi support system6 (Skulimowski 2017), based on previous survey partic-
ipation, the record of publications, research projects, and other achievements in
the question-related area. It has been observed (Skulimowski 2016a) that for most
survey questions, there was no significant difference between the statistical indica-
tors for weighted and non-weighted responses. This observation also touches upon
the consensus measures and indicates that the expert group’s ability to estimate the
future evolution of indicator values was homogeneous. Therefore, in this section we
concluded that the resultant analysis variant yields a smaller statistical error (in terms
of the standard deviation) for a majority of forecasting horizons. The sum of errors
was a decisive factor, for an equal number of dominating values at different hori-
zons. Out of five questions selected for this section, only the replies to question 11.8
(Table 4) exhibited smaller errors when analyzed without weighting coefficients.
The survey in the project SCETIST (Skulimowski 2013) consisted of two rounds
andwas conducted in 2012 and 2013. Therewas also a post-project update roundwith
the same participants, questions and Delphi support software. The respondents could
select the questions to answer, according to their competences. Therefore, from over
6The current version of the system is available at www.forgnosis.eu.
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100 respondents, the number of those replying to questions in Section 11.1 varied
between 43 and 48 in the first and second rounds.
3.2 The Future Use of Information Systems
for e-Science—The Results of the Delphi Survey
The first of the above-mentioned survey outcomes presented in this paper is a basic
statistical analysis of question 11.1a pointing out the forecasted shares of scientists
that consider online information to be accurately representative of their research. It
is shown in Table 1.
The above question did not distinguish between the research areas, so the replies
only provide a rough estimate by merging humanities, engineering, etc. However,
it shows the average value of online researchers’ share almost doubling between
2015 and 2030, while the mean square ex-ante forecast error rose only by about
20%, and the relative error decreased considerably. All but one (2025) reply sets for
the estimation (2015) or forecasting (2020, 2025, 2030) horizons were considerably
irregular and did not pass the weighted Shapiro–Wilk normality test. However, all
value distributions were unimodal and concentrated in one cluster.
Let us note that all quantiles (quartiles, quintiles, median) and consequently, the
consensus measures, are integers because the respondents select their replies from
the standard integer pick list [0:100]. The same list was used for all questions in
Section 11 of the survey where the replies were to be provided in %.
Table 2 shows the breakdown of the verified and raw quantitative information
available on the Web for the same estimation/forecasting.
The respondents estimated the amount of trustworthy information (i.e., knowl-
edge) to comprise about one-fifth of all quantitative information available. This
cannot be seen as an optimistic estimate. The forecast for 2030—about 40% of
refined information—presumes the emergence of a new data refinery mechanism.
This share is almost double in comparison with the estimate for the present state of
the Internet. Nevertheless, the share of unverified Web information will still be close
to the larger part of the golden proportion, which is an indication of the power of
disinformation and fake data. The question in the first two rounds just touched upon
the knowledge, irrespective of whether it was quantifiable or not. Based upon the
respondents’ postulates, the question for the follow-up round was formulated more
precisely, but without a statistically essential impact on outcomes. A characteristic
feature of the above replies is smaller than the usual difference between the IQR
and IQVR consensus measures, which indicates a relatively large number of equal
replies between the 1st quartile and 1st quintile as well as between the 3rd quartile
and 4th quintile.
The next question (11.3) assumed the emergence of a next generation ofWolfram’s
Alpha7—an expert system capable of providing informed replies to virtually any
7http://www.wolframalpha.com.
178 A. M. J. Skulimowski
Table 2 Amount of processed and verified quantitative knowledge available online (in % of












No. of replies 47 47 47 47
Shapiro–Wilk test negative negative negative positive
Unimodality test positive positive positive positive
Mean weighted
value
17,186 22,732 27,664 38,079
Weighted standard
deviation
11,66 12,865 16,657 24,339
Weighted left
semideviation
9,363 12,572 18,072 21,447
Weighted right
semideviation
15,135 13,633 16,008 28,604
Weighted median
value:
15 20 30 35
1st weighted
quintile
5 10 10 15
2nd weighted
quintile
10 15 20 25
3rd weighted
quintile
15 25 30 40
4th weighted
quintile
25 30 40 50
Interquintile range
IQVR
20 20 30 35
Interquartile range
IQR
15 20 30 32
No. of reply
clusters
1 1 1 1
query. This question touched upon a quantitative characteristic of a future GES
capability to reach the existing information, namely, itsmaximumrecall value relative
to the query provided by the system user. Replies equal to “0” were representative of
the disbelief of this particular survey respondent that such software will be created
(Table 3).
Unlike in the case of the two previous questions, the replies to question 11.3 above
indicate a sharp rise in the GES search range, from an initial estimate of about 2–
27% in 2030, with a high yet relatively decreasing uncertainty, expressed by standard
deviation and semideviations.
A symmetrical problem to that shown above was considered in question 11.8
(Skulimowski 2013); namely, we investigated the Internet users’ attitudes to
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Table 3 The share of information available on the Web that can be processed by advanced
expert software (GES) capable of analyzing heterogeneous data (quantitative economic information,
multimedia, publications, video streaming) and providing GES users with informed replies to any











No. of replies 48 47 47 47
Shapiro–Wilk test positive positive positive negative
Unimodality test positive positive positive positive
Mean weighted
value
2,156 5,525 14,536 26,926
Weighted standard
deviation
4,928 6,877 14,319 20,797
Weighted left
semideviation
2,091 4,477 10,295 15,467
Weighted right
semideviation
11,713 10,861 18,675 30,245
Weighted median
value:
0 2 10 20
1st weighted
quintile
0 0 2 10
2nd weighted
quintile
0 0 5 15
3rd weighted
quintile
0 3 15 25
4th weighted
quintile
1 10 20 50
Interquintile range
IVQR
1 10 18 40
Interquartile range
IQR
0 10 10 40
No. of reply
clusters
1 1 1 1
searching for solutions to their problems on the Web. The analysis of replies is
given in Table 4.
A predominance of solving problems through access to online information is not
a surprise. Actually, the above characteristics may be burdened by a relatively high
share of elderly people who have Internet access via their mobile phones, but use
it sparingly. The most recent research performed within the project (Skulimowski
2019) yields considerably higher estimates for 2025 and 2030, reaching more than
90% of all queries.
The last set of results presented in this section touches upon the emergence of
qualitatively new capabilities and phenomena in GESs, manifesting itself through
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Table 4 Answers to problems, questions, and queries of all kinds (translations, spelling, defini-
tions, geographical information, graphical object finding, legislation, etc.) that will be sought online:











No. of replies 46 45 45 45
Shapiro–Wilk test negative negative negative negative
Unimodality test positive positive positive positive
Mean value 38,553 49,189 60,676 71,919
Standard deviation 19,134 18,428 18,64 19,836
Median value: 40 55 65 75
1st quintile 15 25 30 40
2nd quintile 25 40 55 70
3rd quintile 40 55 65 75
4th quintile 50 60 70 85
Interquintile range 35 35 40 45
Interquartile range 32,5 28,75 27,5 20
No. of reply
clusters
1 1 1 1
solving previously intractable problems or answering unresolved questions. Namely,
the integration of knowledge on the Internet will allow for a new level of quality
in resolving problems presented by GES users, specifically those intractable prob-
lems, and providing replies to queries, which are unavailable through contemporary
information processing methods (Table 5).
Both the uncertainty expressed by the standard deviation and semi-deviations, as
well as the consensus indicators IQR and IQVR for question 11.9, are relatively lower
than in case of the two previous forecasts. Fitting the above replies with the logistic
curve (Skulimowski 2017b), we can calculate the expected time when the majority
of problems and queries can be better solved by GESs, namely the year 2037. This
year can thus be regarded as a kind of a singularity (Skulimowski 2014b); however,
in a limited sense. To conclude this section, let us note that reaching a consensus
need not be the ultimate goal of a Delphi survey. Usually, if the unimodality test is
negative, a lack of consensus indicates the existence of several clusters of replies. If
this is not the case and the IQR or IQVR values are rather high, while growing more
slowly than the trend investigated by the survey, it means that there is a common
expectation of a certain trend or event among the survey respondents, with a high
uncertainty regarding its time of occurrence, however.
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Table 5 The share in % of problems and queries that will be more adequately solved by GES,











No. of replies 46 45 45 45
Shapiro–Wilk test negative negative positive positive
Unimodality test positive positive positive positive
Mean weighted
value
14,477 23,12 31,653 45,813
Weighted standard
deviation
9,439 9,786 11,459 18,268
Weighted left
semideviation
7 7,436 8,881 16,184
Weighted right
semideviation
12,231 12,634 15,542 21,121
Weighted median
value:
10 20 30 40
1st weighted
quintile
5 15 20 25
2nd weighted
quintile
10 15 30 35
3rd weighted
quintile
10 20 30 40
4th weighted
quintile
20 30 40 60
Interquintile range
IQVR
15 15 20 35
Interquartile range
IQR
15 10 20 25
No. of reply
clusters
1 1 1 1
4 Discussion and Conclusions
The results of the Delphi survey presented in Sect. 3 provide clues, arising from
expert judgments, regarding the amount of information available online and its use
for e-science purposes until 2030. It is expected that by 2030, the corresponding
information retrieval tools will reach sufficient enough levels to provide virtually
all necessary scholarly information to researchers. Furthermore, within a similar
time frame, GESs are expected to outperform human experts in solving complex
knowledge processing tasks.
Another AI trend that may have a relevant impact on e-science is the development
of brain–computer interfaces (BCIs) and their deployment in enhancing research,
their joint use with GESs and AILPs, as well as in intelligent decision support
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systems.The results of aDelphi surveyonBCIs are presented inSkulimowski (2014b,
2016b). Here, we briefly discuss a summary of these findings. By definition, in a BCI,
outward information is retrieved by recognizing the brain’s electromagnetic neural
activity, while for the inward transfer direction, a BCI triggers the neural circuits
directly (Brunner et al. 2011; Jiang et al. 2019). The best transmission rates and
qualities were obtained with invasive BCIs, based on intracranial implants, but the
greatest hope in enhancing human capabilities is placed on non-invasive BCIs, such
as wearable devices that are used to retrieve EEG or fMRI signals. They are expected
to facilitate efficient bidirectional communication with GES (Zhang et al. 2013) as
well as direct communication between human brains, called hyperinteraction (Grau
et al. 2014; Jiang et al. 2019). The ability of a BCI to directly connect researchers’
brains with powerful expert systems will speed up progress in global data integra-
tion provided by GESs. It will also increase the efficiency of scientific collaboration
(Leidig and Fox 2014; Shi et al. 2017) and the use of AILPs. The positive effect
of BCIs on researchers who obtain efficient and instant access to big research data
may partly compensate for the negative impact of data explosion. However, the ques-
tion of whether e-science can fully exploit the capabilities of emerging advanced AI
tools and technologies such as AILPs, GESs, and BCIs to increase the quality and
efficiency of scientific research remains to be seen.
The analysis of the full set of SCETIST Delphi survey replies resulted in deriving
three human–AI interaction scenarios (cf. Skulimowski 2014b, 2016a, b). Here, we
adjust them slightly to provide conditional responses to the above question. The full
and beneficial use of AI defines the optimistic scenario of human–AADS interaction,
while the negative response is associated with the pessimistic scenario, often referred
to as the AI threat problem. The foresight results presented in Skulimowski (2014b)
suggest that the main condition triggered between the positive and negative scenarios
is the capability of future BCIs to provide a direct interface to GESs and facilitate
the creative process of GES users.
In the optimistic scenario, the growing empowerment of AADSs will be compen-
sated for by the ability of human supervisors and authorized users to control them
directly with BCIs. This scenario is backed by results of the Delphi survey presented
in Sect. 3, which suggest that GESs and AILPs supported by high-performance BCIs
and enhanced reality will ensure control over advanced AI technologies. Further
results of the Delphi survey on the development of artificial creativity and creativity
support systems performed in SCETIST (Skulimowski 2016a) highlight the impor-
tance of coupling human users with GESs and AILPs via BCIs to stimulate their
creative abilities.
The pessimistic scenario presumes that a growing share of human creative
activity, specifically in research, will be replaced by AADSs due to the ever-
growing complexity of research and decision problems to be solved along with
increasingly large data volumes. In this scenario, AADSs will specify goals, criteria
and constraints, target quality and the scope of applicability of solutions. Human
researchers will only perform auxiliary and assistive roles.
In the third, neutral scenario, technological development is generally slowed down
in the face of various setbacks. In this case, the AADS/human competition problem
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will be deferred to amore distant future, beyond horizon 2030 of the foresight studies
presented here.
In conclusion, the results of recent foresight studies highlight the relevance
of development trends in selected advanced AI technologies for future e-science,
e-learning, and e-research. According to the outcomes of the research projects
(Skulimowski et al. 2013; Köhler and Skulimowski 2019), the areas of inten-
sive ICT/AI development efforts that can be of utmost relevance for e-science are
GESs driven by autonomous web crawlers and dedicated decision support systems,
creativity support systems capable of stimulating or at least preserving human
creative abilities, and bidirectional non-invasive BCIs providing direct links to GESs
and other researchers to efficiently tackle large amounts of scientific data.
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