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Abstract
Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 2, 1 < p < n and 1 ≤ q < r < p∗ = npn−p
be real parameters. This paper concerns to the validity of the optimal Gagliardo-Nirenberg inequality
(∫
M
|u|r dvg
) τ
rθ
≤
(
Aopt
(∫
M
|∇gu|
p dvg
) τ
p
+Bopt
(∫
M
|u|p dvg
) τ
p
)(∫
M
|u|q dvg
) τ(1−θ)
θq
.
This kind of inequality is studied in Chen and Sun (Nonlinear Analysis 72 (2010), pp. 3159-3172) where the authors
established its validity when 2 < p < r < p∗ and (implicitly) τ = 1. Here we solve the case p ≥ r and introduce one
more parameter 1 ≤ τ ≤ min{p, 2}. Moreover, we prove the existence of extremal function for the optimal inequality
above.
1 Introduction
Inequalities of Gagliardo-Nirenberg type ([19] and [25]) contain by varying the parameters some classical inequalities,
such as the Moser [23] and Nash [24] inequalites. Moreover, by taking limits of the parameters, we get logarithmic
[15] and Sobolev [27] inequalities.
Optimal inequalities of Gagliardo-Nirenberg type have been extensively studied, both in the Euclidean and Rie-
mannian contexts; e.g, [1], [5], [7], [13], [14] for the Euclidean case and [2], [3], [4], [6], [8], [9], [12], [17], [21] for
Riemannian manifolds.
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The optimal cases of Euclidean Gagliardo-Nirenberg inequalities are used, for example, for finding sharp criteria for
the global existence for nonlinear Schro¨dinger equations (see [11] or [26]), and optimal decay rate of the intermediate
asymptotics of solutions to nonlinear diffusion equations (see [14]). Recently, the Riemannian Gagliardo-Nirenberg
optimal constants studied in [8] where applied by [22] to obtain global existence theorems for Zakharov system in
T
2. A particularly important family of applications of optimal Gagliardo-Nirenberg inequalities is the transition to
optimal Entropy inequalities, in the spirit of [10, 15].
Denote by Dp,q(Rn) the completion of C∞0 (R
n) under the norm
||u||Dp,q(Rn) =
(∫
Rn
|∇u|p dx
) 1
p
+
(∫
Rn
|u|q dx
) 1
q
.
The Euclidean Gagliardo-Nirenberg inequality states that there exists A > 0, such that for any function u ∈ Dp,q(Rn),
(∫
Rn
|u|r dx
) p
rθ
≤ A
(∫
Rn
|∇u|p dx
)(∫
Rn
|u|q dx
) p(1−θ)
θq
, (GNE(A))
where 1 < p < n, 1 ≤ q < r < p∗ = npn−p and θ =
np(r−q)
r(q(p−n)+np) ∈ (0, 1) is the interpolation parameter. Define
A(p, q, r, n)−1 = inf
u∈Dp,q(Rn)
{||∇u||pLp(Rn)||u||
p(1−θ)
θ
Lq(Rn); ||u||Lr(Rn) = 1} .
Note that this constant is well defined since the right hand side infimum is a positive number by GNE(A). Inequality
GNE(A(p, q, r, n)) is called optimal Euclidean Gagliardo-Nirenberg inequality and the constant A(p, q, r, n) is the best
constant in this inequality. A non-zero function realizing equality in GNE(A(p, q, r, n)) is said to be an extremal
function. The existence of such function is established in this case by using standard classical methods of Calculus of
Variations.
We now consider the Riemannian case. Let (M, g) be a smooth, compact Riemannian manifold without boundary
of dimension n ≥ 2. Using standard arguments, we obtain a Riemannian version of the Euclidean inequality GNE(A):
there exists positive constants C,D such that for all u in the Sobolev space H1,p(M), we have
(∫
M
|u|r dvg
) p
rθ
≤
(
C
∫
M
|∇gu|
p dvg +D
∫
M
|u|p dvg
)(∫
M
|u|q dvg
) p(1−θ)
θq
, (1)
where 1 < p < n, 1 ≤ q < r < p∗ and θ = np(r−q)r(q(p−n)+np) ∈ (0, 1) is the interpolation parameter.
It is a simple matter to add an additional parameter τ ≥ 1 in this inequality. We will work with
(∫
M
|u|r dvg
) τ
rθ
≤
(
A
(∫
M
|∇gu|
p dvg
) τ
p
+B
(∫
M
|u|p dvg
) τ
p
)(∫
M
|u|q dvg
) τ(1−θ)
θq
, (GNR(A,B))
with p, q, r, θ as above. Note that when τ = p we recover (1).
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The presence of this parameter represents the study of the Gagliardo-Niremberg inequalities for the family of
equivalent norms in W 1,p given by
((∫
M
|∇gu|
p dvg
) τ
p
+
(∫
M
|u|p dvg
) τ
p
)1/τ
A similar parameter was considered by Druet ([17]) in the context of Sobolev inequalities (his θ corresponds to our
τ), in the process of solving a conjecture of Aubin (conjecture 2 of [2]).
Observe that the non-sharp inequality GNR(A,B), implies that
A ≥ A(p, q, r, n)
τ
p , (2)
for any 1 < p < n and 1 ≤ q < r < p∗. This is shown by taking an appropriate localized test function, with support
contained in a small enough normal neighbourhood so that the metric is almost Euclidean, compare [18].
We now study the optimal inequality. Having two constants, the optimality can be defined in two ways. We
follow the more interesting one from the PDE viewpoint (see chapters 4 and 5 [20]): define the first Riemannian
Lp-Gagliardo-Nirenberg best constant by
Aopt = inf{A ∈ R : there exists B ∈ R such that GNR(A,B) is valid} .
This optimal constant is positive by (2). Moreover,
A
p
τ
opt ≥ A(p, q, r, n) , (3)
for any 1 < p < n and 1 ≤ q < r < p∗. Then the first optimal Riemannain Lp-Gagliardo-Nirenberg inequality means
that there exists a constant B ∈ R such that, for any u ∈ H1,p(M),
(∫
M
|u|r dvg
) τ
rθ
≤
(
Aopt
(∫
M
|∇gu|
p dvg
) τ
p
+B
(∫
M
|u|p dvg
) τ
p
)(∫
M
|u|q dvg
) τ(1−θ)
θq
,
is valid. In contrast with the Euclidean case, the validity of the optimal inequality is delicate since as A → Aopt
the corresponding B might in principle go to infinity. In fact, when τ = p > 2 there exists cases where the optimal
inequality is not valid, depending on the geometry of (M, g), (see [8] and [16]).
Assuming that GNR(Aopt, B) holds, we can define the second Riemannian L
p-Gagliardo-Nirenberg best constant
by
Bopt = inf{B ∈ R;GNR(Aopt, B) is valid} .
Since constant non zero functions belong to H1,p(M), the constant Bopt satisfies
3
Bopt ≥ |M |
− τ
n , (4)
where |M | denotes the volume of (M, g).
Then, by the optimal Riemannain Lp-Gagliardo-Nirenberg inequality we mean that for all u ∈ H1,p(M),
(∫
M
|u|r dvg
) τ
rθ
≤
(
Aopt
(∫
M
|∇gu|
p dvg
) τ
p
+Bopt
(∫
M
|u|p dvg
) τ
p
)(∫
M
|u|q dvg
) τ(1−θ)
θq
,
is valid. A non-zero function satisfying equality in GNR(Aopt, Bopt) is called an extremal function.
We now state the main results of this paper:
Theorem 1. Let (M, g) be a smooth, compact Riemannian manifold without boundary of dimension n ≥ 2, 1 ≤ τ ≤ p
and 1 ≤ q < r ≤ p < n. If 1 ≤ τ ≤ min{p, 2} then GNR(Aopt, B) is always valid for some B.
Theorem 1 complements the results of Chen and Sun [12]; for τ = 1, they deal with the case p < r whereas we
study the case p ≥ r. The case p = r, Nash inequalities, is of particular interest since starting form Nash inequalities
one can obtain entropy inequalities in the same spirit as in [10]; the classical case τ = p = r = 2, q = 1 is treated by
Humbert [21]; the conjecture of Aubin (conjeture 2 in [2]) is set up with τ = pp−1 . The condition 1 ≤ τ ≤ min{p, 2}
extends a similar condition for Sobolev inequalities present in Druet’s solution [17] of Aubin’s conjecture.
We remark that the arguments used in the proof are of non-local nature, in contrast with the local techniques
used in [12]; the local arguments being inadequate when r < p. These non-local ideas allow the proof of an Lr-
concentration result (section 2.2) and a more refined pointwise estimate of certain maximizers (section 2.3). This
refinement is essential for the case r < p.
Having theorem 1 allows the consideration of the second optimal constant; now by definition the optimal inequality
GNR(Aopt, Bopt) holds. We have
Theorem 2. Let (M, g) be a smooth, compact Riemannian manifold without boundary of dimension n ≥ 2, 1 ≤ τ ≤ p
and 1 ≤ q < r ≤ p < n. If 1 ≤ τ < 2 then GNR(Aopt, Bopt) admits an extremal function.
2 Proof of Theorem 1
We proceed by contradiction: assume inequality GNR(Aopt, B) is false for all B; this means that for any α > 0 there
exists u ∈ H1,p(M) such that
(∫
M
|u|r dvg
) τ
rθ
(∫
M
|u|q dvg
)− τ(1−θ)
θq
− α
(∫
M
|u|p dvg
) τ
p
> Aopt
(∫
M
|∇gu|
p dvg
) τ
p
. (5)
4
Consider the space E = {u ∈ H1,p(M) : ||∇gu||Lp(M) = 1}. By suitably normalizing, we can assume the an u
satisfying the previous inequality belongs to E, that is
(∫
M
|u|r dvg
) τ
rθ
(∫
M
|u|q dvg
)− τ(1−θ)
θq
− α
(∫
M
|u|p dvg
) τ
p
> Aopt . (6)
Consider now the functional Jα : E → R given by the left-hand side of the preceeding inequality. We will show:
1. Jα always admit a maximizer u˜α, that is, Jα(u˜α) = supu∈E Jα =: να > Aopt, which satisfies an elliptic PDE
as Euler-Lagrange equation. It will be simpler to work with the normalization uα = u˜α/||u˜α||Lr(M), which, by
homogeneity, satisfies inequality (5). This step is studied in section 2.1
2. Aided by the Euler-Lagrange equation, satisfied by uα, we show that it is concentrated around its maximum x0
in a sense to be made precise in section 2.2, and it also satisfies a pointwise estimate that quantifies the rate of
decay of uα in terms of the distance to x0; this is done in section 2.3.
3. The previous item allows to localize the integrations in a small normal coordinate chart, and control the non-
Euclidean terms in the Cartan expansion of the metric-volume-gradient etc. Then using the Euclidean Gagliardo-
Nirenberg inequality will furnish the desired contradiction.
2.1 Maximizers and their Euler-Lagrange equations
For each α > 0, consider the functional Jα
Jα(u) =
(∫
M
|u|r dvg
) τ
rθ
(∫
M
|u|qdvg
)− τ(1−θ)
θq
− α
(∫
M
|u|p dvg
) τ
p
defined on the space E, and
να = sup
u∈E
Jα(u) > Aopt . (7)
Note that να is well-defined and finite since there are constants A,B such that GNR(A,B) holds.
Assume first q > 1. Since Jα is of class C
1, by using standard variational arguments, we find a maximizer u˜α ∈ E of
Jα, i.e.
Jα(u˜α) = να = sup
u∈E
Jα(u) . (8)
When q = 1, the functional Jα is not C
1; however in this case, following Humbert [21] we obtain the existence of
extremal satisfying the corresponding Euler-Lagrange equation. From now on, the arguments are similar in the two
cases q > 1 and q = 1. Thereby, we will focus our attention only on the case q > 1.
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By (8), u˜α satisfies the Euler-Lagrange equation
1
θ
||u˜α||
τ−rθ
θ
Lr(M)||u˜α||
−
τ(1−θ)
θ
Lq(M) u˜
r−1
α −
(1− θ)
θ
||u˜α||
τ
θ
Lr(M)||u˜α||
−
τ(1−θ)+θq
θ
Lq(M) u˜
q−1
α − α||u˜α||
τ−p
Lp(M)u˜
p−1
α = να∆p,gu˜α , (9)
where ∆p,g = −divg(|∇g |p−2∇g) is the p-Laplace operator of g. Because ∇g|u˜α| = ±∇gu˜α, we can assume u˜α ≥ 0.
We now set uα =
u˜α
||u˜α||Lr(M)
. Writing the Euler-Lagrange equation in terms of uα, we have
λ−1α Aα∆p,guα + αA
τ
p
α ||uα||
τ−p
Lp(M)u
p−1
α +
1− θ
θ
||uα||
−q
Lq(M)u
q−1
α =
1
θ
ur−1α on M , (10)
where ||uα||Lr(M) = 1,
Aα =
(∫
M
uqα dvg
) p(1−θ)
θq
and
λα = ν
−1
α ||uα||
(p−τ)(1−θ)
θ
Lq(M) ||u˜α||
τ−p
Lr(M) .
By Tolksdorf’s regularity theory (see [28]), it follows that uα is of class C
1.
We now highlight two important consequences of the Euler-Lagrange equation.
λ−1α ≥ A
p
τ
opt , (11)
and
lim
α→∞
Aα = 0 . (12)
In order to show (11), note that taking u˜α as test function in (9), we have
να ≤ ||u˜α||
τ
θ
Lr(M)||u˜α||
− τ(1−θ)
θ
Lq(M) .
Putting together the previous inequality, (7) and noting that τ ≤ p, we get
λα = ν
−1
α ||u˜α||
(τ−p)(1−θ)
θ
Lr(M) ||u˜α||
− (τ−p)(1−θ)
θ
Lq(M) ||u˜α||
τ−p
Lr(M) = ν
−1
α
(
||u˜α||
τ
θ
Lr(M)||u˜α||
− τ(1−θ)
θ
Lq(M)
) τ−p
τ
≤ ν
− p
τ
α ≤ A
− p
τ
opt .
The limit (12) is shown as follows: first,
1 =
∫
M
urαdvg ≤ |M |
1− r
p
(∫
M
upαdvg
) r
p
,
and thus we have ||uα||Lp(M) > c > 0 for all α. Using now (10), we obtain
αA
τ
p
α
(∫
M
upαdvg
) τ
p
≤ c , (13)
which proves claim (12).
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2.2 Lr-concentration
Let xα ∈M be a maximum point of uα, that is,
uα(xα) = ||uα||L∞(M) . (14)
Throughout this section, we use the notation limσ,α→∞ to mean limσ→∞ limα→∞.
Our aim here is to establish that
lim
σ,α→∞
∫
B(xα,σaα)
urα dvg = 1 , (15)
where
aα = A
r
np−nr+pr
α . (16)
Let us proceed. Since np− nr + pr > 0 and by (12), aα → 0 as α→∞.
In order to work in local coordinates, we pullback the metric and the function uα to a ball B(0, σ) in TxαM .
The pullbacks will be by exponential map precomposed by a dilation: if δL : TM → TM denotes the dilation by L,
δL(x) = Lx and Eα = expxα ◦δaα , define
hα = E
∗
αg ,
ϕα = a
n
r
α uα ◦ Eα .
(17)
Note that since aα → 0 as α → ∞, these are well defined: for α large enough, B(0, aασ) will be contained inside
of a set where expxα is a diffeomorphism.
By (10), one easily deduces that
λ−1α ∆p,hαϕα + αA
τ
p
−1
α ||uα||
τ−p
Lp(M)a
p
αϕ
p−1
α +
1− θ
θ
ϕq−1α =
1
θ
ϕr−1α on B(0, σ) . (18)
By (11) and applying the Moser’s iterative scheme (see [23]) to this last equation, we see that, for α large enough,
anα||uα||
r
L∞(M) = sup
B(0,σ2 )
ϕrα ≤ c
∫
B(0,σ)
ϕrα dhα = c
∫
B(xα,σaα)
urα dvg ≤ c
This estimate together with
1 =
∫
M
urα dvg ≤ ||uα||
r−q
L∞(M)
∫
M
uqαdvg =
(
||uα||L∞(M) a
n
r
α
)r−q
gives
1 ≤ ||uα||L∞(M) a
n
r
α ≤ c . (19)
We will use in the sequel that (19) means that the limiting behaviour of ||uα||L∞(M) and a
−n
r
α have the same order.
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In particular, there exists a constant c > 0 such that
∫
B(0,σ)
ϕrα dhα ≥ c > 0 (20)
for α large enough.
Now using Cartan expansion in normal coordinates and (19), we have for each σ > 0, that
∫
B(0,σ)
ϕpαdx ≤ c
∫
B(0,σ)
ϕpαdhα = c a
n
r
(p−r)
α
∫
B(xα,σaα)
upαdvg ≤ ca
n
r
(p−r)
α ||uα||
p
L∞(M)σ
nanα ≤ c(σ) ,
where c(σ)→∞ when σ →∞, but c(σ) being independent of α. We have also
∫
B(0,σ)
|∇ϕα|
p dx ≤ c
∫
B(0,σ)
|∇hαϕα|
p dhα = cAα
∫
B(xα,σaα)
|∇guα|
p dvg ≤ c A
− p
τ
opt .
Therefore there exists ϕ ∈ W 1,p(Rn) such that, for some subsequence, ϕα ⇀ ϕ in W
1,p
loc (R
n). For each σ > 0, we have
∫
B(0,σ)
ϕq dx = lim
α→∞
∫
B(0,σ)
ϕqα dhα = limα→∞
∫
B(xα,σaα)
uqα dvg∫
M
uqα dvg
≤ 1
and
∫
B(0,σ)
ϕr dx = lim
α→∞
∫
B(0,σ)
ϕrα dhα = limα→∞
∫
B(xα,σaα)
urα dvg ≤ 1 .
In particular,
ϕ ∈ Lq(Rn) ∩ Lr(Rn) . (21)
Let η ∈ C10 (R) be a cutoff function such that η = 1 on [0,
1
2 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1. Define ηα,σ(x) =
η((σaα)
−1dg(x, xα)). Choosing uαη
p
α,σ as a test function in (10), one gets
λ−1α Aα
∫
M
|∇guα|
pηpα,σ dvg + λ
−1
α Aα
∫
M
|∇guα|
p−2∇guα · ∇g(η
p
α,σ)uα dvg +
1− θ
θ
∫
M
uqαη
p
α,σ dvg∫
M
uqαdvg
≤
1
θ
∫
M
urαη
p
α,σ dvg . (22)
We now show that
lim
σ,α→∞
Aα
∫
M
|∇guα|
p−2∇guα · ∇g(η
p
α,σ)uα dvg = 0 . (23)
Taking uα as test function, by (10) we have
8
Aα
∫
M
|∇guα|
pdvg ≤ λα ≤ A
− p
τ
opt .
Therefore, it suffices to establish that
Aα
∫
M
upα|∇gηα,σ|
p dvg ≤
c
σp
. (24)
Using (16) and (19), we derive
Aα
∫
M
upα|∇gηα,σ|
p dvg ≤ c
Aα||uα||
p−r
L∞(M)
σpapα
∫
M
urα dvg ≤ c
Aαa
−n
r
(p−r)
α
σpapα
≤
c
σp
.
Therefore (24) holds and (23) is valid.
Replacing (11) and (23) in (22) and because λ−1α is limited, one arrives at
θ lim
σ,α→∞
(
A
p
τ
opt Aα
∫
M
|∇guα|
pηpα,σ dvg
)
+ (1− θ) lim
σ,α→∞
∫
M u
q
αη
p
α,σ dvg∫
M
uqα dvg
≤ lim
σ,α→∞
∫
M
urαη
p
α,σ dvg .
To rewrite this inequality in a suitable format, we first remark that
∣∣∣∣
∫
M
uqαη
p
α,σ dvg∫
M
uqα dvg
−
∫
M
uqαη
q
α,σ dvg∫
M
uqα dvg
∣∣∣∣ ≤
∫
B(xα,σaα)\B(xα,σaα/2)
uqα dvg∫
M
uqα dvg
=
∫
B(0,σ)\B(0,σ/2)
ϕqα dhα
and the above right-hand side converges to 0 as σ →∞, by (21). So,
lim
σ,α→∞
∫
M
uqαη
p
α,σ dvg∫
M
uqα dvg
= lim
σ,α→∞
∫
M
uqαη
q
α,σ dvg∫
M
uqα dvg
.
In a similar way,
∣∣∣∣
∫
M
urαη
p
α,σ dvg −
∫
M
urαη
r
α,σ dvg
∣∣∣∣ ≤
∫
B(xα,σaα)\B(xα,(σaα)/2)
urα dvg =
∫
B(0,σ)\B(0,σ/2)
ϕrαdhα ,
using (21), so that
lim
σ,α→∞
∫
M
urαη
r
α,σ dvg = lim
σ,α→∞
∫
M
urαη
p
α,σ dvg .
Consequently, we can write
θ lim
σ,α→∞
(
A
p
τ
opt Aα
∫
M
|∇guα|
pηpα,σ dvg
)
+ (1− θ) lim
σ,α→∞
∫
M
uqαη
q
α,σ dvg∫
M
uqα dvg
≤ lim
σ,α→∞
∫
M
urαη
r
α,σ dvg . (25)
On the other hand, for ε > 0 let the constant Bε > 0, independent of α, such that
(∫
M
urαη
r
α,σ dvg
) τ
rθ
≤
(
(Aopt + ε)
(∫
M
|∇g(uαηα,σ)|
p dvg
) τ
p
+Bε
(∫
M
upαη
p
α,σ dvg
) τ
p
)(∫
M
uqαη
q
α,σ dvg
) τ(1−θ)
θq
.
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From the definition of Aα, Young inequality and (x + y)
p ≤ xp + cxp−1y + cyp for x, y ≥ 0, one has
(∫
M
urαη
r
α,σdvg
) τ
rθ
≤ c
(
Aα
∫
M
upαdvg
) τ
p
+(Aopt + ε)
((
(1 + ε)
∫
M
|∇guα|
pηpα,σ dvg + c(ε)
∫
M
upα|∇gηα,σ|
pdvg
) τ
p
)(∫
M
uqαη
q
α,σ dvg
) τ(1−θ)
θq
.
Then, using (13), (24), letting α, σ →∞ and ε→ 0, one gets
lim
σ,α→∞
(∫
M
urαη
r
α,σ dvg
) p
rθ
≤ lim
σ,α→∞
(
A
p
τ
optAα
∫
M
|∇guα|
pηpα,σ dvg
)
lim
σ,α→∞
(∫
M u
q
αη
q
α,σ dvg∫
M u
q
α dvg
) p(1−θ)
θq
. (26)
Let
X = lim
σ,α→∞
(
A
p
τ
opt Aα
∫
M
|∇guα|
pηpα,σdvg
)
, Y = lim
σ,α→∞
∫
M u
q
αη
q
α,σdvg∫
M u
q
αdvg
, Z = lim
σ,α→∞
∫
M
urαη
r
α,σdvg .
Clearly, X,Y, Z ≤ 1 and (25) and (26) may be rewritten as


θX + (1− θ)Y ≤ Z
Z ≤ X
rθ
p Y
r(1−θ)
q .
(27)
By (20), one also has Z > 0, so that X,Y > 0.
Assertion (15) follows readily by proving that Z = 1. For this, we will consider the behavior of uα outside B(xα, σaα).
Indeed, let ζα,σ = 1− ηα,σ on M . Inequalities (25) and (26) remain valid for ζα,σ in place of ηα,σ. In other words,
θ lim
σ,α→∞
(
A
p
τ
opt Aα
∫
M
|∇guα|
pζpα,σ dvg
)
+ (1− θ) lim
σ,α→∞
∫
M
uqαζ
q
α,σ dvg∫
M
uqα dvg
≤ lim
σ,α→∞
∫
M
urαζ
r
α,σ dvg
and
lim
σ,α→∞
(∫
M
urαζ
r
α,σ dvg
) p
rθ
≤ lim
σ,α→∞
(
A
p
τ
optAα
∫
M
|∇guα|
pζpα,σ dvg
)
lim
σ,α→∞
(∫
M
uqαζ
q
α,σ dvg∫
M
uqα dvg
) p(1−θ)
θq
.
In a similar way, we denote
X˜ = lim
σ,α→∞
(
A
p
τ
opt Aα
∫
M
|∇guα|
pζpα,σ dvg
)
, Y˜ = lim
σ,α→∞
∫
M
uqαζ
q
α,σ dvg∫
M u
q
α dvg
, Z˜ = lim
σ,α→∞
∫
M
ζrα,σu
r
α dvg ,
so that


θX˜ + (1− θ)Y˜ ≤ Z˜
Z˜ ≤ X˜
rθ
p Y˜
r(1−θ)
q .
(28)
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We next assert that
Y + Y˜ = 1 and Z + Z˜ = 1 . (29)
To justify the first equality, let us write
1 =
∫
M u
q
αη
q
α,σ dvg∫
M u
q
α dvg
+
∫
M u
q
α(1− η
q
α,σ) dvg∫
M u
q
α dvg
.
Then,
∣∣∣∣
∫
M u
q
α(1− η
q
α,σ) dvg −
∫
M u
q
αζ
q
α,σ dvg∫
M u
q
α dvg
∣∣∣∣ ≤
∣∣∣∣∣
∫
B(xα,aασ)\B(xα,aασ/2)
uqαdvg∫
M u
q
αdvg
∣∣∣∣∣ =
∫
B(0,σ)\B(0,σ/2)
ϕqα dhα .
Since ϕ ∈ Lq(Rn), we get
lim
σ,α→∞
∫
M
uqαζ
q
α,σdvg∫
M u
q
αdvg
= lim
σ,α→∞
∫
M
uqα(1− η
q
α,σ)dvg∫
M u
q
αdvg
,
which yields Y + Y˜ = 1. Analogously, since ϕ ∈ Lr(Rn),
1 =
∫
M
urαη
r
α,σ dvg +
∫
M
urα(1− η
r
α,σ) dvg
and
∣∣∣∣
∫
M
urα(1− η
r
α,σ) dvg −
∫
M
urαζ
r
α,σ dvg
∣∣∣∣ ≤
∫
B(xα,aασ)\B(xα,aασ/2)
urα dvg =
∫
B(0,σ)\B(0,σ/2)
ϕrα dhα
which gives Z + Z˜ = 1.
We are now ready to prove that Z = 1. The first inequality in (27) lead us to three possible alternatives:
(a) X ≤ Z and Y ≤ Z, (b) Y ≤ Z ≤ X , (c) X ≤ Z ≤ Y .
If (a) holds , the second inequality in (27) implies
1 ≤ Z
rθ
p
+ r(1−θ)
q
−1 .
But the definition of θ furnishes rθp +
r(1−θ)
q − 1 > 0, so that Z = 1.
Suppose then that the item (b) holds. Again, by (27),
Z ≥ θX + (1− θ)Y =
rθ
p
X + (1−
rθ
p
)Y + θ(1−
r
p
)X + θ(−1 +
r
p
)Y .
Using the assumption p ≥ r, Y ≤ X and Young’s inequality, we derive
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Z ≥ X
rθ
p Y
p−rθ
p + θ
p− r
p
(X − Y ) ≥ X
rθ
p Y
p−rθ
p ,
so that the second inequality in (27) immediately yields
1 ≤ Y
r(1−θ)
q
− p−rθ
p .
Since r(1−θ)q −
p−rθ
p > 0, one has Y = 1. Thus, evoking (28) and (29), one easily deduces that Z = 1.
Finally, we come to the alternative (c). We first show that Y = 1. Otherwise, by (29), one has Y˜ > 0 and this implies,
by (28) and θ < 1, that X˜ > 0 and Z˜ > 0. Since, by hypothesis, Z ≤ Y , again thanks to (29), one concludes that
Y˜ ≤ Z˜. Therefore, applying the previously discussed cases (a) and (b) with X˜, Y˜ and Z˜ in the place of X , Y and
Z, one arrives at Z˜ = 1. But this contradicts the fact that Z > 0, so that Y = 1. As before, (28) and (29) produce
Z = 1 and this finishes the proof of the Lr-concentration.
2.3 Pointwise estimates
The aim of this section is to prove the following pointwise estimate of the decay of uα in terms of the distance to its
maximum:
For any constant λ > 0 there exists a constant cλ > 0, independent of α, such that
dg(x, xα)
λuα(x) ≤ cλ a
λ−n
r
α
for all x ∈M and α large enough.
The proof proceeds by contradiction. Suppose that the assertion above is false. Then, there exist λ0 > 0 and yα ∈M
such that fα(yα)→∞ as α→∞, where
fα(x) = dg(x, xα)
λ0uα(x) a
−λ0+
n
r
α .
Assume, without loss of generality, that fα(yα) = ||fα||L∞(M). From (19), we have
fα(yα) ≤ c
uα(yα)
||uα||L∞(M)
dg(xα, yα)
λ0a−λ0α ≤ cdg(xα, yα)
λ0a−λ0α ,
so that
dg(xα, yα)a
−1
α →∞ . (30)
For any fixed σ > 0 and ε ∈ (0, 1), we next show that
B(yα, εdg(xα, yα)) ∩B(xα, σaα) = ∅ (31)
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for α large enough. Clearly, this assertion follows from
dg(xα, yα) ≥ σaα + εd(xα, yα) .
But the above inequality is equivalent to
dg(xα, yα)(1− ε)a
−1
α ≥ σ ,
which is clearly satisfied, since dg(xα, yα)a
−1
α →∞ and 1− ε > 0.
We claim that exists a constant c > 0 such that
uα(x) ≤ cuα(yα) (32)
for all x ∈ B(yα, εdg(xα, yα)) and α large enough. In fact, for each x ∈ B(yα, εdg(xα, yα)), we have
dg(x, xα) ≥ dg(xα, yα)− dg(x, yα) ≥ (1− ε)dg(xα, yα) .
Thus,
dg(yα, xα)
λ0uα(yα)a
−λ0+
n
r
α = fα(yα) ≥ fα(x) = dg(x, xα)
λ0uα(x)a
−λ0+
n
r
α
≥ (1− ε)λ0dg(yα, xα)
λ0uα(x)a
−λ0+
n
r
α ,
so that
uα(x) ≤
(
1
1− ε
)λ0
uα(yα)
for all x ∈ B(yα, εdg(xα, yα)) and α large enough. This proves our claim.
Since p ≥ r, by (16) and (19), one has
A
1
p
αuα(yα)
p−r
p ≤ A
1
p
α ||uα||
p−r
p
L∞(M) ≤ c aα → 0 .
So, in the same way as in (17), we can now define, inside of B(0, 2) and for α large enough, Eα = expyα ◦δ
A
1
p
α uα(yα)
p−r
p
,
and pullback
hα = E
⋆
αg
ψα = uα(yα)
−1uα ◦ Eα
From (10), it readily follows that
λ−1α ∆p,hαψα + αA
τ
p
α ||uα||
τ−p
Lp(M)uα(yα)
p−rψp−1α +
1− θ
θ
||uα||
−q
Lq(M)uα(yα)
q−rψq−1α =
1
θ
ψr−1α on B(0, 2) . (33)
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In particular,
∫
B(0,2)
|∇hαψα|
p−2∇hαψα · ∇hαφ dvhα ≤ c
∫
B(0,2)
ψr−1α φ dvhα
for all positive test function φ ∈ C10 (B(0, 2)). So, by the Moser’s iterative scheme and (19), one deduces that
1 ≤ sup
B(0, 14 )
ψrα ≤ c
∫
B(0, 12 )
ψrα dvhα = c
(
A
θq
p(1−θ)
α uα(yα)
r−q
)−n(1−θ)
θq
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg
≤ c
(
||uα||L∞(M)
uα(yα)
)np−rn+pr
p
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg .
For simplicity, we rewrite this last inequality as
0 < c ≤ m̺α
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg , (34)
where mα =
||uα||L∞(M)
uα(yα)
and ̺ = np−rn+prp > 0.
By (16), (19) and (30), note that B(yα,
1
2A
1
p
αuα(yα)
p−r
p ) ⊂ B(yα, εd(xα, yα)) for α large enough. So, the Lr-
concentration property (15) combined with (31) provide
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg → 0 ,
when α→∞.
So, we have that
lim
α→∞
mα =∞ .
Our goal now is to establish a contradiction to (34). Initially, from (19) and (32), we have
m̺α
∫
Dα
urα dvg ≤ m
̺
α||uα||
r
L∞(Dα)
(A
1
p
αuα(yα)
p−r
p )n ≤ cm̺αuα(yα)
r(A
1
p
αuα(yα)
p−r
p )n ≤ c , (35)
where Dα = B(yα, A
1
p
αuα(yα)
p−r
p ) .
Consider the function ηα(x) = η(A
− 1
p
α dg(x, yα)uα(yα)
r−p
p ), where η ∈ C10 (R) is a cutoff function such that η = 1 on
[0, 12 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1. Taking uαη
p
α as a test function in (10), one has
λ−1α Aα
∫
M
|∇guα|
pηpα dvg + λ
−1
α pAα
∫
M
|∇guα|
p−2uαη
p−1
α ∇guα · ∇gηα dvg + αA
τ
p
α ||uα||
τ−p
Lp(M)
∫
M
upαη
p
α dvg
+
1− θ
θ
∫
M u
q
αη
p
α∫
M u
p
αdvg
dvg =
1
θ
∫
M
urαη
p
α dvg .
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By Ho¨lder and Young’s inequalities,∣∣∣∣
∫
M
|∇guα|
p−2uαη
p−1
α ∇guα · ∇gηα dvg
∣∣∣∣ ≤ ε
∫
M
|∇guα|
pηpα dvg + cε
∫
M
|∇gηα|
pupα dvg .
Also, by (19) and (32), it follows that
Aα
∫
M
|∇gηα|
pupα dvg ≤ Aα(A
− 1
p
α uα(yα)
r−p
p )p
∫
Dα
upα dvg ≤ cuα(yα)
r(A
1
p
αuα(yα)
p−r
p )n ≤ cm−̺α . (36)
Consequently, combining these inequalities with (35), one arrives at
Aα
∫
M
|∇guα|
pηpα dvg + cαA
τ
p
α ||uα||
τ−p
Lp(M)
∫
M
upαη
p
α dvg + c
∫
M u
q
αη
p
α dvg∫
M
uqαdvg
≤ cm−̺α . (37)
Now, since p > 1,the non-sharp Riemannian Gagliardo-Nirenberg inequality produces
(∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg
) p
rθ
≤
(∫
M
(uαη
p
α)
r dvg
) p
rθ
≤ c
(∫
M
|∇guα|
pηpα dvg
)(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
(38)
+c
(∫
M
|∇gηα|
pupα dvg
)(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
+ c
(∫
M
(uαη
p
α)
p dvg
)(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
.
Thanks to (36), (37) and since q ≥ 1, we then can estimate each term of the right-hand side of (38). Indeed, we have
∫
M
|∇guα|
pηpα dvg
(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
≤ Aα
∫
M
|∇guα|
pηpα dvg
(∫
M
uqαη
p
α dvg∫
M u
q
αdvg
) p(1−θ)
θq
≤ cm
−̺(1+
p(1−θ)
θq
)
α ,
∫
M
|∇gηα|
pupα dvg
(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
≤ Aα
∫
M
|∇gηα|
pupα dvg
(∫
M u
q
αη
p
α dvg∫
M u
q
αdvg
) p(1−θ)
θq
≤ cm
−̺(1+ p(1−θ)
θq
)
α .
By (13) and because p ≥ τ , we have
αA
τ−p
p
α ||uα||
τ−p
Lp(M) > cα
p
τ > c > 0 ,
so
∫
M
(uαη
p
α)
p dvg
(∫
M
(uαη
p
α)
q dvg
) p(1−θ)
θq
≤ Aα
∫
M
upαη
p
α dvg
(∫
M
uqαη
p
α dvg∫
M u
q
αdvg
) p(1−θ)
θq
≤ cm
−̺(1+ p(1−θ)
θq
)
α .
Replacing these three estimates in (38), one gets
(∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg
) p
rθ
≤ cm
−̺(1+ p(1−θ)
θq
)
α ,
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so that
m̺α
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg ≤ cm
̺(1− rθ
p
− r(1−θ)
q
)
α .
Since mα →∞ and
1−
rθ
p
−
r(1 − θ)
q
< 0 ,
we derive
m̺α
∫
B(yα,
1
2A
1
p
α uα(yα)
p−r
p )
urα dvg → 0 ,
when α→∞. But this contradicts (34).
2.4 The final argument in the proof of Theorem 1
In the sequel, we will perform several estimates by using the Lr-concentration and the pointwise estimation. By the
scale invariance of the problem, we can assume that the radius of injectivity of M grater than one.
Let η ∈ C10 (R) be a cutoff function as in the previous section and define ηα(x) = η(dg(x, xα)). From the inequality
GNE(A(p, q, r, n)) and by (3), we have
(∫
B(0,1)
urαη
r
α dx
) p
rθ
≤ A(p, q, r, n)
(∫
B(0,1)
|∇(uαηα)|
p dx
)(∫
B(0,1)
uqαη
q
α dx
) p(1−θ)
θq
≤ A
p
τ
opt
(∫
B(0,1)
|∇(uαηα)|
p dx
)(∫
B(0,1)
uqαη
q
α dx
) p(1−θ)
θq
.
Expanding the metric g in normal coordinates around xα, one locally gets
(1− cdg(x, xα)
2) dvg ≤ dx ≤ (1 + cdg(x, xα)
2) dvg (39)
and
|∇(uαηα)|
p ≤ |∇g(uαηα)|
p(1 + cdg(x, xα)
2) . (40)
Thus,
(∫
B(0,1)
urαη
r
α dx
) p
rθ
16
≤(
AαA
p
τ
opt
∫
M
|∇g(uαηα)|
p dvg + cAα
∫
M
|∇g(uαηα)|
pdg(x, xα)
2 dvg
)(∫
B(0,1) u
q
αη
q
α dx∫
M
uqα dvg
) p(1−θ)
θq
.
Applying then the inequalities
|∇g(uαηα)|
p ≤ |∇guα|
pηpα + c|ηα∇guα|
p−1|uα∇gηα|+ c|uα∇gηα|
p ,
(10) and (11), we have
A
p
τ
opt Aα
∫
M
|∇guα|
p dvg ≤ 1− α
(
Aα
∫
M
upα dvg
) τ
p
,
one easily checks that
(∫
B(0,1)
urαη
r
α dx
) p
rθ
≤
(
1− α
(
Aα
∫
M
upα dvg
) τ
p
+ cFα + cGα + cAα
∫
B(xα,1)\B(xα,
1
2 )
upα dvg
)(∫
B(0,1) u
q
αη
q
α dx∫
M
uqα dvg
) p(1−θ)
θq
, (41)
where
Fα = Aα
∫
M
|∇guα|
pηpαdg(x, xα)
2 dvg
and
Gα = Aα
∫
M
|∇guα|
p−1ηp−1α uα|∇gηα| dvg .
We now estimate Fα and Gα. Note that by (9), taking uα as test function, we have
Aα
∫
M
|∇guα|
pdvg ≤ λα ≤ A
− p
τ
opt .
Then applying Ho¨lder inequality, (16), the definition of ϕα, the inequality above and the pointwise estimate, we obtain
Gα ≤
(
Aα
∫
M
|∇guα|
pdvg
) p−1
p
(
Aα
∫
B(xα,1)\B(xα,
1
2 )
upαdvg
) 1
p
≤ c
(
Aα
∫
B(xα,1)\B(xα,
1
2 )
upαdg(x, xα)
pdvg
) 1
p
≤ c
(
a
np−nr+pr
r
+p−np
r
+n
α
∫
B(0,a−1α )\B(0,
a
−1
α
2 )
ϕpα|x|
pdhα
) 1
p
≤ cλa
2
α
(∫
Rn\B(0,1)
|x|p(1−λ)dx
) 1
p
≤ c a2α , (42)
with λ being large enough. Similarely,
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Aα
∫
M
|∇guα|
p−1ηpαuαdg(x, xα) dvg ≤
(
Aα
∫
M
|∇guα|
pdvg
) p−1
p
(
Aα
∫
B(xα,1)
upαdg(x, xα)
pdvg
) 1
p
≤ ca2α
(∫
B(0,a−1α )
ϕpα|x|
pdhα
) 1
p
≤ c a2α
(
1 +
∫
Rn\B(0,1)
|x|p(1−λ)dx
) 1
p
≤ c a2α . (43)
Now taking uαd
2
gη
p
α as a test function in (10), one easily checks that
Fα = Aα
∫
M
|∇guα|
pηpαdg(x, xα)
2 dvg ≤ c
∫
B(xα,1)
urαdg(x, xα)
2 dvg + cAα
∫
M
|∇guα|
p−1ηpαuαdg(x, xα) dvg + cGα .
Therefore, by (42) and (43),
Fα ≤ c
∫
B(xα,1)
urαdg(x, xα)
2 dvg + ca
2
α .
Again using the pointwise estimate, we get
∫
B(xα,1)
urαdg(x, xα)
2 dvg ≤ ca
2
α
(
1 +
∫
B(0,a−1α )\B(0,1)
ϕrα|x|
2dx
)
≤ ca2α
(
1 +
∫
Rn\B(0,1)
|x|2−λrdx
)
≤ ca2α (44)
for λ big enough. Consequently,
Fα ≤ ca
2
α and Gα ≤ ca
2
α . (45)
Proceeding as in (42) and since p > 1, we get
Aα
∫
B(xα,1)\B(xα,
1
2 )
upαdvg ≤ cAα
∫
B(xα,1)\B(xα,
1
2 )
upαdg(x, xα)
pdvg ≤ ca
2p
α ≤ ca
2
α .
Inserting this estimate and (45) in (41), one arrives at
(∫
B(xα,1)
urαη
r
α dx
) p
rθ
≤
(
1− α
(
Aα
∫
M
upα dvg
) τ
p
+ ca2α
)(∫
B(xα,1)
uqαη
q
α dx∫
M u
q
α dvg
) p(1−θ)
θq
. (46)
Now by (39) and the mean value theorem, we obtain
(∫
M
urαη
r
α dx
) p
rθ
≥
(∫
M
urαη
r
α dvg − c
∫
M
urαη
r
αdg(x, xα)
2 dvg
) p
rθ
≥ 1− c
∫
M\B(xα,1)
urα dvg − c
∫
M
urαη
r
αdg(x, xα)
2 dvg
and
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(∫
B(xα,1)
uqαη
q
α dx∫
M
uqα dvg
) p(1−θ)
θq
≤
(∫
M
uqαη
q
α dvg + c
∫
M
uqαη
q
αdg(x, xα)
2 dvg∫
M
uqα dvg
) p(1−θ)
θq
≤
(∫
M u
q
αη
q
α dvg∫
M
uqα dvg
) p(1−θ)
θq
+ c
∫
M u
q
αη
q
αdg(x, xα)
2 dvg∫
M
uqα dvg
≤ 1 + c
∫
M u
q
αη
q
αdg(x, xα)
2 dvg∫
M
uqα dvg
.
Replacing these two estimates in (46), one gets
α
(
Aα
∫
M
upα dvg
) τ
p
≤ ca2α + c
∫
M
uqαη
q
αdg(x, xα)
2 dvg∫
M u
q
α dvg
+ c
∫
M
urαη
r
αdg(x, xα)
2 dvg + c
∫
M\B(xα,1)
urα dvg .
Using the pointwise estimate with λr − n = 2, we have
∫
M\B(xα,1)
urα dvg ≤ c
∫
M\B(xα,1)
urαd(x, xα)
λr dvg ≤ cλa
λr−n
α = c a
2
α .
So, by this estimate and (44), one concludes that
α
(
Aα
∫
M
upα dvg
) τ
p
≤ ca2α + c
∫
M u
q
αη
q
αdg(x, xα)
2 dvg∫
M u
q
α dvg
. (47)
By the pointwise estimate, for λ big enough
∫
M
uqαη
q
αdg(x, xα)
2 dvg∫
M u
q
α dvg
≤
∫
B(xα,1)
uqαdg(x, xα)
2 dvg∫
M u
q
α dvg
= a2α
∫
B(0,a−1α )
ϕqα|x|
2dhα ≤ ca
2
α
(
1 + cλ
∫
Rn\B(0,1)
|x|2−λqdx
)
≤ c a2α .
Introducing this inequality in (47), we readily deduce that
α
(
Aα
∫
M
upα dvg
) τ
p
≤ c a2α .
Then, since
∫
M
upα dvg ≥
∫
B(xα,aα)
upα dvg = a
n(r−p)
r
α
∫
B(0,1)
ϕpα dhα ≥ ca
n(r−p)
r
α
for α large enough and since a
n(r−p)
r
α Aα = a
p
α, one arrives at
αaτα ≤ c a
2
α .
Finally, because τ ≤ 2, we arrive at the contradiction
19
α ≤ c a2−τα .
3 Existence of extremals for the optimal Gagliardo-Nirenberg inequality
Let us now prove Theorem 2
By Theorem 1 we have that the inequality
(∫
M
|u|r dvg
) τ
rθ
≤
(
Aopt
(∫
M
|∇gu|
p dvg
) τ
p
+Bopt
(∫
M
|u|p dvg
) τ
p
)(∫
M
|u|q dvg
) τ(1−θ)
θq
,
is valid for all u ∈ H1,p(M).
Let α > 0 and cα = Bopt − α−1. Define
Jα(u) =
(∫
M
|u|r dvg
) τ
rθ
(∫
M
|u|qdvg
)− τ(1−θ)
θq
− cα
(∫
M
|u|p dvg
) τ
p
.
By the definition of Bopt we have
να = sup
u∈E
Jα(u) > Aopt ,
where E = {u ∈ H1,p(M) : ||∇gu||Lp(M) = 1}. Clearly, this supremum is well-defined.
In the same fashion as in section 2.1, we will give the proof for the C1-case q > 1, the case q = 1 being taken care
or by the methods contained in [21]. Since then Jα is of class C
1, by using standard variational arguments, we find a
maximizer u˜α ∈ E of Jα, and then
Jα(u˜α) = να = sup
u∈E
Jα(u) .
The function u˜α satisfies the Euler-Lagrange equation
1
θ
||u˜α||
τ−rθ
θ
Lr(M)||u˜α||
− τ(1−θ)
θ
Lq(M) u˜
r−1
α −
(1− θ)
θ
||u˜α||
τ
θ
Lr(M)||u˜α||
− τ(1+θ)+θq
θ
Lq(M) u˜
q−1
α − cα||u˜α||
τ−p
Lp(M)u˜
p−1
α = να∆p,gu˜α ,
where ∆p,g = −divg(|∇g|p−2∇g) is the p-Laplace operator of g. Because ∇g|u˜α| = ±∇gu˜α, we can assume u˜α ≥ 0
and again be Tolksdorf regularity [28], we have that u˜α ∈ C1(M). Setting uα =
u˜α
||u˜α||Lr(M)
, we find
λ−1α Aα∆p,guα + cαA
τ
p
α ||uα||
τ−p
Lp(M)u
p−1
α +
1− θ
θ
||uα||
−q
Lq(M)u
q−1
α =
1
θ
ur−1α on M , (48)
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where ||uα||Lr(M) = 1,
Aα =
(∫
M
uqα dvg
) p(1−θ)
θq
and
λα = ν
−1
α ||uα||
(p−τ)(1−θ)
θ
Lq(M) ||u˜α||
τ−p
Lr(M) .
Up to taking a subsequence, we can assume that there exists A ∈ R such that
lim
α→∞
Aα = A .
Then there are two possibilities: either A = 0 or A > 0. We presently show that A = 0 cannot happen. Indeed, if
A = 0 then (12) of Theorem 1 holds. Then we can follow the proof of theorem 1 and we get
cα ≤ c a
2−τ
α ,
as in the end of section 2.4. Since τ < 2, cα = Bopt − α−1 and limα→∞ aα = 0, we have that above inequality
contradicts (4). Therefore A > 0.
Using this fact in (48), we see that there exists c > 0 such that
∫
M
|∇guα|
pdvg +
(∫
M
upαdvg
) τ
p
≤ c
for all α. Then, up to a subsequence, uα ⇀ u0 inH
1,p(M). Since ||uα||Lr(M) = 1 for all α, we have that ||u0||Lr(M) = 1.
From (48) we have
∫
M
|∇guα|
p−2∇guα∇ghdvg ≤ c
∫
M
ur−1α hdvg ,
for an arbitrary test function h ≥ 0. Then by Moser’s iterative scheme,
sup
x∈M
uα ≤ c
(∫
M
urαdvg
) 1
r
≤ c ,
for all α.
Using Tolksdorf regularity in (48), it follows that uα → u0 in C1(M).
The function u˜α satisfies
(∫
M
u˜rαdvg
) τ
rθ
≥
(
A
p
τ
opt
(∫
M
|∇gu˜α|
pdvg
) τ
p
+ (Bopt −
1
α
)
(∫
M
u˜pαdvg
) τ
p
)(∫
M
u˜qαdvg
) τ(1−θ)
θq
,
and since uα =
u˜α
||u˜α||Lr(M)
, we get
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1 ≥
(
A
p
τ
opt
(∫
M
|∇guα|
pdvg
) τ
p
+ (Bopt −
1
α
)
(∫
M
upαdvg
) τ
p
)(∫
M
uqαdvg
) τ(1−θ)
θq
.
Taking the limit in α in this inequality, we find
1 ≥
(
A
p
τ
opt
(∫
M
|∇gu0|
pdvg
) τ
p
+Bopt
(∫
M
up0dvg
) τ
p
)(∫
M
uq0dvg
) τ(1−θ)
θq
.
And then u0 is an extremal function for GNR(Aopt, Bopt).
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