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METODE UNTUK MENGATASI MASALAH 




Analisis regresi merupakan suatu teknik yang digunakan untuk 
mengetahui apakah terdapat hubungan antara variabel bebas dengan 
variabel terikatnya. Terdapat beberapa asumsi yang harus dipenuhi 
dalam analisis regresi, salah satunya asumsi non-multikoinearitas.  
Asumsi non-multikolinearitas adalah tidak terjadinya hubungan yang 
tinggi antar variabel bebas. Jika asumsi non-multikolinearitas ini tidak 
terpenuhi, maka dapat ditangani menggunakan regresi Ridge, LASSO, 
PLS, PCR, dan Akar Laten. Penelitian ini ingin mengetahui performa 
dari kelima metode tersebut berdasarkan data bangkitan dengan 
jumlah variabel, koefisien korelasi, dan banyak amatan yang berbeda-
beda menggunakan bantuan sowftware R. Untuk membandingkan 
performa metode regresi Ridge, LASSO, PLS, PCR, dan Akar Laten 
dapat dilihat dari seberapa banyak metode tersebut dapat mengatasi 
masalah multikolinearitas dari semua kondisi data bangkitan. Hasil 
pada penelitian ini menunjukan bahwa regresi Akar Laten yang 
memiliki performa terbaik dalam mengatasi masalah multikolinearitas 
karena dapat mengatasi masalah multikolinearitas sebanyak 10 dari 27 
kondisi data. Kemudia metode dengan performa terbaik kedua adalah 
regresi Ridge karena dapat mengatasi masalah multikolinearitas 
sebanyak 8 dari 27 kondisi data.  
 



















































METHODS TO OVERCOME MULTICOLINEARITY 
PROBLEM IN MULTIPLE LINIER REGRESSION MODELS 
 
ABSTRACT 
Regression analysis is a technique used to analyze there is a 
relationship between the independent variable and the dependent 
variable. There are several assumptions in regression analysis, one of 
the assumptions is non-multicoinearity. The assumption of non-
multicollinearity is that there is no high correlation between the 
independent variables. If this non-multicollinearity assumption is 
violated, then it can be helpful to use the Ridge regression, LASSO 
regression, PLS regression, PCR, and Latent Root regression. This 
study wanted to determine the performance of the five methods based 
on simulation data with a number of variables, correlation coefficients, 
and many different observations using the R software. To compare the 
performance of the Ridge, LASSO, PLS, PCR, and Latent Root 
regression methods, it can be seen from how much these methods can 
overcome the problem of multicollinearity from all data simulation. 
The results of this study indicate that Latent Root regression has the 
best performance in overcoming multicollinearity problems because it 
can solve multicollinearity problems as many as 10 of 27 data 
conditions. Then the method with the second best performance is 
Ridge regression because it can solve the multicollinearity problem as 
many as 8 of 27 data conditions. 
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1.1 Latar Belakang 
Analisis regresi merupakan suatu teknik yang digunakan untuk 
mengetahui apakah terdapat hubungan antara variabel bebas dengan 
variabel terikatnya (Agresti, 2007). Terdapat dua jenis model regresi 
yaitu regresi linier sederhana dan regresi linier berganda. Analisis 
regresi linier sederhana digunakan untuk mengetahui hubungan atau 
pengaruh antara satu variabel bebas terhadap satu variabel terikat.  
Analisis regresi linier berganda digunakan untuk mengetahui 
hubungan atau pengaruh antara dua pengaruh atau lebih variabel bebas 
terhadap variabel terikat. Terdapat asumsi yang harus dipenuhi dalam 
analisis regresi linier, antara lain adalah asumsi normalitas, 
homoskedastisitas, dan non-multikolinearitas.  
Asumsi non-multikolinearitas adalah terjadinya hubungan yang 
cukup tinggi antara variabel-variabel bebasnya, maka matriks 𝑿′𝑿 
yang didapatkan hampir singular dan dapat menyebabkan nilai dugaan 
parameter tidak stabil (Draper dan Smith, 2014). Jika asumsi ini 
terlanggar perlu dilakukan beberapa penanganan. Penanganan yang 
paling mudah adalah dengan mengeluarkan salah satu atau beberapa 
variabel bebas yang terdapat multikolinearitas. Namun, tidak semua 
permasalahan multikolinearitas dapat menghilangkan variabel 
bebasnya karena dapat mempengaruhi variabel terikat. Alternatif lain 
yang digunakan untuk mengatasi multikolinearitas adalah metode 
Principal Component Regression (PCR),  Regresi Akar Laten (Laten 
Root Regression), Regresi Ridge, Partial Least Square (PLS), dan 
Least Absoulute Shrinkage and Selection Operator (LASSO).  
PCR digunakan untuk meminimumkan masalah 
multikolinearitas tanpa harus mengeluarkan variabel bebas yang 
terindikasi multikolinearitas. PCR adalah analisis regersi dari 
variabel-variabel terikat terhadap komponen-komponen utama yang 
tidak saling berkorelasi, dimana setiap komponen utama merupakan 
kombinasi linier dari semua variabel bebas (Draper dan Smith, 2014). 
Regresi Akar Laten akan lebih memiliki banyak informasi 
dibandingkan regresi komponen utama, karena komponen utamanya 
didapat dari menghitung hubungan antara variabel bebas dan variabel 
terikat (Vigneau dan Qannari, 2002).  
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Metode Regresi Ridge adalah suatu teknik yang dikembangkan 
untuk menstabilkan nilai koefisien regresi karena adanya masalah 
multikolinearitas. Regresi ridge merupakan modifikasi  dari metode 
kuadrat terkecil yang menghasilkan penduga bias dari koefisien 
regresi (Kutner, dkk., 2004). Metode Regresi PLS adalah analisis yang 
didapatkan dengan cara memaksimumkan kovarians dari variabel 
respon dengan kombinasi linier dari variabel-variabel respon (Abdi, 
2003). Least Absoulute Shrinkage and Selection Operator (LASSO) 
merupakan metode yang melakukan pendugaan parameter dengan 
meminimumkan jumlah kuadrat galat dengan suatu kendala. Karena 
suatu kendala tersebut, LASSO mengurangi sejumlah koefisien 
menjadi nol (Tibshirani, 1996). 
Afidati (2018) telah melakukan penelitian tentang 
perbandingan Metode Regresi Ridge dan Partial Least Square (PLS) 
untuk mengatasi multikolinearitas pada data  Angka Kematian bayi di 
Jawa Timur tahun 2016. Hasil dari penelitian adalah regresi PLS lebih 
baik dari pada Metode Regresi Ridge. Supriyadi (2017) 
membandingkan metode  PLS dengan PCR untuk mengatasi masalah 
multikoliniearitas pada kasus pendapatan anggaran daerah Provinsi 
Jawa Tengah. Hasil pada penelitian menunjukan bahwa metode PLS 
lebih baik dari pada PCR. Pratiwi (2016) membandingkan Regresi 
Komponen Utama dengan Regresi Ridge untuk mengatasi masalah 
multikoliniertitas pada data IHSG di BEI periode Januari 2013. Hasil 
dari penelitian menunjukan regresi Ridge lebih baik. Agustina (2015) 
membandingkan Regresi Komponen Utama, Regresi Ridge, dan 
Regresi Akar Laten dalam mengatasi masalah multikolinearitas 
menggunakan data Hald. Dari ketiga metode didapat bahwa regresi 
akar laten yang terbaik. Dewi (2010) juga melakukan penelitian 
dengan membandingkan OLS, Least Absoulute Shrinkage and 
Selection Operator (LASSO), dan Partial Least Square (PLS) pada 
data yang megandung multikolinearitas. Penelitian yang dilakukan 
oleh Dewi (2010) menghasilkan bahwa metode Regresi PLS lebih 
baik dari pada Regresi LASSO karena nilai MSEP yang diperoleh PLS 
lebih kecil. 
Berdasarkan uraian tersebut diketahui bahwa penelitian 
sebelumnya hanya membandingkan dua atau tiga metode dan bersifat 
kasuistik untuk data tertentu. Oleh karena itu, akan dibandingkan 
kelima metode yaitu Principal Component Regression (Regresi 
Komponen Utama),  Regresi Akar Laten (Laten Root Regression), 
Regresi Ridge, Partial Least Square (PLS), dan Least Absoulute 
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Shrinkage and Selection Operator (LASSO) secara simulasi dengan 
berbagai kondisi yaitu ukuran data, jumlah variabel, dan besar 
korelasii yang berbeda-beda. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, maka 
rumusan masalah pada penelitian ini adalah bagaimana performa 
metode Principal Component Regression (Regresi Komponen 
Utama),  Regresi Akar Laten (Laten Root Regression), Regresi Ridge, 
Partial Least Square (PLS), dan Least Absoulute Shrinkage and 
Selection Operator (LASSO) dalam mengatasi masalah 
multikolinearitas? 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah, maka tujuan dari penelitian ini 
adalah mengetahui performa metode Principal Component Regression 
(Regresi Komponen Utama),  Regresi Akar Laten (Laten Root 
Regression), Regresi Ridge, Partial Least Square (PLS), dan Least 
Absoulute Shrinkage and Selection Operator (LASSO) dalam 
mengatasi masalah multikolinearitas. 
1.4 Manfaat Penelitian 
Mendapatkan tambahan informasi mengenai metode dengan 
performa terbaik dari metode Principal Component Regression 
(Regresi Komponen Utama),  Regresi Akar Laten (Laten Root 
Regression), Regresi Ridge, Partial Least Square (PLS), dan Least 
Absoulute Shrinkage and Selection Operator (LASSO) dalam 
mengatasi masalah multikolinearitas. 
1.5 Batasan Masalah 
Batasan masalah pada penelitian ini yaitu: 
1. Data bangkitan mengandung multikolinearitas. 
2. Data bangkitan diasumsikan telah memenuhi asumsi normalitas 
dan homogenitas. 
3. Kriteria data bangkitan menggunakan jumlah variabel sebanyak 
3, 6, dan 10. Ukuran sampel sebesar 20, 50, dan 100. Koefisien 




















2.1 Analisis Regresi 
Analisis regresi adalah teknik statistik yang digunakan untuk 
memodelkan dan mempelajari ketergantungan antara variabel bebas 
dan satu atau lebih variabel terikat (Agresti, 2007). Analisis regresi 
linier berganda menghasilkan persamaan linier yang dapat digunakan 
untuk menduga atau memprediksi nilai suatu variabel terikat 
berdasarkan beberapa variabel bebas. Variabel terikat diwakili oleh Y, 
dan variabel bebas diwakili oleh X. Menurut Draper dan Smith (2014) 
model regresi linier berganda dapat dituliskan sebagai berikut: 
𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖1 + ⋯+ 𝛽𝑝𝑋𝑖𝑝 + 𝜀𝑖 (2.1) 
Untuk 𝑖 =  1, 2, . . . , 𝑛 
di mana: 
𝒀𝒊 : nilai pengataman ke-𝒊 variabel terikat 
𝜷𝟎 : Intersep 
𝜷𝒑 : koefisien regresi untuk setiap variabel bebas ke-𝑝 
𝑿𝒊𝒑 : nilai-nilai pengamatan ke-𝑖 variabel bebas ke-𝑝 
𝜺𝒊 : galat ke-𝑖 
𝒏 : banyak amatan 
𝒑 : banyak variabel bebas 
2.2 Pendugaan Parameter dengan Metode Kuadrat Terkecil  
Pendugaan parameter model regresi linier dapat dilakukan 
dengan beberapa metode, salah satu metode estimasi parameter dalam 
analisis regresi linier adalah metode kuadrat terkecil (MKT). Metode 
ini ditemukan oleh matematikawan Jerman Carl Friedrich Gauss. 
Tujuan dari metode MKT adalah untuk memperkirakan parameter 
dengan meminimalkan JKG yang dapat dituliskan dalam persamaan 
berikut: 











1 𝑥1,1 … 𝑥1,𝑝
1 𝑥2,1 … 𝑥2,𝑝
⋮ ⋮ ⋱ ⋮

















Sesuai dengan tujuan MKT yaitu meminumumkan JKG yang nantinya 
didapat persamaan ?̂? seperti berikut: 
?̂? = (𝑿′𝑿)−𝟏𝑿′𝒀 (2.3) 
di mana: 
?̂? : vektor pendugaan parameter berukuran (𝑝 × 1) 
𝑿 : Matriks variabel bebas berukuran (𝑛 × 𝑝) 
𝒀 : Matriks variabel terikat berukuran (𝑛 × 1) 
2.3 Asumsi Non-Multikolinearitas 
Asumsi ini menghendaki tidak ada multikolinearitas atau 
korelasi antar variabel bebas (Gujarati, 2006). Multikolinearitas dapat 
dideteksi dengan melihat nilai Variance Inflation Factor (VIF). 










di mana : 
𝑝 : banyaknya variabel bebas 











2 : koefisien determinasi antar variabel bebas  
Jika nilai VIF < 10, maka asumsi non mulltikolinearitas terpenuhi. 
(Gujarati, 2006) 
2.4 Regresi Ridge 
Regresi Ridge pertama kali digunakan oleh A.E. Hoerl pada 
tahun 1962 dan dikaji kembali oleh A.E. Hoerl dan R.W. Kennard 
pada tahun 1970 untuk mengatasi kondisi yang disebabkan oleh 
tingginya korelasi antar variabel bebas dalam model atau yang biasa 
disebut multikolinearitas. Karena tingginya korelasi antar variabel 
bebas dapat menyebabkan matriks 𝑿′𝑿 yang didapatkan hampir 
singular dan dapat menyebabkan nilai dugaan parameter tidak stabil  
 
.Standarisasi untuk variabel bebas dan variabel terikat 
dilakukan sebelum membentuk model regresi ridge (Kutner, dkk. 





















𝑖 :  1, 2, . . . , 𝑛 
𝑗 :  1, 2, . . . , 𝑝 
?̅? : rata-rata variabel terikat 
?̅?𝑗 : rata-rata variabel bebas ke- 𝑗 
𝑆𝑦 : simpangan baku dari variabel terikat 
𝑆𝑗 : simpangan baku dari variabel bebas ke 𝑗 
Setelah dilakukan transformasi perlu dilakukan penetapan bias (𝐾) 
untuk melakukan pendugaan parameter regresi ridge. Berikut adalah 




  (2.7) 
di mana: 
𝑝 : banyaknya variabel terikat 
?̂?2 : nilai MSE dari MKT 
?̂? : vektor penduga MKT 
Setelah didapat tetapan bias (𝐾), dapat menghitung nilai koefisien 
penduga regresi ridge menggunakan persamaan sebagai berikut: 
?̂?∗ = (𝒁′𝒁 + 𝐾𝑰)−1𝒁′𝒚∗  (2.8) 
di mana: 
?̂?∗ : penduga regresi ridge 
𝒁 : matriks 𝑛 × 𝑘 berupa hasil transformasi variabel bebas 
𝐾 : tetapan bias 
𝑰 : matriks identitas berukuran 𝑛 × 𝑛 
𝒚∗ : vektor hasil transformasi variabel terikat 
Langkah terakhir yaitu mengembalikan persamaan regresi dari 




?̂?∗  (2.9) 
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?̂?𝑜 = ?̅? − ?̂?1?̅?1 − ?̂?2?̅?2 − ⋯− ?̂?𝑝?̅?𝑝  (2.10) 
di mana: 
𝑠𝑗 : Simpangan baku variabel bebas ke-𝑘 
𝑠𝑦 : Simpangan baku variabel terikat 
?̅?𝑝−1 : Rata-rata variabel bebas ke-(𝑝 − 1) 
                                                 (Draper dan Smith, 2014) 
2.5 Partial Least Square (PLS) 
Regresi PLS bertujuan membentuk komponen yang dapat 
menangkap informasi dari variabel bebas untuk memprediksi variabel 
terikat.  Dalam pembentukan komponen PLS  menggunakan variabel 
terikat yang distandarisasi dan variabel-variabel bebas yang terpusat 
(Vinzi, dkk. 2004). Dalam penerapannya metode PLS hampir sama 
dengan Principal Component Analysis (PCA), perbedaanya adalah 
metode PLS melibatkan variabel terikat dalam pembentukan 
komponen utamanya. Model regresi PLS dengan 𝑚 komponen dapat 
dituliskan sebagai berikut: 
Y = ∑ 𝑐ℎ𝒕𝒉
𝑚
ℎ=1
+ 𝜀  (2.11) 
di mana: 
𝑌 : variabel terikat 
𝑐ℎ : koefisien regresi 𝑌 terhadap 𝑡ℎ 
𝒕𝒉 : komponen utama ke-ℎ yang tidak saling berkorelasi, (ℎ =
1,2, … , 𝑚) 
Pembentukan 𝑡ℎ komponen untuk ℎ =  1, 2, . . . , 𝑝 dapat dituliskan 
sebagai berikut: 
𝒕𝒉 = ∑ 𝑾(𝒉)𝒋𝑿𝒋
𝑝
𝑗=1    (2.12) 
Dimana 𝑿𝒋 merupakan matriks variabel bebas ke-𝑗 , (𝑗 = 1, 2, … , 𝑝) 
dan 𝑾(𝒉)𝒋 merupakan vektor koefisien bobot untuk variabel bebas 




  (2.13) 
Pembentukan komponen PLS menggunakan variabel-variabel 
yang signifikan dalam menjelaskan 𝑦 pada 𝑡1, 𝑡2, … , 𝑡ℎ−1. Model 
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regresi 𝑦 terhadap 𝑡1, 𝑡2, … , 𝑡ℎ−1 dan masing masing 𝑥𝑗  adalah sebagai 
berikut: 
𝑦 = 𝑐1𝑡1 + 𝑐2𝑡2 + ⋯+ 𝑐ℎ−1𝑡ℎ−1 + 𝑎ℎ𝑗𝑥(ℎ−1)𝑗 + 𝜀  (2.14) 
Untuk mendapatkan komponen 𝑡ℎ dengan regresi antara 𝑥𝑗  dengan 
𝑡1, 𝑡2, … , 𝑡ℎ−1 dengan persamaan: 
𝑥𝑗  = 𝑝1𝑗𝑡1 + 𝑝2𝑗𝑡2 + ⋯+ 𝑝(ℎ−1)𝑗𝑡ℎ−1 + 𝑥(ℎ−1)𝑗  (2.15) 
di mana: 
𝑎ℎ𝑗  = Koefisien regresi untuk masing masing 
𝑥(ℎ−1)𝑗 terhadap 𝑦  
𝑝1𝑗, … , 𝑝(ℎ−1)𝑗 = Koefisien regresi komponen 𝑡ℎ terhadap 𝑥𝑗  
𝑥(ℎ−1)𝑗 adalah residu yang dihasilkan dari regresi setiap 𝑥𝑗  terhadap 








𝑗=1  (2.16) 
Perhitungan komponen PLS berhenti ketika tidak ada lagi variabel 
bebas yang signifikan membangun komponen PLS (Supriyadi E. dkk, 
2017). 
Langkah terakhir yang perlu dilakukan adalah transformasi ke 
dalam bentuk dengan hasil persamaan seperti berikut: 
𝑌 = ∑ 𝛽𝑗𝑋𝑗
𝑝
𝑗=1     (2.17) 
di mana: 
𝑌 : variabel terikat 
𝑋 : variabel bebas 
𝛽𝑗 : koefisien bobot untuk variabel  𝑋𝑗  pada komponen 
utama PLS ke-ℎ 
 
2.6 Principal Component Regression (PCR) 
Principal Component Regression (PCR) merupakan analisis 
yang mengkombinasikan antara analisis regresi dengan Principal 
Component Analysis (PCA). Analisis Regresi digunakan untuk 
mengetahui ada tidaknya hubungan antara variabel terikat dengan 
variabel bebas, sedangkan PCA digunakan untuk menghilangkan 
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korelasi antara variabel bebas melalui transformasi variabel asal 
menjadi variabel baru (komponen utama) yang tidak saling 
berkorelasi.  
Sebelum mencari komponen utama dalam PCR, dapat mencari 
nilai eigen dan vektor eigen terlebih dahulu. Jika 𝐴 adalah matriks 
𝑛 × 𝑛, terdapat suatu skalar 𝜆 vektor tak nol 𝑋 sehingga memenuhi 
persamaan berikut: 
𝑨𝑿 = 𝝀𝑿  (2.18) 
di mana: 
𝜆 :  nilai eigen dari 𝐴 
𝑿 :  vektor eigen 
PCR merupakan analisis regresi variabel terikat terhadap 
komponen-komponen utama yang tidak saling berkorelasi, dimana 
setiap komponen utama merupakan kombinasi linier dari semua 
variabel bebeas (Draper dan Smith, 2014). Berikut adalah persamaan 
PCR: 




𝑌 : variabel terikat 
𝐾 : komponen utama 
𝑤 : parameter regresi komponen utama 
𝐾1, 𝐾2, 𝐾3, … , 𝐾𝑚 menunjukan komponen utama yang dilibatkan 
dalam analisis regresi komponen utama, dimana besaran 𝑚 lebih kecil 
daripada banyaknya variabel bebas. Komponen utama diperoleh dari 
variabel yang distandarkan yaitu: 








⋮   




Komponen utama merupakan kombinasi linier dari variabel baku 𝑍, 
sehingga: 
𝐾1 = 𝑎11𝑍1 + 𝑎21𝑍2 + ⋯ + 𝑎𝑝1𝑍𝑝   
𝐾2 = 𝑎12𝑍1 + 𝑎22𝑍2 + ⋯ + 𝑎𝑝2𝑍𝑝   
  ⋮   
 
11 
𝐾𝑚 = 𝑎1𝑚𝑍1 + 𝑎2𝑚𝑍2 + ⋯
+ 𝑎𝑝𝑚𝑍𝑝 
 (2.21) 
𝐾1, 𝐾2, 𝐾3, … , 𝐾𝑚 didistribusikan kembali ke dalam persamaan regresi 
komponen utama (2.17), maka diperoleh: 
𝑌 = 𝑤0 + 𝑤1(𝑎11𝑍1 + 𝑎21𝑍2 + ⋯+ 𝑎𝑝1𝑍𝑝)   
  +𝑤2(𝑎12𝑍1 + 𝑎22𝑍2 + ⋯+ 𝑎𝑝2𝑍𝑝) + ⋯   
  + 𝑤𝑚(𝑎1𝑚𝑍1 + 𝑎2𝑚𝑍2 + ⋯+ 𝑎𝑝𝑚𝑍𝑝) + 𝜀   
 = 𝑤0 + 𝑤1𝑎11𝑍1 + 𝑤1𝑎21𝑍2 + ⋯ + 𝑤1𝑎𝑝1𝑍𝑝     
  +𝑤2𝑎12𝑍1 + 𝑤2𝑎22𝑍2 + ⋯ + 𝑤2𝑎𝑝2𝑍𝑝 + ⋯   
  +𝑤𝑚𝑎1𝑚𝑍1 + 𝑤𝑚𝑎2𝑚𝑍2 + ⋯+ 𝑤𝑚𝑎𝑝𝑚𝑍𝑝 + 𝜀   
 = 𝑤0 + (𝑤1𝑎11 + 𝑤1𝑎12 + ⋯ + 𝑤𝑚𝑎1𝑚)𝑍1   
  +(𝑤1𝑎21 + 𝑤2𝑎22 + ⋯+ 𝑤𝑚𝑎2𝑚)𝑍2 + ⋯   
  +(𝑤1𝑎𝑝1 + 𝑤2𝑎𝑝2 + ⋯+ 𝑤𝑚𝑎𝑝𝑚)𝑍𝑝 + 𝜀  (2.22) 
Sehingga dari persamaan (2.17) diperoleh persamaan regresi dengan 
komponen utama sebagai berikut: 
𝑌 = 𝑏0 + 𝑏1𝑍1 + 𝑏2𝑍2 + ⋯+ 𝑏𝑝𝑍𝑝   (2.23) 
dengan: 
𝑏0 :  𝑤0  
𝑏1 : 𝑤1𝑎11 + 𝑤2𝑎12 + ⋯+ 𝑤𝑚𝑎1𝑚  
𝑏2 :  𝑤1𝑎21 + 𝑤2𝑎22 + ⋯+ 𝑤𝑚𝑎2𝑚  
  ⋮ 
𝑏𝑝 :  𝑤1𝑎𝑝1 + 𝑤𝑚𝑎2𝑚 + ⋯+ 𝑤𝑚𝑎𝑝𝑚  
Langkah terakhir adalah mentransformasi kembali variabel 𝑍 menjadi 
𝑋 sesuai persamaan berikut : 
 𝑌 = 𝑏0 + 𝑏1 (
(𝑋1−µ1)
√𝜎11
) + 𝑏2 (
(𝑋2−µ2)
√𝜎22





2.7 Least Absoulute Shrinkage and Selection Operator (LASSO) 
Dengan Algoritma LAR 
LASSO merupakan teknik regresi untuk mengatasi masalah 
multikolinearitas dengan cara memperkecil koefisien regresi dari 
varibel bebas yang berkorelasi tinggi menjadi tepat pada nol atau 
mendekati nol (Tibshirani, 1996). Model yang didapat menjadi lebih 
sederhana sekaligus dapat mengatasi masalah multikolinearitas karena 
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pada variabel yang memiliki korelasi tinggi akan menyusut tepat pada 
nol atau mendekati nol. Estimasi LASSO diperoleh dari persamaan 
berikut: 




𝑖=1   (2.25) 
di mana:  
𝑦𝑖 = nilai variabel bebas ke-𝑖 
𝛽𝑘 = koefisien regresi variabel bebas ke-𝑘 
𝑥𝑖𝑘 = pengamatan ke-i variabel bebas ke-𝑘 
𝑖 = 1,2 ..., 𝑛;  𝑛 adalah banyaknya pengamatan 
𝑘 = 1,2 ..., 𝑝;  𝑝 adalah banyaknya variabel bebas 
Dengan syarat ∑ |?̂?𝑘
𝐿| ≤ 𝑡
𝑝
𝑘=1 , karena jika 𝑡 > ∑ |?̂?𝑘
𝐿|
𝑝
𝑘=1  maka 
penduga LASSO akan bernilai sama dengan penduga OLS 
(Tibshirani, 1996). Dimana t merupakan parameter tuning yang 
mengontrol seberapa penyusutan pada variabel bebas koefisien 
regresi. Koefisien regresi LASSO ditentukan berdasarkan parameter 






   (2.26) 
Dengan 𝑡 = ∑ |?̂?𝑗|
𝑝
𝑗=1 , dimana ?̂?𝑗 adalah penduga kuadrat terkecil 
untuk model penuh. 
Menurut Hastie dkk. (2008), LAR merupakan algoritma yang 
efisien digunakan karena LAR mempunyai modifikasi untuk 
mempermudah dalam komputasi LASSO. Menurut Efron dkk. (2004), 
LAR melakukan estimasi ?̂? = 𝑿∗?̂?, dengan langkah-langkah yang 
berurutan, dan di setiap langkah akan menambahkan satu kovariat ke 
dalam model. Nilai µ̂ diperoleh dari teknik iterasi dengan nilai awal 
?̂?0 = 0. Berikut adalah langkah langkah estimasi koefisien LASSO 
dengan algoritma LAR (Andana, dkk. 2017): 
1. Mencari vektor yang sebanding dengan vektor korelasi antara 
variabel bebas dengan galatnya 
?̂? = 𝑿′(𝒚 − ?̂?)  (2.27) 
2. Menentukan korelasi saat mutlak terbesar  
?̂? = 𝑚𝑎𝑥{|?̂?𝑗|}  (2.28) 
maka diperoleh 𝑠𝑗 = 𝑠𝑖𝑔𝑛{?̂?𝑗} untuk 𝑗𝜖𝐴  
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3. Menentukan 𝑋𝐴, himpunan A merupakan himpunan indeks aktif 
dari variabel bebas {1, 2, 3, ..., m}. Himpunan indeks aktif A 
ditentukan berdasarkan nilai korelasi mutlak terbesar. 
didefinisikan matriks berikut: 
𝑿𝐴 = (… 𝑗𝑿𝑗
∗ …)𝑗𝜖𝐴   (2.29) 
dengan tanda 𝑠𝑗  bernilai ±1, maka 
𝑮𝐴 = 𝑿𝐴
′ 𝑿𝐴  dan 𝐴𝐴 = (𝟏𝐴
′ 𝑮𝐴
−𝟏𝟏𝐴)
−1/2  (2.30) 
4. Menghitung nilai vektor equiangular yang merupakan suatu 
vektor yang membagi sudut dari kolom kolom 𝑿𝐴 menjadi sama 
besar dengan besar sudut kurang dari 90°. Nilai vektor 
equiangular dicari menggunakan rumus berikut: 
𝒖𝐴 = 𝑿𝐴𝒘𝐴  dengan 𝒘𝐴 = 𝐴𝐴𝑮𝐴
−𝟏𝟏𝐴  (2.31) 
5. Menghitung vektor inner product: 
𝒂 = 𝑿′𝒖𝐴    (2.32) 








}  (2.33) 
𝑚𝑖𝑛𝑗𝜖𝐴𝑐
+  menunjukan bahwa yang dipilih adalah nilai minimum 
positif dari 𝑗 yang bukan merupakan himpunan A. Untuk 




   (2.34) 
Tanda dari koordinat bukan nol ?̂?𝑗 sama dengan tanda ?̂?𝒋, 
dengan rumus berikut (Efron dkk, 2004): 
𝑠𝑖𝑔𝑛(?̂?𝑗) = 𝑠𝑖𝑔𝑛(?̂?𝑗) = 𝑠𝑗     (2.35) 
Didefinisikan bahwa ?̂? = 𝑠𝑗𝝎𝐴𝑗  maka persamaan ?̂? menjadi: 
𝝁(𝞬) = 𝑿𝞫(𝞬) dengan 𝛽𝑗(𝛾) = ?̂?𝑗𝛾?̂?𝑗 (2.36) 




Jika ?̃? < ?̂? maka ?̂?𝑗(𝛾) bukan merupakan solusi LASSO karena 
pada ?̂?𝑗(𝛾) telah berubah tanda, 𝑐𝑗(𝛾) tidak berubah tanda. Proses 
LAR berhenti dan menghapus 𝑗 dari perhitungan vektor 
equiangular selanjutnya dan variabel 𝑗 dimasukan kembali pada 
tahap perhitungan LAR selanjutnya, maka: 
?̂?𝐴+ = ?̂?𝐴 + ?̂?𝒖𝐴  dan 𝐴+ = 𝐴 − {𝑗}  (2.37) 
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2.8 Regresi Akar Laten (Laten Root Regression) 
Metode Laten Root Regression (LRR) merupakan perluasan 
dari metode regresi komponen utama. Websterd, dkk (1976) 
menggabungkan matriks data dari variabel bebas dengan variabel 
terikatnya yang telah dibakukan. Perluasan inilah yang dinamakan 
Latent Root Regression (Draper dan Smith, 2014). 
Metode Laten Root Regression merupakan perluasan dari PCR. 
Perbedaannya terletak pada nilai akar laten yang dihasilkan dari 
matriks korelasinya. Pada Laten Root Regression, matriks korelasi 
diperoleh dari penggabungan variabel terikat yang telah dibakukan 
dan variabel bebas yang telah dibakukan, yang dapat ditulis sebagai 
berikut (Draper and Smith, 2014): 
𝒁∗ = [𝒁𝒚, 𝒁]  (2.38) 
Dimana  𝒁𝑦 merupakan matriks Y dan 𝒁 merupakan matriks X yang 
sama sama telah dipusatkan atau dibakukan. Pembakuan data variabel 






  𝑖 = 1,2,… , 𝑛  (2.39) 








𝑖 = 1,2,… 𝑛; 𝑗 = 1,2,… , 𝑘  (2.40) 
Setelah matriks Y dan X dibakukan, maka matriks X dan Y seperti 






𝑍1𝑦 𝑍12 … 𝑍1,𝑝−1
𝑍1𝑦 𝑍21 … 𝑍2,𝑝−1
⋮ ⋮ ⋱ ⋮




  (2.41) 
Setelah didapat matriks 𝒁∗ maka dapat menghitung matriks korelasi  
𝒁∗
′
𝒁. Akar laten (𝜆𝑗) dan vektor laten (𝛾𝑗) pada analisis Laten Root 










𝒁∗ − 𝜆𝑗𝑰)𝜸𝒋 = 0  ; 𝛾1𝑗 , 𝛾2𝑗 , … , 𝛾𝑘𝑗  (2.43) 
Setelah mendapatkan akar laten dan vektor laten dari matriks korelasi 
gandengannya, selanjutnya dilakukan analisis komponen utama. 
Komponen utama regresi akar laten dapat diperoleh dengan 
menggunakan rumus berikut: 
𝐶𝑗 = 𝛾0𝑗𝑍𝑦 + 𝛾𝑗
0𝑍    (2.44) 
di mana: 
𝛾𝑗
′ = (𝛾0𝑗, 𝛾1𝑗,𝛾2𝑗 , … , 𝛾𝑘𝑗) dan 𝛾𝑗
0 = (𝛾1𝑗, 𝛾2𝑗 , … , 𝛾𝑘𝑗). 
 
  (Vigneau & Qannari, 2002) 
Webster (1974) menyarankan untuk membuang komponen 
utama yang bersesuaian dengan nilai akar laten 𝜆𝑗  ≤ 0,05 dan elemen 
pertama vektor laten |𝛾0𝑗| < 0,10. Setelah membuang variabel mana 
yang dipertahankan, selanjutnya menghitung vektor koefisien kuadrat 
















] ;   (2.45) 
𝑐 = −{∑ 𝛾0𝑗𝜆𝑗
−1}∗𝑗
−1
{∑ (𝑌𝑖 − ?̅?)
2}𝑛𝑖=1
1/2
   
di mana: 
𝜆𝑗   = akar laten ke-j dari matriks 𝑍∗
′
𝑍  
𝛾𝑗  =  elemen vektor laten ke- 𝑗 
𝛾0𝑗   =  elemen pertama dari vektor laten ke- 𝑗 
𝑗  =  0,1,2, . . . , 𝑝  
Menurut Draper dan Smith (2014), penduga koefisien regresi pada 
variabel asal diperoleh dengan membagi penduga koefisien regresi 









 𝑆𝑗 = √∑ (𝑋𝑗 − ?̅?𝑗)
2𝑘
𝑗=1   
 
Sementara itu, untuk perhitungan koefisien regresi 𝛽0 diperoleh 
berdasarkan rumus: 






3.1 Sumber Data 
Data penelitian ini menggunakan data bangkitan dengan tiga 
kondisi yang berbeda, yang mana semua variabel bebas dan galat 
berdistribusi normal. Terdapat 27 data simulasi yang dapat dilihat 
pada Tabel 3.1 dengan banyak variabel (𝑝), koefisien korelasi (𝑟), 
banyak amatan (𝑛). 
Tabel 3.1 Data Penelitian 
𝑝 3 
𝑟 0,925 0,95 0,99 
𝑛 20 50 100 20 50 100 20 50 100 
data 
ke- 
1 2 3 4 5 6 7 8 9 
𝑝 6 
𝑟 0,925 0,95 0,99 
𝑛 20 50 100 20 50 100 20 50 100 
data 
ke- 
10 11 12 13 14 15 16 17 18 
𝑝 10 
𝑟 0,925 0,95 0,99 
𝑛 20 50 100 20 50 100 20 50 100 
data 
ke- 
19 20 21 22 23 24 25 26 27 
Koefisien korelasi yang digunakan pada penelitian ini besar 
seperti 0,925, 0,95, dan 0,99 untuk mendapatkan nilai VIF yang lebih 
besar dari 10. Karena dengan didapat nilai VIF yang lebih besar dari 
10, menandakan asumsi non-multikolinearitas terlanggar. 
3.2 Metode Penelitian 




3.2.1 Proses pembangkitan data 
1. Menetapkan parameter model regresi yaitu 𝛽0 = 0, 𝛽1 = 𝛽2 =
⋯ = 𝛽𝑝 = 1, dimana 𝑝 adalah banyaknya variabel. 
2. Menetapkan banyak variabel dan banyak amatan untuk data 
bangkitan. Pada penelitian ini, digunakan 𝑝 = 3, 𝑝 = 6, dan 
𝑝 = 10. Masing-masing jumlah veriabel disimulasikan dengan 
tiga kondisi banyak amatan (𝑛) yang berbeda–beda yaitu 𝑛 =
20, 𝑛 = 50, dan 𝑛 = 100 
3. Menetapkan rata-rata populasi (𝜇) = 0 
4. Menetapkan matriks ragam peragam dengan tingkat korelasi 
0,925, 0,95, dan 0,99. Berikut adalah matriks ragam peragam 
pada tiga variabel.  














5. Melakukan pengulangan langkah 1 hingga 4 sebanyak 100 kali 
iterasi. 
6. Mendapatkan 27 kondisi data seperti pada tabel 3.1 
3.2.2 Regresi Ridge 
1. Menentukan nilai tetapan bias berdasarkan persamaan (2.7). 
2. Menghitung nilai koefisien regresi ridge sesuai persamaan 
(2.8). 
3. Mengembalikan persamaan regresi dari koefisien regresi ridge 
ke variabel asli sesuai persamaan (2.9) dan (2.10). 
3.2.3 Partial Least Square (PLS) 
1. Menentukan vektor koefisien bobot sesuai persamaan (2.13) 
2. Membentuk komponen 𝒕𝒉 sesuai persamaan (2.12) 
3. Membentuk vektor 𝑥ℎ𝑗  dengan persamaan (2.15) 
4. Membentuk komponen PLS dengan meregresikan 𝑥(ℎ−1)𝑗 
dengan 𝒕𝒉−𝟏 
5. Mengulangi dari langkah pertama  
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6. Melakukan transformasi komponen PLS menjadi variabel asli 
sesuai persamaan (2.16) 
3.2.4 Principal Component Regression (PCR) 
1. Menghitung nilai eigen dan vektor eigen sesuai persamaan 
(2.17) dari matriks korelasi. 
2. Mendapatkan 𝑝 komponen utama yang tidak berkorelasi 
3. Regresi variabel terikat dengan komponen-komponen utama 
sesuai persamaan (2.22) 
3.2.5 Least Absoulute Shrinkage and Selection Operator (LASSO) 
1. Perhitungan regresi LASSO menggunakan algoritma LAR. 
2. Mengecek apakah 𝑠𝑖𝑔𝑛(?̂?𝑗) = 𝑠𝑖𝑔𝑛(?̂?𝑗) = 𝑠𝑗 
3. Mengulangi langkah-langkah yang sama untuk setiap seleksi 
variabelnya sehingga semua variabel bebas telah terseleksi. 
3.2.6 Regresi Akar Laten  
1. Membuat matriks 𝒁 yang akan dibakukan sesuai perasamaan 
(2.38) dan (2.39) 
2. Mengitung matriks korelasi 𝒁′𝒁 
3. Menghitung akar laten dan vektor laten sesuai persamaan (2.41) 
dan (2.42) 
4. Memilih komponen utama yang sesuai dengan dengan nilai 
akar laten 𝜆𝑗  ≤ 0,05 dan elemen pertama vektor laten |𝛾0𝑗| <
0,10. 
5. Membentuk model regresi komponen utama sesuai persamaan 




Langkah-langkah metode penelitian dapat disajikan secara diagram 








































































Gambar 3.0.2 Diagram Alir Penelitian 
Gambar 3.1 Diagram Alir 
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Menghitung nilai  𝑅2 
adjusted dan RMSE 
Membandingkan nilai  
𝑅2 adjusted dan RMSE 
Selesai 
Interpretasi hasil 
























HASIL DAN PEMBAHASAN 
4.1 Proses Simulasi 
Pada penelitian ini pembangkitan data menggunakan jumlah 
amatan, jumlah variabel, dan koefisien korelasi yang berbeda-beda 
seperti pada Tabel 3.1. Data yang dibangkitkan secara acak 
berdistribusi normal multivariat dan harus mengandung 
multikolinearitas, sehingga diperlukan korelasi antar variabelnya. 
Untuk keseluruhan data bangkitan dapat dilihat pada Lampiran 1. 
Setelah membangkitkan data, langkah selanjutnya dilakukan analisis 
menggunakan metode regresi regresi Ridge, LASSO, PLS, PCR, dan 
Akar Laten untuk melihat apakah masalah multikolinearitas sudah 
terpenuhi. 
4.2 Uji Multikolinearitas Data Simulasi Setelah Dianalisis 
Kelima Metode 
Setelah dilakukan analisis regresi menggunakan metode regresi 
Ridge, LASSO, PLS, PCR, dan Akar Laten didapat nilai VIF yang 
sama untuk setiap variabelnya. Jika nilai VIF yang didapat < 10 maka 
metode tersebut dapat mengatasi masalah multikolinearitas. Untuk 
setiap variabel pada masing-masing metode akan mendapatkan nilai 
VIF yang sama besar karena koefisien korelasi setiap variabelnya 
sama. Seperti pada hasil salah satu metode yaitu regresi ridge dengan 
koefisien korelasi 0,925, jumlah variabel 3, dan banyak amatan 20 
seperti pada Tabel 4.1. 
Tabel 4.1 Hasil VIF pada satu kondisi 
VIF Awal VIF setelah ditangani 
𝑋1 𝑋2 𝑋3 𝑋1 𝑋2 𝑋3 
10,066225 10,066225 10,066225 6,973132 0,673132 0,673132 
Berdasarkan Tabel 4.1 diatas nilai VIF sebelum ditangani dan sesudah 
ditangani sama untuk setiap variabel jika koefisien korelasi yang 
digunakan sama, sehingga cukup dituliskan satu saja untuk setiap 
kondisi data. Selanjutnya akan dilakukan penanganan 
multikolinearitas menggunakan kelima metode dengan semua kondisi 
data seperti pada Tabel 4.2 
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Ridge LASSO PLS PCR Akar Laten 
1 10,066225 6,973132 8,259266 10,719125 10,310513 6,159611 
2 10,066225 8,542871 8,945193 10,713883 10,837495 7,758207 
3 10,066225 8,807813 8,992596 9,849692 9,443511 10,434802 
4 15,06494 10,62374 13,29538 20,415070 15,715120 9,178708 
5 15,06494 12,54648 13,38582 15,084281 13,727491 8,315085 
6 15,06494 12,98267 13,41683 15,471896 13,394255 10,744561 
7 75,06297 30,78726 62,77967 77,536257 68,960150 41,947066 
8 75,06297 46,91255 65,10859 72,809222 71,691895 44,817349 
9 75,06297 55,47104 65,93129 77,079605 68,881153 19,750612 
10 11,450382 7,514592 11,05995 11,71188 10,83709 6,699552 
11 11,450382 9,515809 11,04064 13,52908 13,42858 7,901782 
12 11,450382 10,67353 11,12417 11,61600 12,51862 10,518244 
13 17,16418 10,07701 16,50449 15,17819 20,39695 12,480079 
14 17,16418 14,05763 16,61757 14,41021 18,13999 8,585548 
15 17,16418 15,69908 16,65634 16,32055 16,12849 10,882297 
16 85,73487 38,38607 78,36286 72,16039 80,38365 42,680525 
17 85,73487 58,53229 81,27393 80,79287 68,06291 47,984834 
18 85,73487 69,22796 82,30230 82,28337 84,30623 24,913780 
19 12,130081 6,071778 10,81333 10,21839 14,38183 7,020527 
20 12,130081 9,778715 11,83931 11,23261 10,54096 7,974972 







Ridge LASSO PLS PCR Akar Laten 
22 18,19048 7,618636 17,68349 10,63611 19,01879 15,112010 
23 18,19048 14,10481 17,52527 20,23264 18,81959 8,727790 
24 18,19048 16,19452 17,96801 19,30490 18,43893 10,951455 
25 90,91743 31,72634 84,61177 78,72958 111,46047 42,861251 
26 90,91743 57,10782 87,75569 74,17516 69,30805 49,057310 
27 90,91743 74,74648 88,86632 89,23649 89,04140 28,425717 
Kemudian nilai VIF dari Tabel 4.2 diplotkan kedalam bentuk grafik seperti Gambar 4.1 dan Gambar 4.2 
berikut: 
 

















Berdasarkan Tabel 4.2 dapat dilihat bahwa pada regresi Ridge 
setiap penambahan banyak amatan dengan jumlah variabel dan 
koefisien korelasi yang sama nilai VIF akan semakin besar seperti 
pada data 1 (𝑛 = 20) sebesar 6,973132 ke data 2 (𝑛 = 50) sebesar 
8,542871 dan data 3 (𝑛 = 100) sebesar 8,807813. Untuk penambahan 
koefisien korelasi dengan jumlah variabel dan banyak amatan yang 
sama nilai VIF juga lebih besar seperti pada data 1 (𝑟 = 0,925) 
sebesar 6,973132 ke data 4 (𝑟 = 0,95) sebesar 10,62374 dan data 7 
(𝑟 = 0,99) sebesar 30,78726. Sedangkan untuk penambahan jumlah 
variabel pada koefisien korelasi dan banyak amatan yang sama tidak 
memiliki pola seperti pada data 1 (𝑝 = 3) sebesar 6,973132 kemudian 
data 10 (𝑝 = 6) lebih besar dari data 1 sebesar 7,514592tetapi pada 
data 19 (𝑝 = 10) menurun menjadi 6,071778. 
Regresi LASSO memiliki karakteristik yang hampir sama 
seperti regresi Ridge. Untuk setiap penambahan banyak amatan 
dengan jumlah variabel dan koefisien korelasi yang sama nilai VIF 
akan semakin besar seperti sama seperti pada data 1 (𝑛 = 20) sebesar 
8,259266 ke data 2 (𝑛 = 50) sebesar 8,945193 dan data 3 (𝑛 = 100) 
sebesar 8,992596. Untuk penambahan koefisien korelasi dengan 
jumlah variabel dan banyak amatan yang sama nilai VIF juga lebih 
besar seperti pada data 1 (𝑟 = 0,925) sebesar 8,259266 ke data 4 (𝑟 =
0,95) sebesar 13,29538 dan data 7 (𝑟 = 0,99) sebesar 75,06297. 
Berbeda dengan regresi Ridge, pada regresi LASSO setiap 
penambahan jumlah variabel pada koefisien korelasi dan banyak 
amatan yang sama akan meningkatkan nilai VIF seperti pada data 1 
(𝑝 = 3) sebesar 8,259266 ke data 10 (𝑝 = 6) sebesar 11,05995 dan  
data 19 (𝑝 = 10) meningkat lagi menjadi 10,81333. 
Regresi PLS tidak sama seperti regresi Ridge dan LASSO 
karena hanya memiliki pola kenaikan pada nilai VIF yang didapat 
untuk setiap penambahan koefisien korelasi dengan banyak amatan 
dan jumlah variabel yang sama. Pada penambahan banyak amatan 
dengan jumlah variabel dan koefisien korelasi yang sama nilai VIF  
pada data 4 (𝑛 = 20) sebesar 20,415070 akan menurun seperti pada 5 
(𝑛 = 50) sebesar 15,084281 dan meningkat seperti  data 6 (𝑛 = 100) 
sebesar 15,471896. Untuk penambahan koefisien korelasi dengan 
jumlah variabel dan banyak amatan yang sama nilai VIF data 1 (𝑟 =
0,925) sebesar 10,719125 akan meningkat seperti pada data 4 (𝑟 =
0,95) menjadi sebesar 20,415070 kemudian meningkat lagi seperti 
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data 7 (𝑟 = 0,99) menjadi sebesar 77,536257. Pada penambahan 
jumlah variabel pada koefisien korelasi dan banyak amatan yang sama 
pada data 1 (𝑝 = 3) sebesar 10,719125 akan meningkat ke data 10 
(𝑝 = 6) sebesar 11,71188 dan  data 19 (𝑝 = 10) menurun lagi 
menjadi 10,21839.  
Pada regresi PCR  karakteristik nilai VIF yang didapat sama 
seperti regresi PLS. Pada penambahan koefisien korelasi dengan 
banyak amatan dan jumlah variabel yang sama, nilai VIF yang didapat 
pada regresi PCR akan semakin meningkat seperti pada data 1 (𝑟 =
0,925) sebesar 10,310513 ke data 4 (𝑟 = 0,95) sebesar 15,715120 
dan data 7 (𝑟 = 0,99) sebesar 68,960150. Untuk penambahan banyak 
amatan dan jumlah variabel sama seperti regresi PLS yaitu tidak 
memiliki pola pada nilai VIF yang didapat. 
Regresi Akar Laten karakteristik nilai VIF yang didapat akan 
meningkat pada penambahan koefisien korelasi dengan jumlah 
variabel dan banyak amatan yang sama seperti pada data 1 (𝑟 =
0,925) sebesar 6,159611 ke data 4 (𝑟 = 0,95) sebesar 9,178708 dan 
data 7 (𝑟 = 0,99) sebesar 41,947066. Pada penambahan jumlah 
variabel dengan koefisien korelasi dan banyak amatan yang sama juga 
akan meningkatkan nilai VIF yang didapat seperti pada data 1 (𝑝 =
3) sebesar 6,159611 ke data 10 (𝑝 = 6) sebesar 6,699552 dan data 19 
(𝑝 = 10) sebesar 7,020527. Sedangkan pada penambahan banyak 
amatan dengan jumlah variabel dan koefisien korelasi yang sama nilai 
VIF yang didapat tidak berpola seperti pada data 7 (𝑛 = 20) sebesar 
41,947066 meningkat pada data 8 (𝑛 = 50) sebesar 44,817349 
kemudian menurun pada data 9 (𝑛 = 100) sebesar 19,750612. 
Metode analisis dikatakan sudah menangani masalah 
multikolinearitas apabila nilai VIF setelah ditangani menjadi < 10. 
Tabel 4.3 menunjukan seberapa banya masing-masing metode dalam 
mengatasi masalah multikolinearitas. 
Tabel 4.3 Banyak Data Yang Sudah Tertangani 
Metode 
Akar Laten Ridge LASSO PCR PLS 
VIF <10 
10 data 8 data 3 data 1 data 1 data 
Berdasarkan Tabel 4.3 metode dengan performa terbaik dalam 
mengatasi masalah multikolinearitas adalah regresi Akar Laten, 
karena dapat mengatasi masalah multioklinearitas lebih banyak dari 
metode lain yaitu sebanyak 10 kondisi data. Metode dengan performa 
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terbaik kedua adalah Regresi Ridge karena dapat mengatasi masalah 
multikolinearitas pada delapan kondisi data. Metode dengan performa 
terbaik ketiga adalah Regresi LASSO karena dapat mengatasi masalah 
multikolinearitas pada tiga kondisi data. Metode dengan performa 
terbaik keempat dan kelima adalah Regresi PLS dan PCR karena 
hanya dapat mengatasi masalah multikolinearitas pada satu kondisi 
data. Kelima metode belum bisa mengatasi masalah multikolinearitas 
pada semua kondisi data yang mana setiap variabel terkena 
multikolinearitas. Belum teratasinya masalah multikolinearitas dapat 
disebabkan data bangkitan juga melanggar asumsi-asumsi yang lain. 
Sehingga asumsi non-multikolinearitas masih belum dapat teratasi 






Kesimpulan pada penelitian ini menghasilkan metode regresi 
Akar Laten yang memiliki performa terbaik dalam mengatasi masalah 
multikolinearitas karena dapat mengatasi sebanyak 10 dari 27 kondisi 
data. Metode dengan perfotma terbaik kedua adalah regresi Ridge 
karena dapat mengatasi masalah multikolinearitas sebanyak 8 dari 27 
kondisi data. Metode dengan performa terbaik ketiga adalah regresi 
LASSO karena dapat mengatasi masalah multikolinearitas sebanyak 3 
dari 27 kondisi data. Metode dengan performa terbaik keempat dan 
lima adalah regresi PLS dan PCR karena sama-sama dapat mengatasi 
masalah multikolinearitas sebanyak 1 dari 27 kondisi data. 
5.2 Saran 
Berdasarkan hasil dan pembahasan yang didapat bahwah 
metode regresi Ridge, LASSO, PLS, PCR, dan Akar Laten belum 
sepenuhnya bisa mengatasi masalah multikolinearitas pada semua 
kondisi data. Oleh karena itu, saran untuk penelitian selanjutnya 
adalah mengganti kondisi pada setiap data bangkitan seperti hanya 
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Lampiran 1 Tabel Data Simulasi 
Data 1 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 0,58591   0,19214   0,383841  -0,10874 
2 -0,26028  -0,31573  -0,114654  -0,33356 
3 1,29893   0,74797   1,356549   1,28996 
4 -1,35476  -1,65693  -1,954176  -1,37014 
5 -0,98472  -1,25142  -1,261009  -0,95762 
⋮ ⋮ ⋮ ⋮ ⋮ 
19 0,51117   0,36206   0,321196   0,48149 
20 -0,26472  -0,36479  -0,374916  -0,53318 
 
Data 2 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 0,969904   1,132747   0,988830   1,806131 
2 0,363095   0,462422   0,832190   0,304070 
3 0,161692   0,055237  -0,04334   0,133797 
4 -0,91991  -0,56793  -0,923071  -0,82893 
5 -1,42993  -1,77202  -1,727146 -1,83291 
⋮ ⋮ ⋮ ⋮ ⋮ 
49 1,045197   0,627892  0,909146   0,719279 
50 -0,51086  -0,49866  -0,783126 -0,43139 
 
Data 3 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 -1,31161  -1,21368 -1,0929709 -1,47816 
2 0,351326   0,317310  0,28789630 0,507654 
3 -0,740763 0,6803356 -0,5998974 0,44338 
4 0,5600044 0,0392289 -0,5909202 -0,4578 
5 -0,470427 0,5722673 0,03674836 0,43563 
⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,369526 -0,415237 1,06872649 -0,7462 




Data 4 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 0,419731 0,213831  0,1272014 0,04732 
2 0,772380   0,416245 0,1575212   0,14654 
3 1,8605477 1,0625118 1,5869759 1,44447 
4 -0,583697 0,5116518 0,5115422 0,7887 
5 0,2683639 -0,829813 0,489732 0,4720 
⋮ ⋮ ⋮ ⋮ ⋮ 
19 -1,918471  -1,957623 -1,9012105 -1,9599 
20 -0,506450  -0,034023 -0,1641745 -0,2271 
 
Data 5 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 2,753671  2,215963  2,605759  2,66633 
2 0,2947630 0,0689218   0,0939816 -0,3434 
3 0,3644064 -0,716524 -0,6855863 -0,0814 
4 -2,132469 -1,453899 -2,1234814 -1,7728 
5 0,5488898 -0,013168 0,09785626 0,00655 
⋮ ⋮ ⋮ ⋮ ⋮ 
49 -0,704505 -0,546954 -0,6556327 -0,9675 
50 -0,387952  -0,058012 -0,2062259 0,20430 
 
Data 6 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 1,593887   1,683472   1,535711 1,63387 
2 1,189802  0,5819262  0,862344 0,59580 
3 0,8035206 0,0463461 0,61514221 0,4814 
4 0,7001492 -0,055462 0,50602089 0,34494 
5 -0,01213 -0,122393 -0,4261638 -0,1673 
⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,588889  -0,773465 -0,6627726 -0,9725 
100 0,0950505 -0,177471  0,150488  -0,0951 
 
Data 7 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟐𝟎) 
 
35 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 1,097724  1,273941  1,2330395   1,0597 
2 0,674190  0,7519137 0,7361482 0,87259 
3 0,6238673 0,6591064 1,0157751 0,2117 
4 0,9811253 0,6938548 0,8303023 0,82767 
5 -0,854539 -1,165642 -0,915617 -0,7976 
⋮ ⋮ ⋮ ⋮ ⋮ 
19 -0,968212 -1,042011 -1,067531 -0,9679 
20 -0,014898  -0,096847 -0,032147 -0,2051 
 
Data 8 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 -1,813037  -1,885622  -1,673383 -1,8226 
2 -0,215676   0,035087  -0,006696 0,04575 
3 -0,105907 0,0934412 -0,180983 0,52111 
4 -1,711326 -1,223124 -1,585224 -2,2097 
5 0,4591006 0,2089396 -0,056635 0,61728 
⋮ ⋮ ⋮ ⋮ ⋮ 
49 1,6607253  -1,359726  -1,394941 -1,5652 
50 -0,298599 -0,187488 -0,280149 -0,3762 
 
Data 9 (𝒑 = 𝟑, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑌 
1 0,592920   0,724201 0,5933962   0,5093 
2 0,659988   0,6103216  0,5782841 0,77150 
3 -0,602257 0,2055744 -0,167889 -0,4728 
4 -1,462151 -1,040445 -1,882765 -1,201 
5 -1,031171 -0,656469 -1,172948 -1,0303 
⋮ ⋮ ⋮ ⋮ ⋮ 
99 1,707305 1,6640131 1,9315872 1,76128 
100 1,0876763  0,8785259  0,9153823  1,06836 
 
Data 10 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 0,011  -0,375 -0,097 -0,123 -0,171 -0,184   0,067 
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2 -0,024  -0,370   0,0408  0,2737  -0,030  -0,095 -0,567 
3 -1,217 -0,751 -1,649  -1,207 -1,056  -1,307  -1,344 
4 -1,103 -1,201 -0,986 -0,978 -0,558 -0,377 -0,660 
5 0,738  1,247  0,709   1,462   0,943  1,054 1,398 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 -1,345 -1,936 -1,668 -1,537 -1,983 -1,682 -1,068 
20 0,405  0,068  -0,358 0,006 -0,176  -0,095 0,066 
 
Data 11 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,372 -0,116 0,040   0,001 -0,282 -0,258 -0,569 
2 -0,398 -0,529 -0,433 -0,730 -0,631 -0,499 -1,034 
3 0,433 1,300 2,147 1,351 3,371 1,436 0,514 
4 -0,806 0,928 -0,513 -0,570 0,288 -1,545 0,618 
5 -0,916 -0,396 -0,840 -0,272 0,415 -0,490 -0,108 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -1,180 -1,277 -0,938 -1,678 -1,652 -1,228 -1,034 
50 0,766 0,479 0,461   0,870   0,735   1,191   0,704 
 
Data 12 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,553 -0,952 -0,684 -0,866 -0,882 -0,711 -0,583 
2 -0,170 -0,207 -0,250 -0,301 -0,406 -0,017   0,248 
3 -0,839 0,104 -0,437 -1,455 -0,912 -1,333 0,233 
4 0,965 0,988 0,988 -0,625 0,733 -0,057 1,188 
5 -1,349 -0,690 0,625 -0,143 -0,175 -0,465 -0,413 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,665 -1,494 -1,122 -1,149 -1,032 -1,255 -1,132 
100 -1,033 -1,215 -1,314 -1,787 -1,252 -1,415 -1,375 
 
Data 13 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -1,049 -0,851 -0,737 -1,484 -1,089 -0,910 -1,073 
2 -1,757 -1,565 -2,107 -1,973 -2,241 -1,588 -1,972 
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3 0,245 -0,520 -0,370 -0,442 -0,418 -0,263 0,118 
4 0,310 0,504 -0,226 -0,198 -0,248 0,735 0,873 
5 -0,546 -0,080 0,027 -0,294 -1,066 0,495 -0,264 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 0,765   0,576   0,480   0,128   0,697   0,425   0,464 
20 0,802   0,907   0,937   1,113   1,010   1,008   0,307 
 
Data 14 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,033 0,908 1,290 0,440 0,453 0,271 1,073 
2 0,596 0,088 -0,021 0,088 1,465 -0,017 0,131 
3 -0,514 -0,246 -0,570 -0,469 -0,506 -0,278 0,125 
4 0,471 0,623 -0,059 0,026 -0,101 1,232 -0,483 
5 -0,818 -1,766 -2,128 -1,165 -2,560 -1,715 -0,895 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -0,762 -0,553 -0,391 -0,075 -0,157 0,157 -0,351 
50 -0,398 -0,321 0,774 0,108 0,926 0,085 -0,618 
 
Data 15 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 0,050 1,147 0,558 -0,104 1,085 1,465 1,257 
2 -0,431 -0,681 -1,184 -0,496 -1,119 -1,230 -0,786 
3 0,965 1,520 1,695 1,370 1,268 0,816 1,322 
4 -0,175 -0,810 -1,536 -0,371 -0,981 -1,125 -0,699 
5 -0,315 -1,372 0,044 -0,825 -1,141 -0,022 -0,520 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 0,615 0,466 -0,059 0,233 -0,643 0,819 -0,025 
100 -1,355 -0,403 -1,392 -0,232 -0,223 -1,268 -0,727 
 
Data 16 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,931 -0,458 -0,538 -0,202 -0,640 -0,862 0,021 
2 0,094 -0,530 -0,021 0,092 0,237 -0,704 -0,301 
3 -0,330 -0,313 -0,253 0,085 -0,566 0,052 -0,965 
4 -1,792 -1,708 -0,909 -1,751 -1,721 -1,395 -1,413 
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5 0,341 0,859 0,615 -0,097 0,106 0,230 -0,093 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 0,297 0,678 0,321 0,842 1,083 0,704 0,378 
20 1,406 0,762 1,221 0,473 0,798 0,897 1,432 
 
Data 17 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,544 -1,033 -0,396 -0,609 -1,233 -1,084 -0,857 
2 -0,430 -0,809 -1,583 -1,287 -1,035 -0,687 -0,710 
3 -0,498 -0,115 -0,448 -0,842 -0,180 -0,619 -0,359 
4 -0,500 -0,370 -0,508 0,004 -0,098 -0,341 -0,753 
5 -0,264 -0,223 -0,103 -0,247 0,062 -0,401 0,162 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 0,761 0,406 -0,004 -0,304 -0,141 -0,288 0,476 
50 1,489 1,397 1,374 0,871 1,310 1,149 1,335 
 
Data 18 (𝒑 = 𝟔, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑌 
1 -0,235 0,297 -0,333 0,220 0,437 -0,476 0,195 
2 -0,666 -0,561 -0,239 -0,331 -0,924 -0,684 -0,940 
3 0,726 0,173 0,186 0,758 0,024 0,723 0,343 
4 1,499 1,947 1,624 2,051 2,127 1,806 1,534 
5 -0,649 -0,768 -0,811 -0,794 -1,093 -0,300 -0,186 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,335 -0,251 0,141 0,570 0,222 0,260 0,219 
100 -0,372 -0,333 -0,574 -0,959 -0,237 -0,872 0,046 
 
Data 19 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 0.687   0.747   0.596   1.119   1.157   0.996 
2 -0.670 -0.936 -0.569 -0.729 -0.507 -1.067 
3 -0.330  0.067 0.463   0.173   0.473 -0.258 
4 -0.462 0.221 -0.028 -0.013 0.156 -0.062 
5 -1.618 -1.489 -1.467 -1.894 -1.125 -0.851 
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⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 1.779   1.759   1.596   1.760   1.301   2.018 
20 0.940   0.146   0.127   0.484   0.593   0.295 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 0.770   1.217 0.995   0.877   1.278 
2 -1.073 -0.875 -0.477 -0.629 -0.591 
3 -0.100 -0.126 0.070 -0.199   0.163 
4 0.085 -0.018 -0.744 -0.084 -0.524 
5 -1.449 -1.391 -1.372 -1.657 -1.513 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 1.554   1.504 1.682   1.448   1.455 
20 0.408   1.124 0.179   0.308 0.461 
 
Data 20 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 0,816 1,211 0,305 0,613 -0,375 0,110 
2 0,557 0,224 1,654 0,038 -0,564 -0,304 
3 -1,434 -0,926 0,254 -0,457 -0,909 0,156 
4 -0,478 1,994 -0,826 0,122 -1,549 -2,060 
5 -0,049 0,837 -1,962 -0,034 -0,552 0,562 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -0,889 -0,430 -0,633 1,141 0,453 0,735 
50 0,757 0,278 -0,452 -0,778 1,135 -0,357 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 1,171 0,848 0,239 0,440 1,349 
2 -0,270 1,445 1,331 0,512 0,105 
3 -0,336 -0,524 1,154 -0,326 -0,530 
4 -1,226 -1,084 -1,453 -1,112 -2,374 
5 -0,043 0,609 -0,473 -0,148 -0,465 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -0,503 -0,028 0,819 -0,214 -0,936 





Data 21 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟐𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -1,030 -0,063 -1,310 -1,247 -0,621 -1,230 
2 -0,268 -1,387 0,314 0,677 -1,156 0,387 
3 -1,060 -1,118 0,152 -0,967 -1,592 -0,959 
4 -0,356 0,041 1,268 0,435 -0,569 1,266 
5 -0,014 0,211 0,484 0,069 0,638 -0,916 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,668 -0,297 -0,395 -0,696 -1,415 -1,014 
100 -0,569 0,353 0,433 0,578 1,158 -0,210 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 -0,690 -1,821 -1,216 -0,474 -1,338 
2 -0,119 -0,463 0,313 0,008 0,709 
3 0,251 -0,227 -0,823 -2,882 -0,361 
4 -0,527 1,370 -1,383 0,026 -1,173 
5 0,325 0,323 -0,914 -0,114 0,746 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 -0,451 -0,622 -1,634 -1,280 -1,306 
100 -1,880 0,607 0,282 -0,293 0,491 
 
Data 22 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -1,166 -0,308 -0,693 -1,177 -1,204 -0,784 
2 0,279 0,041 0,352 0,620 0,731 0,288 
3 0,376 -0,766 -0,369 -0,182 -0,007 0,450 
4 -0,284 -0,558 -0,589 -1,365 -0,085 0,064 
5 0,046 0,425 0,696 0,942 0,095 1,071 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 -1,329 -0,633 -1,003 -0,847 -0,667 -0,232 




No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 -0,465 -1,693 -1,892 -0,465 -0,841 
2 0,885 0,334 -0,229 0,324 -0,035 
3 -0,381 -0,348 0,604 0,083 -1,130 
4 -0,398 0,029 -0,387 -1,156 -0,036 
5 -0,842 0,833 -0,282 0,613 0,338 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 -0,561 -0,114 -0,020 0,340 -0,093 
20 -0,115 0,262 -0,044 -1,223 -0,383 
 
Data 23 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -0,680 0,673 -0,015 0,522 0,809 0,626 
2 1,310 1,351 1,359 -0,272 1,921 1,693 
3 0,633 2,018 2,005 1,726 0,678 1,157 
4 0,593 -0,806 0,282 0,320 0,337 0,513 
5 -0,813 -0,319 -0,706 -1,867 -0,324 -0,784 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -2,086 -1,751 -0,196 -1,326 -1,386 -0,818 
50 -0,877 -1,026 -0,816 0,134 -1,105 -0,585 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 0,879 0,196 0,550 -0,381 -0,524 
2 1,141 1,141 1,459 1,357 -0,524 
3 2,689 1,628 1,301 1,050 1,431 
4 0,632 0,328 0,581 -0,126 -0,029 
5 -0,917 -0,060 -1,704 -1,398 -1,012 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -1,247 -0,547 -2,013 -1,381 -1,202 
50 -0,848 -0,966 1,223 -1,800 -1,104 
 
Data 24 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟓, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -0,995 -0,198 -0,046 0,540 -0,380 -0,043 
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2 -1,244 -0,432 -0,826 -0,746 -0,825 -0,654 
3 0,430 -0,259 -1,794 -1,905 -0,460 -0,102 
4 0,430 0,965 -0,032 1,622 1,150 0,742 
5 0,393 -0,727 -0,156 0,088 0,228 -0,425 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 0,440 0,453 0,036 0,957 1,087 0,400 
100 1,867 0,344 1,237 0,723 1,431 1,377 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 -0,797 -0,410 -0,266 0,059 -0,139 
2 0,050 -0,869 0,251 -0,999 -0,741 
3 -0,563 -0,210 0,209 -0,620 0,629 
4 -0,139 0,580 0,407 -0,620 1,875 
5 -0,297 -0,275 1,411 1,120 0,494 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 0,910 0,391 0,112 -0,163 -0,121 
100 1,296 1,024 0,820 1,075 1,373 
 
Data 25 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟐𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -0,117 -0,699 -0,049 0,239 -0,696 0,028 
2 -0,553 -0,472 -0,236 -1,016 -1,254 -0,796 
3 -0,431 -0,389 0,093 -0,363 -0,323 -0,685 
4 -0,402 -0,733 0,013 0,036 0,064 -0,074 
5 0,637 0,558 0,678 0,898 0,263 0,502 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 -0,404 0,059 0,050 -0,654 -0,353 0,111 
20 -0,959 0,227 -0,099 -0,060 -0,268 0,229 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 0,103 -0,595 -0,377 -0,074 -0,469 
2 -0,657 -0,550 -0,791 -1,118 -1,254 
3 -0,225 -0,102 -1,013 -0,277 0,324 
4 -0,095 -0,091 0,124 -0,663 0,083 
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5 0,295 1,158 0,678 0,976 0,578 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
19 -0,462 -0,226 0,181 0,356 0,036 
20 -0,439 -0,605 -0,211 -0,689 -0,138 
 
Data 26 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟓𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 -0.405 -0.269 -0.359 -0.229 -0.328 -0.352 
2 0.019 0.283 0.245 0.252 0.189 0.255 
3 -1.573 -1.611 -1.496 -1.505 -1.447 -1.579 
4 2.582   2.695   2.674   2.571   2.545 2.654 
5 0.692 0.592 0.451 0.554 0.359 0.532 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -2.164 -2.172 -2.128 -2.319 -2.136 -2.105 
50 0.771 0.586 0.712 0.649 0.684 0.744 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 -0.692 -0.328 -0.233 -0.292 -0.468 
2 0.334   0.099 0.094   0.092 -0.056 
3 -1.523 -1.655 -1.679 -1.437 -1.519 
4 2.558   2.510 2.558   2.593   2.518 
5 0.595   0.566 0.658   0.554   0.613 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
49 -2.142 -2.157 -2.245 -2.325 -2.331 
50 0.769   0.652 0.640   0.768   0.583 
 
Data 27 (𝒑 = 𝟏𝟎, 𝒓 = 𝟎, 𝟗𝟗, 𝒏 = 𝟏𝟎𝟎) 
No 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 
1 0.612   0.750   0.595   0.607   0.461   0.568 
2 0.517   0.428   0.326   0.394   0.551   0.268 
3 -1.482 -1.248 -1.356 -1.499 -1.508 -1.303 
4 -0.202 -0.194 -0.427 -0.304 -0.215 -0.169 
5 1.703   1.733   1.797   1.776   1.825   1.747 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
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99 1.203  1.407 1.198   1.300   1.179   1.275 
100 1.911 2.001 1.976 1.818   2.041   1.933 
 
No 𝑋7 𝑋8 𝑋9 𝑋10 𝑌 
1 0.573   0.547 0.719   0.553 0.534 
2 0.451   0.507 0.498   0.344 0.384 
3 -1.257 -1.384 -1.472 -1.596 -1.545 
4 -0.322 -0.332 -0.303 -0.216 -0.194 
5 1.810   1.716 1.658   1.767   1.773 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
99 1.248   1.420 1.039   1.356   1.262 





Lampiran 2 Pembangkitan Data 
#Pembangkitan Data 
########## 
dataset = list() 
korelasi = c(0.925,0.95,0.99) 
amatan = c(20,50,100) 
########## 
variabel3 = list() 
variabel3_s = list() 
i=1 
for (l in 1:100) {  ##Iterasi 100 kali 
  for (j in korelasi) { 
    for (k in amatan) { 
      set.seed(l) 
      v3 = as.data.frame(mvrnorm(n = k, c(0,0,0,0), Sigma 
= matrix(c(1,j,j,j,j,                                                                    
1,j,j,j,j,                                                                     
1,j,j,j,j,1), ncol = 4),  
                                 empirical = TRUE)) 
      names(v3) = c("X1", "X2", "X3", "Y") 
      variabel3_s[[i]] = v3 
      i = i + 1 
    } 
  } 
} 




variabel6 = list() 
variabel6_s = list() 
i = 1 
for (l in 1:100) { 
  for (j in korelasi) { 
    for (k in amatan) { 
      set.seed(l) 
      v6 = as.data.frame(mvrnorm(n = k, c(0,0,0,0,0,0,0), 
Sigma = matrix(c(1,j,j,j,j,j,j,j,                                                                          
1,j,j,j,j,j,j,j,                                                                          
1,j,j,j,j,j,j,j,                                                                          
1,j,j,j,j,j,j,j,                                                                           
1,j,j,j,j,j,j,j,                                                                           
1,j,j,j,j,j,j,j,1), ncol = 7),  
                                 empirical = TRUE)) 
      names(v6) = c("X1", "X2", "X3", "X4", "X5", "x6", 
"Y") 
      variabel6_s[[i]] = v6 
      i = i + 1 
    } 
  } 
} 
variabel6 = variabel6_s[-c(1:891)] 
variabel6 
variabel10 = list() 
variabel10_s = list() 
i = 1 
for (l in 1:100) { 
  for (j in korelasi) { 
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    for (k in amatan) { 
      set.seed(l) 
      v10 = as.data.frame(mvrnorm(n = k, 
c(0,0,0,0,0,0,0,0,0,0,0), Sigma = 
matrix(c(1,j,j,j,j,j,j,j,j,j,j,j,                                                                                    
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                   
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                   
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                  
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                    
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                    
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                   
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                    
1,j,j,j,j,j,j,j,j,j,j,j,                                                                                  
1,j,j,j,j,j,j,j,j,j,j,j,1), ncol = 11),  
                                  empirical = TRUE)) 
      names(v10) = c("X1", "X2", "X3", "X4", "X5","X6", 
"X7", "X8", "X9", "x10", "Y") 
      variabel10_s[[i]] = v10 
      i = i + 1 
    } 
  } 
} 
variabel10 = variabel10_s[-c(1:891)] 
variabel10   
dataset = list("3 Variabel" = variabel3, "6 Variabel" = 




Lampiran 3 Regresi Ridge 
#VIF Awal dan Setelah metode Ridge 
library(glmnet) 
ridge_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA) 
  VIF = list() 
  model = list() 
  for (i in 1:length(variabel)){ 
    ridge = glmnet(variabel[[i]][,-ncol(variabel[[i]])],  
                   variabel[[i]][,ncol(variabel[[i]])],  
                   alpha = 0) 
    ridge_cv = cv.glmnet(as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]),               
as.matrix(variabel[[i]][,ncol(variabel[[i]])]),  
                         alpha = 0, lambda = 
ridge$lambda) 
    best_ridge = glmnet(variabel[[i]][,-
ncol(variabel[[i]])],  
                        
variabel[[i]][,ncol(variabel[[i]])],  
                        alpha = 0, lambda = 
ridge_cv$lambda.min) 
    pred = predict(best_ridge, s = ridge_cv$lambda.min,  
                   newx = as.matrix(variabel[[i]][,-
ncol(variabel[[i]])])) 
    y = 
as.data.frame(variabel[[i]][,ncol(variabel[[i]])]) 
    x = as.data.frame(variabel[[i]][,-
ncol(variabel[[i]])]) 
    data = cbind(x,y) 
    s = 
genridge::ridge(as.matrix(variabel[[i]][,ncol(variabel[[
i]])]), 
                        as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]), 
                        lambda=ridge_cv$lambda.min) 
    VIF[[i]] = 
rbind(car::vif(lm(variabel[[i]][,ncol(variabel[[i]])]~., 
data = data)), genridge::vif.ridge(s)) 
    actual = variabel[[i]][,ncol(variabel[[i]])] 
    preds = pred 
    rss = sum((preds - actual) ^ 2) 
    tss = sum((actual - mean(actual)) ^ 2) 
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    rsq = 1 - rss/tss 
     
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = RMSE(preds, actual) 
    model[[i]] = 
as.data.frame(t(summary(best_ridge$beta)$x)) 
  } 
  return(VIF) 
} 
var3 = ridge_reg(variabel3) 
var3 
var6 = ridge_reg(variabel6) 
var6 
var10 = ridge_reg(variabel10) 
var10 
#hasil rkuadrat dan RMSE 
library(glmnet) 
ridge_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA) 
  model = list() 
  for (i in 1:length(variabel)){ 
    ridge = glmnet(variabel[[i]][,-ncol(variabel[[i]])],  
                   variabel[[i]][,ncol(variabel[[i]])],  
                   alpha = 0) 
    ridge_cv = cv.glmnet(as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]),  
                         
as.matrix(variabel[[i]][,ncol(variabel[[i]])]),  
                         alpha = 0, lambda = 
ridge$lambda) 
    best_ridge = glmnet(variabel[[i]][,-
ncol(variabel[[i]])],  
                        
variabel[[i]][,ncol(variabel[[i]])],  
                        alpha = 0, lambda = 
ridge_cv$lambda.min) 
    pred = predict(best_ridge, s = ridge_cv$lambda.min,  
                   newx = as.matrix(variabel[[i]][,-
ncol(variabel[[i]])])) 
    actual = variabel[[i]][,ncol(variabel[[i]])] 
    preds = pred 
    rss = sum((preds - actual) ^ 2) 
    tss = sum((actual - mean(actual)) ^ 2) 
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    rsq = 1 - rss/tss 
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = RMSE(preds, actual) 
    model[[i]] = 
as.data.frame(t(summary(best_ridge$beta)$x)) 
  } 
  return(result) 
} 
var3 = ridge_reg(variabel3) 
var3 
var6 = ridge_reg(variabel6) 
var6 





Lampiran 4 Regresi LASSO 
##Lasso Regresi 
lasso_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA) 
  model = list() 
  VIF = list() 
  for (i in 1:length(variabel)){ 
    lasso = glmnet(variabel[[i]][,-ncol(variabel[[i]])],  
                   variabel[[i]][,ncol(variabel[[i]])],  
                   alpha = 1) 
    lasso_cv = cv.glmnet(as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]),  
                         
as.matrix(variabel[[i]][,ncol(variabel[[i]])]),  
                         alpha = 1, lambda = 
lasso$lambda) 
    best_lasso = glmnet(variabel[[i]][,-
ncol(variabel[[i]])],  
                        
variabel[[i]][,ncol(variabel[[i]])],  
                        alpha = 1, lambda = 
lasso_cv$lambda.min) 
     
     
    pred = predict(best_lasso, s = lasso_cv$lambda.min,  
                   newx = as.matrix(variabel[[i]][,-
ncol(variabel[[i]])])) 
    y = 
as.data.frame(variabel[[i]][,ncol(variabel[[i]])]) 
    x = as.data.frame(variabel[[i]][,-
ncol(variabel[[i]])]) 
    data = cbind(x,y) 
    s = 
genridge::ridge(as.matrix(variabel[[i]][,ncol(varia
bel[[i]])]), 
                        as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]), 
                        lambda=lasso_cv$lambda.min) 
    VIF[[i]] = 
rbind(car::vif(lm(variabel[[i]][,ncol(variabel[[i]]
)]~., data = data)), genridge::vif.ridge(s)) 
    actual = variabel[[i]][,ncol(variabel[[i]])] 
    preds = pred 
    rss = sum((preds - actual) ^ 2) 
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    tss = sum((actual - mean(actual)) ^ 2) 
    rsq = 1 - rss/tss 
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = RMSE(preds, actual) 
    model[[i]] = 
as.data.frame(t(summary(best_lasso$beta)$x)) 
  } 
  return(VIF) 
} 
var3 = lasso_reg(variabel3) 
var3 
var6 = lasso_reg(variabel6) 
var6 
var10 = lasso_reg(variabel10) 
var10 
#hasil r kuadrat dan RMSE 
lasso_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA) 
  model = list() 
  for (i in 1:length(variabel)){ 
    lasso = glmnet(variabel[[i]][,-ncol(variabel[[i]])],  
                   variabel[[i]][,ncol(variabel[[i]])],  
                   alpha = 1) 
    lasso_cv = cv.glmnet(as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]),  
                         
as.matrix(variabel[[i]][,ncol(variabel[[i]])]),  
                         alpha = 1, lambda = 
lasso$lambda) 
    best_lasso = glmnet(variabel[[i]][,-
ncol(variabel[[i]])],  
                        
variabel[[i]][,ncol(variabel[[i]])],  
                        alpha = 0, lambda = 
lasso_cv$lambda.min) 
    pred = predict(best_lasso, s = lasso_cv$lambda.min,  
                   newx = as.matrix(variabel[[i]][,-
ncol(variabel[[i]])]))  
    actual = variabel[[i]][,ncol(variabel[[i]])] 
    preds = pred 
    rss = sum((preds - actual) ^ 2) 
    tss = sum((actual - mean(actual)) ^ 2) 
    rsq = 1 - rss/tss 
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    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = RMSE(preds, actual) 
    model[[i]] = 
as.data.frame(t(summary(best_lasso$beta)$x)) 
  } 
  return(result) 
} 
var3 = lasso_reg(variabel3) 
var3 
var6 = lasso_reg(variabel6) 
var6 






Lampiran 5 Regresi Komponen Utama 
##PCR Regresi 
PCR_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA, VIF = NA) 
  model = list() 
  for (i in 1:length(variabel)){ 
    model_1 = train( 
      variabel[[i]][,-ncol(variabel[[i]])], 
variabel[[i]][,ncol(variabel[[i]])],  
      method = "pcr") 
    pred = model_1 %>% predict(variabel[[i]][,-
ncol(variabel[[i]])]) 
    rsq = model_1$results$Rsquared 
    rsq 
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = model_1$results$RMSE 
    result$VIF[i] = 1/(1-rsq) 
    model1 = pcr( 
      Y~., data = variabel[[i]]) 
    model[[i]] = 
model1$coefficients[1:length(variabel[[i]])-1] 
  } 
  return(result) 
} 
var3 = PCR_reg(variabel3) 
var3 
var6 = PCR_reg(variabel6) 
var6 







Lampiran 6 Regresi PLS 
##PLS Regresi 
PLS_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA, VIF = NA) 
  model = list() 
  for (i in 1:length(variabel)){ 
    model_1 = train( 
      variabel[[i]][,-ncol(variabel[[i]])], 
variabel[[i]][,ncol(variabel[[i]])],  
      method = "pls") 
    pred = model_1 %>% predict(variabel[[i]][,-
ncol(variabel[[i]])]) 
    rsq = model_1$results$Rsquared 
    rsq 
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = model_1$results$RMSE 
    result$VIF[i] = 1/(1-rsq) 
    model1 = plsr( 
      Y~., data = variabel[[i]]) 
    model[[i]] = 
model1$coefficients[1:length(variabel[[i]])-1] 
  } 
  return(result) 
} 
var3 = PLS_reg(variabel3) 
var3 
var6 = PLS_reg(variabel6) 
var6 






Lampiran 7 Regresi Regresi Akar Laten 
##Akar Laten Regresi 
LR_reg = function(variabel){ 
  result = data.frame(korelasi = 
c(0.925,0.925,0.925,0.95,0.95,0.95,0.99,0.99,0.99), 
                      n = 
c(20,50,100,20,50,100,20,50,100), 
                      rsqadj = NA, RMSE = NA, VIF = NA) 
  model = list() 
  for (i in 1:length(variabel)){ 
    model1 = latent.regression.em.normal(y = 
variabel[[i]][,ncol(variabel[[i]])], 
                                         X = 
variabel[[i]][,-ncol(variabel[[i]])],  
                                         sig.e = 
plotrix::std.error(variabel[[i]][,-
ncol(variabel[[i]])]), progress = FALSE) 
    rsq = model1$rsquared 
    rsqadj = 1-((1-rsq)*(nrow(variabel[[i]]-
1)))/(nrow(variabel[[i]])-ncol(variabel[[i]])) 
    rmse = sqrt(1-model1$rsquared)*model1$sigma 
    result$rsqadj[i] = rsqadj 
    result$RMSE[i] = rmse 
    model[[i]] = model1$coef 
    result$VIF[i] = 1/(1-(1-
(model1[["SE.EAP"]][["X1"]]/model1$totalvar))) 
  } 
  return(result) 
} 
var3 = LR_reg(variabel3) 
var3 
var6 = LR_reg(variabel6) 
var6 
var10 = LR_reg(variabel10) 
var10 
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