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Abstract
Named Entity Recognition (NER) is a fun-
damental NLP task, commonly formulated
as classification over a sequence of tokens.
Morphologically-Rich Languages (MRLs)
pose a challenge to this basic formulation,
as the boundaries of Named Entities do not
coincide with token boundaries, rather, they
respect morphological boundaries. To ad-
dress NER in MRLs we then need to an-
swer two fundamental modeling questions:
(i) What should be the basic units to be iden-
tified and labeled, are they token-based or
morpheme-based? and (ii) How can mor-
phological units be encoded and accurately
obtained in realistic (non-gold) scenarios?
We empirically investigate these ques-
tions on a novel parallel NER benchmark
we deliver, with parallel token-level and
morpheme-level NER annotations for Mod-
ern Hebrew, a morphologically complex
language. Our results show that explicitly
modeling morphological boundaries con-
sistently leads to improved NER perfor-
mance, and that a novel hybrid architecture
that we propose, in which NER precedes
and prunes the morphological decomposi-
tion (MD) space, greatly outperforms the
standard pipeline approach, on both Hebrew
NER and Hebrew MD in realistic scenarios.
1 Introduction
Named Entity Recognition (NER) is a fundamen-
tal task in the area of Information Extraction (IE),
in which mentions of Named Entities (NE) are
extracted and classified from naturally-occurring
texts. This task is most commonly formulated as
a Sequence Labelling task, where extraction takes
the form of assigning each input token with a label
that marks the boundaries of the NE, and classifi-
cation is reflected with assigned labels which also
indicate the entity type (PER, ORG, LOC, etc.).
Despite a common initial impression from lat-
est NER performance, brought about by Neural
models on the main English NER benchmarks
— CoNLL 2003 (Tjong Kim Sang, 2003) and
OntoNotes (Weischedel et al., 2013) — NER in
realistic settings is far from being solved. NER
performance is shown to be highly diminished
when moving to other domains (Luan et al., 2018;
Song et al., 2018), when addressing the long tail
of rare, unseen, and emerging user-generated enti-
ties (Derczynski et al., 2017), and when handling
languages with fundamentally different structure
than English. In particular, there is no readily
available and empirically verified Neural model-
ing strategy for Neural NER in those languages
with complex word-internal structure, also known
as morphologically-rich languages (MRLs) .
The term Morphologically-Rich Languages
(MRL) (Tsarfaty et al., 2010; Seddah et al.,
2013) refers to languages in which substantial in-
formation concerning the arrangement of words
into phrases and relations is expressed at word
level, rather than in a fixed word-order or a
rigid structure. The extended amount of infor-
mation expressed at word-level and the morpho-
phonological processes creating these words result
in high token-internal complexity, which poses se-
rious challenges to the basic formulation of NER
as it is conceived and implemented for English.
Specifically, while NER in English is formu-
lated as the sequence labeling of tokens, in MRLs
a single token may include multiple meaning-
bearing elements, only some of which are relevant
for the entity mention. It is then no longer clear
whether labeling raw tokens as NEs will be suffi-
ciently accurate and transparent for NER, or other
IE tasks, in MRLs.
In this paper we formulate two questions con-
cerning the modelling strategy for NER in MRLs,
namely: (i) what should be the granularity of
the basic units to be labeled in the input stream?
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Space-delimited tokens or finer-grained morpho-
logical units? and, (ii) how can we devise an archi-
tecture that can effectively encode and accurately
obtain morphological information that is relevant
to NER in realistic, morphologically ambiguous,
scenarios?
To empirically investigate possible solution
strategies and modeling alternatives we contribute
a novel parallel benchmark, containing token-
level and morpheme-level NER annotations for
Modern Hebrew, a morphologically rich and am-
biguous language. We devise neural modeling
strategies for NER in MRLs, and validate them
empirically for the Semitic language Modern He-
brew, which is known to be notoriously hard to
parse (More et al., 2019; Tsarfaty et al., 2019).
With respect to question (i), our results show
that morpheme-based NER is superior to token-
based NER, which encourages a segmentation-
first pipeline. With respect to (ii), we show that
token-based NER enables better morphological
segmentation in realistic scenarios, encouraging a
NER-first pipeline. While these two findings may
appear contradictory, we aim here to offer a cli-
max, a hybrid architecture where NER predictions
precede and prune the space of possible morpho-
logical decompositions, but the actual NER label-
ing takes place only after the morphological de-
composition.
We empirically show that the hybrid architec-
ture we propose outperforms all token-based and
morpheme-based variants for Hebrew NER on our
benchmark, and it further outperforms all previ-
ously reported results on Hebrew Morphological
Decomposition (segmentation and tagging) tasks
(More et al., 2019). Our error analysis further
shows that morpheme-based models are particu-
larly beneficial for recognizing entities that belong
to the long tail of entities unseen during training
(out-of-vocabulary, or OOV). The empirical bene-
fits are even more profound for unseen entities that
are in fact composed of seen morphemes.
The contribution of this paper is thus mani-
fold. First, we define the key questions of Neural
NER in MRLs and proceed to chart the space of
modeling options. Second, we deliver a new and
novel parallel benchmark that allows one to empir-
ically compare and contrast the different model-
ing choices at morphemes-vs.-tokens granularity.
Third, we show consistent performance trends and
advantages for morpheme-based Hebrew NER,
demonstrating the importance of morphologically-
aware modeling. Next we present a novel and gen-
eral hybrid architecture — that may be extended to
other languages and other information extraction
tasks — which demonstrates an even further im-
proved performance on both Hebrew NER and He-
brew morphological disambiguation tasks. Our re-
sults on both Hebrew NER and Hebrew MD tasks
present a new bar on these tasks, outperforming all
previously reported state-of-the-art models.
The remainder of this paper is organized as fol-
lows. In Section 2 we elaborate on the linguis-
tic challenges that standard NER modeling ap-
proaches face in MRLs, and establish our core
research questions. In Section 3 we present our
novel Hebrew NER parallel benchmark that will
support the empirical investigation. In Section
4 we define and empirically contrast our token-
based and morpheme-based modeling strategies,
and in Section 5 we devise and empirically con-
trast standard vs. hybrid NER pipelines. In Sec-
tion 6 we provide a detailed error analysis of the
models, particularly in the case of previously un-
seen (OOV) entities, and in Section 7 we reflect
on related and future work on NER for MRL and
situate our findings in a greater context. Finally, in
Section 8 we summarize and conclude.
2 Research Questions: NER for MRLs
In MRLs, words are internally complex, and word
boundaries do not generally coincide with the
boundaries of prominent syntactic and semantic
units. This fact has critical ramifications for se-
quence labeling tasks, and for NER in MRLs in
particular. Consider, for instance, the following
three-token Hebrew phrase in (1):1
(1) !Nיסל דנליאתמ ונסט
tasnu mithailand lesin
flew.1PL from-Thailand to-China
’we flew from Thailand to China’
It is clear that !דנליאת/thailand (Thailand) and
!Nיס/sin (China) are NEs, and in English, each NE
is its own token. In the Hebrew phrase neither NE
constitutes a single token. In either case, the NE
occupies only one of two morphemes in the token,
the other being a preposition. This very simple
1The glossing convention is in accord with:
https://www.eva.mpg.de/lingua/pdf/Glossing-Rules.pdf, http://
corpafroas.huma-num.fr/fichiers/LIST_GLOSSES.pdf
example demonstrates an extremely frequent phe-
nomenon, that in Hebrew the adequate boundaries
for NEs do not coincide with token boundaries,
and that the tokens must be further segmented into
morphemes in order to obtain accurate boundaries.
The segmentation of tokens into morpheme and
the identification of NE boundaries are compli-
cated by the non-segmental nature or morphology
in some MRLs (Vania et al., 2018; Klein and Tsar-
faty, 2020)). This means that some of the mor-
phemes that belong to the NE are not transparent
in the surface form of the token. Consider for ex-
ample the phrase in (2):
(2) !Nבלה תיבל Zורמה
hamerotz labayit halavan
the-race to-house.DEF the-white
’the race to the White House’
Here, the full form of the NE !Nבלה תיבה / habayit
halavan (the White House), is not present in the ut-
terances, only the sub-string !Nבלה תיב / bayit hala-
van ((the) White House) is present in (2) — due to
phonetic and orthographic processes suppression
of the definite article !ה / ha in certain environ-
ments. In this and many other cases, NE bound-
aries do not coincide with token boundaries, nor
do they coincide with characters or sub-strings of
the input strings. This calls for accessing the ba-
sic meaning-bearing units of the token, its mor-
phemes.
While morphological decomposition is required
in order to obtain accurate NE boundaries. the
morphological decomposition of surface token in
some MRLs is subject to extreme morphological
ambiguity. This means that the sequence of mor-
phemes composing a token is not deterministically
recoverable from its character sequence, and is not
known in advance. This ambiguity gets further
magnified by the fact that MRLs such as Hebrew,
Arabic, and other Semitic languages lack capi-
talization altogether, and the script of these lan-
guages also suppresses vowels (diacritics). This
means that for every surface space-delimited to-
ken, there are many conceivable readings which
impose different sets of NE boundaries. Consider
for example the instances of the token !ינבל (lbny),
as it appears in four different contexts:
(3) (a) !ינבל הרשה
hasara livni
the-minister [Livni]PER
’Minister [Livni]PER’
(b) !Zנג ינבל
lebeny gantz
for-[Benny Gantz]PER
’for [Benny Gantz]PER’
(c) !רקיה ינבל
libni hayakar
for-son-POSS.1SG the-dear
’for my dear son’
(d) !רמיח ינבל
livney kheymar
brick.CS clay
’clay bricks’
In (3a) the token !ינבל is completely consumed in
a labeled NE. In (3b) it is only partly consumed
by an NE, and in (3c) and (3d) the token is en-
tirely out of an NE context. In (3c) it is com-
posed of several morphemes, and in (3d) it con-
sists of only one morpheme. These are only some
of the possible readings and possible decomposi-
tions that this surface token might get in differ-
ent contexts. As shown by Goldberg and Tsarfaty
(2008); Green and Manning (2010); Seeker and
Çetinog˘lu (2015); Habash and Rambow (2005);
More et al. (2019), the correct morphological de-
composition becomes apparent in the larger (syn-
tactic or semantic) context.
Finally, the aforementioned phenomena also
contribute to creating an extremely sparse lexi-
con, consisting of a long-tail of out-of-vocabulary
(OOV) entities unseen during training when pro-
cessing MRLs (Czarnowska et al., 2019). Even
in cases where all morphemes are present in the
training data, new morphological compositions of
seen morphemes frequently introduce new forms
that have not been seen during training. Take for
example the utterance in (4), which at this point
the reader may inspect as highly familiar:
(4) !דנליאתל Nיסמ ונסט
tasnu misin lethailand
flew.1PL from-China to-Thailand
’we flew from China to Thailand’
Example (4) is in fact example (1) with a switched
flight direction. This subtle change creates two
new surface tokens !Nיסמ, !דנליאתל which might
not have been seen even if example (1) appeared
in training. In particular, morphological compo-
sitions of an entity with prepositions, conjunc-
tions, definite articles, possessive clitics and more,
causes mentions of seen entities to have unseen
forms, which then fail to be accurately analyzed.
Given the aforementioned complexities, in or-
der to solve NER for MRLs we ought to answer
the following fundamental questions:
Q1. Basic Units: What are the discrete units
upon which we need to set NE boundaries in
MRLs? Are they tokens? morphemes? char-
acters? perhaps a hybrid representation of to-
kens taking into account internal complexity?
Q2. Overall Architecture: When employing
morphemes in our model, the classical ap-
proach is a “segmentation-first" pipeline.
However, segmentation errors are detrimen-
tal, and downstream tasks cannot recover
from them. At the same time, segmentation
was shown to interact with tasks further down
the pipeline, for obtaining better accuracy.
How is it best then to set up the pipeline so
that segmentation and NER could interact?
Q3. Generalization: How do different modeling
and embedding choices affect NER general-
ization in MRLs? How can we address the
long tail for OOV NEs in MRLs? How can
we handle pseudo-OOV entities where the
surface forms result from a previously unseen
composition of already seen morphemes?
It should be noted that these questions go be-
yond NER, and that these NER examples are only
the tip of the iceberg. The challenges with MRLs
gets worse with further IE tasks, such as Relation
Extraction, Co-reference Resolution, and gener-
ally with OpenIE. Each task adds additional types
of morphemes that have to be separately labelled
and linked. Consider a final example:
(5) !Nבלה תיבבש ודרשמב בשי אישנהשכ
kshehanasi yashav bemisrado shebabayit
halavan
when-the-president sat in-office-POS.3SG that-
in-house.DEF the-white
’when the President sat in his office in the White
House’
As in (2), the full form !Nבלה תיבה / habayit hala-
van is not present in (5) (this time with not one but
two attached prepositions). Moreover, as in other
MRLs, Hebrew uses suffixes instead of standalobe
possessive pronouns. The token !ודרשמב / bemis-
rado in (4) contains a preposition !ב and a pos-
sessive indicated by the suffix !ו. This possessive
is most likely co-referring with the definite noun
phrase !אישנה that attaches to a preposition !שכ.
Solving OpenIE for Hebrew and Solving IE for
MRLs will require explicitly addressing the res-
olution of such word-token complexity, and will
ultimately require addressing the aforementioned
three challenges — for each one of these tasks.
3 The Data: A Novel NER Corpus
A precondition for investigating the challenges of
NER in MRLs is a corpus that can allow us to
empirically examine the interaction between NER
and morphology. Thus, our initial contribution is
a novel parallel corpus for Hebrew NER, one ver-
sion based on gold-labeled tokens and the other
on gold-labeled morphemes. To this end, we per-
formed gold NE annotation of the Hebrew Tree-
bank (Sima’an et al., 2001), based on the 6,143
morpho-syntactically analyzed sentences of the
HAARETZ corpus. We provided NER annotation
for both morpheme-level and token-level variants.
Annotation Guidelines Our departure point in
devising the guidelines is the work of Ben-
Mordecai (2005), the only previous work on He-
brew NER to date. Ben-Mordecai (2005) anno-
tated complete tokens, basing their guidelines on
the CoNLL 2003 shared task (Chinchor et al.,
1999) (which is in turn are a modified version
of the MUC7 guidelines (Chinchor and Robin-
son, 1997)). We further examined the guidelines
of ACE (LDC, 2008), OntoNotes 5.0 (Weischedel
et al., 2013), NoSta-D (Benikova et al., 2014),
where some MRLs assume gold annotated (Or-
acle) morpheme-based annotations. As a re-
sult, our guidelines deviate from that of Ben-
Mordecai (2005) in three ways. First, we label
NE boundaries and their types on sequences of
morphemes, and later also extend them to obtain
space-delimited token annotations.2 Secondly, we
use the finer-grained entity categories list of ACE
(LDC, 2008) and OntoNotes 5 (Weischedel et al.,
2013)3 Finally, we allow nested entity mentions,
as in Finkel and Manning (2009); Benikova et al.
(2014).4
2A single NE is always continuous. Token-morpheme dis-
crepancies do not lead to discontinuous NEs.
3Entity categories are listed in Table 1. We dropped the
NORP category, since it introduced complexity concerning
the distinction between adjectives and group names. LAW
did not appear in our corpus.
4Nested labels will be published with the corpus, to allow
further research, but are not modeled in this paper.
train dev test
Sentences 4, 937 500 706
Tokens 93, 504 8, 531 12, 619
Morphemes 127, 031 11, 301 16, 828
All mentions 6, 282 499 932
Type: Person (PER) 2, 128 193 267
Type: Organization (ORG) 2, 043 119 408
Type: Geo-Political (GPE) 1, 377 121 195
Type: Location (LOC) 331 28 41
Type: Facility (FAC) 163 12 11
Type: Work-of-Art (WOA) 114 9 6
Type: Event (EVE) 57 12 0
Type: Product (DUC) 36 2 3
Type: Language (ANG) 33 3 1
Table 1: Basic Corpus Statistics
Annotation Cycle As put forth by Fort et al.
(2009), examples and rules would never cover all
possible cases because of the specificity of natu-
ral language and the ambiguity of formulation. To
address this we employed the cyclic approach of
agile annotation as offered by Alex et al. (2010).
Every cycle consisted of: annotation, evaluation
and curation, clarification and refinements. We
used WebAnno (Yimam et al., 2013) as our anno-
tation interface.
Annotation: The initial cycle was a two-stage
pilot with 12 participants, divided into two teams
of 6. The teams received the same guidelines,
with the exception of the specifications for en-
tity boundaries. One team was guided to annotate
the minimal string that designates the entity. The
other was guided to tag the maximal string which
can still be considered a part of the name. Our
agreement analysis found that the minimal guide-
line generally led to more consistent annotations.
Based on this and other findings from the pilot and
the agreement analysis, we devised a full version
of the guidelines. From then on, annotation was
performed by two annotators (A, B) and an anno-
tation manager/curator (C). We annotated the full
corpus in 7 cycles.
Evaluation and Curation: We performed the
annotation evaluation in two ways, manual cura-
tion and an evaluation metric. After each anno-
tation step, the curator manually reviewed every
sentence in which disagreements arose, as well
as specific points of difficulty pointed out by the
annotators. The inter-annotator agreement met-
ric described below was also used to quantitatively
gauge the progress and quality of the annotation.
Clarification and Refinements: In the end of
each cycle we held a clarification talk between A,
B and C, in which issues that came up during the
cycle were discussed. Following that talk we re-
fined the guidelines and updated the annotators,
which went on to the next cycle. In the end we
performed a final curation run to make sentences
from earlier cycles comply with later refinements.5
Inter-Annotator Agreement (IAA) IAA is
commonly measured using κ-statistic. However,
Pyysalo et al. (2007) show that it is not suitable
for evaluating inter-annotator agreement in NER.
Instead, an F1 metric on entity mentions has in re-
cent years been adopted for this purpose (Zhang,
2013). This metric allows for computing pair-wise
IAA using standard F1-score (see Sec §4) by treat-
ing one annotator as gold and the other as the pre-
diction. Our full corpus pair-wise F1 scores are:
IAA(A,B)=89, IAA(B,C)=92, IAA(A,C)=96. Ta-
ble 1 presents final corpus statistics.
4 Basic Units: Tokens vs. Morphemes
4.1 Word-Based or Morpheme-Based?
We model the NER task as a Sequence Labelling
task which we formalize as f : X → Y , where
x ∈ X is a sequence x1, ..., xn of discrete strings
from some vocabulary xi ∈ Σ, and y ∈ Y is
a sequence y1, .., yn of the same length, where
yi ∈ Labels, and Labels is a finite set of la-
bels composed of the BIOSE (a.k.a., BIOLU) tags
as described in Ratinov and Roth (2009). Every
(non-O) label is also enriched with the entity type
such as PERSON, ORGANIZATION, LOCATION,
etc. The complete list of entity types in our cor-
pus is provided in Table 1.
Our first modeling question concerns the dis-
crete units upon which we set NE boundaries.
That is, what is the nature and formal definition of
the input space X for the sequence labeling task?
In the simplest scenario, also adopted in sev-
eral NER studies for MRLs (e.g., Ben-Mordecai
(2005)) we assume a token-based scenario, hence-
forth token-single:
NERtoken−single :W → L
where W = {w∗|w ∈ Σ} is the set of all pos-
sible token sequences in the language and L =
{l∗|l ∈ Labels} is the set of all possible label se-
quences over the label set defined above. Note that
for the input and output sequences are of the same
5A, B and C annotations will be published to enable re-
search on learning with disagreements (Plank et al., 2014)
Nickname Input Lit Output
token-single !Zורמה the-race O
!תיבל to-house.DEF B-ORG
!Nבלה the-white E-ORG
token-multi !Zורמה the-race O+O
!תיבל to-house.DEF O+B-ORG+I-ORG
!Nבלה the-white I-ORG+E-ORG
morpheme !ה the O
!Zורמ race O
!ל to O
!ה the B-ORG
!תיב house I-ORG
!ה the I-ORG
!Nבל white E-ORG
Table 2: Input/output for token-single, token-multi
and morpheme models for example (2) in Sec. 2.
length. Since the token-single scenario incorpo-
rates no morphological information at all, exact
boundaries of the NEs may be compromised.
Another possible scenario is a morpheme based
scenario:
NERmorph :M→ L
Here, M = {m∗|m ∈ Morphemes} is the set
of sequence of morphemes in the language and
L = {l∗|l ∈ Labels} is the same set of label
sequences as above. Note that the length of the
raw input sequence need not be the same as the se-
quence of labeled morphemes, as we assume mor-
phological decomposition of the input tokens. The
upshot of this scenario is that NE boundaries are
precise. But, since NER model requires morpho-
logical decomposition which in realistic scenarios
is automatically predicted, error may propagate to
contaminate the NER prediction.
There is another, conceivable, middle-ground
scenario, where the input is defined to be the sur-
face tokens, and the output is defined to fit the
morphological granularity of the tokens, hence-
forth, a token-multi scenario:
NERtoken−multi :W → P(L)
Here, W = {w∗|w ∈ Σ} is the set of sequences
of surface tokens as in token-single and each token
is assigned a label sequence l∗ ∈ L which indi-
cates the labels of all its constituent morphemes
in order. This variant incorporates morphological
information concerning the number and order of
morphemes, yet it does not provide the precise NE
boundaries. Table 2 illustrates all modeling op-
tions, using our example phrase in (2).
4.2 Modeling Architecture and Alternatives
We use a standard Bi-LSTM-CRF architecture for
modeling the sequence labeling task (Huang et al.,
2015). Our basic architecture is composed of an
embedding layer for the input x ∈ X and a 2-layer
Bi-LSTM followed by a CRF inference layer.
The input string may be encoded in two ways:
(a) String-level embeddings, optionally initialized
with pre-trained (token or morpheme) embed-
dings. (b) Character-level embeddings, trained
simultaneously with the main task to extract
character-level features as shown in Ma and Hovy
(2016); Chiu and Nichols (2015); Lample et al.
(2016). We experiment with CharLSTM, Char-
CNN, or no character-based encoding at all.
Figure 1 shows the token-based input and out-
put models, token-single and token-multi, illus-
trated for the phrase in Table 2. Green diamonds
represent the characters that are fed into a charac-
ter sequence model (CharLSTM/CharCNN). The
output vector (yellow circle) of the character se-
quence model is concatenated with the token em-
bedding (blue triangle) for the same token. This
concatenated vector is fed to a Stacked Bi-LSTM
followed by a CRF inference layer. Our two mod-
eling options — token-single, token-multi— are
presented at the bottom part. token-single out-
puts a single BIOSE label for each token in the
input. token-multi outputs a multi-tag for each to-
ken, which is a concatenation of the BIOSE labels
of the morphemes composing the token.
Figure 2 shows the morpheme-based counter-
part for the same input phrase. The model has the
same basic architecture, but now the input and out-
put granularity is changed. The input consists of
morphemes instead of tokens. The morphological
forms are used for training morphological embed-
dings, and the character-level encoding represents
morphemes. The model outputs a single BIOSE
label for each morpheme in the input.
The token-multi approach presents a more com-
plex learning task as it has a much larger output
space than predicting single Labels. The origi-
nal label-set size used for both token-single and
morpheme includes 37 labels (B,I,S,E over 9 types
+ an O label). In contrast, the token-multi label-
set can have an immense combinatorial size; 37m,
where m is the maximal number of morphemes
per token (which, for our corpus≈ 375). Nonethe-
less, in actuality this size is limited by the distri-
bution of morpheme sequences in the language.
Figure 1: The token-single and token-multi Mod-
els. The input and output correspond to rows 1,2
in Tab. 2. Triangles indicate string embeddings.
Circles indicate char-based encoding.
4.3 Exprimental Settings
Implementation we use NCRF++ (Yang and
Zhang, 2018), which provides a state-of-the-art
Bi-LSTM-CRF implementation for sequence la-
beling. It offers a suitable framework for our ex-
periments which focus exclusively on contrasting
different options for the input and output spaces.
For token-based models we use surface tokens as
input. For now, we use gold morphemes as input
for the morpheme-based models.
Hyper parameters Following Reimers and
Gurevych (2017); Yang et al. (2018), we perform
hyper-parameter tuning for each of our model vari-
ants. We performed hyper-parameter tuning on the
dev set in a number of rounds of random search,
independently on every input/output option and
character embedding architecture. Table 3 shows
our chosen hyper-parameters.6
The Char CNN window size is particularly inter-
esting. This was not treated as a hyper-parameter
6A few interesting empirical observations diverging from
those of Reimers and Gurevych (2017); Yang et al. (2018) are
worth mentioning, and we discuss them in turn. We found
that a lower Learning Rate than the one recommended by
Yang et al. (2018) (0.015), led to better results and less oc-
currences of divergence. We further found that raising the
number of Epochs from 100 to 200 did not result in over-
fitting, and significantly improved NER results. We used for
evaluation the weights from the best epoch.
Figure 2: The morpheme Model. The input and
output correspond to row 3 in Tab. 2. Triangles
indicate string embeddings. Circles indicate op-
tional char-based encoding.
in both Reimers and Gurevych (2017) and Yang
et al. (2018). Ma and Hovy (2016) set a window
size of 3 during hyper parameter tuning, but scores
or score distributions were not reported.
However, given the token-internal complexity
in MRLs we conjecture that the window size over
characters might make a crucial difference. In our
experiments we found that a larger window (7)
slightly increase performance. For MRLs, further
research into this matter might be of interest.
Pre-trained embeddings We pre-trained all
string embeddings on the Hebrew Wikipedia
dump of Goldberg (2014). We compare GloVe
(Pennington et al., 2014) and fastText (Bo-
janowski et al., 2017). Our hypothesis is that,
since fastText uses sub-string information, it will
be more useful for MRLs, specifically for analyz-
ing OOV items. We train two version of string
embeddings:7 token-based and morpheme-based.
For the latter, we morphologically decompose the
input using More et al. (2019), and use the mor-
phological forms as the embedding units.
Evaluation We train every model 10 times, each
with a different random seed, and report mean and
confidence interval (0.95) of the scores.
7We will make the corpora and vector embeddings for all
variants publicly available upon publication.
Parameter Value Parameter Value
Optimizer SGD *LR (token-single) 0.01
*Batch Size 8 *LR (token-multi) 0.005
LR decay 0.05 *LR (morpheme) 0.01
Epochs 200 Dropout 0.5
Bi-LSTM layers 2 *CharCNN window 7
*Word Emb Dim 300 Char Emb dim 30
Word Hidden Dim 200 *Char Hidden Dim 70
Table 3: Summary of Hyper-Parameter Tuning.
The * diverge from the NCRF++ proposed setup
and empirical findings (Yang and Zhang, 2018).
Standard NER studies typically invoke the
CoNLL evaluation script that anchors NEs in to-
ken positions (Tjong Kim Sang, 2003). However,
it is inadequate for our purposes because we want
to compare entities obtained in token-based vs.
morpheme-based models. To this end, we use a
slightly different evaluation, which anchors the en-
tity in its form rather than its index.8
Specifically, we report F1 scores on strict,
exact-match of the surface forms of the entity
mentions. I.e., the gold and predicted NE se-
quences must exactly match in the surface form,
boundaries, and entity type.
Formally, let us define an entity as a triplet (sen-
tence number, string sequence, entity category).
Now, Eg and Ep are the set of gold and predicted
entities respectively. We then calculate:
Pr =
|Ep ∩ Eg|
|Ep| ;Re =
|Ep ∩ Eg|
|Eg| ;F1 =
2× pr × re
pr + re
We report F-scores for both token-level and
morpheme-level boundaries, for all of our models.
Since we do not want compare apples to oranges
we use the following procedure to align the model
output the the evaluation granularity:
• Token boundary evaluation. The basic
evaluation we provide, for the sake of back-
wards compatibility with previous work on
Hebrew NER, is token-level evaluation.
– For token-single: this is a straightfor-
ward calculation of F1 against gold.
– For token-multi: we map the multi-label
sequence to a single label using regular
expressions (See appendix A).
– For morpheme: we extend morpheme-
level annotations to token boundaries,
8This extends the morpho-syntactic evaluation for MRLs
defined by More et al. (2019).
again using the same regular expression
mapping.9
• Morpheme boundary evaluation. As men-
tioned in the outset, our ultimate goal is to ob-
tain precise morpheme-level boundaries. We
thus evaluate each of the models against gold
morphological boundaries of the NE.
– For morpheme: this is a straightforward
F1 calculation against gold.
– For token-single: since we have no
signal of the sub-token boundaries,
we again simply evaluate predictions
against gold.
– For token-multi: we align the labels ap-
pearing in the multi-label of the token
with the morphemes given in its mor-
phological decomposition. In case of a
misalignment (e.g., between number of
morphemes and number of labels) we
match the label-morpheme pairs from
the final one backwards, and pad un-
paired morphemes with O labels.
Note that accurate morpheme-based boundaries
are harder to obtain, but yet are more accurate and
informative for downstream tasks. To illustrate
this, we refer the reader to Example (3) in Section
2. Token-level boundaries will distinguish the two
NE from the non-NE examples of the token !ינבל /
lbny, but will not allow tell apart the NE Livni vs
Benny the latter being only a part of the token.
We train every model 10 times, each with a dif-
ferent random seed, and report mean and confi-
dence interval (0.95) of the scores.
4.4 Results
Figure 3 shows the token-level evaluation for
the different task variants we defined. We see
that morpheme models perform significantly bet-
ter than token-single and token-multi variants. In-
terestingly, explicitly modeling morphemes leads
to better NER performance even when evaluated
against token-level boundaries. We also find that
the performance gap is wider when using embed-
dings that are unaware of characters, and even
greater when no pre-trained word embedddings
are used. We further pursue this issue in our er-
ror analysis in Section 6.
9However here we might encounter “illegal” label se-
quences in case of a prediction error. We treat the ordered
sequence as a set, and apply similar heuristics. See app. A
Figure 3: Token-level Eval. on Dev with Gold Seg-
mentation. Char CNN for morph, LSTM for tok.
Figure 4 shows morpheme-level evaluation for
the different model variants. The most obvi-
ous trend here is the drop in performance of
the token-single model. This is expected, and it
shows empirically the inadequacy of token bound-
aries for morpheme-level NER. Interestingly, mor-
pheme and token-multi models keep a generally
similar performance as in token-level evaluation,
only very slightly lower. Their performance gap is
also maintained, with morpheme significantly bet-
ter than token-multi. This shows that both models
can also be used to perform morpheme-level NER.
5 The Architecture: Pipeline vs. Hybrid
5.1 Realistic Morphological Decomposition
One major caveat with the results in Section 4 is
that while morpheme-based models consistently
outperform token-based models, all of our experi-
ments assumed a gold morphological decomposi-
tion of the input space-delimited strings. In real-
istic scenarios, no gold morphological decomposi-
tion is available to us, the morpheme sequence is
not known in advance and must be predicted.
We define the task of morphological decompo-
sition as consisting of two stages: morphological
analysis (MA) and morphological disambiguation
(MD).
MA :W → P(M)
Here W = {w∗|w ∈ Σ} is the set of all
possible token sequences as before, and M =
{m∗|m ∈ Morphemes} is the set of sequences
of morphemes in the language. P(M) denotes the
power-set of M. Thus, MA obtains all possible
morphological decompositions of W; this output
Figure 4: Morph-Level Eval. on Dev w/ Gold Seg-
mentation. Char CNN for morph, LSTM for tok.
is represented as a morphological lattice.
Next we define morphological disambiguation,
as the task of picking a single morphological path
M ∈M through the lattice. Formally,
MD : P(M)→M
Now, assume x is a naturally occurring sentence
in the language, with no morphological decompo-
sition assumed. There are (at least) two conceiv-
able architectures to obtain the morphological de-
composition M to serve the downstream task.
The first is a Standard pipeline approach where
analysis
MDStandard : M = MD(MA(x))
The main problem here is that MD errors may
propagate to contaminate the NER ouput.
Here we offer an alternative Hybrid approach,
in which we inject a task-specific signal, in our
specific case NER, 10 to constrain the morphology:
MDHybrid : M = MD(MA(x) ∩NER(x))
What we have in this case after performing
MA(x)∩NER(x) is a pruned morphological lat-
tice, that contains only MD options that are com-
patible with the sequences NER predictions.
Specifically in this paper we define the compat-
ibility function ∩ using only a length constraint.
That is, for every token w we keep only decom-
positions where the number of morphemes is the
same as the number of labels per token concate-
nated in its token-multi label.
10We can do this for any task in a multi-tag format.
Both architectures result in a decomposed mor-
pheme sequence M ∈ M, which can be used in
one of the following two methods:
• We can use M as input to a morpheme model
to output morpheme labels.
• We can align the token multi-tags with their
corresponding morphemes in M , and report
these morpheme labels.11
Note that the first option for Hybrid requires two
NER models, one token-multi for pruning the mor-
phological lattice and one morpheme for labelling
the selected morphemes. This makes the former a
more expensive choice, but potentially more accu-
rate. Choosing between the options is an empirical
question, which we investigated next.
5.2 Experimental Settings
In our experiments we perform MA and MD using
YAP, the current state-of-the-art morpho-syntactic
parser for Modern Hebrew (More et al., 2019).
Table 4 provides the details (and the nick-
names) of all models and all evaluation settings
for morpheme-based evaluation scenarios. For the
morpheme model, there are three input variants.
The input morphemes can be gold (unrealistic),
they can be predicted in a segmentation-first stan-
dard pipeline, or they can be obtained via the hy-
brid pipeline described above. For the token-multi,
there are three output variants, defined by how
we align multi-labels with morphemes. Again the
morpheme to be aligned can be gold (unrealistic),
predicted in a standard pipeline, or obtained via
the hybrid pipeline.
We use the trained models of the previous Sec-
tion. Specifically, for morpheme we use the same
model weights as before, trained on the gold seg-
mented set, only this time we feed a predicted mor-
pheme input as input.12 For token-multi we use
the same predictions and align them with the gold,
predicted or pruned morphemes.
As a final note, in morpheme-level evaluation,
due to predicted segmentations the gold and pre-
dicted morpheme sequences might be of different
lengths, undermining index-based entity evalua-
tion as done in CoNLL03. However, since we use
form-based anchored evaluation (Sec. 4), position
misalignments do not pose an issue.
11This is a deterministic algorithm, see Appendix.
12We do not re-train the morpheme models with predicted
segmentation, which might achieve better performance (e.g..
jackknifing). We leave this for future work.
Figure 5: Realistic Token-Level Evaluation on Dev
with Standard, Hybrid vs. Gold MD. Char CNN
for morph., LSTM for tok.
Figure 6: Realistic Morpheme-Level Evaluation
on Dev with Standard, Hybrid vs. Gold MD. Char
CNN for morph., LSTM for tok.
5.3 Results
Figure 5 shows token-level evaluation results for
all scenarios. We first observe a significant drop
when predicted segmentation is introduced instead
of gold. Second, we find that much of this perfor-
mance drop is recovered with the Hybrid pipeline.
This means that MD errors are indeed reduced
when compatibility with the downstream task is
taken into account. Even though morph hybrid
still lags behind morph gold, it is still consistently
better than token-single and token-multi.
Figure 6 shows morpheme-level evaluation re-
sults on all evaluation scenarios fron Table 4. All
trends from the token-level evaluation persist. We
observe a drop for all models with predicted seg-
mentation relative to gold, with the hybrid vari-
ant recovering much of the gap. Again morpheme
Nickname Input Model Output Alignment
tok-multi standard tokens token-multi Multi-labels predicted MD
tok-multi hybrid tokens token-multi Multi-labels pruned MD
tok-multi gold tokens token-multi Multi-labels gold MD
morph standard predicted MD morpheme Single Labels -
morph hybrid pruned MD morpheme Single Labels -
morph gold gold MD morpheme Single Labels -
Table 4: Morpheme-based Evaluation of NER and MD in Realistic Scenarios.
Seg+POS Seg POS
dev Standard (prev SOTA) 91.92 96.12 92.76
Hybrid 93.12 97.65 93.86
test Standard (prev SOTA) 89.72 95.51 90.85
Hybrid 90.89 97.05 91.77
Table 5: Morphological segmentation and POS
tagging for YAP on different lattices. Hybrid ob-
tained using token-multi with fastText.
consistently outperforms token-multi, and morph
hybrid MD shows great advantage over tok-multi
in all of its variants, including token-multi aligned
with gold. This significant performance gap, be-
tween morph and tok-multi indicates that explic-
itly modeling morphemes is indeed crucial for ob-
taining accurate morpheme-level boundaries.
Results for other MD Tasks. The Hybrid
pipeline achieves superior performance on NER,
but not only that. Table 5 shows results on full seg-
mentation and POS scores in our Hybrid pipeline
scenario, compared with Standard. We show
substantial improvements of the Hybrid pipeline,
achieving new state-of-the-art results on Hebrew
segmentation and POS tagging, outperforming the
recent SOTA reported by More et al. (2019).
6 Analyzing the Long Tail
6.1 Morphologically-Aware OOV Evaluation
As discussed in Section 2, morphological compo-
sition introduces an extremely sparse word-level
"long-tail" in MRLs. In order to gauge this phe-
nomenon and its effects on NER performance,
we categorize unseen, out-of-training-vocabulary
(OOTV) mentions token, into 3 categories:
• Lexical: Unknown mentions caused by an un-
known token which is composed of a sin-
gle morpheme. This is a strictly lexical un-
known, with no unknown composition (for
English, most of the unknowns fall into this
category).
Figure 7: Entity Mention Counts and Ratio by Cat-
egory and OOTV Category, for Dev Set.
• Compositional: Unknown mentions caused
by an unknown token which is made of multi-
ple known morphemes. These are unknowns
introduced strictly by morphological compo-
sition, with no underlying lexical unknowns.
• LexComp: Unknown mentions caused by
an unknown token made of multiple mor-
phemes, of which at least one morpheme
was not seen during training. In such cases,
both unknown morphological composition
and lexical unknowns are involved.
We group NEs based on these categories, and eval-
uate each group separately. We consider mentions
that do not fall into any category as Known.13
Figure 7 shows distributions of entity mentions
in the dev set by entity category and OOTV cat-
egory. We find that 51% of all mentions involve
unknown tokens. 33% are Lexical, 8% are Com-
positional and 9% are LexComp. Both OOTV cat-
egories that involve composition are spread across
all categories (but Language (ANG)), and in some
they even make up more than half of all mentions.
13For our purposes, known mentions might also include
entities that are unknown, but involve only known tokens.
Figure 8: Token-Level Eval on Dev by OOTV Cat-
egory. Using fastText and Char LSTM.
Our hypothesis is that Compositional unknowns
will be more challenging than Lexical. Even more
challenging are ones combining unknown compo-
sition and unknown lexical items, i.e. LexComp.
We also hypothesise that unknown composition
will be handled better by morpheme based models
— due to explicit representation of morphemes,
and by fastText embeddings — due to the sensi-
tivity to characters in the string embeddings.
This section focuses on token-level evaluations
only, which is a more permissive evaluation al-
lowing us to compare the models on a more level
playing field, where all models (including token-
single) have an equal opportunity to perform.
Figure 8 shows token-level evaluations with
fastText embeddings, grouped by OOTV cate-
gories. We first observe that indeed, unknown NEs
due to morphological composition (Compositional
and LexComp) proved the most challenging for all
models. We also find that this is where morpheme
based models exhibit their most significant per-
formance advantage, especially in strictly Com-
positional OOTV mentions. We further observe
that token-multi models perform better than token-
single models for these NEs, in contrast to the
trend for non-compositional NEs. These findings
corroborate our hypothesis that explicitly model-
ing morphology will lead to better generalization
for NER in MRLs.
Figure 9 shows the same OOTV and model
groupings, this time with GloVe embeddings. We
find that the performance gap for morphological
composition related NEs is much bigger now, in
favour of morpheme, compared to Fig. 8. Here
even Standard pipeline models perform better
Figure 9: Token-Level Eval on Dev by OOTV Cat-
egory. Using GloVe and Char LSTM.
than token-single and token-multi, and token-multi
models suffered the most, which might be at-
tributed to the challenges of assigning a complex
label from a larger and more sparse label-set.
A final, surprising, result, is that for OOTV
with unknown composition (Compositional and
LexComp), morpheme models with GloVe achieve
equal or better results than fastText. This indi-
cates that the character-based representations in
fastText does capture some morphological infor-
mation helpful for token-based models. But that
this is not not enough. Explicit modeling of mor-
phemes better suited for generalizing composi-
tion in MRLs, and which may not be compatible
with char-concatenation and char-encoding in any
straightforward way.
6.2 Character-level vs. String-level
Embeddings
To further understand the generalization capac-
ity of different modeling alternatives in MRLs,
we probe into the effects of word and char-
embeddings. Figure 10 shows OOTV results
for the different char-embeddings and word-
embeddings variants. The grid of Figure 10 al-
lows us to observe trends for each combination of
OOTV, word-embeddings, and char embeddings,
across all models (token-single, token-multi, mor-
pheme). The grid is arranged to allow comparison
of trends in the small figure, with word-embedding
methods in the columns, and types of OOTV in the
rows. For brevity we only show char LSTM vs. no
char representation.14
14Generally there was no significant difference with CNN.
Figure 10: Token-Level Eval. on Dev for Different OOTV Types, Char- and Word-Embeddings.
In general we find that character representa-
tions, either pre-trained (fastText) or trained for
the specific task (CharLSTM) help mostly with
unknown morphemes (i.e. Lexical and LexComp),
and far less so with known morphemes inside un-
seen morphological composition (Compositional).
This calls into question the efficacy of char-based
embeddings in modelling compositional morphol-
ogy, and corroborates findings of Vania and Lopez
(2017), which show that strictly character-based
models are better correlated with orthography.
Token-based models benefit greatly from pre-
trained word embeddings for generalizing Compo-
sitional mentions. Morpheme-based models, on
the other hand, handle Compositional mentions
relatively well even with no pre-trained word em-
beddings. Token-based models make up much of
the performance gap using GloVe, and a little more
with fastText, but morpheme-based models with
fastText/GloVe still outperform them on Compo-
sitional mentions. This indicates that word-level
and char-level pre-trained embeddings do encode
some useful information for morphological gener-
alization, but do not cover all relevant phenomena.
Without pre-trained word embeddings, all mod-
els failed on LexComp. Morpheme-based models
performance jumped immensely given GloVe em-
beddings, and even more so with character embed-
dings. Surprisingly, when switching to fastText,
performance dropped and some gains achieved by
the CharLSTM were lost.
All in all, we find a mixed answer to our hypoth-
esis that character-based embeddings and fast-
text embeddings will improve generalization for
MRLs. Morpheme-based models’ biggest advan-
tage over token-based models is in composition-
related generalization, and they do not benefit
much from character-based embeddings. On the
other hand, char-based embeddings are crucial
for token-based models to obtain reasonable per-
formance. They close some of the gap with
morpheme-based models, but not all of it .
6.3 Setting in the Greater Context
Entity Category Table 6 shows results by entity
category. Morpheme based models show a very
significant advantage for the most common cat-
egory, PERSON, and a slight advantage in ORG.
Morpheme models performance suffered the most
in GPE from realistic MD, thus token-based mod-
els perform slightly better. Token-based also per-
formed better on LOC. In the rarer categories per-
formance was very low for all models.
Test Set Results Table 7 confirms our best re-
sults on the Test set. The trends are kept, though
results are lower than on Dev. The morph gold sce-
nario still achieves the best performance, morph
hybrid generally outperform all other alternatives.
The only divergence is that for token-level evalu-
ation token-multi performs on par with morph hy-
brid on the Test set, however, this token-multi vari-
ant is incapable of delivering exact NE boundaries.
Comparison with Prior Art As a final bench-
mark, Table 8 shows results of our models when
trained on the corpus of the only previous Hebrew
NER work of Ben-Mordecai (2005). We compare
our results to the best results they reported, which
used a heuristically combined feature engineered
Maximum Entropy model. Like Ben-Mordecai
(2005) trained our model three times on three three
random 75%-25% folds, each time with a different
random seed. We report token-level F-score mean
and confidence interval (0.95). We used the same
seven NE categories they reported in their work
(PER,LOC,ORG,TIME,DATE,PERCENT,MONEY).
As their corpus includes only token-level anno-
tations we only show results for the token-single
model (with fastText and CharLSTM). Our model
significantly outperforms the previous state-of-
the-art of Ben-Mordecai (2005) setting a new
performance bar on this benchmark.
7 Related and Future Work
Neural NER in English Reimers and Gurevych
(2017) and (Yang et al., 2018) have done exten-
sive comparisons of the effects of different neu-
ral design choices on NER performance of a Bi-
LSTM CRF model. A neural Bi-LSTM CRF
model — enhanced in different ways — currently
displays the best results on the CoNLL 2003 and
OntoNotes corpora. Peters et al. (2018), Devlin
et al. (2018) and Akbik et al. (2019) add con-
textual embeddings, with Jiang et al. (2019) also
performing differentiable architecture search, and
Straková et al. (2019) applying the same methods
to cover also nested entity mentions.15 Hence, it
is this architecture that we choose the base model
for our investigation.
Cross-Linguistic NER Resources NER label-
ing of tokens originated in English (Chinchor
and Robinson, 1997; Tjong Kim Sang, 2003) but
has since been extended to many other languages
(Nadeau and Sekine, 2007). Most languages anno-
tate NEs over tokens, as prominently used in En-
glish, while others annotate NEs over characters,
as in Chinese (Weischedel et al., 2013). The Ger-
man NoSta-D corpus (Benikova et al., 2014) la-
bels tokens, but adds a distinct NER category used
when only part of the token is considered an entity
(e.g. PERpart, ORGpart), without noting the exact
entity boundaries.
Specifically for Semitic languages, most pub-
lished Arabic NER corpora label raw-tokens: AN-
ERcorp (Benajiba et al., 2007), AQMAR (Mo-
hit et al., 2012), TWEETS (Darwish, 2013). The
Arabic portion of OntoNotes (Weischedel et al.,
2013) and ACE (LDC, 2008) is unique in this
regard. Similarly to our corpus, they annotated
entity mentions on gold morphosyntactically seg-
mented and labeled texts. However, to our knowl-
edge there is no comprehensive analysis on these
data on the performance gaps between (realistic)
morpheme and token-single scenarios.
In agglutinative languages like Turkish some
segmentation is always performed, either by par-
tially annotating morphology (Tür et al., 2003),
or by annotating character sequences (Küçük and
Can, 2019). Either way, there is no comprehensive
15Jie and Lu (2019) uses this architecture to perform
dependency-guided NER, and Clark et al. (2018) uses a sim-
ilar architecture with cross-view in semi-supervised settings,
both of which we reserve for future research
PER ORG GPE LOC FAC WOA EVE ANG DUC
morph gold 89.92± 0.7 68.60± 1.0 89.26± 0.7 64.39± 1.7 31.89± 4.2 26.17± 7.9 22.92± 4.0 100± 0 0
morph hybrid 89.70± 0.7 67.43± 0.9 86.27± 0.7 63.31± 2.3 29.93± 3.6 18.92± 5.3 22.92± 4.0 100± 0 0
morph standard 84.65± 0.8 66.14± 1.0 78.34± 0.7 60.17± 2.8 29.33± 3.7 26.80± 8.2 22.73± 3.9 100± 0 0
token-multi 86.11± 0.4 66.93± 1.0 87.26± 0.8 67.06± 2.5 12.60± 5.9 24.30± 7.8 9.23± 4.9 50± 0 0
token-single 87.48± 0.6 66.23± 0.8 86.71± 0.7 70.34± 1.7 26.64± 3.0 34.09± 1.7 16.59± 2.6 71± 9 0
Table 6: Token-Level Eval. on Dev by Entity Category w/ fastText. Char CNN for morph, LSTM for tok.
Eval Model dev test
Morph- morph gold 80.03± 0.4 79.10± 0.6
Level morph hybrid 78.51± 0.5 77.11± 0.7
token-multi 75.70± 0.5 74.64± 0.3
Token- morph gold 80.30± 0.5 79.28± 0.6
Level morph hybrid 79.04± 0.5 77.64± 0.7
token-multi 77.59± 0.4 77.75± 0.3
token-single 78.15± 0.3 77.15± 0.6
Table 7: Test vs. Dev: Results with fastText.
Precision Recall F1
Ben-Mordecai (2005) 84.54 74.31 79.10
MEMM+HMM+REGEX
This Work 86.84 82.6 84.71
token-single +FT+CharLSTM ±0.5 ±0.9 ±0.5
Table 8: Comparison with Ben-Mordecai (2005).
analysis of empirically verified methods as to how
annotation should be done for such languages.
For Hebrew NER, the only published work so
far delivered annotated tokens, where labeled to-
kens do not always coincide with NE boundaries
(Ben-Mordecai, 2005). Here we fill this gap by
delivering a Hebrew NER benchmark with par-
allel morpheme-level and token-level NER anno-
tations. More generally, we argue for faithfully
comparing these approaches across languages, in
ideal (gold) vs. realistic (predicted) scenarios.
Modeling Sub-Word Units for Morphology
Modeling sub-word units as a means of improv-
ing generalization of neural NLP models has been
done in numerous ways, mostly using charac-
ter and character n-grams representations (Vania
et al., 2018). They are commonly used in training
word embeddings (Bojanowski et al., 2017). Li
et al. (2018) have shown that subword-level mod-
els have advantage on tasks related to morphology
and datasets with high OOV rate. In addition to
pre-training, character-based representations have
been added specifically to the Bi-LSTM-CRF to
improve SL performance by using several neural
designs (Chiu and Nichols, 2015; Lample et al.,
2016; Ma and Hovy, 2016). Here we show that
character-level modeling indeed help, but does not
close all of the gap with morpheme boundaries, for
generalizing in MRLs.
Explicitly incorporating morphology in
neural models was shown to improve word-
representations for various tasks, including
machine translation (Luong et al., 2013; Qiu et al.,
2014; Botha and Blunsom, 2014). Luong et al.
(2013) specifically show that using morphemes as
the base unit for learning neural representations
improves language modeling in MRLs and their
performance on word-similarity tasks. Our results
corroborate the findings of these works, that
explicitly modeling morphological information
helps to generalize in MRLs. One way to extend
our proposed methods beyond Hebrew would be
to apply our (standard or hybrid) NER methods
along with neural morphological segmenters
taggers as proposed by Müller et al. (2015); Kann
et al. (2016) to other languages.
Modeling Morphology and NER Specifically
for NER, morphological features have long been
known to be helpful, prior to neural modeling
(Nadeau and Sekine, 2007). In particular, hand-
crafted morphological feature-templates were cru-
cial in previous work on Hebrew NER (Ben-
Mordecai, 2005). Neural models for NER and SL
in general tend to employ end-to-end representa-
tion learning, essentially discarding any language-
specific phenomena, and little focus has been put
on explicitly addressing morphology in Neural
NER for MRLs. Nonetheless, we can cite Lample
et al. (2016) and Wu et al. (2018) who show that
using hand-crafted features, and specifically part-
or-speech and morphological information, does
improves performance of a neural CRF model over
just using char and word representations. Here
we propose how to retain the end-to-end approach
as a form of representation learning, but bias the
model to learn morphological boundaries, either
by re-shaping the input space into morphemes, or
by reshaping the output space into multi-labels.
In Turkish, morphological segmentation is con-
sidered a requisite for NER, but when working
with formal texts such as news-wire the segmen-
tation is not ambiguous and is considered a non-
issue (Okur et al., 2016). Recently, though, Okur
et al. (2016) shows that in non-standardized so-
cial media text NER and morphological disam-
biguation are considered mutually dependent and
seen to interact Güngör et al. (2018) Güngör et al.
(2017) Our work corroborates such findings on a
typologically different language, where morpho-
logical segmentation is highly ambigous, and adds
extensive OOV analysis to account for generaliza-
tion capabilities. Above and beyond their findings,
we do not only improve NER results but also ob-
tain MD performance that lead to new SOTA re-
sults for Hebrew NER and MD.
Finally, Arabic morphology displays similar
challenges to NER as Hebrew, including non-
trivial morphological segmentation and tagging.
Benajiba et al. (2008) has shown in pre-neural
work that morphological segmentation is crucial
for Arabic NER. In pre-neural modeling, mor-
phological segmentation or stemming was used to
address the problem of sparsity (Shaalan, 2014).
Nonetheless, as we have shown, most recent cor-
pora and tasks of Arabic NER have tagged tokens,
without any explicit mentioned of morphemes,
and results on them are much lower than on En-
glish. In addition, neural architectures for Ara-
bic NER have excluded morphological informa-
tion for far (Khalifa and Shaalan, 2019; Liu et al.,
2019). We hypothesise that explicit modeling of
morphology as proposed herein will improve per-
formance on neural Arabic NER as well.16
8 Conclusions
This work addresses the modeling challenge of
Neural NER in MRLs. We outlined two core mod-
eling questions, namely (i) the choice of input
units; tokens or morphemes, and (ii) the pipeline
for obtaining those units; pipeline vs. hybrid. We
deliver a parallel token-morpheme NER corpus for
Modern Hebrew, for assessing these questions em-
pirically in a morphologically rich-and-ambiguous
environment. Our experiments show that explic-
itly modeling morphological boundaries by using
morpheme-based models consistently leads to im-
proved NER performance, yet these results are ex-
tremely sensitive to segmentation errors propagat-
16This can be verified by applying our models and experi-
mental setup on the Arabic gold segmented corpora of ACE
and OntoNotes, which we reserve to future research.
ing down the pipeline. We thus propose a hybrid
architecture, in which NER precedes and prunes
the morphological decomposition (MD) compo-
nent, but the ultimate NER labeling takes place af-
ter MD. This approach greatly outperforms a stan-
dard pipeline, on both the NER and MD tasks in
realistic (non-gold) scenarios. Our analysis fur-
ther shows that morpheme-based models gener-
alize better to unseen entity mentions across the
board, and especially to those that are caused by
morphological composition. We deliver state-of-
the-art results for Hebrew NER and for morpho-
logical tagging, along with a benchmark to en-
courage further investigation into the interaction
between morphology and NER.
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A Alignment Algorithms
In order to evaluate morpheme-based labels
(morph or token-multi) in token-based settings,
we introduce a deterministic algorithm to extend
morphological labels to token boundaries.
def extend_morph_to_tok(token_labels):
# gets list of morpheme NER labels for a token
# returns single NER label
biose_labels = ”
categories = list()
for label in token_labels:
if label==’O’:
biose_labels += ’O’
categories += None
else:
bio, cat = label.split(’-’)
biose_labels += bio
categories += cat
single_biose = get_single_biose(biose_labels)
single_cat = get_single_token_categ(categories)
if single_biose == ’O’:
return ’O’
else: return single_biose + ’-’ +single_cat
def get_single_token_categ(categ_labels):
# gets list of NER categories for a token
# returns the first category which is not None
[...]
def get_single_biose(biose_labels):
# gets string of ’BIOSE’ for a token
# returns single character from ’BIOSE’
# regex matches valid labels for: O|B|S|I|E|S
valid_seq = ’O+|O*BI*|O*BI*EO*|I+|I*EO*|O*SO*’
if valid_seq.match(biose_labels):
# split valid_seq by ’|’ and return
# label based on the corresponding re match
[...]
else: # treat as set
if ’S’ in biose_labels:
return ’S’
elif ’B’ and ’E’ in biose_labels:
return ’S’
elif ’E’ in biose_labels:
return ’E’
elif ’B’ in biose_labels:
return ’B’
elif ’I’ in biose_labels:
return ’I’
return ’O’
Aligning Multi-labels to Morphemes In order
to obtain morpheme boundary labels from token-
multi, we introduce a deterministic algorithm to
align a token’s predicted multi-label with a list of
its morpheme forms.
def align_multi_to_morph(labels, forms):
# gets list of labels and list of morph forms
# returns aligned list of tuples (morph, label)
if len(labels)==len(forms):
# if same len, return zipped by order
return zip(forms, labels)
elif len(labels)>len(forms):
# if extra labels, trim labels from the beginning
# return zipped by order
[ ... ]
elif len(labels)<len(forms):
# if extra forms, pad beginning with ’O’
# return zipped by order
[ ... ]
