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Background
Cluster randomized experiments that assign intact groups such as schools or school districts to treatment conditions are increasingly common in educational research. Such experiments are inherently multilevel designs whose sensitivity (statistical power and precision of estimates) depends on the variance decomposition across levels. This variance decomposition is usually summarized by the intraclass correlation structure and, if covariates are used, the effectiveness of the covariates in explaining variation at each level of the design.
Objectives
This paper provides a compilation of school and district level intraclass correlation values of academic achievement and related covariate effectiveness based on state longitudinal data systems. These values are designed to be used for planning group-randomized experiments in education. The use of these values to compute statistical power and plan 2 and 3 level group randomized experiments is illustrated.
Research Design
We fit several hierarchical linear models to state data by grade and subject to estimate intraclass correlations and covariate effectiveness. We then compare our average of state estimates with the national work by Hedges and Hedberg (2007) .
A fundamental problem in education and other applied social sciences is determining the causal effects of interventions designed to improve educational or social conditions. Randomized experiments are widely appreciated because they offer the strongest designs for making causal inferences about treatment effects (Mosteller and Boruch, 2002) . For this reason, randomized experiments have become much more frequently used in the last decade to evaluate educational interventions, products, and services. The most common experimental designs in education have been designs that assign intact groups (such as classrooms, schools, or school districts) to treatment conditions. These designs are called group or cluster randomized because the intact groups (e.g.,, schools or districts) can be considered statistical clusters.
The sampling plans for cluster randomized experiments typically involve multistage cluster samples in which clusters (such as schools) are sampled, and then individuals are sampled within clusters. In some cases there are three or four stages of sampling where school districts are sampled first, then schools within districts, then classrooms within schools, then individuals within classrooms. Because cluster randomized experiments involve multistage sampling, it is often natural to think of them in terms of multilevel statistical models-as multilevel experiments.
One aspect of planning experimental designs is assuring that the design has adequate sensitivity to detect the treatment effects of interest. We use the word sensitivity to include the precision (standard error) of estimates of treatment effects, the statistical power to detect effects, and the minimum effect size that is detectable with a given level of certainty (the minimum detectable effect size). The sensitivity of multilevel designs depends on the variance decomposition between and within schools (Raudenbush 1997; Bloom, Bos et al. 1999; Bloom 2005; Konstantopoulos, 2009; Hedges and Rhoads 2011) . This variance decomposition is typically summarized by a system of intraclass correlation coefficients, which are the proportion of the total variance that occurs between units at various levels of the design. For example, suppose there are three levels in the design (school districts as level 3, schools as level 2, and individuals within schools as level 1 and that districts will be assigned to treatments. Then the variance decomposition determining statistical power could be summarized by a level 3 (district level) intraclass correlation ρ 3 that expresses the fraction of the total variation in the outcome that is between district means and a level 2 (school level) intraclass correlation ρ 2 that expresses the fraction of the total variation in the outcome that is between school means but within districts. The fraction of the total variation that is between individuals but within schools is the complement of ρ 2 and ρ 3 , namely If the design uses covariates, the effectiveness of covariates in explaining variation (variance components) at different levels of the design also has an impact on the sensitivity of the design. The effectiveness of covariates in explaining variance at each level of the design is often characterized by a measure of variance accounted for (an R 2 ) at each level of the design. For example if the three level design mentioned above used a pretest as a covariate at each level, the effectiveness of the pretest as a covariate would be characterized by three R 2 values: R 3 2 , the variance in district (level 3) means that is explained by district mean pretest scores; R 2 2 , the variance in school (level 2) means within districts that is explained by school mean pretest scores; and R 1 2 , the variance in individual (level 1) scores within schools explained by individual pretest scores.
Because cluster randomized designs are inherently multilevel experiments, rational planning of sample sizes cluster randomized designs is more complex than planning sample sizes in single level experiments that randomize individuals within simple random samples. For example, there are multiple components of the total sample size: one for each level of the design. While decisions about sample size in one level designs involve determining a single number (total sample size) that yields a design with the required sensitivity, decisions about sample size in multilevel designs involve determining appropriate sample sizes at each of several levels. In single level designs, a larger total sample size always leads to greater statistical power (all other things equal).
However, the relationship between sample size and design sensitivity is not straightforward in multilevel designs. Given the same total sample size, different allocations of sample sizes across levels can lead to very different statistical power and designs with smaller total sample size can have greater statistical power than other designs that have larger total sample size. For this reason, so called optimal design or optimal allocation methods (which maximize precision or statistical power for a given cost function) are often used to assist in planning multilevel designs (see, e.g., Raudenbush, 1997; Konstantopoulos, 2009) . Optimal allocation depends on cost data, but also on the intraclass correlation structure and the effectiveness of covariates in explaining variation in the outcome variable at different levels of the design.
Because intraclass correlation structure and covariate effectiveness is crucial in planning cluster randomized experiments, we refer to these values as design parameters.
The purpose of this paper is to provide empirical evidence about design parameters that can be used in the planning of two and three level cluster randomized experiments that use academic achievement as the outcome variable. This paper is in the same spirit as Hedges and Hedberg, 2007) but instead of using data from national surveys as they did, this paper uses data from state longitudinal data systems to estimate design parameters and includes information on school districts as a level of analysis.
The Present Study and Key Findings
Data from state longitudinal data systems in seven states was used to estimate parameters useful for designing two and three level cluster randomized trials. We considered two cases. In one case, school district is ignored in the design, there is one intraclass correlation that reflects total variation across schools, and between-district variation is pooled into between-school variation. This might happen when the design calls for schools from several districts, there are few schools per district, and district is not used as a blocking factor. In the second case, school district is explicitly included in the design as level of sampling. This might occur if randomization to treatments occurred at the school district level or schools were randomized to treatments but districts were used as blocking factor assumed not to interact with treatments.
In the first case (where district variation is pooled into between school variation) intraclass correlation estimates in grades 3 to 8 averaged about ρ = 0.20 in mathematics achievement and ρ = 0.17 in reading achievement, but there was considerable variation across states. There was a slight trend for intraclass correlations to be larger at the higher grades (from ρ = 0.18 in grade 3 to ρ = 0.22 in grade 8 in reading and from ρ = 0.16 in grade 3 to ρ = 0.19 in grade 8 in mathematics achievement 
Methods
Data Sources
The evidence reported in this paper was derived from the state longitudinal data systems in seven U. 
Choices of Covariates
It is often advantageous to use one or more covariates to improve design sensitivity. Covariates chosen can be any variables that are correlated with the outcomes that cannot be influenced by the treatment, but the covariates usually used are pretests on the same construct as the outcome variable or demographic variables such as gender, race/ethnicity, indicators of socio-economic status (SES), and indicators of potential difficulty in school such as English language learner status. We evaluated the effectiveness of three covariate models: one involving only a pretest on the outcome variable of interest, one involving only demographic variables, and one involving both a pretest and demographic variables. The details of the analytic models are given in the appendix and the details of the covariate sets are given below.
The pretest covariate model. If pretest scores on achievement are available, they can be a powerful covariate and considerably increase the sensitivity of an experimental design. The two-level pretest covariate model involves using the cluster-centered (school mean-centered) pretest score at the individual level and the school mean pretest score at the school level. The three-level pretest covariate model involves using the subclustercentered (school mean-centered) pretest score at the individual level, the cluster-centered (school district mean-centered) school mean pretest score at the school level, and the school district mean at the school district level.
The demographic covariates model. Sometimes pretest scores are not available but other background information about individuals is available to serve as covariates.
The demographic covariates model includes five covariates at each level. At the individual-level, the covariates are dummy variables for male gender, for Black or Hispanic status, for eligibility for free or reduced price lunch as a proxy for socioeconomic status, and an indicator that the student is classified as an English language learner The two-level demographics covariate model involves using the clustercentered (school mean-centered) covariate score at the individual level and the school mean covariate score at the school level. The three-level demographic covariate model involves using the subcluster-centered (school mean-centered) covariate score at the individual level, the cluster-centered (school district mean-centered) school mean covariate score at the school level, and the school district mean at the school district level. We experimented with different centering techniques and confirmed that when group means are included the variance components did not change.
The pretest and demographic covariates model. The pretest and demographic
covariates model combines the use of an achievement pretest and demographic covariates at each level.
Analysis Models
The data analysis was carried out using STATA version 12.1's "XTMIXED" (see, e.g., Fisher, 1925 (see, e.g., Fisher, /1990 .
Results
We present results by first giving a summary of sample sizes. Then we present estimates of design parameters when the between school district variance is pooled into the between school variance. To produce tables of reasonable size we present results for grades 1 to 6 and grades 7 to 11 in separate tables. Finally we present design parameters for three level analyses where between district and between school-within-district variance are considered separately.
A summary of the sample sizes used in the analyses is given in 
Design Parameters Pooling Between-District into Between-School Variance
In this section we present design parameters that are appropriate when research designs will include schools from several districts, but there will be no attempt to use districts as blocking variables (essentially district dummy variables as covariates). In such cases, the between-district variation is pooled into the between-school variation.
The design parameters for mathematics achievement in grades 1 to 6 are given in Table 2 and the design parameters for reading achievement in grades 1 to 6 are given in Table 3 .
We do not report values of design parameters for the models including both pretest and demographic covariates because the demographic covariates generally differ very little from those based on pretest alone. That is, the demographic covariates have little explanatory power beyond that of the pretest. The structure of these tables is similar to that of Table 1 Insert Tables 2 and 3 About Here The design parameters for mathematics achievement in grades 7 to 11 are given in Table 4 and the design parameters for reading achievement in grades 7 to 10 are given in Table 5 . These tables have the same format as Tables 2 and 3 but reflect different grade   levels. Tables 4 and 5 are somewhat sparser, which reflects state practices of less frequent assessments at higher grade levels. One striking feature of Table 4 is that some of the intraclass correlations in mathematics (e.g., in Florida) are large than at the lower grades. Similarly, some of the intraclass correlations in reading (e.g., in Florida and Massachusetts) in Table 5 are also larger than at the lower grades. These findings could have important implications for research design.
Insert Tables 4 and 5 About Here
Design Parameters Pooling Between District into Between School Variance
In this section we present design parameters that are appropriate for designing two-level cluster randomized designs that will include only schools from a single school district. The results in this section are also useful for evaluating the proportion of total variance across schools that is accounted for when district is used as a fixed blocking variable in a two level design that involves several districts, since the relevant R 2 for the set of district dummy variables is R 2 2 = ρ 3 /( ρ 2 + ρ 3 ). Finally, the results in this section are appropriate for three level cluster randomized designs assigning school districts to treatments. In such cases, the between district variation is pooled into the between school variation. As in the previous section, we do not report values of design parameters for the models including both pretest and demographic covariates because the demographic covariates generally differ very little from those based on pretest alone. That is, the demographic covariates have little explanatory power beyond that of the pretest.
The design parameters for mathematics achievement in grades 1 to 6 are given in Table 6 and the design parameters for reading achievement in grades 1 to 6 are given in Table 7 . The structure of these tables is similar to that of Tables 2 and 3 Insert Tables 6 and 7 About Here The design parameters for mathematics achievement in grades 7 to 11 are given in Table 8 and the design parameters for reading achievement in grades 7 to 10 are given in Table 9 . These tables have the same format as Tables 6 and 7 but reflect different grade levels. Tables 8 and 9 are somewhat sparser, which reflects state practices of less frequent assessments at higher grade levels. One striking feature of Table 8 is that the level 3 (district level) intraclass correlations are all relatively small but some of the level 2 (school level) intraclass correlations in mathematics (e.g., in Florida) are larger than at the lower grades. Table 9 reflects the same pattern of intraclass correlations in reading achievement. These findings could have important implications for research design.
Insert Tables 8 and 9 About Here
Using the Results of this Paper
The results of this paper can be used alone or with software designed to help plan the details of the design of cluster randomized experiments. One application is for planning the sample size required to achieve a specific design sensitivity. The design sensitivity might be specified as a particular statistical power to detect a treatment effect of a given size, a standard error of an estimate of a treatment effect given a particular total standard deviation, or a specific minimum detectable effect size. The design parameter values given in this paper can provide inputs for comparing the sensitivity different alternative designs and for planning optimal allocations once a design type has been chosen. We illustrate several applications of these design parameters in planning designs using a commercial program that computes statistical power for cluster randomized studies, CRT-Power (Borenstein, 2012), but most of the same calculations could be done using other software, including freeware such as Optimal Design (Spybrook, et al., 2012) .
Suppose that we are planning a cluster randomized experiment to evaluate an intervention that involves teacher professional development in grade 5 in Kentucky (or a state we believe is very similar to Kentucky). We might start by assuming that we will have a sample of schools dispersed across many school districts, so the design parameters in Table 2 would be appropriate. Entering Table 2 in the row for grade 5 in Kentucky, we see that the intraclass correlation for mathematics at the school level ignoring districts is ρ = 0.151. We might envision a sample size of n = 25 students per school and an effect size (standardized by the total standard deviation) of δ = 0.25. We might enter this intraclass correlation, effect size δ = 0.25, and level 1 sample size n = 25 into CRT-Power and note that a total of m = 48 schools per treatment group would be necessary to obtain power of 80%, with no covariates. However if a pretest was available, we might enter Table 2 shows that the effectiveness of the pretest as a covariate would be characterized by Another design option might be to obtain all of the schools for the study from a single large district. In that case the design parameters in Table 6 would be appropriate because the level 2 design parameters reflect the variation of schools within districts.
Entering Table 6 in the row for grade 5 in Kentucky, we see that the intraclass correlation for mathematics at the school level ignoring districts is ρ 3 = 0.020 and ρ 2 = 0.117. We might envision a sample size of n = 25 students per school and an effect size (standardized by the total standard deviation) of δ = 0.25. We might enter this intraclass correlation ρ 2 = 0.117, effect size δ = 0.25, and level 1 sample size n = 25 into CRTPower and note that a total of m = 40 schools per treatment group would be necessary to obtain power of 80%, with no covariates. Note that this is less than the m = 48 schools per treatment group required in the design with many unblocked districts. Now consider the sensitivity of the design if a pretest was available, Table 6 shows that the effectiveness of the pretest as a covariate would be characterized by R 2 2 = 0.500 and R 1 2 = 0.584. Entering these values into CRT-Power, we see that only m = 20 schools per treatment group would be necessary to obtain statistical power of 80%. If a pretest was not available, but instead demographic data were available, Table 6 shows that the effectiveness of the demographic variables as covariates would be characterized by Alternatively, one might consider a design that sampled schools from say 3 districts and used district dummy variables with the assumption that there is no district by treatment interaction. In that case Table 2 presenting design parameters from two level analyses provides the intraclass correlation data because the intraclass correlations in this table reflect the total variation across schools (and districts). However some of the variation is accounted for by the district dummy variables being used as covariates.
Entering Table 6 One more option that might be considered is planning a three level cluster randomized trial that assigned school districts to treatments at grade 5 in Kentucky.
Continue to assume a sample size of n = 25 students per school and an effect size (standardized by the total standard deviation) of δ = 0.25, except now we consider a three level design in which districts are assigned to treatments and there are p = 4 schools per district. Entering Table 6 in the row for grade 5 in Kentucky, to obtain the intraclass correlation for mathematics at the district level of ρ 3 = 0.020 the intraclass correlation at the school within district level of ρ 2 = 0.117. Entering the intraclass correlations ρ 2 = 0.117 and ρ 3 = 0.020, effect size δ = 0.25, the level 1 sample size n = 25, and the level 2 sample size of p = 4 into CRT-Power and note that a total of m = 16 districts (and 64 schools) per treatment group would be necessary to obtain power of 80%, with no covariates. However if a pretest was available, Table 6 shows that the effectiveness of the pretest as a covariate would be characterized by R 3 2 = 0.617, R 2 2 = 0.500, and R 1 2 = 0.584. Entering these values into CRT-Power, we see that only m = 8 districts (and 32 schools) per treatment group would be necessary to obtain statistical power of 80%.
Of the options considered here, the option of using schools from a single district yields a design that requires the smallest sample size to achieve statistical power of 80%.
However this design has the disadvantage that it may limit generalizability, since it involves only a single school district. Moreover, it might be infeasible because it requires so many (40) schools from a single district. The design involving many districts and pooling between district variation into the between school variation (not blocking by school district) is nearly as sensitive (requiring a total of 42 schools) and probably has advantages in external validity and feasibility. The results in this example are driven by the fact that, at grade 5 in Kentucky, the level 3 (between district) intraclass correlation is so small relative to the level 2 (between schools within districts) intraclass correlation The design parameters provided here can be used to determine optimal allocations of sample between levels of a design to achieve 80% power for the smallest relative cost.
To do so we must also specify a cost structure in terms of the relative cost of units at each level of the design. Consider a three level design assigning school districts at grade 5 in Kentucky, and assume that the cost of adding a new district to the study is 5 times the cost of adding a school in an existing district, which is 10 times the cost of adding an individual within an existing school. That is, the relative cost of level 3 units (districts) is c 3 = 50, the relative cost of level 2 units (schools) is c 2 = 10, and the relative cost of level 1 units students) is c 1 = 1. Entering these cost parameters along with ρ 2 = 0.117 and ρ 3 = 0.020 into CRT-Power, and using the optimal design wizard, we obtain an optimal allocation of m = 55 districts per treatment, each with p = 5 schools, each with n = 9 students in the study. With the same cost structure, the optimal allocation for the same design at grade 5 in Arizona (where ρ 3 = 0.122, ρ 2 = 0.099) would be m = 17 districts per treatment, each with p = 2 schools, each with n = 9 students in the study.
Finally, the design parameters provided here could be used to explore the minimum detectable effect size, such as the minimum effect size detectable with 80% power. Consider a two level cluster randomized design assigning schools to treatments in grade 5 in Kentucky, where the intraclass correlation ignoring districts is ρ = 0.151 and the covariate effects can be summarized as R 2 2 = 0.551 and R 1 2 = 0.584. Suppose that we anticipate using n = 25 students per school. Entering these design parameters into CRTPower, we can explore the minimum detectable effect size for various possible designs. If we can only afford m = 10 schools per treatment, the minimum detectable effect size is δ = 0.382. If we could afford m = 15 schools per treatment group, the minimum detectable effect size drops to δ = 0.305, and if we could afford m = 20 schools per treatment group, the minimum detectable effect size drops to δ = 0.261. If we could afford m = 22 schools per treatment group, the minimum detectable effect size drops to δ = 0.249, which corresponds to the finding above that 22 schools per treatment group were necessary to obtain 80% in this design.
Discussion
In this section we discuss the general patterns of our findings and contrast our results with Hedges and Hedberg's (2007) work. We focus our discussion on grades 3 through 8 because we have the most states represented in these grades. Obviously, we have estimated a large number of parameters. To keep our findings tractable, we offer comparisons only with the averages of state parameters.
The central finding in this study is that states vary in their variance decomposition patterns and may not be adequately summarized by the national estimates from Hedges and Hedberg's earlier work. This is not a criticism of the earlier estimates, but it is instead an added nuance and warning that national estimates may not fit local contexts.
Yet, this variation seems to occur due to district structure, since many within-district intraclass correlations are consistent.
While many states produced similar within-district ICCs, the estimates from Florida in grades 6, 7, and 8 for both math and reading are far larger than the other states.
One conjecture is that this is related to district size, since Florida has fewer but much larger districts than the other states. Small auxiliary analyses show that the natural log of the ratio of students to districts is a powerful predictor of our within-district measures, explaining from two thirds to four fifths of the variance among the state estimates in math and a quarter to four fifths in reading in grades 4 through 8. However, this is simply conjecture with such a small sample of estimates, and we further explore this in another manuscript.
Comparing our two-level estimates to Hedges and Hedberg (2007) We also find differences with our estimates of R 2 parameters associated with using a pretest. In particular, our two-level models produced higher R 2 statistics for math R 2 values in reading, in contrast, were similar to those found in national surveys for most grades, with the largest difference coming from the grade 6 level 1 estimate of 0.57 vs. 0.51. This points to the importance of the local environment in parameters for mathematics intervention evaluation design, whereas the local context appears to be less important in reading studies. Also of interest is that in our local estimates, reading R values were lower, on average, than math R 2 values at level 1, whereas the opposite is true at a national level.
This study is one of the first to estimate parameters in a systematic way using three level models. Since districts are key stakeholders in the process of designing evaluations, it is key to understand how the school-level parameters differ from the three level models compared to the two level models. Overall, when we examine the average of the state estimates for both reading and math, we find that the school level estimates from the three level models are generally 40 percent smaller than the estimates from three level models in the elementary grades. This difference in reduced to about a third reduction for the early secondary grades.
When we examine the value of the pre-test in our three level models, the R 2 values at level 1 in the three level models were generally consistent, but this was not true of the R 2 values at higher levels. Overall, R 2 values at level 1 increased with grades for both reading and math, averaging 0.58 in grade 4 to 0.68 in grade 8 for math, and 0.56 to 0.59 for reading. We also found that level-2 R 2 s increased with grade level, but the level 2 R 2 values were not consistent across states as Kentucky had much lower values.
Finally, values for the level 3 R 2 s were high at the district level, but also less consistent with Arkansas and Kentucky showing lower values.
Conclusions
We have presented empirical evidence about design parameters useful in planning two, three, and four level cluster randomized experiments using academic achievement as outcomes. All estimates are presented along with standard errors that provide some sense of the sampling error inherent in these estimates, which tends to be rather small. We have illustrated the use of the design parameters in planning cluster randomized studies.
The intraclass correlation values reported in this tabulation differ somewhat from the national values reported by Hedges and Hedberg (2007) . The values in the lower grades are generally consistent with those reported in Tables 2 and 3 , albeit with variation from state to state. However, for higher grades, many of the intraclass correlation values reported in Tables 4 and 5 are larger than those in Hedges and Hedberg (2007) . More over the decreasing trend in intraclass correlations with grade level that they found is not evident in Tables 4 and 5 . There are many potential explanations of these differences.
For example, they might reflect the combination of states in the national representative samples used by Hedges and Hedberg (2007) or they might reflect the fact that state assessments used here are better aligned with instruction, but these are just speculations
While the evidence reported in this paper is based on data from state longitudinal data systems that essentially correspond to censuses in seven states, it has some limitations. It is data from only seven states and in grades 3 to 11, but covers grades 3 to 8 in most states. Obviously not all grades are covered in every state. While states are smaller than the nation, and therefore state estimates should be more relevant than national estimates like those of Hedges and Hedberg (2007) , there are heterogeneities even within single states. There is, however, a conundrum in seeking estimates from smaller areas that better represent the region in which the sample will be drawn. While such estimates may have less bias, they will also have greater variance, and at some point reduction in bias is more than compensated for by the increase in variance. The data is based on state assessments, and while these may be very relevant to many studies because the state assessments are likely to be aligned with instruction, the evidence reported here would be less relevant to studies that will use achievement tests that are not aligned with instruction.
We are currently attempting to extend this database by adding evidence from additional states and additional years. As we do so, it is our intention to make these values available on a website SOMEWEBSITE so that the entire collection can be made available to researchers designing new studies. We also hope that states will consider making information about design parameters available routinely to assist researchers in planning evaluation studies in their states.
Appendix: Multilevel Models Defining Design Parameters
This appendix describes the specific multilevel models on which the computations of design parameters are based.
Two-Level Hierarchical Designs No Covariates
Suppose that m clusters and there are n i observations in the i th cluster. Let Y ij be the j th observation in the i th cluster. Then the level 1 (individual-level) model is
where β 0i is the mean of the i th cluster and the ε ij are independently normally distributed with mean 0 and variance σ 1 2 .
The level 2 (cluster-level) model is 
With Covariates
If there are q covariates X1, …, Xq at level 1 and q covariate W1, …, Wq at level 2, the level 1 model becomes
where β 0i is the covariate-adjusted mean of the i th cluster, β a is the (fixed) effect of the a th individual-level covariate, Xa ij is the value of the individual-level covariate Xa (centered on cluster means), and the ε ij are independently normally distributed with mean 0 and
The level 2 (cluster-level) model is
where γ 0 is the covariate-adjusted grand mean, γ 1 , is the effect of the a th cluster-level covariate, Wk i is the (grand mean centered) value of the cluster-level covariate Wa for cluster i, and the η i are independently distributed with mean 0 and variance σ A2 2 .
In this model, the intraclass correlation ρ is still defined in terms of the unadjusted variances as given in the model with no covariates. In this model the covariate outcome correlations are defined in terms of the adjusted and unadjusted residual variances as 
Three-Level Hierarchical Designs
No Covariates
Suppose that there is a three stage cluster sampling design m clusters, so that there are p i subclusters in the i th cluster and the j th subcluster has n ij observations. Let Y ijk be the k th observation in j th subcluster of the i th cluster. Thus, the level 1 model is
where β 0ij is the mean of the j th subcluster in the i th cluster, and the ε ijk are independently normally distributed with mean 0 and variance σ 1 2 .
The level 2 (subcluster-level) model is
where γ 0 is the mean of the i th cluster and the η ij are independently distributed with mean 0 and variance σ 2 2 .
The level 3 (cluster-level) model is 
With Covariates
If there are q covariate W1, …, Wq at the cluster level, and q covariates Z1, …, Zq at the subcluster level, and q covariates X1, …, Xq at the individual level, the level 1
where β 0ij is the covariate-adjusted mean of the j th subcluster in the i th cluster, β a is the effect of the a th individual-level covariate (which is a fixed effect), X ijk is the values of the individual-level covariate (centered on cluster means), and the ε ijk are independently normally distributed with mean 0 and variance σ A1 2 .
where γ 0i is the covariate-adjusted mean of the i th cluster, γ a is the effect of the a th level 2 covariate (which is a fixed effect), Za ij is the values of the subcluster-level covariate Za (centered on subcluster means), and the η ij are independently distributed with mean 0 and variance σ A2 2 .
The level 3 (cluster-level) model is
where π 0 is the covariate-adjusted grand mean, π 1 is the effect of the level 3 covariate, Wa i is the (grand mean centered) value of the a th cluster-level covariate Wa, and the ξ i are independently distributed with mean 0 and variance σ A3 2 .
In the model with covariates, the three intraclass correlations ρ 2 and ρ 3 (and their complement ρ ) are still defined in terms of the unadjusted variances as given in the model with no covariates. In this model the covariate outcome correlations are defined in terms of the adjusted and unadjusted variances as 
