Let G be a simply connected simple algebraic group over C, B and B− its two opposite Borel subgroups, and W the associated Weyl group. It is shown that the coordinate ring C [G u,v ] (u, v ∈ W ) of the double Bruhat cell G u,v = BuB ∩ B−vB− is isomorphic to the cluster algebra A(i) C and the initial cluster variables of C [G u,v ] are the generalized minors ∆(k; i) ([1, 8]). In the case that a classical group G is of type Br, Cr or Dr, we shall describe the non-trivial last r initial cluster variables {∆(k; i)} (m−2)r<k≤(m−1)r (m is given below) of the cluster algebra C[L u,e ] ( [6, 8] ) in terms of monomial realization of Demazure crystals, where L u,e is the reduced double Bruhat cell of type (u, e). The relation between ∆(k; i) on G u,e and on L u,e is described in Proposition 6.3 below. We also present the corresponding results for type Ar though the results for all initial cluster variables have been obtained in [9] .
Introduction
In [4, 5] Fomin and Zelevinsky initiated the theory of cluster algebras, which is a commutative algebra generated by so-called "cluster variables".
Let G be a simply connected complex simple algebraic group of rank r, B, B − ⊂ G the opposite Borel subgroups, H := B ∩ B − the maximal torus, N ⊂ B, N − ⊂ B − the unipotent radical and W = s i |1 ≤ i ≤ r the associated Weyl group generated by the simple reflections {s i } 1≤i≤r . For u, v ∈ W , define the (reduced) double Bruhat cell G u,v := (BuB) ∩ (B − vB − ) (resp. L u,v := (N uN ) ∩ (B − vB − )). In [1] , it is revealed that the coordinate ring C[G u,v ] (u, v ∈ W ) of double Bruhat cell G u,v is isomorphic to the upper cluster algebra A(i) C . Recently, in [8] , Goodear and Yakimov have shown that the algebra C [G u,v ] (u, v ∈ W ) is isomorphic to the cluster algebra A(i) C (see Subsection 4.2 and 4.4):
where i is a reduced word for the shuffle (u, v) and ∆(k; i) is certain generalized minor on G u,v . It means that the k-th initial cluster variable of the cluster algebra C [G u,v ] is given as certain generalized minors ∆(k; i) on G u,v .
In [9] , for type A r and a pair (u, e) with the specific reduced word i we gave the explicit forms of these initial cluster variables {∆(k; i)} and described them by using monomial realization of certain Demazure crystals.
In this article, we shall get the partial results for the classical groups of type B r , C r and D r . Indeed, we find that the non-trivial last r initial cluster variables are expressed by using monomial realizations of Demazure crystals.
Let us explain what we obtain here in more details. As the reduced longest word let us take i 0 = (12 · · · r) Comparing (1.1) and (1.2), it is not difficult to find their relations, that is, ∆ L (2; i) is expressed as a summation of all vertices but Y 0,2 of the graph, which is what we want to clarify in this article. Here we also observe the feature different from the one for type A r . It is that coefficients greater than 1 appear in ∆ L (k; i), which is possible to occur for types B r , C r and D r . In the case k ≤ (m − 2)r, indeed, the generalized minors ∆(k; i) seem to be expressed by monomial realizations of certain subset of crystals, nevertheless, not necessarily Demazure crystals. This is the reason that here we only treat the non-trivial last r generalized minors. So we expect to find a new characterization to abstract a subset of crystals matching the generalized minors, which is a further task for us.
Let us see the organization of this article. In Sect.2, we review the explicit forms of fundamental representations of classical groups. In Sect.3, we introduce double Bruhat cells and in Sect. 4 , we shall review the notion of cluster algebras and generalized minors. Sect.5 is devoted to recall the theory of crystals and their monomial realizations. In Sect.6, we state Theorem 6.5 the main results of the article, which claims as follows: suppose that u is a Weyl group element corresponding to a left factor of i 0 with m(r − 2) < k ≤ m(r − 1) < l(u) ≤ mr and v = e. In the setting, ∆ L (k; i) is expressed by a summation of monomials in some Demazure crystals (see Subsection 5.2). In Sect.7, the explicit forms of ∆ L (k; i) are described using the results in [9, 10, 11] . In the last section, the proof of the main theorem is presented.
Fundamental representations
First, we review the fundamental representations of the complex simple Lie algebras g of type A r , B r , C r , and D r [16, 18] . We shall use them in calculations of generalized minors (see Subsection 4.3). Let I := {1, · · · , r} be a finite index set, A = (a ij ) i,j∈I be the Cartan matrix of g, and (h, {α i } i∈I , {h i } i∈I ) be the associated root data satisfying α j (h i ) = a ij where α i ∈ h * is a simple root and h i ∈ h is a simple co-root. Let {Λ i } i∈I be the set of the fundamental weights satisfying Λ i (h j ) = δ i,j , P = i∈I ZΛ i the weight lattice and P * = i∈I Zh i the dual weight lattice.
Type A r
Let g = sl(r + 1, C) be the simple Lie algebra of type A r . The Cartan matrix A = (a i,j ) i,j∈I of g is as follows:
otherwise.
For g = h, e i , f i (i ∈ I) , let us describe the vector representation V (Λ 1 ). Set B (r) := {v i | i = 1, 2, · · · , r + 1} and define V (Λ 1 ) := v∈B (r) Cv. The weights of v i (i = 1, · · · , r + 1) are given by wt(v i ) = Λ i − Λ i−1 , where Λ 0 = Λ r+1 = 0. We define the g-action on V (Λ 1 ) as follows:
hv j = h, wt(v j ) v j (h ∈ P * , j ∈ J), (2.1) 2) and the other actions are trivial. Let Λ i be the i-th fundamental weight of type A r . As is well-known that the fundamental representation V (Λ i ) (1 ≤ i ≤ r) is embedded in ∧ i V (Λ 1 ) with multiplicity free. The explicit form of the highest (resp. lowest) weight vector u Λi (resp. v Λi ) of V (Λ i ) is realized in ∧ i V (Λ 1 ) as follows:
Type C r
Let g = sp(2r, C) be the simple Lie algebra of type C r . The Cartan matrix A = (a i,j ) i,j∈I of g is given by Note that α i (i = r) are short roots and α r is the long simple root. Define the total order on the set J C := {i, i|1 ≤ i ≤ r} by 1 < 2 < · · · < r − 1 < r < r < r − 1 < · · · < 2 < 1. hv j = h, wt(v j ) v j (h ∈ P * , j ∈ J C ), (2.5) (2.6) f r v r = v r , e r v r = v r ,
and the other actions are trivial. Let Λ i be the i-th fundamental weight of type C r . As is well-known that the fundamental representation V (Λ i ) (1 ≤ i ≤ r) is embedded in ∧ i V (Λ 1 ) with multiplicity free. The explicit form of the highest (resp. lowest) weight vector u Λi (resp. v Λi ) of V (Λ i ) is realized in ∧ i V (Λ 1 ) as follows:
Type B r
Let g = so(2r + 1, C) be the simple Lie algebra of type B r . The Cartan matrix A = (a i,j ) i,j∈I of g is given by Note that α i (i = r) are long roots and α r is the short simple root. Define the total order on the set J B := {i, i|1 ≤ i ≤ r} ∪ {0} by
Cv. The weights of v i , v i (i = 1, · · · , r) and v 0 are as follows:
where Λ 0 = 0. We define the g-action on V (Λ 1 ) as follows:
11) 13) and the other actions are trivial. Let Λ i (1 ≤ i ≤ r − 1) be the i-th fundamental weight of type B r . Similar to the C r case, the fundamental representation V (Λ i ) is embedded in ∧ i V (Λ 1 ) with multiplicity free. In ∧ i V (Λ 1 ), the highest (resp. lowest) weight vector u Λi (resp. v Λi ) of V (Λ i ) is realized as the same form as in (2.8).
The fundamental representation V (Λ r ) is called the spin representation. It can be realized as follows: Set
Cv, and define the g-action on V (r) sp as follows:
14)
15)
sp is isomorphic to V (Λ r ) as a g-module.
Type D r
Let g = so(2r, C) be the simple Lie algebra of type D r . The Cartan matrix A = (a i,j ) i,j∈I of g is given by
Define the partial order on the set
Note that there is no order between r and r. For g = h, e i , f i (i ∈ I) , let us describe the vector representation
and the other actions are trivial. Let Λ i (1 ≤ i ≤ r − 2) be the i-th fundamental weight of type D r . Similar to the B r and C r cases, the fundamental representation V (Λ i ) is embedded in ∧ i V (Λ 1 ) with multiplicity free. In ∧ i V (Λ 1 ), the highest (resp. lowest) weight vector u Λi (resp. v Λi ) of V (Λ i ) is realized as the formula (2.8).
The fundamental representations V (Λ r−1 ) and V (Λ r ) are also called the spin representations. They can be realized as follows: Set
and define the g-action on V (±,r) sp as follows:
Then the module V (+,r) sp
) is isomorphic to V (Λ r ) (resp. V (Λ r−1 )) as a g-module.
Factorization theorem
In this section, we shall introduce (reduced) double Bruhat cells G u,v , L u,v , and their properties for v = e and some special u ∈ W . In [2, 3] , these properties have been proven in more general setting. We shall state a relation between certain functions generalized minors on double Bruhat cells and crystal bases, which is our main result (Theorem 6.5). For l ∈ Z >0 , we set [1, l] := {1, 2, · · · , l}.
Double Bruhat cells
Let G be the simple complex algebraic group of classical type, B and B − be two opposite Borel subgroups in G, N ⊂ B and N − ⊂ B − be their unipotent radicals, H := B ∩ B − a maximal torus. We set g := Lie(G) with the triangular decomposition g = n − ⊕ h ⊕ n. Let e i , f i (i ∈ [1, r]) be the generators of n, n − . For i ∈ [1, r] and t ∈ C, we set 
is in Norm G (H), which is representative of s i ∈ W = Norm G (H)/H [18] . For u ∈ W , let u = s i1 · · · s in be its reduced expression. Then we write u = s i1 · · · s in , call l(u) := n the length of u. We have two kinds of Bruhat decompositions of G as follows:
Then, for u, v ∈ W , we define the double Bruhat cell G u,v as follows:
This is biregularly isomorphic to a Zariski open subset of an affine space of
We also define the reduced double Bruhat cell L u,v as follows:
As is similar to the case
Then the finite sequence i := (i 1 , · · · , i n ) is called a reduced word for u.
For example, the sequence (1, 2, 3, 1, 2, 1) is a reduced word of the longest element s 1 s 2 s 3 s 1 s 2 s 1 of the Weyl group of type A 3 . For all the cases A r , B r , C r and D r , we fix the reduced word i 0 of the longest element as follows:
In this paper, we mainly treat (reduced) Double Bruhat cells of the form G u,e := BuB ∩ B − , L u,e := N uN ∩ B − , and the element u ∈ W whose reduced word can be written as a left factor of i 0 .
Factorization theorem
In this subsection, we shall introduce the isomorphisms between double Bruhat cell G u,e and H × (C × ) l(u) , and between L u,e and (C × ) l(u) . As in the previous subsection, let G be a complex classical algebraic group of type A r , B r , C r and D r . For a reduced word i = (
Theorem 3.2.
[3] For u ∈ W and its reduced word i, the map
Next, for i ∈ [1, r] and t ∈ C × , we define as follows:
We have the following theorem which is similar to the previous one.
Theorem 3.3.
[2] For u ∈ W and its reduced word i, the map x
We define a map x
where a ∈ H and (t 1 , · · · , t n ) ∈ (C × ) n . In [9, 10, 11] , we have proven the following proposition in the case G is of type A r , B r and C r . Similarly, we can prove it in the case G is type D r . 
Cluster algebras and generalized minors
Following [1, 3, 4, 7] , we review the definitions of cluster algebras and their generators called cluster variables. It is known that the coordinate rings of double Bruhat cells have cluster algebra structures, and generalized minors are their cluster variables [1, 8] . We will refer to a relation between certain cluster variables on double Bruhat cells and crystal bases in Sect.6. We set [1, l] := {1, 2, · · · , l} and [−1, −l] := {−1, −2, · · · , −l} for l ∈ Z >0 . For n, m ∈ Z >0 , let x 1 , · · · , x n , x n+1 , · · · , x n+m be commuting variables and P be a free multiplicative abelian group generated by x n+1 , · · · , x n+m . We set
be the field of rational functions.
Cluster algebras of geometric type
In this subsection, we recall the definitions of cluster algebras. LetB = (b ij ) 1≤i≤n+m, 1≤j≤n be an (n + m) × n integer matrix. The principal part B ofB is obtained from B by deleting the last m columns. ForB and
One calls µ k (B) the matrix mutation in direction k ofB. If there exists a positive integer diagonal matrix D such that DB is skew symmetric, we say B is skew symmetrizable. It is easily verified that ifB has a skew symmetrizable principal part then µ k (B) also has a skew symmetrizable principal part [7, Proposition 3.6] . We can also verify that µ k µ k (B) =B. Define x := (x 1 , · · · , x n+m ) and we call the pair (x,B) initial seed. For 1 ≤ k ≤ n, a new cluster variable x ′ k is defined by
Let µ k (x) be the set of variables obtained from x by replacing x k by x ′ k . Ones call the pair (µ k (x), µ k (B)) the mutation in direction k of the seed (x,B). Now, we can repeat this process of mutation and obtain a set of seeds inductively. Hence, each seed consists of an (n + m)-tuple of variables and a matrix. Ones call this (n + m)-tuple and matrix cluster and exchange matrix respectively. Variables in cluster are called cluster variables.
Definition 4.1. [3, 7] LetB be an integer matrix whose principal part is skew symmetrizable and Σ = (x,B) a seed. We set A := ZP. The cluster algebra (of geometric type) A = A(Σ) over A associated with seed Σ is defined as an A-subalgebra of F generated by all cluster variables in all seeds which can be obtained from Σ by sequences of mutations.
Cluster algebra A(i)
Let G be a simple classical algebraic group, g := Lie(G) and A = (a i,j ) be its Cartan matrix. In Definition 3.1, we define a reduced word i = (i 1 , · · · , i l(u) ) for an element u of Weyl group W . In this subsection, we define the cluster algebra A(i), which obtained from i. It satisfies that A(i) ⊗ C is isomorphic to the coordinate ring C[G u,e ] of the double Bruhat cell [1, 8] . Indeed, in [1] , it is shown that C[G u,e ] holds the structure of an upper cluster algebra and in [8] it possesses the structure of a cluster algebra. Let i k (k ∈ [1, l(u)]) be the k-th index of i from the left. For t ∈ [−1, −r], we set i t := t.
For
, we denote by k + the smallest index l such that k < l and |i l | = |i k |. For example, if i = (1, 2, 3, 1, 2) then, 1 + = 4, 2 + = 5 and 3 + is not defined. We define a set e(i) as
Following [1] , we define a quiver Γ i as follows. The vertices of Γ i are the numbers
, there exists an arrow k → l if and only if l < l + < k + and a i k ,i l < 0. Next, let us define a matrixB =B(i). 
If there exist no arrows between k and l, we set b kl = 0. Definition 4.4. By Proposition 4.3, we can construct a cluster algebra from the matrixB(i) by applying mutations. We denote this cluster algebra by A(i).
Generalized minors and bilinear form
Set A(i) C := A(i)⊗C. It is known that the coordinate ring C[G u,e ] of the double Bruhat cell is isomorphic to A(i) C (Theorem 4.6). To describe this isomorphism explicitly, we need generalized minors.
We set G 0 := N − HN , and let 
Here, Λ i is the i-th fundamental weight, for a = t h ∈ H (h ∈ P * ) and λ ∈ P , we set a λ := t λ(h) . In particular, we write ∆ Λi := ∆ Λi,Λi and call it a principal minor.
We can calculate generalized minors by using a bilinear form in the fundamental representation of g = Lie(G) (Sect.2). Let x i (t), y i (t) be the ones in Sect.3 (3.1), and ω : g → g be the anti-involution
and extend it to G by setting ω(
For g ∈ G, we have the following simple fact:
where u Λi is a properly normalized highest weight vector in V (Λ i ). Hence, for w ∈ W , we have
where w is the one we defined in Sect.3 (3.2), and note that ω(s
Cluster algebras on Double Bruhat cells
It is known that the set F (i) is an algebraically independent generating set for the field of rational functions C(G u,e ) [3, Theorem 1.12]. Then, we have the following.
Monomial realizations and Demazure crystals
As mentioned in the beginnings of Sect.3 and 4, our findings are relations between generalized minors on double Bruhat cells and crystal bases. More precisely, we shall describe generalized minors in terms of the monomial realizations of Demazure crystals. Let us recall these notion in this section. Let g be a complex simple Lie algebra and we will use the same notation as in Sect. 2.
Monomial realizations of crystals
In this subsection, we review the monomial realizations of crystals [13, 15, 17] . First, let us recall the crystals.
Definition 5.1. [12] A crystal associated with the Cartan matrix A is a set B together with the maps wt :
We call {ẽ i ,f i } i∈I the Kashiwara operators. Let U q (g) be the quantum enveloping algebra [12] associated with the Cartan matrix A, that is, U q (g) has generators {e i , f i , h i | i ∈ I} over C(q) satisfying some relations, where q is an indeterminate. Let V (λ) (λ ∈ P + = ⊕ i∈I Z ≥0 Λ i ) be the finite dimensional irreducible representation of U q (g) which has the highest weight vector u λ , and (L(λ), B(λ)) be the crystal base of V (λ). The crystal B(λ) has a crystal structure.
Let us introduce monomial realizations of crystals which realize each element of crystals as a certain Laurent monomial. We define a set of integers p = (p j,i ) j,i∈I, j =i such that
For doubly-indexed variables {Y s,i | i ∈ I, s ∈ Z}, we define the set of monomials
Finally, we define maps wt :
and define the Kashiwara operators as follows
where
Then the following theorem holds: 15, 17] ).
, where w 0 is the longest element of W ).
Example 5.3. Let us consider the case of type C 2 . By (5.2), we get
We set Y := Y 0,2 ∈ Y. Following the definitions, we obtain wt(
Similar to this, we also obtaiñ
Repeating this argument, we see that the connected component containing Y = Y 0,2 is as follows:
The graph (5.3) is the monomial realization of the crystal base B(Λ 2 ) = B(wt(Y 0,2 )).
Example 5.4. Let us consider the case of type B 3 . By (5.2), we get
for s ∈ Z.
Repeating this argument, we see that the connected component containing Y = Y 0,3 is as follows:
The graph (5.4) is the monomial realization of the crystal base B(Λ 3 ) = B(wt(Y 0,3 )).
Demazure crystals
For w ∈ W and λ ∈ P + , an upper Demazure crystal B + (λ) w ⊂ B(λ) is inductively defined as follows.
Definition 5.5. Let u λ be the highest weight vector of B(λ). For the identity element e of W , we set B + (λ) e := {u λ }. For w ∈ W , if s i w < w,
Similarly, we define a lower Demazure crystal B − (λ) w inductively.
Definition 5.6. Let v λ be the lowest weight vector of B(λ). We set
Generalized minors and crystals
Let G be a complex classical algebraic group. In this section, we describe certain initial cluster variables on G u,e by monomial realizations of Demazure crystals. In the rest of paper, we only treat elements u ∈ W (l(u) = n) whose reduced word i can be written as a left factor of i 0 in (3.3), which means that i is defined by
. Let i k be the k-th index of i from the left, and belong to m ′ -th cycle (m ′ ≤ m). As we shall show in Lemma 6.4, we may assume i n = i k .
By Theorem 4.6, we can regard C[G u,e ] as a cluster algebra and {∆(k; i)} as its cluster variables. Each ∆(k; i) is a regular function on G u,e . On the other hand, by Proposition 3.4 (resp. Theorem 3.3), ∆(k; i) can be seen as a function on
). Here, we change the variables of {∆(k; i)} as follows:
In the rest of the paper, we will treat ∆ L (k; i)(Y) only due to this proposition.
Lemma 6.4. [9, 10, 11] Let i, Y be as in (6.1), (6.2), and u ∈ W be an element whose reduced word is i. Let i n+1 ∈ [1, r] be an index such that u ′ := us in+1 ∈ W satisfies l(u ′ ) > l(u). We set the reduced word i ′ for u ′ as
By this lemma, when we calculate ∆ L (k; i)(Y), we may assume that i n = i k without loss of generality.
Let
be the crystal base of the same type as G and v Λ d ∈ B(Λ d ) be its lowest weight vector. The following theorem is our main result.
Theorem 6.5. Let i be the reduced word of u ∈ W in (6.1) and Y ∈ (C × ) n be the variables as in (6.2). We suppose that the index i k belongs to (m − 1)th cycle.
. Example 6.6. Let us consider the case of type C 2 . Take u = s 1 s 2 s 1 s 2 ∈ W and let i = (1, 2, 1, 2) be its reduced word. Following Subsection 2.2 and 4.3, we shall calculate ∆ L (2; i)(Y). First, it follows from α i (t) = t −hi and y i (t) = exp(
Note that these four terms coincide with the monomials in Example 5.3 (5.3) 
.
Note that these seven terms coincide with the monomials in Example 5.
In [9, 10, 11] , we have given the explicit formula of minors ∆ L (k; i) of type A r , B r and C r . In this section, we shall give the one for type D r in some special cases, which is needed in the proof of Theorem 6.5. Let i be a reduced word in (3.3) and i k be its k-th the index from the left. We suppose that i k belongs to (m − 1) th cycle as in the previous section.
The explicit formula of
and set formally
We shall prove the following theorems:
Theorem 7.1. In the setting of Theorem 6.5, suppose that
3)
where ( * ) is the condition for
In the setting of Theorem 6.5, suppose that i k = r (resp. i k = r − 1). We have
where ( * ) is the condition for s ∈ Z ≥0 and k i (1 ≤ i ≤ s) :
In this subsection, we shall introduce a set X d (m, m − 1) of paths which will correspond to the set of the monomials in ∆ L (k; i)(Y). Let m and d be the positive integers as in Sect.6. Let J D := {j, j| 1 ≤ j ≤ r} be as in Subsection 2.4 and for l ∈ {1, 2, · · · , r}, set |l| = |l| = l.
And we define the set
ζ+1 in the order (2.17).
We say that two vertices vt(m−s; a 
We define Laurent monomials associated with edges in E d (m).
For an edge e
(ii) Let p ∈ X d (m, m − 1) be a path:
For each s (0 ≤ s ≤ m − 1), we denote the label of the (m − s) th edge vt(m − s; a
. And we define the label Q(p) of the path p as the total product:
(iii) For a subpath p
, we define the label of the subpath p ′ as We define
Following Subsection 2.4, we get the following: Lemma 7.6. We obtain
11)
(ii) We suppose that s ≤ m − r + j − 1 and
It follows from Lemma 7.6 and Definition 7.5 (i) that 12) where (j 1 , · · · , j d ) runs over the set
have the same coefficient and then they are cancelled, which yields that
The definition (7.9) implies our desired result. (ii) We use induction on s. We suppose that i j−1 ≤ r−1, i j = r. By the same argument as in (i), (s;
by the assumption of induction. Hence, we may assume that l j−1 ≤ r−1. Then (s−1; 
Proof. We suppose that 1 ≤ i 1 < · · · < i 
, and i l+1 ≤ j l+1 in V , one gets j l < j l+1 , and then j 1 < j 2 < · · · < j d . The followings is obtained in the same way as (7.13):
is the edge between vertices vt(s − 1; j 1 , · · · , j d ) and vt(s−2; k 1 , · · · , k d ). By (7.13), (7.14), (s; 
and the coefficient of (s
Repeating this argument, we see that (s;
. The coefficient of (0; l 1 , · · · , l d ) is equal to the sum of labels of all subpaths from vt(s; 
1 , · · · , a
be the i-sequence of the path p (Def inition 7.4).
(1) In the case i ≤ r − m, one has
(2) In the case i > r − m, one has 
It follows from Definition 7.4 (ii) and (iii) that
d − i + 1 = a (r−i+1) i ≤ a (r−i+2) i ≤ · · · ≤ a (m−1) i ≤ a (m) i = d − i + 1,
which yields (7.16). (ii) (1) In the case i ≤ r − m, Definition 7.4 (ii) and (iii) show that
In particular, we get 1 ≤ a (s) i ≤ r for 1 ≤ s ≤ m. By (7.17), we obtain
(2) In the case i > r − m, by Definition 7.4 (ii), we have
We suppose that
in the same way as (2)(i).
On the other hand, the assumption r−1 < a ∈ {r, r, · · · , 1} (Lemma 7.9(ii) (2)). We also set k i ∈ {j,
Lemma 7.10. For a path p as in the paragraph above, we have the following.
Proof. (i) First, we suppose that k i ∈ {1, 2, · · · , r − 1}. The definition of l i says
Hence, k i = a (li) i = l i + i, which means that l i = k i − i. Next, we suppose that k i ∈ {r, r, r − 1, · · · , 1}. It follows from Lemma 7.9 (i) that l i = r − i.
(ii) Since a Definition 7.4 (iv) . It is easily to see l i = l i+1 + 1 by using (i).
(iii) By Definition 7.5 (i) and Lemma 7.9 (ii), one gets
Therefore, we get
The proof of Theorem 7.1
We shall prove that
which is equivalent to Theorem 7.1.
[Proof of Theorem 7.
1.] As we have seen in Lemma 7.10, the monomial Q(p) (p ∈ X d (m, m − 1)) is described as
(i > r − m). Therefore, these {k i } 1≤i≤d satisfy the conditions (7.4), (7.5) and (7.6) in Theorem 7.1.
Conversely, let {K i } 1≤i≤d be the sequence in J D which satisfies the conditions (7.4), (7.5) and (7.6) in Theorem 7.1:
By Proposition 7.8, it suffices to show that there exists a path p ∈ X d (m, m − 1) such that
and
We define a path p = vt(m; a
These mean that a (Li) i = K i . We can verify (7.23) and the path p satisfies the conditions of X d (m, m − 1) in Definition 7.4. Hence, by Proposition 7.8, we obtain (7.19).
The proof of Theorem 7.2
Definition 7.11. Let us define the directed graph (V sp , E sp ) as follows: We define the set V sp = V sp (m) of vertices as
And we define the set E sp = E sp (m) of directed edges as
Definition 7.12. Let X r (m, m − 1) (resp. X r−1 (m, m − 1)) be the set of directed paths p in (V sp , E sp ) which satisfy the following conditions:
i+1 , (iv) the starting vertex of p is vt(m; φ) (resp. vt(m; r)), For each s (1 ≤ s ≤ m), we define the label of an edge vt(s;
in p as the Laurent monomial which is given as follows and denote it
And we define the label Q(p) of the path p as the total product:
Proposition 7.14. In the setting of Theorem 7.2, we suppose that
Proof. We shall see the case i k = r. Using the bilinear form (4.1), we obtain
, where u Λr is the highest vector in the spin representation V (Λ r ). As we have seen in Subsection 2.4, we can describe basis vectors of V (Λ r ) as (ǫ 1 , · · · , ǫ r ) (ǫ i ∈ {+, −}). In particular, the highest weight vector u Λr is equal to (+, +, · · · , +). Using (2.23) and (2.24), we have
Now, we define the following notation:
It follows from (2.14) and (2.15) that Therefore, we get (7.24). We can similarly verify the case i k = r − 1 by the same way as the case i k = r.
[Proof of Theorem 7.2.]
We take a path in
by Definition 7.12 (ii), (iii) and (v). Then, similar to Lemma 7.10, we can verify
and we obtain Theorem 7.2 in the same way as the proof of Theorem 7.1.
The proof of Theorem 6.5
In this section, we shall give the proof of Theorem 6.5. We have already proven Theorem 6.5 for the simple algebraic group of type A r in [9] . So, we shall prove the theorem for other type B r , C r and D r . First, let us review the theorem for type A r . For k ∈ Z (1 ≤ k ≤ r), we set |k| = |k| = k and [1, k] := {1, 2, · · · , k}.
Type
In the setting of Theorem 6.5, we have
where B − (Λ d ) u ≤k is the lower Demazure crystal of type A r , and µ :
In Theorem 6.5 (6.3), we have used the notation a b ∈ Z >0 . In the case of type A r , we find that
Type C r
We treat the type C r . In [10] , we calculate the explicit formula of the generalized minors ∆ L (k; i) on the simple algebraic group of type C r and i in (6.1). For l ∈ [1, m] and k ∈ J C = {i, i|i = 1, 2, · · · , r}, we set the Laurent monomials
Example 8.4. Let us consider the case of type C 2 , we set u = s 1 s 2 s 1 s 2 ∈ W and its reduced word i = (1, 2, 1, 2), which is the same setting in Example 6.6.
which coincides with the one in (6.4). Unlike the case of type A r , there exists a term with coefficient 2. In the cases of type B r , C r , and D r , some terms in ∆ L (k; i)(Y) have coefficients greater than 1.
Remark 8.5. (i)
We use different notation from the one in [10] . It was defined C(l, k) :=
in [10] , which corresponds to C(l, k) and C(l, k + 1) in (8.2).
(ii) In the case d ≤ r − m+ 1, the generalized minor ∆ L (k; i) in (8.3) coincides with the one in (8.1) for type A r . Further, in this case, we can verify Theorem 6.5 by the same way as in [9] . Therefore, in the rest of paper, we shall show for d > r − m + 1. (8.6 ) and (8.7)}, (8.8) where above {l i } is as in (8.4) .
Set the subset B ⊂ Y as
(ii) The monomial X has at most d − r + m − 1 factors in the form C(s, b) (s ∈ Z, b ∈ {r, · · · , 1}).
The conditions k
. We can verify the remained cases in the similar way.
(ii), (iii) For k ∈ [1, r − 1], we suppose thatẽ k X = 0. If the Laurent monomial X does not include factors in the form Y −1 * ,k , then we get ε k (X) = 0 andẽ k X = 0, which is absurd. Therefore, since k 1 < · · · < k d , the monomial X includes either one or two factors in the form Y −1 * ,k , which means that X has the factors in the form either C(l j , k) or C(l j ′ , k + 1), or both (see (8.2) ). If X does not have the factor Y −1 lj ,k then X has the factor Y −1
which implies thatẽ k X is in the form (8.9) or (8.10). Arguing similarly, we see that ifẽ r X = 0 thenẽ r X is in the form (8.11). Then, since k 1 < k 2 < · · · < k j = r < k j+1 < · · · < k d , the Laurent monomialẽ r X has no factors in the form C( * , r), which means thatẽ r X does not have factors in the form Y −1 * ,r . Hence, it follows from ε r (ẽ r X) = 0 thatẽ 2 r X = 0. (iv) The explicit forms (8.9), (8.10) and (8.11) with each condition for k j+1 imply that the monomialẽ k X satisfies the condition in Remark 8.6 (i). 
. (8.12) Proof. We use induction on s. In the case s = 0, we obtain 1
and a(i, j) = 0 for other (i, j). Using Lemma 8.7 (i), we see that
Therefore, by the action ofẽ
Next, we consider the case s > 0. The explicit form of C(l, k) in (8.2) implies that
Hence, we obtain
where {k
Thus, the Laurent monomial X can be written as follows:
(8.14) 
Similar to (8.13), setting {k
where l 
, for some non-negative integers {a(i, j)}. In general, for each operator F :=f i1fi2 · · ·f in on Y, we denote the operator
, which is the same form as in (8.12) . Similar to this, we can verify (8.12) in the case k
instead of F 0 , we get (8.12) by the same way as above.
[Proof of Theorem 6.5 for type C r ] All we have to show is µ( 
is either a product of {C( * ,
is either a product of {C( * , b)|1 ≤ b ≤ d + 2} or 0. Repeating this argument, we see that
is either a product of {C( * , b)|1 ≤ b ≤ r} belonging to B or 0. Hence,
Using Lemma 8.7 (ii), (iii) and (iv), we see that
is either 0 or a product of {C( * , b)|b ∈ J C } such that the number of product of {C( * , b ′ )|b ′ ∈ {r, r − 1, · · · , 1}} is at most 1, and it satisfies the condition in Remark 8.6 (i). Since we have supposed 1 ≤ d − r + m − 1 in Remark 8.5 (ii), it also satisfies the condition in Remark 8.6 (ii), which means that it belongs to B ∪ {0}. Repeating this argument, we can verify that
is either 0 or a product of {C( * , b)|b ∈ J C } such that the number of product of {C( * , b ′ )|b ′ ∈ {r, r − 1, · · · , 1}} is at most d − r + m − 1 , and it satisfies the condition in Remark 8.6 (i). Hence,
∈ B ∪ {0}, which means (8.16) .
Finally, we shall prove the inverse inclusion µ(
a monomial. By Theorem 5.7, we need to show that there exist non-negative integers {a(i, j)} such that
, (8.17) which has been already obtained in Lemma 8.8. Thus, we have µ(
Type B r
Next, we treat the case of type B r . For l ∈ [1, m] and k ∈ J B , we set the Laurent monomials
In the case i k = d < r, the minors ∆ L (k; i) are explicitly described as follows.
Lemma 8.9. [11] In the setting of Theorem 6.5, if i k = d < r, we have
Set the subset B ⊂ Y as (8.20 ) and (8.21)}.
Similar to Lemma 8.7, we can verify the following lemma.
(a) k j = k, k j+1 > k + 1 and
In particular, we haveẽ k X ∈ B.
(iii) Ifẽ r X = 0, then there exists j (1 ≤ j ≤ d) such that either the following (a) or (b) holds:
(a) k j = r, k j+1 = r and
(b) k j = 0, k j+1 > r and
Then there exist nonnegative integers {a(i, j)} 1≤i≤r−d+s, 1≤j≤r such that
Proof. Let us prove Lemma 8.11 by the induction on s. In the case s = 0, we can prove (8.22 ) by the same argument in the proof of Lemma 8.8. So, we assume s > 0. Similar to (8.13), we see that
Thus, the Laurent monomial X can be written as follows: 
Then we can write as
We put κ = k ′ r−d+s and suppose that there exists some integer j (ζ + 2 ≤ j ≤ d + 1) such that |k j | < κ ≤ |k j−1 |, where |k d+1 | := 0. By the action of − r − s + 1, r) respectively. Hence, it follows from (8.23) and the same argument as in the proof of Lemma 8.8, the monomial F 0 · X has s − 1 factors in the form B( * , b) (b ∈ {0, r, · · · , 1}). Thus, using the assumption of induction on s − 1, we get
, for some non-negative integers {a(i, j)}. And we can write
where F * 0 is as in (8.15) . Therefore, X is in the desired form in (8.22 ).
[Proof of Theorem 6.5 for type B r in the case Lemma 8.12.
[11] In the setting of Theorem 6.5, suppose that i k = r. Then
where ( * ) is the condition for s ∈ Z ≥0 and k i (1 ≤ i ≤ s) : (
In particular, we haveẽ k X ∈ B sp . Ifẽ r X = 0 then k s = r and by Lemma 8.10 (i) . Similarly, we see that ifẽ r (X) = 0, then k s = r andẽ r X is described as in (8.26 ).
[Proof of Theorem 6.5 for type B r in the case i k = r] All we have to show is µ(B − (Λ r ) u ≤k ) = B sp . Similar to the cases of type C r and type B r (i k < r), we can prove µ(B − (Λ r ) u ≤k ) ⊂ B sp by using Lemma 8. In particular, we haveẽ k X ∈ B. The remaining part of the proof is the same as in Lemma 8.11 , that is, acting the Kashiwara operators {f i } on X properly, we can send the factor D(l d−s+1 , k d−s+1 ) to D(l d−s+1 + 1, r − 1). Similar to the proof of Lemma 8.11, using induction on s and by its assumption, we see that the monomial X can be written as in (8.27 ).
[Proof of Theorem 6.5 for type D r ] The case i k = d < r − 1: Similar to the cases of type C r and type B r , we can verify µ(B − (Λ d ) u ≤k ) = B by using Lemma 8.14 and 8.15.
The case i k = d = r − 1 or r: Next, let us prove Theorem 6.5 for type D r of the cases i k = r −1 and i k = r. Since we can prove both cases in almost the same way, we shall prove the case i k = r only. We use the notation in (7.1) and (7.2) . Set the subset B Recall that D(m, r+1) = Y m,r = µ(v Λr ), where v Λr is the lowest weight vector of the crystal base B(Λ r ). Therefore, by Theorem 5.7, we get X ∈ µ(B − (Λ r ) u ≤k ).
Hence, we obtain µ(B − (Λ r ) u ≤k ) ⊃ B
sp . Due to the above arguments, we have completely shown Theorem 6.5.
A counter example
In this final subsection, we shall see an example such that ∆(k; i)(Y) can not be described as the total sum of monomials in any Demazure crystals.
Example 8.17. Let G be the simple algebraic group of type C 3 , and we set u := (s 1 s 2 s 3 ) 3 ∈ W , i := (1, 2, 3, 1, 2, 3, 1, 2, 3) and k = 3. In the notation of Theorem 6.5, we have m = 3, d = i k = 3, and i k belongs to (m − 2)th cycle. Hence, this setting does not satisfy the condition in Theorem 6.5 such that i k belongs to (m − 1)th cycle. In this case, following [10] , we obtain Y1,3Y2,3Y3,1 ) coincides with a monomial realization of certain subset of the crystal B(2Λ 2 ), but it does not coincide with any Demazure crystals B(2Λ 2 ) w (w ∈ W ).
