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Re´sume´
p-variations approche´es et erreurs d’arrondis
Cette the`se porte sur l’e´tude des proprie´te´s asymptotiques des p-variations de pro-
cessus observe´s de manie`re discre`te dans le temps et entache´s d’une erreur d’arrondi en
espace. Cette the`se comporte trois parties ; le chapitre 1 est consacre´ a` des rappels sur les
semimartingales et les types de convergences e´tudie´s.
Dans le chapitre 2, nous e´tudions les p,q-variations associe´es a` un mouvement brownien
bidimensionnel arrondi lorsque les pas de temps et d’espace tendent vers 0. Leur com-
portement de´pend de deux parame`tres : le premier est le rapport entre le pas d’arrondi
et la racine du pas de temps, les re´sultats diffe´rant radicalement selon que ce parame`tre
converge ou diverge ; le second est la matrice de covariance associe´e au mouvement brow-
nien. Lorsque celle-ci est inversible, le comportement des p,q-variations avec arrondi est
une ge´ne´ralisation naturelle de celui des p-variations d’un brownien unidimensionnel ar-
rondi. Lorsque par contre la matrice de covariance est de´ge´ne´re´e, les deux composantes
du brownien sont proportionnelles et nous obtenons des lois des grands nombres tre`s
diffe´rentes selon que le rapport entre les deux est ou non rationnel.
Le chapitre 3 s’inte´resse au comportement asymptotique des p-variations d’une semimar-
tingale arrondie. Nous montrons dans un premier temps des lois des grands nombres pour
les p-variations renormalise´e ou non renormalise´es, ainsi qu’une ge´ne´ralisation a` des semi-
martingales bidimensionnelles continues. Lorsque cela est possible, c’est-a`-dire pour des
p-variations non-renormalise´es, nous prouvons ensuite des the´ore`mes centraux limites as-
socie´s, au prix d’hypothe`ses supple´mentaires sur la structure de la semimartingale.
Mots-cle´s
Semimartingales, Erreur d’arrondis, Brownien bidimensionnel, p-variations approche´es,
variations multipuissance, haute frequence.
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Abstract
Realized power variations and round-off errors
In this thesis, we study the asymptotic properties of processes observed discretely in
time, and with a round-off error, when both the time lag between two observations and
the size of the round-off error go to 0. This thesis is divided into three parts ; in the first
one we recall some elements about semimartingale and the different kinds of convergences
we will use.
Chapter 2 is devoted to the study of p,q-variations for a 2-dimensional Brownian motion ;
we find that two important parameters appear : the first is the quotient between the size
of the round-off and the square root of the time lag and the second the covariance matrix
associated with the brownian motion. We obtain different laws of large numbers, that
depend whether the first parameter converges or diverges and whether this matrix is or is
not invertible. When it is not, very different behaviours arise when the two components
of the Brownian motion have a rational quotient and when it is irrational.
In chapter 3 we deal with asymptotic p-variations of rounded-off semimartingales. We first
prove laws of large numbers for either renormalized or non-renormalized p-variations, as
well as a law of large numbers for 2-dimensional continuous semimartingales, using some
results from chapter 2. In some cases, namely in the non-renormalized one, we also prove,
with some unavoidable further assumptions on the semimartingale, a central limit theorem.
Keywords
Semimartingale, 2-dimensional Brownian motion, Round-off error, realized power varia-
tion, bipower variation, high frequency
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Introduction
Introduction
Dans de nombreuses situations, en particulier en finance, on connaˆıt les valeurs d’un
certain processus X en des temps discrets ti ; les Xti sont suppose´es eˆtre les valeurs ob-
serve´es d’un processus X a` temps continu. On s’inte´resse alors aux proprie´te´s de ce proces-
sus. Un outil particulie`rement e´tudie´ lorsque le processus est suppose´ eˆtre une semimar-
tingale est la p-variation approche´e de ce processus, a` savoir la somme (pour un exposant
p donne´)
∑ |X(ti)−X(ti−1)|p. Ces p-variations permettent notamment d’obtenir des esti-
mateurs de la volatilite´ de la semimartingale (citons parmi les plus re´cents [7], ou [3] pour
une estimation de la volatilite´ instantane´e). Aı¨t-Sahalia et Jacod ont aussi montre´, en com-
parant les p-variations d’un meˆme processus sur des grilles de temps diffe´rentes (cf [1]),
comment de´tecter la pre´sence de sauts dans le processus X. Les limites des p-variations
de semimartingales, lorsque le pas de la subdivision tend vers ze´ro ont e´te´ abondamment
e´tudie´es, depuis les premiers travaux sur le sujet de Le´pingle [23]. Citons entre autres les
re´sultats assez complets sur le sujet de [13] (Nous reprendrons ces re´sultats plus en de´tail
ulte´rieurement). Diffe´rentes structures des temps d’observation ont e´te´ e´tudie´s dans la
litte´rature ; cependant nous conside`rerons ici uniquement le cas classique d’observations
re´gulie`rement re´parties : nous supposerons donc les subdivisions re´gulie`res : ti = i/n. Nous
nous inte´resserons alors au comportement, lorsque n tend vers l’infini, et pour un temps t
fixe´, des p-variations approche´es :
[nt]∑
i=1
|X(i/n)−X((i− 1)/n)|p. (0.0.1)
Un proble`me majeur, en particulier a` haute fre´quence, est celui des erreurs d’obser-
vation (ou  bruit de microstructure ) : on n’observe pas en pratique les valeurs prises
par le processus X mais celles d’un processus voisin Z ; deux types d’erreurs sont essen-
tiellement conside´re´s. Le premier revient a` supposer qu’il existe une erreur additive Yi
commise a` chaque observation : Z(ti) − X(ti) = Yi (par exemple un bruit blanc). Ce
type d’erreur, que nous ne conside´rerons plus par la suite, a e´te´ largement e´tudie´ dans la
litte´rature re´cente ; citons par exemple [34] ou [4]. Le second type de bruit, auquel nous
nous attacherons, est l’erreur d’arrondi : les valeurs du processus sont observe´es sur une
grille d’espace discre`te elle aussi ; on fait alors l’hypothe`se que l’on n’observe en fait que
les valeurs arrondies d’un processus sous-jacent a` valeurs a priori dans R. Typiquement,
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en finance, lorsque X repre´sente un prix, celui-ci n’est connu qu’a` un certain nombre de
de´cimales pre`s (cf [22]). On ne connaˆıt alors que les valeurs X(α) := α[X(ti)/α], ou` [x]
de´signe la partie entie`re de x. Notons que dans [14], les auteurs e´tudient une combinaison
de ces deux types d’erreurs, par exemple le processus d’origine peut eˆtre soumis a` un bruit
additif gaussien puis arrondi ; lorsque le bruit Yi est suffisamment important par rapport a`
la taille du pas d’arrondi, la pre´sence de ce bruit peut paradoxalement faciliter la recons-
titution du processus initial. Citons aussi [28], dans lequel l’auteur introduit un ”indice de
bruit microstructure” a` partir duquel il analyse diffe´rents mode`les d’erreurs d’observations.
Nous conside´rerons par la suite exclusivement les erreurs d’arrondis. Plus pre´cise´ment,
nous allons e´tudier le comportement des p-variations du processus, lorsque celui-ci est
entache´ d’erreurs d’arrondi. Ce proble`me a e´te´ e´tudie´ dans le cas tre`s particulier des
variations quadratiques d’un mouvement brownien par Jacod dans [12], puis ge´ne´ralise´
par Delattre et Jacod (cf [8] et [9]) au cas de diffusions. Citons aussi les travaux plus
re´cents de Mykland et Li ([24]), et de Rosenbaum ([29], [30]), qui, en reprenant certains
arguments de [8], obtiennent des estimateurs de la volatilite´ inte´gre´e et de la volatilite´
relative inte´gre´e, toujours dans le cadre diffusif. Le cas brownien (i.e. X(t) = X(0)+σW (t),
avec σ constant et W un brownien standard) me´rite que l’on s’y attarde pour expliquer
les limites obtenues. Nous supposerons dans toute la suite que le pas de l’erreur d’arrondi
est donne´ par une suite αn soit constante, soit convergeant vers 0 (le pas de temps e´tant
toujours 1/n). L’ordre de grandeur d’un accroissement ”typique” du brownien est 1/
√
n ;
un parame`tre naturel a` prendre en compte est alors le rapport
βn :=
√
nαn (0.0.2)
entre 1/
√
n et le pas d’arrondi αn. Quitte a` conside´rer des sous-suites, nous supposerons
par la suite que βn converge vers un certain β, qui peut eˆtre nul ou infini. Etudions
heuristiquement les diffe´rents cas possibles. Commenc¸ons par une observation simple : les
accroissements du processus arrondi peuvent se mettre sous la forme
αn
[
X(i/n)
αn
]
− αn
[
X( i−1n )
αn
]
= αn
[{
X( i−1n )
αn
}
+
X(i/n)−X( i−1n )
αn
]
, (0.0.3)
ou` {x} := x − [x] est la partie fractionnaire de x. Cette forme sera utilise´e de manie`re
syste´matique par la suite.
Deux termes apparaissent dans cette forme : le terme (X(i/n)−X( i−1n ))/αn est sim-
plement un accroissement brownien, de variance σ/βn. Le second terme {X(i−1)/n/αn} est
inde´pendant du premier ; rappelons un re´sultat ancien remontant a` Kosulajeff.
The´ore`me 1 (Kosulajeff, 37). Soit A une variable ale´atoire re´elle admettant une densite´.
Soit U une variable uniforme sur [0, 1]. Alors
{A/α} L−→
α−→0
U.
Lorsque αn converge vers 0, le comportement de chaque accroissement des arrondis
doit donc eˆtre proche de celui de variables du type : αn[U + σY/βn], ou` U est uniforme
10
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sur [0, 1] et Y une variable normale centre´e re´duite inde´pendante de U . On peut alors
s’attendre a` quatre comportements :
1. β est nul. L’erreur d’arrondi devient alors, a` la limite, ne´gligeable devant les accrois-
sements de X, et l’on devrait retrouver les meˆmes limites qu’en l’absence d’arrondis.
2. 0 < β < +∞. Le terme ge´ne´rique aura alors un comportement proche de
αn[U + σY/β], et l’on peut espe´rer la convergence en probabilite´ suivante :
1
n
[nt]∑
i=1
np/2
∣∣∣∣∣αn
[
{X( i− 1
n
)/αn}+
X(i/n)−X( i−1n )
αn
]∣∣∣∣∣
p
P−→ E (|β[U + σY/β]|p)
3. β = +∞ et αn → 0. Le terme Y/βn est alors en ge´ne´ral infe´rieur a` 1 (en valeur
absolue), et dans ce cas, conditionnellement a` Y , |[U + σY/βn]| est simplement
une variable de Bernoulli de parame`tre |Y/βn|. On s’attend donc a` la convergence
suivante :
1
n
[nt]∑
i=1
βn
∣∣∣∣∣
[
{X( i− 1
n
)/αn}+
X(i/n)−X( i−1n )
αn
]∣∣∣∣∣
p
P−→ E (|Y |) =
√
2
pi
σ
4. si αn = α est constant (donc βn → +∞), le processus arrondi ne sera susceptible de
varier que lorsque le processus d’origine se trouve dans une zone proche des seuils
kα (pour k entier). On peut donc s’attendre, a` la limite, a` un comportement lie´ au
temps local en ces seuils.
Les limites effectivement obtenues pour les variations quadratiques sont conformes a` celles
attendues d’apre`s le bref raisonnement ci-dessus. Rappelons la notation classique pour
les accroissements : ∆ni X := Xi/n − X(i−1)/n et introduisons celle correspondant aux
accroissements du processus arrondi :∆
n
i X := ∆
n
i (X
(αn)). En de´signant par h la densite´
normale centre´e re´duite, Jacod prouve dans [12] le
The´ore`me 2. [Jacod, 96] Soit X un mouvement brownien sur R, de variance σ2. Alors,
pour tout t > 0, on a les convergences en probabilite´ suivantes :
1. si βn −→ 0,
1
n
[nt]∑
i=1
(∆
n
i X)
2 −→
n
tσ2
2. si βn −→ β ∈]0,+∞[,
1
n
[nt]∑
i=1
(∆
n
i X)
2 −→
n
t
∫ 1
0
∫
R
h(x)(β[u+ σx/β])2dxdu
3. si βn −→ +∞ et αn −→ 0,
1
βn
[nt]∑
i=1
(∆
n
i X)
2 −→
n
t
√
2
pi
σ
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4. si αn = α est constant,
1√
n
[nt]∑
i=1
(∆
n
i X)
2 −→
n
t
√
2
pi
1
σ
α2
∑
k∈Z
Lkαt (X),
ou` Lat (X) de´signe le temps local de X, au temps t et au niveau a.
Le cas ou` la suite αn reste constante est on le voit tre`s particulier puisqu’il ne donne
en pratique de l’information que sur le temps local au niveau de la grille d’espace choisie.
On supposera dans la suite, sauf mention particulie`re, que αn tend vers 0. On constate par
ailleurs que le cas ou` β est infini entraˆıne une modification de la vitesse de convergence.
Celle-ci est comme attendu plus lente que la vitesse en l’absence d’arrondis ; tant que βn
reste borne´e, par contre, la vitesse de convergence n’est pas modifie´e, seule la limite varie.
Delattre et Jacod ont ge´ne´ralise´ ces re´sultats aux p-variations avec arrondis de diffu-
sion, avec les the´ore`mes centraux-limites associe´s, lorsque βn → β dans [9] puis lorsque
βn → +∞ dans [8], avec certaines applications statistiques. Li et Mykland ([24]) lorsque
βn → 0, puis Rosenbaum (([29], [30]) dans le cas ge´ne´ral en ont de´duit des estimateurs de
la volatilite´ inte´gre´e, et de la volatilite´ relative inte´gre´e.
Pre´sentation des re´sultats
Nous avons essaye´ dans ce travail d’obtenir des ge´ne´ralisations des re´sultats du the´ore`me
2 et, quand cela e´tait possible, d’expliciter le the´ore`me central limite associe´ ; la direction
la plus naturelle concerne e´videmment le comportement asymptotique des p-variations de
semimartingales avec erreur d’arrondis, de´ja` aborde´es par Delattre dans [8], pour le cas
des semimartingales continues, lorsque αn
√
n→ β < +∞.
En l’absence d’arrondis, l’e´tude des p-variations (sans arrondis) d’une semimartingale
discontinue ame`me a` distinguer trois cas, selon que l’influence de la partie brownienne
de la semimartingale est ou non pre´dominante par rapport a` celle des sauts. La somme
des variations dues a` la partie brownienne est de l’ordre de n × n−p/2 ; lorsque p > 2,
l’influence de la partie brownienne est donc ne´gligeble devant les variations induites par
les ”grands” sauts. Lorsque au contraire p < 2, l’ordre de grandeur des variations de la
partie brownienne appelle une renormalisation en np/2−1 qui rend l’influence des sauts
ne´gligeable. Lorsque enfin p = 2, l’ordre de grandeur de la somme des petites variations
et celui des sauts sont comparables. Nous obtenons des distinctions similaires pour le
comportement asymptotique des p-variations d’une semimartingale arrondie, lorsque β <
+∞. En effet, nous montrons que le comportement n’est pas modifie´ lorsque β = 0 et, si
β > 0, obtenons les convergences en probabilite´ suivantes (la premie`re pour la topologie de
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la convergence localement uniforme et les deux autres pour la topologie de Skorokhod) :
Si p < 2, np/2−1
[nt]∑
i=1
|∆ni X|p l.u.P−→ βp
∫ t
0
E(|[U + σsY/β]|p)ds
(0.0.4)
Si p = 2,
[nt]∑
i=1
|∆ni X|2 Sk P−→ β2
∫ t
0
E(|[U + σsY/β]|2)ds+
∑
s≤t
|∆Xs|2 (0.0.5)
Si p > 2,
[nt]∑
i=1
|∆ni X|p Sk P−→
∑
s≤t
|∆Xs|p (0.0.6)
On retrouve les meˆmes phe´nome`nes qu’en l’absence d’arrondis ; de plus les termes limites
dus aux sauts sont inchange´s, par contre ceux dus a` l’influence de la partie martingale
continue de X sont modifie´s par la pre´sence des arrondis.
Lorsque βn diverge, nous retrouvons la limite (0.0.6) de`s que nα
p
n −→ 0, par contre,
nous n’avons obtenu que des re´sultats incomplets pour les autres cas.
Lorsque p ≥ 3, nous avons par ailleurs de`s que nαp−1n est borne´e la tension des processus
min(
√
n, α−1n )
 [nt]∑
i=1
|∆ni X|p−
∑
s≤[nt]/n
|∆Xs|p
 .
Il n’y a cependant pas unicite´ de la limite ; pour espe´rer obtenir une convergence, des
hypothe`ses supple´mentaires sur la structure des sauts sont ne´cessaires. En imposant que
l’amplitude des sauts ait une densite´, nous obtenons ainsi un the´ore`me central limite
associe´ a` (0.0.6) ; la loi de la limite rappelle celle connue en l’absence d’arrondis, mais
des termes supple´mentaires apparaissent. A la fois les limites obtenues et les vitesses de
convergence de´pendent du comportement de βn : lorsque la suite admet une limite finie,
la vitesse de convergence est la plus grande que l’on puisse espe´rer, a` savoir
√
n ; lorsque
par contre βn converge vers l’infini, la vitesse de convergence est seulement 1/αn.
Nous nous sommes par ailleurs inte´resse´s au cas multidimensionnel dans le contexte
simple des (p-q)-variations d’un mouvement brownien bidimensionnel, a` savoir, pour un
mouvement brownien (W 1,W 2), aux sommes variationnelles de la forme :
[nt]∑
i=1
|∆niW 1|p|∆niW 2|q.
Apre`s avoir e´tabli quelques re´sultats concernant les parties fractionnaires d’un mouvement
brownien en plusieurs dimensions, nous donnons les lois des grands nombres pour les
p, q-variations, dont le comportement de´pend a` la fois de celui de βn et de la loi du
brownien. Plus pre´cise´ment, nous serons amene´s a` distinguer trois cas, selon que la matrice
de covariance est inversible ou non, et, lorsqu’elle ne l’est pas, selon que le rapport de
proportionnalite´ entre les deux composantes du brownien est ou non rationnel. Lorsque
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la matrice est inversible, les parties fractionnaires de chacune des deux composantes du
brownien convergent vers des lois uniformes inde´pendantes, ce qui ne pose pas de proble`me.
Par contre, si les deux composantes du brownien sont proportionnelles, deux cas sont a`
envisager ; le rapport de proportionnalite´ r peut eˆtre irrationnel, dans ce cas, en dehors
d’un ensemble ne´gligeable d’irrationnels, les parties fractionnaires des multiples de r sur le
segment [0, 1] sont re´parties de manie`re suffisamment re´gulie`re pour recre´er une certaine
inde´pendance entre les deux composantes, et l’ont peut retrouver le comportement du
premier cas. Lorsque par contre le rapport r est rationnel, nous obtenons a` la fois des
limites et des vitesses de convergence diffe´rentes.
Du cas non de´ge´ne´re´, nous de´duisons enfin une ge´ne´ralisation de la loi des grands
nombres pour les semimartingales aux bivariations de semimartingales arrondies.
Organisation de la the`se
Dans une premie`re partie, nous rappelons brie`vement quelques de´finitions et re´sultats
concernant les diffe´rents types de convergences utilise´s et les semimartingales, qui se-
ront utilise´s essentiellement pour la troisie`me partie. La seconde partie de cette the`se est
consacre´e a` l’etude des p, q-variations pour un mouvement brownien bidimensionnel. Enfin,
dans la troisie`me partie, nous nous inte´resserons aux p-variations des semimartingales. Les
parties deux et trois peuvent eˆtre lues inde´pendemment, a` l’exception de la section 3.1.2
concernant les bivariations d’une semimartingale bidimensionnelle, qui utilise un re´sultat
montre´ dans la deuxie`me partie.
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Chapitre 1
Pre´liminaires
Nous nous placerons dans toute la suite sur un espace de probabilite´ filtre´ (Ω,F ,F, P ).
1.1 Quelques types de convergences
Nous rappelons dans cette section diffe´rents types de convergences pour les processus,
et indiquons les notations employe´e par la suite. Xn et X sont ci-dessous des processus
re´els ca`dla`g.
1.1.1 Convergences en probabilite´
Pour les lois des grands nombres, nous utiliserons la convergence localement uniforme
en probabilite´.
De´finition-Notation. Convergence localement uniforme en probabilite´
Xn
l.u.P−→ X si ∀t > 0, sup
s≤t
|Xn(s)−X(s)| P−→ 0. (1.1.1)
Lorsque la limite est discontinue, cette topologie est en ge´ne´ral trop forte pour espe´rer
obtenir des re´sultats, et l’on montrera plutoˆt des convergences en probabilite´ pour la
topologie de Skorokhod. Nous ne rappelons ici que les e´le´ments directement utiles, pour
plus de de´tails concernant l’espace et la topologie de Skorokhod, on se re´fe`rera par exemple
a` [6] (chapitre 3) ou [17] (chapitre VI).
De´finition-Notation. Convergence en probabilite´ pour la topologie de Skorokhod
Xn
Sk P−→ X si Xn converge en probabilite´ vers X pour la topologie de Skorokhod.
La convergence pour la topologie de Skorokhod n’est pas compatible avec l’addition
(i.e. on peut avoir Xn
Sk P−→ X et Y n Sk P−→ Y sans que la somme Xn +Y n ne converge vers
X +Y ). Si par contre l’une des deux convergences est localement uniforme, le re´sultat est
vrai :
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Proposition 3. Soient Xn, Y n, X et Y des processus ca`dla`g (sur un meˆme espace de
probabilite´ (Ω,F , P )) tels que
Xn
Sk P−→ X.
(i) Si de plus
Y n
l.u.P−→ Y,
on a encore
Xn + Y n
Sk P−→ X + Y.
(ii) Si le processus X est continu, la convergence des Xn a lieu pour la topologie de la
convergence localement uniforme.
1.1.2 Convergences en loi
La notion de convergence classique pour un the´ore`me central limite est la convergence
en loi ; nous utiliserons un type de convergence un peu plus fort, la convergence en loi
stable, introduite par Re´nyi en 1963 ([26]) (cf aussi l’article d’Aldous et Eagleson[2]).
Couramment employe´e dans ce type de proble`mes, cette convergence permet de prendre
en compte la de´pendance de la limite par rapport a` F . On suppose les Xn de´finis sur un
meˆme espace de probabilite´ (Ω,F , P ), et X de´fini sur une extension (Ω˜, F˜ , P˜ ) de (Ω,F , P ).
De´finition-Notation.
L st−→Xn L st−→ X si, pour toute variable ale´atoire F-mesurable Z
borne´e et toute fonction F borne´e continue (pour la topologie de Skorokhod) sur l’ensemble
des processus ca`dla`g, on a :
E(ZF (Xn)) −→
n
E˜(ZF (X)).
Notons d’une part que la convergence en loi stable implique la convergence en loi, et
d’autre part que, si (Ω˜, F˜ , P˜ ) = (Ω,F , P ), elle e´quivaut a` la convergence en probabilite´.
1.2 Quelques rappels sur les semimartingales
Nous rappelons ici quelques points importants concernant les semimartingales. Pour
plus de de´tails, citons entre autres les ouvrages [17] ou [10].
La notion d’unicite´ sera toujours entendue a` l’indistinguabilite´ pre`s. On de´finit les
semimartingales (nous nous plac¸ons implicitement dans le cadre unidimensionnel ici, mais
les de´finitions sont e´videmment valables de manie`re plus ge´ne´rale) :
De´finition. Un processus X est une semimartingale s’il peut se mettre sous la forme
X = X0 +M +A, (1.2.1)
ou` X0 est une variable ale´atoire F0-mesurable, M est une martingale locale issue de 0, et
A un processus ca`dla`g a` accroissements finis, nul en 0.
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Les trajectoires de X sont alors par de´finition ca`dla`g, et l’ensemble de ses temps de
saut est donc au plus de´nombrable.
Notons que la de´composition (1.2.1) n’est pas unique. Il existe par contre au plus
une de´composition telle que le processus A soit pre´visible, si elle existe X est une semi-
martingale spe´ciale et cette de´composition sa de´composition canonique. Par ailleurs une
semimartingale dont les sauts sont borne´s est spe´ciale.
Etant donne´e une semimartingale X il existe une unique martingale locale continue,
note´e Xc (la partie martingale continue de X) qui soit la partie continue de M , quelle que
soit la de´composition (1.2.1) choisie.
Nous de´finissons ensuite la mesure de saut µX associe´e a` X :
De´finition. Une mesure ale´atoire sur l’espace R+×E est une fonction de Ω a` valeurs dans
l’ensemble des mesures positives sur (R+ × E,R+ ⊗ E) (ou` R+ est la tribu des bore´liens
de R+), telle que µ(A) soit F-mesurable pour tout A ∈ R+ ⊗ E .
La mesure de sauts associe´e a` une semimartingale X est alors de´finie par :
µX(ω, dt, dx) =
∑
1{∆Xs 6= 0}δ{s,∆Xs}(ds, dx), (1.2.2)
ce qui de´finit une mesure ale´atoire a` valeurs entie`res sur R+ × R (nous utilisons, ici uni-
quement, la notation classique δ pour la mesure de Dirac).
1.2.1 Caracte´ristiques d’une semimartingale
La loi d’un processus de Le´vy X est de´crite par les trois caracte´ristiques apparaissant
dans la formule de Le´vy-Khintchine : e´tant donne´e une fonction de troncature k, c’est-a`-
dire une fonction borne´e a` support compact et e´gale a` l’identite´ sur un voisinage de 0 (par
exemple k(x) = x1|x|≤1), on a
E(eiuXt) = etψ(u) = exp(t[iubt− cu2/2 +
∫
(eiux − 1− iuk(x))F (dx)]),
les trois caracte´ristiques de X sont alors b ∈ R, c ∈ R+ et F , mesure positive telle que∫
1 ∧ x2F (dx) < +∞. On peut de manie`re plus ge´ne´rale de´finir les caracte´ristiques d’une
semimartingale, qui ne seront alors plus constantes (les accroissements de X n’e´tant plus
stationnaires) ni de´terministe (a` cause de la non-inde´pendance des accroissements).
Il est ne´cessaire d’introduire dans un premier temps quelques notions pre´liminaires :
De´finition. Un processus est optionnel (resp. pre´visible) s’il est mesurable (en tant que
fonction sur Ω×R+) pour la tribu optionnelle O (resp. pre´visible P), c’ets-a`-dire la tribu
engendre´e par l’ensemble des processus ca`dla`g (resp. ca`g) adapte´s.
Si le Y est une fonction sur Ω˜ := Ω×R+×E, nous ge´ne´ralisons les notions de processus
optionnel et pre´visible ci-dessus en conside´rant les tribus produit O˜ := O⊗E et P˜ := P⊗E .
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Pour e´tudier la mesure de sauts µX , nous avons besoin d’e´tendre ces notions aux
mesures ale´atoires ; soit µ une mesure ale´atoire sur R+ × E.
Nous avons alors la de´finition :
De´finition. Une mesure ale´atoire µ est optionnelle (resp. pre´visible) si, pour tout proces-
sus optionnel (resp. pre´visible) Y , le processus inte´gre´ Y ∗µt est lui-meˆme optionnel (resp.
pre´visible), avec
Y ∗ µt :=
{∫
[0,t]×R Y (ω, s, x)µ(ω,ds, dx) de`s qu’il y a inte´grabilite´
+∞ sinon.
De´finition. Une mesure optionnelle µ est une mesure ale´atoire inte´grable si E(µ(.,R+ ×
E)) < +∞. Elle est dite P˜−σ-finie s’il existe une fonction V sur Ω˜, pre´visible et strictement
positive, telle que V ∗ µ∞ soit inte´grable.
Nous avons alors le re´sultat suivant
The´ore`me 4. Soit µ une mesure ale´atoire optionnelle P˜ − σ-finie. Il existe une unique
mesure ale´atoire pre´visible µp (a` un ensemble de mesure nulle pour P pre`s) telle que, pour
tout processus pre´visible Y , on ait :
E(Y ∗ µ+∞) = E(Y ∗ µp+∞)
Cette mesure ale´atoire est la mesure compensatrice pre´visible de µ (ou simplement le
compensateur de µ). De plus si Y est un processus pre´visible tel que le processus (croissant)
|Y | ∗ µ soit localement inte´grable, |Y | ∗ µp l’est aussi et Y ∗ µ− Y ∗ µp est une martingale
locale, i.e. Y ∗ µp est le compensateur, en tant que processus, de Y ∗ µ.
Nous pouvons a` pre´sent de´finir les caracte´ristiques d’une semimartingale X. Choisis-
sons une fonction de troncature k ; pour nous ramener a` une semimartingale spe´ciale,
remarquons que la semimartingale de´finie par
X(k)t := Xt −
∑
s≤t
(∆Xs − h(∆Xs))
a des sauts borne´s. Il s’agit donc d’une semimartingale spe´ciale, qui admet une unique
de´composition X(k) := X0 +M(k) +B(k) de la forme (1.2.1) avec B(k) pre´visible.
De´finition. Soient X une semimartingale et k une fonction de troncature. Nous appelle-
rons caracte´ristiques de X le triplet (B,C, ν) (unique a` un ensemble de mesure nulle pre`s)
dans lequel :
– B = B(k) est le processus pre´visible a` variations finies intervenant dans la de´com-
position canonique de X(k) ;
– C =< Xc, Xc > est la variation quadratique de la partie martingale continue de X ;
– ν est la mesure compensatrice pre´visible de la mesure de sauts de X µX .
Remarquons que seule la premie`re caracte´ristique B de´pend de la fonction de tronca-
ture choisie, de meˆme que seul le drift b de´pend de la fonction de troncature choisie dans la
formule de Le´vy-Khintchine. Il peut parfois eˆtre utile de choisir une fonction de troncature
continue ; nous choisirons cependant pour la suite la fonction habituelle k(x) = x1{|x|≤1}.
Nous avons alors la repre´sentation canonique ci-dessous d’une semimartingale X :
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The´ore`me 5. Soit X une semimartingale de caracte´ristiques (B,C, ν) pour la fonction
de troncature k. X admet alors la repre´sentation suivante :
X = X0 +X
c + k ∗ (µX − ν) + (x− k(x)) ∗ µX +B (1.2.3)
Il est parfois plus utile de donner non pas la seconde caracte´ristique C mais la seconde
caracte´ristique modifie´e C˜ ; en particulier elle intervient dans le crite`re de tension donne´
en fin de section. Rappelons la de´composition X(k) = X0 +M(k) +B(k).
De´finition. La seconde caracte´ristique modifie´e de X est le processus pre´visible
C˜ :=< M(k),M(k) >= C + h2 ∗ ν −
∑
s≤.
∆B(k)2.
La donne´e du triplet B, C˜, ν est e´quivalente a` celle de B,C, ν. Remarquons qu’a` la
diffe´rence de C, la seconde caracte´ristique modifie´e de´pend de la fonction de troncature
conside´re´e.
1.2.2 Semimartingales d’Itoˆ
Nous aurons ge´ne´ralement, par la suite besoin de faire des hypothe`ses d’absolue conti-
nuite´ sur les caracte´ristiques des semimartingales e´tudie´es. Nous appellerons semimartin-
gale d’Itoˆ une semimartingale dont les caracte´ristiques ve´rifient l’hypothe`se suivante :
Hypothe`se. Les caracte´ristiques de la semimartingale X sont absolument continues par
rapport a` la mesure de Lebesgue, i.e. il existe des processus b, σ et une famille Ft de
mesures ale´atoire sur R tels que :
– Bt =
∫ t
0 bsds
– Ct =
∫ t
0 σ
2
sds
– ν(dt, dx) = Ft(dx)dt
Ceci est encore e´quivalent au fait de pouvoir exprimer la semimartingale sous la forme
suivante (quitte e´ventuellement a` agrandir l’espace Ω pour de´finir W et µ) :
Xt = X0+
∫ t
0
bsds+
∫ t
0
σsdWs+
∫ t
0
∫
R
h(δ(x))(µ−ν)(ds, dx)+
∫ t
0
∫
R
(1−h(δ(x)))µ(ds, dx),
(1.2.4)
ou` W est un mouvement brownien, et µ et ν sont respectivement une mesure de Poisson sur
R+ ×E et son compensateur, tels que ν(dt, dz) = dtλ(dz) ; (E, E) est un espace auxiliaire
et λ une mesure σ-finie sur E. On peut de plus sans perte de ge´ne´ralite´ supposer σ ≥ 0,
et nous ferons cette hypothe`se dans tout ce qui suit.
1.2.3 Suite e´puisant les sauts de X.
Si T est un temps d’arreˆt, nous utiliserons la notation classique JT K := {(ω, t) ∈
Ω× R+, T (ω) = t}.
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Soit X un processus ca`dla`g adapte´ (par exemple une semimartingale). Alors il existe
une suite de temps d’arreˆts Tn telle que {(ω, t),∆Xt(ω) 6= 0} =
⋃JTnK, avec, pour n 6= m,JTnK⋂JTmK = ∅. On dit qu’une telle suite e´puise les sauts de X.
Pour une semimartingale d’Itoˆ, il est parfois utile de conside´rer une suite Tn e´puisant
plutoˆt les sauts associe´s a` µ, pour laquelle ∆XTn peut e´ventuellement eˆtre nul. Si l’on a
seulement {(ω, t),∆Xt(ω)} ⊂
⋃JTnK, on parlera de suite e´puisant faiblement les sauts de
X.
1.2.4 Le temps local d’une semimartingale
Pour cette section, nous nous re´fe´rons a` [25]. (Nous donnons la de´finition ge´ne´rale du
temps local d’une semimartingale, qui n’est pas beaucoup plus longue a` e´noncer, cependant
nous n’utiliserons pour la suite que le temps local du mouvement brownien, pour lequel
on peut aussi se re´fe´rer a` [27]). Soit X une semimartingale, f une fonction convexe, dont
la de´rive´e a` gauche est note´e f ′ ; alors il existe un processus adapte´, ca`d et croissant A tel
que
f(Xt) = f(X0) +
∫ t
0+
f ′(Xs−)dXs +At
et ∆At = f(Xt) − f(Xt−) − f ′(Xt−)∆Xt. Si l’on choisit f(x) = |x − a| (d’ou` f ′(x) =
sgn(x− a)), on note Aa le processus croissant associe´ ; posons
Lat = A
a
t −
∑
0<s≤t
(|Xs − a| − |Xs− − a| − sgn(Xs− − a)∆Xs). (1.2.5)
Le processus La. est appele´ temps local du processus X au point a ; on peut en choisir une
version continue en temps. Lorsque X est continu, les processus Aa et La sont confondus.
1.2.5 Tension pour la topologie de Skorokhod
Nous e´nonc¸ons ici un crite`re de tension sur l’espace de Skorokhod (correspondant au
the´ore`me VI.4.18 de [17]). Soit An une suite de processus ca`dla`g (non ne´cessairement
de´finis sur le meˆme espace de probabilite´) ; par de´finition, cette suite est tendue si la suite
des lois L(An) de ces processus est elle meˆme tendue. Rappelons que par le the´ore`me
de Prokhorov, la tension des An est alors e´quivalente a` la relative compacite´ de la suite
L(An). Avant de donner le crite`re de tension, nous avons besoin de de´finir une notion un
peu plus contraignante :
De´finition. Soit An une suite de processus ca`dla`g ; cette suite est dite C-tendue si elle
est tendue et si tous les points d’accumulation de la suite L(An) sont des lois de processus
continus.
Nous utiliserons plus pre´cise´ment le crite`re suivant pour prouver la C-tension dans la
partie 3 :
Proposition 6. (Prop. 3.26 de [17]) La suite An est C-tendue si et seulement si
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(i) pour tous ε, N > 0, il existe n0 ∈ N∗, K ∈ R+ tels que pour tout n ≥ n0, on ait
P (sup
t≤N
|Ant | > K) ≤ ε;
(ii) pour tous ε, η, N > 0, il existe n0 ∈ N∗, θ > 0 tels que pour tout n ≥ n0, on ait
P
(
sup
0≤s,t≤N,|t−s|≤θ
|Ant −Ans | > η
)
≤ ε.
De plus lorsque An est a` variations finies et qu’il existe une suite de processus A′n telle
que les processus A′n − V ar(An) soient croissants (i.e. le processus A′n majore fortement
An, pour tout n), la tension de la famille A′n implique celle de la suite An.
Conside´rons ensuite le cas particulier d’une suite de semimartingales Xn issues de 0,
que l’on supposera de´finies sur le meˆme espace de probabilite´ (mais pas ne´cessairement
pour la meˆme filtration). Nous avons alors le crite`re de tension suivant :
Proposition 7. La suite Xn est tendue si et seulement si
1. pour tous N, ε > 0,
lim
a→∞ lim supn
P (νn([0, N ]× {x, |x| > a}) > ε) = 0;
2. les suites de processus Bn, C˜n et (gp ∗ νn)n sont tendues, pour tout p, avec gp(x) =
(p|x| − 1)+ ∧ 1.
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Chapitre 2
Bivariations du mouvement
brownien bidimensionnel arrondi
2.1 Introduction
Lorsque le processus observe´ X = (X1, X2, ...) est multidimensionnel, il est naturel de
s’inte´resser a` une ge´ne´ralisation des p-variations meˆlant les deux composantes, c’est-a`-dire
a` des sommes de la forme :
[nt]∑
i=1
|∆ni X1|p1 |∆ni X2|p2 ... .
Jacod et Todorov ont par exemple re´cemment utilise´ dans [18] des sommes variation-
nelles de ce type pour ge´ne´raliser la me´thode de [1] a` la de´tection des temps de saut
communs aux deux composantes d’une semimartingale bidimensionnelle.
Remarque. Notons qu’un autre type de bivariations a e´te´ de´fini par Barndorff-Nielsen
et Shephard afin d’e´tudier la pre´sence de sauts [31] ou de se´parer, dans certains cas,
l’influence de la partie continue de celle des sauts dans la variation quadratique ([5], cf aussi
[33]). Ces bivariations meˆlent non pas les accroissements des diffe´rentes composantes d’un
processus multidimensionnel, mais les accroissements du meˆme processus en des temps
proches mais diffe´rents, du type :
∑ |∆ni X|p|∆ni−1X|q.... Nous ne nous inte´resserons pas a`
ce type de bivariations ici, notre objectif e´tant d’e´tudier les spe´cificite´s dues a` un processus
multidimensionnel en pre´sence d’arrondis.
Cette partie est une premie`re approche dans l’e´tude des bi-variations, et peut eˆtre vue
comme un prolongement naturel de [12] : nous nous limiterons au cas d’un mouvement
brownien bidimensionnel, dont la matrice de covariance est susceptible d’eˆtre de´ge´ne´re´e.
On conside`re un mouvement brownien bidimensionnel
X := X0 + S.W,
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ou` S ∈ M2(R) est une matrice re´elle fixe´e, et W =
(
W 1
W 2
)
, avec W 1 et W 2 deux mou-
vements browniens standards inde´pendants. Notons X
(α)
t := α[
Xt
α ]le processus X arrondi
(infe´rieurement) a` α pre`s,
∆ni A := Ai/n −A(i−1)/n
les accroissements d’un processus quelconque A et
∆
n
i A = A
(αn)
i/n −A
(αn)
(i−1)/n
les accroissements du processus A arrondi a` αn pre`s.
On de´finit pour tous re´els p, q > 0 les sommes (p, q)-variationnelles
V p,qn (X)t =
[nt]∑
i=1
∣∣∆ni X1∣∣p ∣∣∆ni X2∣∣q , (2.1.1)
dont on cherche a` de´terminer le comportement.
Rappelons brie`vement le comportement des p-variations d’un mouvement brownien
unidimensionnel arrondi : les variations quadratiques de W (αn), ou` (αn) est la suite de pas
d’arrondis, ont e´te´ e´tudie´es dans [12] en fonction du comportement de βn :=
√
nαn.
Notons Lat (X) le temps local (au sens des semimartingales) d’une semimartingale re´elle
X, au temps t et au niveau a, h la densite´ d’une variable normale standard et µp son
moment absolu d’ordre p. On introduit enfin la fonction
Γ(p, β, σ) :=
∫ 1
0
du
∫
R
dxh(x)|β[u+ σx
β
]|p
Quatre cas se pre´sentent d’apre`s [12] et [8], pour un mouvement brownien unidimensionnel
W de variance σ2, en fonction du comportement de la suite βn (dont on peut supposer,
quitte a` conside´rer des sous-suites, qu’elle converge vers β ∈ [0,+∞]) :
The´ore`me 8. (Jacod, 96)
(i) Si βn → 0
np/2−1V pn (W )t
L2−→ tσpµp
(ii) Si βn → β ∈]0,+∞[
np/2−1V pn (W )t
L2−→ tΓ(p, β, σ)
(iii) Si βn → +∞
np/2−1
βp−1n
V pn (W )t
L2−→ t
√
2
pi
σ
(iv) Si αn = α ∈]0,+∞[
1√
n
V pn (W )t
P−→ t
√
2
pi
αp
∑
k∈Z
Lkαt (W )
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Le parame`tre βn peut eˆtre vu comme le rapport du pas d’arrondi αn et de l’ordre
de grandeur des accroissements de X, a` savoir 1√
n
. Il est donc naturel que, dans le cas
βn −→ 0, on retrouve simplement les limites connues lorsqu’il n’y a pas d’arrondis : l’er-
reur commise en arrondissant est ne´gligeable devant la taille typique des accroissements.
De meˆme, si βn −→ β, l’erreur d’arrondi est du meˆme ordre de grandeur que les accrois-
sements, ce qui explique pourquoi la renormalisation n’est pas modifie´e. La fonction Γ qui
apparaˆıt dans la limite s’explique par la remarque suivante : pour des re´els a et b quel-
conques, on note {a} := a− [a] la partie fractionnaire de a ; alors [a]− [b] = [{b}+ a− b].
Par conse´quent, on peut re´e´crire les accroissements sous la forme :
∆ni X
(α) = α[{X(i−1)/n/α}+ ∆ni X/α], (2.1.2)
dans laquelle, pour i assez grand, le terme {X(i−1)/n/α} est proche d’une variable uniforme
(cf de nouveau [32]).
Lorsque par contre βn −→ +∞, le comportement des ∆ni X est tre`s diffe´rent : la plupart
de ces accroissements sont nuls ; ceux qui ne le sont pas seront de taille exactement αn en
ge´ne´ral.
Dans le cadre bidimensionnel, le comportement des sommes V p,qn (X) de´pend toujours
de celui de la suite βn. Il de´pend aussi de la matrice S, et en particulier de son rang.
Lorsque celui-ci est e´gal a` 1, les deux composantes sont proportionnelles et l’on traitera
se´pare´ment les cas ou` leur rapport est rationnel et ceux ou` il est irrationnel.
Les principaux re´sultats sont donne´s dans la deuxie`me section. Dans la section 2.3 on in-
troduit les principales notations, et l’on ve´rifie trois lemmes ge´ne´ralisant [32] lorsque βn →
β et βn → +∞. Les sections 2.4, 2.5, 2.6 et 2.7 sont enfin consacre´es aux de´monstrations
des re´sultats, respectivement lorsque βn → 0, βn → β ∈]0,+∞[, βn → +∞ et αn = α ∈ R.
2.2 Re´sultats
Lorsque βn −→ 0, la convergence se de´duit facilement de celle en l’absence d’arrondis,
et l’on retrouve les meˆmes limites :
The´ore`me 9. Supposons que βn −→ 0. Alors, pour tout entier r ≥ 1,
n(p+q)/2−1V p,qn (X)t
Lr−→ tE(|X11 |p|X21 |q)
On suppose donc pour ce qui suit que βn a une limite non nulle (mais e´ventuellement
infinie).
2.2.1 Le cas non de´ge´ne´re´ : detS 6= 0.
Lorsque βn ne converge pas vers 0, conside´rons tout d’abord le cas ou` le processus
bi-dimensionnel X est non-de´ge´ne´re´, i.e. detS 6= 0. Lorsque αn → 0, les convergences ob-
tenues pour V p,qn (X)t sont des ge´ne´ralisations assez naturelles des re´sultats du the´ore`me
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8, tandis que le passage en plusieurs dimensions induit un changement de comporte-
ment lorsque αn = α est constant. U, V de´signent ici des variables uniformes sur [0, 1],
inde´pendantes entre elles et de X.
On pose S =
(
σ11 σ12
σ21 σ22
)
, et l’on de´finit la fonction
Γ(p, q, β, S) :=
∫
[0,1]2
dudv
∫
R2
dy dz h(y)h(z)βp+q
∣∣∣∣[u+ σ11y + σ12zβ
]∣∣∣∣p ∣∣∣∣[v + σ21y + σ22zβ
]∣∣∣∣q
= E
(∣∣β [U +X11/β]∣∣p ∣∣β [V +X21/β]∣∣q) (2.2.1)
The´ore`me 10. Supposons detS 6= 0.
(i) Si βn → β ∈]0,+∞[, pour tout r ≥ 1 on a
n(p+q)/2−1V p,qn (X)t
Lr−→ tΓ(p, q, β, S)
(ii) Si βn → +∞ et α2n log n→ 0 on a
n(p+q)/2−1
βp+q−2n
V p,qn (X)t
L1−→ tE(|X11 ||X21 |)
(iii) Si αn = α constant, et X0 /∈ αZ2 p.s., alors presque suˆrement V p,qn (X)t est nul a`
partir d’un certain rang, qui de´pend de ω.
Remarques. Dans le dernier cas αn constant, le re´sultat est encore vrai en dimension
quelconque d ≥ 3, sans condition sur X0.
Ce the´ore`me ne donne pas d’indication sur le comportement des V p,qn (X) lorsque le pas
d’arrondi converge tre`s lentement vers 0 (αn → 0 et α2n log n9 0), ni lorsque le brownien
est issu d’un point de la grille (αZ2) quand α est constant.
2.2.2 Le cas de´ge´ne´re´ : detS = 0.
Lorsque detS = 0, les deux composantes X1 − X10 et X2 − X20 de X sont propor-
tionnelles. On les e´crit sous la forme X1 = X10 + σW et X
2 = X20 + σ
′W , ou` W est un
mouvement brownien re´el standard. σ et σ′ sont suppose´s non nuls, le cas ou` l’un des deux
au moins est nul se ramenant au cas unidimensionnel. On note θ le rapport σ′/σ, et ∆θ
la droite passant par l’origine et de pente θ. Les re´sultats diffe`rent selon que θ est ou non
rationnel.
Dans le cas rationnel, posons θ = a/b, a, b entiers premiers entre eux. On de´finit la
fonction Γ˜ :
Γ˜(p, q, β, θ) :=
1
b
∫ b
0
du
∫
R
dxh(x)βp+q
∣∣∣∣[{u}+ σxβ
]∣∣∣∣p ∣∣∣∣[{ab u}+ ab σxβ
]∣∣∣∣q (2.2.2)
= βp+qE
(∣∣∣∣[{bU}+ σW1β
]∣∣∣∣p ∣∣∣∣[{aU}+ σ′W1β
]∣∣∣∣q)
On obtient les convergences suivantes :
26
2.2. RE´SULTATS
The´ore`me 11. Supposons que detS = 0 avec θ ∈ Q, et que de plus X0 est porte´ par ∆θ.
(i) Si βn → β ∈]0,+∞[, pour tout r ≥ 1,
n(p+q)/2−1V p,qn (X)t
Lr−→ tΓ˜(p, q, β, θ) (2.2.3)
(ii) Si βn → +∞,
n(p+q)/2−1
βp+q−1n
V p,qn (X)t
L1−→ t
√
2
pi
σ
b
(2.2.4)
(iii) Si αn = α constant,
1√
n
V p,qn (X)t
P−→
√
2
pi
∑
k∈Z
αp+qLkαt (
X1
b
) (2.2.5)
Par de´finition du temps local d’une semimartingale, Lxt (sX) = sL
x/s
t (X) ; la limite de
(2.2.5) s’exprime donc imme´diatement en fonction des temps locaux de X1 et X2, sous la
forme : √
2
pi
∑
k∈Z
αp+q
b
Lkbαt (X
1) =
√
2
pi
∑
k∈Z
αp+q
a
Lkaαt (X
2).
Remarques. Si l’on ne suppose pas que X0 se trouve sur la droite ∆θ, les re´sultats
pre´ce´dents ne sont plus valables, en effet :
1. Lorsque βn → β, supposons que α′n soit une sous-suite de αn telles que
({X10/α′n}, {X20/α′n}) −→ (u′, v′).
Alors la sous-suite des n(p+q)/2−1V p,qn (X)t associe´e aux α′n convergera vers
βp+qE
(∣∣∣∣[{u′ + bU}+ σW1β
]∣∣∣∣p ∣∣∣∣[{v′ + aU}+ σ′W1β
]∣∣∣∣q) . (2.2.6)
Sauf a` supposer que la suite ({X10/αn}, {X20/αn}) converge, on pourra donc construire
des sous-suites de n(p+q)/2−1V p,qn (X)t ayant des limites diffe´rentes.
2. Si βn → +∞, la suite n(p+q)/2−1βp+q−1n V p,qn (X)t converge vers 0 lorsque P (X0 ∈
∆θ) = 0.
3. Elle est meˆme nulle a` partir d’un certain rang, p.s., lorsque αn est constant.
Lorsque θ est irrationnel, on introduit une hypothe`se sur ses approximations ration-
nelles :
Hypothe`se (H). Il existe deux suites d’entiers an ∈ Z et bn ∈ N∗, an et bn e´tant premiers
entre eux pour tout n, telles que
n−1/2bn −→ 0
n−1/2b2n −→ +∞
∀n ≥ 1, |θ − an/bn| < 1/bn
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Nous pouvons a` pre´sent e´noncer les lois des grands nombres dans le cas irrationnel :
The´ore`me 12. Supposons detS = 0 et θ /∈ Q. Alors
(i) Si βn → β ∈]0,+∞[ et θ ve´rifie H, pour tout r ≥ 1,
n(p+q)/2−1V p,qn (X)t
Lr−→ tΓ(p, q, β, S) (2.2.7)
(ii) Si αn = α est constant,
1√
n
V p,qn (X)t
P−→
√
2
pi
αp+qL0t (W ) (2.2.8)
De plus, (H) est ve´rifie´e par presque tout irrationnel θ (pour la mesure de Lebesgue).
Nous retrouvons la limite obtenue lorsque la matrice de covariance est inversible ; on
peut le comprendre a` partir de la limite (2.2.3). En effet, si l’on approche θ par une
suite de fractions re´duites anbn , les suites (an) et (bn) divergeant, les parties fractionnaires
({anU}, {bnU}) vont se comporter a` la limite comme des couples de variables uniformes
inde´pendantes, et l’on retrouve alors a` partir de (2.2.3) la limite du cas non de´ge´ne´re´.
Cependant ce phe´nome`ne ne converge pas en ge´ne´ral de fac¸on suffisamment rapide pour
assurer la convergence lorsque (βn) diverge, ce qui explique que l’on n’ait obtenu de re´sultat
que lorsque βn converge.
2.3 Re´sultats pre´liminaires
Les processus et variables ale´atoires conside´re´s sont suppose´s de´finis sur un meˆme es-
pace de probabilite´ (Ω,F ,P).
2.3.1 Quelques notations
On rappelle les notations pre´ce´dentes : [x] de´signe la partie entie`re d’un re´el x, {x} = x−[x]
sa partie fractionnaire et x(α) = α[ xα ] l’arrondi de x a` α pre`s. U et V sont deux variables
ale´atoires uniformes inde´pendantes et inde´pendantes de X. Le processus arrondi est note´
X(αn) := αn[X/αn]. et les accroissemnts de X et X
(αn) respectivement
∆ni X := Xi/n −X(i−1)/n et ∆ni X = Xαni/n −Xαn(i−1)/n.
Pour une fonction a` valeurs re´elles f de´finie sur un ensemble E, nous notons Mf :=
supE |f |. Enfin, λk est la mesure de Lebesgue sur Rk, et (Fs)s est la filtration engendre´e
par le processus X.
Dans la suite, C de´signera une constante qui ne de´pend, sauf indication contraire, que
de S, p et q.
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2.3.2 L’hypothe`se H
Montrons que λ-presque tout re´el ve´rifie (H) :
Preuve du dernier re´sultat du the´ore`me 12. On utilise deux re´sultats simples d’approxi-
mations diophantiennes (cf [21], II.1) ; le premier est une application du lemme de Borel-
Cantelli, le second de´coule de la de´composition d’un irrationnel en fractions rationnelles
(Des preuves succintes de ces deux re´sultats sont donne´es dans l’annexe C).
1. D’apre`s le the´ore`me de convergence de Khintchine, si ψ est une fonction positive
croissante telle que
∑+∞
k=1 1/(kψ(k)) < +∞, alors pour presque tout (pour la mesure
de Lebesgue) re´el ζ, l’ine´galite´ d(kζ,Z) < 1/(kψ(k)) 1 est satisfaite par au plus un
nombre fini d’entiers k ∈ N∗.
2. Soit ψ une fonction positive croissante et ζ un re´el satisfaisant la proprie´te´ ci-dessus
(donc irrationnel). D’apre`s le the´ore`me II.2 de [21], il existe Bζ > 0 tel que, pour
tout B ≥ Bζ , il existe deux entiers premiers entre-eux a et b ve´rifiant :{
|ζ − ab | < 1b2
B
ψ(B) ≤ b < B
.
3. On choisit ψ(x) = x1/5, pour laquelle
∑
1/(kψ(k)) < +∞. Soit ζ ve´rifiant la pro-
prie´te´ du 1. ; il existe un rang nζ tel que n
5/12 > Bζ de`s que n ≥ nζ . D’apre`s le 2.,
on trouve donc pour tout n ≥ nζ un couple d’entiers premiers entre eux (an, bn) tel
que |ζ−an/bn| < 1/b2n et n1/3 ≤ bn < α5/12n . On peut par exemple comple´ter la suite
en posant, pour tout n < nζ , (an, bn) := (anζ , bnζ ).
Nous avons ainsi construit, pour presque tout irrationnel ζ, une suite (bn)n qui ve´rifie les
hypothe`ses de H.
2.3.3 Lemme principal
On montre trois majorations utilise´es dans les sections 2.5 (βn → β fini) et 2.6 (αn → 0,
βn → +∞), correspondant a` chacun des trois cas : detS 6= 0, detS = 0 et θ ∈ Q et
enfin detS = 0 et θ /∈ Q. Rappelons que U et V sont des variables uniformes sur [0, 1]
inde´pendantes entre elles et inde´pendantes de X.
Lemme 13. Soient u, v re´els, f : [0, 1]2 → R une fonction mesurable borne´e. On note
Mf le maximum et If l’inte´grale de |f | sur [0, 1]2. Soient n ≥ 1 et j ≥ 1 des entiers et
α > 0 un re´el. Alors, il existe une constante C qui ne de´pend que de la matrice S telle que
pour tous re´els u et v,
(i) Si detS 6= 0 :
|E(f({u+X1j/n
αn
}, {
v +X2j/n
αn
}))−E(f(U, V ))| ≤ C(Mf βn√
j
∧Mf ∧ If ( βn√
j
+
β2n
j
) (2.3.1)
1. d(kζ,Z) de´signe ici la distance usuelle inf{|kζ − n|, n ∈ Z}.
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(ii) Si detS = 0 et θ = a/b ∈ Q :
|E(f({u+X1j/n
αn
}, {
v +X2j/n
αn
}))− E(f({bU}, {v − u(a/b)
αn
+ aU}))| ≤ C βn√
j
bMf (2.3.2)
(iii) Si detS = 0 et θ /∈ Q, on suppose de plus que f est lipschitzienne en sa deuxie`me
coordonne´e, de constante de lipschitz c, et qu’en outre il existe a ∈ Z∗, b ∈ N∗ premiers
entre eux tels que |θ − a/b| < 1/b2. On pose M ′f := max(c,Mf ). Alors
|E(f({u+X1j/n
αn
}, {
v +X2j/n
αn
}))− E(f(U, V ))| (2.3.3)
≤ CM ′f
( √
j
βnb2
+
βn√
j
b+
β2n|a|b
j
+
1
b
+
∫ +∞
βnb2/(C
√
j)
dxh(x)
)
.
2.3.4 De´monstration du lemme
On montre un premier lemme, correspondant au cas non de´ge´ne´re´, en dimension quel-
conque, avec des pas α qui peuvent diffe´rer suivant les directions de l’espace. On introduit
pour cela la fonction
g : [0, 1]2 −→ [−1, 1]
(v, u) 7−→ v − 1{v≥u}
id de´signe l’ope´rateur identite´ sur l’ensemble des fonctions de Rd a` valeurs re´elles.
Lemme 14. Soit ϕ ∈ Cd(Rd,R) une densite´ de probabilite´ sur Rd, dont les de´rive´es
sont toutes inte´grables. Soit f : [0, 1]d −→ R mesurable, borne´e. Alors, pour tous α =
(α1, ..., αd) ∈]0,+∞[d et x = (x1, ..., xd) ∈ Rd,
∫
Rd
dλd(w)ϕ(w)f({x1 + w1
α1
}, ..., {xd + wd
αd
}) = (2.3.4)∫
[0,1]d
dλd(u)f(u)
∫
Rd
dλd(w)
(
d
Π
i=1
(
id +αig({xi + wi
αi
}, ui) ∂
∂wi
))
(ϕ)(w)
De´monstration. Notons A :=
d
Π
i=1
αi. Le membre de gauche de (2.3.4) vaut, apre`s change-
ment de variable,∫
Rd
dλd(w)f({x1 + w1
α1
}, ..., {xd + wd
αd
})ϕ(w)
= A
∫
Rd
dλd(w)ϕ
(
α1w1 − x1, ..., αdwd − xd
)
f({w1}, ..., {wd})
= A
∑
k∈Zd
∫
[0,1]d
dλd(u)ϕ
(
α1(k1 + u1)− x1, ..., αd(kd + ud)− xd
)
f(u) (2.3.5)
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On compare ensuite ϕ(α1(k1 + u1), ..., αd(kd + ud)) a` sa moyenne sur [0, 1]
d :∫
[0,1]d dv1...dvd ϕ
(
α1(k1 + v1)− x1, ..., αd(kd + vd)− xd
)
.
Pour cela, montrons, par re´currence sur d, que, pour toute fonction ψ ve´rifiant les hy-
pothe`ses du lemme, et tout d-uplet u ∈ [0, 1]d,
ψ(u) =
∫
[0,1]d
dv1...dvd
d
Π
i=1
(
id +g(vi, ui)
∂
∂wi
)
(ψ)(v1, ..., vd) (2.3.6)
Pour d = 1, on obtient en inte´grant par parties :∫ 1
0
(
ψ(u)− ψ(v))dv = ∫ 1
0
∫ u
v
ψ′(w)dwdv
= −
∫ 1
u
ψ′(w)dw +
∫ 1
0
vψ′(v)dv
=
∫ 1
0
ψ′(v)(v − 1{v≥u})dv =
∫ 1
0
g(v, u)ψ′(v)dv
(2.3.6) est donc ve´rifie´e en dimension 1.
Soit maintenant d ≥ 2. On suppose la proprie´te´ (2.3.6) vraie pour d− 1. Fixons u1 ∈
[0, 1] et appliquons l’hypothe`se de re´currence a` la fonction ψ˜ de´finie par : ψ˜(w2, ..., wd) =
ψ(u1, w2, ..., wd). On obtient :
ψ(u1, ..., ud) =
∫
[0,1]d−1
dw2...dwd
( d
Π
i=2
(
id +g(wi, ui)
∂
∂wi
)
(ψ)(u1, w2, ...wd)
)
On de´finit a` pre´sent la fonction ψ̂ : ψ̂(w1) =
d
Π
i=2
(
id +g(wi, ui)
∂
∂wi
)
(ψ)(w1, w2, ..., wd),
a` laquelle on applique la proprie´te´ en dimension 1 :
ψ̂(u1) =
∫ 1
0
dw1
(
id +g(w1, u1)
d
dw1
)
(ψ̂)(w1),
d’ou`
ψ(u1, ..., ud)
=
∫
[0,1]d−1
dw2...dwd
∫ 1
0
dw1 (id +α1g(w1, u1)
∂
∂w1
)
( d
Π
i=2
(
id +g(wi, ui)
∂
∂wi
)
(ψ)
)
(w1, ..., wd)
On en de´duit (2.3.6), vu que les ope´rateurs id et g(wi, ui)
∂
∂wi
commutent.
En particulier, la fonction ψ : ψ(u1, ..., ud) = ϕ (α1(k1 + u1)− x1, ..., αd(kd + ud)− xd)
ve´rifie les meˆmes proprie´te´s de re´gularite´ et d’inte´grabilite´ que ϕ, et ∂ψ∂wi (w1, ..., wd) =
αi
∂ϕ
∂wi
(α.(k + w)− x), avec la notation habituelle pour le produit scalaire x.y. On de´duit
donc de (2.3.6) que
ϕ
(
α.(k + u)− x) = ∫
[0,1]d
dv1...dvd
d
Π
i=1
(
id +αig(vi, ui)
∂
∂vi
)
(ϕ)
(
α.(k + v)− x
)
. (2.3.7)
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De (2.3.5) et (2.3.7), on de´duit l’e´galite´
∫
Rd
dλd(v)ϕ(v)f({x+ v
α
}) =
∑
k∈Z
∫
[0,1]d
dλd(u)f(u)A
×
∫
[0,1]d
dλd(v)
( d
Π
i=1
(
id +αig(vi, ui)
∂
∂vi
)
(ϕ)(α.(k + v)− x).
Notons Bk les pave´s [α1k1 − x1, α1(k1 + 1) − x1] × ... × [αdkd − xd, αd(kd + 1) − xd], qui
constituent une partition de Rd. Alors, apre`s changement de variables dans chaque terme
de la somme,∫
Rd
dλd(y)ϕ(v)f({x+ v
α
}) =∑
k∈Z
∫
[0,1]d
dλd(u)f(u)
∫
Bk
dλ(v)
( d
Π
i=1
(id +αig({vi + xi
αi
}, ui) ∂
∂vi
)(ϕ)(v)
La fonction g est borne´e, de meˆme, par hypothe`se, que f ; ϕ et ses de´rive´es e´tant sup-
pose´es inte´grables, la se´rie ci-dessus est sommable. En permutant la somme et la premie`re
inte´grale, on obtient le re´sultat voulu.
On en de´duit, en dimension 2 :
Corollaire 15. Soit ϕ une densite´ de probabilite´ sur R2, de classe C2, et dont les de´rive´es
sont toutes inte´grables. Soit f : [0, 1]2 −→ R mesurable, borne´e, Mf le maximum et If
l’inte´grale de |f |. Alors, pour tous α ∈ R et tout (x, y) ∈ R2,∣∣∣∣∣
∫
R2
dwdzϕ(w, z)f({x+ w
α
}, {y + z
α
})−
∫
[0,1]2
dudvf(u, v)
∣∣∣∣∣ ≤ Φ(3αMf∧3Mf∧(2α+α2)If ),
(2.3.8)
avec Φ := max{1, ∫ | ∂ϕ∂w |, ∫ |∂ϕ∂z |, ∫ | ∂2ϕ∂w∂z |}.
Remarque. De meˆme qu’en dimension une, des hypothe`ses nettement plus faibles sur la
loi du couple suffisent a` assurer la convergence en loi : les arguments de la de´monstration
de Tukey ([32]) sont toujours valables en plusieurs dimensions (cf Annexe A). Nous avons
cependant besoin de controˆler la vitesse de convergence, ce qui ne´cessite des hypothe`ses
de re´gularite´ plus fortes.
De´monstration. La majoration par 2ΦMf est e´vidente. On applique le lemme 14 en di-
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mension 2, dont les hypothe`ses sont ve´rifie´es par les fonctions ϕ et f :∫
R2
dwdzf({x+ w
α
}, {y + z
α
}) = (2.3.9)∫
[0,1]2
dudvf(u, v)
∫
R2
dwdz (ϕ(w, z) +αg
(
{x+ w
α
}, u
)
∂ϕ
∂w
(w, z)
+αg
(
{y + z
α
}, v
)
∂ϕ
∂z
(w, z)
+α2g
(
{x+ w
α
}, u
)
g
(
{y + z
α
}, v
)
∂2ϕ
∂w∂z
(w, z)
)
|g| est borne´e (par 1), et, par de´finition, ∫ |ϕ|, ∫ | ∂ϕ∂w |, ∫ |∂ϕ∂z | et ∫ | ∂2ϕ∂w∂z | sont majore´es par
Φ. Par conse´quent,∣∣∣∫
R2
dwdzf({x+ w
α
,
y + z
α
})− (∫
[0,1]2
dudvf(u, v)
)∣∣∣ ≤ Φ(2α+ α2)Mf .
La majoration par 3αΦMf s’en de´duit lorsque α ≤ 1.
Le corollaire ci-dessus nous sera utile pour les preuves du cas ou` detS 6= 0 ; montrons
a` pre´sent une majoration similaire correspondant au cas rationnel, lorsque detS = 0.
Lemme 16. Soit ϕ une densite´ de probabilite´ sur R, de classe C1 et dont la de´rive´e est
inte´grable, et soit f mesurable borne´e sur [0, 1]2. Alors, pour tous re´els x, y, tout re´el
α > 0 et tout couple (a, b) d’entiers naturels premiers entre eux,∣∣∣∣∫
R
dwϕ(w)f({x+ w
α
}, {y + w(a/b)
α
})− 1
b
∫ b
0
dw f({w}, {y − x(a/b)
α
+
a
b
w})
∣∣∣
≤ αb
∫
R
|ϕ′|Mf
De´monstration. On suit la meˆme me´thode que pre´ce´demment : la premie`re inte´grale du
membre de gauche, apre`s changement de variable, vaut
∑
k∈Z
∫ (k+1)b
kb
dwαϕ(αw − x)f({w}, {y − x(a/b)
α
+
a
b
w}) (2.3.10)
=
∑
k∈Z
∫ b
0
dwαϕ(α(w + kb)− x)f({w}, {y − x(a/b)
α
+
a
b
w})
On compare ensuite ϕ(α(w + kb) − x) a` sa moyenne lorsque l’on fait varier w dans
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[0, b], en inte´grant par parties :
ϕ(α(w + kb)− x)− 1
b
∫ b
0
dv ϕ(α(v + kb)− x) = 1
b
∫ b
0
dv α
∫ w
v
duϕ′(α(u+ kb)− x)
=
1
b
(
−αb
∫ b
w
duϕ′(α(u+ kb)− x) +
∫ b
0
dv αvϕ′(α(v + kb)− x)
)
=
1
b
∫ b
0
dv α(v − b1{v≥w})ϕ′(α(v + kb)− x)
=
1
b
∫ b
0
dv αgb(v, w)ϕ
′(α(v + kb)− x), (2.3.11)
en posant gb(v, w) := v − b1{v≥w} = bg(v/b, w/b). En injectant (2.3.11) dans (2.3.10), on
obtient∫
R
dwϕ(w)f({w + x
α
}, {y + w(a/b)
α
})
=
∑
k∈Z
∫ b
0
dw
(
f({w}, {y − x(a/b)
α
+
a
b
w})
×
(
α
1
b
∫ b
0
dv
(
ϕ(α(v + kb)− x) + αgb(v, w)ϕ′(α(u+ kb)− x)
)))
=
1
b
∑
k∈Z
∫ b
0
dw f({w}, {y − x(a/b)
α
+
a
b
w})
(∫ α(k+1)b−x
αkb−x
dv
(
ϕ(v) + αgb(b{v + x
αb
}, w)ϕ′(v)))
Cette se´rie est sommable, et∫
R
dwϕ(w)f({w + x
α
}, {y + w(a/b)
α
}) = 1
b
∫ b
0
dw f({w}, {y − x(a/b)
α
+
a
b
w})
+
1
b
∫ b
0
dw f({w}, {y − x(a/b)
α
+
a
b
w})
∫
R
dv αgb(b{v + x
αb
}, w)ϕ′(v)
Le second terme du membre de droite peut bien eˆtre majore´ par αbMf
∫
R |ϕ′|, d’ou` le
re´sultat.
On donne enfin une majoration dans le cas ou` la distribution de ϕ est porte´e par une
droite de pente irrationnelle.
Lemme 17. Soit ϕ ∈ C1(R,R+) d’inte´grale 1 ; posons
Φ := sup{1, sup
R
|ϕ′|
∫
R
|ϕ(w)w|dw}.
Soit f : [0, 1]2 → R une fonction mesurable borne´e, et lipschitzienne de constante c en
sa seconde variable. Soit σ un irrationnel et a ∈ Z∗, b ∈ N∗ premiers entre-eux tels que
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|σ − a/b| < 1/b2. Alors pour tout re´el α > 0 et tous re´els x et y, on a :
|
∫
R
dwϕ(w)f({x+ w
α
}, {y + σw
α
})−
∫ 1
0
∫ 1
0
dwdvf(w, v)| (2.3.12)
≤ Φ
(
c+ 4Mf
αb2
+ αbMf +
c
b
+ 4Mf
α2
σ2
|a|b
)
+ 2Mf
∫
|w|≥α(ab−1)/(|σ|∨|a/b|)
dw|ϕ(w)|
De´monstration. Si σ < 0, en conside´rant yˆ := α − y et fˆ(u, v) := f(u, 1 − v), qui ve´rifie
les proprie´te´s requises, on se rame`ne a` montrer le re´sultat avec −σ. Nous pouvons donc
supposer pour la de´monstration que σ est positif. Posons σ′ := a/b, qui est donc aussi
strictement positif, et
A =
∫
R
dwϕ(w)f({x+ w
α
}, {y + σw
α
}).
On commence par se ramener au cas rationnel pre´ce´dent en approchant f({x+wα }, {y+σwα })
par f({x+wα }, {y+σ
′w
α }) : signalons tout d’abord deux majorations utiles de´coulant imme´-
diatement des hypothe`ses faites sur σ, a et b.
|y + σw
α
− y + σ
′w
α
| ≤ | w
αb2
| (2.3.13a)
| 1
σ′
− 1
σ
| ≤ 1
σab
(2.3.13b)
Comparons f(u, {v}) et f(u, {v′}) pour u ∈ [0, 1] et v < v′. On distingue trois cas :
1. [v′]− [v] ≥ 2, auquel cas v′ − v ≥ 1, donc
|f(u, {v})− f(u, {v′})| ≤ c ≤ c(v′ − v),
2. [v] = [v′] ; alors {v′}−{v} = v′−v, et de nouveau |f(u, {v})−f(u, {v′})| ≤ c|v−v′|.
3. [v′] = [v] + 1.
On peut alors majorer, en se´parant l’inte´grale ci-dessous en deux, selon que |[y+σwα ] −
[y+σ
′w
α ]| est e´gal a` 1 ou non, en utilisant (2.3.13a) dans le second cas :
|A−
∫
R
dwϕ(w)f({x+ w
α
},{y + σ
′w
α
})|
≤ cΦ 1
αb2
+ 2Mf
∫
R
dwϕ(w)1{|[ y+σw
α
]−[ y+σ′w
α
]|=1}
il reste a` e´tudier l’inte´grale dans le second terme du membre de droite, qui vaut encore :
A′ :=
∫
R
dwϕ(w)1{|[{ y
α
}+σw
α
]−[{ y
α
}+σ′w
α
]|=1} (2.3.14)
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On note y′ := {y/α}. Alors |[y′+ σwα ]− [y′+ σ
′w
α ]| = 1 est re´alise´ si et seulement s’il existe
un entier k tel que {
soit k + 1 > y′ + σwα ≥ k > y′ + σ
′w
α ≥ k − 1
soit k + 1 > y′ + σ
′w
α ≥ k > y′ + σwα ≥ k − 1.
(2.3.15)
Nous supposerons pour l’instant que σ > a/b, le cas σ < a/b se traitant de manie`re
similaire. L’alternative (2.3.15) implique alors l’existence d’un entier k tel que :
α|(k − y′)|
σ′
≥ |w| ≥ α|(k − y
′)|
σ
. (2.3.16)
L’entier k est toujours du meˆme signe que k − y′, puisque 0 ≤ y′ < 1. On en de´duit la
majoration :
|A′| ≤
∫
dwϕ(w)1{∃k,|k|<ab,α|(k−y′)|
σ′ >|w|≥
α|(k−y′)|
σ
} +
∫
dwϕ(w)1{∃k,|k|≥ab,α|(k−y′)|
σ′ >|w|≥
α|(k−y′)|
σ
}
≤
∑
0<k≤ab
∫ α(k−y′)/σ′
α(k−y′)/σ
dwϕ(w) +
∑
−ab<k≤0
∫ α(k−y′)/σ
α(k−y′)/σ′
dwϕ(w) +
∫
|w|≥α(ab−1)/σ
dwϕ(w).
(2.3.17)
Comparons chacun des termes de la premie`re somme ci-dessus a` la valeur moyenne de
ϕ sur un intervalle de taille α/σ. De manie`re ge´ne´rale, pour tout y et tous z ≥ t > 0,
on a :
∣∣∣∫ s+ts dwϕ(w)− tz ∫ s+zs dwϕ(w)∣∣∣ ≤ t(z − t)||ϕ′||∞. En prenant z = α/σ et t =
α(k − y′)(1/σ′ − 1/σ), vu (2.3.13b), on obtient :
ab∑
k=1
∣∣∣∣∣
∫ α(k−y′)/σ′
α(k−y′)/σ
dwϕ(w)−
(
α(k − y′)( 1
σ′
− 1
σ
)
)
σ
α
∫ α(k+1−y′)/σ
α(k−y′)/σ
dwϕ(w)
∣∣∣∣∣
≤
ab∑
k=1
||ϕ′||∞α
2
σ2
(
1− (k − y′)
( σ
σ′
− 1
))
≤ Φα
2
σ2
ab.
Par le meˆme raisonnement, cette majoration vaut aussi pour la seconde somme de (2.3.17).
Enfin,
|
ab∑
k=1
(
α(k − y′)( 1
σ′
− 1
σ
)
)
σ
α
∫ α(k+1−y′)/σ
α(k−y′)/σ
dwϕ(w)| ≤ σ
αab
∫
R+
|wϕ(w)|dw ≤ Φσ
αab
.
(2.3.18)
On en de´duit :
|A′| ≤ 4Φα
2
σ2
ab+ Φ
σ
αab
+
∫ +∞
α(ab−1)/σ
dw(|ϕ(w)|+ |ϕ(−w)|)).
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Si σ < σ′, on obtient la meˆme majoration, en remplac¸ant σ par σ′ dans le majorant, et de
plus 1/σ′ < 1/σ, donc ce remplacement n’est ne´cessaire que pour les termes ayant σ au
nume´rateur. Dans les deux cas, nous obtenons donc pour A :∣∣∣∣A− ∫
R
dwϕ(w)f
({
x+ w
α
}
,
{
y + σ′w
α
})∣∣∣∣ (2.3.19)
≤ Φ
(
c
αb2
+ 8Mf
α2
σ2
ab+ 2Mf
σ ∨ σ′
αb2
)
+ 2Mf
∫
|w|≥α(ab−1)/(σ∨σ′
dw|ϕ(w)|).
On remarque en outre que
σ ∨ σ′
ab
≤ 2
b2
.
Appliquons a` pre´sent le lemme 16 :
∣∣∣∫
R
dwϕ(w)f({x+ w
α
}, {y + w(a/b)
α
})− 1
b
∫ b
0
dw f({w}, {y − x(a/b)
α
+
a
b
w})
∣∣∣.
≤ αbΦMf . (2.3.20)
Il reste donc a` ve´rifier que
|1
b
∫ b
0
dwf({w}, {y − (a/b)x
α
+
a
b
w})−
∫ 1
0
∫ 1
0
dudv f(u, v)| ≤ c
b
. (2.3.21)
En effet,
1
b
∫ b
0
dwf({w}, {y − (a/b)x
α
+
a
b
w}) =
∫ 1
0
dw
1
b
b−1∑
k=0
f(w, {y − σx
α
+
a
b
w+
ak
b
}). (2.3.22)
Comme a est premier avec b, ak parcourt bien l’ensemble {1, ..., b − 1}. (2.3.22) est donc
de la forme :
∫ 1
0 dw
1
b
∑b−1
i=0 f(w, {z + ib}), en posant z := (y − σx)/α + aw/b. Vu que f
est suppose´e lipschitzienne par rapport a` sa seconde coordonne´e, |1b
∑b−1
i=0 f(w, {z + ib})−∫ 1
0 dv f(w, v)| ≤ cb , donc on a bien (2.3.21).
On peut donc conclure, en rassemblant (2.3.19), (2.3.20) et (2.3.21).
Le lemme 13 se de´duit facilement du corollaire 15 et des lemmes 16 et 17 :
Preuve du lemme 13. Pour montrer (2.3.1) (resp. (2.3.2), resp. (2.3.3)), on applique le
corollaire 15 (resp. le lemme 16, resp. le lemme 17), en prenant pour ϕ la densite´ de X1−X0
(resp. X1j/n − X10 , resp. X1j/n − X0), qui ve´rifie les proprie´te´s d’inte´grabilite´ requises, et
α = αn
√
n
j =
βn√
j
, x = (u+X0)
√
n
j et y = (v +X0)
√
n
j . On obtient ainsi une majoration
portant sur les espe´rances conditionnellement a` X0, donc sur les espe´rances puisque le
majorant ne de´pend pas de X0. Pour le terme inte´gral, on montre facilement qu’il existe
une constante C ne de´pendant que de la matrice S telle que (|a|b − 2)/|σ| ≤ (b2/C), a`
l’aide des hypothe`ses faites sur a, b et σ.
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2.4 Le cas βn → 0
On connaˆıt la convergence des sommes sans arrondis : posons
Up,qn (X) := n
(p+q)/2−1
[nt]∑
i=1
|∆ni X1|p|∆ni X2|q. (2.4.1)
Alors, pour m ∈ N∗,
Up,qn (X)
Lm−→ tE(|X11 −X10 |p|X21 −X20 |q). (2.4.2)
Il suffit donc de montrer que
V p,qn (X)− Up,qn (X) L
m
−→ 0 (2.4.3)
On commence par se ramener a` la convergence dans L1 en prouvant l’uniforme in-
te´grabilite´ (par rapport a` n) des n(p+q)/2−1V p,qn (X)t. Par convexite´, pour tout n-uplet
de re´els positifs (a1, ..., an) et tout k ≥ 1,
(∑n
i=1 ai
)k ≤ nk−1∑ni=1 aki , et par ailleurs
|∆ni X| ≤ |∆ni X|+ αn donc, ici,n(p+q)/2−1 [nt]∑
i=1
|∆ni X1|p|∆ni X2|q
m≤
 1
n
[nt]∑
i=1
(√
n|∆ni X1|+ βn
)p (√
n|∆ni X2|+ βn
)qm
≤
(
[nt]
n
)m−1 1
n
[nt]∑
i=1
(|√n∆ni X1|+ βn)mp (|√n∆ni X2|+ βn)mq .
Par conse´quent,
E
((
n(p+q)/2−1V p,qn (X)t
)m) ≤ tmE((|X11 −X10 |+ βn)mp (|X21 −X20 |+ βn)mq). (2.4.4)
Ces espe´rances sont borne´es uniforme´ment en n car {βn, n ≥ 0} est borne´. Il suffit
donc de prouver la convergence dans L1. Or
|∆ni X1|p|∆ni X2|q − |∆ni X1|p|∆ni X2|q
= |∆ni X1|p
(|∆ni X2|q − |∆ni X2|q)+ |∆ni X2)|q(|∆ni X1|p − |∆ni X1|p)
donc
E
(
V p,qn (X)− Up,qn (X)|
)
≤ E
(∣∣|X11 −X10 |+ βn∣∣p × ∣∣(|X21 −X20 |+ βn)q − |X21 −X20 |q∣∣)+ E(|X21 −X20 |q × ∣∣(|X11 −X10 |+ βn)p − |X11 −X10 |p∣∣)
Les espe´rances E
(∣∣|X11−X10 |+βn∣∣2p), E(∣∣X11−X10 ∣∣2p), E(∣∣|X21−X20 |+βn∣∣2q) et E(∣∣X21−
X20
∣∣2q) sont borne´es (uniforme´ment en n), il reste donc a` prouver la convergence vers 0
de E
(∣∣(|X21 −X20 |+ βn)q − |X21 −X20 |q∣∣2) et E(∣∣(|X11 −X10 |+ βn)p − |X11 −X10 |p∣∣2), qui
est assure´e par le the´ore`me de convergence domine´e.
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2.5 Le cas βn → β ∈]0,+∞[
On traite les trois cas possibles simultane´ment, en utilisant respectivement les majo-
rations (2.3.1), (2.3.2) et (2.3.3) du lemme 13.
Les sommes renormalise´es V p,qn (Xt) sont comme pre´ce´demment uniforme´ment inte´gra-
bles, vu (2.4.4) et du fait que la suite (βn)n≥1 est toujours suppose´e borne´e. Il suffit donc
de montrer la convergence dans L2. Γn (resp. Γ) de´signe ici Γ˜(p, q, βn, θ) (resp. Γ˜(p, q, β, θ))
ou Γ(p, q, βn, S) (resp. Γ(p, q, β, S)), selon que l’on est dans le cas detS = 0 et θ ∈ Q ou
dans l’un des deux autres cas. On pose alors
ηni := n
(p+q)/2|∆ni X1|p|∆ni X2|q − Γn. (2.5.1)
Puisque βn → β, [nt]n Γn → Γ par continuite´ de ρ 7→ Γ(p, q, ρ, S), et il suffit de montrer que
n(p+q)/2−1V p,qn (X)−
[nt]
n
Γn
L2−→ 0. (2.5.2)
De´composons :
E
(∣∣∣∣n(p+q)/2−1V p,qn (X)− [nt]n Γn
∣∣∣∣2
)
=
1
n2
[nt]∑
i=1
E(|ηni |2) +
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=1
E(ηni η
n
i+j)).
(2.5.3)
On a :
E(np+q|∆ni X1|γ |∆ni X2|ζ) ≤ E(np+q(|∆ni X1|+ αn)2p(|∆ni X2|+ αn)2q)
≤ C(1 + β2(p+q)n ).
Vu que la suite (βn) est borne´e, on en de´duit que E(|ηni |) et E(|ηni |2) sont borne´es,
uniforme´ment en n (et en i). Par conse´quent, la premie`re somme du second membre,
dans (2.5.3), converge vers 0. On majore ensuite |E(ηni ηni+j))| ≤ E(|ηni ||E(ηni+j |Fi/n)|), en
notant (j e´tant fixe´)
uni :=
{
X1(i+j−1)/n
αn
}
et vni :=
{
X2(i+j−1)/n
αn
}
.
Rappelons que ∆
n
i+jX
1 = αn[u
n
i +
∆ni+jX
1
αn
], et de meˆme pour X2. Par conse´quent,
E(ηni+j |Fi/n) = βp+qn E
(
E
(|[uni + ∆ni+jX1αn ]|p|[vni + ∆
n
i+jX
2
αn
]|q|F(i+j−1)/n
)|Fi/n)− Γn.
Posons
fn(u, v) = β
p+q
n E(|[u+
X11/n
αn
]|p|[v +
X21/n
αn
]|q). (2.5.4)
On a alors
E(ηni+j |Fi/n) = E(fn(uni , vni )|Fi/n)− Γn.
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En vue d’appliquer le lemme 13, montrons (lorsque detS = 0 et θ 6= Q) que fn est
liptschitzienne en sa seconde coordonne´e.
Soient u ∈ [0, 1], et (v, v′) tel que 0 ≤ v < v′ ≤ 1, alors 2
|fn(u, v)− fn(u, v′)|
=
∣∣∣∣βp+qn ∫
R
dxh(x)|[u+ σx
βn
]|p(|[v + σ′x
βn
]|q − |[v′ + σ
′x
βn
]|q)∣∣∣∣
≤ βp+qn
∫
R
h(x)|[u+ σx
βn
]|p
∣∣∣∣∣∣∣∣[σ′xβn
]
+ 1
∣∣∣∣q − ∣∣∣∣[σ′xβn
]∣∣∣∣q∣∣∣∣ 1[−v′,−v[+Z(σ′x/βn)dx.
≤
∫
R
h(
√
2βx
σ′
)1[−v′,−v[+Z(x)e−
1
4
(xβ/σ′)2βp+q+1n Pn(x)dx,
apre`s changement de variable pour la seconde ine´galite´ ; P est ici un polynoˆme en x, qui
de´pend de σ, σ′, p et q. β est suppose´ non nul donc la fonction x 7→ e− 14 (xβ/σ′)2βp+q+1n Pn(x)
tend vers 0 en l’infini et est continue ; elle est donc borne´e, uniforme´ment en n puisque β
est fini. Nous avons donc :
|fn(u, v)− fn(u, v′)| ≤ C
∑
k∈Z
∫ k−v′
k−v
h(
√
2βx
σ′
)dx.
Nous majorons les termes k = 1 et k = 0 par C(v−v′) suph. La fonction h e´tant strictement
de´croissante (resp. croissante) sur R+ (resp. R−), nous pouvons encore majorer les termes
en k ≥ 2 par C(v − v′) ∫ k−1k−2 h(√2βxσ′ )dx et ceux en k ≤ −1 par C(v − v′) ∫ k+1k h(√2βxσ′ )dx.
Finalement il existe une constante C, qui ne de´pend C(v − v′) pour |fn(u, v)− fn(u, v′)|,
et la fonction f est lipschitzienne en sa seconde variable, uniforme´ment en n (remarquons
que nous aurions e´videmment pu faire le meˆme raisonnement -y compris dans le lemme
17- en conside´rant la premie`re variable).
La de´finition (2.5.4) des fn assure qu’elles sont de plus borne´es sur [0, 1]
2, uniforme´ment
en n. Remarquons aussi que Γ(p, q, βn, S) = E(fn(U, V )) lorsque detS 6= 0 ou detS = 0
et θ /∈ Q et Γ˜(p, q, βn, S) = E(fn(bU, aU)) si θ = a/b ∈ Q.
Appliquons aux fonctions fn le lemme 13 ; pour j ≥ 2, il existe une constante C (qui
de´pend de la suite βn mais pas de n) telle que si detS 6= 0,
|E(ηni+j |Fi/n)| ≤
C√
j − 1);
si detS = 0 et θ = ab ∈ Q, (avec a et b premiers entre eux),
|E(ηni+j |Fi/n)| ≤
C√
j − 1;
si detS = 0 et θ /∈ Q, et que θ ve´rifieH, notons de nouveau anbn la suite d’approximations
rationnelles de θ obtenues graˆce a` l’hypothe`se H. Nous avons :
|E(ηni+j |Fi/n)| ≤ C
(√
j − 1
b2n
+
bn√
j − 1 +
1
bn
+
b2n
j
+
∫ +∞
b2n/(C
√
j−1)
dxh(x)
)
. (2.5.5)
2. En utilisant la notation classique 1A(x) = 1 si x ∈ A, 0 sinon.
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La densite´ gaussienne ve´rifie, pour tout a positif,
∫ +∞
a h(x)dx ≤ e−a
2/2, et ce terme est en-
core majore´ par 1/a pour a suffisamment grand, donc a` partir d’un certain rang, l’inte´grale
ci-dessus est majore´e par C
√
j − 1/b2n.
Finalement, on obtient une majoration de la double somme de (2.5.3) dans les deux
premiers cas :
| 1
n2
[nt]−1∑
i=1
[nt]−i∑
j=1
E(ηni η
n
i+j))| ≤
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=2
E(|ηni |)C(
1√
j − 1) +
1
n2
[nt−1]∑
i=1
C
≤ C
n2
[nt]−1∑
i=1
√
[nt]− i+ tC
n
≤ t1/2 C
n2
.(nt)3/2 + t
C
n
≤ C√
n
t2 +
Ct
n
.
Dans le troisie`me cas, on obtient de meˆme pour les quatre premiers termes du majorant
de (2.5.5) :
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=2
C
√
j − 1
b2n
≤ Ct
5/2√n
b2n
≤ Ct
5/2
αnb2n
,
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=2
Cbn√
j − 1 ≤
Ct3/2bn√
n
,
et
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=2
C
bn
≤ C
bn
.
1
n2
[nt]−1∑
i=1
[nt]−i∑
j=2
Cb2n
j − 1 ≤
Ctb
2
n log(n)
n
,
Les deux sommes du membre de droite de (2.5.3) convergent bien vers 0 dans tous les
cas (en utilisant les hypothe`ses αnbn → 0 et αnbn → +∞ pour le troisie`me) ; on a donc la
convergence (2.5.2).
2.6 Le cas βn → +∞
2.6.1 Re´sultats pre´liminaires
On commence par ve´rifier que les ”grands” accroissements (i.e. tels que |∆ni X| > αn) n’ont
pas d’influence sur la limite. On de´finit les ensembles
Rnε = ∪k∈Z([kαn−εαn, kαn[×[kαn, kαn+εαn]∪[kαn, kαn+εαn]×[kαn−εαn, kαn[) (2.6.1)
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Rnε est donc l’ensemble des couples (x, y) qui se trouvent de part et d’autre d’un seuil kαn,
et tels que x et y soient tout deux a` une distance infe´rieure a` εαn de ce seuil. En pratique,
seuls les accroissements du processus arrondi de taille exactement αn (pour chacune des
composantes) ont une influence, ainsi que le montre le lemme suivant :
Lemme 18. Supposons que βn → +∞. Alors, pour tout re´el a et tous 0 < ε, ε′ < 1, les
deux diffe´rences suivantes convergent (dans L1) vers 0 :
n(p+q)/2−1βan
 [nt]∑
i=1
|∆ni X1|p|∆ni X2|q−
[nt]∑
i=1
αp+qn 1{|∆ni X1|≥αn1{|∆ni X2|≥αn}
 (2.6.2)
et n(p+q)/2−1βan
∣∣∣∣∣∣
[nt]∑
i=1
|∆ni X1|p |∆ni X2|q (2.6.3)
−αp+qn
[nt]∑
i=1
1{(X1
(i−1)/n,X
1
i/n
})∈Rnε 1{(X2(i−1)/n,X2i/n})∈Rnε′
∣∣∣∣∣∣ .
De´monstration. On de´signe par ||.|| la norme sup de R2. Lorsque ||∆ni X|| ≥ 2αn, on a
||∆ni X|| ≥ αn donc ||∆
n
i X|| ≤ αn + ||∆ni X|| ≤ 2||∆ni X||. On en de´duit que
|∆ni X1|p|∆ni X2|q − αp+qn 1|∆ni X1|≥αn1|∆ni X2|≥αn ≤ C||∆
n
i X||p+q1{||∆ni X||≥αn}.
Par conse´quent,
βann
(p+q)/2−1E(|
[nt]∑
i=1
|∆ni X1|p|∆ni X2|q − αp+qn 1|∆ni X1|≥αn1|∆ni X2|≥αn |)
≤ CtβanE
(||X1 −X0||p+q1{||X1||≥βn})
≤ Ct
βn
E(||X1 −X0||p+q+a+1);
(2.6.2) est donc ve´rifie´.
Par ailleurs nous avons, par de´finition des Rnε ,{(
(X1(i−1)/n, X
1
i/n) ∈ Rnε
)
=⇒ (|∆ni X1| ≥ αn)
|∆ni X1| ≥ αn et (X1(i−1)/n, X1i/n) /∈ Rnε =⇒ |∆ni X1| ≥ εαn.
Les implications similaires pour X2 et ε′ sont aussi ve´rifie´es, nous en de´duisons que
βa+p+qn
n
E
(∣∣ [nt]∑
i=1
1|∆ni X1|≥αn1|∆ni X2|≥αn−
[nt]∑
i=1
1(X1
(i−1)/n,X
1
i/n
)∈Rnε 1(X2(i−1)/n,X2i/n)∈Rnε′
∣∣)
≤ β
a+p+q
n
[nt]∑
i=1
E
(
1{|∆ni X1|≥αn,(X1(i−1)/n,X1i/n)/∈Rnε } + 1{|∆
n
i X
2|≥αn,(X2(i−1)/n,X2i/n)/∈Rnε′}
)
≤ βa+p+q (P (|∆ni X1| ≥ εαn)+ P (|∆ni X2| ≥ ε′αn)) .
Ce terme converge vers 0 (de`s que βn → +∞). Vu (2.6.2), on en de´duit (2.6.3).
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On rappelle par ailleurs un re´sultat montre´ dans [12], qui permet d’obtenir la conver-
gence dans le cas de´ge´ne´re´, lorsque θ ∈ Q :
Lemme 19. (Jacod, 96) Si βn −→ +∞ et αn −→ 0,
βn
n
[nt]∑
i=1
1|∆ni (σW )|≥αn
L2−→
√
2
pi
σt. (2.6.4)
2.6.2 Cas de´ge´ne´re´ lorsque θ ∈ Q
On montre tout d’abord la convergence dans le cas de´ge´ne´re´, lorsque θ est rationnel.
D’apre`s le lemme 18, il suffit de montrer la convergence (dans L1) de
Mn :=
n(p+q)/2−1
βp+q−1n
[nt]∑
i=1
αp+qn 1Rnε (X
1
(i−1)/n, X
1
(i)/n) 1Rnε′ (X
2
(i−1)/n, X
2
(i)/n)
vers t
√
2
piσ/b, pour ε et ε
′ > 0 judicieusement choisis.
On remarque que Mn =
βn
n
[nt]∑
i=1
1Rnε (X
1
(i−1)/n, X
1
(i)/n) 1Rnε′ (X
2
(i−1)/n, X
2
(i)/n). On est dans
le cas de´ge´ne´re´ rationnel, donc il existe deux entiers premiers entre eux a et b tels que
aX1 = bX2, car on a suppose´ que X0 ∈ ∆θ. On suppose dans le raisonnement qui suit
que 0 < a ≤ b ; les autres cas se de´montrent exactement de la meˆme manie`re. Fixons
1/(ab) > δ > 0 ; on choisit alors ε = bδ et ε′ = aδ. On se rame`ne a` la dimension 1 pour
appliquer le lemme 19 : montrons que
Mn =
βn
n
[nt]∑
i=1
1Rnδ (X
1
(i−1)/n/b,X
1
i/n/b). (2.6.5)
Il suffit de prouver que ((X1s , X
1
t ) ∈ Rnε ) et ((X2s , X2t ) ∈ Rnε′)) ⇐⇒ ((X1s /b,X1t /b) ∈
Rnδ ). Le sens re´ciproque (⇐) est e´vident. Montrons le sens direct : on suppose que ((X1s , X1t ) ∈
Rnε ) et ((X
2
s , X
2
t ) ∈ Rnε′). On peut supposer sans perte de ge´ne´ralite´ que X1s < X1t (et donc
X2s < X
2
t ). Il existe alors deux entiers k et l tels que{
kαn − εαn ≤ X1s ≤ kαn et kαn ≤ X1t ≤ kαn + εαn
lαn − ε′αn ≤ X2s ≤ lαn et lαn ≤ X2t ≤ lαn + ε′αn ;
des deux premiers encadrements, on de´duit que (a/b)kαn − ε′αn ≤ X2s ≤ (a/b)kαn et
(a/b)kαn ≤ X2t ≤ (a/b)kαn + ε′αn. On a donc [bl − bε′] ∩ [ak − bε′] 6= ∅, ce qui n’est
possible (vu que 0 < bε′ < 1) que si ak = bl. Par conse´quent, b divise k, donc k/b est
entier. Or on a encore kαn/b − δαn ≤ X1s /b ≤ kαn/b et kαn/b ≤ X1t /b ≤ kαn/b + δαn.
D’ou` (X1s /b,X
1
t /b) ∈ Rnδ . L’implication voulue est donc ve´rifie´e, ainsi que (2.6.5).
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Par ailleurs, d’apre`s le lemme 19, βnn
∑[nt]
i=1 1|∆ni (σW )αn |≥αn
L1−→
√
2
piσt. En appliquant
le lemme 18 (en dimension 1), on en de´duit que βnn
[nt]∑
i=1
1(X1
(i−1)/n/b,X
1
i/n
/b)∈Rnδ converge vers√
2
pi tσ/b dans L
1. On conclut avec (2.6.5).
2.6.3 Cas non de´ge´ne´re´
On utilise encore le lemme 18 : il suffit de montrer la convergence dans L1 de
n(p+q)/2−1β−(p+q−2)n
[nt]∑
i=1
αp+qn 1{|∆ni X1|≥αn}1{|∆ni X2|≥αn}
= (β2n/n)
[nt]∑
i=1
1{|∆ni X1|≥αn}1{|∆ni X2|≥αn}
vers tE(|X11X21 |). On proce`de de la meˆme manie`re que dans la de´monstration du cas
βn −→ β, en montrant la convergence dans L2 a` l’aide du lemme 13. Vu que (|∆ni X1| ≥
αn) ⇐⇒ (|αn[{
X1
(i−1)/n
αn
} + ∆ni X1αn ]| ≥ αn), on obtient, en reprenant la notation pre´ce´dente
(uni , v
n
i ) (avec j = 0),
β2n
n
[nt]∑
i=1
1|∆ni X1|≥αn1|∆ni X2|≥αn =
β2n
n
[nt]∑
i=1
1|[uni +∆ni X1/αn]|≥11|[vni +∆ni X2/αn]|≥1
On de´finit fn par fn(u, v) := E(1|[u+∆n1X1/αn]|≥11|[v+∆n1X2/αn]|≥1).
Pour tout a ∈ R, on a :∫ 1
0
du 1|[u+a]|≥1 =
∫ 1
0
du 1u+a≥1 +
∫ 1
0
du 1u+a<0 = 1 ∧ a+ + 1 ∧ a− = |a| ∧ 1.
Calculons alors :∫ 1
0
∫ 1
0
dudvfn(u, v) = E
(∫ 1
0
∫ 1
0
1|[u+∆n1X1/αn]|≥11|[v+∆n1X2/αn]|≥1
)
par Fubini
= E
(
(1 ∧ |∆
1
1X
1|
βn
)(1 ∧ |∆
1
1X
2|
βn
)
)
vu le calcul ci-dessus. (2.6.6)
En particulier, la suite (β2n
∫ 1
0
∫ 1
0 fn)n est majore´e par E(|∆11X1||∆11X2|). D’apre`s le the´ore`me
de convergence domine´e, puisque βn → +∞, nous avons
β2n
∫
[0,1]2
fn −→ tE
(∣∣∆11X1∆11X2∣∣) = tE (∣∣(X11 −X10 )(X21 −X20 )∣∣) .
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Il suffit a` pre´sent de ve´rifier que
β2n
n
[nt]∑
i=1
(
1|∆ni X1|≥αn1|∆ni X2|≥αn −
∫ 1
0
∫ 1
0
dudv fn(u, v)
) L2−→ 0. (2.6.7)
On pose donc ηni := 1|∆ni X1|≥αn1|∆ni X2|≥αn −
∫ 1
0
∫ 1
0 dudv fn(u, v), auquel cas
E(ηni |F(i−1)/n) = fn(uni , vni )−
∫ 1
0
∫ 1
0
dudv fn(u, v).
Commenc¸ons par e´tudier les ηni . Par application du lemme 13 et de (2.6.6), nous
obtenons (la constante C ne de´pendant que de la matrice S) :
|E(ηni+j |Fi/n)| ≤ C(
1
βn
√
j − 1 +
1
j − 1),
d’ou`, en notant de nouveau Ifn l’inte´grale de fn (qui est positive) sur [0, 1]
2 :
E(|ηni |) = (1− Ifn)E(1|∆ni X1|≥αn1|∆ni X2|≥αn) + IfnE(1− 1|∆ni X1|≥αn1|∆ni X2|≥αn)
≤ |E(ηni )|+ 2Ifn
≤ C( 1
β2n
+
1
βn
√
i− 1 +
1
i− 1). (2.6.8)
Comme pre´ce´demment, pour obtenir (2.6.7), on majore les deux termes β4n/n
2
[nt]∑
i=2
E((ηni )
2)
et β4n/n
2
[nt]∑
i=2
[nt]−i∑
j=1
E
(
|ηni ||E(ηni+j |Fi/n)|
)
, le terme ηn1 e´tant borne´.
Puisque |ηni | ≤ 1, on peut majorer |ηni |2 par |ηni |, et graˆce a` (2.6.8), nous obtenons (la
constante Ct de´pend ici seulement de S et de t) :
β4n
n2
[nt]∑
i=1
E((ηni )
2) ≤ Ct(α2n + α3n + α4n log(nt)). (2.6.9)
Vue les majorations obtenues pour |E(ηni )| et E(|ηni |), nous avons
β4n
n2
[nt]∑
i=2
[nt]−i∑
j=1
E
(|ηni E(ηni+j |F(i−1)/n)|) ≤ Cα4n [nt]∑
i=1
(
1
β2n
+
1
βn
√
i
+
1
i
)
1+ [nt]∑
j=1
(
1
βn
√
j
+
1
j
)

≤ C
(
αnt
3/2 + α2nt+ αnt
3/2 + α2n log(nt)(α
2
n + αn
√
t+ t) + (α2n log(nt))
2
)
.
(2.6.10)
Les membres de droite de (2.6.9) et (2.6.10) convergent vers 0 de`s que α2n log(n) converge
lui aussi vers 0.
Sous cette hypothe`se, la convergence dans L2 (2.6.7) est donc ve´rifie´e.
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2.7 Le cas αn = α constant
2.7.1 Cas de´ge´ne´re´
On suppose d’abord que detS = 0 et θ ∈ Q. Nous reprenons les notations Rnε et les choix
pour ε et ε′ du paragraphe 2.6.2. Ici la suite αn est constante donc les ensembles Rnε ne
de´pendent pas de n ; nous les notons Rε. Par uniforme continuite´ des trajectoires sur [0, t],
il existe un rang n0(ω, t) a` partir duquel la diffe´rence
V p,qn (Xt)− αp+qn
[nt]∑
i=1
1Rε(X
1
(i−1)/n, X
1
i/n)1Rε′ (X
2
(i−1)/n, X
2
i/n)
est nulle. De meˆme qu’au paragraphe 2.6.2, la seconde somme est encore e´gale a`
[nt]∑
i=1
1Rδ(X
1
(i−1)/n/b,X
1
i/n/b) =
[nt]∑
i=1
1|∆ni (X1/a)|≥α,
cette dernie`re e´galite´ e´tant vraie a` partir d’un certain rang (ale´atoire). Les sommes renor-
malise´es 1√
n
V p,qn (X)t et
1√
n
V p+qn (
σ
aW
1) ont donc la meˆme limite. On conclut en utilisant
la convergence connue en dimension 1 (cf the´ore`me 8) :
1√
n
V pn (γW )t
P−→ t
√
2
pi
αp
∑
k∈Z
Lkαt (γW ),
avec ici γ = σ/a = σ′/b.
Supposons maintenant θ /∈ Q. Pour ε > 0 quelconque, on peut trouver M(ε) telle que
P (sups≤t |Xs| > M(ε)) < ε. Puisque θ /∈ Q, σZ∩σ′Z = {0}, et η := min{|kα−lα/θ|, |kα| <
M(ε), |lα/θ| < M(ε)} > 0. Par continuite´ des trajectoires, sup1≤i≤[nt] |∆niW | −→ 0 p.s.
On en de´duit que, avec une probabilite´ supe´rieure a` (1− ε) , a` partir d’un certain rang,
Vn(X
1, X2)t − αp+q
[nt]∑
i=1
1X1
i/n
X1
(i−1)/n<0
1X2
i/n
X2
(i−1)/n<0
= 0.
1√
n
V p,qn (X)t a donc la meˆme limite que
αp+q√
n
[nt]∑
i=1
1{σWi/nσW(i−1)/n<0} (avec X
1 = σW ). On
sait que ce terme converge vers
√
2
piα
p+qL0t (W ), d’ou` le re´sultat.
2.7.2 Cas non de´ge´ne´re´
Dans ce paragraphe, la norme utilise´e sera la norme sup : ||(x, y)|| = |x| ∨ |y|. Nous
pouvons pour l’essentiel reprendre le raisonnement ci-dessus ; fixons T et conside´rons tout
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d’abord le cas du mouvement brownien standard dans le plan : S =
(
1 0
0 1
)
. On sup-
pose de plus que X n’est pas issu d’un point de le grille : P (X0 ∈ (αZ)2) = 0 (on
peut meˆme supposer, puisque la loi de V p,q(.) est invariante par translation de αk, k ∈
Z2, que presque suˆrement X0 ∈ [0, 1]2). Pour tout ε, on peut trouver M(ε) tel que
P(sups≤T ||Xs|| ≥ M(ε)α) < ε. On sait par ailleurs que {Xs, s ≥ 0} ∩ (αZ)2 = ∅ p.s.
(cf [27]). La trajectoire e´tant continue, il existe donc pour chacun de ces sommets du
maillage une boule B(δk,l(ω), (kα, lα)) non atteinte par X sur le compact [0;T ]. On note
δ(ε) = inf{δk,l, (kα, lα), |k|, |l| < M(ε), (k, l) 6= (0, 0)}. Vu ce qui pre´ce`de, on ne peut
avoir simultane´ment [X1s /α] 6= [X1t ] et [X2s /α] 6= [X2t /α] que si ||Xt − Xs|| ≥ δ(ε). Par
continuite´ des trajectoires, sup{||(X1, X2)i/n − (X1, X2)(i−1)/n||, 1 ≤ i ≤ [nT ]} −→ 0 p.s.
Par conse´quent, avec une probabilite´ supe´rieure a` 1 − ε, V p,qn (X)T est nul a` partir d’un
certain rang, qui de´pend de la trajectoire. Ceci est valable pour tout ε > 0, donc aussi
presque suˆrement.
De`s que le de´terminant S est non nul, (2.7.1) reste vrai dans le cas ge´ne´ral. En effet,
les passages de niveaux de X1 et X2 se rame`nent a` des passages de niveaux des deux
browniens inde´pendant W et W ′, avec un maillage de´forme´ (par S−1), et on peut encore
appliquer le raisonnement ci-dessus.
Lorsque le processus X est de la forme X = X0 + S.W , ou` X0/α /∈ Z2 p.s., V p,qn (X)t
est donc nul a` partir d’un certain rang, P-p.s.
Remarque. Nous avons suppose´ ici que X0 n’appartient pas a` (αZ)2. Si au contraire X0 = 0
p.s., nous aurons seulement
V p,qn (X)t − αp+q
[nt]∑
i=1
1{X1
i/n
X1
(i−1)/n<0} 1{X2i/nX2(i−1)/n<0} = 0 (2.7.1)
a` partir d’un certain rang : les seuls passages de niveau simultane´s de X1 et X2 se pro-
duisent autour du niveau 0. Si l’on conside`re un mouvement brownien plan dont les com-
posantes sont inde´pendantes, issu de ze´ro, on peut calculer facilement l’espe´rance
E
 [nt]∑
i=1
1{W 1
i/n
W 1
(i−1)/n<0} 1{W 2i/nW 2(i−1)/n<0}
 = 1
4
+
1
pi2
[nt]∑
i=1
arctan2
(
1√
i
)
.
Ceci sugge`re pour V p,qn (X)t un comportement en lnn, lorsque n → +∞ de`s que X0 ∈
(αZ)2.
A partir de la dimension 3 par contre, aucune renormalisation n’est ne´cesaire lorsque
X0 = 0 p.s., car on a par scaling :
[nt]∑
i=1
1{X1
i/n
X1
(i−1)/n<0} × ...× 1{Xdi/nXd(i−1)/n<0}
L−→
∑
i≥1
1{X1i X1i−1<0} × ...× 1{Xdi Xdi−1<0},
ou` la convergence a un sens car la limite est une variable ale´atoire finie p.s. (a` valeurs
entie`res).
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Chapitre 3
p-variations de semimartingales
discontinues arrondies
Rappelons les notations concernant les arrondis utilise´es dans toute la suite : [x] est
la partie entie`re du re´el x, {x} = x − [x] sa partie fractionnaire, et ∆ni X repre´sente
l’accroissement αn([Xi/n/αn]− [X(i−1)/n/αn]) du processus X arrondi a` αn pre`s.
On conside`re dans cette partie une semimartingale re´elle X et une suite de pas d’arron-
dis (αn)n≥1 ; pour une fonction re´elle donne´e f , on s’inte´resse aux comportements asymp-
totiques des sommes f -variationnelles avec arrondis de X, note´es Vn(f,X), e´ventuellement
renormalise´es (V ′n(f,X)) :
Vn(f,X)t =
[nt]∑
i=1
f
(
∆
n
i X
)
; V ′n(f,X)t =
[nt]∑
i=1
f
(√
n∆
n
i X
)
.
Les fonctions les plus couramment utilise´es en pratique sont les fonctions puissances, nous
noterons dans ce cas particulier V pn (X) = Vn(f,X) et V
′p
n (X) = V ′n(f,X) = np/2V
p
n (X),
lorsque f est la fonction : f(x) = |x|p. On supposera dans toute la suite que αn −→ 0, et
que la suite βn =
√
nαn converge dans [0,+∞] :
βn := αn
√
n
βn −→ β ∈ [0,+∞], αn −→ 0.
On note infn βn = β, ainsi que, lorsque β < +∞, supn βn = β.
Pour un processus quelconque Z, on notera Z
(n)
t = Z[nt]/n les processus discre´tise´s associe´s.
On conside`rera l’hypothe`se classique suivante :
Hypothe`se (H1). Les caracte´ristiques (B,C, ν) de X ve´rifient
At =
∫ t
0
bsds, Ct =
∫ t
0
σ2sds, ν(dt, dx) = dtFt(dx)
ou` les processus conside´re´s sont tous suppose´s adapte´s, et σ est ca`dla`g positive. De plus,
|b| et ∫R(x2 ∧ 1)Ft(dx) sont localement borne´s et l’ensemble des ze´ros de σ est de mesure
de Lebesgue nulle.
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Le processus X est alors une semimartingale d’Itoˆ et, quitte a` e´largir l’espace Ω, il
existe une mesure de Poisson p, de mesure d’intensite´ la mesure de Lebesgue q = dtdx sur
R+ ×R, une fonction δ : Ω×R+ ×R −→ R, et un mouvement brownien standard W tels
que l’on ait la repre´sentation suivante de X :
Xt =X0 +
∫ t
0
bsds+
∫ t
0
σsdWs +
∫ t
0
∫
R
δ(s, x)1{|δ(s,x)|>1}p(ds, dx)
+
∫ t
0
∫
R
δ(s, x)1{|δ(s,x)|≤1}(p− q)(ds, dx). (3.0.1)
3.1 Re´sultats
3.1.1 Lois des grands nombres
Lorsque X est une semimartingale continue, et f a` croissance au plus quadratique,
on connaˆıt (d’apre`s Delattre [8]) la convergence localement uniforme en probabilite´ de
1
nV
′
n(f,X) vers
∫ t
0 Γ(f, β, σs)ds, ou` l’on a note´, h de´signant la densite´ d’une variable nor-
male centre´e re´duite,
Γ(f, β, σ) :=
∫ 1
0
∫
R
h(x)f(β[u+
σx
β
])dxdu si β > 0, (3.1.1)
Γ(f, 0, σ) :=
∫
R
h(x)f(σx)dx. (3.1.2)
On notera encore Γp(β, σ) := Γ(β, σ, f) lorsque f est la fonction puissance x 7→ |x|p. Re-
marquons que Γ(f, β, σ) < +∞ pour toutes les fonctions conside´re´es ici, qui sont au plus
a` croissance polynomiale.
Par ailleurs, en l’absence d’arrondis, le comportement asymptotique des p-variations de
semimartingales est bien connu (cf par exemple [13] qui donne des re´sultats aussi exhaustifs
que possible sur le sujet). Si X est une semimartingale, et f une fonction continue, notons
Un(f,X) et U
′
n(f,X) les f -variations de X (non arrondi) :
Un(f,X)t =
[nt]∑
i=1
f (∆ni X) ; U
′
n(f,X)t =
[nt]∑
i=1
f
(√
n∆ni X
)
.
Les convergences suivantes sont alors ve´rifie´es :
(i) si X est une semimartingale d’Itoˆ et f(x) = o±∞(x2) (ou simplement a` croissance
polynomiale lorsque X est continue), alors,
1
n
U ′n(f,X)t
l.u.P−→
∫ t
0
Γ(f, 0, σs)ds;
(ii)
V 2n (X)t
Sk P−→
∫ t
0
σ2sds+
∑
s≤t
|∆Xs|2;
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(iii) si f est une fonction continue, telle que f(x) = ◦(x2) en 0, alors :
Un(f,X)t
Sk P−→
∑
s≤t
f(∆Xs). (3.1.3)
Lorsque la semimartingale est de plus entache´e d’erreurs d’arrondis, les meˆmes cas sont
a` distinguer. Pour les p-variations renomalise´es, la pre´sence d’arrondis modifie la limite :
The´ore`me 20. Soit X une semimartingale ve´rifiant l’hypothe`se H1.
(i) Supposons que β < +∞. Alors, pour toute fonction re´elle continue f telle que
f(x) = o±∞(x2), nous avons :
1
n
V ′n(f,X)t
l.u.P−→
∫ t
0
Γ(f, β, σs)ds. (3.1.4)
Si on suppose en outre que X est continue, on peut affaiblir l’hypothe`se sur f en
supposant seulement que f est a` croissance polynomiale.
(ii) Supposons que βn → +∞ et αn → 0. Alors, pour toute fonction f continue borne´e,
1
n
V ′n(f,X)t
l.u.P−→ tf(0). (3.1.5)
Remarques. Dans le cas continu, on retrouve la convergence montre´e avec des hypothe`ses
le´ge`rement diffe´rentes dans [8].
Pour le (i), on peut supposer seulement σ optionnel et non ca`dla`g. Nous effectuerons
la de´monstration sous cette hypothe`se.
Pour les sommes non renormalise´es, par contre, sauf dans le cas limite quadratique, la
limite est la meˆme qu’en l’absence d’arrondis.
The´ore`me 21. Supposons que X ve´rifie H1 et β < +∞. Alors
1
n
V ′2n (X)t = V
2
n (X)t
Sk P−→
∫ t
0
Γ2(β, σs)ds+
∑
s≤t
|∆Xs|2.
The´ore`me 22. Si f est une fonction continue, telle que f(x) = ◦(x2) au voisinage de 0,
et telle que de plus n(|f(αn)| ∨ |f(−αn)|) −→
n
0, alors de`s que αn → 0, on a :
Vn(f,X)t
Sk P−→
∑
s≤t
f(∆Xs). (3.1.6)
Lorsque βn converge, on retrouve la condition f(x) = ◦(x2) en 0 requise en l’absence
d’arrondis.
51
CHAPITRE 3. VARIATIONS DE SEMIMARTINGALES ARRONDIES
En particulier, pour les fonctions puissances, en supposant H1 ve´rifie´e dans les deux
premier cas, on obtient, en supposant de nouveau β fini :
Si p < 2, np/2−1V pn (X)
l.u.P−→
∫ t
0
Γp(β, σs)ds (3.1.7)
Si p = 2, V 2n (X)
Sk P−→
∫ t
0
Γ2(β, σs)ds+
∑
s≤t
|∆Xs|2 (3.1.8)
Si p > 2, V pn (X)
Sk P−→
∑
s≤t
|∆Xs|p (3.1.9)
Remarques. Notons que dans le premier cas (the´ore`me 20), on obtient la meˆme limite
que celle donne´e dans par exemple [8], ce qui est naturel ; en l’absence d’arrondis de´ja`, la
limite obtenue pour p < 2 est la meˆme que celle d’une semimartingale continue : l’influence
des sauts est, du fait de la renormalisation, ne´gligeable. La renormalisation ade´quate est
en outre la meˆme que celle requise lorsqu’il n’y a pas d’arrondis ; une nouvelle fois, cela
s’explique assez naturellement : l’hypothe`se faite sur β revient a` conside´rer que l’erreur
d’arrondi et la taille ”typique” des accroissements de la semimartingale sont du meˆme ordre
de grandeur. Les accroissements de la semimartingale arrondie sont alors encore du meˆme
ordre de grandeur que ceux de la semimartingale non arrondie, d’ou` une renormalisation
similaire. Le re´sultat lorsque β est infini est cohe´rent avec la limite obtenue lorsque l’on
fait tendre β vers l’infini dans (3.1.4) ; il est cependant tre`s insatisfaisant, vu la contrainte
sur la fonction f et le peu d’informations donne´es par la limite.
La limite pour les sommes non renormalise´e (the´ore`me 22) est par contre celle obtenue
en l’absence d’arrondis (cf [13]), avec la meˆme renormalisation (c’est a` dire aucune). Ici, les
sauts sont pre´ponde´rants devant les accroissements du brownien, et l’erreur d’arrondi, de`s
que αn → 0, devient ne´gligeable devant la taille des sauts, quel que soit le comportement
de βn. On notera ne´anmoins que cela n’est vrai qu’au premier ordre, la limite obtenue
dans le the´ore`me central limite -lorsqu’il y en a un- e´tant modifie´e par la pre´sence des
arrondis, comme indique´ dans la section suivante.
De meˆme qu’en l’absence d’arrondis, l’hypothe`se H1 n’est pas utile lorsque la limite est
uniquement due aux sauts, ce qui est assez naturel, la de´monstration e´tant tre`s similaire
dans notre cas. Par contre nous avons besoin de cette hypothe`se pour obtenir la limite
des variations quadratiques, alors qu’en l’absence d’erreur d’arrondis la convergence vers
le crochet de la semimartingale s’obtient sans hypothe`se supple´mentaire.
3.1.2 Une loi des grands nombres dans le cas multidimensionnel
Dans la deuxie`me partie, nous avons e´tudie´ en de´tail les diffe´rents comportements pos-
sibles des p, q-variations
[nt]∑
i=1
|∆ni X1|p|∆ni X2|q d’un mouvement brownien bidimensionnel,
en fonction du rang de la matrice de covariance. A l’aide des re´sultats pre´liminaires montre´s
dans cette deuxie`me partie, les lois des grands nombres montre´es ci-dessus se ge´ne´ralisent
assez aise´ment aux p, q-variations d’une semimartingale bidimensionnelle. Conside´rons
X = (X1, X2) une semimartingale bidimensionnelle dont les deux composantes ve´rifie
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chacune l’hypothe`se H1. Pour i = 1 ou 2, Xi admet alors la de´composition suivante :
Xit = X
i
0 +
∫ t
0
bisds+
∫ t
0
σisdWs +
∫ t
0
∫
R
1|δi(x)|≤1(p
i − q)(ds, dx) (3.1.10)
+
∫ t
0
∫
R
1|δi(x)|>1p
i(ds, dx)
avec les meˆmes notations que pre´ce´demment, excepte´ pour W , σ1 et σ2 qui sont a` pre´sent
bidimensionnels. Il est toujours possible de prendre p1 = p2, mais cela n’est pas ne´cessaire
pour ce qui suit.
Conside´rons pour X l’hypothe`se suivante :
Hypothe`se (H˜1). Chacune des composantes de (X,Y ) ve´rifie H1. De plus |Det
(
σ
σ′
)
|−1
est localement borne´.
Notons, pour tous ρ > 0, θ, θ′ ∈ R2, et toutes fonctions f , g pour lesquelles l’inte´grale ci-
dessous est bien de´finie (en particulier toute fonction continue a` croissance polynomiale) :
Γ(f, g, ρ, θ, θ′)
:=
∫ 1
0
∫ 1
0
dudv
∫
R
∫
R
dy1dy2h(y1)h(y2)f
(
ρ[u+ (y1, y2).θ/ρ]
)
g
(
ρ[v + (y1, y2).θ′/ρ]
)
,
et, pour toutes fonctions f , g, tous β, t > 0 et tout entier n ≥ 1,
V ′n(f, g, β,X) :=
[nt]∑
i=1
f(
√
n ∆
n
i X
1)g(
√
n ∆
n
i X
2).
Nous pouvons a` pre´sent e´noncer le the´ore`me :
The´ore`me 23. Soit X une semimartingale bidimensionnelle ve´rifiant H˜1. Supposons que
0 < β < +∞. Soient f , g deux fonctions telles que f(x) = ◦(x2) et g(x) = ◦(x2) en
l’infini. Alors
1
n
[nt]∑
i=1
V ′n(f, g, β,X)
l.u.P−→
∫ t
0
Γ(f, g, β, σs, σ
′
s)ds.
Ce re´sultat se de´montre sans difficulte´ en suivant la de´marche du cas unidimension-
nel, graˆce au corollaire 15 de´montre´ dans la deuxie`me partie. Le passage aux dimensions
supe´rieures ne pose en outre pas de proble`me particulier (sinon la lourdeur des nota-
tions...), une fois obtenu le lemme 14 qui ge´ne´ralise a` une dimension quelconque le re´sultat
sur l’approximation de la partie fractionnaire d’une variable, lorsque celle-ci a une densite´
suffisamment re´gulie`re.
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3.1.3 The´ore`me central limite
Lorsque la limite est la somme des sauts (i.e. dans le cas de (3.1.6)), avec l’hypothe`se
supple´mentaire f = ◦0(x3), il existe, pour les semimartingales non arrondies, un the´ore`me
central limite associe´ avec la vitesse 1√
n
. Ce n’est pas le cas ici. En effet, un terme d’erreur
supple´mentaire duˆ aux parties fractionnaires des ∆Xs/αn intervient, qui n’a en ge´ne´ral
pas de limite, comme on peut le constater sur l’exemple e´le´mentaire ci-dessous.
On suppose que αn
√
n = 1. Posons Xt = Wt + 1[T,+∞](t), ou` W est un mouvement
brownien standard et T le premier temps de saut d’un processus de comptage inde´pendant.
Soient par ailleurs ml une suite d’entiers telle que {√ml} → a, 0 ≤ a < 1, et U, Y deux
variables inde´pendantes (entre elles et de F),suivant respectivement la loi uniforme sur
[0, 1] et la loi normale centre´e re´duite. Alors pour tout temps t > 0 et toute fonction C1
telle que f = ◦0(x3), on ve´rifie que :
√
ml(Vml(f,X)t − f(1)1t≥T ) L−→
l
(f ′(1)[U + Y + a]− a)1t≥T (3.1.11)
Selon les sous-suites choisies, on peut ainsi trouver des limites de la forme f ′(1)([U +
Y +η]−η), pour tout η ∈ [0, 1[, par exemple en conside´rant la sous-suite ml = n2+2ηn. On
ne peut donc espe´rer obtenir un the´ore`me central limite avec les hypothe`ses tre`s ge´ne´rales
requises dans [13] ; il est par contre possible de prouver un re´sultat de tension. Introduisons
a` cet effet l’hypothe`se suivante :
Hypothe`se (H2). H1 est ve´rifie´e, et de plus il existe une suite croissante de temps d’arreˆt
τn tendant vers +∞ et une suite de fonctions de´terministes Gn telles que |δ(ω, t, x)| ≤
Gn(x) si t ≤ τn(ω) et
∫
R 1 ∧Gn(x)2dx < +∞.
L’hypothe`seH2 est assez classique, et de´ja` requise lorsqu’il n’y a pas d’arrondis. Notons
que la condition supple´mentaire sur les sauts est strictement plus forte que la condition
sur
∫
F 2t ∧ 1 de l’hypothe`se H1. Nous avons alors le
The´ore`me 24. Soit X une semimartingale ve´rifiant H2, (αn) une suite de re´els positifs
tendant vers 0 et An une suite de processus adapte´s tels que pour tout entier n et tout
(ω, t) ∈ Ω × R+, |Xt − Ant | ≤ αn. Soit de plus f une fonction de classe C2 telle que
f(0) = f ′(0) = 0 et de plus f ′′(x) = O(x) au voisinage de 0. Si βn → +∞, on suppose
de plus que |f ′| est majore´e par une fonction g syme´trique, croissante sur R+ et telle que
g(x) = O(x2) au voisinage de 0, avec de plus ng(4αn) borne´e. Alors la suite de processus
√
n ∧ 1
αn
Un(f,A)− ∑
s≤[nt]/n
f(∆Xs)

est tendue, relativement a` la topologie de Skorokhod.
Remarquons que la condition supple´mentaire lorsque β est infini est automatiquement
ve´rifie´e lorsque β est fini. Notons par ailleurs qu’ici la forme particulie`re de l’erreur n’a
aucune importance, seule son amplitude maximale est a` prendre en compte. En l’absence
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d’erreur par exemple nous retrouvons la tension de
√
n(Un(f,X) −
∑
s≤[nt]/n f(∆Xs)).
Pour le cas particulier des erreurs d’arrondis auquel nous nous inte´ressons, nous de´duisons
du the´ore`me 24 la tension de la suite
√
n∧α−1n
(
Vn(f,X)−
∑
s≤[nt]/n f(∆Xs)
)
. Il est sans
doute possible d’affaiblir l’hypothe`se de re´gularite´ de la fonction f et de la supposer de
classe C2 sur un voisinage de 0 uniquement et C1 en-dehors.
Nous avons vu que H2 ne peut suffire a` l’obtention d’un the´ore`me central limite ; un
tel the´ore`me est ne´anmoins envisageable si l’on ajoute des hypothe`ses sur la structure des
sauts. Nous utiliserons l’hypothe`se H3 :
Hypothe`se (H3). H2 est ve´rifie´e, et de plus la mesure Ft est, en tout temps et pour
tout ω, absolument continue par rapport a` la mesure de Lebesgue. On suppose en outre
que σ ne s’annule pas au voisinage des temps de saut et que la convergence vers 0 de∫
R δ(x, s)
21|δ(x,s)|≤ηdx est uniforme en s.
Remarques. L’hypothe`se H3 est relativement contraignante sur F (donc δ) ; nous n’avons
ici qu’une hypothe`se suffisante pour que le the´ore`me central limite soit valide, ne´anmoins
on ne peut e´viter des hypothe`ses de re´gularite´ (comme nous l’avons vu dans le contre-
exemple e´le´mentaire ci-dessus) pour assurer la convergence en loi de la partie fractionnaire
de l’amplitude du saut.
Notons par ailleurs que l’hypothe`seH3 pre´sente´e ici peut sans doute eˆtre tre`s le´ge`rement
affaiblie, comme nous le verrons dans la de´monstration. Cette hypothe`se permet d’assurer
la convergence de {∆Xs/αn} vers la loi uniforme sur [0, 1], or Tukey a ame´liore´ dans [32]
le re´sultat de Kosulajeff en donnant une condition ne´cessaire et suffisante sur la fonction
de re´partition F de la variable A pour que la partie fractionnaire de σA converge vers la
loi uniforme, a` savoir la convergence vers 0 de la transforme´e de Fourier-Stieltjes de F en
±∞. (Le re´sultat de Kosulajeff s’en de´duit imme´diatement graˆce au lemme de Riemann-
Lebesgue.) La condition sur les sauts peut aussi eˆtre affaiblie puisque en pratique nous ne
l’utilisons qu’au voisinage des temps de saut.
L’e´nonce´ du re´sultat ne´cessite quelques notations supple´mentaires. On conside`re une
extension (Ω˜, F˜ , P˜ ) de (Ω,F , P ) sur laquelle sont de´finies les variables suivantes : les Uq,
U ′q et Vq sont des variables uniformes sur [0, 1], et les Yq, Y ′q des variables normales centre´es
re´duites, inde´pendantes entre elles et inde´pendantes de F .
On note
Zn(f) := Vn(f,X)−
∑
s≤[nt]/n
f(∆Xs). (3.1.12)
On conside`re par ailleurs une suite Sq de temps d’arreˆt e´puisant faiblement les sauts de
X. Posons alors
ζq = σSq−
√
Vq Yq, ζ
′
q = σSq
√
1− Vq Y ′q et ζ ′′q = ζq + ζ ′q
On de´finit enfin
Lq := [Uq + U
′
q1{∆XSq 6=0} + ζ
′′
q /β]− U ′q1{∆XSq 6=0} si βn −→ 0 < β < +∞, (3.1.13)
Lq := [Uq + U
′
q1{∆XSq 6=0}]− U ′q1{∆XSq 6=0} si βn −→ +∞. (3.1.14)
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Nous pouvons a` pre´sent e´noncer un the´ore`me central limite associe´ a` (3.1.6) :
The´ore`me 25. Soit X une semimartingale ve´rifiant H3, soit f une fonction re´elle de
classe C1 et C2 sur un voisinage de 0 telle que f ′′(x) = ◦0(x), et f(0) = f ′(0) = 0.
On suppose toujours que αn → 0, et de plus, lorsque βn diverge, on suppose que |f ′| est
majore´e par une fonction g syme´trique, croissante sur R+ ve´rifiant : g(x) = ◦(x2) en 0 et
ng(2αn)→ 0. Alors
Si βn −→ 0,
√
nZn(f)
L st−→
∑
Sq≤t
f ′(∆XSq)ζ
′′
q (3.1.15)
Si βn −→ β,
√
nZn(f)
L st−→
∑
Sq≤t
f ′(∆XSq)βLq (3.1.16)
Si βn −→ +∞, 1
αn
Zn(f)
L st−→
∑
Sq≤t
f ′(∆XSq)Lq (3.1.17)
Notons que, si ce the´ore`me central est valable de`s que αn −→ 0, la vitesse de conver-
gence est variable ; elle reste cependant (comme attendu !) infe´rieure ou e´gale a` la vitesse√
n obtenue en l’absence d’arrondis.
Par ailleurs, comme pour la tension, seule la partie concernant la vitesse de convergence
des g(2αn) est une condition supple´mentaire lorsque βn → +∞ par rapport aux conditions
lorsque β est fini, et elle est automatiquement ve´rifie´e si β est fini.
Les sommes pre´ce´dentes sont bien de´finies, et leurs lois, conditionnellement a` F , ne
de´pendent pas de la suite (Sq) choisie (cf [13] et la de´monstration du the´ore`me 25). Nous
noterons par la suite Z˜(f) cette limite (dont la de´finition de´pend du comportement de βn
conside´re´).
La limite lorsque β = 0 est celle de´ja` connue en l’absence d’arrondis (l’influence des
erreurs d’arrondis est donc ne´gligeable). Le remplacement des ζ ′′q par les Lq dans les deux
autres situations s’explique une nouvelle fois a` partir de la forme (0.0.3) des accroissements.
En effet, pour un temps de saut donne´ Sq ∈ [(i− 1)/n, i/n], la contribution a` la limite du
saut correspondant ∆XSq proviendra de la diffe´rence αn[{X(i−1)/n/αn}+∆ni X/αn]−∆XSq ,
qui vaut encore
αn
([
{X(i−1)/n/αn}+ {
∆XSq
αn
}+ ∆ni X/αn −
∆XSq
αn
]
− {∆XSq
αn
}
)
. (3.1.18)
Les ζ ′′q obtenus lorsque βn −→ 0 suivent une loi (conditionnellement a` F) gaussienne si σ
et X n’ont pas de saut commun et ont pour variance, de manie`re ge´ne´rale, (σ2
S−q
+σ2Sq)/2.
Ce n’est plus le cas ici, mais nous pouvons toujours calculer les premiers moments des
Lq, conditionnellement a` F : ces variables sont centre´es et leur variance est e´gale (avec la
convention 1/∞ = 0) a`
1
6
+
1
β2
1
2
(σ2Sq− + σ
2
Sq).
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Il n’est pas e´vident a priori que ces variables soient centre´es ; cela est simplement duˆ au fait
que E([U+x]) = x pour tout re´el x. Le processus
√
n∧αnZn(f) converge donc stablement
en loi vers une variable dont la variance, conditionnellement a` F , est e´gale a`∑
Sq≤t
f ′(∆XSq)
2
(
(β2 ∧ 1)1
6
+ (1 ∧ 1
β2
)
1
2
(σ2Sq− + σ
2
Sq)
)
.
Comme attendu, lorsque β = 0, seuls restent les termes 12(σ
2
Sq− + σ
2
Sq
), et la variance
conditionnelle est celle observe´e en l’absence d’arrondis. Lorsque l’arrondi est important,
dans le sens ou` β = +∞, on constate qu’au contraire les arrondis e´liminent l’influence de
la partie martingale continue dans la limite. Enfin pour le cas interme´diaire 0 < β < +∞,
la pre´sence d’arrondis entraˆıne une limite dont la variance est strictement supe´rieure a`
celle obtenue en l’absence d’arrondis, et croissante en β.
3.1.4 Perspectives
Ces re´sultats sont malheureusement incomplets, et en particulier deux e´le´ments man-
quent ici : d’une part un the´ore`me central limite associe´ a` la premie`re loi des grands
nombres (The´ore`me 20 (i)), et d’autre part certaines convergences lorsque βn → +∞.
En ce qui concerne un e´ventuel the´ore`me central limite, dans le cadre diffusif (donc
σs = σ(Xs)), lorsque βn → β, la convergence en loi stable suivante est donne´e dans [9] ou
[8] :
√
n(V ′n(f,X))t −
∫ t
0
Γ(f, β, σ(Xs)))
L st−→
∫ t
0
E(f˜(Xs, U, Y )|Fs)ds
+
∫ t
0
E(β[U + σsY/β]Y |Fs)
σ2s
dXs +B
′,
ou` B′ est une certaine martingale continue (de´finie sur l’espace e´largi) dont la varia-
tion quadratique est une fonction (connue) de la trajectoire de σ(Xs), et f˜(x, u, y) =
σ′(x)
2σ(x)(
y2
σ(x)2
− 3)yf(β[u+ y/β]). La premie`re inte´grale est un drift qui est duˆ a` l’ecart entre
la densite´ des accroissements de la diffusion et la densite´ du brownien par lequel on les
approxime. On peut donc s’attendre, s’il y en a une, a` une limite similaire, mais avec
un drift modifie´, de´fini non plus a` partir de la fonction σ mais plutoˆt en fonction de la
trajectoire de σ. La difficulte´ re´side ici dans l’absence (en ge´ne´ral) de densite´ calculable
pour les accroissements de la semimartingale.
Les difficulte´s lorsque βn → +∞ sont assez similaires : pour une diffusion, un point cle´
de la de´monstration est la comparaison entre la densite´ des accroissements de la diffusion
et celle d’accroissements browniens. Il n’est e´videmment plus possible de proce´der ainsi
avec une semimartingale, et la me´thode utilise´e lorsque βn → +∞ consiste, pour e´tudier
l’accroissement ∆
n
i X, a` remplacer les processus X par un processus proche, mais dont
les variations sont browniennes au voisinage du point (i − 1)/n. Lorsque βn → +∞, on
approche f(∆
n
i X) par Γ(f, βn, σ(i−1)/n), qui converge simplement vers f(0) lorsque f est
borne´e. Conside´rons maintenant un cas simple dans lequel f n’est pas borne´e, et f(0) = 0
a` savoir f(x) = |x|. Lorsque n → +∞, βnΓ(f, βn, σ) −→
n
√
2/piσ. La renormalisation
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naturelle pour une loi des grands nombres serait donc non plus en 1/n, mais en βn/n, et
dans ce cas, les approximations utilise´es quand f est borne´e ne sont plus suffisamment
pre´cises pour assurer la convergence.
3.2 Re´sultats pre´liminaires
3.2.1 Localisation
Commenc¸ons par montrer que l’on peut se placer sous les hypothe`ses plus fortes H′1,
H′2, H′3 et H˜′1 :
Hypothe`se (H′1). On a H1, et de plus, σ, |b| et |X| sont borne´s (par une constante
M < +∞).
Hypothe`se (H˜′1). Chacune des composantes de (X,Y ) ve´rifie H˜′1, et de plus det(σ, σ′)−1
est borne´.
Hypothe`se (H′2). On a H2, H′1 ; de plus il existe une fonction G borne´e ve´rifiant les
meˆmes hypothe`ses que les Gn, et en outre |δ(ω, t, x)| ≤ G(x) pour tous ω, t, x.
Hypothe`se (H′3). H′2 et H3 sont ve´rifie´es.
Lemme 26. Si le the´ore`me 20 (resp. 21, resp. 23, resp 25) est ve´rifie´ sous H′1 (resp H′1,
resp. H˜′1, resp. H′2, resp. H′3), il l’est aussi sous H1 (resp H1, resp. H˜1, resp. H2, resp.
H3) Si le lemme 31 et le the´ore`me 25 sont ve´rifie´s sous H′2, ils le sont aussi sous H2.
Les de´monstrations de ces re´sultats seront donc toutes faites sous ces hypothe`ses glo-
bales :H′1 et H˜′1 pour les lois des grands nombres, H′2 pour la tension (the´ore`me 24) et H′3
pour le the´ore`me central limite et le lemme 31.
De´monstration. On reprend la de´marche habituelle (cf par exemple [16]). Supposons H1 ;
il existe alors une suite de temps d’arreˆt (Ti) croissant vers +∞ telle que pour tout s < Ti,
|σs|, |bs|, |Xs| et
∫
R(x
2 ∧ 1)Fs(dx) et |∆Xs| sont majore´s par i. On construit des processus
biσi de la manie`re suivante :
σis = σs.1{s≤Ti}, b
i
s = bs1{s≤Ti}. (3.2.1)
La semimartingale Xi ci-dessous ve´rifie par construction H′1 :
Xit = X0 +
∫ t
0
bisds+
∫ t
0
σisdWs +
∫ t∧Ti
0
∫
R
x1{1<|x|≤i}µ(ds, dx)
+
∫ t∧Ti
0
∫
R
x1{|x|≤1}(µ− ν)(ds, dx).
De plus, (cf [16]), les Xi ainsi construits co¨ıncident avec X sur [0, Ti[ :
s < Ti =⇒ Xis = Xs p.s. (3.2.2)
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Les sommes variationnelles, en tant que fonctions de la trajectoire de X (non anticipa-
tives) ve´rifient alors la meˆme proprie´te´ : par exemple pour V ′, V ′n(f,Xi)s = V ′n(f,X)s pour
tout s < Ti, presque suˆrement (et pour tout entier n et toute fonction f). Si f1 ve´rifie les
hypothe`ses du the´ore`me 20.(i) et f2 celles du (iii), et que l’on suppose le the´ore`me ve´rifie´
sous H′1, alors, pour tout entier i,
1
n
V ′n(f1, X
i)
l.u.P−→ (
∫ t
0
Γ(f1, β, σ
i
s)ds)t (3.2.3)
V 2n (X
i)
Sk P−→ (
∫ t
0
Γ2(β, σs)ds+
∑
s≤t
|∆Xis|2)t (3.2.4)
Vn(f2, X
i)t
Sk P−→ (
∑
s≤t
f2(∆X
i
s))t (3.2.5)
Posons Ωi,t := {ω ∈ Ω, t < Ti}. Conside´rons par exemple la premie`re convergence. Vu
la de´finition de la convergence localement uniforme en probabilite´, il suffit de montrer le
re´sultat pour des processus conside´re´s seulement sur l’intervalle [0, t], pour tout t > 0. On
peut donc fixer t pour ce qui suit. Pour tout i, sur Ωi,t, on a
1
nV
′
n(f1, X
i)t =
1
nV
′
n(f1, X)t et∫ t
0 Γ(f1, β, σ
i
s)ds =
∫ t
0 Γ(f1, β, σs)ds ; on conclut en utilisant (3.2.1) et le fait que, pour tout
t, P (Ωi,t) −→
i
1. On proce`de de meˆme pour la convergence pour la topologie de Skorokhod,
qui est elle aussi locale (i.e. il suffit de montrer la convergence sur [0, t], pour tout t > 0).
Pour la convergence stable (et la tension), on de´finit de meˆme les processus Xi, qui
ve´rifient toujours (3.2.2), ainsi que H′2, en conside´rant cette fois-ci les temps d’arreˆts
T ′i := Ti ∧ τi. Conside´rons par exemple la convergence en loi stable (3.1.15) dans laquelle
on notera la limite Z. Il s’agit alors de montrer que pour toute variable ale´atoire A F-
mesurable borne´e et toute fonction H borne´e continue sur l’espace de Skorokhod, on a
E(AH(
√
nZn)) −→
n
E˜(AH(Z)).
On peut encore se restreindre sans perte de ge´ne´ralite´ a` des fonctions Ht telles que Ht(x)
de´pende uniquement des valeurs prises par x sur le segment [0, t]. Pour tout t et tout i,
la convergence E(AHt(
√
nZn,i)) −→
n
E˜(AHt(Zi)) est ve´rifie´e par les processus Zn,i et Zi
associe´s a` Xi. Sur l’ensemble {t < Ti}, pour tout s ≤ t, on a encore Zns = Zn,is et Zs et
Zis ont la meˆme loi conditionnelle, puisque celles-ci ne de´pendent que des trajectoires de
X et de σ pour le premier et de Xi et σi pour le second, sur l’intervalle [0, s].Nous avons
donc E(AHt(
√
nZn)1t<Ti) −→n E˜(AH
t(Z)1t<Ti) (l’indicatrice introduite e´tant elle aussi
borne´e et F-mesurable). On peut conclure en faisant converger i vers l’infini, les variables
conside´re´es e´tant borne´es.
3.2.2 Re´sultats pre´liminaires connus
Rappelons un re´sultats de [8] que l’on utilisera ; C de´signe dans toute la suite une
constante, qui peut e´ventuellement changer de ligne a` ligne. On rappelle que h est ici la
densite´ d’une variable normale centre´e re´duite.
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Lemme 27. (Delattre 1997)
(i) Soit f une fonction inte´grable : [0, 1] −→ R ; il existe une constante C inde´pendante
de f telle que ∣∣∣∣∫
R
h(x)f({x/α})dx−
∫ 1
0
f(u)du
∣∣∣∣ ≤ Cα ∫ 1
0
|f(u)|du (3.2.6)
(ii) Soit f une fonction bore´lienne borne´e, N ∈ N − {0}. Alors, pour tous ρ, θ > 0 et
u ∈ R,∣∣∣∣∣
∫
R
h(x)
∫
R
h(y)f(ρ[{u+
√
Nθx
ρ
}+ θy
ρ
])dydx−
∫ 1
0
∫
R
h(y)f(ρ[v + θy/ρ])dydv
∣∣∣∣∣
≤ C√
N
||f ||∞.
(iii) Pour toute fonction f a` croissance au plus polynomiale, la fonction θ, η 7→ Γ(f, θ, η)
est continue.
Nous utiliserons surtout l’ine´galite´ (3.2.6) sous la forme une peu plus ge´ne´rale (3.2.7)
ci-dessous : soit f inte´grable sur [0, 1], a un re´el. La fonction g : g(v) = f({a + v}) et f
ont alors meˆme inte´grale :
∫ 1
0 g(v)dv =
∫ 1
0 f(u)du. En appliquant (3.2.6) a` la fonction g,
on obtient
|
∫
R
h(x)f({a+ x/α})dx−
∫ 1
0
f(u)du| ≤ Cα
∫ 1
0
|f(u)|du. (3.2.7)
Notons aussi que le majorant du (ii) est tre`s simple et en particulier ne de´pend pas
des parame`tres θ et ρ.
Nous rappelons enfin deux re´sultats simples permettant de nous ramener a` une vola-
tilite´ continue et infe´rieurement borne´e :
Lemme 28. On se place sous l’hypothe`se H′1. Alors
(i) Il existe une suite uniforme´ment borne´e de processus σ˜p continus tels que
E
(∫ t
0
(σs − σ˜ps)2ds
)
−→
p→∞ 0
(ii) Pour tout θ > 0
1
θ2
E
(∫ t
0
(σs ∨ θ − σs)2 ds
)
−→
θ→0
0.
Rappelons la preuve du (ii), montre´ avec des hypothe`ses le´ge`rement plus fortes dans
[8]. Pour tout ω et tout s > 0,( |σs| ∨ θ − |σs|
θ
)2
= 1{|σs|≤θ}(1−
|σs|
θ
)2 ≤ 1.
Sous l’hypothe`se H1, ce terme converge vers 0 pour presque tout s et tout ω lorsque θ
tend vers 0. On conclut avec le the´ore`me de Lebesgue.
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3.2.3 Remplacement des accroissements de X par des accroissements
browniens
Par la suite, les accroissements deX sur un petit intervalle seront souvent remplace´s par
les accroissements d’un mouvement brownien sur le meˆme intervalle. Cette approximation
est le´gitime´e par le lemme 29 ci-dessous. Fixons pour ce qui suit une suite σ˜p ve´rifiant les
hypothe`ses du lemme 28.i. Soient p un entier et θ > 0 un re´el, nous noterons ci-dessous,
σ˜p,θ = σ˜p ∨ θ (lorsque p et θ sont suppose´s fixe´s, on notera encore abusivement σ˜ = σ˜p,θ).
De´finissons les processus
X˜s(t) := Xs + σ˜s(Ws+t −Ws) et X ′s(t) = Xs+t − X˜s(t), (3.2.8)
et, pour tout 0 < δ < 1/2, les ensembles
Kδ := [0, δ] ∪ [1− δ, 1].
Encore une fois, pre´cisons que les processus X˜ et X ′ ci-dessus de´pendent implicitement de
p et de θ. Alors
Lemme 29. Supposons H′1 ve´rifie´e et β > 0. Il existe une constante C telle que, pour
tous t > 0, 0 < δ ≤ 1/2, 0 < θ ≤ 1 et tous n, j ≥ 1,∣∣∣∣∣∣ 1n
[nt]−j+1∑
i=1
E
(
1Kδθ({
X˜(i−1)/n(j/n)
αn
})
)∣∣∣∣∣∣ ≤ Ctδ(θ + β) (3.2.9)
et
lim sup
n
1
n
[nt]−j+1∑
i=1
P (|X ′(i−1)/n(
j
n
)| > δαn) ≤ Cj
β2δ2
∫ t
0
E
(
σs − σ˜s)2
)
ds. (3.2.10)
De´monstration. Supposons dans un premier temps ve´rifie´ le lemme 30 suivant :
Lemme 30. Supposons H′1. Alors,
(i) pour tous s, t, α > 0 et tout 0 < τ ≤ 1/2,∣∣∣∣∣E
(
1Kτ ({X˜s(t)
α
})|Fs
)∣∣∣∣∣ ≤ Cτ(1 + ασ˜s√t). (3.2.11)
(ii) De plus, pour tous s, t > 0 et tous 0 < η < 1, τ ≤ 1,
P (|X ′s(t)| > τ |Fs) ≤
C
τ2
E
(∫ s+t
s
(σr − σ˜s)2dr +
∫ s+t
s
∫
R
x21{|x|≤η}ν(dr, dx)
)
+
Ct
τ
(1 +
1
η
) (3.2.12)
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La majoration (3.2.9) est une conse´quence imme´diate de (3.2.11). Il reste donc a` de´duire
(3.2.10) de (3.2.12). En appliquant (3.2.12) avec τ = δαn, t = j/n et s = (i − 1)/n, puis
en sommant pour un T > 0 donne´, sur i = 1...[nT ]− j, on obtient :
1
n
[nT ]−j∑
i=1
P (|X ′(i−1)/n(j/n)| > αnδ) ≤
Cj√
nβnδ
(
T +
T
η
)
(3.2.13)
+
C
β2nδ
2
j−1∑
k=0
E
(∫ T
k/n
(σr − σ˜([nr]−k)/n)2dr
)
+
Cj
β2nδ
2
E
(∫ T
0
∫
R
x21|x|≤ην(dr, dx)
)
La premie`re partie du majorant converge vers 0 lorsque n→ +∞. On majore la deuxie`me
par
Cj
β2δ2
E
(∫ T
0
(σr − σ˜r)2dr
)
+
Cj
β2δ2
j−1∑
k=0
E
(∫ T
k/n
(σ˜r − σ˜[nr−k]/n)2dr
)
.
Le second terme de cette expression converge lui aussi vers 0 lorsque n croˆıt puisque σ˜ est
continue borne´e. Les majorations pre´ce´dentes sont valables pour tout 0 < η ≤ 1 ; il suffit
donc pour conclure de prouver que
lim sup
n
E
(∫ T
0
dr
∫
R
x21|x|≤ηFr(dx)
)
−→
η→0
0. (3.2.14)
Fixons ω ; graˆce a` l’hypothe`se H′1, pour tout 0 ≤ r ≤ T ,
∫
R x
21|x|≤ηFr(dx) ≤ M . Cette
inte´grale converge aussi, pour tout r, vers 0 lorsque η → 0. Par le the´ore`me de Lebesgue,
l’inte´grale
∫ T
0 dr
∫
R x
21|x|≤ηFr(dx) converge aussi vers 0 ; elle est de plus majore´e par TM .
Ceci est valable pour tout ω, et une nouvelle application du the´ore`me de convergence
domine´e donne (3.2.14).
Il reste a` de´montrer le lemme 30.
De´monstration du lemme 30. Le premier re´sultat est une conse´quence du lemme 27. En
effet,
|E(1Kτ ({X˜s(t)
α
})|Fs)| = |
∫
R
h(x)1Kτ ({Xs + σ˜sx
√
t
α
})dx|
≤ |
∫
R
h(x)1Kδ({
Xs + σ˜sx
√
t
α
})dx−
∫ 1
0
1Kτ (u)du|+
∫ 1
0
1Kτ (u)du
≤ C α
σ˜s
√
t
∫ 1
0
1Kτ (u)du+ 2δ
≤ Cδ(1 + α
σ˜s
√
t
).
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Pour traiter la majoration (3.2.12), de´composons X ′ :
X ′s(t) =
∫ s+t
s
(σr − σ˜s)dWr +
∫ s+t
s
brdr +
∫ s+t
s
∫
R
x1{|x|≤1}(µ− ν)(dr, dx)
+
∫ s+t
s
∫
R
x1{|x|>1}µ(dr, dx).
Fixons η > 0 quelconque. Alors, en modifiant la fonction de troncature, on obtient :
X ′s(t) =
∫ s+t
s
(σr − σ˜s)dWr +
∫ s+t
s
brdr −
∫ s+t
s
∫
R
x1η<|x|≤1ν(dx,dr)
+
∫ s+t
s
∫
R
x1|x|>ηµ(dr, dx) +
∫ s+t
s
∫
R
x1|x|≤η(µ− ν)(dr, dx).
Il suffit pour conclure de majorer la probabilite´ pour que chacun de ces cinq termes
soit supe´rieur a` τ/5. On e´tudie ces cinq probabilite´s se´pare´ment, en utilisant l’ine´galite´ de
Markov et l’hypothe`se H′1 (pour la quatrie`me, rappelons que le processus X est suppose´
borne´ donc ses sauts le sont aussi) :
P
(
|
∫ s+t
s
(σr − σ˜s)dWr| > τ/5
)
≤ C
τ2
E(
∫ s+t
s
(σr − σ˜s)2dr);
P
(
|
∫ s+t
s
brdr| > τ/5
)
≤ C
τ
∫ s+t
s
E(|br|)dr ≤ Ct
τ
;
P
(
|
∫ s+t
s
∫
R
|x|1η<|x|≤1ν(dr, dx)| > τ/5
)
≤ 5
τη
∫ s+t
s
E
(∫
R
x21|x|<1ν(dr, dx)
)
≤ Ct
τη
;
P
(
|
∫ s+t
s
∫
R
|x|1|x|>ηµ(dr, dx)| > τ/5
)
≤ E( 5
τη
∫ s+t
s
∫
R
x2ν(dr, dx)) ≤ Ct
τη
;
P
(
|
∫ t
s
∫
R
x1|x|≤η(µ− ν)(dr, dx)| > τ/5
)
≤ E
(
25
τ2
(∫ t
s
∫
R
x1{|x|<η}(µ− ν)(dr, dx)
)2)
≤ E(25
τ2
∫ t
s
∫
R
x21|x|≤ην(dr, dx)). (3.2.15)
On obtient le re´sultat voulu en rassemblant ces cinq majorations.
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3.3 Preuve des lois des grands nombres pour les p-variations
renormalise´es
3.3.1 Le cas βn → 0 (The´ore`me 20.i)
Nous traitons ici le cas β = 0, pour lequel la de´monstration du cas ge´ne´ral n’est
pas valable, en nous ramenant a` la convergence bien connue lorsqu’il n’y a pas d’arrondi
(cf [13]). Sous l’hypothe`se H′1, nous allons montrer dans un premier temps que 1nV ′n(f,X)
converge localement uniforme´ment, en probabilite´, vers
∫ t
0 Γ(f, 0, σs)ds pour toute fonction
f uniforme´ment continue, puis nous en de´duirons le re´sultat pour toute fonction continue
telle que f(x) = ◦(x2) en l’infini.
1. f uniforme´ment continue
Supposons dans un premier temps f uniforme´ment continue. Il suffit alors de remar-
quer que |∆ni X −∆ni X| ≤ αn. On en de´duit la majoration :
| 1
n
V ′(f,X)t − 1
n
[nt]∑
i=1
f(
√
n∆ni X)| ≤ t sup
s∈R,ε≤βn
|f(s+ ε)− f(s)|.
Puisque 1n
[nt]∑
i=1
f(
√
n∆ni X) converge localement uniforme´ment en probabilite´ vers∫ t
0 Γ(f, 0, σs)ds, il en va de meˆme de n
−1V ′(f,X), graˆce a` l’uniforme continuite´ de
f .
2. Cas ge´ne´ral
Supposons a` pre´sent f continue et telle que f(x) = ◦(x2) en l’infini. Notons, pour
a > 0, f˜a la fonction continue e´gale a` f sur ] − a, a[ et constante en dehors, qui est
uniforme´ment continue. Vu ce qui pre´ce`de, on a la convergence de 1nV
′
n(f˜a, X) vers
Γ(f˜a, 0, σ)t. Il reste a` ve´rifier que d’une part, pour tout a > 0,∫ t
0
Γ(f˜a, 0, σs)ds
l.u.P−→
a→0
∫ t
0
Γ(f, 0, σs)ds (3.3.1)
et que d’autre part, pour tout τ, η > 0, il existe a0 > 0, n0 ≥ 1, ∀a ≥ a0, n ≥ n0,
P (sup
s≤t
1
n
|V ′n(f − f˜a, X)s| > τ) ≤ η. (3.3.2)
Pour tous 0 ≤ u < 1, x ∈ R, on a : |[u+ x]| ≤ |x|+ 1, donc, pour tout γ > 0,
|(f − f˜a)(γ[u+ x])| ≤ (|f(γ[u+ x])|+ |f(a)| ∨ |f(−a)|)1{γ|x|>a−γ}. (3.3.3)
Puisque f(x) = ◦∞(x2), pour tout ε > 0 il existe M ′ ve´rifiant : ∀x ≥M ′, |f(x)| ≤ εx2.
On en de´duit que pour tous 0 ≤ u < 1, x ∈ R, γ > 0 et tout a suffisamment grand (i.e.
a ≥M ′ + γ),
|(f − f˜a)(γ[u+ x])| ≤ 4εγ2(1 + x2)1{γ|x|>a−γ}; (3.3.4)
|(f − f˜a)(x)| ≤ 2εx21|x|≥a. (3.3.5)
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De (3.3.5) on de´duit
sup
s≤t
∣∣∣∣∫ s
0
Γ(f − f˜a, 0, σr)dr
∣∣∣∣ ≤ 2ε ∫ t
0
σ2s
(∫
|x|≥a
h(x)x2dx
)
ds.
Sous l’hypothe`se H′1, σ est borne´, la convergence presque suˆre du membre de gauche vers
0 en de´coule par le the´ore`me de Lebesgue, donc a fortiori (3.3.1).
De (3.3.4) nous de´duisons par ailleurs qu’il existe une constante C1 telle que, pour tout
a ≥M ′ − β,
1
n
[nt]∑
i=1
∣∣∣(f − f˜a)(√n∆ni X)∣∣∣ ≤ C1ε(tβ2+ [nt]∑
i=1
|∆ni X|2). (3.3.6)
La somme des carre´s des accroissements
[nt]∑
i=1
|∆ni X|2 converge en probabilite´, donc est
tendue. Il existe donc un re´el K > 0 et un entier n0 ≥ 1 tels que, pour tout n ≥ n0, nous
ayons
P (
[nt]∑
i=1
(∆ni X)
2 ≥ t(K − 1)) ≤ η/2.
On choisit alors ε > 0 tel que C1εtK ≤ τ . Il reste a` fixer a0 ≥M ′(ε), et pour tous a ≥ a0,
n ≥ n0 on a bien (3.3.2).
3.3.2 Le cas 0 < β < +∞
La de´marche globale est la meˆme que lorsque X est continu (cf [8]) : pour contourner
l’absence de densite´ des accroissement (contrairement au cas brownien ou diffusif) on ap-
proche chaque terme f(∆
n
i X) par f(∆
n
NX˜(i−N)/n) pour se ramener a` des accroissements
ayant une densite´, ce qui permet d’utiliser les re´sultats de convergence des parties frac-
tionnaires e´nonce´s pre´ce´demment.
Dans un premier temps, nous allons montrer (3.1.4) lorsque f est borne´e, puis nous en
de´duirons le cas ge´ne´ral, et enfin le cas ou` X est continu.
De´monstration lorsque f est borne´e
Soit f une fonction re´elle borne´e continue, et Mf := sup |f |. Montrons la convergence
1
nV
′
n(f,X)t
l.u.P−→ ∫ t0 Γ(f, β, σs)ds, en reprenant la de´marche de [8] dans le cas des semimar-
tingales continues.
Pour un entier N ≥ 2 donne´, de´composons :
1
n
V ′n(f,X)s −
∫ s
0
Γ(f, β, σs)ds = R
n
t +A
n
t +B
n
t + C
n
t , (3.3.7)
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avec, pour tout s ≥ N/n,
Rns :=
1
n
(N−1)∑
i=1
f(
√
n∆
n
i X), (3.3.8)
Ans :=
1
n
[ns]∑
i=N
f
(√
n∆
n
i X
)− E (f (√n∆nNX˜(i−N)/n) |F(i−N)/n) , (3.3.9)
Bns :=
1
n
[ns]−N∑
i=0
E
(
f(
√
n∆
n
NX˜i/n)− Γ(f, βn, σ˜i/n)|Fi/n
)
, (3.3.10)
Cns :=
1
n
[ns]−N∑
i=0
Γ(f, βn, σ˜i/n)−
∫ s
0
Γ(f, β, σr)dr. (3.3.11)
Si s < N/n, on pose simplement Rns = V
′
n(f,X)t/n et A
n
s = B
n
s = C
n
s = 0.
Notons que ces variables de´pendent toutes de N et que Ans et B
n
s de´pendent en outre
de p et de θ. Nous les noterons le cas e´che´ant Rns (N), C
n
s (N), A
n
t (N, p, θ) et B
n
t (N, p, θ).
Nous allons montrer que
lim
N
lim sup
θ
lim sup
p
lim sup
n
E
(
sup
s≤t
∣∣Rns (N) +Ans (N, p, θ) +Bns (N, p, θ) + Cns (N)∣∣) = 0.
(3.3.12)
Pour cela, ve´rifions les quatre convergences ci-dessous :
∀N, lim
n→+∞E(sups≤t
|Rns (N)|) = 0 (3.3.13a)
∀N, lim
θ→0
lim sup
p→+∞
lim sup
n
E(sup
s≤t
|Ans (N, p, θ)|) = 0 (3.3.13b)
lim
N
lim sup
n
sup
p,θ
E(sup
s≤t
|Bns (N, p, θ)|) = 0 (3.3.13c)
∀N, lim
n
E(sup
s≤t
|Cns (N)|) = 0 (3.3.13d)
Montrons dans un premier temps les convergences de Rns , B
n
s et C
n
s . Le reste R
n
t (N) est
majore´ par Mf (N/n), d’ou` (3.3.13a). La convergence (3.3.13c) des B
n
t est une conse´quence
du lemme 27 ii, une fois explicite´s les termes de Bnt sous la forme :
f(
√
n∆
n
NX˜i/n)− Γ(f, βn, σ˜i/n)
= f
(
βn
[{
Xi/n + σ˜i/n(W(i+N−1)/n −Wi/n)
αn
}
+σ˜i/n
∆ni+NW
αn
])
−
∫ 1
0
∫
R
h(x)f(βn[u+
σ˜i/nx
αn
])dxdu.
Par application du lemme, il existe une constante C, telle que pour tous N , p, θ, s ≤ t, et
n ≥ N/s,
E(|Bns (N)|) ≤ CMf
t√
N
.
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On en de´duit (3.3.13c). La fonction (β, σ) 7→ Γ(f, β, σ) est continue, et σ ca`dla`g donc
s 7→ Γ(f, β, σs) l’est aussi, d’ou` la convergence (localement uniforme) des sommes de Rie-
mann : 1n
∑[nt]
i=1 Γ(f, βn, σ˜i/n) vers
∫ t
0 Γ(f, β, σs)ds, i.e. C
n
t (N)
l.u.P−→ 0.
Il reste a` montrer (3.3.13b). Posons
A′ns :=
1
n
[ns]∑
i=N
f
(√
n∆
n
i X
)− f (√n∆nNX˜(i−N)/n) .
Si l’on note encore
µn,Ni,k := f(
√
n∆nNX˜(k+iN)/n)− E
(
f(
√
n∆nNX(k+iN)/n)|F(k+iN)/n
)
,
la diffe´rence Ans −A′ns se de´compose sous la forme Ans −A′ns = n−1
∑N−1
k=0
∑[(ns−k)/N ]
i=1 µ
n,N
i,k .
On en de´duit que
E
(
(Ans −A′ns )2
) ≤ N
n2
N∑
k=1
E
[(ns−k)/N ]∑
i=1
µni,k
2 
par l’ine´galite´ de Jensen. Les sommes
∑[(ns−k)/n]
i=1 µ
n,N
i,k e´tant des martingales (relativement
a` la filtration (F[nt]/n)), et f borne´e, nous obtenons la majorations suivante :
E
(
(Ans −A′ns )2
) ≤ CsN2
n
.
On a donc E(sups≤t |A′ns −Ans |) −→n 0 pour tous N, θ, et il suffit de montrer la convergence
(3.3.13b) en remplac¸ant Ans par A
n
s . Majorons alors E(sups≤t |A′ns |) par
1
n
[nt]∑
i=N
E(|f(√n∆ni X)− f(
√
n∆
n
NX˜(i−N)/n)|).
Il reste a` e´tudier les termes de cette somme. f est suppose´e borne´e, donc
E
(∣∣∣f(√n∆ni X)− f(√n∆nNX˜αn(i−N)/n)∣∣∣) ≤ 2 sup |f |P (∆ni X 6= ∆nNX˜αn(i−N)/n). (3.3.14)
Vu la forme (0.0.3) des accroissements, l’ine´galite´ ∆
n
i X 6= ∆nNX˜(i−N)/n est e´quivalente a`
[{X(i−1)/n
αn
}+ ∆
n
i X
αn
] 6= [{X˜(i−N)/n((N − 1)/n)
αn
}+ σ˜(i−N)/n∆
n
iW
αn
].
Pour des re´els quelconques a, a′, b, b′, on a :
|b− b′| < δθ/2
|a− a′| < δθ/2
{a′} /∈ Kδθ
{a′ + b′} /∈ Kδθ
 =⇒ [{a}+ b] = [{a′}+ b′],
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donc, pour des variables ale´atoires re´elles a, a′, b et b′,
P ([{a}+ b] 6= [{a′}+ b′]) ≤ P (|a− a′| ≥ δθ
2
) + P (|b− b′| ≥ δθ
2
)
+ P ({a′} ∈ Kδθ) + P ({a′ + b′} ∈ Kδθ).
Par conse´quent, si l’on note{
ani :=
X(i−1)/n
αn
, bni :=
∆ni X
αn
a′ni :=
X˜(i−N)/n(N−1n )
αn
, b′ni := σ˜(i−N)/n
∆ni W
αn
,
(3.3.15)
on obtient, vu (3.3.14),
|E(A′ns )| ≤ 2MfE
(
1
n
[nt]∑
i=N
(
P (|ani − a′ni | ≥
δθ
2
) + P (|bni − b′ni | ≥
δθ
2
) (3.3.16)
+ P ({a′ni } ∈ Kδθ) + P ({a′ni + b′ni } ∈ Kδθ)
))
.
Il reste a` majorer ces probabilite´s ; on a αn(b
n
i − b′ni ) = ∆nNX ′(i−N)/n et αn(ani − a′ni ) =
X ′(i−N)/n(
N−1
n ) ; par application de (3.2.10) (la partie concernant les b
n
i se de´duit du lemme
30 de la meˆme manie`re que (3.2.10)), il existe une constante C telle que :
lim sup
n→+∞
1
n
[nt]∑
i=N
P (|ani − a′ni | ≥
δθ
2
) + P (|bni − b′ni | ≥
δθ
2
) ≤ CN
δ2θ2
E
(∫ t
0
(σs − σ˜s)2ds
)
;
on de´duit par ailleurs du lemme 29 (3.2.9) une majoration des deux autres termes :
1
n
[nt]∑
i=N
P ({a′ni } ∈ Kδθ) + P ({a′ni + b′ni } ∈ Kδθ) ≤ Ctδ(θ + β).
La limite supe´rieure (en n) de |Ant | est donc majore´e par
CMf (tδ(θ + β) +
CN
δ2θ2
E(
∫ t
0
(σs − σ˜s)2ds)).
Rappelons que σ˜s = σ˜
p
s ∨ θ ; on obtient alors
1
θ2
E(
∫ t
0
(σs − σ˜s)2ds) ≤ 2
θ2
E(
∫ t
0
(σs − σ˜ps)2ds) +
2
θ2
E(
∫ t
0
(σs − σs ∨ θ)2ds)
Vues les convergences (i) et (ii) du lemme 27, le premier terme du majorant converge vers
0 lorsque p → +∞, le second lorsque θ → 0. Ceci e´tant valable pour tout 0 < δ ≤ 1, on
obtient finalement (3.3.13b).
Nous avons montre´ (3.3.12), le the´ore`me 20.i est donc vrai pour toute fonction f
continue borne´e.
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Cas ge´ne´ral
Soit a` pre´sent f une fonction continue, telle que f(x)/x2 →∞ 0. On fixe une famille
(ψa)a>0 de fonctions positives uniforme´ment borne´es et de classe C1, a` valeurs dans [0, 1],
e´gales a` 1 sur [−a, a] et nulles en dehors de [−a− 1, a+ 1].
Alors pour tout a > 0, fψa est continue borne´e ; donc
1
n
V ′n(fψa, X)t
l.u.P−→
∫ t
0
Γ(fψa, β, σs)ds. (3.3.17)
Nous pouvons reprendre ensuite les arguments utilise´s lorsque β = 0, ainsi que la notation
M ′(ε) ; au lieu de (3.3.3), nous avons simplement, pour tous x ∈ R, 0 ≤ u < 1, γ > 0 :
|f(1− ψ)(γ[u+ x])| ≤ |f |(γ[u+ x])1{γ|x|>a−γ}. (3.3.18)
Pour tous ε > 0, σ > 0 et a ≥M ′(ε), nous en de´duisons :
|Γ(f(1− ψa), β, σ)| ≤ Cε
∫
R
h(x)β2(σ2/β2x2 + 1)1|x|>(a−2)/σdx.
Ce dernier terme converge vers 0 lorsque a→ +∞, uniforme´ment par rapport a` σ ∈ [0,M ]
(l’extension a` σ = 0 est e´vidente, puisque Γ(g, β, 0) est nul de`s que g(0) = 0). On obtient
par application du the´ore`me de Lebesgue∫ t
0
Γ(|f(1− ψa), β, σs)ds −→
a→+∞ 0 (3.3.19)
La convergence est vraie pour tout ω. Le raisonnement concernant les V ′n effectue´ lorsque
β = 0 est toujours valable, puisque l’on a ici, vu (3.3.18),
|(f(1− ψa))(βn[u+ x])| ≤ 2εβ2n(1 + x2)1{βn|x|>a−βn},
de`s que a ≥M ′(ε)+βn. De nouveau, pour tout τ > 0, η > 0, nous pouvons trouver a0 > 0
et n0 ≥ 1 tels que pour tout a ≥ a0, n ≥ n0,
P
(
sup
s≤t
1
n
|V ′n(f(1− ψa), X)t| > τ
)
≤ η. (3.3.20)
On conclut en rassemblant (3.3.17), (3.3.19) et (3.3.20).
Cas ou` X est continu
Montrons enfin la seconde partie de la proposition 3.1.4. Si X est continue et f a`
croissance au plus polynomiale, on a toujours (3.3.17) et∫ t
0
Γ(fψa, β, σs)ds −→
a→+∞
∫ t
0
Γ(f, β, σs)ds
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par convergence domine´e. Fixons q ≥ 1. En revenant a` (3.3.18), on obtient :
| 1
n
V ′n(X, f(1− ψa))| ≤
1
n
[nt]∑
i=1
(f(1− ψa))(
√
n∆
n
i X)1|∆ni X|>(a−2β)/
√
n (3.3.21)
≤ C
n
[nt]∑
i=1
(1 + np/2|∆ni X|q)1{|∆ni X|>(a−2)β/√n}
≤ C
n
[nt]∑
i=1
(β
q
+ nq/2|∆ni X|q)1|∆ni X|>(a−2β)/√n
≤ C
a− 2β
( 1
n
[nt]∑
i=1
(√
n|∆ni X|+ (
√
n|∆ni X|)q+1
))
D’apre`s [13], cette dernie`re somme converge, localement uniforme´ment en probabilite´, vers
C
a− β
∫ t
0
∫
R
h(x)(σsx+ (σsx)
p+1)dxds.
La constante C ne de´pend que de la suite αn et de q et σ est suppose´ borne´ ; on conclut
donc en faisant tendre a vers +∞.
3.3.3 Le cas β infini
La preuve lorsque βn → +∞ est proche de celle utilise´e pour β fini, ne´anmoins cer-
taines majorations un peu grossie`res utilise´es pre´ce´demment ne sont plus suffisantes ici.
Reprenons la de´composition (3.3.7), en modifiant seulement le dernier terme :
1
n
V ′n(f,X)t − tf(0) = Rnt +Ant +Bnt +Dnt , (3.3.22)
ou` Rnt (N), A
n
t (N, θ) et B
n
t (N, θ) sont de´finis comme dans la section pre´ce´dente, et
Dnt (N) :=
1
n
[ns]−N∑
i=0
Γ(f, βn, σ˜i/n)− tf(0). (3.3.23)
Nous pouvons conside´rer ici σ˜ := σ∨θ, ce qui sera suffisant pour la de´monstration car nous
avons suppose´ σ ca`dla`g. Il suffit de nouveau d’e´tudier A′nt au lieu de Ant ; en reprenant les
notations pre´ce´dentes pour les ani , b
n
i , a
′n
i et b
′n
i , nous avons toujours les majorations :
E(sup
s≤t
|Rni (N)|) ≤ sup |f |
N
n
,
E(sup
s≤t
|Bni (N, θ)|) ≤ C sup |f |
t√
N
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et, pour tout 0 < δ < 1/2,
E(sup
s≤t
|A′ns |)| ≤ 2 sup |f |E
(
1
n
[nt]∑
i=1
(
P (|ani − a′ni | ≥
δθ
2
) + P (|bni − b′ni | ≥
δθ
2
) (3.3.24)
+ P ({a′ni } ∈ Kδθ) + P ({a′ni + b′ni } ∈ Kδθ)
))
.
Par la suite, nous remplacerons les constantes δ, η et θ par des suites δn, ηn et θn. Les pro-
cessus An et Bn ne de´pendent alors plus que de deux parame`tres : n et N . Vus les lemmes
29 et 30, il existe une constante C (qui peut de´pendre de f) telle que E(sups≤t |Ans |)| ait
pour majorant :
C
β2nδ
2
nθ
2
n
E
(
N−1∑
k=0
∫ t
k/n
(σr − σ([nr]−k)/n)2dr
+N
∫ t
0
(σr − σr ∨ θn)2dr +N
∫ t
0
∫
R
x21{|x|≤ηn}ν(dr, dx)
)
+
CN√
nβnδnθn
E
(∫ t
0
|br|dr + 1
ηn
∫ t
0
∫
R
x21{|x|>ηn}ν(dr, dx)
)
+ Ctδn(θn + βn)
=
C
β2nδ
2
nθ
2
n
(κn1 (N) + κ
n
2 (N) + κ
n
3 (N)) +
CN√
nβnδnθn
(κn4 (N) + κ
n
5 (N)) + Ctδn(θn + βn),
Notons κn1 (N) := E
(∑N−1
k=0
∫ t
k/n(σr − σ([nr]−k)/n)2dr
)
et κn2 , κ
n
3 , κ4, κ
n
5 les quatre autres
espe´rances d’inte´grales intervenant dans le majorant ci-dessus. Le processus σ e´tant sup-
pose´ ca`dla`g et borne´, graˆce au the´ore`me de Lebesgue, κn1 −→ 0 ; la suite κn2/θ2n converge
elle aussi vers 0 vu le lemme 28. La suite κn3 converge quant-a`-elle vers 0 de`s que ηn → 0,
et κ4 ne de´pend pas de n. Enfin, la suite κ
n
5 est majore´e par C/ηn.
Nous pouvons a` pre´sent choisir une suite ηn telle que
√
nηn → +∞, puis une suite θn
telle que θn → 0 et (κn1 + κn3 + 1nη2n )/θ
2
n → 0. Enfin, on choisit δn telle que βnδn → 0 et
(κn1 + κ
n
2 + κ
n
3 +
1
nη2n
)/(β2nδ
2
nθ
2
n)→ 0. Alors
lim sup
n→∞
|E(A′nt (N))| = 0.
Il reste a` e´tudier Dnt (N) ; en utilisant le fait que f est borne´e pour la premie`re ine´galite´
ci-dessous, nous avons :
|Γ(f, βn, σi/n)− f(0)| = |E(f(βn[U + σi/nY/βn])1{[U+σi/nY/βn] 6=0})|
≤ CP ([U + σi/nY/βn] 6= 0)
≤ C
(
E
(
σi/n|Y |
βn
)
+ P (σi/n|Y | ≥ βn)
)
.
Nous en de´duisons que |Dnt (N)| ≤ Ct
(√
2/pi/βn + P (|Y | ≥ βn/M)
)
, puisque σ est borne´
par M , et Dnt (N) tend vers 0 pour tout ω (uniforme´ment en N et t ∈ [0, T ], pour tout
T > 0).
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3.4 Preuve des lois des grands nombres pour les f-variations
sans renormalisation
Il suffit de de´montrer que, sous l’hypothe`se H′1,
[nt]∑
i=1
|∆ni X|2 −
∫ t
0
Γ2(β, σs)ds−
∑
s≤[nt]/n
|∆Xs|2 l.u.P−→ 0 (3.4.1)
et, si f(x) = ◦0(x2) (sans hypothe`se particulie`re sur X),
[nt]∑
i=1
f(∆
n
i X)−
∑
s≤[nt]/n
f(∆Xs)
l.u.P−→ 0. (3.4.2)
Les the´ore`mes 21 et 22 en de´coulent imme´diatement, vue la convergence en probabilite´,
pour la topologie de Skorokhod, de
∑
s≤[nt]/n |∆Xs|2 (respectivement
∑
s≤[nt]/n f(∆Xs))
vers
∑
s≤t |∆Xs|2 (respectivement
∑
s≤t f(∆Xs)).
3.4.1 Preuve de (3.4.2) quand f est nulle sur un voisinage de 0
Dans un premier temps, ve´rifions que (3.4.2) est vraie lorsque f est nulle sur un voisinage
[−2ε, 2ε] de 0, sans condition particulie`re sur X et en supposant seulement que αn → 0.
Les arguments sont les meˆmes qu’en l’absence d’arrondis (cf [13]). L’ensemble des sauts
sur [0, t[ d’amplitude supe´rieure a` ε est fini, on note S1 < ... < SN < t leurs temps de
saut, et
inq :=
{
nSq − 1 si nSq est entier
[nSq] sinon.
Par de´finition, Sq ∈]inq /n, (inq + 1)/n]. On note encore Xs(t) := Xs + (X ′t+s − X ′s), ou`
X ′ de´signe le processus X duquel ont e´te´ soustraits les sauts de taille supe´rieure a` ε.
Presque suˆrement, a` partir d’un certain rang n0(ω, ε), d’une part les i
n
q sont tous distincts
et (inN + 1)/n < t, d’autre part |∆n1X(i/n)| est infe´rieur a` 2ε pour tout i ≤ [nt] − 1. De`s
que n ≥ n0, nous avons :
sup
s≤t
∣∣∣∣∣∣
[ns]∑
i=1
f(∆
n
i X)−
∑
r≤s
f(∆Xr)
∣∣∣∣∣∣ ≤
N∑
q=1
∣∣∣f(∆ninqX)− f(∆XSq)∣∣∣ .
Vue la de´finition de X, nous avons |∆ninqX−∆XSq | ≤ αn+ |∆n1Xinq |. Comme X est ca`dla`g,
le processus X ′ est continu en chacun des Sq, donc |∆n1Xinq | converge vers 0 (presque
suˆrement) lorsque n→ +∞. On conclut en utilisant la continuite´ de f .
Remarque. La continuite´ de f n’est requise qu’aux valeurs prises par les ∆Xs. Il est donc
possible d’affaiblir le´ge`rement l’hypothe`se de continuite´ de f en supposant seulement que
f est continue sur l’ensemble des valeurs que peuvent prendre les ∆Xs, ainsi que cela est
montre´ par exemple dans [13] en l’absence d’arrondis. Cette remarque est cependant d’un
inte´reˆt limite´ dans notre contexte, puisque l’on suppose pour le the´ore`me central limite
associe´ que l’amplitude des sauts admet une densite´.
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3.4.2 Convergence des sommes quadratiques
On fixe dans ce qui suit une fonction re´elle ψ de classe C∞, telle que 1[−1,1] ≤ ψ ≤ 1[−2,2].
On suppose en outre ψ paire, de´croissante sur R+. Etant donne´e une fonction f , ainsi que
deux re´els 0 < a < b, on de´finit alors les fonctions re´elles fa, f
b
a et f
b par :
fa(x) = f(x)ψ(x/a), f
b
a(x) = f(x)(ψ(x/b)− ψ(x/a))) et f b(x) = f(x)(1− ψ(x/b)).
Soit g la fonction x 7→ x2. Afin d’utiliser les re´sultats des sections pre´cedentes, on
de´compose pour 0 < a < b donne´s chaque terme g(∆
n
i X) sous la forme ci-dessous :
g(∆
n
i X) = ga/
√
n(∆
n
i X) + g
b
a/
√
n(∆
n
i X) + g
b(∆
n
i X). (3.4.3)
On isole ainsi en quelque sorte la contribution de la partie continue, correspondant aux
petits accroissements (les ga/
√
n(∆
n
i X)) de celle due aux sauts (les g
b(∆
n
i X)).
Pour conclure, il suffit de prouver les trois convergences suivantes, correspondant a`
chacun des trois termes du membre de droite de (3.4.3), pour tout ρ > 0 :
lim
a→+∞ lim supn→+∞
P
| [nt]∑
i=1
ga/
√
n(∆
n
i X)−
∫ t
0
Γ(g, β, σs)ds| > ρ
 (3.4.4a)
lim
b→0
lim
a→+∞ lim supn→+∞
P (
[nt]∑
i=1
gba/
√
n(∆
n
i X) > ρ) = 0. (3.4.4b)
lim
b→0
lim sup
n→+∞
P
| [nt]∑
i=1
gb(∆
n
i X)−
∑
s≤[nt]/n
g(∆Xs)| > ρ
 = 0 (3.4.4c)
La premie`re se de´duit trivialement de (3.1.4). En effet, pour tout a > 0,
[nt]∑
i=1
ga/
√
n(∆
n
i X) =
1
n
[nt]∑
i=1
|√n∆ni X|2ψ(
√
n∆
n
i X
a
) =
1
n
[nt]∑
i=1
ga(
√
n∆
n
i X),
et ga est une fonction continue borne´e, a` laquelle on applique (3.1.4) pour obtenir :
[nt]∑
i=1
ga/
√
n(∆
n
i X)
l.u.P−→
∫ t
0
Γ(ga, β, σs)ds.
On en de´duit (3.4.4a) graˆce a` la convergence (3.4.5) ci-dessous, conse´quence du the´ore`me
de Lebesgue. ∫ t
0
Γ(ga, β, σs)ds −→
∫ t
0
Γ(g, β, σs)ds (pour tout ω). (3.4.5)
Pour montrer (3.4.4b), on se rame`ne a` des sommes portant sur les accroissements sans
arrondis : de`s que a > β, |∆ni X| ≥ a/
√
n implique que |∆ni X| ≥ αn, et par conse´quent
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|∆ni X| ≤ 2|∆ni X|. On ve´rifie par ailleurs que (a/
√
n ≤ |∆ni X| ≤ 2b) =⇒ (a−β√n ≤ |∆ni X| ≤
4b). On a donc, en posant a′ = a− β et b′ = 4b,
gba/
√
n(∆
n
i X) ≤ 4gb
′
a′/
√
n(∆
n
i X)
Il ne reste plus qu’a` appliquer le lemme 4.2 de [13], d’apre`s lequel, pour tout ρ > 0,
lim
b→0
lim
a→∞ lim supn→∞
P (
[nt]∑
i=1
E
(
gba/
√
n(∆
n
i X)|F(i−1)/n
)
> ρ) = 0 . (3.4.6)
La seconde convergence (3.4.4b) est donc aussi ve´rifie´e.
Nous avons par ailleurs vu en 3.4.1 que, gb e´tant nulle au voisinage de 0,
[nt]∑
i=1
gb(∆
n
i X)−
∑
s≤[nt]/n
gb(∆Xs)
l.u.P−→ 0. (3.4.7)
On conclut en remarquant que∣∣∣∣∣∣
∑
s≤[nt]/n
gb(∆Xs)−
∑
s≤[nt]/n
g(∆Xs)
∣∣∣∣∣∣ ≤
∑
s≤[nt]/n
1{|∆Xs|≤2b}g(∆Xs) −→
b→0
0. (3.4.8)
3.4.3 Preuve de (3.4.2) lorsque f = ◦(x2) en 0
Soit f continue, telle que f = ◦0(g). Supposons seulement que αn → 0. On peut
conclure de la meˆme manie`re que ci-dessus une fois prouve´ que, en probabilite´, et pour
tout t > 0,
lim
a→0
lim sup
n→+∞
[nt]∑
i=1
∣∣fa(∆ni X)∣∣ = 0. (3.4.9)
Vu les hypothe`ses faites sur f , il existe une fonction ε, qui tend vers 0 en 0, et telle
que |fa| ≤ ε(a)ga pour tout a > 0. Distinguons une nouvelle fois les cas βn −→ β < +∞
et βn −→ +∞.
1. Supposons que β < +∞. Alors
[nt]∑
i=1
|fa(∆ni X)| ≤ 2ε(a)
[nt]∑
i=1
(
(∆ni X)
2 + α2n
)
. On a
donc bien (3.4.9), car
(
[nt]∑
i=1
(∆ni X)
2 −∑s≤[nt]/n f(∆Xs)2
)
−→ 0 en probabilite´.
2. Traitons a` pre´sent le cas βn → +∞. Nous de´composons la fonction fa sous la forme :
fa = f
a
4αn/3
+ f4αn/3. Or f4αn/3(∆
n
i X) ne peut prendre que trois valeurs : f(−αn),
0 ou f(αn), donc |
[nt]∑
i=1
f4αn/3| ≤ nt|f(−αn)| ∨ |f(αn)|. Par hypothe`se, ce majo-
rant converge vers 0 lorsque n tend vers l’infini. Choisissons un re´el b > 0. Si
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fa4αn/3(∆
n
i X) est non nul, puisque ∆
n
i X ∈ αnZ, nous avons de nouveau |∆ni X| ≥ 2αn,
donc |∆ni X| ≥ αn et |∆
n
i X| ≤ ∆ni X. Nous en de´duisons que |fa4αn/3(∆
n
i X)| ≤
Cga
b/
√
n
(∆ni X) a` partir d’un certain rang qui ne de´pend que de b et de la suite αn.
Nous pouvons donc appliquer de nouveau (3.4.6).
3.5 Preuve dans le cas bidimensionnel
La de´monstration est tre`s similaire a` celle propose´e pour la loi des grands nombres
en dimension 1, nous n’en donnons donc ici que les e´le´ments essentiels. On proce`de de
nouveau en deux e´tapes, en supposant pour commencer que les fonctions f et g sont
borne´es. Fixons un entier N et posons, pour tout s ≥ N/n, en utilisant la ge´ne´ralisation
e´vidente de la notation (3.2.8) pour X˜ et X˜ ′ (hormis le fait que dans cette section, σ˜ = σ) :
Rns :=
1
n
(N−1)∑
i=1
f
(√
n∆
n
i X
1
)
g
(√
n∆
n
i X
2
)
, (3.5.1)
Ans :=
1
n
[ns]∑
i=N
f
(√
n∆
n
i X
1
)
g
(√
n∆
n
i X
2
)
(3.5.2)
− E
(
f
(√
n∆
n
NX˜
1
(i−N)/n
)
g
(√
n∆
n
i X˜
2
)
|F(i−N)/n
)
,
(3.5.3)
Bns :=
1
n
[ns]−N∑
i=0
E
(
f
(√
n∆
n
NX˜
1
i/n
)
g
(√
n∆
n
i X˜
2
)
− Γ
(
f, g, βn, σ
1
i/n, σ
2
i/n
)
|Fi/n
)
,
(3.5.4)
Cns :=
1
n
[ns]−N∑
i=0
Γ
(
f, g, βn, σ
1
i/n, σ
2
i/n
)
−
∫ t
0
Γ
(
f, β, σ1s , σ
2
s
)
ds. (3.5.5)
De meˆme que dans le cas unidimensionnel, nous avons, pour tout N ,
lim
n→+∞E(sups≤t
|Rns (N)|+ |Cns (N)|) = 0.
Pour e´tudier Ant (N), nous nous ramenons de nouveau a` l’e´tude des termes de la forme :
E(|f(√n∆ni X1)g(
√
n∆
n
i X
2)− f(√n∆nNX˜1i/n)g(
√
n∆ni ∆
n
NX˜
2
i/n)|),
que nous majorons par :
E(|f(√n∆ni X1)(g(
√
n∆
n
i X
2)− g(√n∆ni X˜2)|
+ |g(√n∆ni X˜2)(f(
√
n∆
n
i X
1)− f
(√
n∆
n
NX˜
1
(i−N)/n
)
)|).
Les fonctions f et g e´tant suppose´es borne´es, il suffit de controˆler
E
∣∣∣f(√n∆ni X1)− f (√n∆nNX˜1(i−N)/n)∣∣∣ ;
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ces espe´rances ont de´ja` e´te´ e´tudie´es dans la section 3.3.2, et nous obtenons ici aussi
lim supnE
(
sups≤t |Ans |
)
= 0.
La convergence de lim supnE(sups≤t |Bns (N)|) vers 0 lorsque N → +∞ est une conse´-
quence du corollaire 15 de la partie 3. Fixons i et n, et posons temporairement
σ = σ(i−N)/n, a =
√
nX1(i−N)/n, b =
√
nX2(i−N)/n/n
et F (u, v) :=
∫
R
∫
R
f(βn[u+ σ
1.
(
x
y
)
/βn])g(βn[v + σ
2.
(
x
y
)
)/βn])h(x)h(y)dxdy.
Le terme d’indice i dans la somme Bnt (N) est alors :∫
R
∫
R
ϕ(
(
x
y
)
)F ({(a+ x)/βn}, {(b+ y)/βn})dxdy −
∫ 1
0
∫ 1
0
F (u, v)dudv, (3.5.6)
ou` ϕ est la densite´ du couple
√
N − 1(σY ) (Y est ici une variable gaussienne standard dans
R2). D’apre`s le corollaire 15, la valeur absolue de (3.5.6) est majore´e par Cβn (sup |F |) Φ,
avec Φ := max{1, ∫ | ∂ϕ∂w |, ∫ |∂ϕ∂z |, ∫ | ∂2ϕ∂w∂z |}. Notons D la valeur absolue du de´terminant de
la matrice σ. Un calcul rapide montre que
Φ ≤ CP (σ)/((N − 1)2D3) +Q(σ)/((N − 1)3/2D2),
ou` P (σ) et Q(σ) sont des polynoˆmes en les composantes de σ. Par conse´quent, D−1
e´tant borne´ sous l’hypothe`se H˜′1, nous avons limN lim supnE
(
sups≤t |Bns (N)|
)
= 0, et le
the´ore`me est ve´rifie´ pour des fonctions f et g borne´es.
Lorsque f(x) = ◦(x2) et g(x) = ◦(x2) en l’infini, on a
1
n
[nt]∑
i=1
V ′n(fψa, gψa, βn, X)
l.u.P−→
∫ t
0
Γ(fψa, gψa, β, σ
1
s , σ
2
s)ds;
nous pouvons conclure une fois montre´ que
∫ s
0 Γ(f(1 − ψa), g(1 − ψa), β, σ1s , σ2s)ds et
lim sup 1nV
′
n(f(1 − ψa), g(1 − ψa), β,X) convergent localement uniforme´ment en proba-
bilite´ vers 0 lorsque a→ +∞. Pour cela, remarquons de nouveau qu’il existe une fonction
ε tendant vers 0 en l’infini -que l’on peut toujours choisir de´croissante- telle que, pour tout
re´el x, |f(1 − ψ)(x)| ≤ Cε(x)1|x|≥ax2 et de plus pour tout 0 ≤ u < 1, |[u + x]| ≤ 1 + |x|
(et de meˆme pour g). Nous avons alors :∣∣∣∣f(1− ψ)(β [u+ σ1s (xy
)
/β
])
g(1− ψ)
(
β
[
v + σ2s
(
x
y
)
/β
])∣∣∣∣ (3.5.7)
≤ C1|σ1,1s x+σ1,2s y|>a−2β1|σ2,1s x+σ2,2s y|>a−2β(β
4 + x4 + y4).
Posons, pour tous x, y, Xχ = σ1,1s x+σ
1,2
s y et υ = σ
2,1
s x+σ
2,2
s y. L’application Φs : (x, y) 7→
(χ, υ) est bijective et sa norme d’application line´aire est borne´e, vue l’hypothe`se H˜′1. Par
conse´quent, il existe une constante C telle que
1|χ|>a,|υ|>a ≤ 1||(χ,υ)||∞>a ≤ 1||(x,y)||∞>a/C .
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On peut donc majorer (3.5.7) par C1||(x,y)||>a/C(β4 + x4 + y4). Nous en de´duisons que
|Γ(f(1−ψa), g(1−ψa), β, σ1s , σ2s)| ≤ C
∫ ∫
R2
h(x)h(y)1||(x,y)||>(a−2β)/C(β4 +x4 +y4)dxdy.
Le membre de droite converge bien vers 0 lorsque a→ +∞. On majore enfin :
| 1
n
V ′n(f(1−ψa), g(1−ψa), βn, (X,X ′))| ≤ Cε(
a
C
)
1
n
[nt]∑
i=1
(β
4
+(
√
n∆ni X
1)4 +(
√
n∆ni X
2)4).
Le membre de droite converge en probabilite´ lorsque n −→ +∞ ; nous pouvons conclure
en faisant tendre a vers l’infini.
3.6 Preuve du the´ore`me central limite
Rappelons la forme (3.1.18) de la diffe´rence entre l’accroissement ∆
n
i X autour d’un
temps de saut Sq et le saut ∆XSq lui-meˆme :
αn
[
{
X(inq−1)/n
αn
}+ {∆XSq
αn
}+
∆ninqX
αn
− ∆XSq
αn
]
− {∆XSq
αn
}.
Dans une premie`re sous-section, nous montrons un lemme de´crivant le comportement
limite des diffe´rents termes composant (3.1.18). La deuxie`me sous-section est consacre´e
a` la de´monstration du the´ore`me central limite (The´ore`me 25). Dans les deux dernie`res
enfin nous justifions respectivement la tension lorsque l’on suppose seulement H′2 et le
contre-exemple (3.1.11) a` l’existence d’un the´ore`me central limite lorsque l’on ne fait plus
d’hypothe`se sur la loi de l’amplitude des sauts.
3.6.1 Un lemme pre´liminaire
Pour traiter le terme ∆ninqX/αn −∆XSq qui intervient dans (3.1.18), c’est a` dire celui
de´ja` pre´sent en l’absence d’arrondi), on introduit trois variables qui n’apparaissent pas
dans le the´ore`me 25 mais sont utilise´es dans sa de´monstration (et en particulier dans le
lemme 31 ci-dessous). Notons inq := [nSq] + 1 le premier temps de la grille suivant Sq.
Lorsque nSq est entier, on devrait poser plutoˆt i
n
q := nSq, ne´anmoins ce cas ne se produit
pas car, sous l’hypothe`se H′3 (H1 suffit), presque suˆrement, aucun temps de saut n’est
rationnel. On de´finit
κnq := n(Sq −
inq − 1
n
) = {nSq}
puis
wnq :=
√
n√
κnp
(WSq −W(inq−1)/n) et w′nq :=
√
n√
1− κnp
(Winq /n −WSq).
La convergence stable de la suite (wnq , w
′n
q , κ
n
q )q vers (Yq, Y
′
q , Vq)q a e´te´ de´montre´e dans
[16] (cf aussi [15]). Plus ge´ne´ralement, on peut montrer la convergence suivante, sous
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l’hypothe`se H′3 :(
{Xi
n
q−1
αn
}, {∆XSq
αn
}, wnq , w′nq , κnq
)
q
L st−→
(
Uq, 1{∆XSq 6=0}U
′
q, Yq, Y
′
q , Vq
)
q
(3.6.1)
Nous allons en pratique ve´rifier un re´sultat le´ge`rement plus faible, mais suffisant pour
la de´monstration du the´ore`me central limite. A partir de la repre´sentation (3.0.1) de X on
de´finit, pour tout entier m ≥ 1, Am := {x ∈ R, G(x) ≥ 1/m}. Le processus 1Am\Am−1 ∗ p
est un processus de Poisson sur R+ × R, d’intensite´ la mesure 1Am\Am−1(G(x))dsdx ; ses
temps de sauts sont inde´pendants de W (ce qui n’est pas force´ment le cas des temps
de saut de X). On note Smq ces temps de saut, classe´s par ordre croissant. Introduisons
en outre les notations inm,q, κ
n
m,q, w
n
m,q et w
′n
m,q associe´es comme pre´ce´demment a` chaque
temps Smq . Nous avons alors le lemme suivant :
Lemme 31. Supposons H′3 ve´rifie´e. Alors, pour tout m ≥ 1,(
{Xim,q−1
αn
}, {∆XS
m
q
αn
}, wnm,q, w′nm,q, κnm,q
)
q
L st−→
(
Uq, 1{∆XSm,q 6=0}U
′
q, Yq, Y
′
q , Vq
)
q
. (3.6.2)
Notons que la de´monstration de (3.6.1) est tre`s similaire a` celle du lemme ci-dessus,
mais ne´cessite de re´organiser dans un premier temps les sauts par ordre croissant (voir
l’annexe B).
De´montrons a` pre´sent le lemme 31. Le principe de la de´monstration est proche de celle
de [15] lorsqu’il n’y a pas d’arrondis : les contributions significatives au processus limite
sont dues au comportement de la partie brownienne au voisinage de chacun des sauts. On
commence donc par raisonner avec un nombre de sauts fini, et l’on isole les contributions
correspondant a` chacun de ces sauts, qui sont inde´pendantes pour deux sauts distincts.
Cependant, la pre´sence des deux parties fractionnaires {∆XSqαn } et {
X(inq−1)/n
αn
} rend difficile
un traitement simultane´ de tous les sauts similaire a` la de´monstration de [15]. En effet, la
loi de ces deux variables est de´pendante de FSq−. Il faut donc, dans notre contexte, traiter
chaque saut se´pare´ment, en conditionnant par rapport au passe´, ce qui explique pourquoi
nous avons besoin de temps Smq classe´s par ordre croissant.
De´composition du proble`me
Le parame`tre m e´tant fixe´ pour toute la suite, nous noterons pour alle´ger l’e´criture
Sq, i
n
q , κ
n
q , w
n
q , w
′n
q a` la place de S
m
q , i
n
m,q, κ
n
m,q, w
n
m,q, w
′n
m,q. Soient l ≥ 1 un entier, Z une
variable ale´atoire F-mesurable borne´e et g1q , ..., g5q des fonctions lipschitziennes borne´es.
Posons, pour tous entiers n, k ≥ 1,
Ank := Π
1≤q≤k
g1q ({
X(inq−1)/n
αn
})g2q (wnq )g3q ({
∆XSq
αn
}), Ak = Π
1≤q≤k
g1q (Uq)g
2
q (Yq)g
3
q (U
′
q),
Bnk := Π
1≤q≤k
g4q (κ
n
q ))g
5
q (w
′n
q ) et Bl = Π
1≤q≤k
g4q (Vq)g
5
q (Y
′
q ).
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Montrons que, pour toute variable Z F-mesurable borne´e,
E(ZAnl B
n
l ) −→n E˜(ZAlBl).
On commence par fixer les temps de sauts : soit (Gt) la plus petite filtration contenant
(Ft) et telle que S1, ..., Sl, donc aussi les κnq , soient mesurables par rapport a` G0. Pour η > 0
fixe´, on de´finit encore Gηt comme la plus petite tribu contenant (Gt) telle que les processus
(Ws−WSq)Sq≤s≤Sq+η soient Gη0 -mesurables. De`s que n ≥ 1/η, les w′nq sont Gη0 -mesurables,
et
E
(
ZAnl B
n
l
∣∣∣Gη0) = E (Bnl E (ZAnl ∣∣∣Gη0)) (3.6.3)
Les arguments d’inde´pendance entre wnq et Gη0 que nous utiliserons dans la preuve ne sont
valables que si η est suffisamment petit par rapport a` l’e´cart entre deux temps Sq successif.
Pour traiter cette difficulte´, associons a` toute variable Z F-mesurable borne´e la variable
Z ′ := Z12η≤min{Sq+1−Sq ,Sq≤t}.
Sche´ma de la preuve
1. Pour un saut donne´, a` l’instant Sq, on se´pare les variables a` e´tudier en trois cate´gories :
les variables (FSq−-mesurables) {
X(inq−1)/n
αn
} et wnq , le terme de saut {
∆XSq
αn
} et enfin
w′nq et κnq . Nous allons montrer pour tout q ≤ l les convergences (3.6.4) et (3.6.5)
ci-dessous, ainsi que la convergence stable (3.6.6) :
∀Z F-mesurable borne´e, E(Z ′g3q ({
∆XSq
αn
})|GηSq−)
L1−→ E˜
(
Z ′g3q (1{∆XSq 6=0}U
′
q)|GηSq−
)
;
(3.6.4)
∀Z GηSq−-mesurable borne´e,
E(Z ′g1q ({
X(inq−1)/n
αn
})g2q (wnq )|GηSq−1)
L1−→ E(Z ′|GηSq1 )E˜(g
1
q (Uq)g
2
q (Yq));
(3.6.5)
(κnq , w
′n
q )q
L st−→ (Vq, Yq)q. (3.6.6)
2. Nous montrons ensuite que la convergence (3.6.7) ci-dessous (pour toute variable Z
F-mesurable borne´e) se de´duit de (3.6.4) et (3.6.5) :
E(Z ′Anl |Gη0 ) L
1
−→ E˜(Z ′Πq≤lg3q (1{∆XSq 6=0}U ′q)|G
η
0 )E˜(Πq≤lg
1
q (Uq)g
2
q (Yq)). (3.6.7)
3. Nous pouvons alors conclure en combinant (3.6.3), (3.6.7) et (3.6.6).
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Le terme de saut
Montrons (3.6.4). On de´finit G′ηq = GηSq−∨σ(∆XSq). Puisque ∆XSq est par construction
mesurable par rapport a` cette tribu, nous avons
E
(
Z ′g3q ({
∆XSq
αn
})|GηSq−
)
= E
(
E(Z ′|G′ηq )g3q ({
∆XSq
αn
})
∣∣∣GηSq−) ;
on peut donc supposer Z G′ηq -mesurable. Vu la de´finition de G′ηq , il suffit de ve´rifier la
convergence pour les variables de la forme Z = Z˜H(∆XSq−), ou` Z˜ est GηSq−-mesurable
borne´e, et H une fonction borne´e lipschitzienne. On peut toujours (quitte a` devoir ajouter
une constante) supposer H positive. Finalement, il reste a` ve´rifier que, pour toute fonction
re´elle H lipschitzienne positive borne´e,
E
(
H(∆XSq)g
3
q ({
∆XSq
αn
})|GηSq−
)
−→
n
E˜
(
H(∆XSq)g
3
q (1{∆XSq 6=0}U
′
q)|GηSq−
)
. (3.6.8)
Conditionnellement a` GηSq−, et sur {∆XSq 6= 0}, la variable ∆XSq admet une densite´ ;
en effet, si A est un ensemble ne´gligeable par rapport a` la mesure de Lebesgue ne contenant
pas 0, vu H′3, on a encore P (∆XSq ∈ A|GηSq−) = 0. Montrons pour conclure un lemme
simple qui e´tend le´ge`rement le re´sultat de Kosulajeff [20].
Lemme 32. Soient X une variable admettant une densite´, et U une variable uniforme sur
[0, 1] inde´pendante de X. Alors le couple (X, {σX}) converge en loi vers (X,U) lorsque
σ −→ +∞.
Remarque. La convergence jointe d’une variable et de sa partie fractionnaire a de´ja` e´te´
e´tudie´e par Delattre et Jacod, qui, sous des conditions de re´gularite´ suffisantes de la den-
site´, controˆlent la vitesse de convergence de (X, {σX}). Leurs hypothe`ses sont ne´anmoins
nettement plus fortes (la densite´ doit eˆtre elle-meˆme absolument continue) et nous n’avons
pas ici besoin de pre´cisions sur la vitesse de convergence de la partie fractionnaire de l’am-
plitude du saut vers une loi uniforme ; l’existence d’une densite´ est donc suffisante ici (mais
sans doute pas ne´cessaire).
Preuve du lemme. Il suffit de prouver la convergence pour toutes fonctions g, k continues
borne´es sur R de E(g(Xn)k({σX})) vers E(g(X)k(U)) (cf [11], p. 114). On peut toujours,
quitte a` ajouter une constante a` la fonction g (qui est borne´e), supposer que g est de plus
strictement positive. Soit f la densite´ de X ; alors
E(g(X)k({σX})) =
∫
R
g(x)k({σX})f(x)dx =
(∫
R
fg
)∫
R
f(x)g(x)∫
fg
k({σx})dx.
L’inte´grale de fg est finie puisque g est borne´e et f une densite´. La fonction fg/
∫
(fg)
est elle aussi une densite´, d’apre`s [20] la deuxie`me inte´grale du terme de droite converge
donc vers
∫ 1
0 k(u)du lorsque σ → +∞ ; la premie`re est simplement l’espe´rance de g(X),
d’ou` le re´sultat.
Le lemme 32 ci-dessus applique´ a` la loi conditionnelle de (∆XSq , {∆XSq/αn}) permet
de conclure.
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Les termes avant le saut
Montrons a` pre´sent (3.6.5). Vu que GηSq− =
∨
ε>0 GηSq−1/m, il suffit de ve´rifier la pro-
prie´te´ pour toute variable Z GηSq−ε-mesurable borne´e, pour tout ε > 0. Supposons dans
un premier temps que β < +∞. Fixons ε > 0 et un entier N . Il existe un entier n0, qui
ne de´pend que de ε et de N , tel que pour tout n ≥ n0, on ait : (inq − N)/n > Sq − ε.
De´finissons en outre Ωη := {ω ∈ Ω, 2η ≤ min ({Sq+1 − Sq, Sq < t})}. Sur Ωη, la loi de wnq
conditionnellement a` Gη(inq−1)/n est la loi gaussienne standard, donc
E(Z ′g1q ({
X(inq−1)/n
αn
})g2q (wnq )|GηSq−1) = E(Z ′g1q ({
X(inq−1)/n
αn
})E(g2q (wnq )|Gη(inq−1)/n)|G
η
Sq−ε)
= E
(
Z ′E
(
g1q ({
X(inq−1)/n
αn
})|Gη(inq−N)/n
)
|GηSq−ε
)
E˜(g2q (Yq)).
Il reste seulement a` montrer que :
E(g1q ({
X(inq−1)/n
αn
})|Gη(inq−N)/n)
L1−→ E˜(g1q (Uq)), (3.6.9)
et l’on peut re´utiliser les arguments de la section 3.3.2. Nous reprenons la notation X˜
pre´ce´dente en posant : X˜s(t) = Xs + σs(Ws+t − Ws). Sur Ωη, conditionnellement a`
Gη(inq−N)/n, la variable W(inq−1)/n−W(inq−N)/n est encore une variable gaussienne centre´e de
variance (N − 1)/n ; nous pouvons donc appliquer (3.2.7) :
∣∣E(g1q ( {X˜(inq−N)/n((N − 1)/n)αn })|Gη(inq−N)/n)− E˜(g1q (Uq))
∣∣∣∣∣
=
∣∣∣∣∣
∫
R
h(x)g1q ({
X(inq−N)/n + σ(inq−N)/n
√
(N − 1)/n x
αn
})−
∫ 1
0
g1q (u)du
∣∣∣∣∣
≤ Cβn√
N − 1σ(inq−N)/n
, ou` C de´pend seulement de la fonction g1q . (3.6.10)
Le remplacement de X par X˜ est de nouveau justifie´ par le lemme 29 ; en effet nous avons
pour tout 0 < δ < 1/2
E(1Kδ({
X˜(i−N)/n((N − 1)/n)
αn
}|Gη(inq−N)/n) ≤
Cδ√
N − 1σ(inq−N)/n
(1 + βn)) (3.6.11)
et P (|X˜(i−N)/n((N − 1)/n)−X(i−1)/n
αn
| > δ|Gη(inq−N)/n) −→n→+∞ 0. (3.6.12)
Le lemme 29 n’est pas donne´ conditionnellement a` Gη(inq−N)/n ; cependant la premie`re partie
(3.6.11) est toujours valable car la loi de (Ws − W(inq−N)/n) pour 0 ≤ s ≤ (N − 1)/n
conditionnellement a` Gη(inq−N)/n est encore celle d’un mouvement brownien. Pour (3.6.12),
il faut revenir a` la de´monstration du lemme 29 : sous l’hypothe`se H′1, nous obtenons une
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majoration similaire a` (3.2.12), conditionnellement a` Gη(inq−N)/n, pour tout 0 < η < 1 et
tout 0 < δ < 1/2 :
P (|X ′(inq−N)/n((N − 1)/n)| > δαn|G
η
(inq−N)/n) (3.6.13)
≤ C
δ2α2n
E
(∫ (inq−1)/n
(inq−N)/n
(σr − σ(inq−N)/n)2dr +
∫ (inq−1)/n
(inq−N)/n
dr
∫
R
x21{|x|≤η}Fr(dx)|Gη(inq−N)/n
)
+
CN
nδαn
(1 +
1
η
).
Puisque σ est borne´e et admet une limite a` gauche en tout point, par le the´ore`me de
Lebesgue, nous avons la convergence vers 0 de
(N − 1)/nE(
∫ (inq−1)/n
(inq−N)/n
(σr − σ(inq−N)/n)2dr|G
η
(inq−N)/n),
Graˆce a` la troisie`me partie de l’hypothe`se H3, on obtient (3.6.12) en faisant tendre n vers
l’infini, puis η vers 0.
Vu la de´finition de Kδ, (3.6.11) et (3.6.12) impliquent
lim sup
n
E
(∣∣∣∣∣{X(i−1)/nαn } − {X˜(i−N)/n((N − 1)/n)αn }
∣∣∣∣∣ |Gη(inq−N)/n
)
≤ Cβ√
N − 1σSq−
.
(3.6.14)
La fonction test g1q est lipschitzienne, de (3.6.14) et (3.6.10) on de´duit donc
lim sup
n
|E(g1q ({
X(inq−1)/n
αn
})|GηSq−1/m)− E˜(g
1
q (Uq)|GηSq−1/m)| ≤
Cβ√
N − 1σSq−
,
puis (3.6.9) en faisant tendre N vers +∞ (puisque σSq− est non nul sous l’hypothe`se H3).
Lorsque βn → +∞, le raisonnement est le meˆme, en conside´rant non plus N mais une
suite Nn telle que β
2
n/Nn → 0 et Nn/n → 0. A partir d’un certain rang, de´terministe,
(inq −Nn)/n > Sq−ε. On peut alors reprendre les arguments pre´ce´dents, qui sont toujours
valables car, sur Ωη, la loi de W(inq−1)/n −W(inq−Nn)/n conditionnellement a` G
η
(inq−Nn)/n est
encore celle d’une gaussienne centre´e de variance (Nn−1)/n. Pour traiter (3.6.13), on pose
Nn = β
2
nbn, puis on choisit une suite ηn tendant vers 0 telle que αn/ηn → 0, une suite b′n
tendant vers l’infini telle que b′n
∫
R δ(x, s)
21|δ(x,s)|≤ηndx → 0 (uniforme´ment en s, ce qui
est possible graˆce a` l’hypothe`se H3) et b′nα2n −→ 0. Il reste alors a` choisir des bn tendant
vers l’infini et infe´rieurs a` b′n tels que
bn sup
0<x≤b′n
n
β2nx
E
(∫ (inq−1)/n
(inq−β2nx)/n
(σr − σ(inq−β2nx)/n)2dr|G
η
(inq−β2nx)/n
)
tende encore vers 0 (pour tout ω).
Les termes Gη0 -mesurables
Il reste a` ve´rifier la convergence stable (3.6.6) de (w′nq , κnq )q vers (Y ′q , Vq) ; celle-ci est
de´ja` connue (cf [15]).
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Conclusion
Prouvons maintenant que (3.6.7) de´coule bien de (3.6.4) et (3.6.5). On pose S0 = 0, et
l’on traite chaque saut se´pare´ment. Soit Z une variable F-mesurable borne´e. Alors
E(Z ′Anl |Gη0 ) = E
(
Anl−1E(Z
′g1l ({
X(il−1)/n
αn
})g2l (wnl )g3l ({
∆XTl
αn
})|GηSl−1)
)
= E
(
Anl−1E
(
g1l ({
X(il−1)/n
αn
})g2l (wnl )E
(
Z ′g3l ({
∆XSl
αn
})∣∣GηSl−) ∣∣GηSl−1) ∣∣∣Gη0)
En appliquant successivement (3.6.4) puis (3.6.5), on est ramene´ a` montrer la conver-
gence de E(Z ′Anl−1|Gη0 ) vers E(Zg3q (1{∆XSq}U ′q)|G
η
0 )E˜(Πq≤l−1g
1
q (Uq)g
2
q (Yq)). On conclut
par re´currence sur l (le cas l = 0 est trivial), et (3.6.7) est ve´rifie´e.
De (3.6.7) et de (3.6.6), nous de´duisons la convergence voulue avec les variables Z ′. Or∣∣∣E (ZAnl Bnl )− E˜ (ZAlBl)∣∣∣ ≤ CP (min{Sq+1 − Sq, Sq < t} ≤ 2η)
+
∣∣∣E (Z ′Anl Bnl )− E˜ (Z ′AlBl)∣∣∣ .
Le second terme du membre de droite converge vers 0 lorsque n tend vers l’infini, pour
tout η > 0 ; le second lorsque η → 0.
3.6.2 Preuve du the´ore`me
On proce`de de la manie`re habituelle, en prouvant dans un premier temps le the´ore`me
pour des fonctions nulles sur un voisinage de 0, puis dans le cas ge´ne´ral. Notons, pour une
fonction f de classe C1 s’annulant en 0,
Z(f) :=
{∑
Sq≤t f(∆XSq)ζ
′′
q si βn → 0,∑
Sq≤t f(∆XSq)Lq si βn → β ∈]0,+∞].
(3.6.15)
Cas ou` f est nulle sur [−ε, ε]
Soit ε > 0 et f une fonction de classe C1 nulle sur [−ε, ε]. Soit r un entier tel que
1/r < ε.
On de´finit l’ensemble, de cardinal presque suˆrement borne´, uniforme´ment en n,
Ir,nt := {inq ≤ [nt],∃m ≤ r, ∃k, Sq = Smk }.
On pose Xrt = Xt−
∑
inq∈Ir,nt
∆XSq .
Alors, a` partir d’un certain rang n0 = n0(ω, r, t), les i
n
q tels que Sq = S
m
k ≤ t,m ≤ r
sont tous distincts et, de plus, |∆ni Xm| ≤ ε ∀i ≤ [nt], donc f(∆ni X) = 0 de`s que i /∈ Ir,nt .
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On a par conse´quent pour tout n ≥ n0 [nt]∑
i=1
f(∆
n
i X)−
∑
s≤t
f(∆Xs)
 = ∑
inq∈It
(f(∆
n
inq
X)− f(∆XSq))
= αn
∑
inq∈It
f ′(∆XSq + r
n
q )
([{
X(inq−1)/n
αn
}
+
{
∆SqX
αn
}
+
∆ninqX
ε
αn
]
−
{
∆XSq
αn
})
ou` rnq est compris entre 0 et ∆XSq −∆ni X (et donc infe´rieur a` αn + |∆ninqXm|).
Il reste donc a` montrer les convergences suivantes :
Si β → 0,
(
βn
[{
X(inq−1)/n
αn
}
+
{
∆SqX
αn
}
+
∆n
inq
Xε
αn
]
−
{
∆XSq
αn
})
q
L st−→ (ζ ′′q )q.
Si β → β,
(
βn
[{
X(inq−1)/n
αn
}
+
{
∆SqX
αn
}
+
∆n
inq
Xε
αn
]
−
{
∆XSq
αn
})
q
L st−→ (βLq)q.
Si β → +∞,
([{
X(inq−1)/n
αn
}
+
{
∆SqX
αn
}
+
∆n
inq
Xε
αn
]
−
{
∆XSq
αn
})
q
L st−→ (Lq)q.
Supposons que βn → 0. Alors
sup
q
∣∣∣∣∣βn
[{
X(inq−1)/n
αn
}
+
{
∆SqX
αn
}
+
∆ninqX
ε
αn
]
−
{
∆XSq
αn
}
−√n∆ninqXε
∣∣∣∣∣ ≤ 2βn −→ 0.
Il suffit donc de ve´rifier la convergence de (
√
n∆ninqX
ε)q vers (ζ
′′
q )q, qui est pre´cise´ment celle
de´montre´e dans [13] pour le cas non arrondi. L’hypothe`se H2 est en outre suffisante ici.
Supposons ensuite que βn converge vers β ∈]0,+∞[. L’ensemble des points de disconti-
nuite´ de la fonction (de´finie sur [0, 1]×[0, 1]×R) (u, v, y) 7→ [u+v+y]−v est de probabilite´
nulle pour la loi de (U, V, ζ ′′q ). Par conse´quent, il suffit de montrer la convergence en loi
stable suivante :(
{Xi
n
q−1
αn
}, {∆XSq
αn
},
√
n∆ninqX
ε
βn
)
L st−→
(
Uq, 1{∆XSq 6=0}U
′
q,
ζ ′′q
β
.
)
(3.6.16)
Posons :
ξnq := (
√
κnqσSq−w
n
q +
√
1− κnqσSqw′nq ) (3.6.17)
=
√
n
(
σSq−
(
WSq −W(inq−1)/n
)
+ σSq
(
Winq −WSq
))
.
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Par de´finition,
∆ninqX
ε
αn
− ξ
n
q
βn
=
√
n
βn
(∫ inq /n
(inq−1)/n
bsds+
∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{G(x)≤1/r}(p− q)(ds, dx)
−
∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{|δ(s,x)≤1|,G(x)>1/r}q(ds, dx)
+
∫ Sq
(inq−1)/n
(σs − σSq−)dWs +
∫ inq /n
Sq
(σs − σSq)dWs
)
.
On ve´rifie que chacun des termes du second membre converge (en probabilite´) vers 0. C’est
e´vident pour le premier, puisque b est borne´, et les deux derniers, car σ est ca`dla`g. Par
ailleurs, pour tout τ < 1/r fixe´,∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{G(x)≤1/r}(p− q)(ds, dx) =∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{τ<G(x)≤1/r}(p− q)(ds, dx)+
∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{G(x)≤τ}(p− q)(ds, dx).
Or
E(|√n
∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{τ<G(x)≤1/r}(p− q)(ds, dx)|)
≤ 2√nE(|
∫ inq /n
(inq−1)/n
∫
R
G(x)
G(x)
τ
1{τ<G(x)≤1/r}q(ds, dx)|).
Pour tout τ , on a donc∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{τ<G(x)≤1/r}(p− q)(ds, dx) L
1
−→ 0. (3.6.18)
En outre,
E
n(∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{G(x)≤τ}(p− q)(ds, dx)
)2
≤ nE(
∫ inq /n
(inq−1)/n
∫
R
G(x)21{G(x)≤τ}q(ds, dx))
≤
∫
R
G(x)21G(x)≤τdx.
Vu (3.6.18), finalement,
lim
τ→0
lim sup
n
E(|
∫ inq /n
(inq−1)/n
∫
R
δ(s, x)1{G(x)≤1/r}(p− q)(ds, dx)|) = 0.
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Nous avons donc, pour tout ε, η > 0 et tout q ≥ 1,
lim sup
n
P (|
∆ninqX
ε
αn
− ξ
n
q
βn
| > η) = 0. (3.6.19)
Le lemme 31 permet de conclure.
On proce`de de meˆme lorsque βn −→ +∞, en remarquant simplement que, vu la conver-
gence (3.6.16) et 1βn → 0, on a ici(
{Xi
n
q−1
αn
}, {∆XSq
αn
},
∆ninqX
ε
αn
)
L st−→
(
Uq, 1{∆XSq 6=0}U
′
q, 0
)
(3.6.20)
Cas ge´ne´ral
Soit a` pre´sent f ∈ C2(R), telle que f ′′(x) = ◦0(x). On rappelle les notations pre´ce´dentes,
fb = fψb et f
b = f.(1−ψb). f b ve´rifie les conditions du i. D’apre`s le i. (avec les notations
(3.1.12) et (3.6.15)), les convergences (3.1.15), (3.1.16) et (3.1.17) sont donc ve´rifie´es par f b.
Ve´rifions brie`vement, en suivant les arguments de [13], que Z(g) est bien de´fini pour toute
fonction telle que g(x) = ◦0(|x|), et que sa loi, conditionnellement a` F , est inde´pendante de
la suite Sq conside´re´e. Soit en effet g = ◦0(|x|). Fixons ω ∈ Ω. Les variables Lq(ω, .) sont
(conditionnellement a` F) centre´es, de carre´ inte´grable. On peut construire le processus
(toujours sur Ω′)
Z(g)(ω, .)t :=
∑
q
g(∆XSq)Lq1t≤Sq
qui de´finit alors une martingale de carre´ inte´grable, purement discontinue, dont l’ensemble
des temps de sauts est inclus dans celui de X, avec e´galite´ lorsque g ne s’annule pas en
dehors de 0. La loi de son saut en Sq de´pend en outre uniquement du processus X et de
σ.
Nous avons montre´ dans la section pre´ce´dente que, pour tout b > 0,
√
n∧ α−1n Zn(f b) L st−→
Z((f b)′). Par ailleurs, nous avons
E˜(Z(f ′b)
2
t |F) =
∑
q
f ′b(∆XSq)
2E˜(Aq(ω)
2|F) −→
b→0
0
pour tout t et tout ω. On en de´duit, en utilisant l’ine´galite´ de Doob, que Z((fb)
′) luP−→
b
0.
Il reste a` ve´rifier, comme dans le cas sans arrondis, que pour tout ρ > 0,
lim
b→0
lim sup
n→+∞
P (sup
s≤t
√
n ∧ 1
αn
|Zns (fb)| > ρ) = 0 (3.6.21)
Traitons tout d’abord le cas βn −→ β < +∞ (e´ventuellement nul). On compare
√
nZn(fb) avec son e´quivalent non arrondi :
√
nZˆn(f) =
√
n(
[nt]∑
i=1
f(∆ni X)−
∑
Sq≤t f(∆XSq)).
√
n
∣∣∣Znt (fb)− Zˆnt (fb)∣∣∣ = √n [nt]∑
i=1
(∆
n
i X −∆ni X)f ′b(∆ni X + rni ),
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ou` rni est compris entre 0 et ∆
n
i X −∆
n
i X. Dans tous les cas, |rni | ≤ αn. On peut toujours
trouver une fonction g re´elle syme´trique, croissante sur R+, continue, telle que g(x) =
◦0(x2) et gb ≥ |(fb)′|. (On peut toujours en trouver une, vu les hypothe`ses faites sur f).
Alors pour tout s ≤ t,
√
n
∣∣∣Zns (fb)− Zˆns (fb)∣∣∣ ≤ βn [nt]∑
i=1
(g(|∆ni X|+ αn)ψ((∆ni X + rni )/(b)))
≤ βn
[nt]∑
i=1
(g(2∆ni X) + g(2αn))ψ((∆
n
i X + r
n
i )/(b)).
Par hypothe`se,
[nt]∑
i=1
g(2αn) −→
n
0. Comme en outre 2βn
[nt]∑
i=1
g(2∆ni X)ψ((∆
n
i X + r
n
i )/(b))
converge en probabilite´ vers 2β
∑
s≤t g2b(2∆Xs), on a :
lim
b→0
lim sup
n→+∞
P (|Zn(fb)− Zˆn(fb)| > ρ) = 0.
On obtient enfin (3.6.21) en appliquant le re´sultat correspondant pour Zˆn(f), montre´ dans
[13] :
lim
b→0
lim sup
n→+∞
P (sup
s≤t
√
n|Zˆn(fb)s| > ρ) = 0.
Lorsque βn −→ +∞, on choisit la fonction g telle que de plus ng(2αn) → 0 ; on majore
comme pre´ce´demment
1
αn
∣∣∣Zn(fb)− Zˆn(fb)∣∣∣ ≤ [nt]∑
i=1
(g(2∆ni X) + g(2αn))ψ((∆
n
i X + r
n
i )/(b)),
et la proprie´te´ supple´mentaire ve´rifie´e par g permet de conclure de meˆme.
3.6.3 Preuve de la tension sous H2
Supposons ici que X ve´rifie seulement l’hypothe`se H′2, et que de plus la fonction test f
est de classe C2, telle que f(0) = f ′(0) = 0 et f ′′(x)O(x) au voisinage de 0. En particulier,
pour tout a > 0, il existe une constante C qui ne de´pend que de la fonction f et de a tel
que pour tout re´el −a ≤ x ≤ a, |f(x)| ≤ C|x|3. Rappelons que les processus An ve´rifient
|An −Xt| ≤ αn pour tous n, ω, t et notons en outre
Dn(f)t :=
√
n ∧ 1
αn
Un(f,An)t − ∑
s≤[nt]/n
f(∆Xs)
 .
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Le processusDn(f) est une semimartingale adapte´e a` la filtration F(i−1)/n, qui se de´compose
sous la forme :
Dn(f)t =
[nt]∑
i=1
(
∆ni D
n(f)1{|∆ni Dn(f)|≤1} − E
(
∆ni D
n(f)1{|∆ni Dn(f)|≤1}|F(i−1)/n
))
+
[nt]∑
i=1
(
∆ni D
n(f)1{|∆ni Dn(f)|>1} + E
(
∆ni D
n(f)1{|∆ni Dn(f)|≤1}|F(i−1)/n
))
,
ou` la premie`re somme est la partie martingale locale (purement discontinue) et le second
la partie a` variation finie. La semimartingale Dn(f) admet donc comme caracte´ristiques
associe´es a` la fonction de troncation x1|x|≤1 :
Bnt =
[nt]∑
i=1
E
(
∆ni D
n(f)1{|∆ni Dn(f)|≤1}|F(i−1)/n
)
,
Cnt = 0,
νn([0, t]×D) =
[nt]∑
i=1
P
(
∆ni D
n(f) ∈ D|F(i−1)/n
)
.
La seconde caracte´ristique modifie´e de Dn(f) vaut alors
C˜nt =
[nt]∑
i=1
Var
(
∆ni D
n(f)1{|∆ni Dn(f)|}≤1|F(i−1)/n
)
.
Pour appliquer le crite`re de tension de la proposition 7, nous devons prouver que :
(i) ∀ε,N > 0, lima→∞ lim supn P (νn([0, N ]× {x, |x| > a}) > ε) = 0;
(ii) Les suites Bn, C˜n et
[nt]∑
i=1
E
(
(p|∆ni Dn(f)| − 1)+ ∧ 1|F(i−1)/n
)
sont C-tendues (pour
tout p > 0).
Les trois processus du (ii) sont a` variations finies, et tous trois fortement majore´s par
Cp
[nt]∑
i=1
E
(|∆ni Dn(f)| ∧ 1|F(i−1)/n). Il suffit donc de prouver la C-tension de ce dernier
processus (cf section 1.2.5). Par ailleurs
νn([0, N ]× {x, |x| > a}) =
[nN ]∑
i=1
P
(|∆ni Dn(f)| > a|F(i−1)/n) ,
donc la probabilite´ du (i) est majore´e, via l’ine´galite´ de Markov, par
1
aε
[nN ]∑
i=1
E (|∆ni Dn(f)|) .
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Il reste donc a` prouver, au vu du crite`re de C-tension du the´ore`me 6, que pour tout t > 0,
lim sup
n
[nt]∑
i=1
E (|∆ni Dn(f)|) < +∞; (3.6.22)
∀η, ε >0, ∃θ > 0, n0 ≥ 1, ∀n ≥ n0,
P
 sup
|0≤r<s≤t|,|s−r|≤θ
 [ns]∑
i=[nr]+1
E
(|∆ni Dn(f)||F(i−1)/n)
 > η
 ≤ ε. (3.6.23)
Etudions plus pre´cise´ment chaque accroissement ∆ni D
n(f) ; remarquons que jusqu’ici, la
forme particulie`re de ces accroissements n’a pas e´te´ utilise´e. On utilise la de´composition
habituelle f = fa + f
a pour un a > 0 donne´. Vu H′2, le processus X est borne´, donc ses
sauts et ses accroissements le sont aussi. Il existe par conse´quent un a > 0 tel que pour
tous ω, s, n, i, fa(∆ni A) = f
a(∆Xs) = 0. Nous pouvons donc nous restreindre a` l’e´tude de
Dn(fa) (ou, ce qui revient au meˆme, supposer de`s le de´part que f est a` support compact).
Nous avons :
|∆ni Dn(fa)| ≤
√
n∧ 1
αn
|fa(∆ni An)− fa(∆ni X)|+
√
n∧ 1
αn
∣∣∣∣∣∣fa(∆ni X)−
∑
i−1<ns≤i
fa(∆Xs)
∣∣∣∣∣∣ .
Le premier terme, qui traduit l’erreur due aux arrondis, est infe´rieur a` |f ′a(∆ni X + rni )|,
ou` |rni | ≤ 2αn. E´tant donne´es les hypothe`ses faites sur f , nous pouvons majorer ce terme
par C(|∆ni X|2 + 1/n), de meˆme que pour la de´monstration du the´ore`me central limite.
Le second terme peut eˆtre e´tudie´ a` l’aide de la formule d’Itoˆ, de manie`re similaire a` la
de´monstration du the´ore`me 12.i de [13]. En effet par hypothe`se fa est de classe C2 ; la
diffe´rence fa(∆
n
i X)−
∑
i−1<ns≤i
fa(∆Xs) est alors e´gale a` :
√
n
(∫ [nt]/n
[ns]/n
(
f ′a(Xr −X(n)r )br +
1
2
f ′′a (Xr −X(n)r )σ2r +
∫
R
ga
(
Xr− −X(n)r , δ(r, x)
)
dx
)
ds
+
∫ [nt]/n
[ns]/n
f ′a(Xr −X(n)r )σrdWr +
∫ [nt]/n
[ns]/n
∫
R
ka
(
Xr− −X(n)r , δ(r, x)
)
(p− q)(ds, dx)
)
,
ou` l’on a note´ en suivant [13] : ka(x, y) = fa(x+ y)− fa(x)− fa(y) et ga(x, y) = ka(x, y)−
f ′a(x)y. Nous avons seulement suppose´ ici que f = O(x3) ; par conse´quent, on peut ma-
jorer f ′a(x), f ′′a (x), ka et ga par respectivement C|x|2, C|x|, C|x||y| et C|x||y|2. Graˆce a`
l’hypothe`se H′2, b et σ sont borne´s, et de plus, pour tout 0 ≤ γ ≤ 2, E(|Xt+s−Xt|γ |Ft) ≤
Csγ/2. Nous pouvons a` pre´sent majorer les espe´rances conditionnelles, directement pour
la partie a` variation finie, et en appliquant l’ine´galite´ de Cauchy-Schwarz pour la partie
martingale locale :
E
∣∣∣∣∣∣
√n(fa(∆ni X)− ∑
i−1<ns≤i
fa(∆Xs))
∣∣∣∣∣∣ |F(i−1)/n
 ≤ C
n
. (3.6.24)
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Nous en de´duisons imme´diatement (3.6.22), ainsi que (3.6.23), en choisissant θ et n0 tels
que Cθ+ 1/n soit infe´rieur a` η, C e´tant ici la constante obtenue dans (3.6.24). La tension
de la suite de processus Dn(f) est donc prouve´e.
3.6.4 Preuve de (3.1.11)
En modifiant le´ge`rement la preuve du the´ore`me central limite (section 3.6.2), on peut
plus ge´ne´ralement ve´rifier que, si l’amplitude des sauts de X est constante (e´gale a` a),
alors, en conservant les notations pre´ce´dentes,
√
nl
Vnl −∑
s≤t
f(a)1{∆Xs 6=0}
 L st−→ f ′(a) ∑
Sq≤t
(
[Uq + b+ ζ
′′
q /β]− b
)
1∆XSq 6=0,
pour toute suite nl telle que {√nla} → b. En effet, la convergence (3.6.4) est dans ce
contexte trivialement remplace´e par
∀ZF-mesurable borne´e, E(Zg3q ({
∆XSq
αn
})|GηSq−)
L1−→ E˜(Zg3q (b1{∆XSq 6=0})|G
η
Sq−),
et le lemme 31 par(
{Xim,q−1
αn
}, {∆XS
m
q
αn
}, wnm,q, w′nm,q, κnm,q
)
q
L st−→
(
Uq, b1{∆XSm,q 6=0}, Yq, Y
′
q , Vq
)
q
.
La fin de la de´monstration est identique a` celle du the´ore`me central limite.
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Annexe A
La convergence vers la loi
uniforme en plusieurs dimensions
Nous de´velopons ici la remarque faite a` l’occasion du corollaire 15 : la de´monstration
de Tukey concernant la convergence de la partie fractionnaire d’une variable ale´atoire
vers la loi uniforme se ge´ne´ralise assez facilement aux dimensions supe´rieures. Soit X une
variable ale´atoire, F sa fonction de re´partition et F ∗ celle de sa partie fractionnaire. La
de´monstration repose sur deux e´le´ments. D’une part (cf [35], p. 140) la convergence en loi
a lieu si et seulement si les coefficients de Fourier-Stieltjes (sur [0, 1]) de F ∗ convergent
vers ceux de la fonction de re´partition de la loi uniforme (a` savoir 1 pour le coefficient
constant, 0 pour les autres), d’autre part le coefficient de degre´ n de Fourier-Stieltjes de
F ∗ est e´gal a` la transforme´e de Fourier-Stieltjes de F prise en 2pin.
Nous pouvons ge´ne´raliser cette me´thode a` des variables multidimensionnelles. Consi-
de´rons une variable ale´atoire d-dimensionnelle X = (X1, ..., Xd), notons pour σ > 0 Fσ
la fonction de re´partition de σX et F ∗σ (resp. F ∗0 ) celle de {σX} :)({σX1}, ..., {σXd})
(resp. de la loi uniforme sur [0, 1]d). On de´finit les coefficients de Fourier-Stieltjes associe´s,
pour tout n ∈ Zd, par : cn(F ∗σ ) =
∫
[0,1]d e
2ipin.xdF ∗σ (x). On a toujours c0(F ∗0 ) = 1, les
autres coefficients e´tant de nouveau nuls pour la loi uniforme. Notons de plus Λ(u, Fσ) =∫
Rd e
ıu.xdFσ(x). Nous avons alors le re´sultat :
Proposition 33. Soit X une variable ale´atoire d-dimensionnelle, F sa fonction de re´-
partition. La partie fractionnaire ({σX1}, ..., {σXd}) de σX converge (en loi) vers la loi
uniforme sur [0, 1]d si et seulement si, pour tout d-uplet d’entiers n ∈ Zd, la fonction
caracte´ristique Λ(σn, F ) converge vers 0 lorsque σ tend vers l’infini.
De´monstration. Nous pouvons ici aussi nous ramener a` l’e´tude des coefficients de Fourier
graˆce au lemme suivant :
Lemme 34. Soit (X,Y )n une suite de variables ale´atoires a` valeurs dans [0, 1]
2, et µ une
loi sur [0, 1]2 de fonction de re´partition F . Alors la suite (X,Y )n converge en loi vers µ si
et seulement si les coefficients de Fourier-Stieltjes de la fonction de re´partition de (X,Y )n
convergent vers ceux de F .
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Ce re´sultat est vrai en dimension 1, comme montre´ dans [35] ; ceci signifie que les
fonctions x 7→ e2ipix, k ∈ Z de´terminent entie`rement la convergence en loi sur [0, 1] ;
d’apre`s la proposition 4.6 de [11], c’est encore le cas, pour [0, 1]d, des fonctions de la
forme x 7→ Πdk=1e2ipinkxk = e2ipin.x, n ∈ Zd.
Les coefficients cn,m(F
∗
σ ) peuvent par ailleurs s’exprimer en fonction des transforme´es
Λ(2pin, 2pim,Fσ) :
Λ(2pin, Fσ) =
∫
Rd
e2ipin.xdFσ(x) =
∑
k∈Zd
∫
[0,1]d
e2ipin.xd(Fσ(x+ k)− Fσ(k))
=
∫
[0,1]d
e2ipin.udF ∗σ (u) (A.0.1)
= cn(F
∗
σ ). (A.0.2)
Nous retrouvons bien suˆr les diffe´rents comportements rencontre´es pre´ce´demment :
si Fa est la fonction de re´partition de la loi de (W1, aW1), Λ(σ, rσ, Fa) = e
−σ2(1+ar)/2.
Cette fonction (de σ) converge vers 0 en l’infini pour tout rationnel r 6= −1/a : le couple
(W1, aW1) converge donc en loi vers un couple de variables uniformes inde´pendantes si et
seulement si a est irrationnel. Remarquons que le re´sultat est encore vrai pour les irration-
nels ne ve´rifiant pas la condition H, mais avec une vitesse de convergence e´ventuellement
tre`s faible. Lorsque la matrice de covariance
(
a b
b c
)
est inversible, son de´terminant est
strictement ne´gatif par l’ine´galite´ de Cauchy-Schwarz, et le binoˆme a + 2br + cr2 de
Λ(σ, rσ, F ) = e−σ2(a+2br+cr2) n’a pas de racine re´elle, donc la convergence vers 0 a lieu
pour tout rationnel (et meˆme tout re´el) r.
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Annexe B
La convergence stable (3.6.1)
La de´monstration est pour l’essentiel la meˆme que celle du lemme 31, a` ceci pre`s que
la suite de temps d’arreˆt Sq n’est en ge´ne´ral pas croissante, ce qui est pourtant ne´cessaire
dans la d’emonstration du lemme, afin de pouvoir conditionner par rapport au passe´. Dans
un premier temps, nous allons donc devoir re´organiser les sauts par ordre croissant. Il suffit
de prouver que pour tout entier l, toute variable ale´atoire Z F-mesurable borne´e et toutes
fonctions g1q , ..., g
5
q lipschitziennes borne´es,
E(Z Π
1≤q≤l
g1q ({
X(iq−1)/n
αn
})g2q (wnq )g3q ({
∆XSq
αn
})g4q (κnq ))g5q (w′nq )
−→ E˜
(
Z Π
1≤q≤l
g1q (Uq)g
2
q (Yq)g
3
q (1{∆XSq}U
′
q)g
4
q (Vq)g
5
q (Y
′
q )
)
.
(B.0.1)
Soit (Gt) la plus petite filtration contenant (Ft) et telle que S1, ..., Sl soient mesurables par
rapport a` G0. On note T1 < ... < Tl les S1, ...Sl re´organise´s par ordre croissant. Il existe
donc une permutation ale´atoire pi ∈ Sl telle que Tq = Spi(q). On note aussi, pour q ≤ l,
jq := ipi(q) = [nTq] + 1, wˆ
n
q := w
n
pi(q). Remarquons que jq est G0-mesurable, de meˆme que
pi. Pour η > 0 fixe´, on de´finit encore Gηt comme la plus petite tribu contenant (Gt) telle
que les processus (Ws)jq≤s≤jq+η soient Gη0 -mesurables. On de´finit comme pre´ce´demment
Ank := Π
1≤q≤k
g1q ({
X(iq−1)/n
αn
})g2q (wnq )g3q ({
∆XSq
αn
}), (B.0.2)
et de plus on pose :
Aˆnk := Π
1≤q≤k
g1q ({
X(jq−1)/n
αn
})g2q (wˆnq )g3q ({
∆XTq
αn
}). (B.0.3)
Comme dans la de´monstration du lemme, on montre qu’il suffit enfin de prouver la conver-
gence :
E(ZAnq |Gη0 ) L
1
−→ E(Zg3q (1{∆XSq 6=0}U ′q)|G
η
0 )E˜(Πq≤lg
1
q (Uq)g
2
q (Yq)). (B.0.4)
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Pour cela, on prouve dans un premier temps la convergence pour les Aˆnq :
E(ZAˆnq |Gη0 ) L
1
−→ E(Zg3q (1{∆XTq 6=0}U ′q)|G
η
0 )E˜(Πq≤lg
1
q (Uq)g
2
q (Yq)). (B.0.5)
Cette dernie`re se montre la` encore de la meˆme manie`re que dans le lemme. Il suffit donc
finalement de ve´rifier que (B.0.4) se de´duit de (B.0.5). En effet,
E(ZAnl |Gη0 ) =
∑
τ∈Sl
1{pi(ω)=τ}E(ZAnl |Gη0 )
=
∑
τ∈Sl
1{pi(ω)=τ}E(Z Π
q≤l
g1τ(q)({
X(jq−1)/n
αn
})g2τ(q)(wˆnq )g3τ(q)({
∆XTq
αn
})|Gη0 ).
De cette e´galite´ et de (3.6.7), on de´duit la convergence dans L1 de E(ZAnl |Gη0 ) vers
∑
τ∈Sl
1{pi(ω)=τ}E˜
(
Zg3τ(q)(1{∆XTq 6=0}U
′q)|Gη0
)
× E˜
(
Π
q≤l
g1τ(q)(Uq)g
2
τ(q)(Yq)g
3
1{∆XTq 6=0}τ(q)
(U ′q)
)
.
Rappelons que Tq = Spi(q). Les l-uplets (Uq, U
′
q, Yq)1≤q≤l et (Uτ(q), U ′τ(q), Yτ(q))1≤q≤l ayant
meˆme loi, et chaque τ constituant une bijection sur {1, ..., l}, les deux espe´rances
E˜
(
1{pi(ω)=τ}Z Π
q≤l
g1τ(q)(Uq)g
2
τ(q)(Yq)g
3
τ(q)(1{∆XTq 6=0}U
′
q)|Gη0
)
et E˜
(
1{pi(ω)=τ}Z Π
q≤l
g1q (Uq)g
2
q (Yq)g
3
q (1{∆XSq 6=0}U
′q)|Gη0
)
sont e´gales quelle que soit la permutation τ . Par conse´quent,
E(ZAnl |Gη0 ) L
1
−→
∑
τ∈Sl
1{pi(ω)=τ}E˜(Zg3q (1{∆XSq 6=0}U
′q)|Gη0 )E˜( Π
q≤l
g1q (Uq)g
2
q (Yq)). (B.0.6)
(B.0.4) est donc de´montre´.
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Annexe C
L’hypothe`se H
Nous donnons ici brie`vement les de´monstrations des deux re´sultats simples lie´s aux
approximations diophantiennes utilise´s dans la dernie`re partie (cf [19] ou [21] pour le
premier, [21] pour le second).
C.1 The´ore`me de convergence de Khintchine
Soit ψ une fonction croissante telle que
∑
1/(kψ(k)) soit finie. Il s’agit de montrer que
l’ensemble des re´els ζ tels que, pour une infinite´ d’entiers k, on ait d(kζ,Z) ≤ 1/(kψ(k))
est de mesure nulle pour la mesure de Lebesgue, note´e λ. Il suffit e´videmment de montrer
le re´sultat pour tout intervalle de la forme [m,m + 1], ou` m est un entier quelconque.
Posons, pour un entier m fixe´,
Ak := {ζ ∈ [m,m+ 1],∃n ∈ Z, |ζ − n
k
| < 1
k2ψ(k)
}.
Cet ensemble est la re´union de k−1 intervalles de taille 2/(k2ψ(k)), et des deux intervalles
sur les bords, de longueur moitie´ moindre, donc λ(Ak) =
2
kψ(k) , et vu l’hypothe`se faite sur
ψ, on a
∑
k≥1 λ(Ak) < +∞. Par application du lemme de Borel-Cantelli, l’ensemble des
ζ appartenant a` une infinite´ de Ak est donc de mesure nulle pour la mesure de Lebesgue,
ce qui est le re´sultat recherche´.
C.2 Preuve du second re´sultat
A un re´el ζ et une fonction croissante ψ, on associe l’entier (e´ventuellement infini)
Kψ(ζ) := sup{k ≥ 1, d(kζ,Z) ≤ 1/(kψ(k))} ∈ N ∪ {+∞},
avec la convention habituelle sup ∅ = 0. Remarquons que quelle que soit la fonction ψ,
un re´el ve´rifiant la condition Kψ(ζ) < +∞ est ne´cessairement irrationnel. Nous allons
montrer le re´sultat suivant :
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Proposition 35. Soit ζ ∈ R, ψ une fonction croissante. Si Kψ(ζ) est fini, alors il existe
M > 0 tel que pour tout z > B, il existe deux entiers premiers entre eux a et b ve´rifiant :{|a− bζ| < 1/b
z
ψ(z) ≤ b ≤ z
. (C.2.1)
Nous commenc¸ons par montrer le lemme suivant :
Lemme 36. Soient γ un re´el et N ≥ 1 un entier ; alors il existe b < N , d(bγ,Z) ≤ 1/N .
De´monstration. Si nγ et mγ ont la meˆme partie fractionnaire, (n − m)γ est entier et
le re´sultat est e´vident. On peut donc supposer les {nγ}, n = 1, ..., N tous distincts. On
note ai, i = 1, ..., N les parties fractionnaires des nγ re´organise´es par ordre croissant, puis
δi = ai − ai−1 pour i ≥ 2, et δ1 = 1 + a1 − an. La somme des δi est e´gale a` 1, donc l’un
au moins des δi est infe´rieur a` 1/N (strictement infe´rieur sauf si les ai sont uniforme´ment
re´partis), et le lemme est de´montre´. (Autrement dit, si l’on place N points sur le tore R/Z,
au moins deux d’entre eux sont a` distance infe´rieure a` 1/N).
Preuve de la proposition. Fixons la fonction ψ et conside´rons un ζ tel que Kψ(ζ) 6= 0. En
particulier, ζ est irrationnel donc pour tout entier b, d(bζ,Z) est non nul, et on peut trouver
un entier N > 1/d(bζ,Z). D’apre`s le lemme 36, l’ensemble {q ≥ 1,d(qζ,Z) < d(bζ,Z)} est
alors non vide. La suite bn ci-dessous est donc bien de´finie :
b0 = 1
bn+1 = min{b ≥ 1,d(bζ,Z) < d(bnζ,Z)}, ∀n ≥ 0. (C.2.2)
Cette suite est par de´finition strictement croissante. De plus, pour tout n, d’apre`s le
lemme 36, il existe b < bn+1 tel que d(bζ,Z) ≤ 1/bn+1. Par de´finition des bn, nous avons
d(bnζ,Z) ≤ d(bζ,Z). Nous avons donc construit une suite infinie d’entiers bn strictement
croissante telle que pour tout n, on ait :
d(bnζ,Z) ≤ 1/bn+1. (C.2.3)
Soit B le premier bn supe´rieur a` K. Soit z ≥ B. Il existe m tel que K ≤ bm ≤ z < bm+1.
De plus,
z
ψ(z)
≤ z
ψ(bm)
<
bm+1
ψ(bm)
≤ 1
d(bmζ,Z)ψ(bm)
≤ bm.
La premie`re ine´galite´ est due a` la croissance de ψ, la troisie`me a` la proprie´te (C.2.3) et la
dernie`re au fait que bm ≥ K. Nous avons donc trouve´ un entier ve´rifiant (C.2.1), a` savoir
bm.
En particulier, d(bmζ,Z) < 1/bm, donc il existe un entier a tel que |bmζ − a| < 1/bm.
Ve´rifions pour conclure que a et bm sont premiers entre eux. Supposons que a = ka
′ et
bm = kb
′, avec k ≥ 2. Alors k|b′ζ − a′| = |bmζ − a|, donc b′ < bm et d(b′ζ,Z) < d(bmζ,Z),
ce qui est impossible, par de´finition de la suite bn.
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Remarque. Dans [21], l’auteur de´finit la suite bn a` partir du de´veloppement en fraction
continue de ζ ; nous avons choisi une approche un peu plus directe en de´finissant les bn
comme meilleures approximations de ζ (c’est-a`-dire ve´rifiant la proprie´te´ (C.2.2)), large-
ment suffisante dans notre contexte puisque la seule proprie´te´ utilise´e est la condition
(C.2.3).
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Index des notations
Divers
Mf = sup |f |. 20
X(α) processus arrondi a` α pre`s. 3
[x] partie entie`re (infe´rieure) de x. 3
βn = αn
√
n. 4
∆ni X = Xi/n −X(i−1)/n : accroissement de X. 16
∆
n
i X = X
(αn)
i/n −X
(αn)
(i−1)/n : accroissement du processus arrondi X
(αn). 16
λ ou λd mesure de Lebesgue sur R ou Rd. 20
{x} = x− [x] : partie fractionnaire de x. 4
x ∨ y max(x, y). 93
x ∧ y min(x, y). 93
◦(x), O notation de Landau. 93
Hypotheses
H 19
H1 semimartingale d’Itoˆ carac. loc. borne´es. 41
H′1 semimartingale d’Itoˆ carac. borne´es. 49
H2 semimartingale d’Itoˆ carac. loc. borne´es et amplitude des sauts domine´e.
46
H′2 semimartingale d’Itoˆ carac. borne´es et amplitude des sauts domine´e. 49
H3 semimartingale d’Itoˆ carac. loc. borne´es. 46
H′3 semimartingale d’Itoˆ carac. borne´es et loi des sauts abs. continue. 49
H˜1 semimartingale d’Itoˆ carac. loc. borne´es dans R2. 45
H˜′1 semimartingale d’Itoˆ carac. borne´es dans R2. 49
Types de p-variations et limites possibles
Vn(f,X) f -variation non renormalise´e de X
(αn). 41
Vn(f,X) f -variation non renormalise´e de X
(αn). 41
V p,qn (X) (p, q)-variation de X(αn). 16
Zn(X) 41
Zn(f,X) 47
Γp(β, σ) 16
Γp,q(β, σ) 18
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Γ˜p,q(β, σ) 18
Types de convergences
L st−→ Convergence en loi stable. 10
l.u.P−→ Convergence en probabilite pour la topologie localement uniforme. 9
Sk P−→ Convergence en probabilite pour la topologie de Skorokhod. 9
variables ale´atoires
Lq 47
U , U ′, V , Un variables uniformes sur [0, 1]. 4, 47
Y , Y ′, Y n variables normales centre´es re´duites. 4, 47
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