An implicit finite difference scheme based on the L2-1 σ formula is presented for a class of one-dimensional time fractional reaction-diffusion equations with variable coefficients and time drift term. The unconditional stability and convergence of this scheme are proved rigorously by the discrete energy method, and the optimal convergence order in the L 2 -norm is O(τ 2 + h 2 ) with time step τ and mesh size h. Then, we utilize the same measure to solve the two-dimensional case of this problem and a rigorous theoretical analysis of the stability and convergence is carried out. Several numerical simulations are provided to show the efficiency and accuracy of our proposed schemes. Additionally, the idea in this work can be applied to other fractional models such as multidimensional time-space fractional convection-subdiffusion equation.
Introduction
In the past recent decades, fractional calculus has growing interest been paid in modelling applications, including the spread of HIV infection of CD4+ T-cells [1] , entropy [2] , hydrology [3] , soft tissues such as mitral valve in the human heart [4] , anomalous diffusion in transport dynamics of complex systems [5] , engineering and physics. Many other examples can be found in Refs. [6] [7] [8] . In these models, the fractional diffusion equation (FDE) has been studied by many researchers, see [9] [10] [11] [12] [13] [14] [15] [16] and references therein.
Since the solution of fractional operator at a given point depends on the solution behavior on the entire domain, i.e., the fractional operators are nonlocal, fractional diffusion equations (FDEs) tend to be more appropriate for the description of various materials and processes with memory and hereditary properties than the normal integer-order counterparts. At the same time, the nonlocal nature of fractional operators has an inherent challenge when facing FDEs, namely the analytical solutions of FDEs are difficult to obtain, except for some special cases [17] . For this reason, the proposal and study of numerical methods that are efficient, accurate and easy to implement, are quite essential in obtaining the approximate solutions of FDEs. Without doubt, it is worth noting that there still are a few effective numerous analytical methods, for instance the Laplace transform method [18] , the Fourier transform method and Adomian decomposition method [19] . Up to now abundant numerical methods have been proposed for solving the fractional partial differential equations, e.g., finite difference method [11, 13-16, 20, 21] , finite element method [22] , collocation method [9, 12] , meshless method [23] and spectral method [24] . Among them, the finite difference scheme is one of the most popular numerical schemes employed to solve space and/or time FDEs, and we only mention some works in the next.
For the space FDEs, Meerschaert and Tadjeran [25] used the implicit Euler method based on the standard Grünwald-Letnikov formula to discrete space-fractional advection-dispersion equation with first order accuracy, but the obtained implicit difference scheme (IDS) is unstable. To overcome this problem, Meerschaert and Tadjeran [25] first proposed the shifted Grünwald-Letnikov formula, which is unconditionally stable. After their study, second-order approximations to space FDEs have been investigated, Sousa and Li [26] derived an unconditionally stable weighted average finite difference formula for one-dimensional fractional diffusion equation with convergence O(τ +h 2 ) with τ and h are time step and mesh size, respectively. Tian et al. [27] proposed a class of second-order approximations, which are termed as the weighted and shifted Grünwald difference (abbreviated as WSGD) operators, to solve the two-sided onedimensional space FDE numerically. As expected, their IDS reached the second-order in both time and space by combining the Crank-Nicolson method (C-N). Adopting the same idea and by compact technique, Zhou et al. [28] obtained a numerical approximate scheme with convergence O(τ 2 + h 3 ). Subsequently, Hao [29] applied a new fourth-order difference approximation, which was derived by using the weighted average of the shifted Grünwald formulae and combining with the compact technique, to solve the two-sided one-dimensional space FDE. And they proved the proposed quasi-compact difference scheme is unconditionally stable and convergent in L 2 -norm with the optimal order O(τ 2 + h 4 ). On the other hand, for the time FDEs, many early researches [30] [31] [32] employed the L1 formula to obtain their difference schemes. Then, Gao et al. [33] applied their new fractional numerical differentiation formula (called the L1 − 2 formula) to solve the time-fractional sub-diffusion equations with accuracy O(τ 3−α + h 2 ) (0 < α < 1). Alikhanov [34] proposed a modified scheme, which is of second order accuracy. The stability of his scheme was then proved and numerical evidence has shown that this scheme for the α-order Caputo fractional derivative is of second order accuracy. Although there are many studies on the space/time FDEs, the research on space-time FDEs are not extensive, readers are suggested to refer [11, 35, 36] and the references therein.
In this manuscript, we concern a second-order implicit difference method (IDM) for solving the initial-boundary value problem of the one-dimensional (1D) time fractional reaction-diffusion equation (TFRDE) with variable coefficients and time drift term:
where
k(x, t) ≥ C > 0, q(x, t) ≥ 0 and f (x, t) are sufficiently smooth functions. Moreover, the time fractional derivative in (1.1) is the Caputo fractional derivative [17, 37] with order α ∈ (0, 1] denoted by
( 1.2)
The time drift term ∂u(x,t) ∂t is added to describe the motion time and this helps to distinguish the status of particles conveniently. Especially, when k(x, t) ≡ k is a constant and q(x, t) = 0, the above equation (1.1) reduces to a special time fractional mobile/immobile transport model, in the present work, we shall not touch on this topic, and refer to [38, 39] for a rough discussion.
The rest of the paper is organized as follows: For clarity of presentation, in the next section the full discretization of Eq. (1.1) is introduced first, then the stability analysis of the discrete scheme is carried out, and an error estimate shows that the discrete scheme accuracy is of O(τ 2 + h 2 ). In Section 3, we extend the TFRDE to two dimension, and the unconditionally stable and convergence are also proved. Numerical examples are presented in Section 4 to illustrate the effectiveness of our numerical simulation method. At last, some conclusions are drawn in Section 5.
An implicit difference scheme for TFRDE
In this section, we present an implicit difference method to discretize the TFRDE defined in (1.1) and analyze the stability and error of our IDS ulteriorly.
Derivation of the second-order difference scheme
To establish the numerical simulation scheme, we first discrete the solution region and let the meshω hτ =ω h ×ω τ , whereω
are the uniform spatial and temporal mesh sizes respectively, and N , M are two positive integers. Let
be defined onω h . Then about the discretization of Caputo fractional derivative, we utilize the L2 − 1σ formula derived by Alikhanov in [34] , and some helpful properties for later analysis in next subsection are reviewed therewith.
1)
and for j = 0, c
In which a (α,σ) 0
and b
Here, we relist the properties of c (α,σ) j proved in [34] as below.
Lemma 2.2.
[34] For any α (0 < α < 1) and c
As for approximation of the time drift term ∂u(x,t) ∂t , we employ the Taylor expansion of function u(t) for t = t j+1 , t j and t j−1 at the point t j+σ , respectively. Thus, the next lemma can be easily obtained after simple calculation.
On the other hand, [34] also proved that
where Λ is a difference operator, which approximates the continuous operator L, defined by
Assume u(x, t) is a sufficiently smooth solution of the TFRDE (1.1). For the sake of simplification, we introduce some symbols
Using (2.1)-(2.2) and omitting the small term, we shall see that the solution of (1.1) can be approximated by the following IDS for (x, t) = (x i , t j+σ ) ∈ω hτ , i = 1, 2, . . . , N − 1, j = 0, 1, . . . , M − 1: δtu
Then we derive the implicit difference scheme with the accuracy order O(τ 2 + h 2 ):
It is interesting to note that for α → 1, we obtain the Crank-Nicolson difference scheme. In the next subsection, we will proof the unconditional stability and give error estimate about this approximate scheme.
Stability analysis and optimal error estimates
Before exploring the stability and convergence for Eq. (2.3), we introduce an inner product and the corresponding norm:
here u, v ∈ S h are arbitrary vectors. Meanwhile, we need another two lemmas, which are essential in our proof, see [34, 40] for a thorough discussion.
For any u ∈ V τ , one has the following inequality
Lemma 2.5.
[40] For any grid functions u 0 , u 1 , · · · , u N ∈ S h , we have
In addition, it holds
There is a problem that cannot be ignored in formula (2.3), if j = 0, then u
In numerical calculation, we handle with this problem mainly by using the neighbouring function values to approximate u
Moreover, we have supposed
. Based on the above assumption and Lemma 2.4, we obtain E 0 = 2 u 0 2 . With these in hand, now we can proof the next theorem.
3) is unconditionally stable, and the following two priori estimates hold:
Proof. Taking the inner product of (2.3) with u j+σ , we have
Using Lemma 2.4-2.5 and noticing (Λu j+σ , u j+σ ) ≤ 0, it can be obtained that
Step 1. When j = 0, from the inequality (2.6) we have
With the help of virtue Cauchy-Schwarz inequality, we arrive at
, it gives immediately the estimate for u 1 , that is
Step 2. When j ≥ 1, summing up for j in (2.6) from 1 to k − 1 and doing some simple manipulations, we obtain
To estimate the second term on the left hand side of inequality (2.7), we apply Lemma 2.2. Then
Bringing above estimate to inequality (2.7) gives
The proof of Theorem 2.1 is completed.
With the above proof, the convergence of the difference scheme (2.3) is easy to obtain.
Theorem 2.2. Let u(x, t) be the exact solution of (1.1), {u
where C 2 is a positive constant, which may depend on α and T .
Proof. Subtracting (2.3) from (1.1), we obtain the error equations
. Then the following procedure is similar to Theorem 2.1, the error e j yields
Theorem 2.2 implies that our numerical scheme converges to the optimal order O(
For convenience, Eq. (2.3) can be rewritten into the equivalent matrix form:
and
Whereas
, · · · , q j+σ N −1 ) and I is the identity matrix with an appropriate size. Upon above definitions, it is obvious that the coefficient matrix M j+1 is a symmetric tridiagonal matrix.
The two-dimensional problem of TFRDE
In this section, we study the two-dimensional (2D) TFRDE:
with initial condition
and boundary value conditions 4) where
, and f (x, y, t) are sufficiently smooth functions. In the rest of this section, we will deduce a second-order difference scheme and investigate its stability and convergence.
Difference scheme for the 2D TFRDE
Taking two positive integers N x and N y , then
Now we describe the fully discrete scheme that we are going to analyze. Let
be a difference operator approximates the continuous operator N . Afterwards, similar implementation as presented in Eq. (2.2), we have
and some other new notations are given based on Section 2
Similarly to the process of dealing with 1D case in Section 2 and we neglect the remainder term, one obtains δtu
Adding the discrete initial-boundary conditions, we derive our approximate scheme for the problem (3.1)-(3.4) as 
Stability and convergence analysis
In order to probe into the scheme (3.5), an inner product and the corresponding norm are defined to facilitate our subsequent analysis
We first give the priori estimate of the scheme.
Ny−1 l=1 f 2 (x i , y l , t j+σ ). Then the implicit difference scheme (3.5) is unconditionally stable, and the following two priori estimates hold:
where C 1 is given in Theorem 2.1.
Proof. In this proof, we take advantage of the method in Theorem 2.1 again. Taking the inner product of (3.5) with U j+σ = σU j+1 + (1 − σ)U j , we have
Using Lemmas 2.4-2.5 and noticing (ΛU j+σ , U j+σ ) 2D ≤ 0, one obtains
Step 1. When j = 0, u
il is defined outside of [0, T ], in the same way as Section 2,
We assume ∂u(x,y,0) ∂t
With the aid of virtue Cauchy-Schwarz inequality, we arrive at
Step 2. When j ≥ 1, summing up for j in (3.8) from 1 to k − 1 and doing some simple manipulations, we obtain
To estimate the second term on the left hand side of inequality (3.9), we apply Lemma 2.2. Then
Bringing above estimate to inequality (3.9) gets
inequality (3.10) leads to
Hence, the targeted results are immediately completed.
Next, we go on to research the convergence of (3.5).
Theorem 3.2. Assume u(x, y, t) be the exact solution of (3.1)-(3.4), {u
where C 3 is a positive constant, which may depend on α and T .
Proof. Subtracting (3.5) from (3.1)-(3.4), we obtain the error equations
After that, the following procedure is similar to Theorem 3.1, and the error ξ j yields ξ
where C 3 is a positive constant, which may depend on α and T . Some additional symbols are needed for presentation of the equivalent matrix form of the IDS (3.5).Û
. . .
Finally, we derive the equivalent matrix form of (3.5) below to complete this section.
in which
Investigation on the expression of S j+1 , we can find that the coefficient matrix S j+1 is a large sparse banded symmetric matrix. For the sake of clarity, Fig. 1 is an example of S j+1 corresponding to h x = h y = 
Numerical results
We provide numerical results to validate the error estimates obtained in Theorems 2.2 and 3.2 for the proposed difference schemes (2.3) and (3.5), respectively, which are given in Examples 1-4. For simplicity, when test Examples 3-4, we take h x = h y = h in this manuscript, and let
All experiments were performed on a Windows 10 (64 bit) desktop-Intel(R) Xeon(R) E5504 CPU 2.00GHz 2.00GHz (two processors), 48GB of RAM using MATLAB R2015b.
The 1D case
At first, we consider the 1D TFRDE with zero and nonzero boundary conditions, respectively. Example 1. In this example, we consider the equation (1.1) 
For the above values, the exact solution is u(x, t) = t 3+α x 2 (1 − x) 2 . Firstly, fixing the spatial step h = 1/2000 and taking different temporal steps. Table 1 displays the maximum norm errors, L 2 -norm errors and temporal convergence orders of the IDS (2.3) for α = 0.1, 0.5, 0.9, 0.99. It shows that the convergence order of the scheme in temporal direction is O(τ 2 ). It is in accord with the theoretical result in Section 2.2. Afterwards, we investigate the spatial convergence rate for a fixed temporal step size τ = h. Table 2 lists the maximum norm errors, L 2 -norm errors and spatial convergence rates of the scheme (2.3). As predicted by the theoretical estimates, the temporal and spatial approximation orders of our proposed scheme (2.3) are close to 2, i.e., the slopes of the error curves in Fig. 2 is 2 , for α = 0.1, 0.5, 0.9, 0.99. Error norm: err Error norm: err Example 2. Consider the nonzero boundary value problem with coefficients k(x, t) = 2−sin(xt) and q(x, t) = cos(xt), and the source term
Then, for above source term, the analytical solution is u(x, t) = t 4 + t 3+α exp(x). Table 3 indicates that when h = 1/2000, the L ∞ -norm and L 2 -norm errors decrease steadily with the shortening of temporal size, and the convergence order of time is the expected O(τ 2 ). On the other hand, as shown in Table 4 , when h = τ , the spatial convergence rate is close to 2 both in L ∞ -norm and L 2 -norm. The results reveal that our scheme is still valid for nonzero boundary value problem. Furthermore, Fig. 3 is plotted to further illustrate the reliability of our proposed scheme, i.e., the slopes of the error curves in this log-log plot is 2, for α = 0.1, 0.5, 0.9, 0.99. 
The 2D case
In this subsection, we think about the 2D TFRDE with zero and nonzero boundary conditions, respectively. Example 3. In (3.1)-(3.4) , take L x = L y = 1, T = 1 and coefficients d(x, y, t) = 2 − sin(xyt), k(x, y, t) = 1 + xy exp(−t), q(x, y, t) = (x + y)t and the source term
Hence the causal solution is u(x, y, t) = (t 4+α + 1)
As one can see from Tables 5-6 , the numerical solution provided by the difference approximation is in good agreement with our theoretical analysis. In Table 5 , we take h x = h y = 1/1000, the errors in maximum norm and L 2 -norm decrease steadily with the shortening of time step, and the convergence order of time is the expected O(τ 2 ). While in Table 6 , the mesh size τ = 1/1000 is chosen and the spatial convergence rates of the scheme (3.5) are also near to two, for α = 0.1, 0.5, 0.9, 0.99, which is consistent with the theoretical result in Section 3.2. To further illustrate the efficiency of the proposed difference scheme (3.5), Fig. 4 shows surface solutions at t = 1 with the mesh sizes τ = 1/1000, h x = h y = 1/32. The good agreement of simulate solutions with the exact solutions can be clearly seen. Example 4. In this example, we deal with the 2D nonzero boundary condition problem of TFRDE. Take L x = L y = 1, T = 1, d(x, y, t) = 2 + xy 2 t, k(x, y, t) = 4 − t sin(xy), q(x, y, t) = (x + y)t and the source term
For the above coefficients and source term, the exact solution is u(x, y, t) = t 4+α exp(x + y). Firstly, taking the sufficiently small step size h x and h y , and varying step size τ , the numerical errors and convergence orders are listed in Table 7 . Next, in Table 8 , the computational results are given for different spatial step sizes when the mesh grid is fixed to be τ = 1/1000, and from the results, we can conclude that the spatial convergence orders of (3.5) are two for α = 0.1, 0.5, 0.9, 0.99, which is in accordance with the expected results. Combining Tables 7 and 8 , the second-order accuracy of the scheme (3.5) in both time and space can be observed. Meanwhile, the results also indicate that our proposed scheme is still valid for nonzero boundary condition problem. Furthermore, the good agreement of simulate solutions with the exact solutions can be clearly seen in Fig. 5 at t = 1 with the time fractional order α = 0.9 and the mesh sizes τ = 1/1000, h x = h y = 1/32. 
Conclusion
Two steady implicit finite difference schemes combined with Alikhanov's new L2 − 1 σ formula are considered for solving the 1D and 2D time fractional reaction-diffusion equations with variable coefficients and time drift term. The unconditional stability and convergence of the schemes in L 2 -norm are derived by the discreted energy method, and the convergence orders of our obtained schemes are two both in time and space, even under L ∞ -norm. Four numerical experiments are reported to verify the theoretical results, which reflect that the schemes indeed have second order accuracy in both time and space. In the future work, the higher accurate interpolation approximation to a nonlinear time and space fractional reaction-diffusion equation with variable coefficients will be taken into account.
