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Résumé
Les architectures reconfigurables à gros grains offrent un compromis flexibilité-performance intéressant
à travers les nombreuses unités de calculs élémentaires qu’elles proposent. Cependant, projeter automa-
tiquement une application sur une architecture reconfigurable à gros grain est un processus complexe
qui nécessite d’explorer un vaste espace de solutions. Cet article propose d’étudier l’apport d’aléas dans
le processus de projection. L’introduction d’aléas est effectué en particulier dans les étapes d’ordonnan-
cement et d’assignation. Différentes stratégies permettant de garantir un nombre minimum et maxi-
mum de solutions sont présentées. Les résultats montrent que notre méthode, couplée à une approche
de transformation du graphe d’application, explore mieux l’espace de solutions et permet de trouver la
latence la plus courte.
Mots-clés : CGRA, projection, aléatoire, assignation, ordonnancement
1. Introduction
Depuis deux décennies maintenant, les architectures reconfigurables à gros grains sont étudiées pour
leur compromis intéressant entre flexibilité et efficacité énergétique. La littérature regorge d’architec-
tures de type CGRA [14, 13], notamment pour la famille des applications multimedia. Ces architectures
se distinguent par la granularité des éléments de calculs, leur homogénéité, les opérations supportées
ou le réseau d’interconnexion. L’élément de calcul (Processing Element, PE), appelé tuile, est habituelle-
ment constitué d’une unité fonctionnelle (Functional Unit, FU), d’une file de registres (Register File, RF)
et d’un registre de sortie comme illustré par la figure 1. Le Samsung Reconfigurable Processor (SRP) [6],
intégré dans le SoC Exynos [3], est certainement l’exemple commercial le plus abouti d’un CGRA. Les
succès sont finalement limités à cause du manque d’outils de compilation efficaces pour projeter auto-
matiquement les applications sur ces architectures. La forte adhérence entre les techniques de projection
d’applications et les architectures CGRA, elles-mêmes conçues spécifiquement pour une famille d’ap-
plications, exacerbe la difficulté.
Compiler une application sur un CGRA consiste à trouver une solution valide d’ordonnancement et
d’assignation des opérations et des variables sur les ressources du CGRA tout en respectant les dépen-
dances de données et de contrôle et les contraintes architecturales du CGRA. Le résultat de ce processus
est nommé projection. La complexité croissante des applications pousse à automatiser ce processus de
projection. Malheureusement, l’ordonnancement et l’assignation sont inter-dépendants et sont des pro-
blèmes NP-complets. Si trouver une projection valide reste un problème complexe, trouver une projec-
tion valide qui minimise certains critères (comme la latence ou la surface par exemple) est un véritable
défi. Les compilateurs s’appuient traditionnellement sur une représentation de l’application sous forme
de graphes de type CDFG (Control Data-Flow Graph), qui représente à la fois les dépendances de don-
nées et de contrôle.
Les CGRAs étant initialement conçus pour accélérer des cœurs de boucles, les méthodes de projection
de la littérature s’intéressent principalement à minimiser l’intervalle d’initiation afin de maximiser le
débit [7, 9, 8, 2, 15]. Dans nos travaux, nous cherchons la projection dont la latence est la plus courte
possible. De manière générale, les approches de projection peuvent être classifiées en deux grandes
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FIGURE 1 – Illustration d’un CGRA 4×4 avec une unité fonctionnelle (FU) et une file de registre (RF)
dans chaque tuile (PE) en topologie mesh 2D torique
catégories. Elles diffèrent selon la façon dont les problèmes d’assignation et d’ordonnancement sont ré-
solus : séquentiellement ou conjointement. La première catégorie regroupe les travaux présentés dans [7,
9, 4, 5]. La seconde catégorie inclut [1, 8, 2, 10, 11, 12]. Les deux problèmes étant inter-dépendants, la
résolution conjointe est la meilleure approche mais elle est beaucoup plus difficile à maîtriser.
Ce travail s’appuie sur nos précédents travaux qui proposent une résolution conjointe [11]. Dans ce pa-
pier, nous proposons d’étudier l’apport d’aléas dans le processus de projection, et notamment dans les
étapes d’ordonnancement et d’assignation. L’utilisation d’aléas nous permet de guider la méthode pour
conserver un nombre restreint de solutions partielles. Une solution partielle est un résultat d’ordon-
nancement et d’assignation valide pour un cycle donné. Une solution complète se construit de manière
incrémentale à partir d’une solution partielle. Le nombre de solutions partielles est gigantesque et seules
quelques unes d’entre elles mènent à une projection valide. Il s’agit donc de conserver suffisamment de
solutions partielles pour aboutir à une solution complète tout en maîtrisant leur nombre pour passer
à l’échelle. La méthode est éprouvée sur des CGRAs possédant différents paramètres architecturaux :
nombre de tuiles, taille de la file de registre, type d’interconnexion. Les résultats montrent que la combi-
naison de l’ensemble permet d’atteindre les mêmes performances avec un CGRA plus simple en terme
architecture et donc moins coûteux en surface qu’un CGRA plus complexe.
La méthode est présentée dans la section 2. Les résultats et leurs interprétations sont fournis dans la
section 3. La section 4 conclut cet article.
2. Une approche basée sur l’aléa
L’approche proposée s’appuie fortement sur les travaux présentés dans [11], où les problèmes d’as-
signation et d’ordonnancement sont résolus conjointement, grâce à un parcours topologique inverse
et des transformations de graphe. Après chaque cycle d’ordonnancement, une étape d’assignation ex-
haustive permet de connaître toutes les solutions partielles au cycle courant. Le nombre de solutions
partielles devient alors très vite important. Dans [11], il est proposé de supprimer les solutions redon-
dantes, c’est-à-dire toutes les projections similaires. Cette technique d’élagage souffre d’un problème
de passage à l’échelle. Nous proposons dans cet article d’introduire une part d’aléas dans la conser-
vation des solutions partielles (étape d’élagage) et dans la construction des solutions partielles (étape
d’ordonnancement).
2.1. Introduction de l’aléa dans l’étape d’assignation
Une approche naïve serait de conserver un simple pourcentage de projections. Mais ce n’est pas judi-
cieux, surtout en début de résolution du processus de projection. En effet, si seulement deux projections
partielles existent, en supprimer une des deux peut simplement aboutir à un échec. Le nombre de pro-
jections à conserver dépend donc du nombre de projections partielles au cycle courant. Moins il y a de
solutions partielles au cycle courant, plus il faut en conserver. Pour déterminer si une projection partielle
doit être conservée, un nombre aléatoire compris entre 0 et 1 est tiré. Si ce nombre est inférieur à un cer-
tain seuil, la projection est conservée, sinon elle est rejetée. Ce seuil n’est donc pas fixe, il doit s’adapter
en fonction du nombre de projections (nbM). Pour cela, ce nombre de projections est normalisé suivant
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FIGURE 2 – Étude de plusieurs fonctions de seuil, la fonction inverse est sélectionnée pour sa stabilité
un paramètre λ, défini par l’utilisateur, et une fonction mathématique.
2.1.1. Trouver la bonne fonction mathématique
La fonction mathématique à considérer est une fonction décroissante : plus le nombre de projections
est petit, plus on en garde, plus ce nombre est grand, moins on en conserve. Nous avons mené des
expérimentations sur la fonction exponentielle inverse (typiquement utilisée dans le recuit simulé [2, 8]),
la fonction hyperbolique, et la fonction inverse. La figure 2 montre le nombre moyen de projections
partielles conservées pour dix exécutions pour une valeur de lambda de 3000. Les résultats montrent que
la fonction inverse permet de conserver en moyenne λ projections, alors que les fonctions exponentielle
et hyperbolique ne permettent pas de conserver un nombre constant de projections. La fonction inverse
est alors sélectionnée pour définir la fonction de seuil (Equ. 1). Nous avons observé la même tendance
pour plusieurs valeurs du paramètre λ.
Seuil(nbM, λ) =
{
(λ/nbM) si nbM > λ
1 si nbM ≤ λ (1)
Le paramètre λ est à ajuster avec soin puisqu’il impacte directement les chances d’obtenir finalement une
projection valide et le temps de compilation. Plus λ est grand, plus le nombre de projections conservées
est grand, conduisant à de meilleures chances de succès mais aussi à des temps de compilation plus
grands et une empreinte mémoire élevée. La valeur de 3000 pour λ s’avère présenter le bon compromis
en obtenant des projections valides à chaque fois dans des temps de compilation raisonnables (quelques
dizaines de secondes).
2.1.2. Encadrement du nombre de projections par des bornes hautes ou basses
Le contrôle du nombre de projections partielles à chaque cycle (nbCM) est donc primordial, notamment
un nombre minimum. Nous proposons d’introduire une borne basse et une borne haute pour encadrer
le nombre de projections. Nous présentons deux stratégies d’utilisation de ces bornes :
1. Borne basse seulement (BBs). Pour chaque projection partielle, un nombre aléatoire compris entre
0 et 1 est tiré et comparé à la fonction de seuil. Ce processus de sélection continue tant que le
nombre minimum de projection, défini par l’Equ. 2 n’est pas atteint.
minnbCM = dnbM/λe (2)
2. Borne basse et borne haute (BB+BH). Pour chaque projection partielle, un nombre aléatoire com-
pris entre 0 et 1 est tiré et comparé à la fonction de seuil. Ce processus s’arrête (même avant
d’avoir parcouru toutes les solutions) si le nombre de projections conservées atteint le nombre
maximum autorisé.
maxnbCM = dnbM/3e (3)
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Benchmark nombre de nœuds opérations ASAP Parallélisme
DCT-2D 711 81 32
matrix product 504 98 32
FFT 1348 37 64
Trapezoidal filter 332 59 32
EMA filter 412 99 38
MWD filter 440 112 32
Unsharp Mask 91 27 16
Elliptic Filter 130 31 16
DC Filter 507 96 32
TABLE 1 – Codes applicatifs considérés et leurs caractéristiques
minnbCM =
{
|nbM/λ| if nbM > λ
dnbM/3e if nbM ≤ λ (4)
La stratégie consistant à vérifier que le nombre de projections conservées est inférieur à une borne haute
seulement n’est pas retenue. En effet, il faut principalement garantir un nombre minimum de projections
partielles afin d’augmenter les chances d’obtenir au moins une projection valide.
2.2. Introduction de l’aléa dans l’étape d’ordonnancement
L’ordonnancement utilisé dans [11] est un ordonnancement par listes avec un parcours topologique
inverse. Cet heuristique propose d’ordonnancer les nœuds selon une fonction de priorité. Deux critères
de tri sont utilisés dans notre approche : 1) la mobilité des nœuds, 2) le nombre d’arcs sortants pour les
nœuds ayant la même mobilité. Malgré ces deux critères de tri, il se peut que plusieurs nœuds aient la
même priorité (typiquement ceux ayant même mobilité et un seul arc sortant).
Selon la mise en œuvre de cette méthode d’ordonnancement et particulièrement les structures de don-
nées utilisées, il se peut que cet ordonnancement soit déterministe 1, alors qu’aucun critère ne permet a
priori de différencier plusieurs nœuds ordonnançables ayant même priorité. Nous proposons d’intro-
duire de l’aléa à ce stade. La mise en œuvre est simple puisqu’il s’agit de prendre au hasard un nœud
dans la liste (des nœuds ayant strictement même priorité bien sûr), et non celui placé en tête de liste lors
de la construction des structures de données.
3. Résultats
3.1. Environnement expérimental
L’ajout d’aléas dans la méthode de projection a été mise en œuvre dans notre outil. GCC 4.8 est utilisé
pour générer les CDFG à partir de codes applicatifs en langage C. Neufs applications issues du domaine
du traitement du signal, présentées dans le tableau 1, ont été utilisées pour nos expérimentations. La
station de travail utilisée contient quatre CPU Intel Xeon @ 3.5 GHz et 8 Go de mémoire RAM.
Nous avons étudié plusieurs cas de figures pour apprécier l’apport d’aléas dans la méthode de projec-
tion. Toutes les méthodes s’appuient sur le parcours en sens inverse des nœuds, l’ordonnancement et
l’assignation simultanées, les transformations de graphes. Elles diffèrent dans leur manière d’élaguer
l’espace de solutions : (i) RED (suppression des Redondants) [10] supprime seulement les projections
redondantes. (ii) ASB (aléatoire sans bornes) utilise l’aléa sans assurer un nombre minimum ou maxi-
mum de projections conservées. (iii) BB+BH (Borne Basse et Borne Haute) utilise l’aléa mais garantit un
nombre minimum et maximum de projections conservées. (iv) BBs (Borne Basse Seulement) utilise l’aléa
en garantissant un nombre minimum de projections conservées (pas de limite sur le nombre maximum).
3.2. Résultats
Nous avons commencé par étudier l’apport d’aléas dans la méthode d’assignation. Puisque la méthode
est aléatoire, nous avons exécuté dix fois chaque stratégie et présentons les meilleurs résultats de cha-
cune. Ce premier jeu d’expérimentations nous permet de fixer la stratégie pour l’assignation. Nous pré-
sentons ensuite l’apport d’aléas dans la méthode d’ordonnancement.
1. ce qui est le cas pour notre outil
Compas’2016 : Parallélisme/ Architecture / Système
Lorient, France, du 5 au 8 juillet 2016
(a) Latence (b) Temps de compilation
FIGURE 3 – Comparaison des approches avec l’aléa dans l’assignation
3.2.1. Ajout de l’aléa dans l’assignation
Pour comparer les différentes méthodes, nous avons d’abord considéré un CGRA de 3x3 homogène
possédant une file de registre de 24 (cette taille pour la file de registre a déjà été montrée suffisante
pour ne pas faire apparaître des problèmes d’assignation des données). Les figures 3a et 3b montrent
respectivement les résultats de latence des codes applicatifs considérés et les temps de compilation. La
latence obtenue est normalisé par rapport à la plus courte latence possible (ASAP, As Soon As Possible).
Les temps de compilation sont normalisés par rapport à la méthode initiale RED, qui supprime les
projections redondantes. La figure 3a montre les mêmes tendances pour les différentes stratégies. C’est la
stratégie BBs qui mène aux meilleurs résultats alors que la stratégie BB+BH fournit les pires. Concernant
la FFT, nous avons mené d’autres expérimentations avec un CGRA d’une taille 6x6 pour observer les
mêmes tendances et obtenir une projection dont la latence est égale à l’ASAP.
Les temps de compilation en figure 3b montrent que les deux stratégies BBs et BB+BH sont les plus
rapides. La stratégie BBs donne de meilleurs résultats que BB+BH. Elle est donc conservée pour la suite
des expérimentations.
3.2.2. Ajout de l’aléa dans l’ordonnancement
La méthode BBs avec l’ajout d’aléas dans l’ordonnancement est appelée BBsO. L’ajout d’aléas dans l’or-
donnancement nous permet de mieux explorer l’espace de solutions. Ceci est illustré par la figure 4.
Cette figure montre les résultats des dix exécutions des trois méthodes RED, BBs, et BBsO pour le code
IDCT pour différents paramètres architecturaux du CGRA. Chaque point de la figure correspond à une
exécution de chaque méthode. L’axe des abscisses représente la latence normalisée par rapport à l’ASAP,
l’axe des ordonnées représente le nombre de nœuds transformés par rapport au nombre de nœuds ini-
tial. Il apparaît clairement sur la figure que l’aléa dans l’ordonnancement permet de couvrir un plus
grand espace de solutions. Dans la majorité des cas, les résultats de latence sont meilleurs avec aléa
que sans aléa dans l’ordonnancement. Les mêmes tendances ont été observées pour les autres codes
applicatifs. Cet ajout d’aléas est sans impact sur les temps de projection (voir figure 3b).
3.2.3. Influence des paramètres architecturaux du CGRA
Afin de tester la robustesse de notre approche, nous avons conduit des expérimentations en faisant va-
rier les caractéristiques architecturales du CGRA. Les figures 6a et 6b montrent les résultats en termes de
latence pour un CGRA de taille 4x4, avec différentes tailles de RF (8, 16, ou 24), et différentes topologies
(mesh-torus, mesh-X-Torus, ou entièrement connecté) illustrées par la figure 5. La figure 6a montre les
résultats obtenus pour une bande passante infinie, c’est-à-dire que le nombre d’accès à la mémoire n’est
pas limitée. La figure 6b montre les résultats pour un nombre limité d’unités de load/Store : 4 (LS 4)
ou 8 (LS 8). Les résultats montrent que finalement, un CGRA complexe, avec un vaste réseau d’inter-
connexion et un grand nombre de ressources n’apporte pas de performance significative comparé à un
CGRA plus modeste, possédant un simple réseau en mesh-2D-torus, avec une file de registres de taille 8.
Les expérimentations menées sur d’autres tailles de CGRA mais non illustrées ici par manque de place
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FIGURE 4 – Couverture de l’espace de solution avec l’aléa dans l’ordonnancement
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FIGURE 5 – Topologies : (a) mesh torus, (b) mesh-x-torus, (c) entièrement connecté
permettent d’observer la même tendance.
Ces bons résultats sur des CGRAs simples sont à mettre au crédit de l’ensemble de l’approche de projec-
tion que nous proposons, dont l’ajout d’aléas et la transformation du graphe d’application en fonction
de l’architecture. Pour observer ces transformations, il faudrait illustrer le nombre de nœuds transfor-
més (comme dans la figure 4). Par manque de place, ces résultats ne sont pas fournis, mais sans surprise,
le nombre de transformations est plus important pour des CGRAs simples que des CGRAs complexes.
4. Conclusion
Dans cet article, nous présentons l’apport d’aléas dans une méthode de projection d’applications sur
CGRA. L’ajout d’aléas est d’abord introduit dans l’étape d’assignation, puis dans l’étape d’ordonnance-
ment. Les résultats montrent que l’introduction d’aléas permet de mieux explorer l’espace des solutions.
La méthode permet d’atteindre la latence minimum pour les applications avec des temps de compila-
tion raisonnables (quelques dizaines de secondes). La combinaison de tous les aspects de l’approche :
parcours topologique inverse, transformation du graphe à la volée, ordonnancement aléatoire et éla-
gage aléatoire avec borne basse permet de trouver des projections ayant les mêmes performances sur
des CGRAs simples que des CGRAs complexes en termes d’architecture.
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