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Abstract
Nowadays, modern standards ask for highly efficient technical devices to meet cus-
tomer expectations. In this context, a high thermal efficiency is demanded for gas
turbines, which is since many years achieved by employing high turbine inlet tem-
peratures. This, however, yields a high thermal loading of e. g. the turbine endwalls.
One way to reduce this loading is the application of contoured endwalls between
the turbine vanes. These influence flow and heat transfer close to the endwall in a
favorable way and thus reduce the heat load on the endwall.
The present work deals with the creation of such endwall contours with the goal to
reduce average endwall heat transfer. Thereby, two methods were used to generate
the contours: the Ice Formation Method (IFM) and numerical optimization. For the
IFM, experimental ice layers were digitized and used as endwall contours in numerical
simulations. These ice layers resulted from the study of Haase [26] in which they were
created in a water channel test facility with experimental Reynolds numbers up to
ReC = 71,400. In the numerical optimizations, the endwall contour in the vane
passage was parametrized with Be´zier curves and a genetic algorithm in combination
with CFD simulations was employed to generate endwall contours with reduced heat
transfer. While the IFM was assumed to be a global optimization method with
entropy production as goal function, the numerical optimization allowed to select
the goal function, here heat transfer, and the region for optimization, e.g. the entire
endwall or only the endwall of the vane passage.
Within the scope of this thesis, different heat transfer optimized endwall contours
were created and compared to the flat endwall baseline to assess their heat transfer
performance. First, heat transfer on the endwall was carefully analyzed for the flat
baseline and the underlying flow features were identified. Next, nine ice-contoured
endwalls were created from experimental ice layers, which grew on a cooled copper
inlay (termed short cooling length in this work) during the experiment, and their
endwall heat transfer was evaluated and compared to the baseline, which showed a
global reduction of average heat transfer for all these contours. For one contour,
the changes in heat transfer and the flow field were outlined in detail. Furthermore,
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entropy production rates were determined for these contours and compared to the
baseline. This validated the assumption that the IFM causes a reduction of entropy
production. The ice-contoured endwalls were also used as starting geometries for
a subsequent numerical optimization. The latter yielded contours which further
reduced global heat transfer.
To reduce heat transfer especially in the vane passage, another ice-contoured end-
wall with enlarged cooling length was examined. For this ice contour, a longer cooled
copper inlay (termed long cooling length) was used in the experiment to create an
ice contour that reaches further up- and downstream of the vane passage than the
previously generated ice contours. However, the so created contour could not achieve
the desired heat transfer reduction. In contrast, numerical optimizations with a
parametrization based on the flat endwall yielded endwall contours with a significant
reduction of heat transfer in the vane passage.
Finally, heat transfer characteristics for the created endwall contours were an-
alyzed for the design Reynolds number of ReC = 200,000. This analysis was done
numerically by determining endwall heat transfer from CFD simulations at the design
Reynolds number. For the ice-contoured endwalls heat transfer reductions were even
higher at this Reynolds number, while the numerically optimized contours featured
approximately the same reductions in heat transfer as for the Reynolds numbers at
which they were created.
The present work showed, that under specific conditions, the IFM generates con-
tours that reduce global endwall heat transfer for the investigated vane/endwall flow.
However, the definition of a proper reference case was difficult, since the growing ice
layer in the experiment changes the state of the boundary layer and makes com-
parisons at the same flow conditions infeasible. The numerical optimization proved
successful in creating endwall contours with reduced heat transfer rates. It allows
for both endwall contours with reduced global heat transfer and contours with heat
transfer being reduced in the vane passage only.
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Kurzfassung
Um heutzutage die Erwartungen von Kunden erfu¨llen zu ko¨nnen werden hoch ef-
fiziente technische Gera¨te verlangt. Von Gasturbinen wird in diesem Zusammen-
hang ein hoher thermischer Wirkungsgrad verlangt, welcher seit vielen Jahren unter
anderem durch die Verwendung hoher Turbineneintrittstemperaturen erreicht wird.
Dies fu¨hrt jedoch zu einer starken thermischen Belastung von z.B. den Turbinen-
Seitenwa¨nden. Eine Mo¨glichkeit um diese Belastung zu reduzieren ist die Verwen-
dung konturierter Seitenwa¨nde zwischen den Turbinen-Leitschaufeln. Diese beein-
flussen Stro¨mung und Wa¨rmeu¨bergang in Wandna¨he auf gu¨nstige Art und Weise
und ko¨nnen so die Wa¨rmelast auf die Seitenwand reduzieren.
Die vorliegende Arbeit bescha¨ftigt sich mit der Erzeugung solcher Seitenwandkon-
turen mit dem Ziel, den gemittelten Seitenwand-Wa¨rmeu¨bergang zu senken. Dabei
kamen zwei Methoden zum Einsatz: die Eisformationsmethode und eine numerische
Optimierung. Im Falle der Eisformationsmethode wurden experimentell erzeugte
Eisschichten digitalisiert und in numerischen Simulationen als Seitenwandkonturen
verwendet. Diese Eiskonturen stammen aus der Arbeit von Haase [26], in der sie in
einem Wasserkanal bei experimentellen Reynolds Zahlen von bis zu ReC = 71,400
erzeugt wurden. Fu¨r die numerische Optimierung wurde der Bereich der Seitenwand
im Schaufelkanal mit Be´zier-Kurven parametrisiert und es wurde ein genetischer Al-
gorithmus in Kombination mit CFD Simulationen benutzt um Seitenwandkonturen
mit verringertem Wa¨rmeu¨bergang zu erzeugen. Wa¨hrend die Eisformationsmethode
als globales Optimierungsverfahren mit dem Ziel einer Entropiereduktion angenom-
men wurde, erlaubte die numerische Optimierung die Auswahl von sowohl der Ziel-
funktion, hier Wa¨rmeu¨bergang, als auch des Bereichs fu¨r die Optimierung, z.B. die
gesamte Seitenwand oder nur der Bereich innerhalb der Schaufelpassage.
Im Rahmen dieser Arbeit wurden verschiedene wa¨rmeu¨bergangsoptimierte Sei-
tenwandkonturen erzeugt und mit dem Referenzfall der flachen Seitenwand ver-
glichen, um ihr Wa¨rmeu¨bergangsverhalten zu bestimmen. Dazu wurde zuna¨chst der
Wa¨rmeu¨bergang fu¨r eine flache Seitenwand untersucht und es wurden die zu Grunde
liegenden Stro¨mungspha¨nomene identifiziert. Danach wurden neun eiskonturierte
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Seitenwa¨nde auf Basis von experimentellen Eisschichten erzeugt, welche wa¨hrend der
Experimente auf einer geku¨hlten Kupferfla¨che (in dieser Arbeit short cooling length
genannt) entstanden, und deren Wa¨rmeu¨bergangsverhalten untersucht und mit der
flachen Seitenwand verglichen. Hierbei konnte eine globale Reduktion des gemit-
telten Seitenwandwa¨rmeu¨bergangs fu¨r alle neun Konturen festgestellt werden. Fu¨r
eine dieser Konturen wurden die Vera¨nderungen von Stro¨mung und Wa¨rmeu¨bergang
durch die Konturierung detailliert untersucht.
Des Weiteren wurden fu¨r diese Konturen die zugeho¨rigen Entropieproduktion-
sraten bestimmt und mit dem Referenzfall der flachen Seitenwand verglichen. Damit
konnte die Annahme besta¨tigt werden, dass die Eisformationsmethode die Produk-
tion von Entropie in der Stro¨mung reduziert. Diese Eiskonturen wurden außerdem
als Ausgangsgeometrien fu¨r eine weiterfu¨hrende numerische Optimierung verwendet.
Letztere ergab Seitenwandkonturen, welche den Wa¨rmeu¨bergang noch weiter senken.
Um den Wa¨rmeu¨bergang speziell im Bereich des Schaufelkanals zu reduzieren,
wurde eine weitere eiskonturierte Seitenwand mit erweiterter Ku¨hlfla¨che untersucht.
Hierbei wurde im Experiment eine verla¨ngerte ku¨hlbare Kupferfla¨che verwendet um
eine Eiskontur zu erzeugen, die sich weiter stromauf und stromab des Schaufelkanals
erstreckt als die zuvor erzeugten Eiskonturen. Diese Eiskontur konnte jedoch nicht
die erwu¨nschte Wa¨rmeu¨bergangsreduktion erreichen. Im Gegensatz dazu, ergaben
numerische Optimierungen mit einer Parametrisierung auf Basis der flachen Seit-
enwand, Seitenwandkonturen die eine deutliche Reduktion des Wa¨rmeu¨bergangs im
Schaufelkanal aufwiesen.
Abschließend wurde das Wa¨rmeu¨bergangsverhalten der erzeugten Seitenwandkon-
turen bei der Auslegungs-Reynolds-Zahl von ReC = 200,000 untersucht. Diese Un-
tersuchung wurde numerisch durchgefu¨hrt in dem der Seitenwandwa¨rmeu¨bergang
mittels CFD Simulationen bei der Auslegungs-Reynolds-Zahl bestimmt wurde. Fu¨r
die eiskonturierten Seitenwa¨nde ergaben sich bei dieser Reynolds Zahl sogar ho¨here
Wa¨rmeu¨bergangsreduktionen als bei den experimentellen Reynolds Zahlen. Die nu-
merisch optimierten Seitenwa¨nde wiesen hingegen a¨hnliche Wa¨rmeu¨bergangsreduk-
tionen auf wie fu¨r die Reynolds Zahlen, bei denen sie erzeugt wurden.
Die vorliegende Arbeit zeigte, dass die Eisformationsmethode, unter bestimmten
Bedingungen, Seitenwandkonturen erzeugt, welche den globalen Wa¨rmeu¨bergang
fu¨r die untersuchte Schaufel-Seitenwand-Stro¨mung verringern. Die Definition eines
eindeutigen Referenzfalles war jedoch schwierig, da die im Experiment wachsende
Eisschicht den Grenzschichtzustand a¨ndert und somit einen Vergleich bei gleichen
Stro¨mungsbedingungen unmo¨glich macht. Die numerische Optimierung erwies sich
als erfolgreich um Seitenwandkonturen mit reduzierten Wa¨rmeu¨bergangsraten zu
erzeugen. Sie erlaubt es sowohl Seitenwandkonturen zu erzeugen die den Seitenwand-
Wa¨rmeu¨bergang global senken als auch Konturen zu erzeugen, die den Wa¨rmeu¨ber-
gang im Bereich des Schaufelkanals reduzieren.
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1 Introduction
1.1 Motivation
The rapid growth of world economy and today’s environmental consciousness have
led to high economical and ecological standards for technical devices. To meet these
standards, designers constantly perform research to increase the devices’ efficiencies.
In terms of fluid flow devices, this normally means to either reduce pressure loss or
to reduce heat transfer and hence cooling requirements. Both can be achieved by
optimizing flow characteristics through modification of the flow restraining geometry.
The classical approach for such a design optimization is to progressively change the
flow geometry, based on the flow features of the current design and their analysis. For
example, if a flow device exhibits local hot spots due to impinging flow which require
heavy cooling, the geometry can be modified in such a way that the flow structure
changes and impingement is diminished. This would reduce the required cooling
and thus increase the device’s efficiency. However, such an approach is tedious and
very unidirectional, that is the direction in which the geometry will be optimized
is predetermined by the most obvious drawback of the current design. This means
that only a small subset of the entire optimization space is considered, i. e. only few
geometries of all possible ones are investigated. Hence, this approach does not allow
for substantial design innovations.
In the past decades, another approach has been used more and more for design
optimization of technical flow devices: numerical optimization algorithms, such as
genetic algorithms. On the basis of a parametrization of the investigated geometry by
decision variables, these methods automatically create a sequence of design variants
and analyze them with respect to a specified goal function, e. g. minimum pressure
loss or minimum heat transfer. The optimization algorithms thereby create each new
design variant in consideration of the performance of all previous geometries. In this
vein, these algorithms incorporate the entire optimization space and finally find a
geometry that is optimum for the considered flow problem and the specified goal
function. However, this is only possible if the decision variables are chosen carefully
enough so that the parametrization can reproduce any possible geometry from the
optimization space. Hence, the geometry parametrization is a crucial part of such
optimizations.
A different methodology for the optimization of technical devices are natural opti-
mization methods. They utilize the fact that systems in nature always seek to reduce
losses and hence aspire to a minimum energy dissipation in steady-state. In this state,
entropy production, which turns the systems exergy into anergy, becomes minimum
and the system retains a maximum of exergy. For fluid flow devices, such a natural
optimization method is the Ice Formation Method. It uses a baseline geometry of the
flow device, which is cooled below the freezing point and exposed to water flow. As a
consequence, an ice layer develops, which represents a naturally optimized geometry
with minimum entropy production as goal function. This optimization method is
free of restrictions, i. e. the resulting geometry simply arises from the prevailing flow
features without any other input like a parametrization of the geometry. Thus, the
method takes the entire optimization space into account for finding an optimized
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Temperature profile
at turbine inlet
Figure 1.1: Combustion chamber with flat turbine inlet temperature profile
geometry. However, the method’s goal function is not selectable but preset to loss
reduction and hence minimum entropy production. For fluid flow devices, this means
that the method optimizes the geometry either with respect to pressure loss or with
respect to heat transfer, depending on which of the two is the dominant source of
loss in the flow.
In the field of turbomachinery, optimization methods are widespread and often
used for the turbine stages. As Fig. 1.1 shows, modern gas turbines use in their
combustion chambers high temperatures to increase thermal efficiency and flat tem-
perature profiles with steep temperature gradients at the wall to reduce peak tem-
peratures and hence pollutants. This leads to high thermal loads on the turbine’s
vanes and blades. In addition, the vane endwall junction induces secondary flows
with complex vortical structures, which further increase heat loads for the vane end-
walls. These vortical structures are also responsible for much of the vanes’ pressure
losses. Therefore, designers apply optimization methods to these endwalls in order
to create endwall geometries which reduce pressure loss and heat transfer and hence
improve the efficiency of the gas turbine.
1.2 The Ice Formation Method: A Review
The freezing of water to ice in convective flows occurs in many technical applications
involving water flow. This phenomenon has been studied intensively for pipe and
channel flow applications. For pipe flows, Bilenas and Jiji [7], as well as Oezisik
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Figure 1.2: Bowley’s elbow with initial geometry (left) and ice-contoured geometry
(right) [40]
and Mulligan [61] studied analytically the freezing of water to ice, while Chida [17]
and Gilpin [25] both investigated the blockage effect due to ice growth and derived
criteria for the freeze-shut of pipes. For channel flows, ice formation was investigated
for channels with straight walls (Weigand and Beer [75]), curved walls (Braun and
Beer [11]) and diverging walls (Neumann and Beer [60]).
In 1965, Bowley [10] was the first one to use the formation of ice in water flow
as a tool for optimizing a flow geometry. He generated an optimized 90◦-elbow by
only prescribing its inlet and outlet position, so that the flow restraining geometry
Figure 1.3: Carlson’s cylinder in crossflow with initial cooled cylinder (upper left)
and cylinder with ice (lower left) [13] and the ice contour at a cylinder
endwall junction from LaFleur and Langston [44] (right)
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developed in-between in terms of the forming ice (see Fig. 1.2). Carlson [13] created
ice layers on cooled cylinders in water cross-flow in order to find geometries that
reduce drag. Figure 1.3 (left) shows the resulting ice contours. These had ellipsoidal
shapes, which delay flow detachment and thus reduce drag.
In the 1990s, LaFleur did extensive research on ice formation in water flow and
developed this natural optimization approach into the Ice Formation Method (IFM).
At first, he applied it to a cylinder/hull juncture together with Langston [43] and
showed that the resulting ice layers only depend on the flow Reynolds number and
the cooling of the wall, i. e. its temperature. In following works, he investigated ice
formation for a flat plate Couette flow [41] both analytically and numerically. He
could show that in steady-state, the resulting ice layers represent geometries with
minimum energy dissipation and that this is linked to reduced entropy production
rates. Then, as shown in Fig. 1.3 (right), LaFleur and Langston [44] applied the Ice
Formation Method to a complex three-dimensional flow around a cylinder/endwall
junction. By ice-contouring the endwall, they created an endwall geometry that
reduces drag by 18% compared to a flat endwall.
LaFleur et al. [45] also used the IFM with turbomachinery components by applying
it to the second vane endwall of the Energy Efficient Engine (E3) turbine with the
goal to reduce endwall heat transfer. The generated endwall ice contour, as shown
in Fig. 1.4 (right), reduces the average Stanton number by about 24% compared
to the original endwall of the E3-turbine, however, this Stanton number was 10%
higher than for a flat endwall. In a later study, LaFleur [42] also investigated total
pressure loss for this endwall contour and found that it features a slightly increased
total pressure loss than the original endwall of the E3-turbine. This shows both the
advantages and disadvantages of the IFM. It creates flow optimized geometries with
reduced energy dissipation as goal function, however, this goal function is always a
blend between pressure loss and heat transfer and depends on the flow problem.
Figure 1.4: Original Energy Efficient Engine (E3) endwall geometry (left) and ice-
contoured E3 endwall by LaFleur et al. [45] (right)
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Figure 1.5: Separating web of a 180◦ bend: Experimental ice contour and numerically
optimized geometry from Zehner et al. [82, 83]
Zehner et al. [83] and Steinbrueck et al. [73] used the IFM and augmented it by
numerical optimization using a genetic algorithm. In this vein, they optimized the
separating web of a 180◦ bend, as found for internal cooling of gas turbine blades,
with respect to pressure loss (see Fig. 1.5). They first created ice contours on the web
experimentally using the IFM and then used these as starting points for numerical
optimizations. While the IFM created pre-optimized geometries without restrictions
on the optimization space, the subsequent numerical optimization allowed them to
chose the desired goal function of minimum pressure loss. Compared to the baseline
web geometry, their optimized geometry reduces pressure loss by 25%.
1.3 State of the Art in Turbine Endwall
Contouring
In the recent development of gas turbine technology, designers started to contour
the endwalls between the vanes and blades of turbine stages in order to improve
engine efficiency. Such endwall contours have different local heights in axial and
circumferential direction and thus directly alter the flow and thermal fields near the
endwall. This adds further degrees of freedom to the turbine design and allows for
optimization with respect to flow or heat transfer aspects. Most often, researchers use
a design system to mathematically describe the endwall geometry and seek endwall
contours that improve certain flow features, such as total pressure loss, exit angle
deviation or even stage efficiency. Just lately, designers started to apply turbine
endwall contouring also to reduce heat transfer rates at the endwalls in order to lower
thermal stresses and cooling requirements and thus increasing turbine efficiency.
Harvey et al. [29] (Fig. 1.6, left) created contoured endwalls for the rotor profile
of the linear cascade at Durham University. They produced 36 different endwall
contours using a product of two curves in axial and circumferential direction and
analyzed these contour’s flow fields with CFD. The latter predicted a significant
reduction of secondary flow loss and exit angle deviations for their final contour.
Brennan et al. [12] (Fig. 1.6, middle) redesigned the endwall between the high pres-
sure turbine vanes of the Rolls-Royce Trent 500 engine. They created a total of 72
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Figure 1.6: Contoured endwalls of Harvey et al. [29] (left), Brennan et al. [12] (mid-
dle), and Nagel and Baier [59] (right)
endwall contours with the program FAITH, which used sinusoidal shapes in circum-
ferential direction and B-splines in axial direction at six positions along the profile’s
mean camber line. By analyzing the created contours with CFD simulations, they
identified a final endwall contour which improves stage efficiency by 0.4%. For one
conventional and two high-lift low pressure turbine airfoils, Praisner et al. [65] cre-
ated contoured endwalls with the goal to reduce mass-average total pressure loss. To
describe the geometry of their endwalls, they used cubic splines in both the axial
and circumferential direction. Combining a gradient-based optimization algorithm
with three-dimensional CFD, they then simulated as many as 1,000 design itera-
tions for each profile. All optimized endwall contours reduce total pressure loss, up
to a maximum reduction of 12%. For one of these profiles, the Pratt & Whitney
PAK-B airfoil shown in Fig. 1.7, Knezevici et al. [37] performed measurements using
Figure 1.7: Optimized endwall contour for Pack-B airfoil, from Praisner et al. [65]
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Figure 1.8: Endwall contour for symmetric airfoils from Laveau et al. [50] (left) and
optimized contour for vane endwall from Saha and Acharya [68](right)
Praisner’s contoured endwall. The experiments showed that the application of the
endwall contour results in lower losses and reduces secondary kinetic energy. Nagel
and Baier [59] (Fig. 1.6, right) developed an integrated endwall/airfoil design us-
ing a gradient method in combination with CFD. Results predicted the so created
blade/endwall geometry to significantly reduce total pressure loss and secondary ki-
netic energy; experiments verified these findings.
Laveau et al. [50] performed heat transfer measurements in a linear cascade with
symmetric airfoils and contoured endwalls in the passage between the airfoils. The
endwalls, shown in Fig. 1.8 (left), featured a basic contouring with one hill and
one trough in the passage. Results showed reductions in heat transfer in divergent
regions and increased heat transfer in convergent regions. CFD simulations revealed
that the increased heat transfer is caused by a smaller core of the horseshoe vortex
with higher intensity, whereas the heat transfer reductions are due to a larger core
of the horseshoe vortex with reduced intensity. Lynch et al. [53] performed heat
transfer measurements for the endwall contours of Praisner et al. [65] for the Pack-B
low pressure airfoil. They found that the contoured endwall featured slightly lower
overall heat transfer than the flat endwall. However, heat transfer rates were locally
decreased by up to 20% for regions with high heat transfer, for example along the
blade pressure side. Endwall oil flow visualization showed that this can be attributed
to the fact that the contouring reduces the strength of the passage vortex. Saha and
Acharya [68] were the first ones to systematically create turbine endwall contours
to reduce endwall heat transfer. By scaling and multiplying analytical profiles in
axial and circumferential direction, they created nine different endwall geometries
and analyzed these using CFD. The simulations predicted their final contour (see
Fig. 1.8, right) to reduce the area-averaged Nusselt number by 8% compared to the
flat endwall baseline. For the endwall of a high pressure turbine blade, Panchal et
al. [62] used an automated optimization loop with minimum average heat flux through
the endwall as goal function. They analyzed the resulting heat transfer optimized
8
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Figure 1.9: Heat transfer optimized endwall contour of Panchal et al. [62]
contour (see Fig. 1.9) experimentally using an infrared thermography technique and
found a reduction of 15.6% for the average heat transfer coefficient. However, the
contour also significantly increased the maximum heat transfer coefficient near the
blade’s leading edge.
1.4 Objectives and Thesis Outline
These days, the optimization of existing technical devices has become essential in
product design to consistently improve device efficiency. In the field of turboma-
chinery, the contouring of the endwalls between the turbine vanes proved to be an
effective method for such an optimization. The goal of this thesis is to generate novel
turbine endwall contours which reduce endwall heat transfer. To create these con-
tours two optimization approaches are employed: the Ice Formation Method, with
experimental ice layers being taken from the study of Haase [26], and numerical op-
timization. The resulting endwall contours are carefully examined with respect to
their flow field and heat transfer behavior and compared to a flat endwall as baseline.
In this way, it can be investigated how geometric features change the flow structures
in the vicinity of the endwall and thus affect endwall heat transfer.
This thesis is organized in seven chapters. Subsequent to this introduction, chap-
ter 2 first describes the fundamentals of the Ice Formation Method and the secondary
flow features in guide vane passages. The chapter continues by describing the gov-
erning equations of fluid dynamics and the numerical methods used to perform the
CFD simulations and the numerical optimizations of this work. Chapter 3 shortly
comments on the experimental setup used in the study of Haase [26] to create the ex-
perimental ice layers and then describes in depth the methodology used to obtain the
numerical setup of this work. The chapter closes by introducing the considered cases
of this study. In chapter 4, results for the most fundamental case of this work, the
9
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ice-contoured endwalls with short cooling length, are presented. In the experiments
of Haase [26], the underlying ice contours for this case were created on a cooled
copper inlay that reaches from one chord length upstream of the vane leading edge
to one chord length downstream of the trailing edge. After showing flow and heat
transfer behavior for the flat endwall baseline, the chapter analyzes these parameters
for the ice-contoured endwalls. Based on these results, entropy production rates are
calculated for these contours and compared to the baseline. In the last part of this
chapter, endwall contours are presented which were created by performing subse-
quent numerical optimizations on the ice-contoured endwalls. Chapter 5 presents
the results for the other cases of this study: an ice-contoured endwall created from
experiments with a longer cooling length (the cooled copper inlay here ranged from
four axial cords upstream of the vane to four axial chords downstream of it), and
endwall contours obtained from numerical optimizations based on the flat endwall.
For these contours, the chapter explores how the contouring affects the near end-
wall flow and thus changes the heat transfer behavior. Chapter 6 finally analyzes
the contours created in this study at the design Reynolds number of the used vane
profile. The thesis ends with Chapter 7 Conclusion and Outlook summarizing the
main findings and giving a short outlook.
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Contents:
Fundamentals of the Ice Formation Method and the secondary flow features in tur-
bine guide vanes - Presentation of governing fluid dynamic equations and numerical
methods to solve them - Effects of turbulence and models to account for these - Ge-
netic algorithm and Be´zier curves used in the numerical optimization - Parameters
for evaluating the results of this study
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2.1 The Ice Formation Method
The formation of ice is a phenomenon that is well known from nature. Whenever the
temperature of water is below its freezing temperature, the water changes its phase
from liquid water to solid ice. In many technical applications such as pipe and channel
flows, ice formation also plays an important role, especially in combination with
convective flow. The specific characteristic of such an ice formation process is that
the convective flow interacts with the ice layers, which form at undercooled surfaces
of the flow geometry. Whereas the cooled surface extracts heat from the water and
causes a solidification to ice, the flow introduces heat to the ice due to convective
heat transfer and causes a melting of the ice. In many cases, these two processes
balance each other after some time and the ice/water-interface reaches steady-state
conditions, i. e. keeps its geometry. This state is characterized by a minimum energy
exchange between the two phases and features a minimum in entropy production. To
introduce the topic, the next paragraph presents the formation of ice layers in water
flow using the example of a planar channel flow. This basic example is intended to
give the reader an understanding of the physical background of the ice formation in
convective flow. It shall facilitate the comprehension of the ice formation process for
the complex case of the vane passage flow investigated in this work.
In general, a problem involving two phases is described by formulating equations for
both phases separately and applying coupling equations that describe the interaction
between them. For a planar channel flow with ice layers on its cooled walls, as shown
in Fig. 2.1, the water phase is described by the conservation equations for mass,
momentum, and energy, whereas for the ice phase only the energy equation is needed
to account for heat conduction in the ice. Assuming the water as an incompressible,
Newtonian fluid with constant fluid properties and a laminar boundary layer type
y
x
δ(x, t)
TW < Tf
Tf hρ∞, T∞,
u1,∞, p∞
Figure 2.1: Ice formation in planar channel flow
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flow, the conservation equations for mass, momentum, and energy take the following
forms [74]
∂u1
∂x
+
∂u2
∂y
= 0 , (2.1)
u1
∂u1
∂x
+ u2
∂u1
∂y
= −1
ρ
∂p
∂x
+ ν
∂2u1
∂y2
, (2.2)
and
u1
∂Twater
∂x
+ u2
∂Twater
∂y
= α
∂2Twater
∂y2
, (2.3)
where u1 and u2 denote the velocity components in x- and y-direction, p is the static
pressure, Twater the static water temperature; ρ, ν, and α are, respectively, the density,
kinematic viscosity, and thermal diffusivity of water. Note that in these equations,
heat conduction in x-direction is neglected. Furthermore, the momentum equation
in y-direction reduces to ∂p/∂y = 0. The associated boundary conditions for the
water phase are
x = 0 : p = p∞, u1 = u1,∞, u2 = 0, Twater = T∞
y = 0 :
∂Twater
∂y
=
∂u1
∂y
= u2 = 0
y = δ : u2 =
ρwater − ρice
ρwater
∂δ
∂t
, u1 = −u2 ∂δ
∂x
, Twater = Tf ,
with ρwater and ρice being the densities of water and ice, δ the ice-free channel height,
Tf the freezing temperature of water and the index∞ denoting inlet values. Assuming
constant properties for the ice phase and negligible axial conduction, the energy
equation for the ice phase becomes
∂2Tice
∂y2
= 0 (2.4)
with the following boundary conditions
y = δ : Tice = Tf
y = h : Tice = TW ,
where Tice is the static temperature of the ice layer, TW the temperature of the
wall, and h the channel’s half height. In addition to these equations for the two
phases water and ice, two further coupling conditions are needed to fully describe
the ice formation problem. The first equation is an integral conservation of mass,
that accounts for the fact that the water freezes to ice
u1,∞h =
∫ δ
0
u1 dy − ρwater − ρice
ρwater
∫ x
0
∂δ
∂t
dx . (2.5)
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Figure 2.2: Dimensionless ice-layer profiles for planar channel flow; data from [74]
The second coupling equation describes an energy balance at the water/ice-interface
(y = δ) and takes the form
kice
∂Tice
∂y
− kwater∂Twater
∂y
= ρicerice
∂δ
∂t
, (2.6)
where kice and kwater denote the thermal conductivities of ice and water, and rice is
the heat of fusion. This interface energy equation states that the difference of heat
conducted in the ice and water phase equals the heat arising from the phase change.
In steady-state, the term on the right-hand side of the equation is zero and the heat
fluxes in the ice and water phase equal each other.
For steady-state, Weigand and Beer [74] solved the system of equations above
in the combined hydrodynamic and thermal entrance region. Figure 2.2 shows the
resulting steady-state ice layers for a Reynolds number of Re = 1,800 and a Prandtl
number of Pr = 12. The results are plotted in dependence on the dimensionless
freezing parameter B, which was first defined by Oezisik and Mulligan [61] as
B =
kice
kwater
Tf − TW
T∞ − Tf . (2.7)
This parameter relates the wall temperature to the water temperature at the inlet
and hence is a metric for the thickness of the forming ice layer, which increases with
rising values of B.
As the paragraph above showed, for simple flows, such as the flow in a flat plate
channel or in a pipe, the problem of ice formation in convective flow can be fully
described and analytically solved. However, for more complex problems like the
three-dimensional flow through a turbine guide vane passage, as considered in this
work, the problem becomes complicated, especially due to the presence of turbulence
14
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and three-dimensional effects. Hence, no analytical solution exists for this type of
flow and it can only be approached experimentally or numerically.
2.2 Secondary Flows in Guide Vane Passages
The secondary flows in guide vane rows of turbomachines have been vastly researched
over the past decades [47,48,56,70,71]. Sieverding [72] and Langston [46] both give a
comprehensive review on the secondary flow phenomena and the models derived from
them. This section discusses the most important of these secondary flow features. It
starts by explaining the formation of the horseshoe vortex around the leading edge,
then describes the vortex structures in a single vane passage and concludes with
describing the interactions of the vortices in a vane passage row.
Boelcs [8] studied the effects leading to the formation of the horseshoe vortex in a
boundary layer flow approaching a cylinder. The circular cylinder thereby represents
a fundamental geometric approximation of a vane profile leading edge and allows
for investigation of the horseshoe vortex without the influence of the asymmetric
Vortex core
Separation line
Stagnation
point
Sec
ond
ary
bou
nd-
ary
laye
r fl
ow
Primary bound-
ary layer flow
Inviscid
outer flow
Inlet
boundary
layer
Figure 2.3: Formation of horseshoe vortex at cylinder on endwall, after [8]
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pressure distribution of a vane profile. Figure 2.3 illustrates the flow phenomena
around the cylinder. The cylinder’s blockage effect slows down the approaching flow
and converts its kinetic energy into static pressure. For the low momentum boundary
layer this causes stagnating and reversed flow on the endwall upstream of the cylinder.
Directly at the cylinder, the increase in static pressure is higher outside the boundary
layer due to higher velocities and therefore a higher total pressure of the free stream
flow. This causes a downwards pressure gradient and hence fluid flow towards the
endwall. Therefore, the fluid rolls up into the horseshoe vortex at the front part of
the cylinder. Upstream of the vortex core, the near endwall flow of the recirculation
zone is deflected around the cylinder and forms a secondary boundary layer. The
latter is divided from the primary endwall boundary layer at the separation line.
The horseshoe vortex described above is the main source for the vortex system in
a vane cascade. However, in a vane row the vortex is significantly altered by the
crosswise pressure gradient which exists in the vane passage between the pressure
side of a vane profile and the adjacent vane’s suction side. Figure 2.4 illustrates the
vortex system in such a vane passage. It shows that the crosswise pressure gradient
deflects the pressure side leg of the horseshoe vortex towards the suction side of
the adjacent vane profile. In addition, this pressure gradient initiates a crossflow
on the endwall between pressure and suction side of the vane passage. On its way
through the passage, the pressure side leg is constantly fed by this crossflow and
evolves into the passage vortex. This is the strongest and largest vortex of this flow
Inlet
boundary
layer
Passage Vortex
Corner vortex
Saddle point
Crossflow
Horseshoe
vortex
Separation lines
Figure 2.4: Flow features in guide vane row
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Fig. 5 Centerline cooling effectiveness data obtained using two mea-
surement techniques (Friedrichs and Hodson, 1994); comparison to a 
similar experiment by Sinha et al. (1991)
Included in Fig. 5 are results from Sinha et al. (1991). They
measured centerline cooling effectiveness in a similar experi-
ment using a temperature-based measurement technique. Their
experiment differed from the present one in the coolant to main-
stream density ratio (1.2 versus 1.0), the coolant hole length-to-
diameter ratio (1.75 versus 3.5), and possibly the inlet boundary
layer, which was not measured in the present experiment.
Agreement between the results is good, except in the vicinity
of the hole where gradients are high. The difference in density
ratio is unlikely to be the cause of the discrepancy, as Sinha et
al. (1991) showed that density ratio has no noticeable effect at
this low blowing ratio. Schmidt et al. (1996) showed that the
same is true for the length-to-diameter ratio. Although not mea-
sured, the boundary layer is expected to be similar to the one
found in the experiments of Sinha et al. (1991). According
to Bogard (1995), the discrepancy may be due to conduction
problems with the thermal measurements, illustrating a possible
limitation of thermal techniques.
The calibration curve shown in Fig. 4 is similar to the curves
used in obtaining the results in Fig. 5. It illustrates the nonlinear-
ity of the relationship between darkness and concentration. For
these experiments, saturation is reached above 60 to 70 percent
coolant concentration. The resolution in that region is signifi-
cantly reduced. A small change in measured darkness results
in a large change in interpreted coolant concentration. The large
steps in the regions of high cooling effectiveness of the ammo-
nia and diazo results in Fig. 5 illustrate this effect.
Both the validation experiment and the endwall film-cooling 
experiment described here were conditioned to give good reso-
lution at low levels of cooling effectiveness. They are therefore
well suited to determine the overall distribution of cooling effec-
tiveness. If lighter traces are produced, for example through
lower concentrations of ammonia, the experiment can be condi-
tioned to give good resolution at high levels of cooling effective-
ness. Details in regions of high cooling effectiveness, for exam-
ple in the vicinity of coolant jets, can then be studied.
Experiments were performed in two different facilities to
determine whether the flow Reynolds number or ammonia or
water vapor depletion have an influence on the darkness of the
trace. For the depletion experiment, a mixture of ammonia and
water vapor was passed through a 2-m-long tube, the inside of
which was coated with diazo film. For the Reynolds number
experiment, a mixture of fixed concentration was passed over
a series of diazo film strips at different flow velocities, covering
the range of Reynolds number found in the experiment. Neither
the Reynolds number nor ammonia or water vapor depletion
had a detectable effect on the darkness.
Sometimes it may not be possible to produce a valid calibra-
tion strip such as the one shown in Fig. 2. This may happen
when the mixing box and its feed lines are not adiabatic, and
the coolant, mainstream, and mixing box temperatures differ.
An alternative method of calibration is proposed by Haslinger
and Hennecke (1994). For a specific experimental condition, a 
gas sampling technique such as the one used by Jabbari et al.
(1996) may be used to determine concentrations at discrete
locations on the surface. An ammonia and diazo trace is pro-
duced for the same condition. By comparing the measured sur-
face concentrations to the darkness values of the trace at the
same locations, a calibration curve can be derived. By using
this alternative method of calibration, the dependencies of the
ammonia and diazo reaction are also taken account of, and
the advantages inherent in the ammonia and diazo technique
remain.
Turbine Cascade and Cooling Configuration
The endwall film-cooling investigation presented here was
performed on a large-scale, low-speed, linear turbine cascade.
The cascade consists of four blades with a true chord of 278
mm, a span of 300 mm, and a pitch of 230 mm. The flow enters
the cascade at an angle of 40 deg and is turned through 105
deg. With the low aspect ratio and high turning angle, the blades
produce strong secondary flows. These are stronger than the
ones found in high-pressure nozzle guide vanes with a typical
turning angle of 70 deg, and therefore allow a more detailed
observation of the basic interactions between endwall coolant
ejection and the passage flow field. Details of the basic cascade
without endwall film-cooling can be found in Harrison (1989).
Figure 6 shows oil and dye surface-flow visualization on the
cascade endwall without coolant ejection. The three-dimen-
sional separation lines can clearly be seen. For ease of compari-
son, they are also shown in Figs. 7 and 8 as dashed lines.
Coolant air is ejected from a common plenum chamber
through 43 holes in one endwall of a single passage. Figure 7 
shows the cooling configuration that consists of four single rows
of holes and four individual holes, all having a diameter of 4 
mm and ejecting at an angle of 30 deg to the surface. The
thickness of the endwall is 12 mm, giving a length-to-diameter
ratio of 6, typical of endwall film-cooling configurations.
This cooling configuration would provide cooling to most of
the endwall surface in the absence of secondary flow. .It is
Fig. 6 Oil and dye surface-flow visualization on the cascade endwall
without film-cooling
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Figure 2.5: Oil flow visualization on vane endwall [23]
configuration. Therefore, the passage vortex also displaces the suction side leg of the
horseshoe vortex. That is, the suction side leg moves upwards and hence away from
the endwall as it travels along the vane profile. In addition, at their outer edges, the
pressure and suction side legs of the horseshoe vortex deflect parts of the incoming
boundary layer. This causes a saddle point region upstream of the vane, consisting of
separation lines which divide the vortex legs from the remaining flow. At the position
where the separation line of the pressure side leg encounters the neighboring vane, a
further vortex occurs, the corner vortex.
Inlet
boundary
layer
Induced
rotation
Inlet
boundary
layer
Induced
rotation
Shear
layer
Figure 2.6: Interaction of neighboring passage vortices downstream of vane row
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To show how these flow features affect the flow at the vane endwall, Friedrichs et
al. [23] used an oil flow visualization technique to illustrate path lines on the endwall.
Figure 2.5 shows the obtained result. The image clearly indicates the separation lines
of the pressure and suction side legs of the horseshoe vortex and the passage vortex.
Due to its strength, the passage vortex only decays slowly and hence also dominates
the flow downstream of the vane row. As Fig. 2.6 shows, this leads to an interac-
tion of the passage vortices from neighboring vane passages. Hawthorne described
this phenomenon in [30]. Since the neighboring vortices have the same direction of
rotation, they induce vertical velocities with opposite sign in the region where they
interact. This causes a shear layer inbetween the neighboring passage vortices, which
leads to the formation of a small secondary vortex at the endwall.
2.3 Governing Equations of Fluid Dynamics
The flow characteristics of a fluid are governed by three physical principles: conser-
vation of mass, momentum, and energy. These are mathematically described by their
conservation equations. In general, such equations state that only two processes can
cause a change of a physical variable in a control volume (CV): the production or de-
struction of the variable by sources/sinks within the control volume or the transport
of the variable into or out of the CV by fluxes over its boundary. These fluxes can be
divided into convective and diffusive fluxes. The former are associated with a mass-
flux and describe the transport of the physical variable by the mean flow. The latter
represent the transport of the variable by statistical fluctuations of the molecules.
This process is linked to a non-uniform distribution of the variable and hence the
existence of a concentration gradient. Mathematically, for a control volume CV, the
conservation equation of a generic variable φ with its mass-specific value ϕ = φ/m is
expressed as [69]∫∫∫
CV
∂
∂t
(ρϕ)︸ ︷︷ ︸
Change
in time
dV =
∫∫∫
CV
[
∂
∂xj
(
Γ
∂ϕ
∂xj
)
︸ ︷︷ ︸
Diffusive flux
− ∂
∂xj
(
ρujϕ
)
︸ ︷︷ ︸
Convective flux
+ Sϕ︸︷︷︸
Sources/
sinks
]
dV , (2.8)
where t indicates time and ρ is the fluid’s density; Γ is the diffusion coefficient, S are
sources or sinks and xj and uj are, respectively, the spatial coordinates and velocity
components in the j-th direction. For a stationary flow, in which the flow variables
do not change with time, the conservation equation reduces to a balance equation.
In this case, all fluxes through the CV’s surface and all sources/sinks inside the
CV balance each other. In differential form, this balance equation is written, using
Einstein summation convention, for the generic variable ϕ as
∂
∂xj
(
ρujϕ
)
=
∂
∂xj
(
Γ
∂ϕ
∂xj
)
+ Sϕ . (2.9)
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For the physical quantity mass m, with φ = m and ϕ = 1, this balance equation
becomes the Continuity Equation. Since mass can neither be created nor destroyed,
this equation does not have a source term. Furthermore, there is no diffusive flux of
mass, the transport of mass is always linked to a mass flux. This yields
∂
∂xj
(
ρuj
)
= 0 . (2.10)
Considering the conservation of momentum (φi = mui, ϕi = ui) and assuming a
Newtonian fluid, the balance equation turns into the Navier-Stokes-Equations
∂
∂xj
(
ρujui
)
=
∂
∂xj
(
µ
∂ui
∂xj
)
− ∂p
∂xi
+ fi . (2.11)
In the equation above, µ is the dynamic viscosity of the fluid, p its static pressure
and fi the body force in the i-th direction. Note that the velocity gradient causes a
diffusive flux of momentum, whereas both the static pressure gradient and the body
force fi constitute source terms for momentum. By using the caloric equation of
state dh = cp dT , the Energy Equation for a fluid is written as
∂
∂xj
(
ρujcpT
)
=
∂
∂xj
(
k
∂T
∂xj
)
+ ui
∂p
∂xi
+ µΦ , (2.12)
with cp being the heat capacity at constant pressure, T the static temperature, k
the thermal conductivity of the fluid, and Φ the dissipation function. A diffusive
flux of thermal energy occurs due to work done by both pressure forces and by heat
conduction. The last term on the right-hand side of the equation represents a source
for thermal energy. It describes the conversion of kinetic energy into thermal energy
by the action of viscous forces. This phenomenon is known as dissipation.
In order to make the system of equations solvable, a further equation is needed,
which describes the relation between the state variables of the fluid. For an ideal
gas, this is the Thermal Equation of State
p = ρRT , (2.13)
where R is the specific gas constant.
2.4 Numerical Methods
The governing equations are a set of coupled, non-linear partial differential equations
and hence can only be solved analytically for a few simple flow problems. For all
other flows, numerical methods are used to obtain an approximate solution of the
system of equations. Such methods use the following approach. First, they divide
the solution domain into a discrete number of control volumes CV. Then, the system
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of equations is converted into algebraic equations by discretizing the convective and
diffusive fluxes of the equations, formulated for each CV. Finally, the discretized
equation system is solved iteratively. The following sections in brief describe those
methods relevant for this work; for more detail the reader is referred to standard
literature [2, 22, 69].
2.4.1 Grid Generation
In a finite volume method approach, the process of grid generation separates the
solution domain into cells, each representing a control volume limited by its surfaces.
Every cell holds discrete values for all flow variables, usually stored in its center, and
exchanges information with its neighboring cells via fluxes through their surfaces.
The accuracy of the numerical solution strongly depends on the correct calculation
of these fluxes. Besides the method used for their discretization (see next section),
the geometry of the grid cells plays an important role for the determination of the
surface fluxes. In this regard, the angle ϑ between the normal vector of a surface that
separates two cells and the line connecting their cell centers is especially important
for the flux calculation. Figure 2.7 (left) illustrates this angle using the example
of two neighboring cells. The ideal cell geometry is a cuboid with all neighboring
surfaces being perpendicular to each other and ϑ becoming zero. Every deviation
from this ideal geometry introduces an error in the calculation of the surface fluxes.
Since the solution domains of complex geometries can hardly be discretized by
cuboids, quality criteria are defined for the grid cells to keep the introduced errors low.
One quality criterion, which is a measure for the angle ϑ in all spatial directions, is
the skewness of the cells, or equivalently, the minimum angle between its neighboring
faces. This angle should always be larger than 20◦. Two further quality criteria that
address the grid generation in boundary layers are the wall normal cell growth rate,
Fig. 2.7 (middle), and the cell aspect ratio, Fig. 2.7 (right). In contrast to the flow
outside the boundary layer, flow variables change rapidly near walls, causing high
gradients in this region. Thus, it is common to use cells with small height at the
ϑ
ni
hi
hi+1
h
w
Figure 2.7: Grid quality criteria: Angle ϑ between line connecting cell centroids and
surface normal (left), wall normal growth rate (middle), and cell aspect
ratio (right)
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wall to resolve the steep gradients and gradually grow the cell height with increasing
distance from the wall. For reasons of numerical precision, this growth rate should
not exceed a value of hi+1/hi = 1.25. The aspect ratio describes the ratio of the
longest edge of a cell to its smallest one and should be below w/h = 1,000 for the
used numerical solver. This criterion is important at walls, where gradients are high
in wall normal direction but low parallel to the wall, resulting in thin long cells.
In the present work, I created all grids with the grid generator CENTAUR [15]. It
allows for the automatic generation of grids with specified quality criteria and can
hence be efficiently integrated in the numerical optimization process used to create
the optimized endwall contours. The program constructs the volumetric grids in three
steps. First, a surface mesh is generated on each wall, with cells being clustered in
regions with high gradients, e.g. at the vane endwall junction. In the second step,
this surface mesh is extruded in wall normal direction to resolve the wall boundary
layers with prismatic cells. The remaining solution domain is in the third and final
step filled with tetrahedral cells. For all grids of the present work, I chose the settings
for grid generation in such a way that the dimensionless near wall distance of the
first cells at walls was y+1 ≈ 1 and the aforementioned quality criteria were fulfilled.
2.4.2 Finite Volume Method
The Finite Volume Method (FVM) is a popular approach in CFD, which formulates
the conservation equations for each cell of the numerical grid as control volume
CV. Taking into account initial and boundary conditions, the resulting system of
equations is then solved while the convective and diffusive fluxes over all cell surfaces
are explicitly calculated. Hence, the method is by definition conservative, that is,
all balance equations are satisfied locally for every cell of the grid as well as globally
for the entire solution domain. The mathematical basis for the FVM is the generic
transport equation in integral form, see Eq. (2.8). Since I only simulated stationary
flows in this work, this equation becomes∫∫∫
CV
[
∂
∂xj
(
Γ
∂ϕ
∂xj
)
︸ ︷︷ ︸
Diffusive flux
− ∂
∂xj
(
ρujϕ
)
︸ ︷︷ ︸
Convective flux
+ Sϕ︸︷︷︸
Sources/
sinks
]
dV = 0 , (2.14)
where CV indicates the control volume, i.e. the volume of each cell of the numerical
mesh. Using the Gaussian divergence theorem, the convective and diffusive fluxes
through the cell surfaces are transformed from volume to surface integrals, yielding∫∫
S
(
Γ
∂ϕ
∂xj
)
dS
︸ ︷︷ ︸
Diffusive flux
−
∫∫
S
(
ρujϕ
)
dS
︸ ︷︷ ︸
Convective flux
+
∫∫∫
CV
Sϕ dV︸ ︷︷ ︸
Sources/ sinks
= 0 , (2.15)
with S being the cell surface.
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As stated before, the system of equations is not solvable in its partial differential
formulation. Hence, the derivatives in the diffusive fluxes as well as the surface
and volume integrals are numerically discretized to convert the system of equations
into an algebraic formulation. Furthermore, the method assumes all flow variables
constant across each cell of the numerical grid and stores their values in the cell
centroid. However, for calculating the convective and diffusive fluxes through the
cell’s bounding surfaces, the flow variables are needed at the surface itself. This
requires the use of a numerical interpolation scheme, that determines the values for
the flow variables at the surface from the values at the cell centroids. Finally, the flow
variables need to be integrated over the control volume. The following paragraphs
outline the numerical discretization methods used in this work for differentiation,
interpolation and integration of the governing equations.
Numerical Differentiation The numerical differentiation is used to approximate
the spatial gradients of the diffusive flux terms at cell faces and to calculate the
derivatives of certain variables, for example the velocity, at cell centroids. Both
gradient types are derived by exploiting information from the neighboring cells. Fig-
ure 2.8 shows a generic cell of the numerical grid and the cells surrounding it. The
cell and face centers are shown as dots and crosses, respectively, and are labeled with
north (N, n), east (E, e), south (S, s), and west (W, w).
The CFD Program ANSYS R© Fluent used in this work determines the spatial gra-
dients at the cell faces with a central differencing scheme (CDS). Assuming a linear
variation of the generic variable ϕ, this yields the variable’s derivative at the eastern
cell face in Fig. 2.8 as (
∂ϕ
∂x
)
e
=
ϕE − ϕC
xE − xC . (2.16)
The derivatives at the other cell faces are calculated accordingly; due to the linear
variation, this discretization scheme is second-order accurate.
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Figure 2.8: Generic cell of numerical grid with its neighboring cells
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To calculate necessary gradients at the cell centroid, Fluent uses a cell-centroid-
based least square approximation. In two dimensions, the gradient at the cell centroid
C takes the form (
∂ϕ
∂xi
)
C
=
(
∂ϕ
∂x
)
C
nx +
(
∂ϕ
∂y
)
C
ny , (2.17)
with nx and ny being the unit vectors in the two spatial directions x and y. Assuming
again a linear variation of the flow variables, this gradient can be expressed with the
values at the cell centroids of two neighboring cells. For the eastern, neighboring cell
of Fig. 2.8, this gradient becomes(
∂ϕ
∂xi
)
C
· CE = ϕE − ϕC , (2.18)
where CE is the distance between the central and eastern cell centroids. In the same
manner, additional equations can be derived for the other three surrounding cells.
This yields a linear system of equations of the form
[J ]
(
∂ϕ
∂xi
)
C
= ∆ϕ , (2.19)
where ∆ϕ is the difference of the generic variable ϕ between two neighboring cell
centroids and the coefficient matrix [J ] is purely a function of the grid geometry and
determined by the latter. This system of equations is over-determined, since there
are four equations for the two unknown components of the gradient. Fluent solves
this system by least square fitting of the gradient vector using the Gram-Schmidt
process [1] to decompose the coefficient matrix. Further information on this solution
approach is found in the Fluent theory guide [3]. The extension of this approach to
a three-dimensional grid is straightforward, yielding a system of six equations for the
three unknown components of the gradient vector.
Numerical Interpolation To calculate the convective fluxes over the bounding
surfaces of a grid cell, the value of the flux variable needs to be known at the surface
S. Since the variable values are stored at the cell centroids, the value at the surface
needs to be interpolated from the cell centroids of those cells that share the surface.
The easiest way to do this is the first order upwind interpolation, which simply
assumes that the variable value at the surface is the same as in the upstream cell
centroid. Considering the example grid from Fig. 2.8 and assuming a flow in the
positive x-direction, the value of the generic variable ϕ on the eastern cell surface (e)
is determined as
ϕe = ϕC . (2.20)
Based on the same idea, a second-order upwind scheme can be constructed using
the first two terms of a Taylor series around the upstream cell centroid. Hence, the
surface value of ϕ becomes
ϕe = ϕC +
(
∂ϕ
∂xi
)
C
Ce , (2.21)
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where Ce is the distance between the cell centroid C of the upstream cell to the
eastern face center e. Since terms of third order and higher are neglected in the
used Taylor series, this scheme is of second-order accuracy. The gradient needed for
this scheme at the upstream cell centroid is calculated as described above. For the
numerical simulations of this work, I used the above second-order upwind scheme
with the least squares gradient approximation to interpolate variable values at cell
surfaces.
Numerical Integration The formulation of the conservation equations in integral
form, see Eq. (2.8), requires the determination of both surface and volume integrals.
Surface integrals are needed to compute the convective and diffusive fluxes through
the cell’s surfaces, whereas the production/destruction of a variable within a grid
cell is determined via volume integrals. Both integral types are calculated using
the midpoint rule, which performs the integration by simple multiplication with the
appropriate cell volume or cell surface area, respectively. For the surface integrals
of the convective and diffusive fluxes, this yields, exemplarily for the northern cell
surface in Fig. 2.8 ∫∫
S
(
Γ
∂ϕ
∂xj
)
dS =
(
Γ
∂ϕ
∂xj
)
n
∆Sn , (2.22)
and ∫∫
S
(
ρujϕ
)
dS =
(
ρujϕ
)
n
∆Sn , (2.23)
where the subscript n indicates a value at the center of the northern cell surface
and ∆Sn is the area of this surface. The fluxes through the other cell surfaces are
determined accordingly.
For the volume integral, which describes production/destruction of a variable inside
the grid cell, the numerically approximated volume integral becomes∫∫∫
CV
Sϕ dV =
(
Sϕ
)
C
∆V , (2.24)
the subscript C denoting a value at the cell centroid and ∆V being the volume of
the grid cell.
Solution Algorithm To solve the system of discretized equations numerically, I
selected the SIMPLE algorithm in Fluent. This algorithm is specifically designed
to solve pressure-linked equations in fluid dynamics for steady-state flows. To re-
solve pressure-velocity coupling, it employs a pressure correction equation based on
the continuity equation. Using this pressure-equation, the algorithm solves the mo-
mentum equations in a predictor-corrector approach. Further information on this
algorithm is provided in [63].
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2.4.3 Assessment of Numerical Errors
The solution of a numerical simulation only approximates the physics of the consid-
ered flow problem, but does not exactly agree with it. Reasons for this deviation are
modeling errors done when deriving the conservation equations, discretization errors
due to the discretization of these equations and the discretization of the solution
domain by a numerical grid, round-off errors owing to the floating point precision
of the computer system, and iteration errors caused by the iterative solution of the
equation system.
Modeling Errors These errors describe the difference between the actual physics
and its mathematical representation by equations. They are mainly related to the
assumptions made during the derivation of the conservation equations. Especially
the equations for turbulence modeling, as discussed in the next section, contain many
simplifications, which contribute to this type of error. Also the formulation of the
initial and boundary conditions of the flow problem can add to the modeling error.
To keep modeling errors low, I used a well-verified turbulence model and boundary
conditions that have proven favorable for the considered flow problem.
Discretization Errors The discretization errors represent the deviation of the
exact solution of the transport equations to the exact solution of the discretized
equations. This error type strongly depends on the discretization schemes used for
the convective and diffusive fluxes in combination with the numerical grid used for
spatial discretization of the solution domain. For minimization of the discretization
errors, I only used second-order accurate discretization schemes in the equations and
discretized the solution domains with high resolution grids, that followed the grid
quality criteria mentioned before. To quantify the discretization errors, Roache [67]
established the GCI method, which has become best practice for numerical simula-
tions. In this work, I determined the GCI for the baseline case of the flat endwall and
further selected endwall contours to assess the discretization errors for the performed
numerical simulations.
Iteration Errors The numerical solver does not yield an exact solution of the
discretized system of equations, but iteratively approaches this solution. This means
that the system of equations is solved in such a way that a residual remains in each
equation, which is the difference between the exact and numerical solution of the
discretized equation. This residual characterizes the iteration errors. With increasing
number of iterations performed in the numerical solution process, this residual is
successively lessened and the iterative solution converges towards the exact solution
of the discretized equation system. In the present work, I ran all simulations for as
many iterations until the residuals stopped decreasing and became constant. At this
stage, all residuals had dropped at least three orders of magnitude from their initial
values, often even five or six orders of magnitude, and convergence of the iterative
solution could be assumed.
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Figure 2.9: Decomposition of generic variable ϕ(t)
Round-off Errors Since computer systems can only store a finite number of digits
for floating point values, they perform all computations with approximated instead
of exact values. The digits neglected when storing or computing with the numerical
values cause the round-off errors. They are diminished by using the double preci-
sion floating point format, which describes numerical values with a precision of 16
significant decimal digits. Double precision was used in all simulations of this work.
2.5 Turbulence Modeling
In general, the conservation equations from Sec. 2.3 describe all types of flows, in-
cluding both laminar and turbulent ones. The latter are characterized by random
fluctuations of the flow variables, which are superimposed on the mean flow motion.
These fluctuations occur over a wide range of scales, from large ones to the smallest
ones, the so-called Kolmogorov scale (see e. g. [64]). Describing such flows by the con-
servation equations requires the resolution of all these scales in time and space and
hence a great effort. Therefore, this approach of Direct Numerical Simulation (DNS)
is only used in fundamental research for selected flow types. In many engineering
applications, however, one is rather interested in the overall effects of the flow and
not in the specific details of all flow variables. Hence, instead of resolving all scales of
the turbulent fluctuations, one can account for these fluctuations by modeling their
effect on the mean flow. This modeling of turbulence is the subject of the following
subsections.
2.5.1 Reynolds-Averaged Navier-Stokes Equations
Osborne Reynolds [66] first developed an approach for modeling the effects of tur-
bulence on fluid flow. For a statistically steady flow, he proposed to separate the
instantaneous variable ϕ(xi, t) into a time-averaged and a fluctuating part
ϕ(xi, t) = ϕ(xi) + ϕ
′(xi, t) , (2.25)
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where the overbar indicates a time-averaged and the prime a fluctuating quantity.
Figure 2.9 illustrates this idea. The time-averaged value is defined as
ϕ(xi) = lim
∆t→∞
1
∆t
∫ t+∆t
t
ϕ(xi, t) dt , (2.26)
with the time interval ∆t being much larger than the time scale of the turbulent
fluctuations.
To apply this concept to the conservation equations, all instantaneous variables
are replaced by the sum of their average and fluctuating value and the equations are
time-averaged. This yields the Reynolds-Averaged Navier-Stokes (RANS) Equations
∂
∂xj
(
ρuj
)
= 0 (2.27)
∂
∂xj
(
ρujui
)
=
∂
∂xj
(
µ
∂ui
∂xj
− ρu′iu′j
)
− ∂p
∂xi
+ f i (2.28)
∂
∂xj
(
ρujcpT
)
=
∂
∂xj
(
k
∂T
∂xj
− ρcpu′iT ′
)
. (2.29)
These equations solely depend upon averaged flow quantities. However, due to the
non-linearity of the convective fluxes, one additional term appears in both the mo-
mentum and the energy equation: the Reynolds stress tensor −ρu′iu′j and the turbu-
lent heat flux vector −ρcpu′iT ′. These terms represent the diffusive flux of momentum
and heat due to the action of the turbulent fluctuations. Note that these fluxes act
both in the direction of the mean flow, i.e. along the streamlines, and perpendicular
to it.
The additional terms that appear due to the time averaging render the system of
equations insoluble since there are more unknowns than equations. This is known as
the closure problem of turbulence. Hence, additional equations must be derived which
describe the new unknowns by known quantities, that is the mean flow quantities.
Such equations are called turbulence models and are described in the following.
2.5.2 Turbulence Models
To derive a model for the Reynolds stress tensor, Boussinesq assumed turbulence to
affect the flow like an additional viscosity. This hypothesis stems from the analogy
with laminar flows, for which it is the viscosity that causes a diffusive flux of momen-
tum and energy dissipation normal to the streamlines. From the phenomenological
point of view, this approach directly models the increased diffusivity observed in
turbulent flow. Turbulence models which use this approach are termed turbulent or
eddy viscosity models.
The following paragraphs first introduce the concept of the eddy viscosity and then
present selected turbulence models which use this idea. Before presenting the shear
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stress transport model (SST) that was used for the numerical simulations in this
study, the k- and k-ω model are discussed, since they form the basis for the SST
model.
The Eddy Viscosity Hypothesis The concept of eddy viscosity was proposed by
Boussinesq in 1877 [9]. Assuming an analogy between molecular and turbulent diffu-
sion, he suggested to model the Reynolds stress tensor as being linearly proportional
to the mean rate of strain tensor Sij
−ρu′iu′j = 2µtSij −
2
3
δijρk , (2.30)
with the mean rate of strain tensor being defined as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.31)
This yields the Reynolds stresses
−ρu′iu′j = µt
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
δijρk . (2.32)
In the equation above, δij is the Kronecker delta and k the turbulence kinetic energy,
which is presented in detail later on when discussing the turbulence models. The
variable µt is the turbulent or eddy viscosity. In contrast to the molecular viscosity
µ, the eddy viscosity is not a function of the fluid but of the flow. It depends on the
local flow condition and scales with the prevailing turbulence activity.
In addition to the Reynolds stress tensor, the turbulent heat flux vector is also
unknown and requires modeling. Within the framework of the eddy viscosity concept,
it is modeled by a gradient-diffusion approach, analogous to Fourier’s law of heat
conduction, as
−ρcpu′iT ′ = ραt
∂T
∂xi
, (2.33)
with αt being the eddy or turbulent thermal diffusivity. It is linked to the turbulent
viscosity via the turbulent Prandtl number
Prt =
νt
αt
, (2.34)
where νt is the kinematic turbulent viscosity, νt = µt/ρ. Like the eddy viscosity, the
eddy diffusivity is no material property but a function of the flow. Except for the
smallest length scales, both the eddy viscosity and the eddy diffusivity are driven
by the same physical process, i.e. the increased diffusivity caused by the turbulent
fluctuations. For many types of flows, the turbulent Prandtl number can therefore
in good approximation be assumed constant. Hence, one only needs to provide a
turbulence model for the eddy viscosity.
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Note that the introduction of the eddy viscosity does not constitute a solution
to the closure problem yet. Although it provides a description for the Reynolds
stress tensor and the turbulent heat flux vector, the eddy viscosity itself remains
undefined. It is the task of the turbulence model to provide equations that allow
for the calculation of this quantity. The starting point of many turbulence models
thereby is a dimensional analysis. This analysis shows that the turbulent viscosity
can be assumed to be proportional to a velocity and a length scale
νt = Cµ × (length scale)× (velocity scale) , (2.35)
where Cµ is a dimensionless constant and the length and velocity scales are usually
associated with the large scale turbulent motions of the flow. Depending on the
number of transport equations used to mathematically express this equation, eddy
viscosity models are divided into three categories: zero-, one-, and two-equation mod-
els. While zero-equation models only use algebraic expressions, one-equation models
employ one differential equation for the velocity scale and two-equation models add a
second transport equation for the turbulent length scale. The SST model, which was
used in this thesis, as well as the k- and k-ω models, on which it is based, belong to
the class of two-equation turbulence models. These models are presented next.
k- Turbulence Model The standard k- model was introduced by Launder and
Spalding [49] and is one of the most common two-equation turbulence models. It
uses two additional variables to determine the eddy viscosity: the turbulence kinetic
energy k and its rate of dissipation . Thus, the eddy viscosity becomes
νt = Cµ
k2

. (2.36)
In this equation, the turbulence kinetic energy k represents the velocity scale of the
turbulent motion. It was originally defined by Reynolds as
k =
1
2
u′iu
′
i =
1
2
(
u′1u
′
1 + u
′
2u
′
2 + u
′
3u
′
3
)
. (2.37)
The turbulent length scale is implicitly defined by the dissipation rate . Assuming
a turbulent flow with equilibrium between production and dissipation of turbulence
kinetic energy, it holds
 ≈ k
3
2
l
. (2.38)
To calculate the eddy viscosity, the following two transport equations for k and  are
solved
∂
∂xj
(
ujk
)
= νt
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
[(
ν +
νt
σk
)
∂k
∂xj
]
−  (2.39)
∂
∂xj
(
uj
)
= C1νt

k
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
[(
ν +
νt
σ
)
∂
∂xj
]
− C2 
2
k
, (2.40)
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with the coefficients being empirically determined as
Cµ = 0.09, σk = 1.0, σ = 1.3, C1 = 1.44, C2 = 1.92 .
Due to its robustness and the fact that it yields good results for fully turbulent flow
at high Reynolds numbers, this model is commonly used in engineering applications.
However, the model has a deficiency in predicting turbulence in the near-wall region.
As a consequence, it provides only poor results for heat transfer at solid walls and
has problems predicting the position for detachment and reattachment of separated
boundary layers, especially in the presence of adverse pressure gradients. The current
thesis deals with both, heat transfer at the endwall and flow detachment, e.g. the
rolling up of the boundary layer into the horseshoe vortex. Hence, the standard k-
model is not used in this work.
k-ω Turbulence Model Wilcox [77] proposed an alternative two-equation model,
that uses a transport equation for the turbulence frequency ω instead of the dissipa-
tion rate . Thus, the eddy viscosity is evaluated from
νt =
k
ω
. (2.41)
The variable ω represents the frequency of the smallest turbulent eddies which dissi-
pate the turbulence kinetic energy. It is defined as
ω =

β∗k
. (2.42)
Hence, this variable can also be interpreted as a specific dissipation rate. The trans-
port equations for the two variables of this model are:
∂
∂xj
(
ujk
)
= νt
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
(ν + νt
σ∗k
)
∂k
∂xj
− β∗kω (2.43)
∂
∂xj
(
ujω
)
= αωνt
ω
k
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
[(
ν +
νt
σω
)
∂ω
∂xj
]
− βω2 . (2.44)
The empirical coefficients in these equations take the values
αω = 5/9, β = 0.075, β
∗ = 0.09, σ∗k = 2.0, σω = 2.0 .
For the near-wall treatment, the k-ω model uses a low-Reynolds-number formu-
lation and hence yields more accurate results in the near-wall region than the k-
turbulence model. However, the k-ω model is strongly sensitive to free stream con-
ditions and therefore inferior to the k- model in the fully turbulent region.
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SST Turbulence Model In 1990, Menter [58] proposed two important improve-
ments for the k-ω model: a switch to the k- model in the free stream region and a
modification of the eddy viscosity definition that accounts for the transport of the
main turbulent shear stress. The resulting turbulence model is called Shear Stress
Transport (SST) model. It uses the k-ω model in the near-wall region for an accu-
rate wall treatment and, with increasing distance to the wall, transitions into the
k- model to benefit from its free stream independence in the outer boundary layer
and the free shear layers. To formulate the model, Menter first transformed the k-
model into a k-ω formulation. Then, he multiplied the k-ω model by a factor F1 and
the k- model by (1−F1) and added the equations for ω from both models together.
This yields
∂
∂xj
(
ujk
)
= νt
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
[(
ν +
νt
σ1
)
∂k
∂xj
]
− β∗kω (2.45)
∂
∂xj
(
ujω
)
= α1νt
ω
k
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
+
∂
∂xj
[(
ν +
νt
σ2
)
∂ω
∂xj
]
− β1ω2
+ 2(1− F1)σ3 1
ω
∂k
∂xj
∂ω
∂xj
. (2.46)
The factor F1 is a blending function. It will be one at the wall, activating the k-ω
model, and zero at the outer edge of the boundary layer to activate the k- model
there. Hence, the blending takes place in between. The function F1 is defined as
F1 = tanh
(
arg41
)
, (2.47)
with the argument arg1 of the tangens hyperbolicus being defined as
arg1 = min
max( √k
0.09ωy
;
500ν
y2ω
)
;
4ρσ3k
CDkωy2
 , (2.48)
where y is the distance normal to the wall and CDkω is defined as
CDkω = max
(
2σ3
1
ω
∂k
∂xj
∂ω
∂xj
; 1 · 10−10
)
, (2.49)
with σ3 = 0.856. Note that the same blending approach is also used to blend the
values of the coefficients in the equations.
The second step that leads to the improved performance of the SST turbulence
model is the re-definition of the eddy viscosity as
νt =
a1k
max (a1ω; ΩF2)
, (2.50)
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with a1 = 0.31, Ω being the absolute value of vorticity, and F2 being defined as
F2 = tanh
(
arg22
)
, (2.51)
where arg2 takes the form
arg2 = max
(
2
√
k
0.09ωy
;
500ν
y2ω
)
. (2.52)
Since the SST model combines the advantages of both the k-ω and the k- model,
it overcomes the remedies of these two models and provides a two-equation eddy
viscosity model applicable to a wide range from wall-bounded flows up to free shear
layers. Furthermore, including the transport of the turbulent shear stresses into the
eddy viscosity definition has turned out to be a major improvement in the prediction
of turbulence for many types of flows. Hence, this model has become state of the art
when using an eddy viscosity approach and I therefore chose this turbulence model
for the present work.
Near-Wall Treatment The modeling of the near-wall region is crucial for wall-
bounded turbulent flow, since this region holds very high gradients of the flow vari-
ables due to the no-slip condition at the wall. Since boundary layer flows at walls
are subject to similarity laws, the velocity profile at the wall can be expressed in
dimensionless form. Using the friction velocity
Vτ =
√
|τW |
ρ
, (2.53)
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Figure 2.10: Non-dimensional velocity profile in the near-wall region
32
2.6 Numerical Optimization
where τW is the wall shear stress, the dimensionless velocity becomes
V + =
V
Vτ
(2.54)
and the dimensionless wall distance
y+ =
yVτ
ν
, (2.55)
with y being the distance normal to the wall. Figure 2.10 shows this non-dimensional
velocity profile as it was measured by Johnson [35] and Wieghardt [76]. The profile
can be subdivided into the viscous sublayer and the logarithmic layer. The viscous
sublayer is a laminar layer, where molecular diffusion due to viscosity governs momen-
tum and heat transfer. This layer extends up to y+ ≈ 10 and is described by a linear
relation between the non-dimensional velocity and the non-dimensional wall distance,
i.e. V + = y+. In the logarithmic layer, the turbulent fluctuations dictate the trans-
port processes. To describe the non-dimensional velocity profile for this layer, it
is common to use the logarithmic law of the wall, which is V + = 2.44 ln y+ + 5.0.
The transition region between both layers is called the buffer layer. Here, molecular
and turbulent diffusion contribute equally to the transport processes. To correctly
predict heat transfer and flow separation at the wall, the entire region of the non-
dimensional velocity profile must be resolved by the numerical mesh. For the SST
turbulence model, Menter suggests in [58] a value of y+1 ≈ 1 and to place a min-
imum of 12 cells in the viscous sublayer to fully grasp the physical phenomena at
the wall. Since the considered flow problems of this work involve both heat transfer
and boundary layer separation, I followed this approach for all conducted numerical
simulations.
2.6 Numerical Optimization
This section describes the fundamentals of the numerical optimization procedure
used in this study to create the novel turbine endwall contours. The section first
discusses the genetic algorithm NSGA-II, which I used as optimization tool and then
explains the geometry creation process used to generate the endwall contours from
the information of the genetic algorithm.
2.6.1 The NSGA-II
The Non-dominated Sorting Genetic Algorithm II (NSGA-II) by Deb et al. [21] is
an evolutionary algorithm designed to solve multi-objective optimization problems.
For a set of n decision variables D1 − Dn subject to M goal functions f (1) − f (M),
it determines the values of the decision variables in such a way that the M goal
functions become minimum. This is done by performing a stochastic search in the
n-dimensional space of the decision variables, while accounting for the dependency
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Figure 2.11: Relation between decision variables and goal functions for two-dimen-
sional optimization problem
of the M goal functions on the n decision variables. Figure 2.11 illustrates this for a
two-dimensional decision variable space and two goal functions in the objective space.
Each set of decision variables in the decision space belongs to one set of goal functions
in the objective space. This optimization approach is completely independent of the
kind of relationship between the decision variables and the goal functions as long as
there is a way to determine the goal functions from the decision variables. Hence,
it is well-suited for complex problems with a highly non-linear relationship between
decision variables and goal functions.
A simple way to determine the optimum values for the decision variables is to
evaluate the goal functions for all possible sets of decision variables and compare the
results. However, this is a very tedious approach and involves high computational
effort, especially if the determination of the goal functions from the decision variables
is complex. In order to avoid this slow and purely statistical approach, the NSGA-II
performs a directed search in the decision variable space by mimicking a biological
evolution process. The algorithm simulates the evolution of a population of indi-
viduals over several generations, imitating the concept of survival of the fittest. In
this process, each set of decision variables represents an individual, with the decision
variables being the individual’s genes, and the goal functions represent the fitness of
the individual. From one generation to the next, the parental individuals pass their
genes on to the child individuals, which form the population of the next generation.
To ensure convergence towards the fittest solution, the genes of the fittest parental
individuals are more likely to participate in the heredity process than those of the
less fit individuals. In the heredity process, operators that simulate the biological
processes of recombination and mutation thereby act on the passed-on genes to create
the genes of the next generation’s individuals. Although the NSGA-II is tailored for
multi-objective optimization problems, i.e. problems with multiple goal functions, it
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can also be efficiently used for single-objective optimizations as done in this work.
The next paragraph describes the NSGA-II for this special case of a single objective
optimization in detail. The description of the algorithm for the more general case of
a multi-objective optimization is covered in [19,21].
Figure 2.12 shows the procedure of the NSGA-II for a single-objective optimiza-
tion. In the context of this thesis, each individual represents an endwall contour, with
the genes of an individual being Be´zier control points used to construct the endwall
contour geometry. The fitness is described by minimum endwall heat transfer. In a
first step, the algorithm creates at generation zero (i = 0) a random parent popula-
tion P0 consisting of N individuals, each having n genes. Then the fitness of each
individual of this population is determined and it becomes the parent population of
the first generation. Next, the processes of selection, recombination, and mutation
(explained below) are applied to this parent population to create an offspring pop-
ulation with N individuals from it. Both the parent and offspring population are
then combined and form an intermediate population holding 2N individuals. This
enlarged population is sorted according to the fitness of its individuals. From this,
the N best individuals according to their fitness are used to form the population
at the new generation i = i + 1. This population finally becomes the new parent
population for the next iteration of the optimization loop. When the last generation
(i = m) is reached, this population becomes the final solution of the optimization
problem. For a convergent single objective optimization, the individuals of the final
population are identical since only one individual is optimal for the case of a single
goal function.
Combining the parent and offspring population before the best individuals are
determined for the next generation constitutes an elite-preserving function. In the
combined population, the individuals of the parent population directly compete with
those of the offspring population. Hence, it is ensured that an elite individual of the
parent population, that is the individual with best fitness, will also be present in the
population of the next generation, unless the offspring population holdsN individuals
with even better fitness. In this vein, the best individual found will always be kept
in the current population until N better individuals are found.
Figure 2.13 shows the processes of selection, recombination, and mutation, which
are used to generate the offspring population from the parent population. These pro-
cesses are performed successively and independent from each other. It starts with the
selection process, in which the individuals of the parent population compete against
each other in a binary tournament selection. The latter consists of N tournaments
which are carried out systematically in such a way that each individual participates in
exactly two tournaments with two different opponents. Every tournament is carried
out between two individuals and the winner, i.e. the individual with higher fitness
(lower endwall heat transfer), passes on with its genes to a mating pool holding again
N individuals. Since each individual participates in two tournaments, it can have
none, one, or two copies of it in the mating pool. The fittest individual (f = fmax) of
the generation thereby wins both tournaments and is represented twice in the mating
pool, whereas the least fit individual (f = fmin) loses both tournaments and is elimi-
35
2 Theoretical Background
i = i+ 1
i = 0 i = m
In
it
ia
l
p
a
re
n
t
p
o
p
u
la
ti
o
n
P
0
...
1
n
f1
...
1
n
f2
...
1
n
f3...
...
1
n
fN
P
a
re
n
t
p
o
p
u
la
ti
o
n
P
...
1
n
...
1
n
...
1
n
...
...
1
n
Selection
Recombination
Mutation
O
ff
sp
ri
n
g
p
op
u
la
ti
o
n
Q
...
1
n
...
1
n
f2
...
1
n
f3...
...
1
n
fN
C
o
m
b
in
ed
p
a
re
n
t
a
n
d
o
ff
sp
ri
n
g
p
o
p
u
la
ti
o
n
P
+
Q
...
1
n
...
1
n
...
1
n
...
1
n
...
1
n
...
1
n
...
1
n
...
...
1
n
N
ew
p
a
re
n
t
p
o
p
u
la
ti
o
n
...
1
n
...
1
n
...
1
n
...
1
n
F
in
a
l
p
o
p
u
la
ti
o
n
...
1
n
...
1
n
...
1
n
...
1
n
Figure 2.12: NSGA-II: Functionality for single-objective optimization
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nated from the population. This ensures convergence of the optimization procedure.
Appendix A.1.1 shows the binary tournament selection in further detail.
The individuals in the mating pool form the basis for the individuals of the offspring
population, which are created from their genes. The recombination operator acts
first on the mating pool. This operator merges all genes of two individuals from
the mating pool to form two new individuals in the offspring population, which are
likely to have similar features as their parent individuals. The crossover probability
variable pcross hereby controls if two neighboring individuals from the mating pool
participate in the crossover. For each pair of individuals, a random number u is
generated. If this number is smaller than pcross, the crossover is performed, if not,
the crossover operator does not act on the individuals. To perform the merging of
the genes from two individuals in the recombination process, the NSGA-II uses the
Simulated Binary Crossover (SBX). Appendix A.1.2 describes the operating mode of
this algorithm.
After the crossover, the mutation operator is applied in a final step to the popu-
lation’s individuals. The mutation mechanism arbitrarily alters single genes. This
guarantees a global convergence of the algorithm since the mutation operator consis-
tently introduces decision variables from everywhere in the decision variable space.
This operator can act on every gene of each individual. Again, a random number
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Figure 2.13: Processes used to generate the offspring population
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is generated for every gene and the operator is invoked if this random number is
smaller than the mutation probability pmut. The mutation process itself is controlled
by a mathematical function, which is described in Appendix A.1.3. The mutation
mechanism counteracts the selection operator, since it extends again the solution
space, which was before restricted by the directed search of the selection operator.
For a correct functionality of the algorithm, these two processes must balance each
other. Note that the crossover operator acts equally on all genes of two individuals,
whereas the mutation operator only acts on single genes of an individual.
With the considerations above, five ways are possible for an individual between
the parent and the offspring population: extinction ( ), direct pass-through ( ),
selection and recombination with ( ) and without mutation ( ), and selection
without recombination but with mutation ( ). In the first case, an individual
becomes extinct from the population if it loses both selection tournaments. Direct
pass-through describes the case, in which an individual is selected in the mating
pool and neither recombination nor mutation acts on its genes. The other three
cases simply represent the combinations of recombination and mutation that occur
for individuals that were selected into the mating pool.
2.6.2 Endwall Geometry Creation
As stated before, each individual of the optimization process represents an endwall
contour, with its genes describing the geometry of this contour. In this regard, the
genes correspond to the control points of Be´zier curves, which are used to construct
g1
g2
g3
g4
Figure 2.14: Work flow used to create the endwall contours from the individuals of
the optimization process
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the endwall geometry. Figure 2.14 illustrates the geometry generation process. First,
the genes are interpreted as control points and used to construct cubic Be´zier curves.
Four such Be´zier curves are then grouped together to form the boundary edges of a
surface. These surfaces finally define the geometry of the endwall contour.
Be´zier curves, as used in this thesis, were developed in the 1960s by Pierre Be´zier [5,
6] and Paul de Casteljau [18] for the design and construction in automotive engineer-
ing. They represent a parametric definition of a mathematical curve, describing the
entire curve by only few control points. The number of control points thereby de-
termines the order of the Be´zier curve, the order being the number of control points
minus one. Hence, two control points result in a Be´zier curve of order one (a straight
line), three control points in a quadratic Be´zier curve, four control points in a cubic
Be´zier curve, and so on. For a generic Be´zier curve C (t) of order h, described by
h+ 1 control points Pi, each point on the Be´zier curve is given by
C (t) =
h∑
i=0
Bi,h (t)Pi , (2.56)
with Bi,h (t) being the i-th Bernstein polynomial of order h, defined as
Bi,h (t) =
(
h
i
)
ti(1− t)h−i , (2.57)
and t being the Be´zier parameter with t ∈ [0, 1]. For cubic Be´zier curves (h = 3), as
used for the geometry creation in this work, the mathematical description becomes
C (t) =
3∑
i=0
(
3
i
)
ti(1− t)3−iPi (2.58)
= (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
= (−P0 + 3P1 − 3P2 + P3)t3 + (3P0 − 6P1 + 3P2)t2 + (−3P0 + 3P1)t+ P0 ,
where t determines the position on the Be´zier curve, zero being the beginning of the
curve at the first control point P0 and unity its end at the fourth control point P3.
Figure 2.15 shows a generic cubic Be´zier curve, defined by four control points.
P0
P1
P2
P3
C (t)
Figure 2.15: Generic cubic Be´zier Curve defined by the four control points P0 - P3
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Be´zier curves have two characteristic features, which I exploited for the geometry
creation. First, their first and last control point lie on the curve itself and specify
their starting point and end, that is
C (t = 0) = P0 (2.59)
C (t = 1) = Ph . (2.60)
This allows to easily define a Be´zier curve between two characteristic points of the
endwall geometry. Secondly, the straight lines between the first two (P0, P1) and last
two control points (Ph−1, Ph) are tangents to the curve in its first (P0) and last (Ph)
control point and hence define the local slope of the curve at these points as
dC
dt
∣∣∣∣
t=0
= h (P1 − P0) (2.61)
dC
dt
∣∣∣∣
t=1
= h (Ph − Ph−1) . (2.62)
The characteristics above form necessary conditions for joining two Be´zier curves
with C1-steadiness (First order steadiness). Figure 2.16 illustrates this for the two
Be´zier curves C and C˜. The first condition guarantees C0-steadiness (Zeroth order
steadiness). It requires the last control point Ph of the first Be´zier curve C to coincide
with the first control point P˜0 of the second Be´zier curve C˜, that is
C (t = 1) = Ph
!
= C˜
(
t˜ = 0
)
= P˜0 . (2.63)
To make the two Be´zier curves C1-steady, the second condition demands that also
the slope of the two Be´zier curves are identical in their meeting point, hence
dC
dt
∣∣∣∣
t=1
= h (Ph − Ph−1) != dC˜
dt˜
∣∣∣∣∣
t˜=0
= h˜
(
P˜1 − P˜0
)
. (2.64)
If both Be´zier curves have the same order (h = h˜), the following equation needs to
be satisfied for C1-steadiness
(Ph − Ph−1) !=
(
P˜1 − P˜0
)
. (2.65)
Ph−1
Ph = P˜0
P˜1
C (t)
C˜ (t)
Figure 2.16: C1-steady joining of two Be´zier curves
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This means that the straight line between the last two control points of P must be
identical in length and orientation to that of the first two control points of P˜ .
2.7 Parameters for Results Evaluation
This section introduces the parameters I used in this work to evaluate the perfor-
mance of the created endwall contours with respect to heat transfer, flow field, and
entropy production.
To assess endwall heat transfer for the contoured endwall geometries, I used the
heat transfer coefficient, defined as
htc =
q′′
(TEW − T∞) . (2.66)
In this equation, q′′ is the convective heat flux per area (Wm−2) at the wall, de-
termined from the CFD solution, TEW the static temperature of the endwall, which
is prescribed constant as boundary condition, and T∞ the flow temperature at the
inlet.
To obtain a single value that characterizes endwall heat transfer, I area-averaged
the local htc according to
htc =
∫
AEW
htc dAEW∫
AEW
dAEW
, (2.67)
where AEW denotes the area of the contoured endwall.
A further variable used in this work to evaluate the created endwall contours is
the total pressure coefficient
Cp,tot =
p̂tot − p̂tot,in
1/2ρu1,in2
, (2.68)
where u1,in is the area-averaged x-velocity component at the inlet of the numerical
solution domain, defined as
u1,in =
∫
Ain
u1 dAin∫
Ain
dAin
, (2.69)
and p̂tot is the mass-flow-averaged total pressure according to
p̂tot =
∫
A,in
ρu1ptot dAin∫
A,in
ρu1 dAin
, (2.70)
with Ain denoting the cross-sectional area of the numerical domain’s inlet.
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Accordingly, the static pressure coefficient is defined as
Cp =
p− pin
1/2ρu1,in2
, (2.71)
where p is the static pressure and u1,in again is the area-averaged x-velocity compo-
nent at the inlet of the numerical solution domain.
Since the flow of a vane/endwall configuration involves strong vortex systems, I
used two methods to identify vortex cores in the numerical dataset: the Q-criterion
and the λ2-method. The first was proposed by Hunt et al. [16], the latter by Jeong
and Hussain [34]. Both methods are based on the fact that a vortex core has a
local pressure minimum and utilize the decomposition of the velocity gradient tensor
∂ui/∂xj into its symmetric part
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.72)
and its anti-symmetric part
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(2.73)
to create a new tensor that approximates the Hessian of the static pressure pij as
pij = Hp = ∂
2p
∂xi∂xj
≈ S2ij + Ω2ij . (2.74)
This allows to identify vortex cores from the three eigenvalues of S2ij + Ω
2
ij, which
are given as λ1 ≥ λ2 ≥ λ3. With these definitions, the λ2-method specifies a vortex
core as a connected region with two negative eigenvalues. This is identical with the
requirement that λ2 is smaller than zero in a vortex core. Physically, this means that
regions with λ2 < 0 indicate a local pressure minimum caused by the vortical motion
of the flow around it and thus constitute the core of a vortex. The Q-criterion also
uses these three eigenvalues in its definition
Q = −1
2
(λ1 + λ2 + λ3) (2.75)
and describes a vortex core as a connected region where the variable Q is positive.
This also requires λ2 < 0 as for the λ2-method, but additionally demands that
|λ1| < |λ2 + λ3|. Physically, the variable Q represents fluid regions which feature
a local balance between the shear strain rate and the vorticity magnitude which is
characteristic for the core of a vortex with swirling flow around it.
The ice-contoured endwalls used in this work were experimentally created with
the Ice Formation Method. As a natural method, the IFM is assumed to reduce
entropy production. Hence, I analyzed entropy production rates for the ice-contoured
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endwalls by determining the source terms of the entropy transport equation. The
latter is defined as
∂ρs
∂t
+
∂ρsuj
∂xj
=
∂
∂xj
(
k
T
∂T
∂xj
)
+
σij
T
∂ui
∂xj︸ ︷︷ ︸
ρS˙Diss
+
k
T 2
(
∂T
∂xj
)2
︸ ︷︷ ︸
ρS˙Heat
, (2.76)
whereas s indicates the specific entropy and σij stands for the viscous stress tensor. In
this equation, the last two terms on the right hand side describe entropy production
due to viscous dissipation and irreversible heat transfer processes. After applying
Reynolds-averaging to this equation, each of these entropy production terms is ex-
panded into two expressions: one for the entropy production on molecular level and
one for entropy production due to turbulent fluctuations. Hence, the following two
source terms describe entropy production by viscous dissipation, first at molecular
level due to mean velocity gradients
S˙Diss,mol =
µ
T
2{(∂u1
∂x
)2
+
(
∂u2
∂y
)2
+
(
∂u3
∂z
)2}
+
(
∂u1
∂y
+
∂u2
∂x
)2
+
(
∂u1
∂z
+
∂u3
∂x
)2
+
(
∂u2
∂z
+
∂u3
∂y
)2]
, (2.77)
and secondly due to fluctuating velocity gradients
S˙Diss,turb =
µ
T
2

(
∂u′1
∂x
)2
+
(
∂u′2
∂y
)2
+
(
∂u′3
∂z
)2
+
(
∂u′1
∂y
+
∂u′2
∂x
)2
+
(
∂u′1
∂z
+
∂u′3
∂x
)2
+
(
∂u′2
∂z
+
∂u′3
∂y
)2  . (2.78)
Similarly, two source terms arise for entropy production by heat conduction due to
finite temperature gradients, again caused by mean temperature gradients at molec-
ular level
S˙Heat,mol =
k
T 2
(∂T
∂x
)2
+
(
∂T
∂y
)2
+
(
∂T
∂z
)2 , (2.79)
and fluctuating temperature gradients
S˙Heat,turb =
k
T
2
(∂T ′
∂x
)2
+
(
∂T ′
∂y
)2
+
(
∂T ′
∂z
)2  . (2.80)
In the equations above, the primes indicate fluctuating variables due to turbulent
motion. The variables u1, u2, and u3 represent the velocities with respect to the
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three spatial coordinates x, y, and z. Furthermore, T is the static temperature and
µ and k describe the dynamic viscosity and the thermal conductivity of the fluid,
respectively.
To calculate Eqs. (2.77) and (2.79), I directly used the mean velocity and tem-
perature gradients from the numerical simulations. The fluctuating velocity and
temperature gradients, which appear as new unknowns due to the time averaging of
the equations, however, cannot be obtained from the numerical simulations. Hence,
the turbulent entropy production terms, Eqs. (2.78) and (2.80), need to be modeled
in accordance with the used turbulence model. Following Kock and Herwig [39], I
modeled these terms as follows. The turbulent dissipation term, Eq. (2.78), can be
related to the mean static Temperature T and the turbulence variables k and ω as
S˙Diss,turb = Cµ
ρωk
T
, (2.81)
where k is again the turbulence kinetic energy and ω its dissipation rate. Cµ is a
model constant (Cµ = 0.09). Assuming a constant turbulent Prandtl number and an
eddy-diffusivity approach according to Boussinesq for modeling the turbulent heat
flux, i.e. −u′iT ′ = αt∂T/∂xi, the turbulent heat conduction term, Eq. (2.80), can be
modeled by using its mean flow counterpart, Eq. (2.79), as
S˙Heat,turb =
αt
α
k
T
2
(∂T
∂x
)2
+
(
∂T
∂y
)2
+
(
∂T
∂z
)2  , (2.82)
where αt/α is the ratio of turbulent to laminar thermal diffusivity. In his work,
Kock [38] validated the above derived entropy production terms for the use with
Computational Fluid Dynamics. Later on, Hitz [31] compared results for all four
entropy production terms determined from CFD simulatons with a low Reynolds
number RANS turbulence model with DNS data and thus proved the applicability
of this evaluation method for the numerical setup that was also used in the present
work.
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3.1 Experimental Setup
The ice layers used in this study as endwall contours for the numerical simulations
were taken from the experiments of Haase [26]. This section first presents the vane
profile for which the endwall contours were generated. Subsequently, the test facility
and the parameters of the experiments are discussed. For further details see [26].
3.1.1 Vane Profile
The endwall contours in this study were created for the guide vane of a low pres-
sure turbine. The used vane profile is exemplary for such a turbine stage and was
developed by MTU Aero Engines for a design Reynolds number of ReC = 200,000.
Figure 3.1 shows the profile with its dimensions and characteristic parameters.
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Figure 3.1: Vane profile used for this study with characteristic parameters (C - True
chord, Cax - Axial chord, γ - Flow turning angle)
Table 3.1 summarizes the characteristic parameters of the vane profile. In the vane
row of the experimental channel, the vanes are mounted at a pitch of P = 62.4mm
and extend over the entire channel’s height, i.e. they have a span of S = 140.0mm.
Table 3.1: Parameters of vane profile
True chord C 84.7mm
Axial chord Cax 70.0mm
Flow turning angle γ 62.0◦
Pitch P 62.4mm
Span S 140.0mm
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3.1.2 Test Facility and Experiments
Figure 3.2 shows the test facility. It consists of a water cycle with a water tank, piping,
and an in-line water pump to drive the flow through the test section. The latter is
a three passage linear cascade of the investigated vane profile with rectangular inlet
and outlet channels upstream and downstream of it.
Figure 3.3 shows the linear cascade test section in detail. It holds two full vanes
and two half vanes resulting in three vane passages. The height of the test section
and hence the span of the two-dimensional vanes is S = 140mm. This results in the
values S/Cax = 2.0 and S/P = 2.24, which ensure independency of the secondary
flow structures of the top and bottom endwalls. Behind the vane cascade, tailboards
are mounted. Their opening angle is adjusted to set the cascade exit pressure in
such a way as to guarantee periodic flow conditions in the three vane passages. In
front of the vane cascade, a 1.4mm trip wire is installed to ensure repeatable inflow
conditions with a turbulent boundary layer. At its lower endwall, the test section
features a copper inlay. For the experiments, two different copper inlays were used:
a short one ranging from 80mm in front of the vanes to 80mm behind them (shown
in Fig. 3.3) and a long one extending from 280mm in front of the vane passage to
280mm behind it (see App. A.3). Both inlays are flush-mounted with the lower
endwall of the test section.
In the experiments, the copper inlay was cooled down to temperatures below the
freezing point of water and a constant water flow was set up through the test section.
As a result, an ice layer developed on the cooled copper inlay. The shape of this ice
Water tank
Water pump
Test
section
Figure 3.2: Experimental test facility (see Haase [26])
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Figure 3.3: Linear cascade test section (see Haase [26])
layer emerges from the phase interface between liquid water and solid ice, which is
influenced by heat removal due to the cooling of the inlay and heat addition due to
the heat transfer rates caused by the flow. The experiments were run until these two
processes balanced each other and steady-state was reached. In this state, the phase
interface is in thermal equilibrium and the shape of the ice layer remains unchanged
(see also Sec. 2.1). Since the Ice Formation Method is a natural approach, the so
created ice layer represents a naturally optimized and energetically advantageous
flow geometry. Hence, the steady-state ice layer is assumed to have minimum energy
dissipation and thus minimum entropy production rates.
As already pointed out by LaFleur [43], the shape of the ice layer only depends on
the flow velocity and the cooling of the baseline geometry, here, the temperature of
the copper inlay. Hence, Haase [26] used two control parameters to create different
ice layers in the experiment: the Reynolds number ReC,exp and the temperature ratio
Θexp. The Reynolds number is defined as
ReC,exp =
uexitC
νwater,∞
, (3.1)
with C being the true chord of the vane profile, νwater,∞ the kinematic viscosity of
the incident water flow, and uexit the velocity magnitude at the exit cross section of
the vane passage without ice formation. The non-dimensional temperature ratio is
defined as
Θ =
Tf − TCI
T∞ − Tf , (3.2)
where Tf, TCI, and T∞ denote, respectively, the freezing temperature of water, the
temperature of the copper inlay, and the water temperature of the flow. Appendix A.4
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holds the derivation of this variable. The test facility allows for a maximum tem-
perature ratio of Θ = 12.2. The maximum realizable Reynolds number is limited to
approximately Re
C ,exp = 72,000 due to limitations of the water pump. Hence, verifi-
cation of the found geometries at the design Reynolds number of ReC = 200,000 was
done numerically.
3.2 Numerical Setup
This section describes the setup used for the numerical simulations of the endwall
contours. At first, the modeling of the numerical setup for the baseline case of the
flat, uncontoured endwall is presented. Next, the procedure to obtain the contoured
endwalls from the experimental ice layers is discussed. The section ends by explaining
the setup of the numerical optimizations.
3.2.1 Flat Endwall Baseline
The flat endwall is the baseline for comparing all created endwall contours to. Hence,
I first developed a numerical setup for this baseline case. The same setup was then
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Flow
Periodic boundaries
Periodic boundaries
Figure 3.4: Periodic solution domain for the numerical simulations (Cax - Axial chord,
P - Pitch, S - Span, γ - Flow turning angle)
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also used for all contoured endwalls. As solution domain for the numerical simu-
lations, I used one periodic segment of the vane row with a vane and half a vane
passage above and below it. Preliminary investigations showed that a setup with a
complete vane passage between a pressure side and the adjacent vane’s suction side
is not suited for periodic boundary conditions. Since the periodic boundaries run di-
rectly through the wake behind the vanes, where high gradients of the flow variables
occur, such a setup produces a non-periodic behavior. Figure 3.4 shows the periodic
solution domain. The inlet is placed four axial chords upstream of the vane profile,
the outlet four axial chords downstream of it in the outflow direction. The outflow
region is inclined against the inflow region by the vane’s flow turning angle γ. The
vane pitch determines the width of the solution domain, the vane span its height.
The latter corresponds to the height of the experimental test section.
For the numerical simulations, I spatially discretized the solution domain with a
hybrid grid, created with the commercial grid generator CENTAUR [15]. At solid
walls, these grids have 20 structured prism layers to resolve the entire boundary
layer up to a near-wall distance of y+1 ≈ 1 for the first cells at the wall. To achieve
Figure 3.5: Grid used for spatial discretization of the solution domain; Cutting planes
shown in green
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Table 3.2: GCI study for flat endwall baseline: Grid parameters
Fine grid (G0) Used grid (G1) Coarse grid (G2)
Number of cells N 9,733,451 5,754,377 3,293,029
Refinement ratio r 1.191 - 1.204
Maximum y+1 2.72 2.64 4.32
this, I used a dimensional height of y1 = 50 m for the first cells at solid walls.
The remainder of the domain consists of unstructured tetrahedral cells. I clustered
cells in regions where I expected high gradients, e.g. at the vane’s leading and
trailing edge and in its wake. The final grid had a total of approximately six million
cells. Figure 3.5 displays this grid for the lower wall’s vane/endwall junction. The
figure illustrates the grid cells on the vane and the lower endwall as well as in two
cutting planes (shown in green) at the vane’s leading and trailing edge. These show
the prism layers that are generated at the walls. Note that I used this grid to
perform the numerical simulations at all Reynolds numbers from the experiments
(ReC = 34,000, 49,900, and 71,400). For the simulations at the design Reynolds
number of ReC = 200,000, I scaled down the height of the first cells at the wall to
y1 = 20 m in order to maintain a non-dimensional near-wall distance of y
+
1 ≈ 1.
To ensure that the numerical solution is grid independent, I conducted a Grid
Convergence Index (GCI) study according to Roache [67]. Based on the grid used for
the simulations (G1), I created a coarser (G2) and a finer grid (G0) and determined
the flow field solution on all three grids. These three solutions were then used in a
Richardson extrapolation to determine the solution for a hypothetic, infinitely fine
grid with vanishing discretization error. The GCI then describes the discretization
error for the used grid with respect to this infinitely fine grid. Table 3.2 shows the
parameters for the three grids. I coarsened and refined the used grid by a factor of
approximately 1.2, while keeping the height y1 of the first cells at solid walls constant.
Hence, the maximum y+1 varied between 2.72 and 4.32 for the three grids. Table 3.3
shows the results for the flat endwall GCI study. I evaluated the axial and crosswise
velocities as well as the static temperature at two positions at midspan. The first
position P1 lies 0.1Cax upstream of the vane leading edge, the second position P2
lies at the same distance downstream of the trailing edge (see also App. A.2 for
positions). For the velocity components, the GCI is at maximum 5%, except for the
crosswise velocity component (u2) in front of the leading edge (position P1). Here, the
differences between the numerical values are too small to yield a reasonable GCI. The
latter amounts to 30%, although the difference of the values between the three grids is
below 1%. For the static temperature, I observed only small differences for the three
grids. Upstream of the vane, the values are identical for all three grids, downstream
of it, the resulting GCI is as low as 2.23e−4%. Furthermore, I determined the GCI
for the area-averaged heat transfer coefficient of the lower endwall. It is below 2%,
which shows that endwall heat transfer is in good approximation independent of the
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Table 3.3: GCI study for flat endwall baseline: Results for axial (u1) and crosswise
(u2) velocity components, static temperature T and area-averaged endwall
heat transfer coefficient htc
Position Variable Fine (G0) Used (G1) Coarse (G2) GCI
P1 u1 (m s
−1) 6.35 6.33 6.34 2.89e−3
u2 (m s
−1) 0.163 0.162 0.161 0.30
T (K) 349.98 349.98 349.98 -
P2 u1 (m s
−1) 6.92 6.97 7.00 0.034
u2 (m s
−1) 12.87 12.95 13.05 0.051
T (K) 349.88 349.87 349.86 2.23e−6
Endwall htc (Wm−2K−1) 38.98 38.80 38.52 0.017
used grid. In addition, I also evaluated the grid influence in a plane that is located
0.5Cax downstream of the trailing edge and perpendicular to the outflow direction
(see App. A.2). This wake region features high flow gradients and is hence crucial for
determining grid independence. Figure 3.6 shows the local distribution of the Darcy
friction factor f and the heat transfer coefficient htc in this plane. The friction factor
is virtually independent of the used grid. For the htc, the results of the used grid
are in good agreement with those of the fine grid. The average GCI in this plane is
0.47% for the htc of the used grid. Appendix A.2 holds the full data set that forms
the basis of this GCI study.
For the CFD simulations of this study, I used ANSYS R© Fluent [4] version 12.1. It
uses a pressure-based approach to solve the set of governing equations with the SIM-
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Figure 3.6: GCI study for flat endwall baseline: Darcy friction factor f (left) and htc
(right) in plane located in vane wake flow, see App. A.3 for coordinate ζ
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PLE algorithm. To model turbulence, I employed Menter’s SST turbulence model
(see [58]) in low-Reynolds formulation and a constant turbulent Prandtl number
Prt = 0.85 to link momentum and thermal turbulence diffusivity. For discretiza-
tion of the equations, I employed second order schemes. Simulations were all done
steady-state. To judge convergence of the simulations, I consulted the normalized
residuals and monitor points for the flow variables at different positions of the solu-
tion domain. All simulations were run until the flow variables became constant for
the monitor points and the normalized residuals stopped decreasing. At this point,
residuals had dropped at least three orders of magnitude. As fluid for the numerical
simulations, I used compressible air as an ideal gas to determine the fluid’s density
and Sutherland’s law with three coefficients (see App. A.5) to obtain the fluid’s vis-
cosity. For the fluid’s thermal conductivity and its specific heat, I prescribed constant
values, since the temperature variation in the solution domain was within a range of
only 50K. Figure 3.7 shows the solution domain and the boundary conditions used
for the numerical simulations. As hydrodynamic boundary conditions, I prescribed a
constant mass flow rate at the inlet, with a turbulence intensity of Tuin = 5% and a
constant static pressure at the outlet. The mass flow rate at the inlet was determined
from the numerical Reynolds number used for the simulation. It is defined as
ReC,num =
uexitC
νair,∞
, (3.3)
where C is the true chord of the vane profile, νair,∞ the kinematic viscosity of the
incident air flow and uexit the velocity magnitude at the exit cross section of the
vane passage for the flat endwall baseline. Note that the definition of this numer-
ical Reynolds number differs from the one of the experimental Reynolds number,
Eq. (3.1), only by the different viscosities for water and air. As thermal boundary
conditions, I used a constant static temperature of the fluid at the inlet and a con-
stant temperature boundary condition at the lower endwall. To simulate endwall
heat transfer, the fluid temperature at the inlet was 50K above the temperature of
q′′ = 0
Periodicity
m˙in,
Tuin
, Tin
pout
TEW
Figure 3.7: Boundary conditions for numerical solution domain
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Figure 3.8: Distribution of static pressure coefficient around vane profile of Ligrani
and Jin [52]: numerical prediction and experimental data
the lower endwall. Heat transfer was only simulated for the lower endwall, the vane
and the upper endwall were prescribed as adiabatic. Note that for the simulations at
the design Reynolds number (ReC = 200,000), I prescribed fully developed velocity
and temperature profiles at the inlet, since the inlet region was too short to attain
fully developed flow profiles for this Reynolds number.
The above described numerical setup for the flat endwall needed to be validated in
order to prove that it yields reliable results. Since no experimental data is available
for the vane profile used in this work, I conducted the validation using a similar two-
dimensional vane profile from an experimental study of Ligrani and Jin [52]. This
study was conducted at similar Reynolds numbers as the ones used in the present
work. Figure 3.8 shows the distribution of the static pressure coefficient around the
vane profile as obtained with the numerical setup of this work and compares it to the
experimental data from [52]. The used numerical setup predicts the distribution of
the static pressure coefficient along the vane pressure side (upper line in plot) very
well. For the vane suction side, the numerical results are also in good agreement
with the experimental data. Merely at the rear suction side part of the profile the
numerical prediction differs slightly from the experiment. This validation proves that
the employed numerical setup of this work is capable of correctly predicting the flows
around turbine vanes.
3.2.2 Ice Contours
To utilize the experimentally created ice layers as endwall contours for the numerical
simulations, these needed to be digitized and processed for the numerical treatment.
The digitization was done by Haase [26] at the end of each experiment. He used a
54
3.2 Numerical Setup
M
oving
direction
of scan
system
Flow
Ice layer
L
as
er
C
C
D
cam
era
δ
β
Reference height
h
Figure 3.9: Laser triangulation method (left) and laser scanning of ice layer (right)
laser scan system from the company in-situ [32], which employs a laser triangulation
method to measure the height of the ice layer. Figure 3.9 (left) shows a schematic of
the laser triangulation method. The system uses a diode laser and a camera, which
is tilted by the angle β. It is calibrated to the copper endwall of the channel as
reference height. The system determines the local height of a point on the ice layer
by projecting a laser beam onto the ice surface and recording the lateral displacement
δ on the camera picture. With the known angle β between laser and camera, the
height h then simply results from the displacement δ by using trigonometry (h =
δ/sinβ). This height measurement has an accuracy of 0.094mm.
Figure 3.9 (right) shows an ice layer during the scan process. The scan system
digitizes the ice layer along a projected laser line. The system resolves 426 pixels
on this line with a distance of 0.129mm between the pixels. To scan the complete
surface of an ice layer, it moves on a linear traverse over the ice layer perpendicular
to the projected laser line and digitizes the ice layer line by line with a resolution of
0.2mm between two adjacent laser lines.
The outcome of this digitization is a three-dimensional scatter plot of the scanned
ice layer. Hence, I used MathWorksR© Matlab [57] to reconstruct the surface of
this ice layer. I then employed the so digitized ice layer as endwall contour for the
lower endwall of the solution domain. Figure 3.10 exemplarily shows such a solution
domain with a digitized ice layer as endwall contour. For the numerical simulations
with these ice-contoured endwalls, I used the same parameters for grid generation
and the same setup for the CFD as for the flat endwall baseline.
To validate the endwall heat transfer distribution predicted by the used numerical
setup, I compared it against experimental data from Haase [26]. For this purpose,
I simulated one exemplary experiment using the geometry of the entire test section
including an ice layer at ReC,exp = 49,900 and Θ = 8.5. However, since the laser
scan system only digitizes the ice layer on two of the three vane passages, I needed
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Digitized ice layer
Figure 3.10: Solution domain with digitized ice layer as lower endwall
to model the remaining parts by periodically extending the digitized data. This
replicated geometry then allowed for a simulation of the experiment using water as
fluid and the experimental boundary conditions. Figure 3.11 shows the distribution of
the heat transfer coefficient as predicted by the numerical model (left) and compares
it to the one obtained from the experiment (right top). The latter was obtained
from the thickness of the ice layer (Fig. 3.11, right bottom) using one-dimensional
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Figure 3.11: Distribution of heat transfer coefficient on ice contour obtained from
numerics (left) and from experiments (right)
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heat conduction (see [26]). Comparing the heat transfer distributions verifies that
the numerical setup predicts all relevant features of endwall heat transfer. These are
increased heat transfer around the vane leading edges, along the pressure sides, and
in the wakes of the vanes as well as reduced heat transfer along the rear part of the
vane suction sides. However, the numerical simulation overpredicts the maximal heat
transfer at the vane leading edges. For a quantitative comparison, I averaged the heat
transfer coefficient for the numerical and experimental data over both the full ice layer
and the ice layer in the middle vane passage. Considering the full ice layer, the average
htc predicted by the numerical simulation differs by 10.98% from the one obtained
from the experiment. For the heat transfer coefficient averaged over the middle vane
passage, the difference between numerics and experiment is 9.62%. These results
prove that the numerical setup reliably predicts the heat transfer distribution on the
endwall. Appendix A.6 holds the full data set of this validation.
In the present work, ice layers that have been experimentally created in water flow
were employed as endwall contours for numerical simulations of a gas turbine that
uses air as working medium. It was assumed that the changes in heat transfer that
occur due to the ice layer that develops in water flow are reflected likewise for air flow.
To validate this assumption, I again used the replicated experimental geometry with
ice layer (described above) and performed numerical simulations using both water
and air as fluid. In addition, I also simulated the reference case without ice layer for
both media. From these simulations I determined the average Nusselt number on
the endwall and calculated the ratio of ice layer to flat endwall for both water and
air. This yields a Nusselt number ratio of 1.095 for water flow and 1.079 for air flow.
Hence, the observed changes in heat transfer caused by the ice layers are similar for
water and air flow. This allows for the use of the ice layers created in water flow as
endwall contours for a gas turbine that operates with air.
3.2.3 Numerical Optimization
To optimize the endwall contours with the numerical optimization algorithm, I needed
to parametrize the endwall geometry in the region that should be optimized. The
parametrization serves the purpose to define the geometry of the endwall by only a
few parameters. In the present thesis, I used Be´zier splines, which describe an entire
curve by only a few control points (see also Sec. 2.6.2). For each parametrization,
I kept the x- and y-coordinates of these control points fixed. Hence, only the z-
coordinates of the control points, which describe the distance normal to the flat
endwall, define the geometry of the endwall contour. Figure 3.12 shows an endwall
geometry created with such a parametrization. Note that the parametrization is a
crucial part of the optimization process. It must be able to reproduce every possible
geometry from the entire decision space, in order not to preclude parts of it from the
optimization process. Hence, where applicable, I based the parametrization of the
endwall contours on the ice-contoured endwall geometries. Since the ice layers do
not have any restrictions on the decision space, a parametrization based on them is
also free of restrictions.
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Figure 3.12: Generic parametrization of endwall contour; Be´zier curves in red
For the numerical optimizations of this study, I used the genetic algorithm NSGA-II
from Deb et al. [21] as described in Sec. 2.6.1. Here, the endwall contours represent
the individuals of the genetic algorithm with the z-coordinate of the Be´zier control
points (height above flat endwall) being the genes or decision variables, respectively.
These describe the characteristics of each individual, i.e. the geometry of the end-
wall contour. During the optimization process, the genetic algorithm creates several
individuals and assigns a fitness based on a specified goal function to each individ-
ual. At the end of the optimization process the fittest individual is found, which is
optimal with respect to the goal function. In this study, I used CFD simulations
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Figure 3.13: Procedure used to assign the fitness to an individual
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to assign the fitness to each individual. Figure 3.13 shows the complete procedure
used for this fitness assignment. It first uses the parametrization to interpret the
decision variables as Be´zier control points and hence transforms the individual into
an endwall contour. Then, a grid is created and a CFD simulation is performed for
this geometry. The simulation is finally evaluated with respect to the desired goal
function, for example heat transfer at the lower endwall, and the result is assigned as
fitness to the individual. For the CFD simulations of the numerical optimization, I
used the same numerical setup as for the ice-contoured endwalls and the flat endwall
baseline.
The CFD simulations to evaluate the fitness of the individuals consume most of
the optimization’s runtime. Hence, in order to obtain a convergent flow field solution
as fast as possible, I used two speed-ups for the simulations during the numerical op-
timization: a smaller spatial grid and an initialization approach for the flow domain.
The GCI study for the flat endwall, see Sec. 3.2.1, shows that the results obtained
on the coarse grid (G2) are very similar to those of the grid which I used for the
numerical simulations of this study (G1). Especially the average heat transfer coeffi-
cient differs by only 0.7%. Thus, for the geometries created during the optimization
process, I applied the parameters from the coarse grid for grid generation.
In order to obtain the flow field solution with this grid fast, I tested different
techniques to initialize the solution domain of these geometries. For this test, I used
an endwall contour from a preliminary optimization run with the genetic algorithm
and the parametrization explained before. I then performed CFD simulations for
this geometry in Fluent, using three different techniques to initialize the flow field:
initialization with inlet values, interpolation from flow field solution of ice-contoured
endwall, and Fluent’s fast multigrid (FMG) initialization. For simulations with these
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Figure 3.14: Convergence behavior of area-averaged heat transfer coefficient for dif-
ferent flow field initialization techniques
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Table 3.4: Settings for NSGA-II
Crossover probability pcross 0.8
Crossover distribution index ηC 50
Mutation probability pmut 0.2
Distribution index for mutation ηm 10
three initialization techniques, Figure 3.14 shows the normalized, area-averaged htc
at the lower endwall versus the number of iterations. All values were normalized with
that of the fully converged solution. Initializing the flow field by interpolating from a
converged solution or by using Fluent’s FMG initialization shows a significant speed-
up of convergence. With these two initialization techniques, the flow field converges
within less than 2,000 iterations, whereas a simulation initialized with inlet values
needs more than 4,000 iterations until convergence. Since the FMG initialization is
quite time-consuming, I initialized the flow field for all geometries of the optimization
process by interpolating from the flow field solution of the corresponding ice contour.
For optimizations that were not based on an ice contour, I interpolated from the flow
field solution of the flat endwall baseline instead.
To verify the results from the numerical optimizations, I performed a concluding
CFD simulation for the final endwall contour of each optimization. For this simula-
tion, I applied the parameters of the used grid (G1) for grid generation, initialized the
flow field with inflow values and simulated as many as 8,000 iterations until complete
convergence of the solution.
For the NSGA-II algorithm, Deb at al. [19] suggest a population size of 2d, with d
being the dimension of the considered optimization problem. However, the dimension
of the optimization problem is not known a priori. Therefore, I assumed it to be
three and performed a preliminary test run of the numerical optimization, using
a population size of 23 = 8 individuals and 20 generations. A further test run
with the next higher dimension of d = 4 and hence a population size of 16 showed
an improvement of only 0.07%, however, at double runtime. Also, an increase in
the number of generations from 20 to 30 improved the goal function only by 3%.
Hence, for all numerical optimizations in this study, I used a population size of 8
individuals and simulated 20 generations. Table 3.4 lists the remaining settings used
for the NSGA-II optimization algorithm. An explanation of these variables is found
in App. A.1.2 and A.1.3.
3.3 Considered Cases
In this study, I considered three different cases, which combine the application of the
Ice Formation Method and of numerical optimization to create endwall contours with
reduced heat transfer. The first case initially uses ice layers from the experiments as
60
3.3 Considered Cases
endwall contours, which are afterwards used as starting points for further numerical
optimizations. The second case employs only ice layers resulting from experiments
with an enlarged copper inlay in the test section. For the third case I used solely nu-
merical optimization based on the flat endwall to create optimized endwall contours.
The following subsections describe these three cases in detail.
3.3.1 Ice Contours - Short Cooling Length
This is the most fundamental case of this study. For the numerical simulations of
the ice-contoured endwalls, I processed the ice layers that Haase [26] created with
the short copper inlay shown in Fig. 3.3 and embedded them into the lower endwall
of the numerical solution domain. Those parts of the ice layer that develop on the
cooled copper inlay up- and downstream of the vane passage are subject to constraints
imposed by the finite length of the cooled area. Hence, in these regions the ice layer
cannot evolve free of restrictions and I only took the ice layer within the vane passage
as endwall contour. The omitted areas up- and downstream of it, I replaced by linear
transitions. Figure 3.15 shows the final solution domain for an ice-contoured endwall
created with the short cooling length. For reference, the figure also includes the
dimension of the copper inlay for the short cooling length.
For this case, I also performed numerical optimizations using a parametrization
of the endwall contour based on the digitized ice layer. Figure 3.16 depicts the
parametrized endwall contour. In crosswise direction, the parametrization features
six Be´zier curves, that is two Be´zier curves at the three axial positions: 0%Cax
(profile leading edge), 50%Cax (mid of vane passage), and 100%Cax (profile trailing
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Figure 3.15: Ice contours short cooling length: Solution domain
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Figure 3.16: Ice contours short cooling length: Parametrized contour in isometric
(left) and top view (right) with Be´zier curves ( ), edges of transition
region ( ), edges from ice layer ( ), and curve junctions ( )
edge). Each axial position thereby features two curves, one in the pressure side
(PS) region and one in the suction side (SS) region. For reasons of periodicity,
the suction and pressure side Be´zier curves share a common point at the periodic
boundary. In streamwise direction, I used two Be´zier curves, B4,front and B4,rear.
These curves lie directly at the periodic boundaries, where they connect the Be´zier
curves running in crosswise direction. Note that the Be´zier curves in streamwise
direction are the same at the upper and lower periodic boundary of the solution
domain. Furthermore, I parametrized the rear suction side of the vane profile with
an additional Be´zier curve (B5), since the experiments indicated that this region can
be crucial for the contouring. This Be´zier curve connects B2,SS and B3,SS at the rear
suction side meeting points. The remaining edges at the vane were not parametrized.
Instead, I took the geometry of these edges from the digitized ice layer to keep the
benefits from the ice contouring. To ensure steadiness of the parametrized endwall
contour, I prescribed C1-steadiness (see Sec. 2.6.2 for definition) at all curve junctions.
Figure 3.17 (left) illustrates this for the junction of two Be´zier curves. The latter
is a control point of both curves and I specified it to lie midway in between the
two neighboring control points. Since both Be´zier curves are of the same order,
this ensures that they are C1-steady. At the leading and trailing edge, where the
transition regions merge into the parametrized endwall contour, see middle sketch
in Fig. 3.17, I prescribed C1-steadiness. For this purpose I used the z-coordinate
of the first control point of the Be´zier curve (a decision variable determined by the
optimization algorithm) and the axial length of the transition region. From these
values, I determined the slope at the merge position and hence calculated the z-
coordinate of the Be´zier curve’s second control point according to Eq. (2.62). At the
62
3.3 Considered Cases
junction
control
points
z
junction
control
points
z
junction
control
points
z
Figure 3.17: C1-steadiness at junction of two curves (left), merge position of transi-
tion regions and parametrized contour (middle), and rear suction side
(right) with edge from ice layer ( ) and polynomial function ( )
rear suction side (Fig. 3.17, right), I obtained the slope at the end of the edge from
the ice layer by calculating it from a polynomial function that approximates this edge.
Using this slope, I then determined the first two control points of the adjacent Be´zier
curve. Note that, for this considered case, the region of the contouring is restricted
to the vane passage, the transition regions are only the result of this contouring.
The parametrization of this case has a total of twelve decision variables, which
the optimization algorithm uses to create the different endwall contours during the
optimization process. The upper and lower limit of these decision variables I set to
0mm (height of flat endwall) and 10mm (≈ 7% span), respectively. Thus, the values
for the z-coordinates of the control points lie within the range 0mm < z < 10mm
and all endwall contours lie within a 10mm thick block above the vane passage of
the flat endwall baseline. Figure 3.18 shows the optimization space for this case.
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Figure 3.18: Ice contours short cooling length: Optimization space
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Figure 3.19: Ice contour long cooling length: Solution domain
3.3.2 Ice Contours - Long Cooling Length
In the experiments, Haase [26] additionally used an enlarged cooled copper inlay to
create ice layers that are restriction-free for a larger area of the flow geometry (see
App. A.3 for the copper inlay). I also processed these ice layers and embedded them
into the solution domain for numerical simulations. Figure 3.19 shows the solution
domain for such an ice-contoured endwall with long cooling length. The figure also
indicates the dimension of the enlarged copper inlay used in the experiment. For
this case, the ice layer ranges from 0.5Cax upstream of the vane passage to 1.5Cax
downstream of it. At its beginning, upstream of the vane passage, this ice layer grows
to a constant height in pitchwise direction. Hence, for the numerical simulations, I
shifted the digitized ice layer down by this height in order to make it even with the
flat endwall in the inlet region. Thus, a slight transition was necessary in the outlet
region to bring the geometry back to the height of the flat endwall. Note that I did
not perform numerical optimizations for the ice-contoured endwalls of this case.
3.3.3 Numerical Optimization from Flat Endwall
In addition to the optimizations based on the ice-contoured endwalls, I also performed
numerical optimizations for which the parametrization of the endwall contour is based
on the flat endwall. Figure 3.20 shows the used parametrization. As for the ice
contours, I only parametrized the vane passage and applied linear transitions up-
and downstream of it. This parametrization also uses six Be´zier curves in crosswise
direction (one Be´zier curve each in both the pressure (PS) and suction side (SS)
region) and two Be´zier curves at the periodic boundaries of the vane passage. In
contrast to the parametrization of the ice contours, I fully parametrized the vane
profile for this case. This yields the additional Be´zier curves B6, B7 and B8. Hence,
the parametrization of this case has a total of 21 decision variables. To obtain a
steady endwall contour, this parametrization also uses C1-steadiness at all curve
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Figure 3.20: Optimization flat endwall: Param. contour in isometric (left) and top
view (right) with Be´zier curves ( ) and edges of transition region ( )
junctions (see also Fig. 3.17). As for the optimizations based on the ice-contoured
endwalls, the optimization space for this case has a height of 10mm. However, for
this case, the optimization ranges from 5mm above the flat endwall baseline to 5mm
below it (see Fig. 3.21). This allows for an endwall contour with local heights below
the flat endwall baseline. Furthermore, for this case, I also performed a numerical
optimization with the optimization space being extended to 30mm, i.e. ranging from
15mm above to 15mm below the flat endwall baseline.
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Figure 3.21: Optimization from flat endwall: Optimization space
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4.1 Flat Endwall Baseline
The flat endwall serves as the baseline for this study and all contoured endwalls
are compared to this baseline case. Therefore, I present in this section the heat
transfer characteristics of the flat endwall and outline the underlying flow field with
its vortical structures. This is done for ReC = 49,900. Results showed that flow and
heat transfer characteristics are similar for the other Reynolds numbers.
For vane cascades, the flow features of the vane/endwall configuration dominate
endwall heat transfer. The flow behavior near the endwall thereby is essential to
understand the heat transfer. Figure 4.1 illustrates this near-endwall flow in terms
of numerical oil flow visualization on the flat endwall baseline. The numerical data
show all relevant flow phenomena, as presented in Figs. 2.4 and 2.5: the saddle point
region in front of the leading edge, the separation lines of horseshoe and passage
vortex and the shear flow downstream of the trailing edge.
Saddle point
Horseshoe vortex
separation line
(pressure side leg)
Horseshoe vortex
separation line
(suction side leg)
Passage vortex
separation line
Shear flow
Figure 4.1: Numerical oil flow visualization on flat endwall
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Figure 4.2: Distribution of heat transfer coefficient for flat endwall
Figure 4.2 shows the distribution of the heat transfer coefficient (htc) on the end-
wall, which results from the flow field near the endwall. It features maximum heat
transfer at the leading edge (a), minimum heat transfer at the rear suction side (b),
a region with high heat transfer at the rear pressure side (c), and, except for a small
stripe (d), increased heat transfer in the vane’s wake. Figure 4.3 illustrates the as-
sociated vortex system by path lines of the near-endwall flow. At the leading edge,
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Figure 4.3: Vortex system for flat endwall baseline
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Figure 4.4: Flat endwall baseline: Heat transfer and path lines at leading edge (left)
and at suction side of the vane (right)
the boundary layer rolls up into the horseshoe vortex, consisting of a pressure side
(brown) and a suction side leg (yellow). The pressure side leg evolves into the passage
vortex as it moves across the vane passage and, when it encounters the rear suction
side of the vane, it is deflected upwards (positive z-direction) along the vane. This
also causes the suction side leg to move upwards. Together with fluid from the mean
flow (blue), the suction side leg then merges into the passage vortex. The latter
extends from the rear vane passage downstream to the outlet.
Figure 4.4 (left) shows endwall heat transfer and path lines in the stagnation region
at the leading edge. Due to the pressure gradient, the incoming flow is deflected
downwards at the leading edge and impinges on the endwall, causing the maximum
heat transfer (a) at this position. At the suction side, see Fig. 4.4 (right), heat
transfer is high in the front region, where the suction side leg of the horseshoe vortex
forms. However, heat transfer drastically decreases as soon as the vortex leg moves
upwards along the vane and hence away from the endwall. Thus, minimum endwall
heat transfer is found at the rear suction side (b).
Figure 4.2 indicated high heat transfer along the whole pressure side due to the
pressure side leg of the horseshoe vortex, which evolves into the passage vortex on
its way through the vane passage. The highest heat transfer rates thereby occur at
the rear third of the pressure side. For this region, Fig. 4.5 (top) shows iso-surfaces
of the vertical velocity component. These reveal that the high heat transfer rates
are caused by the vortex inducing the highest velocities towards the endwall in this
region. In the vane wake, endwall heat transfer is governed by the passage vortex,
which remains until the outlet. Figure 4.5 (bottom) illustrates this by showing path
lines and velocities normal to the endwall in planes downstream of the vane. All
planes are perpendicular to the outflow direction. The vortex extends in outflow
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Figure 4.5: Flat endwall baseline: Heat transfer and velocity component in z-
direction at rear pressure side (top) and downstream of vane (bottom)
direction and rotates counter-clockwise in flow direction (see sketch on lower left).
Due to its rotation, it induces both upwards and downwards velocities close to the
endwall. The upwards velocities accelerate fluid close to the endwall away from it and
hence cause reduced heat transfer. The downwards velocities, in contrast, cause fluid
to impinge on the endwall and hence create regions with high heat transfer. Note
also the small secondary vortex (see magnification) induced by the vertical velocities
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at the endwall. As explained in Sec. 2.2 (see also Fig. 2.6), this vortex results from
the shear layer in between the two neighboring passage vortices. The vortex strength
and thus the induced velocities are highest at the vane’s trailing edge. This explains
the regions with maximum and minimum htc directly downstream of the vane. With
increasing distance to the vane, the strength of the vortex decreases, leading to lower
velocities in z-direction. Thus, heat transfer becomes more balanced towards the
outlet, however, a small stripe of low heat transfer (d) remains. This stripe indicates
the outer edge of the vortex, where the induced upwards velocities are maximal.
4.2 Ice-contoured Endwalls
For the short cooling length, Haase [26] created nine different ice layers in the test
facility, using three temperature ratios (Θexp = 6.5, 8.5, and 12.2) at each of the three
Reynolds numbers ReC,exp = 34,000, 49,900, and 71,400. This section presents the
results for the numerical simulations with these endwall contours at the experimental
Reynolds numbers.
To obtain the numerical solution domains with the ice-contoured endwalls, I pro-
cessed the digitized ice layers as described in Sec. 3.2.2. The numerical simulations
were then performed using the gas turbine medium air. Since the ice layers were
created in water flow, Reynolds number similarity was applied for all simulations,
that is ReC,exp = ReC,num. Results are first presented in terms of heat transfer and
later on in terms of entropy production, always beginning with the results for all nine
ice-contoured endwalls and subsequently analyzing one selected contour in detail.
4.2.1 Heat Transfer
To evaluate heat transfer for the ice-contoured endwalls, I compared their heat trans-
fer coefficients to the one of the flat endwall baseline at the same Reynolds number.
All heat transfer coefficients were obtained from the CFD simulations and were area-
averaged over the entire lower endwall. Figure 4.6 shows the percentaged reduc-
tions which the ice contours achieve compared to the baseline. It is notable that
all ice-contoured endwalls reduce average heat transfer compared to the baseline.
This shows that the Ice Formation Method reliably creates contours adapted to the
vane/endwall flow field and hence capable of reducing endwall heat transfer. The
degree of htc reduction thereby depends on the two competing parameters temper-
ature ratio Θ and Reynolds number ReC . The former determines ice growth on the
cooled copper inlay, i.e. the higher Θ, the colder the temperature of the copper for
a constant water temperature and the more ice grows on it. The latter determines
the melting rate of the ice due to heat transfer rates induced by the flow. That is,
with higher Reynolds number the flow induced heat transfer rates increase and the
contouring of the ice layer becomes more pronounced. For the lowest ReC (34,000),
the velocities of the flow and hence the induced heat transfer are only moderate
and therefore the grown ice cannot be contoured effectively by the flow. Thus, for
72
4.2 Ice-contoured Endwalls
1
6.5 8.5 12.2
0
1
2
3
4
5
Temperature ratio Θ (-)
A
ve
ra
ge
h
tc
re
d
u
ct
io
n
(%
)
ReC = 34,000
ReC = 49,900
ReC = 71,400
Figure 4.6: Average heat transfer reductions of ice-contoured endwalls compared to
flat endwall baseline
ReC = 34000 the reduction in area-averaged htc declines with increasing Θ since
ice growth becomes too dominant. For the highest Reynolds number (71,400), heat
transfer outbalances ice growth at the lowest temperature ratio of Θ = 6.5, resulting
in an endwall contour with low htc reduction. However, for this Reynolds number,
the flow’s heat transfer rates are high enough to also effectively contour thicker ice
layers. Hence, contouring becomes more pronounced with increasing Θ, which yields
ice-contoured endwalls with high heat transfer reductions. For the ice layers of the
mid Reynolds number (ReC = 49,900), ice growth and flow induced melting rates
are more balanced than for the other Reynolds numbers. Hence, the heat transfer
reductions for the ice layers of this Reynolds number do not have a clear trend. Heat
transfer reduction for the ice layer at Θ = 8.5 is lower than for the one at Θ = 6.5,
while the ice contour at the highest temperature ratio holds the lowest heat transfer
of all ice-contoured endwalls. Compared to the flat endwall, it reduces average heat
transfer by 5.20%. In the remainder, I refer to this contour as ICIFM.
Figure 4.7 depicts this contour in terms of its height levels (left) and in a three-
dimensional view (right). It features concave regions with low heights around the
leading edge (A), where the boundary layer rolls up into the horseshoe vortex causing
high heat transfer rates and thus low ice thickness. In the middle of the vane passage,
heat transfer is low, and hence the ice grows high at this position (B). The passage
vortex, which evolves from the pressure side leg of the horseshoe vortex, mainly
governs flow and heat transfer in the vane passage. Due to its rotational direction,
fluid impinges on the ice layer and causes high heat transfer rates at the rear pressure
side and hence low ice thickness. At the rear suction side, the passage vortex induces
velocities away from the endwall, resulting in low heat transfer. Hence, melting
rates are low and a height maximum (C) develops at this position. Note that this
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Figure 4.7: Ice-contoured endwall with short cooling length at ReC = 49,900 and
Θ = 12.2 (ICIFM): Height levels (left) and three-dimensional view (right)
steady-state ice layer is the result of a mutual interaction between flow field and flow
geometry. That is, both the geometry and the flow field differ from that of the flat
endwall baseline, thus causing a change in the heat transfer distribution.
Figure 4.8 shows the heat transfer distribution obtained for this ice-contoured
endwall from the CFD simulation (left) and compares it to the flat endwall by showing
the htc ratio of contoured to flat endwall (right). In this ratio, values above unity
indicate increased heat transfer for the ice contour, whereas values below unity show
regions where the ice-contoured endwall features lower heat transfer than the baseline.
The contouring significantly alters the heat transfer distribution, with local heat
transfer rates being both lower and higher than for the baseline. The most prominent
changes are a region with low heat transfer at the rear suction side (e), a band with
high and low heat transfer side by side in the rear pressure side passage exit (f), and
low heat transfer in the outflow region (g), which is, except for a small stripe (h),
lower than for the baseline.
The changes in endwall heat transfer are closely linked to the altered flow field due
to the contouring. Figure 4.9 shows the vortex system for the ice-contoured endwall
in terms of path lines (compare also to Fig 4.3). The contouring shifts the turning
of the passage vortex from pressure to suction side further downstream to the rear
part of the vane passage. As for the flat endwall, the passage vortex also impinges
at the rear suction side. However, due to the diverging geometry downstream of the
height maximum (see (C) in Fig 4.7), a recirculation zone develops at the end of the
suction side. This recirculation zone holds only low momentum fluid, resulting in the
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Figure 4.8: htc distribution for ice-contoured endwall ICIFM (left) and htc ratio of
contoured to flat endwall (right) at ReC = 49,900
low heat transfer rates (e) in this region. Furthermore, it causes a strong deflection
of the passage vortex directly behind the trailing edge and hence produces the band
(f) with increased htc, where the vortex induces impinging flow, and reduced heat
transfer where the vortex induces velocities away from the endwall. In addition, it
breaks up the vortex structures and inhibits that the pressure and suction side legs of
the horseshoe vortex form a strong passage vortex as this is the case for the baseline.
To outline these changes in the vortex structure, I extracted vortex cores using
the Q-criterion (see Sec. 2.7). Figure 4.10 shows the vortex cores for the contoured
endwall ICIFM and the baseline as iso-surfaces of Q = 8,000. The figure clearly shows
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Figure 4.9: Vortex system for ice-contoured endwall ICIFM at ReC = 49,900
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Figure 4.10: Vortex cores for contour ICIFM (left) and for flat endwall (right) at
ReC = 49,900
that, for the baseline, the passage vortex runs in outflow direction and exists almost
until the outlet. Due to this course of the passage vortex, heat transfer is high in the
outflow region for the baseline, except for the small stripe at the outer edge of the
vortex (see (d) in Fig. 4.2). For the ice-contoured endwall, the passage vortex does
not run as far downstream as for the baseline, since the contouring breaks up the
vortex system at the trailing edge by diffusing it. This causes an upwards shift of
the vortex system away from the endwall and a shorter spread of it in downstream
direction. This explains the low endwall heat transfer for the ice-contoured endwall
in the outflow region (g). In the latter, heat transfer rates are much lower for the
ice-contoured endwall than for the baseline, except for the small stripe (h). Note
that for this stripe, heat transfer is very low for the baseline. Hence, although heat
transfer is increased by the contouring, heat transfer rates are still low in this region.
To point out the local relationship between flow and heat transfer, I analyzed heat
transfer rates and the near-endwall flow field at the five cross-sections Ψ1-Ψ5 (see
Fig. 4.8, right). Figure 4.11 shows the local htc distribution on the endwall along the
dimensionless cross-section width ψ and the vertical velocity component (z-direction)
for the two cross-sections Ψ1 and Ψ2. The velocity contours are enhanced by path
lines which indicate the secondary flows in these cross-sections. As indicated in
Fig. 4.8, Ψ1 is located directly downstream of the leading edge and Ψ2 at 0.5Cax,
being perpendicular to the local flow direction. For comparison, results are shown for
both the ice-contoured endwall ICIFM and the baseline (BSL). In Ψ1, heat transfer
is maximal at the vane for both cases, since here the formation of the horseshoe
vortex induces high velocities towards the endwall. With increasing distance from
the vane, the htc significantly decreases, the ice contour having lower heat transfer
rates since the contouring alters the near-endwall flow field and induces upwards
velocities. Towards the periodic boundaries (ψ → 0 and ψ → 1), the contoured
endwall causes again downwards velocities and heat transfer rates approach those
of the baseline. In cross-section Ψ2, heat transfer rates are much lower. Here, heat
transfer is higher in the pressure side region than in the suction side region. The
highest heat transfer is located close to the pressure side and is caused by the pressure
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Figure 4.11: Distribution of heat transfer coefficient and near-endwall flow field for
baseline and ice contour ICIFM in cross-sections Ψ1 and Ψ2
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side leg of the horseshoe vortex. Although the contouring pushes the vortex leg closer
to the vane in this region, it reduces the induced downwards velocities. This results
in a lower maximum heat transfer. Furthermore, the ice-contoured endwall reduces
the amplitude of the htc in the pressure side region. In the suction side region, the
contouring produces slightly higher heat transfer than the baseline, however, heat
transfer rates are comparably low in this region.
Figure 4.12 shows endwall heat transfer and z-velocities plus path lines for the
three cross-sections Ψ3-Ψ5 in the outflow region (see Fig. 4.8, right), again for the
ice-contoured endwall ICIFM and the baseline. The cross-sections are perpendicular to
the outflow direction and located directly at the trailing edge, as well as at distances
of 1 and 2Cax downstream of it. For the flat endwall baseline, the heat transfer
distributions exhibit a distinct trend at all cross-sections. It features a maximum in
the pressure side region (0 < ψ < 0.5) and a minimum in the suction side region
(0.5 < ψ < 1). For each cross-section, solid lines indicate the positions of these
extrema in the near-endwall flow field. The path lines show that the suction side
leg of the horseshoe vortex merges into the passage vortex at the vane’s trailing
edge (cross-section Ψ3). This vortex is still present two axial chords downstream of
the trailing edge (cross-section Ψ5). The velocity contours also indicate the reasons
for the extrema observed in the heat transfer distribution. Maximum heat transfer
occurs at the position where the vortex induces the highest downwards velocities,
minimum heat transfer where it induces the highest upwards velocities. The induced
downward velocities are highest at the trailing edge and hence also the heat transfer
maximum attains the highest value in this cross-section. In the cross-sections further
downstream, the induced downwards velocities are clearly smaller and the value
for the heat transfer maximum decreases. In contrast, the upwards velocities do
not decrease that much with increasing downstream distance and the heat transfer
minimum has approximately the same value in all cross-sections. Note that this
minimum represents the small stripe of low heat transfer (d) in the outflow region
(see e.g. Fig. 4.2).
For the contoured endwall, both heat transfer and the near-endwall flow field differ
from the baseline. In the first cross-section (Ψ3), the contoured endwall also exhibits
an absolute maximum and minimum of htc in the pressure and suction side region,
respectively. The maximum is located at about the same position as for the baseline,
but takes a slightly higher value, since the contoured endwall features high downwards
velocities at this position. The absolute minimum is shifted to a higher ψ and holds a
smaller value than the baseline. Dashed lines indicate the positions of these extrema.
The velocity plot shows that the shift of the heat transfer minimum is caused by the
recirculation zone at the rear suction side, which pushes the pressure side leg of the
horseshoe vortex towards ψ = 1. Furthermore, the velocity field of the contoured
endwall is less homogeneous than for the baseline. It has small spots of positive
and negative z-velocities, which cause further local extrema in the heat transfer
distribution. Due to the deflection and breakup of the vortex system for the contoured
endwall, heat transfer is much lower in the cross-sections Ψ4 and Ψ5 than for the
baseline. In addition, heat transfer is more evenly distributed for the contoured
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Figure 4.12: Distribution of heat transfer coefficient and near-endwall flow field for
baseline and ice contour ICIFM in cross-sections Ψ3, Ψ4, and Ψ5
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endwall. The velocity plots show that in these cross-sections no vortices are present
near the contoured endwall and hence the heat transfer distribution does not have
a distinct maximum and minimum as for the baseline. For the contoured endwall,
a vortical structure is present though in Ψ5, however, it is too far away from the
endwall to influence near-endwall flow and heat transfer.
The last paragraphs outlined the effects of the ice-contouring on flow and heat
transfer both globally for the entire domain and locally for different positions on the
endwall. In order to further identify the regions that the contouring influences most,
I area-averaged the heat transfer coefficient over each of the five endwall segments
shown in Fig. 3.15. The same regions were used for the flat endwall baseline. Table 4.1
presents the results for both contours and the percentaged differences of contoured to
flat endwall, with positive values indicating increased heat transfer for the contoured
endwall. The contoured endwall achieves the highest heat transfer reduction in the
two regions downstream of the vane passage, due to the ice contour causing the
turning and break-up of the passage vortex. In the Transition outlet region, the
htc is reduced by more than 20%, in the Outlet region the reduction is over 13%.
Hence, these regions contribute the most to the total reduction of 5.20%. The Vane
passage itself, where the actual contouring is situated, exhibits a higher heat transfer
than the comparable region for the flat endwall. This is due to the fact that the
Ice Formation Method is a global optimization method, which creates an optimum
solution for the entire system, i.e. the complete endwall. The contouring in the vane
passage is just means to an end, to alter the passage vortex system and in this vein
create an endwall contour which globally reduces heat transfer.
Moreover, one must also consider that the ice contour in the vane passage has
a mean thickness of approximately 8mm, corresponding to 5.7% of the vane span
S. This reduction in cross-sectional area causes an acceleration of the flow and
thus a higher Reynolds number in the vane passage for the ice-contoured endwall.
As known from Reynolds analogy, this increased Reynolds number also increases
heat transfer. For turbulent flow, many correlations, such as Dittus and Boelter
(NuD = 0.023Re
0.8
D Pr
0.3, see [33]) or Kays et al. (Nux = 0.0287Re
0.8
x Pr
0.4 [36]), sug-
gest that heat transfer, i.e. the Nusselt number, scales with the Reynolds number
to the power of 0.8, that is Nu ∼ Re0.8. Therefore, to compare vane passage heat
transfer for the ice-contoured and the flat endwall independent of the Reynolds num-
Table 4.1: Heat transfer coefficients area-averaged over endwall segments for ice-
contoured endwall ICIFM and flat endwall baseline at ReC = 49,900
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
ICIFM 27.38 22.37 30.27 34.59 31.32 28.25
BSL 27.66 21.38 29.76 43.50 36.09 29.80
Difference −1.02% 4.63% 1.71% −20.48% −13.22% −5.20%
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ber in the vane passage, I consulted Nu/Re0.8. This yields Nu/Re0.8 = 0.016,019
for the vane passage of the baseline and Nu/Re0.8 = 0.015,692 for the ice-contoured
vane passage and hence a reduction of 2.04% for the ice-contoured endwall in this
region. These considerations exemplify the complexities that arise when comparing
the ice contours in the vane passage to the flat endwall. Furthermore, the fact that
the ice growth yields an elevated endwall in the vane passage not only affects heat
transfer rates in the vane passage but also influences flow and heat transfer for the
entire flow domain. The next section addresses this in detail.
Finally, it needs to be mentioned that the distinct geometrical features A, B, and
C (see Fig. 4.7) and their effect on flow and heat transfer, as described above for
the contour ICIFM, are present for all experimentally created ice contours. That is,
all combinations of ReC and Θ produce similar ice-contoured endwalls. However,
the magnitude of the contouring depends on these two parameters. That is, smaller
Transition
inlet
Ice contour Trans.
outlet
H
ei
gh
t
(m
m
)
0
2
4
6
8
10
h
tc
(W
m
−2
K
−1
)
0
20
40
60
80
100
120
Height
htc
λ2 iso-surfaces
Transition
inlet
Ice contour Trans.
outlet
Height
htc
λ2 iso-surfaces
Figure 4.13: Height levels, htc distribution, and iso-surfaces of λ2 = −4,000 for ice
contours at ReC = 34,000 and Θ = 8.5 (left) and ReC = 71,400 and
Θ = 12.2 (right)
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Reynolds numbers and higher temperature ratios yield more pronounced contours
with increasing amplitude between maximum and minimum occurring height. Fig-
ure 4.13 shows two further ice contours in terms of their height levels. Furthermore,
it displays the local htc distributions and the passage vortices in the outflow region
for these contours. Appendix A.7 shows the same plots for the remaining contours
of the short cooling length for completeness. All contours have in common that the
contouring, especially the height maximum at the rear suction side, causes an over-
turning of the passage vortex in the outflow region and hence reduced heat transfer
rates downstream of the vane passage. The recirculation zone downstream of the
height maximum, which results in a further break-up of the vortex structure, how-
ever, is only present for highly contoured ice layers. These are all contours at the
lowest Reynolds number of ReC = 34,000 and the one contour at ReC = 49,900 and
Θ = 12.2. Note that the contour at ReC = 71,400 and Θ = 12.2 does not feature
this recirculation zone, but also achieves a heat transfer reduction of 5.0%.
Influence of Endwall Elevation in Vane Passage In the experimental facility,
the cooled copper inlay is flush-mounted with the remaining lower endwall of the
test section. Hence, the ice layer, which grows on the endwall during the experiment,
protrudes into the channel. Together with the transition regions, the digitized ice
contour thus forms a trapezoidal endwall shape, the contour in the vane passage
being elevated compared to the flat endwall baseline. To assess the influence of such
an elevated endwall in the vane passage, I performed numerical simulations with
trapezoidal endwalls and evaluated their effect on flow and heat transfer. To create
these endwalls, I raised the flat endwall in the vane passage by the elevation height
h and used linear transitions of 80mm up- and downstream of it (see Figure 4.14).
For these trapezoidal endwalls, Fig. 4.15 displays the resulting area-averaged htc
values for the five endwall segments and the entire endwall versus the elevation h.
The graphs show that elevating the endwall in the vane passage leads to contours
with reduced total heat transfer compared to the flat endwall baseline. As for the
ice contours, the rear endwall segments downstream of the vane passage feature
Inlet Transition inlet Vane passage Transition outlet Outlet
h
Figure 4.14: Trapezoidal endwall contour with elevation h in vane passage
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Figure 4.15: Averaged heat transfer difference with respect to baseline for a trape-
zoidal endwall with vane passage being elevated by height h
the highest reductions in heat transfer, whereas the htc in the passage increases.
With increasing h, total heat transfer decreases, whereas vane passage heat transfer
increases. The latter observation results from the fact that the vane passage cross-
section reduces with increasing h, leading to higher velocities and hence increased
heat transfer rates.
Figure 4.16 shows endwall heat transfer and the core of the passage vortex for the
trapezoidal endwall with h = 8mm at ReC = 49,900. The figure illustrates that the
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Figure 4.16: Endwall heat transfer coefficient distribution (left) and passage vortex
core at Q = 8,000 (right) for trapezoidal endwall with h = 8mm at
ReC = 49,900
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Table 4.2: Heat transfer coefficients area-averaged over endwall segments for contour
ICIFM and trapezoidal endwall with h = 8mm at ReC = 49,900
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
ICIFM 27.38 22.37 30.27 34.59 31.32 28.25
h = 8mm 27.02 21.93 30.92 36.63 29.65 27.92
Difference −1.31% −4.63% 2.15% 5.90% −5.33% −1.17%
elevation of the endwall in the vane passage causes an overturning of the passage
vortex, which reduces heat transfer rates downstream of the vane passage and hence
leads to the reduction in total heat transfer. This yields two conclusions: First,
although the ice contouring contributes to the overturning of the passage vortex by
forming the height maximum at the rear suction side, this overturning is mainly
caused by the elevated endwall in the vane passage. Secondly, only elevating the
endwall in the vane passage already causes reductions in total endwall heat transfer,
however, inside the vane passage, the elevated flat endwall causes higher heat transfer
than the ice-contoured endwalls. To illustrate this last point, Tab. 4.2 shows the
averaged heat transfer coefficients for the ice-contoured endwall ICIFM (average height
approx. 8mm) and the comparable trapezoidal endwall at h = 8mm and outlines
the difference for the endwall segments. The trapezoidal endwall indeed features
slightly lower total heat transfer than the ice-contoured endwall, however, in the
ice-contoured vane passage, the ice contour holds smaller average heat transfer.
Note that the selection of the trapezoidal endwall at 8mm was logical but arbitrary.
Using another reasoning, one could have just as well selected a trapezoidal endwall
at a higher or lower elevation h, which for example corresponds to the maximum or
minimum occurring height level of the ice contour. However, the trapezoidal endwall
shall not constitute a further reference to compare the ice-contoured endwall to. It
is rather intended to show the influence of the elevated vane passage endwall on heat
transfer and to illustrate the difficulties that occur when comparing different endwall
contours amongst each other.
4.2.2 Entropy Production
Like every natural process, the Ice Formation Method tends to minimize the losses of
a system. Such losses convert parts of the available exergy into anergy. The amount
of converted exergy thereby corresponds to the produced entropy. This means that
the IFM creates contours with reduced entropy production. This was proven by
LaFleur [41] for a Couette flow. Lyulinetskyy [54] showed that ice layers in a channel
flow also feature reduced entropy production compared to the baseline geometry.
Hence, in this section, I present results for entropy production of the ice-contoured
vane endwalls and how these relate to the observed reductions in heat transfer. For
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Table 4.3: Averaged rates of terms contributing to entropy production for ice-
contoured endwalls with short cooling length and baseline at ReC =
49,900, in e−4WK−1
Θ S˙Diss,mol S˙Diss,turb S˙Heat,mol S˙Heat,turb S˙total
6.5 3.122
(0.081)
3.191
(0.321)
98.518
(−6.526)
58.044
(−0.043)
162.875
(−6.167)
8.5 3.179
(0.138)
3.115
(0.245)
100.283
(−4.761)
58.851
(0.764)
165.428
(−3.614)
12.2 3.188
(0.147)
3.282
(0.412)
96.444
(−8.600)
60.894
(2.807)
163.808
(−5.234)
BSL 3.041 2.870 105.044 58.087 169.042
brevity, I only show results for the ice contours at ReC = 49,900. Appendix A.8 gives
results for the other Reynolds numbers.
Table 4.3 holds entropy production rates for the three ice contours with short
cooling length and the flat endwall baseline (BSL) at ReC = 49,900. Shown are
the values for the four terms that contribute to total entropy production: molecular
dissipation S˙Diss,mol, turbulent dissipation S˙Diss,turb, molecular heat transfer S˙Heat,mol,
and turbulent heat transfer S˙Heat,turb (see Sec. 2.7 for the definition of these terms).
All values are averaged over the entire numerical domain. For all endwall contours,
including the baseline, entropy production due to heat transfer is more than one order
of magnitude higher than entropy production due to dissipation. This indicates that
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Figure 4.17: Average reductions in heat transfer and entropy production rates due
to molecular heat transfer with respect to baseline at ReC = 49,900
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heat transfer is the predominant source of losses for this type of flow. Furthermore,
molecular heat transfer contributes almost double to entropy production than tur-
bulent heat transfer. Comparing the ice-contoured endwalls to the baseline reveals
that the Ice Formation Method diminishes this biggest source of loss. Hence, entropy
production due to molecular heat transfer is reduced the most for the ice-contoured
endwalls, thus yielding a reduction of total entropy production.
For the three ice contours at ReC = 49,900, Fig. 4.17 shows the average reductions
in both heat transfer and entropy production due to molecular heat transfer. As can
be seen, the heat transfer reductions for the ice-contoured endwalls directly relate to
the reductions in entropy production. The higher the reduction in S˙Heat,mol for an
endwall contour, the higher also the average heat transfer reduction for this contour.
From one contour to another, both variables even scale with approximately the same
ratio. Thus, the heat transfer reductions achieved by the IFM directly result from
the method’s natural character to reduce entropy production for the main source of
loss, here entropy production due to molecular heat transfer.
Figure 4.18 shows the local, cross-section averaged entropy production rates due to
mean and turbulent heat transfer along the numerical domain for the ice-contoured
endwall ICIFM. This contour features the lowest entropy production (S˙Heat,mol) and
hence the highest reduction in heat transfer. Values are again normalized with the
flat endwall baseline; the gray background indicates the position of the vane. In the
inflow region, values for the contoured endwall are at the same level as those for
the baseline. Towards the leading edge, entropy production rates due to molecular
heat transfer increase, since the flow encounters the transition region. With the
beginning of the ice contour at the vane’s leading edge, these entropy production rates
significantly decrease due to the contouring. Downstream of the trailing edge, they
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Figure 4.18: Local, cross-section averaged entropy production rates due to mean and
turbulent heat transfer for ice-contoured endwall ICIFM at ReC = 49,900
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remain at about 20% below the value of the baseline since the Ice Formation Method
diminishes the vortical structures in this region. In contrast, entropy production
rates due to turbulent heat transfer are increased downstream of the vane passage.
However, these rates are much lower than those due to molecular heat transfer (see
also Tab. 4.3) and hence have only minor influence on heat transfer. This local
distribution shows again that the IFM significantly reduces entropy production due
to molecular heat transfer and thus causes a heat transfer reduction in the region of
the contouring and even downstream of it.
As stated above, the IFM reduces endwall heat transfer by minimizing entropy pro-
duction rates due to molecular heat transfer. Since Sec. 4.2.1 also showed a reduction
of endwall heat transfer for a trapezoidal endwall, it is interesting to compare entropy
production rates due to molecular heat transfer S˙Heat,mol for the ice-contoured endwall
to those of the trapezoidal endwall. Thus, for the Reynolds number of ReC = 49,900,
Fig. 4.19 shows the ratio of this variable for the ice contour ICIFM to the trapezoidal
endwall with h = 8mm. The values are plotted against the axial length of the
numerical domain; at each axial position, the values are integrated over the local
cross-section of the domain. Values above and below unity indicate, respectively,
higher and lower entropy production rates for the ice-contoured endwall. In the vane
passage, the ice contour features mostly lower S˙Heat,mol than the trapezoidal endwall
due to the contouring and hence lower heat transfer, as shown in Tab. 4.2. This also
results in lower entropy production rates for the ice-contoured endwall directly down-
stream of the vanes. In the outflow region, however, the ratio lies above unity, i.e.
S˙Heat,mol is higher for the ice contour than for the trapezoidal endwall. These entropy
production results confirm the trend that was seen for heat transfer. Compared to
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Figure 4.19: Ratio of entropy production rates due to molecular heat transfer for ice
contour ICIFM to trapezoidal endwall at h = 8mm (ReC = 49,900)
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the trapezoidal endwall, S˙Heat,mol and the average htc are lower for the ice-contoured
endwall in the vane passage and the transition outlet region, but higher in the outlet
region.
4.3 Endwall Contours from Numerical
Optimization
The section above already showed that the ice-contoured endwalls reduce average heat
transfer compared to the flat endwall baseline. Hence, these endwalls are well-suited
as starting points for subsequent numerical optimizations. Using the NSGA-II algo-
rithm, I performed such numerical optimizations starting from the three ice contours
at ReC = 49,900 and Θ = 6.5, 8.5, and 12.2. In each optimization, I parametrized
the ice contour with nine Be´zier curves and used an optimization space ranging from
0 to 10mm above the vane passage, as described in Sec. 3.3.1. This section presents
the endwall contours obtained from the numerical optimizations and describes their
heat transfer behavior. First, I show results for optimizations which aim at mini-
mizing global average heat transfer for the entire endwall. Afterwards, results are
presented for optimizations that pursued the goal to reduce average heat transfer in
the vane passage only.
4.3.1 Reducing Global Endwall Heat Transfer
As shown in the previous section, the Ice Formation Method’s goal function for this
type of flow is the global minimization of entropy production rates, especially those
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Figure 4.20: Average heat transfer reductions for endwall contours optimized on the
basis of ice-contoured endwalls at ReC = 49,900
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due to molecular heat transfer. This corresponds to an optimization with respect to
minimum global heat transfer. Therefore, I also used global heat transfer, averaged
over the entire endwall, as goal function for the numerical optimizations of this sec-
tion. Figure 4.20 shows the globally averaged reductions in htc for the three endwall
contours obtained from the numerical optimizations. The heat transfer reductions for
the ice-contoured endwalls, which form the basis of the numerically optimized con-
tours, are also included for reference. For all ice contours as initial geometries, the
subsequent numerical optimization yields endwall contours with similar reductions
in average heat transfer. Hence, it can be assumed that the optimization algorithm
creates endwall contours that are close to the global optimum for this flow configu-
ration, that is a global htc reduction of approximately 8% compared to the baseline.
Yet, there is the tendency that ice contours with higher non-dimensional temperature
ratio as starting geometries yield slightly higher heat transfer reductions after the
optimization.
Figure 4.21, which shows the endwall contours after optimization for all three ice
contours as starting geometries, confirms these observations. All optimized endwall
geometries exhibit a similar contouring. Compared to the ice-contoured endwalls,
see Fig. 4.7 and App. A.7, two changes are noticeable. First, the optimization lowers
the elevation at the vane passage entry and, secondly, it shifts the height maximum
in the rear vane passage from the suction side further into the vane passage. More-
over, the higher the temperature ratio of the initial ice-contoured endwall, the more
pronounced is the contouring after the optimization. This is especially visible for the
height maximum of the contouring. Hence, as for the ice-contoured endwalls, the
optimized endwall contour started from Θ = 12.2, in the following termed OCIFM,
yields the highest reduction in endwall heat transfer, which amounts to 8.49%. The
Flow Flow Flow
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Height (mm)
0 1 2 3 4 5 6 7 8 9 10
Figure 4.21: Height levels of endwall contours optimized on the basis of ice-contoured
endwalls at ReC = 49,900
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next paragraphs describe the numerical optimization process that yields this endwall
contour and explain how this contour alters the flow field and hence further reduces
heat transfer.
In order to find an optimum endwall contour, the NSGA-II creates a multitude
of endwall geometries and analyzes each with respect to the desired goal function,
here global, average endwall heat transfer. On the basis of this information, the
algorithm constantly refines the endwall geometry during the optimization process,
thus converging towards an optimum solution. For the contour OCIFM, Figure 4.22
characterizes this process by showing a bar plot of average endwall heat transfer for
each endwall geometry creted over the 20 generations of the optimization process.
Every generation thereby holds a population consisting of eight different endwall
contours, each represented by one bar. All values are normalized with the baseline.
For further reference, the value obtained for the ice-contoured endwall is also dis-
played. During the first generations, the optimization algorithm generates contours
with both higher and lower endwall heat transfer than the ice-contoured endwall.
However, these contours all have lower heat transfer than the flat endwall baseline,
since they originate from the ice-contoured endwall. For the contours of the follow-
ing generations, endwall heat transfer ever declines until the optimum contour with
minimum heat transfer is found in generation 15.
For this optimized contour OCIFM, Fig. 4.23 shows the Be´zier splines of the pa-
rametrized endwall after the numerical optimization (see Fig. 3.16 (right) for Be´zier
spline position). Together with the edges from the ice contour, these describe the
geometry of the optimized endwall contour, as it is shown in Fig. 4.21, right. The
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Figure 4.22: Average htc for all endwall contours created over the 20 generations of
the numerical optimization process, referred to flat endwall baseline
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six Be´zier splines in crosswise direction (B1-B3) all exhibit a similar trend, having
a convex shape in the pressure side region, which turns into a concave shape in the
suction side region. The Be´zier spline in streamwise direction at half pitch (B4) starts
at a low height at the vane passage entry and constantly increases in height forming a
convex bump in the rear vane passage. This bump defines the height maximum in the
rear vane passage for the optimized endwall contour. The Be´zier spline (B5) at the
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Figure 4.23: Be´zier splines B1-B5 for endwall contour OCIFM, optimized from ice-
contoured endwall at ReC = 49,900 and Θ = 12.2
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Figure 4.24: Endwall contour OCIFM, optimized on basis of ice-contoured endwall at
ReC = 49,900 and Θ = 12.2
rear suction side exhibits a slight convex curvature, which is less pronounced than for
the ice-contoured endwall, hence contributing to the shift of the height maximum in
pitchwise direction. Figure 4.24 depicts the optimized endwall contour OCIFM with
these Be´zier splines and the edges from the ice contour as three-dimensional views.
For the left image, the viewing direction is in flow direction and shows the geometry
at the front vane passage, for the right image it is against the flow direction and
shows the rear vane passage.
The above presented geometry of the optimized endwall contour further changes
the flow field, thus leading to the increased heat transfer reduction. To exemplify
Flow
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Figure 4.25: Distribution of heat transfer coefficient on endwall (left) and passage
vortex as Q = 8,000 (right) for optimized endwall contour OCIFM at
ReC = 49,900
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Table 4.4: Percentaged difference of area-averaged endwall heat transfer with respect
to baseline for ice-contoured endwall ICIFM and endwall contour OCIFM
optimized on basis of it
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
ICIFM −1.02% 4.63% 1.71% −20.48% −13.22% −5.20%
OCIFM −0.51% 1.17% 1.68% −21.74% −24.42% −8.49%
the flow field and its effect on heat transfer, Fig. 4.25 shows the optimized contour’s
htc distribution (left) and the passage vortex as iso-surface of Q = 8,000 (right).
Both images reveal that the optimization leads to an even stronger overturning of
the passage vortex than for the ice contour. Thus, the optimization amplifies the
effect that was already seen for the ice-contoured endwall and, in that vein, causes the
further reduction in heat transfer. Table 4.4 shows heat transfer averaged over the five
endwall segments described in Fig. 3.15 for both the optimized contour OCIFM and
the initial ice-contoured endwall ICIFM, which forms the basis for this optimization.
All values are in relation to the baseline and describe the percentaged difference
to it. In the front regions of the endwall, the optimization reduces heat transfer
only marginally in the Transition inlet region. Like the ice-contoured endwall, the
optimized endwall contour reduces heat transfer the most in the outflow regions
downstream of the vane passage since it displaces the position of the passage vortex
by deflecting it. In the vane passage, the optimized contour features higher heat
transfer than the baseline. However, this is not astonishing, since the goal function
for the optimization was heat transfer averaged over the entire endwall and not only
over the vane passage. Hence, the optimization algorithm accepts the increased heat
transfer in the vane passage in favor of a high heat transfer decrease downstream.
Note that this optimized endwall contour has a lower average height in the vane
passage than the initial ice contour, but features higher heat transfer reduction. In
addition, a trapezoidal endwall with a comparable elevation reduces the globally aver-
aged htc by only 4.51% compared to the flat endwall baseline, whereas the optimized
contour’s htc reduction amounts to almost twice this value. Therefore, the optimiza-
tion achieves the further heat transfer reduction by emphasizing the contouring in
the vane passage, while reducing the elevation of the endwall in the vane passage.
4.3.2 Reducing Vane Passage Endwall Heat Transfer
So far, I created all endwall contours with the goal to reduce average heat transfer for
the entire endwall of the numerical domain. Considering a real engine application,
however, endwall heat transfer is most important in the vane passage, since up- and
downstream of it rotating blade rows are present. Hence, I performed a numerical
optimization that used vane passage heat transfer as goal function to be minimized
by the optimization algorithm. For this optimization, I used the ice-contoured end-
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Figure 4.26: Endwall contour optimized with respect to minimum vane passage heat
transfer; based on ice contour at ReC = 49,900 and Θ = 8.5
wall at ReC = 49,900 and Θ = 8.5 as basis, applying the same parametrization as
before. Figure 4.26 shows the endwall contour that results from this optimization;
Appendix A.9.1 shows the underlying Be´zier curves. Its main feature is an elongated
elevation in the vane passage (D), which ranges from about 40% axial chord to the
end of the vane passage. In pitchwise direction, this elevation stretches across a
great part of the vane passage. At its beginning, the elevation lies closer to the vane
pressure side, but it turns towards the suction side in the rear vane passage.
Compared to the flat endwall baseline, this endwall contour achieves an average
htc reduction of 2.62% in the vane passage. For completeness, App. A.9.2 holds
average heat transfer rates for the remaining endwall segments of this contour in
comparison with the baseline. To outline the reasons for the heat transfer reduction
in the vane passage, Fig. 4.27 shows endwall heat transfer in the vane passage for
the optimized contour (left), the baseline (middle) and the heat transfer ratio of
optimized to baseline endwall (right). The optimized endwall significantly changes
the htc distribution in the rear vane passage, reducing heat transfer in the suction
side region and, more importantly, lowering heat transfer in the rear pressure side
region, where htc values are high for the baseline. However, at the very end of the
pressure side a small hot spot appears for the contoured endwall, which holds even
higher heat transfer than the baseline at this position. For this contour though, vane
passage heat transfer is also influenced by the reduced passage cross-section and the
resulting flow acceleration. Hence, consulting Nu/Re0.8, this results in an average
value of Nu/Re0.8 = 0.015,038 for the vane passage of the contoured endwall, while
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Figure 4.27: Distribution of heat transfer coefficient for contour optimized with re-
spect to minimum vane passage heat transfer (left), flat endwall baseline
(middle), and htc ratio of both contours (right) at ReC = 49,900
the comparable value for the baseline is Nu/Re0.8 = 0.016,019. This corresponds to
a reduction of 6.1% for the optimized endwall contour.
These changes in heat transfer are closely linked to the altered flow field in the
contoured vane passage. Since the elevation of the contoured endwall runs close to the
suction side in the rear vane passage, the contouring locally accelerates the flow and
extends the low pressure region at the suction side further downstream. Subsequently,
the decreasing height of the elevation towards the passage exit creates a diverging
geometry and hence causes a steep increase in static pressure in the vane wake. As
the rear suction side is sensitive to flow detachment, this pressure increase leads to a
region of separated flow at the suction side vane/endwall junction. Figure 4.28 (left)
illustrates this detached flow in terms of path lines colored by velocity magnitude.
The latter is low for the fluid flow in this recirculation zone. The right image of
Fig. 4.28 confirms this by showing the velocity magnitude in cross-sections along the
rear suction side. Hence, this recirculation zone only holds low momentum fluid and
thus reduces heat transfer in the rear suction side vane passage.
In the rear pressure side part of the vane passage, the elevation changes the velocity
component in z-direction. Figure 4.29 shows this velocity component at the rear
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Figure 4.28: Recirculation zone at rear suction side for contour optimized for vane
passage heat transfer from ice contour at ReC = 49,900 and Θ = 8.5
pressure side for the optimized endwall and the baseline. Due to the trench that
forms in between the rear pressure side and the elevation, the contouring yields
strongly increased downwards velocities at the rear pressure side/endwall junction.
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Figure 4.29: Vertical elocity component close to rear pressure side for contour op-
timized with respect to minimum vane passage heat transfer (left) and
flat endwall baseline (right) at ReC = 49,900
96
4.3 Endwall Contours from Numerical Optimization
Hence, at this position heat transfer is increased for the contoured endwall resulting
in the local hot spot at the very end of the pressure side. Towards the mid of the
vane passage in pitchwise direction, the present elevation induces upwards velocities
away from the endwall, which stretch the thermal boundary layer and thus reduce
endwall heat transfer in the rear pressure side vane passage. Note that the lowest
heat transfer also occurs at the position where the contouring induces maximum
upwards velocities.
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5.1 Ice Contour Long Cooling Length
For the case with the short cooling length, the ice layers grew only in the vane
passage free of restrictions; outside of it, ice growth was influenced by the finite
length of the cooled copper inlay. Hence, to create the numerical solution domain
from the experimental ice layers, I used linear transitions up- and downstream of the
vane passage to connect the ice layer to the remaining endwall. This also resulted
in an increased height of the endwall contour in the vane passage. As the preceding
chapter showed, it is hardly possible to use such an endwall configuration for reducing
average heat transfer in the vane passage.
Therefore, in order to get a larger restriction-free ice layer and thus avoid the
linear transitions and the elevation of the endwall in the vane passage, Haase [26]
used a significantly longer copper inlay, as described in Sec. 3.1.2. With this extended
cooling length, he created further ice layers in the test facility. These ice layers were
also digitized by the laser scanner, embedded in the numerical solution domain and
used for simulations with air as gas turbine medium. This section discusses the results
of the numerical simulation for one selected endwall contour with enlarged ice layer.
Results are first presented in terms of heat transfer; subsequently, the underlying
flow field is analyzed and the relations between flow features and the resulting heat
transfer rates are identified.
Height (mm)
E
F
F
G
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0
Ice contour
Vane passage
Flow
y
x
EF
F
y
x
z
F
low
Figure 5.1: Ice-contoured endwall with long cooling length at ReC = 49,900 and
Θ = 12.2: height levels (left) and three-dimensional view (right)
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5.1.1 Heat Transfer
Figure 5.1 shows the ice-contoured endwall with long cooling length at ReC = 49,900
and Θ = 12.2. The ice contour starts 0.5Cax upstream of the vane passage and
extends until 1.5Cax downstream of it. In order to avoid an elevation of the endwall
and hence a reduced cross-sectional area as for the endwalls of the short cooling
length, I shifted the digitized ice layer in spanwise direction so that its horizontal
beginning (0.5Cax upstream of vane passage) was at the same height as the lower
endwall of the solution domain. Hence, the span in the inlet region was equal to that
of the flat endwall baseline. Note that this caused a slightly higher cross-sectional
area in the vane passage than for the baseline. Upstream of the passage, the vanes
only affect flow and hence ice growth in the vicinity of the leading edge, where the
horseshoe vortex forms. Thus, at its beginning, the digitized ice layer is uniform
in pitchwise direction. Downstream of the vane passage, the passage vortex is still
present and only decays slowly, influencing ice growth far downstream. At the end of
the digitized ice layer, 1.5Cax downstream of the vane passage, the height still varies
in pitchwise direction with an amplitude of 1.1mm. This required a slight transition
region up to the end of the solution domain. Note that, in contrast to the contours
of the short cooling length, this ice-contoured endwall increases the cross-section of
the vane passage. However, this change in cross-sectional area is significantly smaller
than for the short cooling length.
At the beginning of the ice-contouring (E), the height of this endwall contour
rapidly decreases due to the forming horseshoe vortex, which causes high heat transfer
and hence low ice thickness in front of the vane in the experiment. The contour starts
to decline approximately0.35Cax upstream of the leading edge and the lowest height
is reached directly at the leading edge (F ), where the horseshoe vortex is strongest
and thus induces the highest heat transfer rates. In the middle part of the passage,
the height of the contour grows again, similar to the short cooling length. In the
rear vane passage and downstream of the trailing edge (G), the interaction of the
vortices once more causes high heat transfer and thus low heights. However, with
increasing distance from the trailing edge, the vortex system weakens and the height
of the contouring grows towards the outlet of the solution domain. Note that this
contour is different from the ice-contoured endwall of the short cooling length for the
same ReC and Θ (compare also Fig. 4.7). Especially between the leading edges and
at the rear suction side it features a much lower height than the contour created with
the short cooling length.
For this enlarged endwall contour, Figure 5.2 shows the heat transfer distribution
resulting from the numerical simulation and compares it to the flat endwall baseline.
At the beginning of the contouring upstream of the vane (i), the ice-contoured endwall
holds lower heat transfer than the baseline over the entire pitch due to the rapidly
diverging geometry at this position. Directly downstream, however, heat transfer is
significantly increased around the vane leading edge. At the suction side, the region
of high heat transfer persists until 50% axial chord and hence further downstream
as for the baseline. At the pressure side, the region of high heat transfer that moves
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Figure 5.2: htc distribution for ice contour with long cooling length at ReC = 49,900
and Θ = 12.2 (left) and flat endwall baseline (right)
across the vane passage (j), starts further upstream as for the baseline. In between
these two regions of high heat transfer, a strip with lower heat transfer (k) exists until
it encounters the suction side at approximately 70% axial chord. In the rear vane
passage and downstream of it, heat transfer is both higher and lower for the contoured
endwall since the contouring changes the vortex system in this region. The strip of
low heat transfer that exists until the outlet (l), indicates that the passage vortex
is not deflected as was observed for the ice contours of the short cooling length. In
average, heat transfer for this ice-contoured endwall is significantly higher compared
to the flat endwall baseline. Considering the entire endwall, the area-averaged htc is
5.52% higher than for the baseline, in the vane passage, the contour even features an
increase in heat transfer of 33.60%. The following section presents and discusses the
flow features that lead to such a drastic increase in heat transfer.
5.1.2 Flow Field
For the present flow configuration, endwall heat transfer is to a great extent gov-
erned by the vortex system that develops around the vanes and in the vane passage.
Figure 5.3 shows the vortex systems for the enlarged ice contour and the baseline in
terms of iso-surfaces of Q (top row) and path lines around the vane (bottom row).
For the iso-surfaces, I used Q = 8,000 for the baseline and Q = 20,000 for the ice
contour, since the vortex system is much stronger and vortex cores are hence identi-
fied by higher values of Q. Additionally, the endwalls are colored by their respective
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Figure 5.3: Vortex cores (upper row) and corresponding path lines (lower row) for
ice-contoured endwall with long cooling length at ReC = 49,900 and
Θ = 12.2 and flat endwall baseline
htc-distribution. The plots show that the flow of the ice-contoured endwall features
a clearly stronger horseshoe vortex than the baseline. That is, both the pressure
(HVPS) and the suction side leg of this vortex (HVSS) are more strongly pronounced
for the ice contour. This also leads to a stronger passage vortex, which develops from
the pressure side leg. Furthermore, the contouring changes the course of the pressure
side leg. Instead of running close to the front pressure side as for the baseline, it runs
rather in pitchwise direction almost perpendicular to the inflow direction. Therefore,
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also the position of the passage vortex (PV) is shifted. From the path line plot,
it becomes obvious how this changed vortex system affects heat transfer for the ice
contour. In the suction side region, the suction side leg of the horseshoe vortex and
the passage vortex cause the regions of high heat transfer at the vane and at mid
pitch. In between, both vortices induce upwards velocities, resulting in the strip of
low heat transfer (k). In the pressure side region, the position of the horseshoe vortex
pressure side leg causes high heat transfer in the front part of the vane passage (j).
Downstream of the vortex leg, the pitchwise pressure gradient drives a new boundary
layer across the vane passage which causes a moderate increase of heat transfer in
the pressure side region. In comparison, the vortices of the baseline and hence the
regions of increased heat transfer run closer to the vane in the front vane passage
and the passage vortex only causes high heat transfer in the rear pressure side re-
gion. This explains the significant increase in average htc for the vane passage of the
ice-contoured endwall.
As discussed for Fig. 2.3, the horseshoe vortex develops because of the velocity dis-
tribution in the boundary layer. Velocities close to the endwall are much smaller than
those in the free stream with greater distance from the endwall. When approaching
the leading edge, the flow is slowed down and the higher velocities in the free stream
result in a higher stagnation pressure than in the boundary layer close to the end-
wall. Hence, a downwards pressure gradient develops, which causes secondary flow
towards the endwall at the leading edge and hence a rolling up of the boundary layer.
Together with the main flow, this secondary flow forms the pressure and suction side
leg of the horseshoe vortex. Therefore, the formation and strength of the horseshoe
vortex depends on the pressure distribution and thus the induced vertical velocities
at the leading edge. Figure 5.4 shows these vertical velocities at the leading edge
for both the enlarged ice-contoured endwall and the flat endwall baseline. The plot
additionally holds the endwalls’ htc distributions. The rapidly diverging geometry of
Flow Flow
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Figure 5.4: Vertical velocities at leading edge for ice contour with long cooling length
at ReC = 49,900 and Θ = 12.2 (left) and flat endwall baseline (right)
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the ice-contoured endwall in front of the vane slows down the flow in the boundary
layer close to the endwall and hence increases the pressure gradient normal to the
endwall. This yields higher downwards velocities at the leading edge and forces more
fluid into the secondary motion of the horseshoe vortex.
Figure 5.5 shows the distribution of the static pressure coefficient Cp, flow path
lines and the endwall boundary layers in a plane upstream of the vane for both the
enlarged ice-contoured endwall and the baseline. The displayed plane lies at the vane
leading edge with a normal vector in y-direction. For the ice-contoured endwall, the
divergent region in front of the vane causes very low velocities in the lower part
of the boundary layer close to the wall. Hence, the boundary layer for the ice-
contoured endwall features a significantly higher gradient of kinetic energy normal
to the wall than the baseline boundary layer. This causes the higher downwards
pressure gradient at the vane leading edge for the ice contour and thus yields a
strong horseshoe vortex, which forms in the cavity in front of the vane. Note that
this horseshoe vortex itself is the reason for the changes in the boundary layer of
the ice-contoured endwall. Due to these changes, the ice-contoured endwall amplifies
both dimension and intensity of the horseshoe vortex, resulting in a more strongly
pronounced vortex system in the vane passage.
The higher downwards velocities predicted by the numerical simulations at the
leading edge of this ice-contoured endwall could also be confirmed by Particle Image
Velocimetry (PIV) measurements in the experiment (see Haase [26]). Figure 5.6
shows these measurements in the entry plane of the vane cascade for the flat endwall
baseline (top) and the ice contour with the long cooling length at ReC = 49,900 and
Θ = 12.2 (bottom). The plots are colored by the vertical velocity component u3
and hold arrows indicating the local flow direction in the plane. A comparison of
the vertical velocity components at the leading edges (y/P = −0.5 and y/P = 0.5)
shows that the concave regions, which develop with the ice-contouring around the
leading edges, significantly increase the downwards velocities at this position. This
verifies the numerical findings and indicates that the horseshoe vortex at the leading
edge becomes stronger due to the ice-contouring.
Chapter 4 as well as this chapter both revealed that it is difficult to use the Ice
Formation Method for creating ice-contoured endwalls with the goal of a reduced
endwall heat transfer for the flow around a turbine guide vane. The short cooling
length yielded ice contours with globally reduced average htc, however, similar htc
reductions could also be achieved by elevating the endwall in the vane passage. For
the long cooling length, average heat transfer was even higher than for the flat endwall
baseline. Especially in the vane passage heat transfer was substantially increased.
This resulted from the concave region, which the ice layer features around the front
part of the vane profile. This region proved to increase the strength of the horseshoe
vortex, leading to an intensified vortex system and hence increased heat transfer
in the vane passage. Note that this concave region was only partly present for the
endwall contours of the short cooling length and hence these contours did not intensify
the vortex system in the vane passage.
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Figure 5.6: PIV measurements of vertical velocity component at vanes’ leading edges
for baseline (top) and experimental ice layer with long cooling length at
ReC = 49,900 and Θ = 12.2 (bottom) [26]
Based on the above results, it must be concluded at this stage that the Ice Forma-
tion Method can only be used with reservations for the optimization of the considered
vane endwall. Two possible explanations for this might be the influence of the inflow
boundary layer condition on the behavior of the heat transfer in the cascade and the
definition of the baseline geometry. In contrast to other applications of the IFM for
a 180◦ bend [73] or a cylinder in cross-flow [13], the heat transfer behavior in the
region of the forming ice strongly depends on the condition of the inlet boundary
layer for the here considered vane endwall flow. For the bend, ice growth on the sep-
arating web is independent of the boundary layer condition at the inflow, since the
boundary layer is already fully developed upstream of the web. For the cylinder in
cross-flow, the boundary layer starts to develop at the cylinder and not upstream of
it. Therefore, the flow at the cylinder and hence ice growth are also rather indepen-
dent of the inflow conditions. This is different for the vane endwall flow considered
in this work. Since the horseshoe vortex arises from the incoming boundary layer,
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the vortex system and hence heat transfer in the vane passage strongly depend on
the condition of the boundary layer upstream of the vane. The growing ice at the
beginning of the cooled copper inlay, however, accelerates the flow, thus changing
the state of the incoming boundary layer. Hence, the contoured ice layer that grows
in the vane passage forms on the basis of this boundary layer, which has a different
condition than the incoming boundary layer of the flat endwall. This needs to be
kept in mind when comparing the ice-contoured endwalls to the flat endwall. The
latter was though used as baseline geometry for this study, since it constitutes the
most fundamental endwall for comparison. For consistency, I always used this flat
endwall with a span of S, to compare all created endwall contours to. The ice con-
tours of the short cooling length already showed that the evaluation of their heat
transfer performance is significantly different if it is compared to this flat endwall
or to a trapezoidal endwall with elevated vane passage. For the long cooling length,
I shifted the ice layer down in spanwise direction, so that the ice layer in the inlet
region had the same span as the baseline. However, I could have also constructed
the ice-contoured endwall in such a vein that the ice layer of the outlet region has
the same span as the baseline. Associated to this is the fact that it is also difficult
to compare the different endwalls at the same flow parameters. Since the growing
ice reduces the cross-section of the test section, it increases flow velocity and hence
also heat transfer. This causes different flow parameters in the region of ice growth
and hinders the comparison of different endwall contours. All these considerations
illustrate the complexities that arise when comparing the contoured endwalls created
by the Ice Formation Method to a baseline geometry.
5.2 Optimization from Flat Endwall Baseline
The chapters before showed that with the current experimental setup of the IFM, it is
very difficult to reduce endwall heat transfer in the passage between the vanes. Even
with a subsequent numerical optimization based on the ice-contoured endwalls, vane
passage heat transfer could only be reduced by about 2.68% compared to the flat end-
wall baseline (see Sec. 4.3.2). One reason for this is the reduction of the cross-section
in the vane passage, which increases flow velocity and thus heat transfer. Therefore,
I performed a numerical optimization based on the flat endwall in order to reduce
vane passage heat transfer. For the parametrization of the vane passage, this opti-
mization used the same Be´zier curves in pitchwise direction as the parametrization
of the ice-contoured endwalls. However, instead of using the height information at
the vane’s pressure and front suction side from the ice contour, I parametrized the
entire vane profile with Be´zier curves. Furthermore, the optimization space for this
case extends from 5mm below the flat endwall to 5mm above it, so that the height
of the resulting endwall contour can locally be both higher and lower than the flat
endwall baseline. Section 3.3.3 describes the used parametrization in detail.
Figure 5.7 shows the resulting endwall contour OCBSL, created with this parametri-
zation and the goal function of minimum vane passage heat transfer. The contouring
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Figure 5.7: Endwall contour optimized from flat endwall baseline at ReC = 49,900
has four distinct regions: two convex regions with maximum height, as well as two
concave regions with minimum height. Upstream of the vane passage, a large concave
region (H) develops at half pitch and reaches into the front vane passage until the
vane’s pressure side. In between this region, a convex bump (I) is present at the
leading edge. A further convex elevation at the rear suction side (J) determines
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Figure 5.8: Three-dimensional view of endwall contour OCBSL at ReC = 49,900
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the contouring of the suction side vane passage. In contrast to the contouring at
the leading edge, the trailing edge features a small concave height minimum (K).
Note that all Be´zier curves for the contouring lie within the vane passage. Up-
and downstream of the vane passage, the contouring smoothes out in the transition
regions. Appendix A.10.1 holds the Be´zier curves for this contour as obtained from
the numerical optimization. Figure 5.8 shows a three-dimensional view of this contour
in streamwise direction upstream of the vane passage (left) and against the streamwise
direction downstream of it (right).
For this optimized endwall contour OCBSL, Fig. 5.9 shows the heat transfer dis-
tribution in the vane passage (top) and compares it to the baseline (middle). Fur-
thermore, the figure displays the htc ratio in the suction and pressure side region
(bottom). The optimized endwall reduces heat transfer in large parts of the vane
passage, especially close to the front suction side (m) and along the pressure side
(n), where heat transfer is high for the baseline. Only at the two spots (o) and (p),
heat transfer close to the vane is increased for the optimized contour. The latter also
exhibits an htc increase in the front suction side region (s), however, heat transfer
rates are very low in this region. In average, this contour reduces heat transfer in
the vane passage by 7.07% compared to the baseline. Outside the vane passage,
this endwall contour increases heat transfer close to the leading edge (q) and in the
pressure side region downstream of the trailing edge (r). This is due to the fact that
only average heat transfer in the vane passage was prescribed as goal function to
be reduced in the optimization. The increased heat transfer at the leading edge is
undesirable, since this is the position of maximum heat transfer for the flat baseline.
Considering the average htc over the entire endwall, the optimized contour yields a
reduction of 1.20% with respect to the baseline. For completeness, App. A.10.2 holds
the average htc values for all endwall segments of this contour.
The reduced vane passage heat transfer for the optimized endwall can be traced
back to the contouring changing the structure of the horseshoe and the passage vor-
tex. Figure 5.10 outlines these changes by comparing the vortex structure for the flat
baseline and the optimized contour in terms of iso-surfaces of Q = 8,000. The latter
are plotted together with the htc distributions of the two endwalls. The contouring
of the optimized endwall, primarily the convex elevation at the leading edge (I) (see
Fig. 5.7), clearly reduces the formation of the horseshoe vortex around the front part
of the vane, both at the suction (1) and the pressure side (2). The increasing height
towards the leading edge locally accelerates the flow near the endwall and narrows
the boundary layer in front of the leading edge, causing less fluid to roll up into the
horseshoe vortex. To exemplify this point, Fig. 5.11 shows the near-endwall flow field
upstream of the vane for the optimized contour OCBSL and the flat baseline. The
flow is shown in an x-z-plane at the vane leading edge, including velocity boundary
layers at selected positions. The boundary layer plots clearly show the effect of the
contour’s increasing height towards the vane leading edge. That is, the convergent
endwall geometry accelerates the lower part of the boundary layer close to the end-
wall and hence adds kinetic energy to it. This results in a flatter velocity profile
for the optimized endwall contour with a reduced difference of kinetic energy in wall
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Figure 5.9: Distribution of heat transfer coefficient for optimized endwall OCBSL
(top), flat endwall baseline (middle) and htc ratio of both contours (bot-
tom) at ReC = 49,900
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normal direction. Thus, when approaching the vane leading edge, the rise in static
pressure is similar in large parts of the boundary layer, reducing the pressure gra-
dient towards the endwall. The reduced pressure gradient lessens fluid flow towards
the endwall at the leading edge and thus weakens the formation of the horseshoe
vortex. In addition, the convex elevation rapidly decreases in height downstream of
the leading edge, decelerating the flow close to the vane endwall junction. Both these
facts damp the formation of the horseshoe vortex for the optimized geometry. This
finding agrees well with the results obtained by Zess and Thole [84]. They reported
that the horseshoe vortex can be eliminated by applying a leading edge fillet to a
vane profile. The geometry of this fillet was similar to the convex region (I) at the
leading edge obtained from the optimization of the present endwall contour. Further
publications [24, 51, 55] also observed a weakening of the horseshoe vortex by fillets
located at the front part of different vane profiles. The weakening of the vortex sys-
tem by these fillets thereby depends on the same physical principles as those observed
for the convex elevation of the present endwall contour.
However, the convex elevation also increases maximum heat transfer at the lead-
ing edge, since the axial flow has a component normal to the endwall, due to the
inclination of the endwall at this position. As the boundary layer plots in Fig. 5.11
show, this narrows the thermal boundary layer at the endwall. Similar to the velocity
profiles, also the temperature profiles become flatter in the convergent region of the
ice-contoured endwall. The flatter temperature profiles feature higher temperature
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Figure 5.10: htc distribution and vortex system in terms of Q = 8,000 for endwall
contour OCBSL (left) and baseline (right) at ReC = 49,900
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gradients at the wall and hence cause the increased heat transfer at the leading edge.
Hence, for using this endwall design in an engine application, further local optimiza-
tion of the endwall in the vicinity of the leading edge is required to reduce maximal
heat transfer at this position.
As the vortex cores in Fig. 5.10 show, the contouring also changes the structure
of the passage vortex in the rear vane passage. Due to the contouring, the passage
vortex extends over the entire pitch in the rear part of the vane passage. Thus, this
vortex becomes stronger at the rear pressure side (3), resulting in the increased heat
transfer rates compared to the baseline (p). Furthermore, the passage vortex for
the contoured endwall also reaches further upstream in the suction side region (3),
resulting in the increased heat transfer rates at this position (s).
In the paragraphs above, the parametrization based on the flat endwall proved
successful for reducing endwall heat transfer inside the vane passage. In order to see
if this parametrization allows for an even higher heat transfer reduction in the vane
passage, I conducted a further optimization with an enlarged optimization space.
The latter has a height of 30mm and ranged from 15mm below the flat endwall
to 15mm above it. Hence, the optimization space is three times as high as for the
endwall contour OCBSL and enables a more pronounced contour in the vane passage to
develop during the numerical optimization. Figure 5.12 shows the optimized endwall
contour with these settings; in the remainder referred to as OCBSL,2. Due to the
similar parametrization, the geometry of this endwall contour is similar to the one
of the contour OCBSL. It also features a convex elevation at the leading edge (L), a
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Figure 5.12: Endwall contour optimized from flat endwall baseline with extended
optimization space at ReC = 49,900
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height minimum in the front pressure side region (M), and a height maximum that
extends from the rear pressure side into the vane passage (N). However, the contour
is in average at higher z-levels, which magnifies the height maxima and lessens the
height minima.
For this endwall contour OCBSL,2, Fig. 5.13 shows the heat transfer distribution
in the vane passage and compares it to the baseline. Due to the convex elevation
at the leading edge, the contour holds increased heat transfer at this position (t),
as discussed before for the contour OCBSL. Downstream of the leading edge, heat
transfer is reduced along the front suction side and along most of the pressure side,
which is a region of high htc for the baseline. Especially in the front pressure side
region (u), heat transfer is significantly lowered compared to the baseline. In the
suction side region, the contour increases heat transfer rates slightly (v) and hence
homogenizes the htc in the vane passage. Downstream of the vane passage, however,
this contour also induces a region of increased heat transfer in the pressure side
region (w). The most beneficial feature of this contour is the significantly reduced
heat transfer in the pressure side region of the vane passage.
To understand the reasons for this local htc reduction, Fig. 5.14 shows the vortex
system in the pressure side region of this contour (left) and associated path lines
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Figure 5.13: htc distribution for optimized endwall OCBSL,2 (left) and flat baseline
(right) at ReC = 49,900
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(right). The figure clearly shows a recirculation zone at the height minimum in the
front pressure side region. Its low momentum fluid isolates the endwall from the hot
gas of the core flow and hence causes the observed low heat transfer rates. Further-
more, the recirculation zone shifts the pressure side leg of the horseshoe vortex and
thus also the passage vortex upwards and hence away from the endwall. This explains
the low heat transfer along the vane pressure side. Note that the passage vortex is
also weakened since the convex elevation in front of the leading edge weakens the
pressure side leg of the horseshoe vortex. Based on the explained heat transfer dis-
tribution, the endwall contour OCBSL,2 decreases heat transfer in the vane passage by
13.22% compared to the baseline. This constitutes a considerable reduction in vane
passage heat transfer. If heat transfer is averaged over the entire endwall, this contour
achieves a reduction of 6.90% with respect to the flat endwall (see Appendix A.11.2
for more details). The high reduction in overall heat transfer thereby results from
the fact that the height maximum at the rear pressure side causes an overturning
of the passage vortex and hence reduces heat transfer downstream of the vane pas-
sage, as was already observed for the ice-contoured endwalls. Contrary to the heat
transfer reductions, which this contour achieves compared to the baseline, is however
the increased maximum heat transfer at the leading edge, which requires additional
cooling. Furthermore, from an aerodynamic point of view, the recirculation zone in
the front pressure side region is undesirable because it increases aerodynamic loss.
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Figure 5.14: htc distribution with vortex system as Q = 8,000 (left) and path lines
of recirculation zone (right) for contour OCBSL,2 at ReC = 49,900
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6.1 Flat Endwall Baseline
Before I discuss the behavior of the novel endwall contours at the design Reynolds
number, I show in this section the effect of the higher Reynolds number on endwall
heat transfer for the flat baseline. Figure 6.1 shows the local distribution of this
endwall’s heat transfer coefficient at the experimental Reynolds number (ReC =
49,900) and the design Reynolds number of ReC = 200,000. For the latter, heat
transfer increases due to two reasons. First, as known from the Reynolds analogy,
heat transfer scales with the flow velocity and hence with the Reynolds number. This
explains the higher heat transfer rates for the boundary layer type flow upstream of
the vane. Second, the higher Reynolds number also increases the strength of the
vortices. These induce higher vertical velocities near the endwall and thus enhance
heat transfer. Since the vortex system dominates endwall heat transfer, the last effect
has a great impact on heat transfer for the design Reynolds number.
To demonstrate this last point, Tab. 6.1 shows the average htc for the endwall
segments of the flat baseline for ReC = 49,900 and ReC = 200,000 plus additionally
the factor by which heat transfer increases. In the Inlet region, before the flow
encounters the vane, heat transfer is only governed by a boundary layer flow and
hence the heat transfer increase is lowest in this region. As soon as the vortex system
around the vane starts to play a role for heat transfer, the factor for the heat transfer
increase grows. Thus, it is already higher for the Transition inlet region, since this
region contains the rolling-up of the boundary layer at the leading edge. For the
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Figure 6.1: Distribution of heat transfer coefficient for flat baseline at experimental,
ReC = 49,900, (left) and design Reynolds number ReC = 200,000 (right)
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Table 6.1: Average htc for endwall segments of flat baseline at experimental Reynolds
number (ReC = 49,900) and at design Reynolds number (ReC = 200,000)
ReC Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
49,900 27.66 21.38 29.76 43.50 36.09 29.80
200,000 36.45 37.36 58.48 85.30 72.99 50.49
Factor 1.31 1.73 1.94 1.93 1.98 1.67
Vane passage and the regions downstream of it, heat transfer increase for the design
Reynolds number is highest, since these are the regions that are mostly affected by
the increased strength of the passage vortex. Heat transfer in these regions is for
the design Reynolds number approximately twice as high as for the experimental
Reynolds number. In total, endwall heat transfer at the design Reynolds number is
approximately 1.7 times higher than for the experimental one.
6.2 Ice Contours Short Cooling Length
This section first presents results at the design Reynolds number for all ice-contoured
endwalls from the experiments with short cooling length and then for the endwall
contour ICIFM, optimized on basis of the ice contour at ReC,exp = 49,900 and Θ =
12.2.
6.2.1 Ice-contoured Endwalls
To examine their performance at the design Reynolds number, I used the endwall con-
tours from the experiments with the short cooling length (see Sec. 4.2) and simulated
them numerically for ReC = 200,000. Figure 6.2 shows the average reductions in end-
wall heat transfer for these contours, referred to the baseline at the design Reynolds
number. Note that ReC,exp only indicates the Reynolds number at which the contours
were created in the experiment; all contours were simulated at ReC = 200,000. Also
for the design Reynolds number, all ice-contoured endwalls have lower average heat
transfer than the flat endwall baseline. For the different combinations of Reynolds
number and non-dimensional temperature ratio, these reductions exhibit a similar
trend as for the experimental Reynolds numbers (see also Fig. 4.6). However, heat
transfer is reduced even more at the design Reynolds number. As for the experimen-
tal Reynolds numbers, the ice-contoured endwall ICIFM, created in the experiment
at ReC,exp = 49,900 and Θ = 12.2, reduces heat transfer the most. This reduction
amounts to 9.05% and is thus higher than the reduction of 5.20% at the experimental
Reynolds number.
For this contour, Tab. 6.2 shows the percentaged htc differences for the different
endwall segments, both at the experimental Reynolds number of ReC = 49,900 and
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Figure 6.2: Average heat transfer reductions of ice-contoured endwalls with short
cooling length at design Reynolds number
the design Reynolds number ReC = 200,000. The higher Reynolds number intensifies
the heat transfer characteristics observed for the experimental Reynolds number. Re-
gions with increased heat transfer compared to the baseline at ReC = 49,900 feature
an even higher increase for ReC = 200,000, whereas the higher Reynolds number
further reduces the htc for regions with lowered heat transfer at the experimental
Reynolds number. Thus, the endwall contour achieves the additional heat transfer
reduction for the design Reynolds number in the segments downstream of the vane
passage, whereas heat transfer in the vane passage slightly increases. Especially in
the Transition outlet region, the heat transfer reduction is considerably higher at the
design Reynolds number than at the experimental one. This endwall segment also
features the highest reduction in htc for the experimental Reynolds number.
To outline the reasons for the further reduction in heat transfer at the design
Reynolds number, Fig. 6.3 shows the htc distribution on the ice-contoured endwall
and the flat baseline at ReC = 200,000. In general, the higher Reynolds number in-
creases flow velocities and hence heat transfer on the endwall for both contours. The
Table 6.2: Difference in average htc with respect to baseline for endwall segments of
ice-contoured endwall ICIFM at experimental (ReC = 49,900) and design
Reynolds number (ReC = 200,000)
ReC Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
49,900 −1.02% 4.63% 1.71% −20.48% −13.22% −5.20%
200,000 −1.26% 4.73% 2.30% −34.01% −17.21% −9.05%
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Figure 6.3: htc distribution for ice-contoured endwall ICIFM (left) and flat endwall
baseline (right) at ReC = 200,000
local htc distribution, however, strongly depends on the vortex system. For the flat
endwall, the passage vortex forms in the rear vane passage and runs in outflow direc-
tion. Due to its direction of rotation, it induces downwards velocities and therefore
increased heat transfer rates at the rear pressure side and in the pressure side region
downstream of it. In contrast, the contoured endwall causes the overturning of the
passage vortex and thus reduces the vortex’s influence on heat transfer downstream
of the vane passage. As I showed for the flat endwall, the higher Reynolds num-
ber significantly increases the strength of the passage vortex and thus the induced
heat transfer rates. Thus, the absence of this vortex downstream of the vane for the
ice-contoured endwall has a greater effect on heat transfer at the design Reynolds
number than at the experimental one. Hence, the heat transfer reduction compared
to the baseline is higher at the design Reynolds number.
Although this study focuses on heat transfer, also total pressure loss should be con-
sidered when evaluating the performance of the contoured endwalls. Total pressure
losses are very small at the experimental Reynolds numbers and hence a comparison
of total pressure is more reasonable at the design Reynolds number. For the latter,
Tab. 6.3 shows the total pressure coefficient Cp,tot for the ice contours and its per-
centaged difference with respect to the flat baseline (BSL). Again, the experimental
Reynolds numbers are only shown to identify the ice contours. Due to the blockage
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Table 6.3: Total pressure coefficients with percentaged difference to baseline for ice-
contoured endwalls with short cooling length at design Reynolds number
Θ ReC,exp = 34,000 ReC,exp = 49,900 ReC,exp = 71,400
6.5 0.261 (4.99%) 0.268 (7.66%) 0.259 (4.18%)
8.5 0.268 (7.50%) 0.269 (8.09%) 0.259 (4.08%)
12.2 0.282 (13.37%) 0.278 (11.65%) 0.269 (7.94%)
BSL 0.249
effect of the ice layers in the vane passage and its impact on the vortex structure,
all ice-contoured endwalls feature a higher total pressure coefficient, that is higher
total pressure loss than the flat baseline. Since the thickness of the ice layer, and
with it the blockage effect, rises with higher non-dimensional temperature ratio, the
ice-contoured endwalls at Θ = 12.2 increase the total pressure coefficient the most.
At the same time, these contours also reduce heat transfer the most. Thus, the ice-
contoured endwalls achieve the reduced heat transfer rates at the expense of a higher
total pressure loss.
To understand the reasons for the increase in total pressure loss for the ice contours,
Fig. 6.4 compares the local total pressure coefficient for the ice-contoured endwall
ICIFM and the baseline. For both endwalls, total pressure loss is low upstream of
the vane passage and not affected by the contouring. Over the vane passage, the
formation of the vortices generates high total pressure loss and hence a steep decrease
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Figure 6.4: Total pressure coefficient along numerical domain for ice-contoured end-
wall ICIFM and flat endwall baseline at design Reynolds number
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Table 6.4: Averaged rates of terms contributing to entropy production for ice-
contoured endwall ICIFM and baseline at ReC = 200,000, in e−2WK−1
Θ S˙Diss,mol S˙Diss,turb S˙Heat,mol S˙Heat,turb S˙total
ICIFM 1.103 1.728 0.780 1.714 5.325
BSL 1.049 1.543 0.942 1.701 5.236
Difference 0.054 0.185 −0.162 0.013 0.089
of Cp,tot. These losses are higher for the ice-contoured endwall due to its blockage
effect. Downstream of the vane passage, total pressure losses become significantly
smaller for both contours, but are still higher than in the inflow region. From the
vanes’ trailing edges until approximately one axial chord downstream of it (x ≈ 0.42),
Cp,tot decreases more for the ice-contoured endwall than for the baseline. As I showed
in Fig. 4.10 for the experimental Reynolds number, the contoured endwall causes a
diffusion and break-up of the vortex structure in this region and hence the higher
total pressure loss. Downstream of this region, total pressure loss is about the same
for the ice-contoured endwall and the baseline. This is indicated by the same slope
of both curves in this region.
The last paragraphs demonstrated that the ice-contoured endwalls on the one hand
reduce heat transfer compared to the baseline, but on the other hand increase to-
tal pressure loss. With the help of entropy production these two parameters can
be related to each other in order to comment on the thermo-hydraulic efficiency of
the endwall contours. Table 6.4 shows the different entropy production rates at the
design Reynolds number, exemplarily for the ice-contoured endwall ICIFM and the
baseline, as well as their difference. For ReC = 200,000, the contouring further re-
duces entropy production due to molecular heat transfer (≈ -17%), explaining the
higher htc reduction than for the experimental Reynolds number of ReC = 49,900.
However, dissipative effects also strongly increase at the design Reynolds number
(compare also Tab. 4.3) and entropy production rates due to dissipation grow to the
same order of magnitude than those due to heat transfer. For the ice-contoured end-
wall, dissipative entropy production is higher than for the baseline, especially caused
by increased turbulence dissipation effects. S˙Diss,turb is approximately 12% higher for
the contoured endwall than for the baseline. Altogether, these increased dissipation
rates outbalance the reductions in entropy production due to heat transfer. Thus,
total entropy production is higher for the contoured endwall than for the baseline,
yielding a slight decrease in thermo-hydraulic efficiency. In contrast to this, how-
ever, heat transfer at the design Reynolds number is significantly reduced for the
ice-contoured endwall.
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Table 6.5: Percentaged difference in average htc with respect to baseline for endwall
segments of optimized endwall OCIFM at experimental (ReC = 49,900)
and design Reynolds number (ReC = 200,000)
ReC Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
49,900 −0.51% 1.17% 1.68% −21.74% −24.42% −8.49%
200,000 −0.65% 1.71% 1.74% −25.64% −19.87% −8.85%
6.2.2 Optimized Endwall Contour OCIFM
For the experimental Reynolds number of ReC = 49,900, I showed in Sec. 4.3.1 that
a subsequent numerical optimization based on the ice contours generates endwall
contours with further decreased heat transfer. From the ice contour at ReC = 49,900
and Θ = 12.2, the optimization yielded the endwall geometry OCIFM, which reduces
the average htc by 8.49% compared to the baseline. This endwall contour was also
numerically simulated at ReC = 200,000 to assess its performance at the design
Reynolds number. Table 6.5 shows the results as average htc for the different end-
wall segments of this contour. Results for the experimental Reynolds number are also
included for reference. For both Reynolds numbers, the optimized endwall contour
reduces heat transfer in the regions downstream of the vane passage. However, the
regions where the htc reductions occur shift. Compared to the experimental Reynolds
number, htc reduction becomes higher in the Transition outlet region for the design
Reynolds number, but lower in the Outlet endwall segment. On the whole, this opti-
mized endwall contour decreases global average heat transfer at the design Reynolds
number to approximately the same amount as for the experimental Reynolds num-
ber, i. e. slightly more than 8%. This is also the highest reduction in average endwall
htc observed for the experimental Reynolds numbers. Hence, one can conclude that
for both the experimental Reynolds numbers and the design Reynolds number, an
htc reduction of about 8% constitutes a global minimum in endwall heat transfer for
the optimization of the considered vane profile with the approach used in this work.
Considering total pressure loss, this optimized endwall contour has a Cp,tot of 0.27%
and hence lower total pressure loss than the ice-contoured endwall that formed the
basis for the optimization. Compared to the flat endwall at ReC = 200,000, this
corresponds to an increase in Cp,tot of 7.39%.
6.3 Optimization from Baseline
As Section 5.2 showed, heat transfer in the vane passage can effectively be reduced
by using numerical optimization with a parametrization based on the flat endwall.
For a Reynolds number of ReC = 49,900, the endwall contour OCBSL created in this
vein reduced average heat transfer in the vane passage by 7.07%, while having an
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Figure 6.5: Vane passage htc distribution for optimized endwall contour OCBSL (left)
and flat baseline (right) at design Reynolds number
average htc reduction of 1.20% for the entire endwall. This contour was also analyzed
numerically for the design Reynolds number. For this Reynolds number, the contour
yields a similar htc reduction in the vane passage of 6.84%, however, average heat
transfer for the entire endwall increases by 0.75% compared to the baseline.
Figure 6.5 shows the local heat transfer distribution for this endwall and the base-
line at the design Reynolds number. In the vane passage heat transfer is locally
reduced in the front suction side region and to a large extent in the pressure side
region, yielding the average reduction of 6.84%. Note that especially at the rear pres-
sure side, heat transfer is significantly reduced compared to the baseline. However,
downstream of the vane passage, the increased heat transfer rates for this endwall
contour are intensified at the higher Reynolds number and hence heat transfer in
the outflow region is increased compared to the baseline. This results in the small
overall htc increase for the complete endwall and underlines that this endwall contour
was specifically optimized to reduce vane passage heat transfer. For completeness,
App. A.10.2 holds the average heat transfer rates for all endwall segments of the
contour OCBSL at the design Reynolds number.
This optimized contour has a total pressure coefficient of Cp,tot = 0.257 and hence
an increase in total pressure loss of only 3.21% compared to the flat endwall baseline.
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This is the lowest total pressure loss of all contoured endwalls and results from the
fact that the parametrization based on the flat endwall yields a smaller blockage
effect.
The endwall contour OCBSL,2, optimized from the flat endwall baseline with en-
larged optimization space, yields, at the design Reynolds number, a reduction of
10.67% for vane passage heat transfer and reduces global endwall heat transfer by
5.68%. However, due to its increased extent in spanwise direction, it has a total pres-
sure coefficient of Cp,tot = 0.278 and hence causes an increase of 11.81% compared
to the baseline. For quick reference, Tab. A.10 in App. A.12 finally summarizes the
features of all endwall contours created in this study.
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Over the past decades, the aim for higher gas turbine efficiency led to a constant
increase in the turbine inlet temperature. This causes a high thermal loading on the
turbine stages. Due to the flat turbine inlet temperature profiles and the secondary
flows in their vicinity, the vane endwalls are especially affected by these thermal
loads. The present work focused on creating contoured vane endwalls that alter the
near-endwall flow in a favorable way and hence reduce heat transfer rates on the
endwall. This diminishes the thermal loading of the endwall, which reduces cooling
needs and enhances component lifetime.
In the present study, the Ice Formation Method (IFM), numerical optimization,
and a combination of both were used to create novel endwall contours which reduce
heat transfer. The IFM thereby is a natural optimization approach that generates
restriction-free endwall contours in terms of ice layers, which globally optimize the
flow system. The numerical optimization used a genetic algorithm in combination
with CFD simulations to create optimized endwall contours, allowing to specifically
select the region of optimization and the desired goal function. All endwall contours
created in this study were examined using numerical simulations and the impact of
the endwall contours’ geometry on flow and heat transfer was carefully analyzed.
Results were compared to the flat endwall, which served as baseline for this study.
The used numerical setup was validated for a vane profile at similar Reynolds
numbers. To validate the endwall heat transfer obtained from the CFD simulations,
it was compared against experimental data of Haase [26]. This showed that the
numerical model used in this work correctly predicts all relevant vane/endwall flow
features and yields a reasonable heat transfer distribution. For the flat endwall it
was seen that the heat transfer distribution on the endwall strongly depends on the
vortex system that develops in the vane passage. The strongest vortex of this system,
the passage vortex, still exists far downstream of the vane passage and influences heat
transfer until the outlet of the numerical domain.
To create the nine ice-contoured endwalls of this study, experimental ice layers from
the study of Haase [26] were employed. These were created in an experimental water
flow test facility using three Reynolds numbers (ReC = 34,000, 49,900, and 71,400)
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and three temperature ratios (Θexp = 6.5, 8.5, and 12.2). During the experiments,
these ice layers grew on a cooled copper inlay that ranged from one chord length
upstream of the vane to one cord length downstream of it, which is referred to
as short cooling length in this work. After each experiment, the ice layers were
digitized, utilized as endwall contours in the vane passage and simulated at the same
Reynolds numbers, however, using air as gas turbine medium. All ice-contoured
endwalls showed a reduction in global endwall heat transfer up to 5.20%. The regions
downstream of the vane passage thereby contributed the most to the heat transfer
reduction since the contouring overturns the passage vortex downstream of the vane
passage and hence diminishes its impact on heat transfer in these regions. A convex
elevation on the endwall at the rear suction side of the vane profile proved to promote
the overturning of the passage vortex. Results further showed that the elevated
endwall in the vane passage, caused by the ice growth in the experiment, influences
endwall heat transfer in two ways. First, it increases vane passage heat transfer
since it increases flow velocity in the vane passage due to the reduced cross-section.
Secondly, it also contributes to the overturning of the passage vortex.
Examining entropy production rates validated the assumption that the IFM creates
optimized endwall contours with reduced total entropy production rates. All nine
ice-contoured endwalls showed a significant decrease in entropy production due to
molecular heat transfer. This reduction mostly occurs in the regions downstream of
the vane passage, where the contouring weakens the vortex system and also causes
the reductions in heat transfer.
The three ice-contoured endwalls at ReC = 49,900 were used as starting geometries
for numerical optimizations to further reduce global endwall heat transfer. For the
optimizations, the ice contours were parametrized with Be´zier curves in the vane pas-
sage and at the rear suction side and optimized with the genetic algorithm NSGA-II.
After the optimization, all three endwall contours yielded similar reductions in global
heat transfer, the highest reduction being 8.50% for the contour at Θ = 12.2. The
optimized endwall contours showed a shift of the convex elevation at the rear suction
side further into the vane passage. This intensified the overturning of the passage
vortex and increased heat transfer reductions downstream of the vane passage, lead-
ing to the higher reduction in global endwall heat transfer. Hence, the optimization
amplified the features that lead to the reduced heat transfer of the ice-contoured
endwalls.
Since in a real engine application, endwall heat transfer is more important in the
vane passage than on the entire endwall, the ice-contoured endwall at ReC = 49,900
and Θ = 8.5 was also used as starting geometry for a numerical optimization with
the goal to reduce vane passage heat transfer. This optimization, however, yielded
only a small reduction in vane passage heat transfer. Since the parametrization was
based on the ice-contoured endwall, the elevation of the contour in the vane passage
was still present in the optimized contour and prevented a higher reduction.
To remedy the elevated endwall in the vane passage, a longer ice layer from the
study of Haase [26] was used as endwall contour. For this ice contour, a longer
cooled copper inlay (termed long cooling length) was used in the experiment which
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ranged from three axial chords upstream of the vane passage to three axial chords
downstream of it. Upstream of the vane passage, the ice layer created with this
longer cooled copper inlay grew to a constant height in pitchwise direction. The
ice layer was translated down by this height to be at the level of the lower endwall
and to avoid the elevation of the endwall in the vane passage. Further, this ice
layer did not only describe the contouring of the endwall in the vane passage, but
also up- and downstream of it, especially including the cavity that forms around the
leading edge in the experiment. Results of the numerical simulations of this endwall
contour however showed that the cavity amplifies the horseshoe vortex and hence
increases heat transfer in the vane passage. This leads to the conclusion that, with
the experimental setup of the IFM as used in this work, it is not possible to create
endwall contours with reduced heat transfer in the vane passage. A reason for this
is the fact that the growth of the ice layer significantly changes the state of the
boundary layer upstream of the vane passage, which has great impact on the forming
vortex system and hence heat transfer in the passage.
Finally, a numerical optimization based on the flat endwall was performed to create
an endwall contour with reduced vane passage heat transfer. For this optimization,
the vane passage was parametrized with Be´zier curves and the optimization space
ranged from 5mm below the flat endwall to 5mm above it. This allowed for an
endwall contour with local heights being both above and below the flat endwall. The
resulting endwall contour reduced average heat transfer in the vane passage by 7.07%
compared to the baseline. An analysis of the flow and thermal fields showed that
the contour holds a convex elevation at the vane leading edge, which weakens the
horseshoe vortex and hence the vortex system in the vane passage. This leads to the
reduced vane passage heat transfer. However, the elevation also increases maximum
heat transfer in front of the leading edge. This is undesirable and, for using the
design in an engine application, would require further local optimization to reduce
heat transfer at this position. An increase of the optimization space’s height showed
an even higher reduction in vane passage heat transfer of 13.22%.
Since all endwall contours were created at the same Reynolds numbers as in the
experiments of the IFM, the contours were at last verified for the vane profile’s design
Reynolds number of ReC = 200,000. For this Reynolds number, the ice-contoured
endwalls featured higher heat transfer reductions than for the experimental Reynolds
numbers, indicating their wide range of validity. For the endwall contours from the
numerical optimizations, heat transfer reductions were slightly lower than those at the
experimental Reynolds numbers. This reveals that these contours were specifically
optimized for the Reynolds numbers used in the optimization process. Considering
the total pressure coefficient showed that all contoured endwalls achieve their heat
transfer reductions at the expense of an increased total pressure loss.
The present study showed that the IFM can successfully be used to create vane
endwall contours with reduced global heat transfer compared to a flat endwall base-
line. Furthermore, if only a reduction of vane passage heat transfer is desired, this
can be achieved by numerical optimizations with a parametrization based on the
flat endwall. For future research, it is recommended to verify the numerically gener-
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ated endwall contours with experiments that investigate these contours for air flow.
Moreover, one can think about using more sophisticated turbulence models for the
numerical simulations, such as Reynolds stress turbulence models. This would al-
low to consider the anisotropy of turbulence and render more accurate heat transfer
results, however, at increased computational cost. Regarding the numerical opti-
mizations it would be advisable to use a different averaging technique for the goal
function of heat transfer in order to avoid the occurrence of local hot spots in the
optimized contour. For example, root mean square (rms) averaging could be used,
which rates regions of high heat transfer in an average more than those of low heat
transfer. Furthermore, critical regions, such as the endwall at the vane leading edge,
could be considered more explicitly in the optimization process. In this respect it
would also be imaginable to employ penalty functions in the numerical optimiza-
tion, which preclude endwall contours with undesired heat transfer features from the
further optimization process.
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A Appendix
A.1 NSGA-II Operators
A.1.1 Binary Tournament Selection
The figure below shows the binary tournament selection operator acting on a pop-
ulation of six individuals. Each individual participates in exactly two tournaments
with different opponents. In total, six tournaments are performed and the resulting
mating pool holds six individuals, as does the population itself. Since the optimiza-
tion is designed to minimize the goal function, in each tournament, the individual
with the higher fitness (lowest goal function value) wins and is copied into the mat-
ing pool. For the example below, the fitness values of the individuals are ordered
as f1 < f2 < f3 < f4 < f5 < f6. Note that the fittest individual with the highest
fitness (f6) has two copies in the mating pool, whereas the least fit individual with
the lowest fitness (f1) is removed from the population.
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Figure A.1: Binary tournament selection for a population of six individuals
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A.1.2 Simulated Binary Crossover (SBX) Operator
This operator performs a crossover between two parent individuals of the mating
pool to create two offspring individuals. By doing so, each gene g
(Q,1)
i and g
(Q,2)
i of
the two offspring individuals is created by combining the genes g
(P,1)
i and g
(P,2)
i of the
two parent individuals as [20]
g
(Q,1)
i =
1
2
(
g
(P,1)
i + g
(P,2)
i
)
− 1
2
βQi
(
g
(P,2)
i − g(P,1)i
)
(A.1)
g
(Q,2)
i =
1
2
(
g
(P,1)
i + g
(P,2)
i
)
+
1
2
βQi
(
g
(P,2)
i − g(P,1)i
)
, (A.2)
with βQi being a weighting factor which characterizes the distance of the offspring
genes to the parent genes.
The factor βQi is determined from a probability density function, defined as
P (βi) =

1
αi
(ηC + 1)β
ηC
i if βi ≤ 1
1
αi
(ηC + 1)
1
β
ηC+2
i
if βi > 1 .
(A.3)
In the equation above, βi is a metric that relates the two parent genes to their variable
bounds, and α a further metric derived from it. These variables take the forms
βi =

1 + 2
g
(U)
i −g(P,2)i
g
(P,2)
i −g(P,1)i
if g
(P,1)
i − g(L)i > g(U)i − g(P,2)i
1 + 2
g
(P,1)
i −g(L)i
g
(P,2)
i −g(P,1)i
if g
(P,1)
i − g(L)i < g(U)i − g(P,2)i ,
(A.4)
where the variables g
(L)
i and g
(U)
i define the lower and upper bounds of gi, i.e. g
(L)
i <
gi < g
(U)
i , and
αi = 2− 1
βηC+1i
. (A.5)
In the definition of the probability function (Eq. A.3), the crossover distribution index
ηC is a non-negative real number, which controls the probability that the offspring
genes lie in the vicinity of the parent genes. The higher ηC is, the more likely it is that
the offspring genes take similar values than the parent genes, since the probability
density function narrows around the value of the parent gene. Figure A.2 (left)
illustrates this for αi = 1 and ηC = 2 and 5.
From the above described probability density function, βQi is determined using ui,
a random variable between zero and unity, see Fig. A.2 (right). This variable relates
to the area underneath the probability density function
∫ βQi
0
P (βi) dβi = ui , (A.6)
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βi
P (βi)
gPi
ηC = 2
ηC = 5
βi
P (βi)
βQi
ui
Figure A.2: Probability density function used to determine the variable βQi
whereas a value of ui = 1 relates to the full area under the function and values of
0 < ui < 1 to the appropriate fraction of the full area. Hence, the variable β
Q
i is
determined from the following relationship
βQi =

(αiui)
1
ηC+1 if αiui ≤ 1(
1
2−αiui
) 1
ηC+1 if αiui > 1 .
(A.7)
Note that due to the definitions of αi and ui, their product is bounded between zero
and two, i.e. 0 < αiui < 2. Hence, β
Q
i can theoretically take any value from zero
to infinity. However, with increasing crossover distribution index ηC , β
Q
i approaches
unity asymptotically
lim
ηC→∞
βQi = 1 , (A.8)
and hence the offspring genes are the same as the parent genes
g
(Q,1)
i
(
βQi = 1
)
= g
(P,1)
i and g
(Q,2)
i
(
βQi = 1
)
= g
(P,2)
i . (A.9)
A.1.3 Mutation Operator
The mutation operator perturbs single genes of individuals from the mating pool and
hence creates mutated offspring individuals. The mutated offspring gene is thereby
calculated from the parent gene according to
g
(Q,m)
i = g
(P )
i + δ
Q
i
(
g
(U)
i − g(L)i
)
, (A.10)
where the variables g
(L)
i and g
(U)
i define the lower and upper bounds of gi, i.e. g
(L)
i <
gi < g
(U)
i . Similar to the crossover operator, the mutation factor δ
Q
i is determined by
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relating the area underneath a probability density function to the random variable
ui. Hence, δ
Q
i is calculated from ui as
δQi =

[
2ui (1− 2ui) (1− δi)ηm+1
] 1
ηm+1 − 1 if ui ≤ 0.5
1−
[
2 (1− ui) + 2 (ui − 0.5) (1− δi)ηm+1
] 1
ηm+1
if ui > 0.5 ,
(A.11)
where δi is a variable that relates the parent gene to the variable bounds
δi =

g
(P )
i −g(L)i
g
(U)
i −g(L)i
if g
(P )
i − g(L)i < g(U)i − g(P )i
g
(U)
i −g(P )i
g
(U)
i −g(L)i
if g
(P )
i − g(L)i > g(U)i − g(P )i ,
(A.12)
and ηm is the distribution index for mutation, that takes any non-negative value.
Note that δQi is defined between zero and unity, whereas the distance of the mutated
gene to the parent gene is controlled by the distribution index ηm. The higher this
index, the further δQi approaches zero
lim
ηm→∞
δQi = 0 . (A.13)
Hence, with a higher distribution index, the mutated genes are more likely to lie in
the vicinity of the parent genes.
A.2 Grid Convergence Index
The Grid Convergence Index (GCI) is a method to assess the discretization error due
to the used spatial grid in a numerical simulation. To determine the GCI for a flow
variable, Celik et al. [14] propose the following procedure.
The solution for the flow field is obtained on three different grids: a fine grid
(index 1), a medium grid (index 2), and a coarse frid (index 3). Each grid has the
representative grid size h
h =
 1
N
N∑
i=1
(∆Vi)
1/3 , (A.14)
where N is the total number of cells and ∆Vi the volume of the i-th cell. The grid
refinement ratios between the grids are
r21 =
h2
h1
and r32 =
h3
h2
. (A.15)
Let φ1, φ2, and φ3 be the solutions for a generic flow variable on the three grids, then
the differences for this flow variable on the three grids are
V
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21 = φ2 − φ1 and 32 = φ3 − φ2 , (A.16)
The apparent order p of the method is calculated by iteratively solving the following
set of equations
p =
1
ln (r21)
|ln
(∣∣∣∣3221
∣∣∣∣
)
+ q(p)| (A.17)
q(p) = ln
(
rp21 − s
rp32 − s
)
(A.18)
s = 1 · sgn
(
32
21
)
. (A.19)
Using the apparent order p, an extrapolated value for an infinite fine grid (N →∞,
h→ 0) with vanishing discretization error can be derived for the generic flow variable
φ as
φ32ext =
1
rp32 − 1
(
rp32φ2 − φ3
)
. (A.20)
This allows for calculating error estimates which describe the discretization error for
the used grid. These estimates are the approximate relative error
e32a =
∣∣∣∣φ2 − φ3φ2
∣∣∣∣ , (A.21)
the extrapolated relative error
e32ext =
∣∣∣∣∣φ32ext − φ2φ32ext
∣∣∣∣∣ , (A.22)
and the fine-grid convergence index
GCI32fine =
1.25e32a
rp32 − 1
. (A.23)
Similarly, the extrapolated variable φ21ext and the fine-grid GCI, GCI
21
fine, are calculated
from the equations above. Note that the three used grids for the GCI study must lie
in the asymptotic range. This is true if the following difference is close to zero
GCI32fine r
p
32 −GCI21fine ≈ 0 . (A.24)
Furthermore, note that if either one of the differences 32 or 21 becomes very small,
the GCI does not yield a reasonable result.
Table A.1 holds the full data set for the GCI study of the flat endwall baseline
from Sec. 3.2.1. For all calculated GCI values, Eq. (A.24) was in good approximation
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Figure A.3: GCI study for flat endwall baseline; Positions P1 and P2, and plane in
vane wake flow used for calculation of GCI
true, with a maximum residual of 0.015 on its right-hand-side. Hence, the three grids
of the GCI study were in the asymptotic range. Figure A.3 shows the positions P1
and P2 which I used to determine the GCI of the flow variables u1, u2 and T . For
the GCI of htc, I averaged the local htc values over the entire lower endwall of the
solution domain.
Table A.1: Data set of GCI study for flat endwall baseline (P1 - Position 1 upstream
of leading edge, P2 - Position 2 downstream of trailing edge, EW - Lower
endwall of solution domain)
Pos. Var. φ1 φ2 φ3 p φ
32
ext e
32
a e
32
ext GCI
32
fine
P1 u1 6.35 6.33 6.34 2.57 6.31 1.41e-3 2.31e-3 2.89e-3
u2 0.163 0.162 0.161 0.16 0.20 7.45e-3 0.19 0.304
T 349.98 349.98 349.98 - - - - -
P2 u1 6.92 6.97 7.00 1.06 6.78 5.85e-3 2.77e-2 0.0336
u2 12.87 12.95 13.05 0.93 12.42 7.78e-e 4.28e-2 0.0514
T 349.88 349.87 349.86 5.13 349.89 2.86e-6 1.79e-6 2.23e-6
EW htc 38.98 38.80 38.52 2.38 39.32 7.43e-3 1.31e-2 0.0167
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A.3 Long Copper Inlay
dir
ec
tio
nFl
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Full vanes
Half vanes
Adjustable tailboards
Figure A.4: Linear cascade test section with long copper inlay (see Haase [26])
A.4 Non-dimensional Temperature Ratio
For a steady-state ice layer without phase change, the heat fluxes into the ice and
from the water become identical. That is, the heat flux in the ice between the cooled
copper inlay and the ice/water interface
q′′ice =
kice
Lice
(Tf − TCI) , (A.25)
with Lice being the thickness of the ice layer, and the convective heat flux at the
ice/water interface
q′′water = htc (T∞ − Tf) (A.26)
equal each other, i.e. q′′ice = q
′′
water. This yields the following Biot number
Bi =
htc Lice
kice
=
Tf − TCI
T∞ − Tf , (A.27)
VIII
A.5 Sutherland’s Law
with the right hand side being the dimensionless temperature ratio
Θ =
Tf − TCI
T∞ − Tf (A.28)
used to characterize the ice layers in the experiment. Note that this parameter is
similar to the freezing parameter B of Oezisik and Mulligan [61]
B =
kice
kwater
Tf − TW
T0 − Tf . (A.29)
The latter additionally accounts for the thermal conductivities of the water and ice
phase. In the experiments performed by Haase [26], the temperature variations in
the ice and water were sufficiently small to assume these two parameters constant.
Hence, the dimensionless temperature ratio Θ was enough to describe the created ice
layers.
A.5 Sutherland’s Law
The Australian physicist William Sutherland published in 1893 a relation between
the dynamic viscosity and the absolute temperature of an ideal gas, based on kinetic
theory of ideal gases and idealized intermolecular-force potential. Sutherland’s law
takes the form
µ = µRef
(
T
TRef
)3/2
TRef + S
T + S
, (A.30)
with µ being the dynamic viscosity and T the static temperature. The reference
values are
µRef = 1.716e−5 kgm−1 s−1, TRef = 273.11K, S = 110.56K . (A.31)
A.6 Validation endwall heat transfer
Table A.2: Endwall heat transfer predicted by numerical simulation and calculated
from ice layer thickness in experiment
Averaged heat transfer coefficient (Wm−2K−1)
Experiment Numerics Difference (%)
Full ice layer 3,010.90 2,680.20 10.98%
Middle vane passage 3,309.40 2,991.67 9.62%
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A.7 Ice Contours Short Cooling Length
A.7.1 ReC = 34,000
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A.7.2 ReC = 49,900
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A.7.3 ReC = 71,400
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A.8 Entropy Production Rates
A.8.1 ReC = 34,000
Table A.3: Averaged rates of terms contributing to entropy production for ice-
contoured endwalls and baseline at ReC = 34,000, in e−4WK−1; numbers
in brackets indicate difference to baseline
Θ S˙Diss,mol S˙Diss,turb S˙Heat,mol S˙Heat,turb S˙total
6.5 1.211
(0.048)
1.530
(0.164)
78.914
(−3.533)
40.000
(2.013)
121.656
(−1.307)
8.5 1.252
(0.089)
1.433
(0.067)
78.941
(−3.506)
38.855
(0.868)
120.481
(−2.482)
12.2 1.285
(0.122)
1.483
(0.117)
78.313
(−4.134)
38.867
(0.880)
119.948
(−3.015)
BSL 1.163 1.366 82.447 37.987 122.963
A.8.2 ReC = 71,400
Table A.4: Averaged rates of terms contributing to entropy production for ice-
contoured endwalls and baseline at ReC = 71,400, in e−4WK−1; numbers
in brackets indicate difference to baseline
Θ S˙Diss,mol S˙Diss,turb S˙Heat,mol S˙Heat,turb S˙total
6.5 7.425
(0.243)
8.108
(0.419)
123.984
(−4.770)
85.615
(1.140)
225.133
(−2.968)
8.5 7.415
(0.232)
8.109
(0.421)
121.023
(−7.731)
84.274
(−0.201)
220.821
(−7.280)
12.2 7.527
(0.345)
8.317
(0.628)
118.657
(−10.097)
84.529
(0.054)
219.030
(−9.071)
BSL 7.183 7.688 128.754 84.476 228.100
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A.9 Contour Optimized with Respect to Vane
Passage Heat Tranfer
A.9.1 Be´zier Curves after Optimization
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Figure A.5: Be´zier splines B1-B5 for endwall contour optimized with respect to min-
imum vane passage heat transfer; optimized from ice-contoured endwall
at ReC = 49,900 and Θ = 8.5
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A.9 Contour Optimized with Respect to Vane Passage Heat Tranfer
A.9.2 Average Heat Transfer Coefficients
Table A.5: Heat transfer coefficients area-averaged over endwall segments for con-
tour optimized with respect to vane passage heat transfer, based on ice-
contoured endwall with short cooling length at ReC = 49,900 and Θ = 8.5;
values for baseline included for comparison
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
Optimized 27.49 21.40 28.98 47.38 36.92 30.17
BSL 27.66 21.38 29.76 43.50 36.09 29.80
Difference −0.61% 0.10% −2.62% 8.91% 2.28% 1.24%
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A.10 Optimized Endwall Contour OCBSL
A.10.1 Be´zier Curves after Optimization
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Figure A.6: Be´zier splines B1-B8 for optimized contour OCBSL at ReC = 49,900
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A.10 Optimized Endwall Contour OCBSL
A.10.2 Average Heat Transfer Coefficients
Table A.6: Heat transfer coefficients area-averaged over endwall segments for opti-
mized contour OCBSL at ReC = 49,900; values for baseline included for
comparison
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
OCBSL 27.66 21.99 27.65 43.90 34.76 29.45
BSL 27.66 21.38 29.76 43.50 36.09 29.80
Difference 0.00% 2.85% −7.07% 0.92% −3.69% −1.20%
Table A.7: Heat transfer coefficients area-averaged over endwall segments for opti-
mized contour OCBSL at design Reynolds number ReC = 200,000; values
for baseline included for comparison
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
OCBSL 36.45 38.83 54.45 88.68 74.02 50.87
BSL 36.45 37.36 58.48 85.30 72.99 50.49
Difference 0.0% 3.94% −6.84% 3.96% 1.41% 0.75%
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A.11 Optimized Endwall Contour OCBSL,2
A.11.1 Be´zier Curves after Optimization
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Figure A.7: Be´zier splines B1-B3 for optimized contour OCBSL,2 at ReC = 49,900
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A.11 Optimized Endwall Contour OCBSL,2
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Figure A.8: Be´zier splines B4-B8 for optimized contour OCBSL,2 at ReC = 49,900
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A.11.2 Average Heat Transfer Coefficients
Table A.8: Heat transfer coefficients area-averaged over endwall segments for opti-
mized contour OCBSL,2 at ReC = 49,900; values for baseline included for
comparison
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
OCBSL,2 27.54 22.50 25.82 40.45 28.86 27.76
BSL 27.66 21.38 29.76 43.50 36.09 29.80
Difference −0.43% 5.23% −13.22% −7.02% −20.06% −6.90%
Table A.9: Heat transfer coefficients area-averaged over endwall segments for opti-
mized contour OCBSL,2 design Reynolds number ReC = 200,000; values
for baseline included for comparison
Inlet Transition
inlet
Vane
passage
Transition
outlet
Outlet Total
OCBSL,2 36.26 39.68 52.24 77.78 63.22 47.62
BSL 36.45 37.36 58.48 85.30 72.99 50.49
Difference −0.52% 6.21% −10.67% −8.82% −13.38% −5.68%
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A.12 Overview of Created Endwall Contours
Name Type Goal function Experimental
parameters
Parametrization Optimization
space
Ice contour short cooling
length ICIFM
Ice
contour
S˙ global ReC = 49,900
Θ = 12.2
- -
Optimized contour
global heat transfer
OCIFM
Optimized
contour
htc entire endwall - Based on ICIFM 0 < z < 10
(in mm)
Optimized contour vane
passage heat transfer
Optimized
contour
htc vane passage - Based on ice contour
short cooling length
at ReC = 49,900 and
Θ = 8.5
0 < z < 10
(in mm)
Ice contour long cooling
length
Ice
contour
S˙ global ReC = 49,900
Θ = 12.2
- -
Optimized contour from
baseline OCBSL
Optimized
contour
htc vane passage - Based on flat endwall −5 < z < 5
(in mm)
Optimized contour from
baseline OCBSL,2
Optimized
contour
htc vane passage - Based on flat endwall −15 < z < 15
(in mm)
Table A.10: Overview of endwall contours created with the Ice Formation Method and with numerical optimization
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ReC = 49,900 ReC = 200,000
Name htc difference
entire endwall
htc difference
vane passage
htc difference
entire endwall
htc difference
vane passage
Difference
Cp,tot
Ice contour short cooling
length ICIFM
-5.20% 1.71% -9.05% 2.30% 11.65%
Optimized contour
global heat transfer
OCIFM
-8.49% 1.68% -8.85% 1.74% 7.39%
Optimized contour vane
passage heat transfer
1.24% −2.62% - - -
Ice contour long cooling
length
5.52% 33.60% - - -
Optimized contour from
baseline OCBSL
−1.20% -7.07% 0.75% -6.84% 3.21%
Optimized contour from
baseline with extended
optimization space
OCBSL,2
−6.90% -13.22% −5.68% -10.67% 11.81%
Table A.11: Overview of endwall contours created with the Ice Formation Method and with numerical optimization (Con-
tinued from page before)
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A.13 Publications and Related Work
A.13 Publications and Related Work
Parts of the present work have been published in [28], [78], and [81]. Further infor-
mation on the project, which this work was part of, can be found in contributions to
the Research Association for Combustion Engines (Forschungsvereinigung Verbren-
nungskraftmaschinen e.V., FVV) [27, 79,80].
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perimentell erzeugter Heckgeometrien einer Mercedes-Benz E-Klasse; Studien-
arbeit,2011
• Gabriele Frank: Implementierung und Validierung des SST-Zwei-Gleichungs-
Modells nach Menter in OpenFOAM; Diplomarbeit, 2012
• Janosch Brucker: Numerische Untersuchung experimentell erzeugter Seiten-
wandtopologien mit OpenFOAM; Bachelor Thesis, 2013
• Anton Kierig: Numerische Optimierung der Schaufelseitenwand einer Nieder-
druckturbinenschaufel; Bachelor Thesis, 2013
• Timon Hitz: Numerical Simulation of Entropy Production in Turbulent Flow
Around a Turbine Vane; Diplomarbeit, 2015
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