We examine the spectral stability of travelling waves of the haptotaxis model studied in [HvHM + 14]. In the process we apply Liénard coordinates to the linearised stability problem and develop a new method for numerically computing the Evans function and point spectrum of a linearised operator associated with a travelling wave. We show the instability of non-monotone waves (type IV) and numerically establish the stability of the monotone ones (types I-III).
Introduction & setup
We study the system of partial differential equations (PDEs) from [HvHM + 14] written in a form that emphasises it as an advection-reaction-diffusion equation:
We assume ε is a small parameter. In equation (1), u and w represent (non-dimensionalised) concentrations of the extracellular matrix (ECM) and an invasive tumour cell population respectively in a model of haptotactic cell migration. Existence of travelling wave solutions in equation (1) for all values of ε, was first proved in [HvHM + 14] and for details and the history of the specific model, we direct the reader to [HvHM + 14] and the references therein.
Passing to a moving coordinate frame, we set z = x − ct where c > 0 is our wave speed parameter. We get the travelling wave form of the equation:
A travelling wave will be a steady state solution to equation (2), connecting two distinct background states of equation (1). The background states of equation (1) are (u, w) = (0, 1) and (u, w) = (u ∞ , 0), for u ∞ ∈ R (i.e. we have a line of fixed points in equation (3)). Thus, a travelling wave is a solution to the nonlinear ordinary differential equation (ODE) and in what follows we set := d dz for notational convenience: The second condition in equation (4) implies that the righthand boundary condition on u, denoted u ∞ is free. In what follows we assume u ∞ > 0. Equation (1) was studied in [HvHM + 14], following the work of [WP10] , wherein a family of travelling waves of four distinct types (denoted types I-IV) were found. The model was analysed for ε = 0 using canard theory and Liénard coordinates, and shockfronted travelling wave solutions were explicitly found. These solutions were shown to persist for a small ε through the application of Geometric Singular Perturbation Theory (GSPT). In this manuscript we are interested in the spectral stability of these travelling waves. We reproduce the key results (in a slightly modified form from [HvHM + 14]).
Returning to equation (2), introducing the variables (Liénard coordinates):
(5) v := u and y := εw − vw + cw allows us to re-write equation (3) as a system of ODE with two fast (v and w) and two slow (u and y) variables:
(6) u = v, εv = −cv + u 2 w, y = −w(1 − w), εw = y + vw − cw.
We will refer to equation (6) as the (nonlinear) slow system, and the variable z as the slow travelling wave coordinate. To investigate the problem in the fast timescale, we introduce the fast travelling wave coordinate ζ = z/ε and derive the corresponding four dimensional (nonlinear) fast system with ε = 0 and with the convention that · := d dζ (7)u = εv,v = −cv + u 2 w, y = −εw(1 − w),ẇ = y + vw − cw.
As in [HvHM + 14] we now set ε = 0 and pick out our solutions from the resulting systems. As ε → 0 the nonlinear fast system becomes the so-called layer problem (8)u = 0,v = −cv + u 2 w, y = 0,ẇ = y + vw − cw, while the nonlinear slow system becomes the so-called reduced problem (9) u = v, 0 = −cv + u 2 w, y = −w(1 − w), 0 = y + vw − cw. Now we choose appropriate solutions to equations (8) and (9), and glue them together at their end-states of the dependant variables, producing weak travelling wave solutions to equation (1) for ε = 0. In [HvHM + 14], the authors then exploit GSPT to show that these solutions perturb appropriately in the full nonlinear ODEs given in equation (3). and we will henceforth consider the existence problem in a single coordinate chart by projecting onto (u, w) space. The most important property of the critical manifold S is that it is folded. We cite the following lemma from [HvHM + 14] without proof:
Lemma 1.2 ([HvHM + 14], Lem 2.2). The critical manifold S of the layer problem is folded around the curve F (u, w) := 2u 2 w − c 2 = 0 in the (u, w) plane with one attracting side S a and one repelling side S r .
We refer to the curve F (u, w) = 0 as the fold curve or the wall of singularities. The terminology follows from the behaviour of the reduced problem (see below). The socalled fast fibres of the layer problem connect points on S with constant u and y. Due to the stability of S, the direction of the flow along these fast fibres is from the repelling side S r to the attracting side S a (see figure 1).
Figure 1.
A schematic of the critical manifold S. The fold curve F is represented by the dashed line (green online). The upper part of the surface is the repelling side of the manifold S r and the lower part the attracting side of the manifold S a . The flow of the layer problem is along fast fibres, an example of which is shown. Fast fibres connect a point on S r (labelled (u, v − , w − , y)), to a point of S a (labelled (u, v + , w + , y)). Along these fast fibres u and y are constant. From the layer dynamics, it follows that the direction of the flow can only from S r to S a .
1.3. The reduced problem. Equation (9) is a differential-algebraic problem. The reduced flow is constrained to the critical manifold S, and the reduced vector field is contained in the tangent bundle of S. Since S is given as a graph over (u, w) space, we study the reduced flow in the single coordinate chart. In [HvHM + 14] it was shown that the reduced problem contains a so-called folded saddle canard point [WP10] .
Eliminating v and y from equation (9) gives the reduced vector field on S,
The left hand side of equation (11) is singular along the fold curve F (u, w) = 0, but can be desingularised by multiplying both sides by the co-factor matrix of the matrix on the left in equation (11), and by rescaling the independent variable z = z(z) such that
This gives the desingularised system
The equilibrium points of equation (12) 
The first two equilibrium points listed correspond to the background states of equation (1), while the last is a product of the desingularisation. More specifically, the Jacobian at (u U , w U ) = (0, 1) has eigenvalues and eigenvectors
and is therefore centre-unstable; the Jacobian at (u S , w S ) = (u ∞ , 0) has eigenvalues and eigenvectors λ 1 = −c, ψ 1 = (−u 2 ∞ , 1), λ 2 = 0, ψ 2 = (1, 0), and is therefore centre-stable; and finally, the Jacobian at (u H , w H ) has eigenvalues and eigenvectors
where Γ := √ c 2 + 8, and is therefore a saddle for all c > 0.
To obtain the (u, w)-phase portrait in terms of the variable z, we observe that dz dz > 0 on S a (that is, below the fold curve F ), while dz dz < 0 on S r . Therefore, the direction of the trajectories in the (u(z), w(z))-phase portrait will be in the opposite direction to those in the (u(z), w(z)) phase portrait for trajectories on S r , but in the same direction for trajectories on S a . This does not affect the stability or type of the fixed points (u U , w U ) and (u S , w S ) as they are on S a . However, (u H , w H ) is not a fixed point of equation (11). Rather, as the direction of the trajectories on S r are reversed, the saddle equilibrium of equation (12) becomes a folded saddle canard point of equation (11) [WP10] . In particular, on S r the stable (unstable) eigenvector of the saddle equilibrium of equation (12) becomes the unstable (stable) eigenvector of the folded saddle canard point. This allows two trajectories to pass through (u H , w H ): one from S a to S r and one from S r to S a . The former is the so-called canard solution and the latter the faux canard solution [WP10] . The (u, w)-phase portrait parameterized by z is shown in Figure 2 .
1.4. Travelling wave solutions. In [HvHM + 14], four distinct types of travelling wave solutions to equation (1) were identified, denoted types I, II, III, and IV. The solutions were found as solutions to the desingularised system of the reduced problem and were glued together with (appropriate) fast fibres of the layer problem to produce (weak) traveling wave solutions to the full nonlinear travelling wave PDE given in equation (2) (with ε = 0). These solutions were then shown to persist for small enough values of the diffusion parameter ε via standard approaches in GSPT. The classification of the travelling wave solutions was based on distinguishing features of the waves in the singular limit (ε → 0). Figure 3 provides an example of the four types of waves found. Type I waves are smooth positive waves lying entirely in the attracting sheet of the critical manifold. Type II waves exhibit a shock in w (in the singular limit). They pass through the folded saddle canard point in the reduced problem, and then travel along a fast fibre of the layer problem, landing on the attracting branch of the critical manifold, from which they continue on to the steady state u ∞ . The length of the jump is determined by the wave speed c (or by u ∞ ) and the symmetry of S. In particular the jump in w is symmetric around the fold curve F with u fixed [HvHM + 14]. Type III waves are those that jump directly from the repelling sheet of the critical manifold S to the line of steady states of the reduced problem. Type IV waves are those for which w exhibits negative values for certain values of z. It was shown in [HvHM + 14] that these waves also have a shock in w.
In section 2 we describe the linearised problem and compute the essential and absolute spectrum of type I-IV waves. In section 3 we expound on a new method for computing the point spectrum, first described for simpler PDEs in [HVHM + 15] , and in section 4 apply it to our current model to show the spectral instability of the type IV waves, as well as numerical evidence of spectral stability of waves of type I, II and III.
The spectral problem, essential and absolute spectrum
In this section, and what follows, we assume that a travelling wave solution to equation (1) of type I-IV is given, denoted by u := (u, w) . We view the travelling wave u as a steady state to equation (2), and motivated by dynamical systems theory, we want to examine a linear spectral problem associated with equation (2) at u. The linearisation of equation (2) at u is formally given by: We denote the linear operator L(u) as the right hand side of equation (14) acting on the perturbations p and r. That is:
(1 − 2w) . figure 2 the attracting sheet of the critical manifold is to the left of the fold, while the repelling sheet is to the right. Type I waves are smooth and do not cross to the repelling side of S. Type II waves are sharp fronted, owing to passing through the canard point on the fold of the critical manifold to the repelling sheet, Type IV waves are also sharp-fronted travelling solutions, but are non-monotone. Type III waves, which exist for a unique wave speed c = c * , are the transition between Type II and Type IV waves where the waves jump through the fast system directly to the line of fixed points on the critical manifold.
We define the spectrum of L(u), denoted σ(L(u)) as those λ ∈ C such that L(u) − λI is not invertible on the space X := H 1 (R) × H 1 (R) (that is we require both p and r and their derivatives to be square integrable functions from R → C). To find such values of λ we must study the system of non-autonomous ODEs
The idea now is to use a linearisation of the Liénard coordinates introduced in equation (5) to derive a linear system with the same slow-fast structure as the original travelling waves u. We introduce the new linearised, Liénard variables (16) q := p and s := εr + cr − u r − wq, and we rewrite (L(u) − λI) p r = 0 as a slow-fast, linear, non-autonomous system with two fast (q and r) and two slow (p and s) variables
We refer to equation (17) as the (linear) slow system, again with the slow variable z.
For notational convenience, we will denote the vector (p, s, q, r) as p and note that we can write equation (17) as p = A(z; λ, ε)p where A(z; λ, ε) is the matrix given by
We can make the same change of independent variable as before, ζ = z/ε, to derive the (linear) fast system
We next recall that our travelling waves in both the slow and the fast variables are asymptotically constant -they either satisfy the boundary conditions given in equation (4) or the jump conditions. The jump conditions in this framework are determined by the symmetry of S about the fold curve and are given as
where the ± subscript denotes the value of the given variable at the beginning or end state of the shock respectively and we recall that u is constant during the shock [HvHM + 14]. As z or ζ → ±∞ the matrices A(z; λ, ε), and B(ζ; λ, ε) will tend towards the constant matrices A ± (λ, ε) and B ± (λ, ε) respectively. The matrices A ± are given by:
The matrices B ± (λ, ε) are given by
Where u is a constant in the fast (nonlinear) system, and v ± and w ± are the jump conditions that must be satisfied along the fast fibres.
2.1. Definition of the essential and point spectrum. In this section, we follow [KP13, San02] . The spectrum σ(L(u)) splits up into two parts, the point spectrum, denoted σ pt (L(u)) and the essential spectrum denoted σ c (L(u)). We define the point spectrum as the values of λ ∈ σ(L(u)) where L(u) − λ has a finite dimensional kernel and cokernel, and the index of L(u) − λ := dim(kernel) -dim(cokernel) is zero. We define the essential spectrum as the complement σ c (L(u)) := σ(L(u)) \ σ pt (L(u)) of the point spectrum.
, (and likewise for the appropriate B matrices). Thus, the essential spectrum is where the Morse indices (dimension of the unstable spatial eigenspace) of the end states are different [KP13, San02] .
For waves of type I, II, and IV the end-states of the wave are in the slow system, and so the matrices A ± (λ, ε) determine the essential spectrum. We have that λ ∈ σ c (L(u)) when A + (λ, ε) has a different number of unstable spatial eigenvalues from A − (λ, ε). In all cases, this is a region in the complex plane bounded by the so-called dispersion relations. These are curves where A + (λ, ε), A − (λ, ε) have purely imaginary eigenvalues ik for k ∈ R, and are the following four curves (two lie on top of each other):
For waves of type III, the end-state of the wave is in the slow system as z → −∞ but in the fast system as ζ → +∞, and now the essential spectrum is the λ ∈ C when A − (λ, ε) has a different number of unstable eigenvalues from B + (λ, ε). It turns out that the dispersion relations from the matrix B + define the same set of curves in the spectral parameter as those from A + . This is because of the specific values that the jump conditions take for the type III waves (v + = w + = 0). The dispersion relations for the type III waves are
The second and third curves lie on top of each other, even though their expressions are different. The essential spectrum for a type III waves is thus the same as that of types I, II and IV (see figure 4 ). We also remark that the dispersion relations divide the complex plane into three disjoint regions. The first we denote by Ω 1 . In the type I, II or IV case, this is the region where if Im (λ) = ck for some k ∈ R, then Re (λ) > 1 − εk 2 , i.e. to the right of the essential spectrum. Ω 1 is also to the right of the essential spectrum in the type III case, though here if Im (λ) = ck ε , then we require Re (λ) > 1 − k 2 ε . The next region is σ c (L(u)) where L(u) − λ does not have Fredholm index 0. The third remaining region of the complex plane, to the left of σ c (L(u)), we denote Ω 2 (see figure 4 ). (20)). In all cases qualitatively the essential spectrum is the same. For this figure, the value of ε = 0.01 while c = 1. The absolute spectrum in this case is far to the left (in the region Ω 2 ).
Since we are concerned with stability of the travelling waves found in [HvHM + 14], it is worth mentioning that for all types of travelling waves identified, the intersection of the essential spectrum with the right half plane is nonempty. However, by considering appropriate weights and weighted spaces we can move the spectrum of the linearised operator into the left half plane for all four types of travelling waves. This implies the presence of a so-called transient, or convective instability, [San02, SS00] where small perturbations either outrun the travelling wave, or die back into the wave, resulting in temporal evolution to a translate (perhaps with a slightly modified wave speed) of the original wave. The effect is that small perturbations of the original travelling wave evolve into waves that are similar in appearance and behaviour to the original wave (even if the difference in an H 1 norm grows in time), and so we do not really consider these to be instabilities.
What does pose a problem for (spectral) stability is the so-called absolute spectrum. The absolute spectrum is not spectrum per se, but rather is defined as the values of the spectral parameter λ where a pair of eigenvalues of the limiting matrices, (i.e. A ± (λ, ε) in the type I, II and IV cases and A − (λ, ε) and B + (λ, ε) in the type III case) have equal real parts. The absolute spectrum provides a bound for how far the essential spectrum can be moved by considering perturbations with different weights. In particular if the absolute spectrum is in the right half of the complex plane, there is no choice of a weight that can move the essential spectrum into the left half plane.
The eigenvalues of A − (λ, ε) for all types of waves are found to be the following,
while the eigenvalues of A + (λ, ε) (for types I, II and IV only) are
and the eigenvalues of B + (λ, ε) for a type III wave are
The naming conventions are as follows: µ for A at minus infinity, ρ for A at plus infinity, and β for B at plus infinity. The ± refers to the choice of the square root in the eigenvalue calculation, and the subscript −1, 1, 0 refers to the value of λ which makes the eigenvalue with the positive square root = 0. The absolute spectrum is real for all waves and consists of the half line
and hence will be in the left half of the complex plane provided that c 2 > 4ε. This is identical to the case of the travelling waves found in the Fisher-KPP waves (where ε is the diffusion parameter/coefficient). However, unlike in the Fisher-KPP case where the diffusion coefficient is often taken to be on the same order as the wave speed, here we have that 0 < ε 1 and so for the parameter regime considered in this manuscript we do not expect the absolute spectrum to destabilise the travelling waves of interest. In the travelling waves of type I-IV studied here, as we shall see, there is another destabilising factor due to an element of the point spectrum entering into the right half plane.
Point spectrum and the Riccati Evans function
We next compute the point spectrum, or lack thereof, in the right half complex plane of the linearised operator associated with the travelling waves of types I-IV found in section 2. To do this, we use a modified version of the so-called Evans function [KP13] . In order to verify the lack of point spectrum of travelling waves of type I-III in the right half plane, and to show the existence of an eigenvalue in the case of a type IV wave, we want to exploit the geometry of the system in order to more efficiently make the computations. This results in relating the Evans function to the so-called Riccati equation on the Grassmannian of two planes in C 4 . We produce an Evans function of sorts in that it is an eigenvalue detector, though it does not have all the nice properties of the full Evans function. In particular it is meromorphic rather than analytic, and it does not appear to be independent of the value of z at which it is evaluated. However we show that the zeros of this function are indeed independent of the point of evaluation and provided certain conditions are met, coincide with the multiplicity of the zeros of the Evans function.
We recall some familiar results arising in the definition of the Evans function that will be useful for our purposes later. For a detailed discussion and proofs, see [KP13] .
We begin with point spectrum that is away from the essential spectrum. We say that λ ∈ σ c (L(u)) is an eigenvalue of the wave u (or of L(u)) if we can find functions
For ε = 0, this is equivalent to finding a λ for which there is a solution to the linearised slow problem (in the case of a type I wave), slow-fast-slow problem (in the type II and IV case) or slow-fast problem (type III) decaying to zero as z → ±∞. It turns out that there is only one way to do this. Let Ξ u denote the unstable subspace of A − (λ, ε) and Ξ s denote the stable subspace of A + (λ, ε) in the case that u is a type I, II, or IV wave, or the stable subspace of B + (λ, ε) in the case of a type III wave.
Lemma 3.1 ([KP13]). Suppose that λ is an eigenvalue of u with associated eigenfunction p = (p λ , s λ , q λ , r λ ) . Then as z → +∞,
is the distance between the solution p and the subspace Ξ s,u . This lemma allows us to use a shooting argument to set up the Evans function. We note that Ξ u,s are each two-dimensional for λ ∈ Ω 1 (to the right of the essential spectrum) while for λ ∈ Ω 2 (to the left fo the essential spectrum) Ξ u is zero. We thus restrict our search for eigenvalues to those λ ∈ Ω 1 which are to the right of the essential spectrum. That is, for a λ ∈ Ω 1 , we let W u,s (z) be the (two dimensional) span of solutions to the linearised system along a travelling wave decaying to Ξ u,s respectively. We have the following: 3.4. The Riccati equation and the Grassmannian. We want to exploit some of the geometry behind linear ODEs equations (17) and (19). The first observation is that because our ODE is linear, the solution operator maps subspaces to subspaces. This means that for λ to the right of the essential spectrum, both W u (z) and W s (z) will each be two dimensional subspaces of C 4 for all z ∈ R. Since we are interested in tracking the evolution of the entire subspace, we can consider the (nonlinear) ODE on the space of complex two dimensional subspaces of C 4 , the Grassmannian of two planes in four space, generally denoted Gr(2, 4). In this manuscript, since we are primarily only considering the Grassmannian of two planes in four space we drop the numbers and refer to it just as G. Before we describe the associated Riccati equation on G, we pause for a moment to recall some facts about G and its coordinatisation. These facts (or equivalent generalisations) can be found in most introductory texts on algebraic geometry, see for example [Har92, SR94] .
The manifold G is a smooth, compact, complex manifold, of complex dimension 4. It is a homogeneous space, G ≈ U(4)/(U(2) × U(2)), where U(n) is the unitary group -the real Lie group of real dimension n 2 of complex matrices U such thatŪ T U = I. We construct charts on the Grassmannian in the usual way, via the Plücker coordinates. For a pair of vectors v = (v 1 , v 2 , v 3 , v4) and w = (w 1 , w 2 , w 3 , w 4 ) , in C 4 we observe that v and w are linearly independent (i.e. the plane P v,w spanned by v and w is an element of G), if and only if the values of K ij := v i w j − v j w i are not all zero for all i = j. That is the vector (K 12 , K 13 , K 14 , K 23 , K 24 , K 34 ) = 0. This naturally embeds G into P 5 , the complex projective space (this is called the Plücker embedding). We will use the usual designation of coordinates in projective space, [K 12 : K 13 : K 14 : K 23 : K 24 : K 34 ] to signify that they are not all zero. It can be checked that if P v,w represents a complex two plane in four space, then the following Plücker relation must hold in the Plücker coordinates: K 12 K 34 − K 13 K 24 + K 14 K 23 = 0. In this way, G is seen to be a smooth (because it is a homogeneous space) variety in P 5 of complex projective space. This also gives it the structure of a complex manifold. In a given chart, we can view G as a graph over the remaining variables. For example, suppose that K 12 = 0, then in the Plücker coordinates we have, by dividing through by K 12 , that our plane is represented by the sextuplet [1 : K 13 : K 14 : K 23 : K 24 : K 13 K 24 − K 14 K 23 ], and that this represents the plane spanned by (1, 0, −K 23 , −K 24 ) and (0, 1, K 13 , K 14 ) , which we will write in so-called frame notation
The 4 × 2 matrix written as a pair of 2 × 2 matrices is called a frame for the plane that is the span of its columns. Now we want to see how our linear ODE induces a flow on G. Such a flow will be called the associated Riccati equation. We first describe the general process, and then consider the linear equation coming from the spectral problem at hand. We begin by considering a 4 × 4 linear ODE acting on pairs of vector spaces, and writing it in the frame notation form that will be useful later:
where X, Y, A, B, C, D are all 2 × 2 matrices in the independent variable z.
Suppose, for the moment that our evolution takes place where X(z) is invertible.
We can therefore represent the plane X Y by the plane Id YX −1 . Denoting the matrix YX −1 by W, we have that
where the second step used the fact that XX −1 = I and the third used equation (27 Recall that the eigenvalue problem as we have set it up is to determine whether or not the subspaces W u,s (z 0 ) intersect nontrivially. So writing the definition of the Evan's function from equation (26)in this new notation, we are interested in zeros of the following function:
and we know that the subspaces represented by X u,s (z 0 , λ) Y u,s (z 0 , λ) are the same as those repre-
. The question is how to relate the determinant of
It is straightforward to check that for a pair of 2 × 2 matrices A and B, the following holds
That is, the determinant of the 4 × 4 matrix on the left is equal to the determinant of the difference of the matrices B and A. This is in fact generically true for n × n matrices, one just replaces the 2 × 2 with the appropriately sized identity matrix. It can also be extended to matrices with a block structure of a more generic type (see [Sil00] ), though we will not need the full generic statement here. We thus have:
Denote the function
Next, we note that
and taking determinants and using (30) we have that det(X u (z 0 ; λ)) det(X s (z 0 ; λ))E(z 0 ; λ) = D(λ).
Definition 3.5. We call the function E(z 0 , λ) the Riccati Evans function.
3.6. Changing charts. A chart on the Grassmannian is a map T : G → C 4 . We can think of the charts as parametrised by invertible matrices T ∈ GL(C, 4) in the sense that if we multiply a frame X Y by a matrix T and then compose the result with the Plücker coordinate map, we get a new coordinate representation for the original plane.
For example, suppose we consider the plane spanned by the columns of the frame 0 I .
This plane is not in the chart where K 12 = 0 described earlier, rather its coordinates in P 5 are [0 : 0 : 0 : 0 : 0 : 1], so it lies in the chart where K 34 = 0. However if we multiply the original frame by the matrix T = 0 I I 0 , then in the new coordinate chart associated with T we have that the frame is given as I 0 , and so in this chart, the same plane is represented by K 12 = 0. This parametrisation has several advantages, namely it allows us to write down a single expression for the evolution of an ODE which changes implicitly depending on the chart (matrix T) we choose. We next write out our matrix Riccati equation in the chart parametrised by T. This is the evolution equation on G under the change of variables determined by T. Suppose that in our original variables
Then if T is an invertible matrix, so that we have
We have therefore absorbed the chart implicitly into the computations, in order to have a single set of ODEs to evolve. Likewise, we can define the Riccati Evans function on this chart
, and the relation (34) det(X u T (z 0 ; λ)) det(X s T (z 0 ; λ))E T (z 0 ; λ) = D(λ) still holds. Note that the right hand side is the original Evans function, which is independent of the coordinate change. The Riccati Evans function is not independent of the change of coordinates, but we use this to our advantage. We will choose a chart (matrix T) so that det(X u,s T ) = 0 in the spectral parameter regime of interest, and produce a function E T , the zeros of which coincide with those of D(λ).
We note that in the current notation, the function defined in equation (31) is for the chart corresponding to the identity. That is
3.7. Extension into the essential spectrum. Using Ξ u,s defined above as initial conditions, we can then (numerically) compute the Riccati Evans function on any chart associated with an invertible matrix T for any λ ∈ Ω 1 . We would like to consider a larger domain of λ ∈ C however, not just those λ ∈ Ω 1 . This is relatively straightforward provided we stay away from values of λ in the absolute spectrum, computed above in equation (25).
To extend the Evans function, we track the eigenvectors associated with µ + 0,−1 and ρ − 0,1 (see equations (22) and (23)) as we vary λ. Starting with a λ ∈ Ω 1 , we can continue the Evans function (and the Riccati Evans function) as we vary λ through the curves defined by the dispersion relations in equation (20) . A root of D(λ) will no longer be evidence of any solution which decays at ±∞ but rather a solution that decays at ±∞ along the eigenspaces spanned by ξ u,s 0,1 . For example, the eigenvalue associated with the derivative of the type I, II and IV waves found in Section 1 will not be a root of this extended (Riccati) Evans function, as the solution will not decay along the appropriate subspace. So, even though λ = 0 (and in fact any λ ∈ σ c (L) ) will technically be an eigenvalue of L, in the sense that there will be a decaying L 2 solution to the ODE, it will not be a root of this extended Evans function. In some sense this is preferred as eigenvalues found in this manner can not be removed by considering functions in weighted space which moves the essential spectrum into the left half plane, whereas eigenvalues which are removed due to weighting are associated with so-called transient or convective instabilities [KP13, SS00] which are known to affect the temporal dynamics of the wave less strongly or noticeably than eigenvalues which cannot be weighted away. As we shall see, it is these eigenvalues (roots of the extended Evans function) which are associated with a change in stability of the travelling waves outlined in section 1.
3.8. Winding numbers. One typical way that the analyticity of the Evans function D(λ) is employed is via the argument principle from complex analysis. This can be stated as follows The integer |N − P | is also known as the winding number of the function f (z). It is equal to the absolute value of the net number of times the image of f (z) winds around the origin in C as the variable z traverses the boundary ∂Ω.
We apply this to the formula defining the Riccati Evans functions in order to interpret the winding of the functions E T in terms of the roots of D(λ). Suppose that we were in the chart corresponding to the matrix T.
If we can choose a chart such that the det(X u,s T ) = 0 inside the simply connected domain Ω, then the right two terms in equation (35) vanish and the number of zeros of the Riccati Evans function equals number of zeros of the original Evans function.
(In)Stability Results: Application to the Model Equations
We apply the Riccati Evans function described in section 3 to first establish the numerical instability of travelling waves of type IV. We do this by tracking a real eigenvalue crossing zero into the right half plane as we lower the travelling wave speed below the critical speed c * demarcating the transition from type II to type IV waves. We then numerically establish the stability of waves of type I, II and III by showing that for a reasonably large subset of the eigenvalue parameter λ ∈ C, with Re (λ) ≥ 0 there are no roots of the Evans function when u is a travelling wave of speed c > c * .
We compute the Riccati Evans function for equation (18) with asymptotic end states consisting of the stable subpace of A + and unstable subspace of A − for numerically computed waves of type I, II and IV. Without the precise wave speed of the type III waves, it is not possible to numerically solve for them, so all spectral data of the point spectrum must be inferred. We used the continuation program AUTO to numerically compute travelling waves of type I, II and IV (and to approximate the critical wave speed of type III), and the used Mathematica's NDSolve function to solve the Riccati equation and compute the Riccati Evans function. See figures 5, 6, 7 and 8.
The only remaining ingredient is a (matrix for a) coordinate chart T. Finding such a chart can be a nontrivial task as there will inevitably be singularities in the matrix Riccati equation. The idea is to find a coordinate chart where the singularities do not appear in the region of the eigenvalue space we are interested in. A detailed determination of a chart that would always have this feature, as well as a proof of why that might be the case, is beyond the scope of this manuscript. 4.1. Instability of type IV waves. We first establish the instability of the type IV waves by plotting the Riccati Evans function for real values of λ and tracking a real eigenvalue as it crosses the imaginary axis as we lower the waves speed parameter c below the critical threshold of the type III waves (c * ≈ 0.6701). See figure 5 . From the plots of the Riccati Evans function in the chart T, we see that for real values of λ there do not appear to be any singularities of the function E T (0; λ), thus any zeros that appear are indeed zeros of the original Evans function and hence eigenvalues of the operator L(u). There are many zeros on the real line, all of them negative until c is made low enough, whereby the leading zero crosses into the right half plane.
4.2.
Stability of waves of type I, II and III. To numerically establish the spectral stability of travelling waves of type I and, II (and to infer spectral stability of the waves of type III), we plot the argument of the Riccati Evans function for successively larger regions in the upper right half plane. Because the travelling wave that we are linearising about is real, we know that any eigenvalues of the operator L(u) must come in complex conjugate pairs, so if λ is a root of D(λ), thenλ must also be a root of D(λ). A consequence of equation (34) is that, away from the poles of E T , roots of the Riccati Evans function must also come in conjugate pairs. Hence, it is sufficient to investigate the first quadrant of the complex plane for eigenvalues. In what follows, we show the numerical evidence for stability of type I waves only, the figures for waves of type II are qualitatively the same. Figure 6 shows a plot of the function E T (λ; 0) for real values of λ. It is clear that there are no roots of the Riccati Evans function for λ < 20. To investigate complex eigenvalues, we plot the argument of the function E T a large section of the complex plane. For a meromorphic function, a zero or a pole is represented by the coalescing of many contour lines of the argument of the function. Hence, we can visually see from figure 7 that there are no zeros or poles of the linearised operator L(u) for the type I wave in this region of C. We confirm this with the argument principle by computing the winding number of the Riccati Evans function on successively larger quarter circles and can again visually see that no winding takes place (see figure 8 ). We see that as the wave speed c is decreased through a critical wave speed (c ≈ 0.6701), there is a real root of the Riccati Evans function (and hence a real eigenvalue of the operator L(u)) which crosses into the right half plane, and as the type II waves transition to those of type IV, they become unstable. Figure 7 . Left: A plot of contour lines of the argument of the function E T (λ; 0) for the region of the first quadrant in the right half plane extending out to Re (λ) < 10 and Im (λ) < 10. It is clear that there are no zeros or poles of the function E T in this region and hence no temporal eigenvalues. One can see the contour lines coalescing on a zero or a pole in the left half plane (in this case it is a pole). Right: A plot of contour lines of the argument of the function E T (λ; 0) for the region of the first quadrant in the right half plane extending out to Re (λ) < 10, 000 and Im (λ) < 10, 000. It is clear that there are no zeros or poles of the function E T in this region, and hence no temporal eigenvalues. Parameter values used were u ∞ = 1, c = 1, and ε = 0.01. It is clear from the plots that there is no winding of the function E T here, and hence there is no spectrum of the linearised operator L(u) in this region either. Parameter values used were u ∞ = 1, c = 1, and ε = 0.01.
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