A technique of designing antenna excitation realizing orthogonal free-space channels is presented. It is shown that a symmetric antenna geometry is required in order to achieve orthogonality with respect to all physical quantities. A maximal number of reachable uncorrelated channels and a minimal number of feeders required to excite them are rigorously determined from the knowledge of an antenna's symmetries. The number of channels and number of feeders are summarized for the commonly used point groups (a rectangle, a square, etc.). The theory is applied to an example of a rectangular rim where the positions of feeders providing the best total active reflection coefficient, an important metric in multi-port systems, are determined. The described technique can easily be implemented in existing integral solvers.
I. INTRODUCTION
T HE ever-growing requirements on data throughput capacity [1] and simultaneous full occupancy of the radio spectrum has led to many novel concepts in recent decades [2] . One of the most successful techniques is the multiple-input multiple-output (MIMO) method [3] , [4] heavily utilized in modern communication devices [5] , [6] . When considering MIMO spatial multiplexing, spatial correlation has a strong impact on ergodic channel capacity [7] , therefore, low mutual coupling between the states generated by individual antennas is required [8] , [9] .
In this paper, deterministic free-space channels are considered where spatial multiplexing is realized by the orthogonality of electric and magnetic fields [10] , [11] , [12] . This assumes that orthogonal free-space channels are a good starting position for weakly correlated realistic channels where stochastical effects cannot be neglected. Instead of an array of transmitters [13] , the orthogonality is provided by a general multiport antenna system. This approach addresses the question of how many states can, in principle, be induced by a radiating system of a given geometry and how many localized feeders are needed to excite them separately. Previous research on this topic utilized characteristic modes [14] , [15] which provide orthogonal states in far field. Unfortunately, as shown by the long history of attempts within the characteristic mode community [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , this task is nearly impossible to accomplish, as all domain Manuscript functions defined over arbitrarily shaped bodies cannot be selectively excited by discrete feeders [25] .
The situation changes dramatically for a structure invariant under certain symmetry operations, including rotation, reflection, or inversion. Certain symmetry operations were utilized in [10] , [26] , however, a general approach can be reached only by applying point group theory [27] which allows modes computed by arbitrary decomposition to be classified into several irreducible representations (irreps) which are orthogonal to each other. Spherical harmonics [28] of a different order are a notable example of such an uncorrelated set of states. A known property of states picked arbitrarily from two different irreps is that all mutual metrics are identically zero [29] . This useful property has already been utilized for the block-diagonalization of the bodies of a revolution matrix [30] and further study reveals interesting properties regarding the simultaneous excitation of perfectly isolated states [31] , [32] . An additional benefit is that selective excitation is possible since the excitation vectors may follow the irreducible representations of the underlying structure [33] .
The key instrument employed in this work is the group theory-based construction of a symmetry-adapted basis [27] and block-diagonalization of the operators. This methodology leads to a fully automated design, without the necessity of a visual inspection or manual manipulation of the data [34] . The upper bound on the number of schemes and the lower bound on the number of feeders are rigorously derived only from the knowledge of symmetries. It is observed that the later number is significantly lower than the number of feeders utilized in practice [16] . The optimal placement of a given number of feeders is investigated through combinatorial optimization [35] over vector adapted bases.
The entire design procedure can easily be incorporated into a simple algorithm, thus opening possibilities to analyze MIMO antennas automatically. All findings are demonstrated on a set of canonical geometries. The figure of merit classifying the performance of MIMO radiating systems is the total active reflection coefficient (TARC) [36] , however, all the presented material is general and valid for all operators and all metrics.
The paper is structured as follows. The theory is developed in Section II, primarily based on point group theory and eigenvalue decomposition. The basic consequences are demonstrated on an example in Section III. Section IV addresses the important questions of how many uncorrelated schemes are available and how many feeders are needed to excite them independently. The optimal placement of a given number of feeders is then solved in Section V via an exhaustive search. The paper is concluded in Section VI. 
where f m and f n are states of the system (e.g., current density on an antenna), ·, · denotes the inner product
and A is a linear operator. For the purpose of this paper, orthogonality of states is further defined as
where {S i } are disjoint sets into which states f can be categorized, c is the mutual correlation value and δ ij is a Kronecker delta. States from different sets having zero correlation are referred to as uncorrelated. A notable feature of such orthogonality in the context of MIMO systems is the orthogonality of modal radiation patterns (modal radiated powers) [14] .
In order to obtain a numerically tractable problem, procedures such as the method of moments (MoM) [37] or finite element method (FEM) [38] are commonly employed, recasting states f and operators A into column vectors V and Hermitian matrices A [39] . Within such a paradigm, the orthogonality (3) can be written as
which means that matrix A is block-diagonalized in the basis generated by these states. Difficulties in finding uncorrelated sets of vectors strongly depend on the number of operators {A i } with respect to which relation (4) must simultaneously be satisfied. In the case of a sole operator {A} or two operators {A 1 , A 2 }, the solution to a standard AV = λV or a generalized A 1 V = λA 2 V eigenvalue problem gives vectors which diagonalize the underlying operators [40] . In the case of three or more operators, the simultaneous diagonalization is possible only under special conditions (e.g., mutually commuting matrices). However, when point symmetries are present, at least simultaneous block-diagonalization can be reached and, as explained in the following sections, uncorrelated channels with respect to all operators describing the physical behaviour of the underlying structure can be easily established.
A. Uncorrelated Channels Based on Point Symmetries
In the case of symmetrical objects (see examples of symmetry operations in Fig. 1 and sketches of several point groups in Fig. 2 ), point group theory [27] shows that physical states of the system can be uniquely divided into disjoint sets called species. For each such set, a rectangular matrix Γ (α,i) can be constructed so that
is a single block of a block-diagonalized matrix A. Indices α and i form species (α, i), with α denoting selected irreducible
1. An example of symmetry operations -a square. This structure belongs to point group C 4v [27] and has eight symmetry operations: identity E, four reflections σ and three rotations C. The table shows how each node is transformed via each symmetry operation. representation (irrep) and i (α) ∈ {1, . . . , g α } counting along a dimension of the selected irrep [27] . The rectangular matrix Γ (α,i) will be called a symmetry-adapted basis and its construction within the MoM paradigm is detailed in [41] . The relation (5) states that columns of matrices V m ∈ Γ (α,i) and V n ∈ Γ (β,j) are the desired vectors (4) in the case of α = β ∨ (α = β ∧ i = j). For the rest of the paper, each species belonging to a given structure will represent one channel. At this point we stress once more that this symmetry-based orthogonality holds simultaneously for all operators {A i } describing the physical behavior of the underlying structure.
III. ILLUSTRATIVE EXAMPLE
This section demonstrates the usefulness of the point groupbased block diagonalization (5) to obtain uncorrelated channels.
The design procedure is illustrated on an example of a rectangular plate of dimensions 2L × L and of electrical size ka ≈ 10.19 (k abbreviates a free-space wavenumber and a denotes the radius of the smallest sphere circumscribing the plate), which was used in [16] to construct uncorrelated channels via the selective excitation of characteristic modes (CMs). The CMs in [16] were visually separated into four "groups" (using the nomenclature of [16] ) and voltage sources were 
associated with each such group so as to provide maximum excitation of the dominant CM of each group. In order to independently control four sets of modes, eight voltage sources (delta gaps) were used. The structure and positions of voltage sources used in [16] are shown in Fig. 3 . Unit voltages were considered with polarity determined by the second column of Table I . The point group theoretical treatment introduced in Section II-A offers a different solution to the same problem. The underlying object has four point symmetries (identity, rotation of π around z-axis and two reflections via x-z and y-z planes) and belongs to the C 2v point group (see Fig. 2 ) which possess four one-dimensional irreps [27] . The number of distinct species 1 introduced in Section II-A is four, each being connected to a distinct matrix Γ α . Within a standard notation [27] , these irreps are listed in the third column of Table I .
As mentioned in Section II-A, any columns of matrices Γ α [41] can be used as excitation vectors to enforce orthogonality. To minimize the number of voltage sources used, it is advantageous to select those columns which have non-zero elements at the same positions across all channels. In the specific case of Fig. 3 , matrices Γ α also contain columns with only four non-zero entries (i.e., with four voltage sources) at positions corresponding to feeders 1-4 shown in Fig. 3 in blue. Orientations of connected unit voltage sources are shown in the last column of Table I . This means that the eight sources used in [16] are not necessary to provide four uncorrelated channels.
This example introduces a series of questions of fundamental importance for multiport and multimode devices: Q1) How many uncorrelated channels N c can be found for a structure belonging to a specific point group? Q2) What is the lowest number of feeders N p that ensures a given number of uncorrelated channels? Q3) Where should feeders be placed to prioritize selected state(s)/mode(s)?
These questions are addressed throughout the paper using point group theory revealing important aspects of the symmetry-based design of orthogonal channels. 
IV. EXCITATION SCHEMES BASED ON POINT GROUP THEORY
Referring to [41, Eq. (15) ], symmetry-adapted excitation vectors can be constructed as
where the initial vector v ∈ {0, 1} Nu×1 has one non-zero element at user-defined position ξ, therefore v n = 1 if n = ξ, 0 otherwise,
and where G = {R} there is a point group of the structure consisting of the set of symmetry operations R, g α is a dimensionality of irrep α, g = α (g α ) 2 is the order of the point group G, C (R) is a mapping matrix and D = [d ij ] is an irreducible matrix representation of operation R [27] , and D = D −1 T , see [41, Section II-C] for more details. The first two questions from Section III can be answered inspecting (6):
1) The maximum number of uncorrelated channels (uncorrelated with respect to all physical operators) is equal to the number of species of the given point group, i.e., N c = α g α . In other words, for given initial vector v there exists N c ways of how to symmetry-adapt it within the given point group. Each symmetry-adaptation creates an orthogonal excitation vector. 2) The minimum number of feeders N p needed to distinguish all uncorrelated channels mentioned above is equal to the number of symmetry operations in the point group G, since every initial vector is N p times mapped via the C (R) v part of (6) . It is assumed that each mapping is unique, otherwise not all uncorrelated channels are reached. This possibility is discussed later in Section IV-A. Table II summarizes the number of maximal reachable uncorrelated channels and number of feeders required for it for the known point symmetry groups.
When combined together, the answers to Q1 and Q2 show how orthogonal channels can be efficiently established for a 
given point group in the most effective manner. On the other hand, this procedure does not ensure that all channels are going to be excited equally, which calls for a reply to question Q3. This question is addressed in Section IV-A.
A. Voltage Source in the Reflection Plane
Formula (6) suggests that a problematic design appears when the initial feeder lies in a reflection plane. In this case, the feeder is reflected to the same position multiple-times (for example, once with the identity operation and once with the reflection). This leads to a channel for which this feeder should contain positive and negative voltage simultaneously which makes such a channel unrealizable. This collision is demonstrated in Table III on an example from Section III, where feeder number 5 from Fig. 3 is taken as an initial voltage source. Only channels for irreps A 2 and B 2 are realizable. More than four feeders are, therefore, needed to establish four channels that are available for this geometry.
V. FEEDERS' POSITIONING
In order to answer the third question from Section III -Where should the feeders be placed to prioritize selected state(s)/mode(s)? -it is necessary to take into account the particular requirements on the performance of the device. the TARC of an antenna is used to demonstrate the sequence of steps resolving this question. Instead of the rectangular plate shown in Fig. 3 , a rectangular rim of dimensions 2L × L and width L/10 of electrically size ka = 10.19 is considered, see the discretized object in Fig. 4 . The geometry of the rim belongs to the same point group as the plate but allows for a placement of delta-gap feeders [42] at an arbitrary position without creating undesired short circuits.
A. Total Active Reflection Coefficient
The total active reflection coefficient [36] , which is defined as
is used as a performance metric, where P rad stands for radiated power and P in stands for incident power. Within the MoM framework, (8) can be reformulated as
where
and
Here, E p is the identity matrix, Z 0 = 50 Ω is characteristic impedance connected to all feeders, Y = Z −1 Ω −1 is an admittance matrix, R is the radiation part of the impedance matrix, P ∈ {0, 1} Nu×Np is a projection matrix between fullsized MoM matrices and their "port" counterpart
with N p being the number of connected feeders, and V ∈ C Nu×1 [V] is an excitation vector. A detailed derivation of (9) is given in Appendix A. More details about optimality of TARC for multi-port lossy antennas can be found in [43] . 
B. Single-Frequency Analysis
The excitation vectors V representing connected antenna feeding can be, in general, arbitrary. However, throughout this example, feeding vectors will be designed as symmetryadapted (6) in order to generate orthogonal channels. The sole variable in such a case is the position of the initial feeder ξ, i.e., the value of (9) depends on the selected channel (α, i) and on ξ.
The numerical simplicity of the task enables the use of an extensive search to evaluate (9) for all channels at all initial positions ξ. These tested positions are depicted by the red color in Fig. 4 . The results are presented in Fig. 5 . As mentioned in Section IV-A, positions ξ = 1 and ξ = 15 are not able to excite all four channels since they are placed at the reflection plane.
To judge which position ξ is optimal, a root mean square (RMS) over all N C channels has been evaluated as
here c represents one channel (α, i). The values of RMS are represented in Fig. 5 by the black vertical lines. The optimal position of the initial vector is declared as the one with the lowest value, i.e., position ξ = 14.
Radiated patterns were computed and plotted as cuts in Fig. 6 to confirm the orthogonality of the designed channels. One can see that these patterns are similar to spherical harmonics which are naturally orthogonal [28] . To decrease the order of spherical harmonics and to make Fig. 6 more illustrative, radiated patterns were computed at ka = 1, with the orthogonality between channels being frequency independent.
C. More Initial Feeders
The previous subsection assumed the existence of a sole initial feeder. The number of initial feeders can, nevertheless, be higher obtaining better radiation properties. Since channel orthogonality is still to be enforced, it is important to note that a linear combination of excitation vectors (6) from the same channel produces an excitation vector belonging to the Fig. 6 . Far-field cuts computed at ka = 1 for the initial feeder at position ξ = 7. Radiation patterns are orthogonal which is confirmed by the envelope correlation coefficient [44] in the table. same channel sharing the same orthogonality properties with its constituents [27] . This superposition can be expressed as
where excitation vectors V (α,i) (ξ k ), constructed for each initial feeder ξ k , form columns of matrix V (α,i) of size N u ×N ξ . The contribution of each vector to the total excitation is represented by constants κ k , which are arranged into vector κ = [κ k ] of size N ξ × 1.
Substituting (14) into (9) leads to
and identically for matrix B. Note the similarity of (16) with (5) where the matrices are block-diagonalized. Here, matrices A and B contain the block corresponding to the vectors constituting the linear combination (14) . In order to minimize (15) a generalized eigenvalue problem
is solved and eigenvector minimizing (15) is chosen. This solution provides the best achievable TARC of a given channel, the value of which is
The results of the above-mentioned procedure were calculated for N ξ = 2 (two initial feeders) and N ξ = 3 (three inital feeders) and the results are summarized in Table IV . It can be observed that the involvement of more feeders significantly decreases the RMS of TARC across the channels. It is important to recall that channel orthogonality is enforced for every solution in Table IV.  This table also shows results for a feeder configuration adapted from [16] which was discussed in Section III. This configuration uses N P = 12 feeders, nevertheless, Table IV reveals that this approach is not effective and significantly better results may be obtained with only eight feeders when the symmetry-adapted basis described in this paper is utilized.
D. Frequency Range Analysis
Multiport antenna systems typically operate in a wide frequency range. However, evaluating (13) at each frequency does not provide a unique best position of the initial feeder, as is shown in Fig. 7 . To be able to select the best initial position, a RMS over the frequency band is defined as
For the sole initial feeder (N ξ = 1), frequency range ka ∈ (0.5, 12), with N F = 116 frequency samples, the index ξ minimizing (19) is ξ = 7, see Fig. 8 . The realized TARC computed for this optimal position over the whole frequency band is shown in Fig. 9 . It can be observed that there is no frequency where all four channels would be well radiated at the same time as given by their different current distributions. However, minimizing (19) provides a solution in which average TARC over all channels is the best. Values in Fig. 8 are not so different and, in fact, are unsatisfactory. This is caused by the wide frequency range used and by employing the connected transmission lines of characteristic impedance Z 0 = 50 Ω, which is not an optimal value for the chosen structure. Optimization of the impedance matching would demand a topological change of the antenna structure (keeping the necessary symmetries) which is beyond the scope of this paper.
The frequency range analysis was also evaluated for N ξ = 2 initial feeders. Feeders at positions ξ ∈ {12, 14} provide the lowest RMS (19) Γ t RMS,f = 0.605. However, the solution with more initial feeders requires optimized feeder voltage amplitudes (14) which vary over frequency, see Fig. 10 . Fig. 11 shows TARC values reached by configuration. The radiation efficiency is significantly improved as compared to the solution with a single initial feeder in Fig. 9 .
VI. CONCLUSION
The presence of symmetries was utilized via point group theory to describe a procedure that determines where to place feeders on an antenna to achieve channels uncorrelated with respect to any physical metric.
The methodology can play an essential role in the design of MIMO antennas when a few feeders can orthogonalize several channels (e.g., four feeders on a rectangular structure generate four channels, eight feeders on a square structure generate six channels, etc.). The maximal number of channels (equal to the number of species) and the minimal number of feeders needed to excite all of them (corresponding to the number of symmetry operations) is determined only from the knowledge of the point group to which the given geometry belongs. Due to the symmetries, the procedure of feeder placement can be accelerated by the reduction of the section where the initial feeder can be placed. It was also demonstrated that feeding positions intersecting reflection planes should not be used since they do not allow the excitation of all channels. A proper placement of feeders was illustrated in an example -with a single frequency and frequency range analysisfeaturing an equalizing total active reflection coefficient across the realized channels. Leaving aside the final matching optimization, it has been clearly presented how symmetries can be utilized in the design of a multi-port antenna.
APPENDIX A TOTAL ACTIVE REFLECTION COEFFICIENT
In order to derive (9), incident power P in is written using incident power waves a ∈ C P ×1 W 1/2 at antenna ports [45] as P in = 1 2 a H a (20) and the radiated power is written as [37] P rad = 1 2 I H RI,
where R ∈ R Nu×Nu is a radiation part of impedance matrix Z ∈ C Nu×Nu and I ∈ C Nu×1 [A] is a vector of expansion coefficients within the MoM solution to the electric field integral equation (EFIE) [37] . Using equality [37] Z
it holds that
Assume an antenna fed at N p localized delta-gap feeders connected to transmission lines of real characteristic impedance Z 0 . Within the MoM paradigm [37] , the excitation vector is
where V p are port voltages and matrix P ∈ R Nu×Np is a projection matrix having unity at positions where a given basis function coincides with a port and having zeros elsewhere. Notice that V p = P H V.
The incident power waves can be expressed as [45] 
where E p is an identity matrix and Y p is the admittance matrix [45] for port-like quantities defined via I p = Y p V p = P H YPV p .
Incident power wave a can therefore be written as
Substituting (23), (20) and (28) into (8) results in (9) .
