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QUANTITATIVE WEIGHTED BOUNDS FOR CALDERO´N COMMUTATOR
WITH ROUGH KERNEL
YANPING CHEN AND JI LI
ABSTRACT. We consider the Caldero´n commutator CΩ associated with rough homogeneous kernel,
and under the condition Ω ∈ L∞(Sn−1), we obtain a quantitative weighted bounds for this Caldero´n
commutator on the weighted space L
p
w(R
n) for 1 < p < ∞ and w in the Muckenhoupt weighted class.
We do not know whether this is sharp, but it is the best known quantitative result for this class of
operators.
1. INTRODUCTION
1.1. Background and statement of main reuslt. The Caldero´n commutators (see [2, 3]) originate
from a representation of linear differential operators by means of singular integral operators, which is
an approach to the uniqueness of the Cauchy problem for partial differential equations (see [1]). The
first version was introduced by Caldero´n [3]
[
b,H
d
dx
]
f (x) := p.v.
∫ ∞
−∞
(
−1
x − y
) (
b(x) − b(y)
x − y
)
f (y) dy.
It also plays an important role in the theory of Cauchy integral along Lipschitz curve in C and the
Kato square root problem on R (see [1, 13, 21, 22] for the details).
A more general version is the Caldero´n commutators with rough kernels
CΩ f (x) = lim
ε→0+
Cε f (x), a.e. x ∈ R
n(1.1)
defined initially for f ∈ C∞0 (R
n), where Cε f is the truncated Caldero´n commutator of f :
(1.2) Cε f (x) :=
∫
|x−y|>ε
Ω(x − y)
|x − y|n+1
 (b(x) − b(y)) f (y)dy ∀ x ∈ Rn,
where Ω is homogeneous of degree zero, integrable on Sn−1 (the unit sphere in Rn) and satisfies the
cancellation condition on the unit sphere
(1.3)
∫
Sn−1
Ω(x′)(x′k)
N dσ(x′) = 0, ∀ (k,N) ∈ {1, . . . , n} × {0, 1}.
Using the method of rotation, Caldero´n [2] proved the boundedness of the commutator CΩ for
Ω in L log L(Sn−1) and b ∈ Lip(Rn), and then obtained the boundedness of the operators [b, T ]∇ and
∇[b, T ], where T is a homogeneous singular integral operator with some symbol K which can be
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defined similarly as CΩ, that is,
(1.4)

T f (x) = limε→0+ Tε f (x), a.e. x ∈ R
n;
Tε f (x) =
∫
|y|>ε
K(y) f (x − y)dy,
where f ∈ C∞0 (R
n), and the kernel K is homogeneous of degree −n, belongs to L1
loc
(Rn) and enjoys the
cancellation on the unit sphere
(1.5)
∫
Sn−1
K(y′)dσ(y′) = 0.
Later on, many authors made important progress on the Caldero´n commutators, one can consult [7, 9,
8, 24, 15, 16, 28, 26, 23, 14, 5] and the references therein for its development and applications. Among
these numerous references, we point out that Hofmann [15] first obtained the weighted estimate for
CΩ with Ω ∈ L
∞(Sn−1) satisfying the cancellation condition (1.3) (For the definition of Muckenhoupt
Ap weight, we refer the readers to Section 2). However, there is no known result for the quantitative
weighted bounds for Calderon commutator CΩ with rough kernel.
The main result of this paper is to provide a quantitative weighted bounds for CΩ. We do not know
whether this is sharp, but it is the best known quantitative result for this class of operators.
Theorem 1.1. Let 1 < p < ∞, w ∈ Ap, and b ∈ Lip(R
n). Suppose that CΩ with Ω ∈ L
∞(Sn−1) satisfy
(1.3). Then there exists a constant C such that
(1.6) ‖CΩ f ‖Lp(w) . {w}Ap(w)Ap‖∇b‖L∞‖ f ‖Lp(w),
where (w)Ap := max
{
[w]A∞ , [w
1−p′]A∞
}
, {w}Ap := [w]
1
p
Ap
max
{
[w]
1
p′
A∞
, [w1−p
′
]
1
p
A∞
}
, and [w]Aq (1 < q ≤ ∞)
is the norm of w, given in (2.1), and the implicit constant is independent of b, f and w. In particular,
we get
‖CΩ f ‖L2(w) . [w]
2
A2
‖∇b‖L∞‖ f ‖L2(w).
We point out that the sharp quantitative weighted bounds for singular integral with rough kernels
have been studied intensively in the last three years with the key tool sparse domination (pointwise
version originated in [18]). Let TΩ be the homogeneous singular integral operator defined by
TΩ f (x) = p.v.
∫
Rn
Ω(y′)
|y|n
f (x − y)dy,(1.7)
where Ω is homogeneous of degree zero, integrable on Sn−1 and satisfies the cancelation condition∫
Sn−1
Ω(y′)dσ(y′) = 0. Among these sharp quantitative weighted bounds for TΩ, we would like to
highlight that Hyto¨nen–Roncal–Tapiola [17] first proved that when Ω ∈ L∞(Sn−1),
‖TΩ‖L2(w)→L2(w) ≤ Cn‖Ω‖L∞[w]
2
A2
.(1.8)
They introduced a two-step technique involving pointwise sparse domination for Dini-type Caldero´n–
Zygmund kernels, a Littlewood–Paley decomposition along the lines of [6] and interpolation with
change of measure from [25]. Later, Conde-Alonso–Culiuc–Di Plinio–Ou [10] proved a sparse dom-
ination for the bilinear forms associated with TΩ with Ω ∈ L
q(Sn−1) for 1 < q ≤ ∞ satisfying the
cancellation conditions, which leads to quantitative weighted bounds for TΩ, extending previous re-
sult of [17]. Lerner [19] provided another different approach to get the sparse domination in [10] via
showing a weak type estimate for TΩ with Ω ∈ L
∞(Sn−1).
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Recently (1.8) was also extended to maximal singular integrals T ∗
Ω
by Di Plinio, Hyto¨nen and Li
[11] and Lerner [20] via sparse domination, which gives
‖T ∗
Ω
‖L2(w)→L2(w) ≤ Cn‖Ω‖L∞[w]
2
A2
.(1.9)
Our result Theorem 1.1 is the first one to study this quantitative weighted bounds for Caldero´n
commutator CΩ with rough kernel.
1.2. Approach and techniques. To prove Theorem 1.1, we borrow the idea from [17] via using a
two-step approach involving the know result for Dini-type Caldero´n–Zygmund kernels. However,
their techniques on decomposition of TΩ is not directly applicable to Caldero´n commutator CΩ since
the symbol b ∈ Lip(Rn) is also involving in CΩ. To overcome this problem, we provide the following
techniques:
• Littlewood–Paley decomposition:
We writie CΩ f = [b, T
1
Ω
] f = b(x)T 1
Ω
f (x) − T 1
Ω
(b f )(x), with T 1
Ω
=
∑
k∈Z Tk f , where Tk f =
Kk ∗ f with Kk =
Ω(x′)
|x|n+1
χ{2k<|x|≤2k+1}. And then by constructing the Littlewood–Paley decomposi-
tion of each Tk as
Tk =
∞∑
j=1
Tk∆k,N( j) +
∞∑
j=1
Tk∆˜k,N( j) =:
∞∑
j=1
T N1, j +
∞∑
j=1
T N2, j,
where ∆k,N( j) =
∑N( j)
i=N( j−1)+1
∆
3
k−i
and ∆˜k,N( j) =
∑−N( j−1)
i=−N( j)−1
∆
3
k−i
, with ∆i the convolution operator
formed by a Schwartz function ψ whose Fourier transform has compact support (1/2, 2), and
N( j) is the jump introduced in [17], we get
CΩ f =
2∑
i=1
∞∑
j=1
[b, T Ni, j] f .
• unweighted boundedness and quantitative weighted boundedness for [b, T N
i, j
]:
From Stein–Weiss [25] interpolation with change of measure, it suffices to build the fol-
lowing two versions of boundedness for [b, T N
i, j
]
‖[b, T Ni, j] f ‖Lp . ‖∇b‖L∞‖Ω‖L∞2
−θN( j−1)(1 + N( j))‖ f ‖Lp , θ ∈ (0, 1),
‖[b, T Ni, j] f ‖Lp(w) . ‖∇b‖L∞‖Ω‖L∞(1 + N( j)){w}Ap‖ f ‖Lp(w),
which follows from proving that for every b ∈ Lip(Rn), for each fixed i = 1, 2, j ∈ N, and
N( j), [b, T N
i, j
] is a Dini-type Caldero´n–Zygmund operator associated with the Dini function
ω j(t) = ‖Ω‖L∞‖∇b‖L∞ min{1, 2
N( j)t}.
1.3. Application. As a direct application of Theorem 1.1, we obtain the following the quantita-
tive weighted bounds of Caldero´n-type. For a function b ∈ Lloc(R
n), let A be a linear operator on
some measurable function space. Then the commutator between A and b is defined by [b, A] f (x) :=
b(x)A f (x) − A(b f )(x).
Theorem 1.2. Suppose 1 < p < ∞, w ∈ Ap, b ∈ Lip(R
n) and f ∈ C1
0
(Rn). Let [b, TΩ] with TΩ
satisfying (1.7). Suppose that Ω have locally integrable first-order derivatives, Ω and its partial
derivatives belong locally to L∞. Then there exists a positive constant C such that∥∥∥[b, TΩ](∇ f )∥∥∥Lp(w) . (w)Ap{w}Ap‖∇b‖L∞‖ f ‖Lp(w).
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Furthermore, if [b, TΩ] f has first-order derivatives in L
p(w), then there exists a positive constant C
such that ∥∥∥∇[b, TΩ] f ∥∥∥Lp(w) . (w)Ap{w}Ap‖∇b‖L∞‖ f ‖Lp(w).
Remark 1.3. Our technique here can also be adapted to the study of the maximal commutator with
rough kernels and the commutators with fractional differentiation, and to obtain quantitative weighted
bounds. However, due to the different conditions in those settings and the length of the proofs, we will
provide these results in the subsequent paper.
Notation. Throughout the whole paper, p′ = p/(p − 1) represents the conjugate index of p ∈ [1,∞);
X . Y stands for X ≤ CY for a constant C > 0 which is independent of the essential variables living
on X & Y; and X ≈ Y denotes X . Y . X.
2. FUNDAMENTAL LEMMAS
We first recall the definition and some properties of Ap weight on R
n. Let w be a non-negative
locally integrable function defined on Rn. We say w ∈ A1 if there is a constant C > 0 such that
M(w)(x) ≤ Cw(x), where M is the Hardy-Littlewood maximal function. Equivalently, w ∈ A1 if and
only if there is a constant C > 0 such that for any cube Q
1
|Q|
∫
Q
w(x)dx ≤ C inf
x∈Q
w(x).
For 1 < p < ∞, we say that w ∈ Ap if there exists a constant C > 0 such that
[w]Ap := sup
Q
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)1−p
′
dx
)p−1
≤ C.(2.1)
We will adopt the following definition for the A∞ constant for a weight w introduced by N.Fujii [12],
and the later by J.M.Wilson [27]:
[w]A∞ := sup
Q
1
w(Q)
∫
Q
M(wχQ)(x) dx.
Here w(Q) :=
∫
Q
w(x) dx, and the supremum above is taken over all cubes with edges parallel to the
coordinate axes. When the supremum is finite, we will say that w belongs to the A∞ class. A∞ :=⋃
p≥1 Ap. It is well known that if w ∈ A∞, then there exist δ ∈ (0, 1] and C > 0 such that for any
interval Q and measurable subset E ⊂ Q
w(E)
w(Q)
≤ C
(
|E|
|Q|
)δ
.
Denote by
(w)Ap := max
{
[w]A∞ , [w
1−p′]A∞
}
.(2.2)
and
{w}Ap := [w]
1
p
Ap
max
{
[w]
1
p′
A∞
, [w1−p
′
]
1
p
A∞
}
.(2.3)
Recall from [17] that we have
(w)Ap ≤ c˜n{w}Ap ≤ c˜n[w]
max{1,1/(p−1)}
Ap
.
Let us begin with presenting some auxiliary lemmas and their proofs, which will play a key role
in proving Theorems 1.1 and 1.2.
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We first recall some definitions. A modulus of continuity is a function ω : [0,∞) → [0,∞) with
ω(0) that is subaddtive in the sense that
u ≤ t + s ⇒ ω(u) ≤ ω(t) + ω(s).
Substituting s = 0 one sees that ω(u) ≤ ω(t) for all 0 ≤ u ≤ t. Note that the composition and sum
of two modulus of continuity is again a modulus of continuity. In particular, if ω(t) is a modulus
of continuity and θ ∈ (0, 1), then ω(t)θ and ω(tθ) are also moduli of continuity. The Dini norm of a
modulus of continuity are defined by setting
‖ω‖Dini :=
∫ 1
0
ω(t)
dt
t
< ∞.(2.4)
For any c > 0 the integral can be equivalently(up to a c-dependent multiplicative constant) replaced
by the sum over 2− j/c with j ∈ N. The basic example is ω(t) = tθ.
Let T be a bounded linear operator on L2(Rn) represented as
T f (x) =
∫
Rn
K(x, y) f (y) dy, ∀x < supp f .(2.5)
We say that T is an ω-Caldero´n-Zygmund operator if the kernel K satisfies the following size and
smoothness conditions:
For any x, y ∈ Rn\{0},
|K(x, y)| ≤
CK
|x − y|n
, x , y,(2.6)
For any h ∈ Rn with 2|h| ≤ |x − y|,
|K(y, x + h) − K(y, x)| + |K(x + h, y) − K(x, y)| ≤
ω(|h|/|x − y|)
|x − y|n
.(2.7)
Lemma 2.1 (Theorem 1.3, [17]). Let T be an ω-Caldero´n-Zygmund operator with ω satisfies the
Dini condition. Then for 1 < p < ∞, w ∈ Ap, then
‖T f ‖Lp(w) ≤ Cn,p(‖T‖L2→L2 + CK + ‖ω‖Dini){w}Ap‖ f ‖Lp(w).
Lemma 2.2 ([4]). For b ∈ Lip(Rn). Let ψ ∈ S (Rn) be a radial function such that supp ψ̂ ⊂ {1/2 ≤
|ξ| ≤ 2}. Define the multiplier operator ∆ j by ∆̂ j f (ξ) = ψ̂(2
jξ) f̂ (ξ) for j ∈ Z. Then for 1 < p < ∞, we
have ∥∥∥∥∥(∑
j∈Z
2−2 j|[b,∆ j] f |
2
)1/2∥∥∥∥∥
L2
. ‖∇b‖L∞‖ f ‖L2.
Lemma 2.3. Let (k, j) ∈ Z × N, b ∈ Lip(Rn), and mk, j ∈ C
∞(Rn). Suppose that T̂k, j f (ξ) = mk, j(ξ) f̂ (ξ)
and [b, Tk, j] f (x) := b(x)Tk, j f (x)−Tk, j(b f )(x). If for each k, j, the function mk, j(ξ) satisfies the follow-
ing condition:‖mk, j‖L∞ . 2
−k2−β j, where β is a fixed positive constant independent of j, k;
‖∂αmk, j‖L∞ . 2
k for any fixed multiindices α with |α| = 2,
then there exists a constant 0 < λ < 1 such that
‖[b, Tk, j] f ‖L2 . 2
−βλ j‖b‖Lip‖ f ‖L2.
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Proof. Let ϕ ∈ C∞
0
(Rn) be a radial function withsupp(ϕ) ⊂ {1/2 ≤ |x| ≤ 2};∑
l∈Z ϕ(2
−lx) = 1, ∀ |x| > 0.
We set 
ϕ0(x) =
∑0
l=−∞ ϕ(2
−lx);
ϕl(x) = ϕ(2
−lx), ∀ l ∈ N;
Kk, j(x) = m
∨
k, j
(x) − the inverse Fourier transform of mk, j.
Then decompose each Kk, j as follows
Kk, j(x) = Kk, j(x)ϕ0(x) +
∞∑
l=1
Kk, j(x)ϕl(x) =:
∞∑
l=0
Klk, j(x),
where
K̂l
k, j
(x) =
∫
Rn
mk, j(x − y)ϕ̂l(y) dy.
Since supp(ϕ) ⊂ {1/2 ≤ |x| ≤ 2}, we see that for all multi-index ϑ,
(2.8)
∫
Rn
ϕ̂(y) yϑ dy = 0.
By using this cancellation condition (2.8), along with Taylor’s expansion of mk, j(x − y) around y, we
get that
‖K̂l
k, j
‖L∞ ≤
∑
|α|=2
‖∂αmk, j‖L∞
∫
Rn
|y|2|ϕ̂l(y)| dy(2.9)
=
∑
|α|=2
‖∂αmk, j‖L∞
∫
Rn
|2−ly|2 |̂ϕ(y)| dy
. 2k2−2l
∫
Rn
|y|2 |̂ϕ(y)| dy
. 2−2l2k.
On the other hand, by the Young inequality we have
‖K̂l
k, j
‖L∞ = ‖mk, j ∗ ϕ̂l‖L∞ ≤ ‖mk, j‖L∞‖ϕ̂l‖L1 . 2
−k2−β j.(2.10)
Therefore, interpolating between (2.9) and (2.10) gives that
‖K̂l
k, j
‖L∞ . 2
−2θl2k(2θ−1)2−(1−θ)β j for any 0 < θ < 1.(2.11)
Denote by T l
k, j
f (x) = Kl
k, j
∗ f (x). We now estimate [b, T l
k, j
] - the commutator of the operator T l
k, j
.
Decompose Rn into a grid of non-overlapping cubes with side length 2l - i.e. -
R
n
=
∞⋃
d=−∞
Qd
and set
fd := fχQd .
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Then
f (x) =
∞∑
d=−∞
fd(x) for a.e. x ∈ R
n.
From the support condition of T l
k, j
, it is obvious that
supp
(
[b, T lk, j] fd
)
⊂ 2nQd
and hence, the supports of
{
[b, T l
k, j
] fd
}+∞
d=−∞ have bounded overlaps. So we have the following almost
orthogonality property ∥∥∥[b, T l
k, j
] f
∥∥∥2
L2
.
∞∑
d=−∞
∥∥∥[b, T lk, j] fd∥∥∥2L2 .
Thus, we may assume that supp( f ) ⊂ Q for some cube Q with ℓ(Q) = 2l. Upon choosing such a
function φ ∈ C∞
0
(Rn) satisfying 
0 ≤ φ ≤ 1;
supp(φ) ⊂ 100nQ;
φ(x) = 1, ∀ x ∈ 30nQ;
Q˜ = 200nQ;
b˜ = (b(x) − bQ˜)φ(x),
we obtain that
‖[b, Tk, j] f ‖L2 ≤
∑
l≥0
‖[b, T lk, j] f ‖L2 ≤
∑
l≥0
∥∥∥˜bT lk, j f ∥∥∥L2 +∑
l≥0
∥∥∥T lk, j (˜b f )∥∥∥L2 .
By using (2.11) with 1/2 < θ1 < 1 and with 0 < θ2 < 1/2, and applying the fact that ‖˜b‖L∞ ≤ 2
l‖b‖Lip,
we obtain that there exists a constant 0 < λ < 1, such that∑
l≥0
‖˜bT lk, j f ‖L2 ≤
∑
l≥k
‖˜b‖L∞‖T
l
k, j f ‖L2 +
∑
l<k
‖˜b‖L∞‖T
l
k, j f ‖L2
≤
∑
l≥k
2l‖b‖Lip2
−2θ1l2k(2θ1−1)2− j(1−θ1)β‖ f ‖L2
+
∑
l<k
2l‖b‖Lip2
−2θ2l2k(2θ2−1)2− j(1−θ2)β‖ f ‖L2
≤ (2− j(1−θ1)β + 2− j(1−θ2)β)‖b‖Lip‖ f ‖L2
≃ 2−λβ j‖b‖Lip‖ f ‖L2.
Similarly, we can get ∑
l≥0
‖Tk, j(˜b f )‖L2 . 2
−βλ j‖b‖Lip‖ f ‖L2.
As a consequence, we obtain that
‖[b, Tk, j] f ‖L2 . 2
−βλ j‖b‖Lip‖ f ‖L2.
The proof of Lemma 2.3 is complete. 
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3. PROOF OF THEOREM 1.1
3.1. Main frame of the proof of Theorem 1.1. Recall the definition of the operator CΩ given in the
introduction.
(3.1) CΩ f (x) = p.v.
∫
Rn
Ω(x − y)
|x − y|n+1
 (b(x) − b(y)) f (y)dy ∀ x ∈ Rn.
It can be written as
CΩ f = [b, T
1
Ω
] f = b(x)T 1
Ω
f (x) − T 1
Ω
(b f )(x),
where
T 1
Ω
f (x) = p.v.
∫
Rn
Ω(x − y)
|x − y|n+1
f (y) dy.
Write
T 1
Ω
=
∑
k∈Z
Tk f =
∑
k∈Z
Kk ∗ f , Kk =
Ω(x′)
|x|n+1
χ{2k<|x|≤2k+1}.(3.2)
We consider the following partition of unity. Let ϕ ∈ S (Rn) and ϕ̂ ∈ S (Rn) be a radial function
satisfying ϕ̂(ξ) = 1 for |ξ| ≤ 1
2
and ϕ̂(ξ) = 0 for |ξ| ≥ 1. Let us also define ψ by ψ̂(ξ)3 = ϕ̂(ξ) − ϕ̂(2ξ) ∈
S (Rn). Then, with this choice of ψ̂, it is supported by { 1
2
≤ |ξ| ≤ 2}. We write ϕ j(x) =
1
2 jn
ϕ( x
2 j
), and
ψ j(x) =
1
2 jn
ψ( x
2 j
). We now define the partial sum operators S j by S j( f ) = f ∗ ϕ j. Their differences are
given by
S j( f ) − S j+1( f ) = f ∗ ψ j ∗ ψ j ∗ ψ j.(3.3)
Since S j f → f as j → −∞, for any sequence of integer numbers {N( j)}
∞
j=0
, with 0 = N(0) < N(1) <
· · · < N( j) → ∞, we have the identity
(3.4) Tk = TkS k +
∞∑
j=1
Tk(S k−N( j) − S k−N( j−1)).
We point out that such decomposition with respect to the {N( j)} j is due to [17]. Next, by writing
S k =
∞∑
j=1
(S k+N( j−1) − S k+N( j)),
we obtain that
Tk =
∞∑
j=1
Tk(S k+N( j−1) − S k+N( j)) +
∞∑
j=1
Tk(S k−N( j) − S k−N( j−1)).
This gives
(3.5) T 1
Ω
=
∞∑
j=1
T N1, j +
∞∑
j=1
T N2, j,
where for j ≥ 1,
T N1, j :=
∑
k∈Z
Tk(S k−N( j) − S k−N( j−1))(3.6)
and
T N2, j :=
∑
k∈Z
Tk(S k+N( j−1) − S k+N( j)).(3.7)
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Thus
CΩ f = [b, T
1
Ω
] f =
∞∑
j=1
[b, T N1, j + T
N
2, j] f =
∞∑
j=1
[b, T N1, j] f +
∞∑
j=1
[b, T N2, j] f .
Therefore, for 1 < p < ∞, and w ∈ Ap,
‖CΩ f ‖Lp(w) ≤
∞∑
j=1
‖[b, T N1, j] f ‖Lp(w) +
∞∑
j=1
‖[b, T N2, j] f ‖Lp(w).
To prove Theorem 1.1, we claim the following inequalities hold for i = 1, 2, 1 < p < ∞ and w ∈ Ap:
‖[b, T Ni, j] f ‖Lp . ‖∇b‖L∞‖Ω‖L∞2
−θN( j−1)(1 + N( j))‖ f ‖Lp.(3.8)
and
‖[b, T Ni, j] f ‖Lp(w) . ‖∇b‖L∞‖Ω‖L∞(1 + N( j)){w}Ap‖ f ‖Lp(w).(3.9)
We assume (3.8) and (3.9) for the moment. Then, by choosing ε := 1
2
cd/(w)Ap, we see that the
estimate (3.9) gives
‖[b, T Ni, j]‖Lp(w1+ε) . ‖∇b‖L∞‖Ω‖L∞(1 + N( j)){w
1+ε}Ap‖ f ‖Lp(w1+ε)(3.10)
. ‖∇b‖L∞‖Ω‖L∞(1 + N( j)){w}
1+ε
Ap
‖ f ‖Lp(w1+ε).
Now we are in position to apply the interpolation theorem with change of measures by E. M. Stein
and G. Weiss (see [25]).
Theorem 3.1 (Stein–Weiss). Assume that 1 ≤ p0, p1 ≤ ∞, that w0 and w1 are positive weights, and
that T is a sublinear operator satisfying
T : Lpi(wi) → L
pi(wi), i = 0, 1,
with quasi-norms M0 and M1, respectively. Then
T : Lp(w) → Lp(w),
with quasi-norm M ≤ Mλ
0
M1−λ
1
, where
1
p
=
λ
p0
+
1 − λ
p1
, w = w
pλ/p0
0
w
p(1−λ)/p1
1
.
With (3.8) and (3.10), we now apply Theorem 3.1 to T = [b, T N
i, j
] with i = 1, 2, p0 = p1 = p, w0 =
w0 = 1, w1 = w
1+ε and λ = ε/(1 + ε). Then we obtain that there exist some θ, γ > 0 such that
‖[b, T Ni, j]‖Lp(w)→Lp(w) . ‖[b, T
N
i, j]‖
ε/(1+ε)
Lp→Lp
‖[b, T Ni, j]‖
1/(1+ε)
Lp(w1+ε)→Lp(w1+ε)
. ‖∇b‖L∞‖Ω‖L∞(1 + N( j))2
−θN( j−1)ε/(1+ε){w}Ap
. ‖∇b‖L∞‖Ω‖L∞(1 + N( j))2
−γN( j−1)/(w)Ap {w}Ap.
This gives
‖CΩ‖Lp(w)→Lp(w) .
2∑
i=1
∞∑
j=1
‖[b, T Ni, j]‖Lp(w)→Lp(w)
. ‖∇b‖L∞‖Ω‖L∞{w}Ap
∞∑
j=0
(1 + N( j))2−γN( j−1)/(w)Ap .
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Thus, it suffices to choose a suitable increasing sequence {N( j)} to get the quantitative estimate. We
choose N( j) = 2 j for j ≥ 1. Then, using e−x ≤ 2x−2, we have
∞∑
j=0
(1 + N( j))2−γN( j−1)/(w)Ap .
∑
j:2 j≤(w)Ap
2 j +
∑
j:2 j≥(w)Ap
2 j
((w)Ap
2 j
)2
. (w)Ap ,
by summing two geometric series in the last step. As a consequence, we have
‖CΩ f ‖Lp(w) . ‖∇b‖L∞‖Ω‖L∞{w}Ap(w)Ap‖ f ‖Lp(w).
The proof of Theorem 1.1 is complete on the condition that (3.8) and (3.9) holds.
3.2. Proof of the auxiliary inequalities (3.8) and (3.9). Now we return to the proof of (3.8) and
(3.9). To begin with, we need the following auxiliary lemmas.
Lemma 3.2. Let b ∈ Lip(Rn) and T N
1, j
and T N
2, j
be defined as in (3.6) and (3.7), respectively. The
following inequality holds for i = 1, 2,
‖[b, T Ni, j] f ‖L2 . ‖Ω‖L∞‖∇b‖L∞2
−αN( j−1)‖ f ‖L2,(3.11)
where the constant α ∈ (0, 1) is independent of j.
Lemma 3.3. Let b ∈ Lip(Rn) and [b, T N
i, j
], i = 1, 2 be defined as in (3.6) and (3.7), respectively. Then
the operator [b, T N
i, j
], i = 1, 2 is a Caldero´n-Zygmund operator with kernel Ki(x, y), i = 1, 2 satisfies
|Ki(x, y)| .
‖Ω‖L∞‖∇b‖L∞
|x − y|n
and for 2|h| ≤ |x − y|,
|Ki(x, y + h) − Ki(x, y)| + |Ki(x, y) − Ki(x + h, y)| .
ω j(
|h|
|x−y|
)
|x − y|n
,
where ω j(t) = ‖Ω‖L∞‖∇b‖L∞ min{1, 2
N( j)t}, which satisfies
‖ω j‖Dini =
∫ 1
0
ω j(t)
dt
t
= ‖Ω‖L∞‖∇b‖L∞(1 + N( j)).
Assuming Lemmas 3.2 and 3.3 at the moment, we show (3.8) and (3.9).
Proofs of (3.8) and (3.9) . In fact, applying Lemma 2.1 to T = [b, T N
i, j
], i = 1, 2, we get that for
1 < p < ∞ and w ∈ Ap
‖[b, T Ni, j] f ‖Lp(w) . ‖Ω‖L∞‖∇b‖L∞(1 + N( j)){w}Ap‖ f ‖Lp(w),
which gives the proof of (3.9). Taking w = 1, we get that for 1 < p < ∞,
‖[b, T Ni, j] f ‖Lp . ‖Ω‖L∞‖∇b‖L∞(1 + N( j))‖ f ‖Lp.(3.12)
Interpolating between (3.11) and (3.12), we get
‖[b, T Ni, j] f ‖Lp . ‖∇b‖L∞‖Ω‖L∞2
−θN( j−1)(1 + N( j))‖ f ‖Lp
which establishes the proof of (3.8). 
We now turn to the proof of Lemmas 3.2 and 3.3.
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Proof of Lemma 3.2. Recall that
‖[b, T N1, j] f ‖L2 =
∥∥∥∥∑
k∈Z
[b, Tk(S k−N( j) − S k−N( j−1))] f
∥∥∥∥
L2
,
where
S k−N( j) − S k−N( j−1) =
N( j)∑
i=N( j−1)+1
(S k−i − S k−i+1) =
N( j)∑
i=N( j−1)+1
∆
3
k−i.
Then
‖[b, T N1, j] f ‖L2 ≤
N( j)∑
i=N( j−1)+1
∥∥∥∥∑
k∈Z
[b, Tk∆
3
k−i] f
∥∥∥∥
L2
.
For any i ∈ N, k ∈ Z, we define T i
k
f (x) := Tk∆k−i f (x). Then we write
[b, Tk∆
3
k−i] f = [b,∆k−i](T
i
k∆k− j f ) + ∆k−i([b, T
i
k]∆k−i f ) + ∆k−iT
i
k([b,∆k−i] f ).
Then we get ∥∥∥∥∑
k∈Z
[b, Tk∆
3
k−i] f
∥∥∥∥
L2
=
∥∥∥∥∑
k∈Z
[b,∆k−i]T
j
k
∆k−i f
∥∥∥∥
L2
+
∥∥∥∥∑
k∈Z
∆k−i[b, T
i
k]∆k−i f
∥∥∥∥
L2
+
∥∥∥∥∑
k∈Z
∆k−iT
i
k[b,∆k−i] f
∥∥∥∥
L2
=: I1 + I2 + I3.
Denote
T̂ i
k
f (ξ) = K̂k(ξ)ψ̂(2
k−iξ) f̂ (ξ) =: mi,k(ξ) f̂ (ξ).
We now provide pointwise estimates for mi,k(ξ) and its derivative.
First, it is easy to verify that there exists 0 < β < 1 such that
|K̂k(ξ)| . ‖Ω‖L∞2
−k|2kξ|−β.
Second, for any multi-index η with |η| ≤ 2, we get
∣∣∣∂ηK̂k(ξ)∣∣∣ .
∣∣∣∣∣∣∣
∫ 2k+1
2k
∫
S n−1
Ω(y′)y′
η
e−2πiξ·ry
′
dσ(y′)r|η|−2dr
∣∣∣∣∣∣∣ . 2k(|η|−1), where i2 = −1.
Since ψ̂ ∈ S(Rd) with suppψ̂ ⊂ {1/2 ≤ |ξ| ≤ 2}, we see that |2kξ| ≈ 2i. Hence,
|mi,k(ξ)| ≤ |K̂k(ξ)| |ψ̂(2
k−iξ)| . 2−k2−βi‖Ω‖L∞ .(3.13)
On the other hand, for any multi-index α, we have
∂αmk,i(ξ) = ∂
α(K̂k(ξ)ψ(2k−iξ))
=
∑
η
Cα1η1 ...C
αn
ηn
(
∂ηK̂k(ξ)
)(
∂α−ηψ(2k−iξ)
)
,
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where the sum is taken over all multiindices η with 0 ≤ ηℓ ≤ αℓ for 1 ≤ ℓ ≤ n. By taking α with
|α| = 2, we obtain that ∣∣∣∂αmk,i(ξ)∣∣∣ . 2(k−i)(|α|−|η|) ∑
0≤|η|≤|α|
∣∣∣∂ηK̂k(ξ)∣∣∣(3.14)
. 2(k−i)(|α|−|η|)2(−1+|η|)k‖Ω‖L∞
≃ 2−i(|α|−|η|)2(−1+|α|)k‖Ω‖L∞
. 2k‖Ω‖L∞ .
As a consequence, after combing (3.13) and (3.14) above, we can apply Lemma 2.3 to [b, T i
k
] to obtain
that there exists some constant 0 < λ < 1 such that
‖[b, T ik] f ‖L2 . 2
−βλi‖Ω‖L∞‖∇b‖L∞‖ f ‖L2, i ≥ 1.(3.15)
By using the Plancherel theorem and (3.13), we also get
‖T ik f ‖L2 . 2
−k2−βi‖Ω‖L∞‖ f ‖L2.(3.16)
We now estimate I1, I2 and I2, respectively. By using (3.15) and the Littlewood–Paley theory, we
get
I1 .
(∑
k∈Z
‖[b, T ik](∆k−i f )‖
2
L2
)1/2
. 2−βλi‖Ω‖L∞‖∇b‖L∞
(∑
k∈Z
‖∆k−i f ‖
2
L2
)1/2
. 2−βλi‖Ω‖L∞‖∇b‖L∞‖ f ‖L2.
Now, we estimate I2. By using (3.16) and Lemma 2.2, we get
I2 .
(∑
i∈Z
‖T ik([b,∆k−i] f )‖
2
L2
)1/2
. 2−(1+β)i‖Ω‖L∞
(∑
i∈Z
2−2(k−i)‖[b,∆k−i] f ‖
2
L2
)1/2
≃ 2−(1+β)i‖Ω‖L∞
(∑
i∈Z
2−2k‖[b,∆k] f ‖
2
L2
)1/2
. 2−(1+β)i‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
Finally, by duality and by the estimate of I1, we obtain that
I3 . 2
−βλi‖Ω‖L∞‖∇b‖L∞‖ f ‖L2.
Combining the estimates of I1, I2 and I3 above, we obtain that there exists some constant 0 < α < 1
such that ∥∥∥∥∑
k∈Z
[b, Tk∆
3
k−i] f
∥∥∥∥
L2
. 2−αi‖∇b‖L∞‖Ω‖L∞‖ f ‖L2, for i ≥ 1.
Thus, there exists constant δ ∈ (0, 1) such that
‖[b, T N1, j] f ‖L2 =
N( j)∑
i=N( j−1)+1
∥∥∥∥∑
k∈Z
[b, Tk∆
3
k−i] f
∥∥∥∥
L2
12
.N( j)∑
i=N( j−1)+1
2−αi‖∇b‖L∞‖Ω‖L∞‖ f ‖L2
. 2−δN( j−1)‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
Next, we consider [b, T N
2, j
] f . Recall that
‖[b, T N2, j] f ‖L2 =
∥∥∥∥∑
k∈Z
[b, Tk(S k+N( j−1) − S k+N( j))] f
∥∥∥∥
L2
,
where
S k+N( j−1) − S k+N( j) =
N( j)∑
i=N( j−1)+1
(S k+i−1 − S k+i) =
N( j)∑
i=N( j−1)+1
∆
3
k+i.
For any i ∈ N, k ∈ Z, denote by T˜ i
k
f (x) = Tk∆k+i f (x).We may write
[b, Tk∆
3
k+i
] f = [b,∆k+i](T˜
i
k
∆k+i f ) + ∆k+i([b, T˜
i
k
]∆k+i f ) + ∆k+iT˜
i
k
([b,∆k+i] f ).
Then we get ∥∥∥∥∑
k∈Z
[b, Tk∆
3
k+i] f
∥∥∥∥
L2
=
∥∥∥∥∑
k∈Z
[b,∆k+i]T˜
i
k∆k+i f
∥∥∥∥
L2
+
∥∥∥∥∑
k∈Z
∆k+i[b, T˜
i
k]∆k+i f
∥∥∥∥
L2
+
∥∥∥∥∑
k∈Z
∆k+iT˜
i
k[b,∆k+i] f
∥∥∥∥
L2
=: II1 + II2 + II3.
Denote ̂˜
T i
k
f (ξ) = K̂k(ξ)ψ̂(2
k+iξ) f̂ (ξ) =: m˜i,k(ξ) f̂ (ξ).
We now consider the pointwise estimates for m˜i,k(ξ) and its derivatives. By using the cancellation
condition of Ω as in (1.3), it is easy to verify that
|K̂k(ξ)| . 2
−k|2kξ|2‖Ω‖L∞ .
Since ψ̂ ∈ S(Rn) with suppψ̂ ⊂ {1/2 ≤ |ξ| ≤ 2}, we see that |2kξ| ≈ 2−i. Hence,
|m˜i,k(ξ)| . 2
−k2−2i‖Ω‖L∞ .(3.17)
and for multi-index α with |α| = 2,
|∂αm˜i,k(ξ)| . 2
k‖Ω‖L∞ .(3.18)
After combining (3.17) and (3.18), we apply Lemma 2.3 to [b, T˜ i
k
] to obtain that there exists some
constant 0 < λ < 1 such that
‖[b, T˜ ik] f ‖L2 . 2
−2λi‖Ω‖L∞‖∇b‖L∞‖ f ‖L2, i ≥ 1.(3.19)
Moreover, by using the Plancherel theorem and (3.17), we get
‖T˜ ik f ‖L2 . 2
−k2−2i‖Ω‖L∞‖ f ‖L2.(3.20)
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We now estimate II1, II2 and II3, respectively. By using (3.19) and the Littlewood–Paley theory, we
get that
II1 .
(∑
k∈Z
‖[b, T˜ ik](∆k+i f )‖
2
L2
)1/2
. 2−2λi‖Ω‖L∞‖∇b‖L∞
(∑
k∈Z
‖∆k+i f ‖
2
L2
)1/2
. 2−2λi‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
Now, we estimate II2. By using (3.20) and Lemma 2.2, we get
II2 .
(∑
k∈Z
‖T˜ ik([b,∆k+i] f )‖
2
L2
)1/2
. 2−i‖Ω‖L∞
(∑
k∈Z
2−2(k+i)‖[b,∆k+i] f ‖
2
L2
)1/2
≃ 2−i‖Ω‖L∞
(∑
k∈Z
2−2k‖[b,∆k] f ‖
2
L2
)1/2
. 2−i‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
Finally, by duality and the estimate of II1, we obtain that
II3 . 2
−i‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
It follows from II1, II2 and II3 that there exists some constant 0 < γ < 1,∥∥∥∥∑
k∈Z
[b, Tk∆
3
k+i] f
∥∥∥∥
L2
. 2−γi‖∇b‖L∞‖Ω‖L∞‖ f ‖L2, for i ≥ 1.
Then for τ ∈ (0, 1)
‖[b, T N2, j] f ‖L2 =
N( j)∑
i=N( j−1)+1
∥∥∥∥∑
k∈Z
[b, Tk∆
3
k+i] f
∥∥∥∥
L2
.
N( j)∑
i=N( j−1)+1
2−γi‖∇b‖L∞‖Ω‖L∞‖ f ‖L2
. 2−τN( j−1)‖∇b‖L∞‖Ω‖L∞‖ f ‖L2.
The proof of Lemma 3.2 is complete. 
Proof of Lemma 3.3. Recall the definition of [b, T N
i, j
], i = 1, 2, given as by
[b, T N1, j] f =
∑
k∈Z
[b, Tk(S k−N( j) − S k−N( j−1))] f ,
and
[b, T N2, j] f =
∑
k∈Z
[b, Tk(S k+N( j−1) − S k+N( j))] f .
Denote by
[b, T N1, j] f (x) = p.v.
∫
Rn
K1(x, y) f (y) dy,
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and
[b, T N2, j] f (x) = p.v.
∫
Rn
K2(x, y) f (y) dy.
We first consider the kernel K1(x, y). In order to get the required size and smoothness estimates for
K1(x, y), we need to study the kernels of TkS k−N( j) and TkS k+N( j), respectively. We begin with verifying
the size and the smoothness estimates for the kernel of TkS k−N( j), that is, to get the pointwise estimate
of |Kk ∗ ϕk−N( j)(x)| and |∇Kk ∗ ϕk−N( j)(x)|.
Let x ∈ Rn. From the definition of Kk and ϕk−N( j)(x), we get
|Kk ∗ ϕk−N( j)(x)| =
∣∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1(y)2
−(k−N( j))nϕ
( x − y
2k−N( j)
)
dy
∣∣∣∣∣∣.
We now consider the following two cases: |x| > 2k+2 and |x| ≤ 2k+2.
Case 1: |x| > 2k+2.
Note that in this case, we get |x − y| ≥ |x| − |y| ≥ |x| − |x|
2
≥
|x|
2
. Hence,
|Kk ∗ ϕk−N( j)(x)| ≤
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)
22(k−N( j))
(2k−N( j) + |x − y|)n+2
dy
.
22(k−N( j))
|x|n+2
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)dy
. ‖Ω‖L∞
2−2N( j)2k
|x|n+2
.
Case 2: |x| ≤ 2k+2.
We get
|Kk ∗ ϕk−N( j)(x)| ≤
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)2
−(k−N( j))nϕ
( x − y
2k−N( j)
)
dy
. ‖Ω‖L∞2
−k(n+1)
∫
Rn
2−(k−N( j))nϕ
( x − y
2k−N( j)
)
dy
. ‖Ω‖L∞2
−k(n+1).
Combining the estimates in the two cases above, we have that∑
k∈Z
|Kk ∗ ϕk−N( j)(x − y)|(3.21)
. ‖Ω‖L∞
∑
k∈Z
2k
|x − y|n+2
1|x−y|>2k+2 (x − y) + ‖Ω‖L∞
∑
k∈Z
2−k(n+1)1|x−y|≤2k+2 (x − y)
≃
‖Ω‖L∞
|x − y|n+1
∑
k∈Z
2k
|x − y|
1|x−y|>2k+2 (x − y) +
‖Ω‖L∞
|x − y|n+1
.
‖Ω‖L∞
|x − y|n+1
,
and ∑
k∈Z
|(b(x) − b(y))Kk ∗ ϕk−N( j)(x − y)| . ‖∇b‖L∞
‖Ω‖L∞
|x − y|n
.(3.22)
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Then we get
|K1(x, y)| . ‖∇b‖L∞
‖Ω‖L∞
|x − y|n
.(3.23)
We now consider ∇(Kk ∗ ϕk−N( j))(x). Again, we consider the following two cases |x| > 2
k+2 and
|x| ≤ 2k+2.
Case 1: |x| > 2k+2.
Since |x − y| ≥ |x| − |y| ≥ |x| − |x|
2
≥
|x|
2
, we have
|∇(Kk ∗ ϕk−N( j))(x)| = |Kk ∗ ∇ϕk−N( j)(x)|
=
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1 (y)2
N( j)−k(∇ϕ)k−N( j)(x − y)dy
∣∣∣∣∣
.
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1(y)2
N( j)−k 2
3(k−N( j))
(2k−N( j) + |x − y|)n+3
dy
.
22(k−N( j))
|x|n+3
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)dy
. ‖Ω‖L∞
2−2N( j)2k
|x|n+3
.
Case 2: |x| ≤ 2k+1.
We get
|∇(Kk ∗ ϕk−N( j))(x)| =
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1 (y)2
N( j)−k(∇ϕ)k−N( j)(x − y)dy
∣∣∣∣∣
.
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)2
N( j)−k |(∇ϕ)k−N( j)(x − y)|dy
. 2N( j)
‖Ω‖L∞
2k(n+2)
∫
Rn
|(∇ϕ)k−N( j)(x − y)|dy
. 2N( j)
‖Ω‖L∞
2k(n+2)
.
Thus, for any x, y, z satisfying 2|y − z| ≤ |x − y| (which gives |x − y| ≃ |x − z|), we have∑
k∈Z
|Kk ∗ ϕk−N( j)(x − y) − Kk ∗ ϕk−N( j)(x − z)|(3.24)
.
∑
k∈Z
|∇Kk ∗ ϕk−N( j)((1 − θ)(x − y) + θ(x − z))||y − z|
. ‖Ω‖L∞
(∑
k∈Z
2k
|x − y|n+3
1|x−y|>2k+2 (x − y) + 2
N( j)
∑
k∈Z
1
2k(n+2)
1|x−y|≤2k+2 (x − y)
)
|y − z|
. ‖Ω‖L∞
(
1
|x − y|n+2
∑
k∈Z
2k
|x − y|
1|x−y|>2k+2 (x − y) + 2
N( j) 1
|x − y|n+2
)
|y − z|
. ‖Ω‖L∞
(
1
|x − y|n+2
+ 2N( j)
1
|x − y|n+2
)
|y − z|
. ‖Ω‖L∞2
N( j) |y − z|
|x − y|n+2
.
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By using the above inequality and (3.21), we have that for any x, y, z satisfying 2|y − z| ≤ |x − y|,∑
k∈Z
∣∣∣∣(b(x) − b(y))Kk ∗ ϕk−N( j)(x − y) − (b(x) − b(z))Kk ∗ ϕk−N( j)(x − z)∣∣∣∣(3.25)
≤ |b(x) − b(y)|
∑
k∈Z
|Kk ∗ ϕk−N( j)(x − y) − Kk ∗ ϕk−N( j)(x − z)|
+ |b(y) − b(z)|
∑
k∈Z
|Kk ∗ ϕk−N( j)(x − z)|
. ‖Ω‖L∞‖∇b‖L∞
(
2N( j)
|y − z|
|x − y|n+1
+
|y − z|
|x − z|n+1
)
. ‖Ω‖L∞‖∇b‖L∞2
N( j) |y − z|
|x − y|n+1
.
Combined (3.22) and (3.25), for any x, y, z satisfying 2|y − z| ≤ |x − y|, we get
∑
k∈Z
|(b(x) − b(y))Kk ∗ ϕk−N( j)(x − y) − (b(x) − b(z))Kk ∗ ϕk−N( j)(x − z)| .
ω j
(
|y−z|
|x−y|
)
|x − y|n
,
where
ω j(t) = ‖Ω‖L∞‖∇b‖L∞ min(1, 2
N( j)t).
The Dini norm of this function ω j is given by∫ 1
0
ω j(t)
dt
t
. ‖Ω‖L∞‖∇b‖L∞
( ∫ 2−N( j)
0
2N( j)t
dt
t
+
∫ 1
2−N( j)
dt
t
)
(3.26)
= ‖Ω‖L∞‖∇b‖L∞(1 + log 2
N( j))
. ‖Ω‖L∞‖∇b‖L∞(1 + N( j)).
Thus, we obtain that for any x, y, z satisfying 2|y − z| ≤ |x − y|,
|K1(y, x) − K1(z, x)| + |K1(x, y) − K1(x, z)| .
ω j
(
|y−z|
|x−y|
)
|x − y|n
.(3.27)
Next, we study size and smoothness of the kernel K2(x, y).Again, it suffices to verify the pointwise
bound for |Kk ∗ ϕk+N( j)(x)| and |∇Kk ∗ ϕk+N( j)(x)|. Note that
|Kk ∗ ϕk+N( j)(x)| =
∣∣∣∣ ∫
Rn
Ω(y′)
|y|n
12k<|y|<2k+12
−(k+N( j))nϕ(
x − y
2k+N( j)
)dy
∣∣∣∣.
We consider the following two cases: |x| > 2k+2 and |x| ≤ 2k+2.
Case 1: |x| > 2k+2.
In this case we get |x − θy| ≥ |x| − θ|y| ≥ |x| − |x|
2
≥
|x|
2
for any θ ∈ (0, 1).
By using the cancellation condition of Ω as in (1.3) and the Taylor’s expansion of ϕk+N( j)(x), we
get that
|Kk ∗ ϕk+N( j)(x)| ≤
∑
|α|=2
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)|∂
αϕk+N( j)(x − θy)||y|
2 dy
=
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)
1
22(k+N( j))
22(k+N( j))|y|2
(2k+N( j) + |x − θy|)n+2
dy
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.
2k
|x|n+2
∫
Rn
|Ω(y′)|
|y|n
12k<|y|<2k+1(y)dy
. ‖Ω‖L∞
2k
|x|n+2
.
Case 2: |x| ≤ 2k+2.
We get
|Kk ∗ ϕk+N( j)(x)| ≤
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)2
−(k+N( j))n(y)ϕ(
x − y
2k+N( j)
) dy
. ‖Ω‖L∞2
−k(n+1)
∫
Rn
2−(k+N( j))nϕ(
x − y
2k+N( j)
)dy
. ‖Ω‖L∞2
−k(n+1).
Combining the above two cases, we have that∑
k∈Z
|Kk ∗ ϕk+N( j)(x − y)|(3.28)
. ‖Ω‖L∞
∑
k∈Z
2k
|x − y|n+2
1|x−y|>2k+2 (x − y) + ‖Ω‖L∞
∑
k∈Z
2−k(n+1)1|x−y|≤2k+2 (x − y)
.
‖Ω‖L∞
|x − y|n+1
,
and hence, ∑
k∈Z
|(b(x) − b(y))Kk ∗ ϕk+N( j)(x − y)| .
‖Ω‖L∞‖∇b‖L∞
|x − y|n
.(3.29)
This gives
|K2(x, y)| .
‖Ω‖L∞‖∇b‖L∞
|x − y|n
.(3.30)
We now estimate ∇Kk ∗ ϕk+N( j)(x). We also consider the following two cases: |x| > 2
k+2 and
|x| ≤ 2k+2.
Case 1: |x| > 2k+2.
We get |x − θy| ≥ |x| − θ|y| ≥ |x| − |x|
2
≥
|x|
2
, 0 < θ < 1. By using the cancellation condition of Ω, we
get that
|∇(Kk ∗ ϕk+N( j))(x)| = |Kk ∗ ∇ϕk+N( j)(x)|
=
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1 (y)2
−N( j)−k(∇ϕ)k+N( j)(x − y)dy
∣∣∣∣∣
=
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1 (y)2
−N( j)−k
[
(∇ϕ)k+N( j)(x − y) − (∇ϕ)k+N( j)(x)
]
dy
∣∣∣∣∣
.
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)2
−2N( j)−2k 2
3(k+N( j))|y|
(2k+N( j) + |x − θy|)n+3
dy
.
2k+N( j)
|x|n+3
∫
Rn
|Ω(y′)|
|y|n
12k<|y|<2k+1 (y)dy
. ‖Ω‖L∞
2N( j)2k
|x|n+3
.
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Case 2: |x| ≤ 2k+2.
We have
|∇(Kk ∗ ϕk+N( j))(x)| = |Kk ∗ ∇ϕk+N( j)(x)|
=
∣∣∣∣∣
∫
Rn
Ω(y′)
|y|n+1
12k<|y|<2k+1 (y)2
−N( j)−k(∇ϕ)k+N( j)(x − y)dy
∣∣∣∣∣
.
∫
Rn
|Ω(y′)|
|y|n+1
12k<|y|<2k+1 (y)2
−N( j)−k |(∇ϕ)k− j(x − y)|dy
. 2−N( j)
‖Ω‖L∞
2k(n+2)
∫
Rn
|(∇ϕ)k− j(x − y)|dy
.
‖Ω‖L∞
2k(n+2)
.
Thus, for any x, y, z satisfying 2|y − z| ≤ |x − y|,∑
k∈Z
|Kk ∗ ϕk−N( j)(x − y) − Kk ∗ ϕk−N( j)(x − z)|(3.31)
.
∑
k∈Z
|∇Kk ∗ ϕk−N( j)((1 − θ)(x − y) + θ(x − z))||y − z|
. ‖Ω‖L∞
(∑
k∈Z
2N( j)
2k
|x − y|n+3
1|x−y|>2k+2 (x − y) +
∑
k∈Z
1
2k(n+2)
1|x−y|≤2k+2 (x − y)
)
|y − z|
. ‖Ω‖L∞
(
2N( j)
|x − y|n+2
+
1
|x − y|n+2
)
|y − z|
. ‖Ω‖L∞2
N( j) |y − z|
|x − y|n+2
.
From the above inequality and (3.28) we get that for any x, y, z satisfying 2|y − z| ≤ |x − y|,∑
k∈Z
|(b(x) − b(y))Kk ∗ ϕk+N( j)(x − y) − (b(x) − b(z))Kk ∗ ϕk+N( j)(x − z)|(3.32)
. |(b(x) − b(y))|
∑
k∈Z
|Kk ∗ ϕk+N( j)(x − y) − Kk ∗ ϕk+N( j)(x − z)|
+ |(b(y) − b(z))|
∑
k∈Z
|Kk ∗ ϕk+N( j)(x − z)|
. ‖Ω‖L∞‖∇b‖L∞2
N( j) |y − z|
|x − y|n+1
+ ‖Ω‖L∞‖∇b‖L∞
|y − z|
|x − z|n+1
. 2N( j)‖Ω‖L∞‖∇b‖L∞
|y − z|
|x − y|n+1
.
Combined (3.29) and (3.32), we obtain that for any x, y, z satisfying 2|y − z| ≤ |x − y|,
∑
k∈Z
|(b(x) − b(y))Kk ∗ ϕk+N( j)(x − y) − (b(x) − b(z))Kk ∗ ϕk+N( j)(x − z)| .
ω j
(
|y−z|
|x−y|
)
|x − y|n
.
This yeilds that for any x, y, z satisfying 2|y − z| ≤ |x − y|,
|K2(y, x) − K2(z, x)| + |K2(x, y) − K2(x, z)| .
ω j
(
|y−z|
|x−y|
)
|x − y|n
,
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where
ω j(t) = ‖Ω‖L∞‖∇b‖L∞ min(1, 2
N( j)t),
and its Dini norm was obtained in (3.26).
The proof of Lemma 3.3 is complete. 
4. PROOF OF THEOREM 1.2
For 1 < p < ∞, write
[b, TΩ]∇ f (x) = −TΩ[b,∇] f (x) + [b,∇TΩ] f (x).
For the first term, since
[b,∇] f = −(∇b) f ,
applying Theorem 1.4 in [17] yields
‖TΩ[b,∇] f ‖Lp(w) . {w}Ap(w)Ap‖Ω‖L∞‖(∇b) f ‖Lp(w)(4.1)
. {w}Ap(w)Ap‖Ω‖L∞‖∇b‖L∞‖ f ‖Lp(w).
For the second term, write K(x) =
Ω(x′)
|x|n
, it is easy to verify that ∇K(x) is homogeneous of degree
−n − 1 and satisfies
(xk∇K(x))
∧(ξ) = iξk∇̂K(ξ) = i
∂
∂ξk
(iξ1K̂(ξ), · · · , iξnK̂(ξ)).
Moreover,
∂
∂ξk
(ξ jK̂)(ξ) =

K̂(ξ) + ξ j
∂K̂(ξ)
∂ξk
as j = k;
ξ j
∂K̂(ξ)
∂ξk
as j , k.
So,
(xk∇K(x))
∧(0) = 0 ∀ k ∈ {1, · · · , n}.
Additionally,
∇̂K(ξ) = iξK̂(ξ) & ∇̂K(0) = 0.
This says ∫
Sn−1
(x′k)
N∇K(x′) dσ(x′) = 0 ∀ (k,N) ∈ {1, · · · , n} × {0, 1}.
Since
|∇K(x′)| ∈ L∞(Sn−1),
by using Theorem 1.1, we see that the commutator
[b,∇TΩ] f (x) = p.v.
∫
Rn
∇K(x − y)(b(x) − b(y) f (y) dy
satisfies
‖[b,∇TΩ] f ‖Lp(w) . {w}Ap‖Ω‖L∞‖∇b‖L∞‖ f ‖Lp(w).(4.2)
Combining the estimates for (4.1) and (4.2), we get
‖[b, TΩ]∇ f ‖Lp(w) . {w}Ap(w)Ap(‖Ω‖L∞(Sn−1) + ‖∇K‖L∞(Sn−1))‖∇b‖L∞‖ f ‖Lp(w),
thereby reaching the first part of Theorem 1.2.
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Moreover, regarding ∇[b, TΩ] f we have
∇[b, TΩ] f (x) = −[b,∇]TΩ f (x) + [b,∇TΩ] f (x) = −(∇b)(x)TΩ f (x) + [b,∇TΩ] f (x).
In a similar way, we obtain
‖∇[b, TΩ]‖Lp(w) . {w}Ap(w)Ap‖Ω‖L∞‖∇b‖L∞‖ f ‖Lp(w).
The proof of Theorem 1.2 is complete. 
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