ABSTRACT Interactive axis extraction for high-dimensional data visualization has been demonstrated to be powerful in high-dimensional data exploring and understanding. The extracted axes help to yield new 2-D arrangements of data points, providing new insights into the data. However, the existing interfaces for extraction only support linear axes or non-linear axes without specific semantics. When the data points lie in a manifold, it is hard to capture intrinsic features of the manifold by either linear axes or non-linear axes without specific semantics. Furthermore, a dataset with complicated topology would contain holes and branches. While a branch often indicates a local trend, it may not make sense to project data points to an axis in a different branch. In this paper, we propose an interactive visual interface to identify and extract intrinsic axes in high-dimensional data. The system contains four major views. The topology view presents the skeleton-based topology of the dataset. The detail view provides a force-directed layout of a high-dimensional data and allows interactive extracting intrinsic axes. The characteristics of extracted axes are visualized in the intrinsic axes view. The projection view layouts data points aligning with extracted intrinsic axes. Case studies and comparative experiments demonstrate the usefulness of our visual analytics system.
I. INTRODUCTION
The acquisition of high-dimensional data is becoming easier, such as the massive use of wireless sensors [1] - [3] . In high-dimensional data visualization, it is critical to extract meaningful axes to form visualizations, which explain certain structures of the data. For instance, scatterplots that are formed by two axes are usually used to present the distribution of data points in the customized two-dimensional space [4] , [5] . The type and quality of the extracted axes decide the understanding users can obtain from the formed visualization.
The feature extraction approaches from machine learning community are widely used in axes extraction for visualization design. The linear approaches, such as PCA [6] ,
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ICA [7] , and LDA [8] , have achieved great success in different learning problems. The non-linear methods, such as ISOMAP [9] , LLE [10] , and LE [11] , are able to reveal intrinsic features. The extracted intrinsic features have attracted a lot of attentions because they often have semantic meanings. However, these approaches are designed for redundancy reduction rather than visualization. The extracted axes are not inherently explainable.
In visual analytics, interactive approaches are proposed to customize semantic features [12] , [13] . InterAxis [12] allows users to steer linear features by manipulating a few data points. Recently, AxisSketcher [13] provides a set of operations to draw non-linear features. However, the non-linear features are defined in the original space rather than in an intrinsic space. The intrinsic space is believed to describe the latent semantics of original data in manifold learning [9] . Therefore, these approaches are weak in revealing semantic features. The extracted features may distort the understanding of intrinsic structures.
Designing an intrinsic feature extraction approach has several challenges. First, high-dimensional datasets are often massive and have complicated topologies [14] . Global features normally failed to describe the structures of branches and holes. The system needs to support local feature extraction in these structures. Second, it is non-trivial to design a workspace for identification and extraction of intrinsic features. A well-designed projection is required to present the distribution of data points in the customized intrinsic space. Third, because the concept of intrinsic feature is abstract, the system needs to provide both low-level context information and semantic interpretation of data and features.
To address the above challenges, we present a visual analytics system for identification and extraction of intrinsic features. First, we propose a topology extraction algorithm that is consistent with k-nearest-neighbors (kNN) graph, which describes the intrinsic structures of high-dimensional datasets. Second, we propose a set of algorithms and interactions for extracting intrinsic axes, and use two encoding strategies to visualize the intrinsic axes. Then, we propose an algorithm to project data points onto intrinsic axes and build 2-D projections. Next, for the visual analysis task, we designed a visual analytics system, mainly including a topology view, a detail view, an intrinsic axes view, and a projection view. Finally, we use three case studies and two comparative experiments to verify the effectiveness of our system.
The main contributions of this work include:
• An algorithm for extracting the topology of highdimensional datasets to help users understand data and analyze local structures.
• An interactive intrinsic axis extraction algorithm which captures the intrinsic features of high-dimensional datasets.
• A mapping algorithm that projects data points onto intrinsic axes to present the distribution of data.
• A visual analytics system that contains multiple views and interactions to explore the intrinsic features and structures of high-dimensional datasets.
The rest part of this paper is organized as follows. Section II reviews the related work. Section III presents the problem characterization. Section IV describes the related algorithms of the system. Section V describes the visual design of our system. Section VI presents our case studies and compares the result of our approach with other related approaches. We discuss the critical issues of our approach in Section VII and Section VIII concludes our paper.
II. RELATED WORK
Visualization is an effective means for exploring and understanding data [15] - [17] . Liu et al. [18] gave a detailed summary of high-dimensional data visualization techniques. Conventional high-dimensional data visualization techniques [19] , including scatterplot matrices [20] , parallel coordinates [21] , and radviz [22] . These approaches mainly focus on the distribution of data in a dimension and the correlation between dimensions [23] . However, it is difficult for these approaches to effectively reveal the underlying structures and features of data. In order to solve the above problems, researchers have proposed a large number of techniques, such as dimensionality reduction, subspace clustering, and topology data analysis. Feature extraction is the key technique of dimensionality reduction visualization. This chapter will briefly introduce the related work of the high-dimensional data visualization, including: automatic feature extraction, interactive feature extraction and visualization of high-dimensional data topology.
A. AUTOMATIC FEATURE EXTRACTION IN HIGH-DIMENSIONAL DATA
Feature extraction is a fundamental technique for analyzing high-dimensional data. Feature extraction maps original data from high-dimensional space to low-dimensional space by constructing linear or nonlinear transformations, and maintains the main structural features of the original data. Therefore, feature extraction can be divided into two categories: linear feature extraction and non-linear feature extraction.
The linear feature extraction technique assumes that the data points are distributed in a linear subspace. The widely used principal component analysis (PCA) [6] projects high-dimensional data into low-dimensional orthogonal subspace by trying to preserve the variance of the original data. Independent component analysis (ICA) [7] projects data by solving a set of components that are most independent of each other. Linear discriminant analysis (LDA) [8] tries to preserve the data points as close as possible within the class in low-dimensional space, while maximizing the separation among labeled classes. Multidimensional scaling (MDS) [24] refers to a serials of methods that try to preserve distances between data points in high-dimensional space during the projection. As for using Euclidean distance measure, MDS is equal to PCA.
In the real world, data points usually lie in non-linear manifolds [9] . The linear feature extraction technique is difficult to effectively capture the intrinsic features of non-linear data. Therefore, researchers proposed a series of non-linear feature extraction techniques, which are mainly divided into two categories: kernel methods and manifold learning methods.
The main idea of the kernel methods is to project non-linear data through a kernel function into a higher-dimensional kernel space, making the data linearly separable, such as kernel principal component analysis (KPCA) [25] and kernel linear discriminant analysis (KLDA) [26] . The manifold learning methods try to reveal the intrinsic low-dimensional structures embedded in high-dimensional space. The intrinsic features of manifold are difficult to measure in the original space. Therefore, the manifold learning methods usually 79566 VOLUME 7, 2019 build a neighbor graph to represent the intrinsic structures of manifold. Various features are measured in the neighborhood graph. For non-linear data, the traditional Euclidean distance does not reflect the true positional relationship between data points. Therefore, ISOMAP [9] tries to preserve the geodesic distance between data points, and can be seen as a non-linear version of MDS. Local linear embedding [10] preserves the local linear structures. Other famous techniques include Laplacian Eigenmaps (LE) [11] , LTSA [27] and other variants.
However, the features extracted by automated methods are often lacking in interpretability and can only present pre-defined features without considering the different needs of users and analysis tasks.
B. INTERACTIVE FEATURE EXTRACTION IN HIGH-DIMENSIONAL DATA
Interaction can facilitate analysts in exploring information efficiently [28] . The interactive feature extraction allows users to interactively extract features of high-dimensional data, and incorporate users' domain knowledge and perception into feature extraction.
The early approaches aim to interpret and steer the traditional automatic feature extraction methods. For instance, iPCA [29] provides a detailed interface to visualize and manipulate the parameters of PCA. iVisClassifier [30] allows users to interactively tune the parameters of LDA regularization. More related works are surveyed by Sacha et al. [31] . Another type of techniques [32] - [34] allows users to manipulate data points in a semantic sense. Dis-Function [35] allows users to drag points in a 2-D scatterplot to adjust the underlying distance function. The recent research efforts on interactive feature extraction inspires our work. Zhou et al. [36] presented an interface for sketching linear features based on LDA. InterAxis [12] allows users to customize a linear axis by specifying two sets of points. AxiSketcher [13] supports sketching non-linear axes in a 2-D scatterplot to capture non-linear features.
However, these feature extraction techniques are performed in the original space other than an intrinsic space describing the latent semantic information of original data. They are unable to capture intrinsic features of high-dimensional datasets efficiently, especially when the topology of data is complicated. In this paper, we propose an interactive visual analytics method for extracting global and local intrinsic features of high-dimensional datasets in an intrinsic space.
C. VISUALIZING TOPOLOGY STRUCTURES OF HIGH-DIMENSIONAL DATA
Topology-based visualization has become a versatile approach for analyzing scientific data [37] . Visualizing topology structures of high-dimensional data helps users understand the features and structures of data.
Topological data analysis (TDA) is proposed to provide insight to the ''shape'' of data [38] , which is used to understand global and local features of high dimensional data. Many TDA methods extract topology of data based on scalar functions on point clouds. Reeb graphs [39] and Morse-Smale Complex (MSC) [40] , [41] extract topology structures of high-dimensional data based on contour and gradient, respectively. They both use sophisticated hierarchical representations to capture features of multiple scales to obtain abstract representations of high-dimensional data. HDViz [42] uses the approximation of MSC to analyze the scalar function on point cloud data. Mapper [14] reduces high dimensional datasets into simplicial complexes, and describes the topology of data through a graph similar to Reeb graph.
Recently, related techniques dealing with multi-field data have been proposed. Duke et al. [43] , [44] proposed Joint Contour Net (JCN), a generalization of Reeb graph that allows analysis of multi-field data. Duke and Hosseini [45] , Chattopadhyay et al. [46] and others proposed corresponding optimization and improvement methods based on JCN. TDA is also suitable for non-functional data, such as Wang et al. [47] recovered non-trivial topology structures (such as branches and holes) in high-dimensional data. In addition to the above methods, Xia et al. [48] proposed a 2-D projection method for detecting low-dimensional structures of high-dimensional datasets, and visualized the topological relationship between multiple low-dimensional structures.
This paper aims to extract the global and local intrinsic features of high-dimensional data in an intrinsic space. Therefore, we propose an algorithm for extracting the topology structures of high-dimensional datasets in an intrinsic space, which is convenient for users to analyze the global and local intrinsic features.
III. PROBLEM CHARACTERIZATION A. REPRESENTATION OF INTRINSIC STRUCTURES
The essential difference between our method and the traditional axis extraction methods is that the axis is extracted in an intrinsic space rather than in the original Euclidean space. Therefore, the key issue is how to represent the intrinsic space.
Inspired by manifold learning methods, we build a kNN graph of a given high-dimensional dataset to represent its intrinsic structures. Almost all manifold learning methods build a neighborhood graph to represent the intrinsic structures of high-dimensional datasets and measure intrinsic features in the graph, such as geodesic distance [9] , local linear embedding [10] , and local tangent subspace [27] .
A connected component in a kNN graph represents a sub-manifold, while disconnected points belong to different sub-manifolds [48] . Note that our intrinsic approaches are local. If there are multiple sub-manifolds, the proposed intrinsic axes identification and projection are performed in a sub-manifold only. In fact, it makes no sense to project data points to an intrinsic axis that is defined in another submanifold.sec:system VOLUME 7, 2019
B. TASK ANALYSIS
First, We refer to the literature, such as dimensionality reduction, feature extraction, TDA, and the limitations of current methods. Then, We work closely with experts in data mining to summarize the five major tasks of our visual analytics system as follows:
T1. Visualizing the topology of high-dimensional datasets in an intuitive manner. In reality, high-dimensional datasets tend to have large data volumes and high dimensions. In addition, data points often lie in non-linear manifolds with complicated topology. Users have great challenges in understanding high-dimensional datasets, especially when users lack corresponding domain knowledge. Therefore, an overview of the topology should be represented intuitively to provide the global shape of data so that general users can easily understand data structures and analyze local structures.
T2. Analyzing the local structures of high-dimensional datasets. Complicated topology often has local branches and holes. A global projection might be less sufficient to capture local structures. For instance, mapping data points in a branch to an intrinsic axis in another branch may not make sense. Therefore, users should have access to study local structures.
T3. Extracting intrinsic axis interactively. The critical issue is to support interactive operation in an intrinsic space. Although the general non-linear axis can be extracted in the original space, it is hard to capture intrinsic features in an intrinsic space.
T4. Mapping data points onto intrinsic axes in a reasonable manner. While projection in original Euclidean space with matrix operation is trivial, it is challenging to map data points onto an intrinsic axis. Although piece-wise linear methods [13] can divide the projection into linear subproblems, they are still performed in the original space and therefore hard to capture intrinsic features.
T5. Facilitating visual reasoning of the trend in intrinsic axes. The identified intrinsic axes are often non-linear with complicated representation in the original space. The reasoning of the trend in intrinsic axes is critical to understanding the intrinsic structures of high-dimensional datasets. Therefore, we should provide appropriate visual encoding strategies for the intrinsic axes to help explain their meaning.
IV. ALGORITHM A. EXTRACTING THE TOPOLOGY OF HIGH-DIMENSIONAL DATASETS
We design an algorithm by referring to the Mapper algorithm [14] to extract and visualize topology structures of high-dimensional datasets along the kNN graph. There are two main reasons for using kNN graph. First, as described in Section III-A, many methods such as manifold learning methods use kNN graph to represent the intrinsic structures of high-dimensional datasets, and these methods verify the validity of kNN graph. In addition, the detail view (see Section V-C) also uses kNN graph, extracting topology based on kNN graph is beneficial to achieve consistency between views, and help users to obtain consistency awareness. Therefore, we propose an algorithm based on kNN graph to extract the topology of high-dimensional datasets. The algorithm is shown in Fig. 1 , for a given high-dimensional dataset, the detailed steps are as follows:
• Step 1. Build a kNN graph of the high-dimensional dataset and calculate the geodesic distances ( Fig. 1(a) ).
• Step 2. Filter values are obtained by using the 1D MDS algorithm subject to the geodesic distances. Normalize filter values and the data points are colored from blue to red by filter values ( Fig. 1(b) ). The color bar as shown in Fig. 1 .
• Step 3. Data points are divided into α intervals according to the filter values ( Fig. 1(c) ), α can be adjusted.
• Step 4. Each interval is clustered into smaller clusters if they do not connect. And denote each cluster as a node and connect two nodes if they have connect ( Fig. 1(d) ). The constructed graph represents the topology of the dataset, where each node denotes a small set of data points. Each node is colored by the average filter values of the data points in the node. Fig. 2 shows an example of using this algorithm with a cat dataset [14] . Fig. 2 (a)−(c) are the 3-D view, the kNN graph, and the topology view of the dataset, respectively. As can be seen from the figure, our method can effectively extract the topology structures of datasets. Similar to Reeb Graph [39] , the topology is represented as a graph. Each node represents a small set of data points.
1) VISUALIZING TOPOLOGY WITH THE TOPOLOGY ALGORITHM

2) COMPARE WITH THE MAPPER METHOD
The essential difference between our method and Mapper method is that our method is based on kNN graph to extract the topology structures of datasets. We use the ISOMAP face dataset [9] to compare our method with the Mapper method ( Fig. 3) . Fig. 3(a) shows the kNN graph. Fig. 3(b) shows the topology of the dataset using Mapper method, which cannot effectively extract the topology structures of the dataset. Our method can not only effectively extract the topology of the dataset, but also make the topology view consistent with the detail view (see Section V), which helps users to better understand and extract the intrinsic features of datasets. (Fig. 3(c) ).
B. INTRINSIC AXES EXTRACTION
The traditional methods of axis extraction is performed in the original space rather than in an intrinsic space. As described in Section III-A, we build a kNN graph to represent the intrinsic structures of high-dimensional datasets. With the underlying kNN graph representation, two interactive operations are provided to identify and extract an intrinsic axis.
1) SELECTING DATA POINTS
Users can specify a sequence of data points, which contains at least two data points, to identify an intrinsic axis going through the data points. Intuitively, the intrinsic path can be represented by the shortest path through the data points in the underlying kNN graph. Specifically, we connect the sequence by shortest paths in the underlying kNN graph. If the number of selected points is more than two, there might be circles in the path. The circle in the path reflects users' uncertainty about the dataset. Therefore, we only need to remove the circle to refine the axis. Fig. 4 shows several cases of extracting intrinsic axes by selecting data points. Compared to a freeform non-linear axis, our intrinsic axis is limited to follow the underlying kNN graph. If there is any point pair that are disconnected with each other in the kNN graph, we consider this sequence as an invalid axis and require users to identify an axis again.
2) SKETCHING A FREEFORM LINE
We also allow users to draw an axis by sketching in the force-directed layout. Sketching enables a more flexible interaction to identify intrinsic axis. The visual features, such as the border of arrangements and visual trends of data points, can be interactively identified by a sketch. Given the sketch, we aim to find a corresponding optimal axis in the underlying kNN graph. There are two considerations in computing this ''optimal'' axis. First, the whole axis should be aligned to the sketch in the projections space to represent users intention. Especially, the two ends of the sketch often represent relatively accurate location of the start and end of the axis. Second, the axis should have the property of shortest path to reveal the intrinsic feature. However, the sketch may not be aligned with the shortest path. There should be a tradeoff to align axes in the 2-D space and the underlying intrinsic space. Our algorithm is as follows:
• Step 1. The sketch is represented as a sequence of vertices in the 2-D space, which is denoted as v 0 , v 1 , ..., v n . For each vertex v i , find the nearest data point p i in the 2-D space and form a new list P. We denote the distance from p i to the sketch in the 2-D space as D c (p i ).
• Step 2. For the start vertex v 0 , we find its first ten nearest data points in the 2-D space. Next, add a source point p s into the underlying kNN graph and add edges between p s and the ten nearest points. Similarly, add a target point p t and connect it with the first ten nearest data points of v n . The length of the added edges is set as 1e − 5, which is much less than original edges in the kNN graph.
• Step 3. Find a shortest path from p s to p t in the kNN graph using Dijkstra algorithm. The distance D m (p s , p) between a point p to p s is defined as
where D(p s , p) represents the geodesic distance between p s and p in the kNN graph. In this paper, we empirically set α as 1 and β as 1000.
• Step 4. Remove p s and p t from the constructed shortest path. The remaining path represents the ''optimal'' intrinsic axis.
C. PROJECTING DATA POINTS ONTO INTRINSIC AXIS
After intrinsic axes are identified, we need to arrange data points according to the axes to visualize the intrinsic features. The critical issue is to project data points onto an intrinsic axis while preserving the intrinsic feature. Fig. 5 shows projecting point p to an intrinsic axis r in an explicit way and an intrinsic way, respectively. The explicit projection (the green line) is performed in the original Euclidean space. The intrinsical projection (the red line) follows a geodesic path in the manifold structure. In manifold learning methods, geodesic paths are often approximated by shortest paths. In distance measuring, this approximation usually works well. However, in our application, we need to project data points onto an intrinsic axis and obtain their coordinates on the axis. If we use the shortest path approximation, the computed coordinates will be discrete and scattered on data points in the axis. To address this issue, we propose an intrinsic projection algorithm for computing continues coordinates. Intuitively, the algorithm works like a diffusion process, which diffuses the coordinates from the axis to other data points in the underlying kNN graph.
• Step 1. Set coordinates to the points in the intrinsic axis r according to the curve length (see Fig. 6 (a) p 1 −p 4 ). Specifically, set the coordinates of the first point and the last point in r as 0 and 1, respectively. Denote these points as visited.
• Step 2. Build a candidate set S = {∅}.
• Step 3. For each un-visited point, put it into S if it has at least one visited neighbor. If S is empty, the algorithm ends.
• Step 4. For each point p in S, there are three possible cases: Case 1. p has more than two visited neighbors. we set the intrinsic coordinate of p as
where C p is intrinsic coordinate of p, p i is neighboring visited point of p, n in the number of neighboring visited points, λ i is the reciprocal of the length of edge between p and p i (see Fig. 6 (b) p 5 −p 7 ). Set p as visited and delete p from S. Case 2. p has only one neighbor p nb and p nb is visited. Assign C p = C p nb (see Fig. 6(c) p 9 ). Set p as visited and delete p from S. Case 3. p has more than one neighbors and only one visited neighbor. Leave it in S. If the number of visited points increases in this step, go to Step 3. Otherwise, go to Step 5.
• Step 5. In this step, we deal with the ''handle'' attached to visited points (see Fig. 6 (d) p 11 and p 13 ). In S, find two connected points p s and p t , which directly connect to visited points p s0 and p t0 , respectively. Next, in the subgraph which is composed by unvisited points and the edges between them, find the shortest path from p s to p t . Subsequently, add p s0 and p t0 into the path by connecting them to p s and p t , respectively. At last, set intrinsic coordinates to points in the path by linear interpolation between C p s0 and C p t0 based on the curve length (see Fig. 6(e) ). Set all the points in the path as visited and delete them from S. Go to Step 3.
V. VISUALIZATION DESIGN
In this section, we overview our system and explain how the analysis tasks are supported by each view in a typical workflow. Subsequently, we give a detailed description for each view. Finally, we illustrate the interactions among different views.
A. SYSTEM OVERVIEW
After analyzing the key tasks of interactively extracting intrinsic axes, we need to design effective visual charts and interactions to support our analysis tasks. In order to help users better perform the five analysis tasks (see Section III-B), our system provides the following features:
• The ability to extract the topology of high-dimensional datasets and allow analysis of each topology branch (T1, T2).
• The ability to interactively extract intrinsic axis and map data points onto the axis (T3, T4).
• Good visual encodings, for example, providing good visual encoding for the intrinsic axis (T5). Therefore, our system consists of 3 major modules: an algorithm for extracting the topology of high-dimensional datasets, interactive intrinsic axis extraction and mapping, a visualization module. Fig. 7 shows the visual interface of our system, the interface contains multiple views. We introduce these views according to the order of a typical workflow.
First, after the dataset and system parameters are specified in the configuration panel ( Fig. 7(a) ), the topology view ( Fig. 7(b) ) provides an overview of the topology of the dataset (T1). The detail view (Fig. 7(c) ) presents a force-directed layout of kNN graph of data points and users can select the topology branch of interest in the topology view to generate a new force-directed layout in the detail view (T2).
Next, users can extract intrinsic axes in the detailed view through two interactive operations (T3). The intrinsic axes view (Fig. 7(e) ) records and visualizes the extracted intrinsic axes (T5). The projection view (Fig. 7(f) ) visualize a 2-D scatterplot that is spanned by intrinsic axes (T4). The property list ( Fig. 7(d) ) show details of a data point by selecting it in other views.
B. THE TOPOLOGY VIEW
The topology view aims to present an overview of the topology of high-dimensional datasets based on the kNN graph. And the algorithm is described in Section IV-A.
C. THE DETAIL VIEW
The detail view allows users to interactively identify and extract intrinsic axes in an intrinsic space. In the detail view, a force-directed layout is used to present the underlying kNN graph of data points that are selected in the topology view. The intrinsic axes extraction algorithm is described in Section IV-B.
D. THE INTRINSIC AXES VIEW
The intrinsic axes view records and visualizes the extracted intrinsic axes. High-dimensional data exploration is usually a highly free and iterative process. Users may extract multiple intrinsic axes during the exploration process. Therefore, the system needs to provide a function to record the extracted intrinsic axes, and users can select any intrinsic axis in the record at any time. As Fig. 7(e) shows, each line presents a visualization of an axis.
The visualization of the intrinsic axis represents the trends of the axis. First, we uniformly sample data points in the intrinsic axis according to the edge length. Next, if the source data is image, we simply juxtapose the images horizontally ( Fig. 8(g) ). Otherwise, we encode their attributes at a ThemeRiver [49] .
E. THE PROJECTION VIEW
The projection view presents a 2-D scatterplot of data points that spanned by two intrinsic axes. If there is only one selected VOLUME 7, 2019 axis, the other axis is defined by the geodesic distance from data points to the selected axis. It is described in Section IV-C for the algorithm of projecting data points onto intrinsic axes.
F. THE PROPERTY LIST
The property list view is used to show details of data points. The view is mainly divided into two parts (Fig. 7(d) ). The upper part shows the values for each attribute of a data point, and the lower part shows the Glyph (described below) of the data point. Users can select different points in other views, and the view will be updated.
Glyph Design: We design a glyph to visualize the attributes of nodes and understand their distribution and trends. As Fig. 7(d) shows, each sector represents an attribute. The length of the sector encodes the normalized value of the attribute. We also present the glyph of nodes in the topology view and the detail view. For the cluster nodes in the topology view, we encode the average attributes of the data points in the cluster node to the glyph. In both views, users can turn on/off the glyph mode in the configuration panel.
G. THE CONFIGURATION PANEL
The configuration panel shows the dataset information including data dimensions and number of points. Users can manually adjust the k value, k refers to the size of neighborhood in the kNN graph. When k is modified, the underlying neighborhood graphs and intrinsic features are updated. The panel also provides a variety of interactive tools as described in Section V-H.
H. INTERACTION
Interaction is an important component in visual analytics system. We designed a wide range of interactions to support the analysis tasks of the system.
1) ANALYZING THE LOCAL STRUCTURES (T2)
In the topology view, users can select topology branches of interest using the ''Lasso'' tool. After clicking the ''Generate view'' button in the configuration panel ( Fig. 7(a) ), data points in the selected topology branches will be arranged in a new 2-D layout in the detail view for further study.
2) EXTRACTING INTRINSIC AXES IN TWO WAYS (T3)
The detail view allows users to interactively identify and extract intrinsic axes upon the 2-D arrangement of data points. We provide two kind of interactive tools: ''Selecting'' tool and ''Sketching'' tool ( Fig. 7(a) ). First, users can identify a sequence of points (''Selecting'' tool), which has at least two points. In addition, users can also search a certain point by name through the ''Search'' tool ( Fig. 7(a) ). After selecting the data point, users can click the ''Form Axis'' button ( Fig. 7(a) ) to extract an intrinsic axis. Second, users can also extract an intrinsic axis by sketching a freeform line in the 2-D layout (''Sketching'' tool).
3) MAPPING DATA POINTS TO DIFFERENT EXTRACTED INTRINSIC AXES (T4)
As described in Section V-D, users may have extracted multiple intrinsic axes, which should be recorded for users selection. There is ''X-Axis'' combo box and ''Y-Axis'' combo box in the configuration panel ( Fig. 7(a) ). If the ''X-Axis'' combo box is selected, the corresponding intrinsic axis serve as the x axis in the projection view. Similarly, the ''Y-Axis'' combo box denotes the y axis in the projection view.
VI. EVALUATION A. CASE STUDIES
In this section, we provide use cases for our system by exploring three datasets.
1) THE ISOMAP FACE DATASET
This case uses the ISOMAP face dataset from ISOMAP [9] . The original data has 698 images and 4096 dimensions, and each dimension is represented as a pixel value. We use PCA to reduce the dimensionality to 35. The dataset contains three intrinsic features, which are the up-down pose, the left-right pose, and the lighting direction.
Our exploration begins with the topology view and the detail view. The detail view shows a force-directed layout of the kNN graph ( Fig. 8(a) ). The topology view shows three obvious topology branches of data (T1), which are represented by P a , P b and P c , respectively (Fig. 8(b) ). The three topology branches are analyzed separately, and new detail views are generated (T2). After observing the detail views of the branches P a and P c (Fig. 8(c) (d) ), we find out that both views show long strips pattern. We hope to know what this pattern represents, so sketch a freeform line (T3, Sketching a freeform Line) along the direction of the pattern, and extract the intrinsic axes 1, 2 ( Fig. 8(g) 1, 2) . We find out that the two axes represent the variation from dark to light of the right face and the left face, respectively (T5).
The branch P b presents a ring pattern. In the same way, we draw a free curve (T3) along the inner side of the ring structure ( Fig. 8(e) ), and get the intrinsic axis 3 (Fig. 8(g) 3) , which reveals the change of face from right to left (T5). And in the process of change, the face is offset upward, so we have a guess that the lower part of branch P b should be the change of the face from up to down. To verify our conjecture, we draw a free curve (T3) along the direction of the lower part of the branch (Fig. 8(f) ), and get the intrinsic axis 4 ( Fig. 8(g) 4) . As we expected, this axis represents the change of the face from up to down (T5).
We can construct a 2-D scatterplot by projecting the data points onto two intrinsic axes to observe the intrinsic features of the dataset (T4). As shown in Fig. 8(h) , take the intrinsic axis 3 as the x axis of the scatterplot and the intrinsic axis 1 as the y axis. It can be seen that the scatterplot from left to right shows the change of face from right to left, while from bottom to top shows the change from dark to light 
2) THE NBA PLAYERS DATASET
In the second case study, we consider the National Basketball Association (NBA) players dataset [50] , which contains 7 dimensions of 566 NBA basketball players, namely TRB (Total Rebounds), AST (Assists), STL (Steals), BLK (Blocks), PTS (Points), TOV (Turnovers), PF (Personal Fouls).
The topology view ( Fig. 9(a) ) presents two distinct topology branches, P a and P b (T1). And the famous stars Dwight Howard and Dwyane Wade are located at opposite ends of VOLUME 7, 2019 the topology branch P a . In order to explore the difference between the two stars, the detail view ( Fig. 9(b) ) of the topology branch P a is regenerated (T2). We select the two stars by ''Search'' tool (T3, Selecting data points) and extract an intrinsic axis. Fig. 9(f) shows the ThemeRiver of the axis (T5). Fig. 9(d) is the projection view of projecting data onto the intrinsic axis (T4). From these two views, it can be found that the TRB and BLK of the left players (the area where the player Dwight Howard is located) are significantly larger than the right players (the area where the player Dwyane Wade is located). Conversely, the AST and STL of the right players are significantly larger than the left players. And the PTS, TOV and PF show the trend of high on both ends and low in the middle, so it can be considered that the players at both ends have a higher playing rate than the players in the middle.
Based on the above analysis, we can draw the conclusion that the players at both ends of the branch P a have their own strengths and the playing rate is relatively high, which is in line with our cognition of the two stars. And the ability of each player in the middle is relatively average, which also explains why a bifurcation pattern is presented in the topology view. Combined with the specific data, the players at both ends are basically the famous NBA stars. The players on the left are basically Center and Power Forward, while the players on the right are basically Guard and Small Forward. The players in the middle are not outstanding, but they still have the potential to develop into outstanding NBA stars such as Dwight Howard and Dwyane Wade.
Next, the topology branch P b is analyzed (T2), and the detail view presents a tail-like shape (Fig. 9(c) ). Sketch a freeform line (T3) along the direction of the tail and get an intrinsic axis. Observe the ThemeRiver (Fig. 9(g) ) (T5) and the projection view ( Fig. 9(e) ) (T4), and find out that the indicators of the players are smaller than the players in branch P a . In addition, the indicators of the players gradually decrease along the direction of the tail. Therefore, it can be considered that the ability of the players in this branch is general, and the playing rate of the players goes down gradually along the branch (the players at the end should be substitute players).
3) THE FOOD DATASET
We conduct a case study on the USDA food dataset [51] , [52] . The dataset is a collection of foods, which contains 722 data points and 18 dimensions and each dimension represents a certain type of nutrient.
The topology view ( Fig. 10(a) ) presents four branches, which are represented by P a , P b , P c , P d (T1). By observing the topology view with glyph, and find out that the distribution of nutrients presents a certain regularity. Branch P a contains only water at the beginning and gradually increases the variety of nutrients later. Branch P b presents a ring pattern and the value of water begins to decrease. The values of carbohydrte, energy and other nutrients in the upper part of the ring gradually increase. The most nutrients increase slightly in the lower ring part. The two intrinsic axes are extracted along the upper and lower part of the ring as the y axis and the x axis, respectively (T3). And the projection view is shown in Fig. 10(b) (T4) , where nutrients from left to right gradually increase, and from the bottom to the top, the values of carbohydrte and energy gradually increase. The branch P c is a bifurcated structure and the values of carbohydrte, energy are particularly high. However, some foods have fewer other nutrients, while others have more other nutrients, which leads to a bifurcated structure. The value of protein gradually increases in the branch P d .
According to the above analysis, we speculate that the foods on the left are rich in water, while the part of foods in the middle are high-calorie food, and the other part is balanced food, and on the right is some high-protein food. To verify the conjecture, we extract an intrinsic axis from left to right along the topology (T3) and project the data points onto this intrinsic axis (Fig. 10(c) ) (T4). Considering the glyph distribution of the view, our conjecture can be confirmed.
B. COMPARISON 1) COMPARISON WITH DIMENSIONALITY REDUCTION MODELS
There are several differences between our method and automatic dimensionality reduction models. First, in most dimensionality reduction methods, the features, such as viewing angles, face sizes, and facial expressions in a facial image data [13] , are usually presented by a 2-D scatterplot in a self-explanatory manner without an explicit explanation. Second, automated dimensionality reduction methods can only present pre-defined features, while our approach allows to interactively extract intrinsic features and represents them as axes. Fig. 11(a) (b) shows the projection results of ISOMAP face dataset [9] using t-SNE [53] and ISOMAP, respectively.
It can be seen that the distribution of faces is chaotic, as shown in the orange parts of Fig. 11(a) . So sometimes it is difficult for t-SNE to preserve the manifold structure strictly. In Fig. 11(b) , the distribution of faces presents a certain regularity. The x and y axes of the scatterplot represent the intrinsic features of left-right pose and up-down pose, respectively. However, the intrinsic feature of lighting direction is hard to capture from the scatterplot (see the orange parts of Fig. 11(b) ).
2) COMPARISON WITH AXISSKETCHER
The essential difference between our system and AxisSketcher [13] is the ability to extract intrinsic axis. We conduct a comparison experiment between our system and AxisSketcher. The AxisSketcher usually starts with t-SNE layout, while the 2-D layout of our system is a force-directed layout. Because the two layouts are different, it is hard to compare them by sketching a freeform line. To be fair, we choose to compare the ''Selecting Points'' tool, which is regardless of the 2-D layout.
In this experiment, we choose two images in ISOMAP face dataset [9] as the start and end of the axis. In the first image, the face turns to the left (in red rectangle in Fig. 11(c) (d) ). In the second image, it turns to the right (in green rectangle in Fig. 11(c) (d) ). In both systems, the data points are projected onto the 1-D axis. The scatterplot is generated by the projection on the axis (x axis) and the distance to the axis (y axis). Fig. 11(d) shows the projection results of our system. The orientation of the face are continuously distributed from left to right. In the projection result of AxisSketcher (Fig. 11(c) ), the orientation is somewhat disordered, especially in the center of the projection.
VII. DISCUSSION A. MANIPULATING ON THE DATA VS. MANIPULATING ON AGENT STRUCTURE
In this work, we build force-directed layout based on the kNN graph to represent the structure of data as the interaction agent. The first advantage is that our interaction is regardless of 2-D layout. In contrast, AxisSketcher [13] heavily depends on the initial t-SNE layout which does not strictly preserve the manifold structure. Consequently, The axes extracted in the 2-D layout can hardly keep the manifold structure. It is the second advantage that the graph-based interaction metaphor is easier to understand. Users' experience in graph manipulation, such as connecting points, neighboring points, looking for shortest path, are smoothly transferred to high-dimensional data manipulation.
B. LIMITATIONS
The first limitation is the scalability of our system against the dimensionality of data. We adopt ThemeRiver and Glyph to show the attributes of data points. When the dimensionality increases, it is hard to present a desired visualization. Although we can use image itself to represent the image data points, more general kinds of data are required to be visualized properly. We have used conditional dimension ordering and filtering, but there could still be many dimensions. As suggested in [13] , dimension aggregation could be a choice. In addition, the time complexity of calculating the exact kNN is O(dn 2 ), where d is the dimensionality of data and n is the number of points. The vantage-point tree [54] can be considered to optimize performance.
Another limitation is the arrangement of force-direct layout. Although force-directed layout can usually present well arrangement among existing graph layout methods, the shape of manifold can be distorted due to gravity. If the gravity is set as a small value, multiple connected components would be far from each other. A possible solution is to introduce hierarchical structure into the layout algorithm. The speed of force-direct layout is also a problem, while hierarchical layout can ease this problem. Existing speed-up methods can also be integrated into our system.
Our method also suffers from sparse data. The kNN graph works well with dense sampling. However, when the sampling is sparse, the kNN graph can hardly capture the intrinsic manifold structure faithfully. Neighborhood range selection [55] and different distance metrics [56] can be used to ease the problem.
VIII. CONCLUSION
In this work, we propose a visual analytics system for intrinsic axes extraction to help users understand the global and local features of high-dimensional datasets. We collaborate with data mining experts to extract the analytical tasks to guide the design of system. The case studies and comparisons confirmed the effectiveness of our system.
In the future, we want to combine some methods of exploring low-dimensional structures of high-dimensional data to obtain more information of low-dimensional structures, such as intrinsic dimensionality. Then, combine these information to explore the intrinsic features of high-dimensional datasets.
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