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Abstract
A simple formula for one-loop logarithmic divergences on the background of a two-
dimensional curved space-time is derived for theories for which the second variation of the
action is a nonminimal second order operator with small nonminimal terms. In particular,
this formula allows to calculate terms which are integrals of total derivatives. As an appli-
cation of the result, one-loop divergences for the higher spin fields on the constant curvature
background are obtained in a nonminimal gauge, which depends on two parameters. By an
explicit calculation we demonstrate that with the considered accuracy the result is gauge
independent. Moreover, the result appeared to be independent of the spin s for s ≥ 3.
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1 Introduction
Obtaining one-loop divergences is a typical calculational problem in quantum field theory.
A standard method to solve it is to construct all divergent diagrams and to calculate them.
However, this can lead to certain difficulties in some cases. For example, if the calculations are
made in the curved space, a number of divergent diagrams is infinite in the case of constructing
the perturbation theory on the flat background. Nevertheless, writing the result in the covariant
form allows to find a sum of all divergent contributions in this case. The covariant result can be
constructed, for example, by using the calculations in the weak field limit in which the deviation
of the metric from the flat one is considered to be small or by some other methods. However,
the calculations can be considerably simplified if some operations are made in the general case.
This is done, for example, within the method for calculating one-loop divergences proposed by
G.t’Hooft and M.Veltman [1], by which the one-loop divergences was first calculated for gravity.
The essence of this method is that if the second variation of the action (which determines
the one-loop divergences) is the minimal second order operator, then it is possible to construct
a covariant equation relating one-loop divergences to the coefficients of this operator. Then
it is not already necessary to restore a covariant result from the weak field expansion in each
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particular case. The t’Hooft–Veltman method allows to considerably simplify calculations of
the one-loop divergences and to find easily their signs and coefficients. The main shortcoming
of this method is strong limitations on a form of the second variation of the action. Using
various techniques some generalizations of this method were constructed. In particular, the
t’Hooft–Veltman formula has been generalized to the case of an arbitrary differential operator
[2]. Although the result appeared to be very large, it has been applied for making some one-
loop calculations [3, 4, 5, 6, 7]. Moreover, the obtained general formula allows to simplify
automatization of the calculations, if the software for treating tensors (e.g., [8, 9]) is used.
From the mathematical point of view the t’Hooft–Veltman method corresponds to calculating
the Minakshisundaram–Seeley–de-Witt coefficient [10, 11, 12, 13] b4 for a differential operator
coinciding with the second variation of the action. In four dimensions this coefficient is related
to one-loop logarithmic divergences. In the general case, in the space of the dimension d = 2n
the one-loop logarithmic divergences are related to the coefficient b2n.
For various differential operators the Minakshisundaram–Seeley–de-Witt coefficients can be
calculated using the Schwinger–de-Witt technique and its generalizations [14, 15, 16, 17]. How-
ever, this technique does not allow to obtain a result for an arbitrary differential operator. From
the other side, the total derivative terms were not found in Ref. [2]. (Their contributions to the
one-loop divergences are integrals of total derivatives.) Therefore, there is a problem how the
results of Ref. [2] can be generalized in order to take into account total derivative terms. These
contributions are essential in some cases, for example, if the calculations are made on the (anti)
de-Sitter background. Let us note that the calculations on the (anti) de-Sitter background are
usually made by different methods. For example, the Minakshisundaram–Seeley–de-Witt coeffi-
cients for the minimal operator can be found in an arbitrary dimension by the harmonic analysis
on the homogeneous spaces [18]. Using this method one-loop divergences were calculated for the
fields of an arbitrary spin on the four-dimensional (anti) de-Sitter background in the minimal
gauge [19]. A similar calculation, based on the formula for the b4 coefficient of the minimal
operator, was made in Ref. [20].
In the present paper we try to understand, how it is possible to calculate total derivatives
terms using the t’Hooft–Veltman technique for nonminimal operators. For this purpose we
consider the simplest case of the two-dimensional space, in which logarithmic divergences are
related to the coefficient b2. We calculate this coefficient for the second order nonminimal opera-
tor taking into consideration the total derivative terms, under the assumption that nonminimal
terms are small, but nonvanishing. Then this result is verified by a calculation of one-loop
divergences for the higher spin theory in a nonminimal gauge, which depends on two arbitrary
(small) parameters.
The paper is organized as follows. In Sect. 2 we describe a method for calculating one-loop
divergences which is applicable, if the second variation of the action is a second order nonminimal
operator with small nonminimal terms, and present the result of this calculation, which is given
by Eq. (16). Using this result in Sect. 3 a divergent part of the one-loop effective action for
the higher spin theory on the two-dimensional (anti) de-Sitter background is calculated in a
nonminimal gauge depending on two parameters. For this purpose in Sect. 3.1 we recall the
basic information about the higher spin theory on the constant curvature background. The
calculation of one-loop divergences is described in Sect. 3.2. The result is given by Eq. (40).
The results are briefly discussed in the conclusion. One technical problem related to the one-loop
calculation is considered in the Appendix.
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2 One-loop divergences in two dimensions for second order non-
minimal operator
In the one-loop approximation the effective action is written in the form (see, e.g., [21])
Γ[ϕ] = S[ϕ] +
i
2
~Tr lnD +O(~2), (1)
where the operation Tr by definition includes
∫
ddx, and the differential operator D is the second
variation of the classical action:
Di
j =
δ2S
δϕiδϕj
, (2)
where each of the indexes i and j denotes the whole set of possible indexes of the fields ϕ. Most
models considered in field theory are quadratic in the derivatives of fields. Therefore, for a large
number of practical problems it is sufficient to consider only differential operators of the second
order. Note that in some cases differential operators of higher orders are also interesting, see,
for example, Ref. [22]. An arbitrary nonminimal differential operator of the second order has
the form
Di
j = (Igµν∇µ∇ν +Kµν∇µ∇ν + Sµ∇µ +W )ij , (3)
where for later convenience we extract the terms containing the Laplace operator, and the
covariant derivative is written as
(∇µ)ij = δji ∂µ + ωµij, (4)
where ωµi
j is a connection. The coefficients Ii
j, Kµνi
j, Sµi
j , and Wi
j are functions of the fields
and are obtained by calculating the second variation of the action. Without loss of generality
Kµνi
j can be assumed to be symmetric in the indexes µ and ν that will be always assumed
below. The term “nonminimal” means that terms with a maximal number of the derivatives do
not coincide with the Laplace operator in a certain degree. (In the considered case these are
the terms with the second derivatives, which should be compared with the first degree of the
Laplace operator.)
We will calculate one-loop divergences using the dimensional regularization [23, 24, 25, 26].
The space-time dimension we will denote by d. If a theory is considered in two dimensions, then
the divergent part of the one-loop effective action is proportional to (d − 2)−1, where d → 2
after the renormalization. Using the general coordinate invariance, it is convenient to present
the divergent part of the one-loop effective action in the form
Γ
(∞)
1−loop =
1
4pi(d− 2)
∫
d2x
√−g b2, (5)
where b2 is a covariant function of the fields. This function is the second Minakshisundaram–
Seeley–de-Witt coefficient. In this paper we calculate it for the second order nonminimal differ-
ential operator, assuming that the nonminimal terms are small. Moreover, we will assume that
(Sµ)i
j = 0 that is valid for a large number of practical problems.
In order to find one-loop divergences we will use the generalization of the method proposed
by G.t’Hooft and M.Veltman [1], using which the coefficient b4 was calculated for an arbitrary
differential operator without taking into account the total derivative terms [2]. In this paper we
will not already omit the total derivative terms. We consider the operator
3
Di
j = (Igµν∇µ∇ν + εKµν∇µ∇ν +W )ij, (6)
assuming that ε → 0 is a small parameter. We will calculate one-loop divergences up to the
terms of the first order in ε. Without loss of generality it is possible to consider (as we do) that
the matrix εKµνi
j is symmetric in the indexes µ and ν. Moreover, we also assume that this
matrix and the matrix Ii
j depend only on the metric tensor gαβ (certainly, δ
β
α and gαβ are also
possible).
For constructing one-loop divergences we will use the diagram technique. In order to take
into account total derivative terms within this technique, we multiply the logarithm of the
operator D by an auxiliary function a(x) which has not any indexes and calculate a trace of the
result:
(
Tr a(x) lnD
)(∞)
=
(∫
d2x a(x) tr lnD
)(∞)
=
2
i
· 1
4pi(d− 2)
∫
d2x
√−g a(x) b2, (7)
where tr denotes the usual matrix trace with respect to the indexes i and j. Setting a(x) = 1
we obtain the one-loop contribution to effective action up to the factor i/2. However, if it is
necessary to take carefully into account terms which are integrals of total derivatives, then the
presence of a nontrivial function a(x) is needed. The expression (7) can be presented as a sum
of one-loop diagrams in which one of external lines corresponds to the function a(x). For this
purpose it is convenient to rewrite the operator D in the following form:
Di
j ≡ I0ij∂2µ + εKµν0 ij∂µ∂ν + Vij, (8)
where the matrices I0 and K
µν
0 are obtained from the matrices I and K
µν by substituting the
metric tensor gµν (or g
µν) by the flat space metric ηµν (or η
µν). The operator V includes all
other terms. Taking into account the equality
ln(I0∂
2
µ) = ln(I0) + ln(∂
2
µ), (9)
diagrams corresponding to the expression (7) can be constructed using the expansion
ln(D) = ln(I0∂
2
µ) + ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)
+
1
2
[
ln(I0) + ln(∂
2
µ), ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)]
+
1
12
[
ln(I0) + ln(∂
2
µ),
[
ln(I0) + ln(∂
2
µ), ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)]]
+
1
12
[
ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)
,
[
ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)
,
ln(I0) + ln(∂
2
µ)
]]
+ . . . , (10)
where dots denote terms with a larger number of commutators.
The first term in this expression does not depend on fields. Its contribution to the one-loop
divergences is an insignificant constant. The other terms contain
ln
(
1 +
1
∂2µ
I−10 (εK
µν
0 ∂µ∂ν + V )
)
, (11)
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which can be easily expanded in powers of V and ε. All terms of the zero and the first order in
V or ε containing a commutator with ln(I0) vanish after calculating the matrix trace, because
the function a(x) has no matrix indexes.
The remaining terms give the sum of Feynman diagrams in the one-loop approximation. As
we already mentioned, one of the external lines in these diagrams corresponds to the function
a(x). We extract from these diagrams the divergent ones. If the calculations are made on the
flat background, then there is the only divergent diagram (1) in Fig. 1.
(1)
W
a
(2)
ωµ
a
(3)
hµν
a
(4)
φ
a
Figure 1: Diagrams in d = 2, giving the divergent part of the one-loop effective action.
Using Eqs. (7) and (10) we construct analytical expressions for these diagrams, from which
we extract logarithmically divergent terms. As usual, they are calculated in the Euclidean space
after the Wick rotation. In the considered terms we integrate over angles and, after that, replace
the remaining Euclidean integral over the momentum according to the prescription
∫
ddk
(2pi)2k2
→ − 1
2pi(d− 2) . (12)
In order to generalize the result to the case of the curved space-time it is convenient to use
the weak field expansion around the metric of the flat space-time. For this purpose we define
hµν ≡ gµν − ηµν , (13)
which is a deviation of the metric from the flat metric ηµν . We assume that this expression is
small. A number of divergent diagrams in which external lines correspond to hµν is infinite.
However, a sum of these diagrams is a weak field expansion of a certain covariant result. From
dimensional arguments it is easy to see that terms which can appear in the calculation of one-
loop divergences should contain the curvature in no more than the first degree. Therefore, from
the infinite set of the divergent diagrams it is sufficient to calculate only the diagrams (2) —
(4) in Fig. 1. Two small adjacent circles mean that, for example, the derivatives ∂µ can appear
between hµν and a. φ
a (as in Ref. [2]) denotes the fields hαβ which arise from the expansion
of εKµνi
j in powers of the deviation of the metric from the flat one. These fields are excluded
from the final result by using the identity
0 = ∇αKµνij =
∂
∂φa
Kµνi
j∂αφ
a + ΓµαβK
βν
i
j + ΓναβK
µβ
i
j + ωαi
kKµνk
j −Kµνikωαkj . (14)
Calculating the diagrams (1) — (4) according to the algorithm described above and con-
structing the covariant result using the equations
Rµν =
1
2
(
∂µ∂αhν
α + ∂ν∂αhµ
α − ∂µ∂νhαα − ∂2hµν
)
+O(h2);
R = ∂µ∂νh
µν − ∂2hαα +O(h2);
Fµνi
j = ∂µωνi
j − ∂νωµij +O(ω2), (15)
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finally we obtain
b2 = tr
(
Ŵ +
1
6
R− 1
2
εK̂α
αŴ − 1
12
εK̂α
αR+
1
6
εK̂µνRµν
)
, (16)
where we use the notation
εK̂µν ≡ I−1εKµν ; Ŵ ≡ I−1W. (17)
The possibility of writing the result in the covariant form can be considered as a nontrivial test
of the calculations correctness. Also we note that the result is written in a very compact form (in
comparisons with the expression for one-loop divergences in the case of an arbitrary nonminimal
operator). Therefore, it is possible to suggest that in the limit ε → 0 the formula for one-loop
divergences in d = 4 can be also considerably simplified.
For εKµνi
j = εgµνδji and I = 1 the formula (16) correctly reproduces the known result for
the b2 coefficient of the minimal operator (see, for example, [27]) including the total derivative
terms.
3 One-loop divergences for higher spin fields in the nonminimal
gauge
3.1 Higher spin fields on the (A)dS background
Higher spins are described by the totally symmetric tensor fields φµ1µ2...µs which satisfy the
double tracelessness condition
φα
α
β
β
µ5...µs = 0. (18)
(In this paper we will consider the case s ≥ 3.) The free action for these fields on background of
the flat space-time has been constructed in Ref. [28]. (Fermion higher spin fields and the action
for them are described in Ref. [29].) It is possible to construct an interacting theory for the
higher spins [30, 31], but this is a very complicated problem. Even an action quadratic in the
higher spin fields on the curved background [32] can be written only if the background geometry
is a constant curvature space ((anti) de-Sitter space), for which
Rµναβ =
1
d(d − 1)(gµαgνβ − gµβgνα)R, (19)
where R = const. It was shown in Ref. [33] that under certain assumptions a consistent
Lagrangian formulation for the free boson totally symmetric higher spin fields is possible only
in this case. The action for the higher spin fields on the (anti) de-Sitter background is written
as
S =
(−1)s
2
∫
ddx
√−g
[
(∇αφµ1...µs)2 −
1
2
s(s− 1)(∇αφββµ3...µs)2 − s(∇αφαµ2...µs)2
+s(s− 1)∇αφαβµ3...µs∇βφγγµ3...µs −
1
4
s(s− 1)(s − 2)(∇αφαββµ4...µs)2 + c1R(φµ1...µs)2
+c2R(φγ
γ
µ3...µs)
2
]
, (20)
where the squares of tensors denote contractions of all free indexes with the metric gµν , and the
coefficients c1 and c2 are
6
c1 = −
(s− 1)(s − 4)
d(d − 1) −
(s− 2)
d
; c2 =
s(s− 1)
2d
(
s− 1 + s(s− 3)
d− 1
)
. (21)
These values are obtained by requiring the gauge invariance of the action under the transforma-
tions
δφµ1...µs =
1
s
(∇µ1αµ2...µs +∇µ2αµ1µ3...µs + . . .). (22)
Their parameter αµ1µ2...µs−1 is a totally symmetric tensor which satisfies the tracelessness condi-
tion αβ
β
µ3...µs−1 = 0. In a particular case d = 2, which is considered in this paper, the coefficients
c1 and c2 are given by
c1 = −
1
2
(s2 − 4s+ 2); c2 =
s(s− 1)
4
(s2 − 2s − 1). (23)
For quantization of gauge theories [34] (and, in particular, the considered higher spin theory
on the (anti) de-Sitter background) it is necessary to fix a gauge and add the corresponding
Faddeev–Popov ghosts [35]. It is well known that the effective action is gauge independent on
shell. However, explicit calculations (see, e.g., Ref. [36]) show that the effective action depends
on a gauge off shell. In this paper a gauge is fixed by adding the terms
Sgf =
(−1)s
2
∫
ddx
√−g s(1 + λ)
(
∇αφαµ1...µs−1 −
1
2
(s− 1)(1 + β)∇(µ1φααµ2...µs−1)
+
β(s− 1)(s − 2)
2d+ 4(s− 3) g(µ1µ2∇αφ
αβ
βµ3...µs−1)
)2
. (24)
The last term is added in order that the gauge condition is traceless, and a number of the gauge
conditions coincides with a number of gauge transformation parameters. The round brackets
denote symmetrization with respect to the indexes µ1µ2 . . . µs−1. In the general case,
T(µ1µ2...µk) ≡
1
k!
(
Tµ1µ2...µk + Tµ2µ1...µk + the other permutations of indexes
)
. (25)
The Lagrangian for the Faddeev–Popov ghosts is obtained in a standard way by making a
gauge transformation in the expression for the gauge condition
∇αφαµ1...µs−1 −
1
2
(s− 1)(1 + β)∇(µ1φααµ2...µs−1)
+
β(s− 1)(s − 2)
2d+ 4(s− 3) g(µ1µ2∇αφ
αβ
βµ3...µs−1). (26)
The gauge parameter becomes the ghost field cµ1µ2...µs−1 , and the result is multiplied by the
antighost field cµ1µ2...µs−1 . As well as the parameters of the gauge transformation, the ghost and
antighost fields are totally symmetric and traceless. It is easy to see that the result for the ghost
Lagrangian is written as
Lgh = c
µ1µ2...µs−1
(
∇α∇αcµ1µ2...µs−1 −
β
2
(s− 1)(∇µ1∇α +∇α∇µ1)cαµ2...µs−1
+(β + 2)
(s − 1)(d + s− 3)
2d(d− 1) Rcµ1µ2...µs−1
)
. (27)
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3.2 Calculation of one-loop divergences
In this paper we use Eq. (16) for calculating a divergent part of the one-loop effective action
for the considered theory, if d = 2, s ≥ 3, and the parameters λ and β are small. In this case
in the lowest order in λ and β the sum of the classical action and the gauge fixing term can be
written in the form
S + Sgf =
(−1)s
2
∫
d2x
√−g
{
(∇αφµ1µ2...µs)2 −
1
4
s(s− 1)(1 − λ− 2β)(∇αφββµ1...µs−2)2
+
λs
2
(
(∇αφαµ1...µs−1)2 +∇αφβµ1...µs−1∇βφαµ1...µs−1
)
− s(s− 1)(λ + β)∇αφαβµ1...µs−2
×∇βφγγµ1...µs−2 +
1
8
s(s− 1)(s − 2)(λ+ 2β)
(
(∇αφαββµ1...µs−3)2 +∇γφαββµ1...µs−3
×∇αφδδγµ1...µs−3
)
+R(φµ1µ2...µs)
2
(
− 1
2
(s2 − 4s+ 2) + 1
4
λs2
)
+
1
4
R(φααµ1...µs−2)
2
×s(s− 1)
(
s2 − 2s− 1− λ− 1
4
(s− 2)2(2 + λ+ 2β)
)
+ o(λ, β)
}
, (28)
where o(λ, β) denotes terms of higher orders in λ and β.
The second variation of this expression with respect to the fields φα1α2...αs is a second order
differential operator. Calculating a trace of the logarithm of this operator, we obtain one-
loop diagrams with a loop of the spin s field and external lines corresponding to the field hµν .
However, it is not necessary to calculate the diagrams in this case, because one can use Eq.
(16), which immediately gives the sum of their divergent parts in the covariant form. In order
to use this formula, it is necessary to find the second variation of Eq. (28) and, using it, obtain
the matrices I, εKµν , and W . Constructing these matrices it is important to take into account
that the fields φα1α2...αs are double traceless. As a consequence, the projection operators to the
double traceless states appear in all matrices. We will denote them by Qα1α2...αs
β1β2...βs . The
structure of this projection operator and its properties are discussed in the Appendix.
Having calculated the second variation of the action we find that it is given by a differential
operator of the form (6), in which (after omitting an inessential factor)
Iα1α2...αs
β1β2...βs = Qα1α2...αs
γ1γ2...γs
(
1δ1δ2...δsγ1γ2...γs −
s(s− 1)
4
· g(γ1γ2g(δ1δ21
δ3...δs)
γ3...γs)
)
×Qδ1δ2...δsβ1β2...βs ; (29)
εKµνα1α2...αs
β1β2...βs = Qα1α2...αs
γ1γ2...γs
{s(s− 1)
4
(λ+ 2β)gµνg(γ1γ2g
(δ1δ21
δ3...δs)
γ3...γs)
+
sλ
2
(
δµ(γ1g
ν(δ11
δ2...δs)
γ2...γs)
+ δν(γ1g
µ(δ11
δ2...δs)
γ2...γs)
)
−s(s− 1)
2
(λ+ β)
(
δµ(γ1δ
ν
γ2
g(δ1δ21
δ3...δs)
γ3...γs)
+ gµ(δ1gνδ2g(γ1γ21
δ3...δs)
γ3...γs)
)
+
s(s− 1)(s − 2)
8
(λ+ 2β)
(
δµ(γ1g
ν(δ1gδ2δ3gγ2γ31
δ4...δs)
γ4...γs)
+ δν(γ1g
µ(δ1gδ2δ3gγ2γ31
δ4...δs)
γ4...γs)
)}
×Qδ1δ2...δsβ1β2...βs ; (30)
Wα1α2...αs
β1β2...βs = Qα1α2...αs
γ1γ2...γs
{
R
(1
2
(s2 − 4s+ 2)− 1
4
λs2
)
· 1δ1δ2...δsγ1γ2...γs
8
−1
4
Rs(s− 1)
(
s2 − 2s− 1− λ− 1
4
(s− 2)2(2 + λ+ 2β)
)
· g(γ1γ2g(δ1δ21
δ3...δs)
γ3...γs)
}
×Qδ1δ2...δsβ1β2...βs , (31)
where we use the notation
1β1β2...βkγ1γ2...γk ≡ δ
(β1
(γ1
δβ2γ2 . . . δ
βk)
γk)
. (32)
The matrix inverse to I is defined by
Iα1α2...αs
β1β2...βs(I−1)β1β2...βs
γ1γ2...γs = Qα1α2...αs
γ1γ2...γs . (33)
From this condition one can obtain an explicit expression for the matrix I−1, which has the form
(I−1)α1α2...αs
β1β2...βs = Qα1α2...αs
γ1γ2...γs
(
1β1β2...βsγ1γ2...γs −
s(s− 1)
4(s− 2) · g(γ1γ2g
(β1β21
β3...βs)
γ3...γs)
)
. (34)
Substituting the matrices (29) — (31) and (34) into Eq. (16) we obtained the following result
for the coefficient b2 corresponding to the second variation of the action (28):
b2(main) =
(
2(s − 1)2 − 4
3
+ βs(s− 1)2 + o(λ, β)
)
R. (35)
The integral of this expression multiplied by
√−g over d2x is proportional to the divergent part
of the sum of one-loop Feynman diagrams containing a loop of the spin s field.
The divergent part of the one-loop effective action is also contributed by diagrams with a
loop of the Faddeev–Popov ghosts. This contribution can be also calculated using Eq. (16),
which should be applied to the second variation of the ghost action. For d = 2 the corresponding
Lagrangian has the form
Lgh = c
µ1µ2...µs−1
(
∇α∇αcµ1µ2...µs−1 −
β
2
(s− 1)(∇µ1∇α +∇α∇µ1)cαµ2...µs−1
+
1
4
(β + 2)(s − 1)2Rcµ1µ2...µs−1
)
. (36)
Taking into account that the ghost fields are totally symmetric and traceless, it is easy to see
that the matrices needed for calculations based on Eq. (16) have the following form:
εKµνα1...αs−1
β1...βs−1 = −1
2
β(s− 1) · Pα1...αs−1γ1...γs−1
×
(
gµ(δ1δν(γ11
δ2...δs−1)
γ2...γs−1)
+ gν(δ1δµ(γ11
δ2...δs−1)
γ2...γs−1)
)
Pδ1...δs−1
β1...βs−1 ; (37)
Wα1...αs−1
β1...βs−1 =
1
4
(β + 1)(s − 1)2R · Pα1...αs−1β1...βs−1 , (38)
where Pα1...αs−1
β1...βs−1 is a projection operator to the traceless states in two dimensions. Its
structure and also some its properties are described in the Appendix.
Substituting the matrices (37) and (38) into Eq. (16), after some simple transformations
we obtain that for diagrams with a loop of the Faddeev–Popov ghosts the expression for b2
coefficient is
b2(gh) =
(
(s − 1)2 + 1
3
+
s(s− 1)2
2
β + o(β)
)
R. (39)
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Let us sum the results for the main contribution and the contribution of the Faddeev–Popov
ghosts. Doing this, it is necessary to take into account that the ghost fields are anticommuting
that gives the factor (−1) and differ from antighosts that gives the factor 2. Therefore, the final
result for the divergent part of the one-loop effective action for s ≥ 3 is written as
Γ
(∞)
1−loop =
1
4pi(d − 2)
∫
d2x
√−g
(
b2(main) − 2b2(gh)
)
=
1
4pi(d− 2)
∫
d2x
√−g
(
− 2R + o(λ, β)
)
.
(40)
This expression does not contain terms of the first order in λ and β. Thus, in the considered
approximation the result is gauge independent. Moreover, the result does not depend on a value
of s. For s = 3 all equations obtained here agree with the ones obtained in Ref. [37], in which
this particular case has been considered.
4 Conclusion
In this paper a simple algorithm for calculating one-loop divergences in two dimensions is
proposed in the case when the second variation of the action is a nonminimal operator of the
second order, and “nonminimal” terms are small. It is important that the proposed formula
allows to calculate terms which are total derivatives. This formula in the considered limit
appeared to be very simple. It is manifestly covariant and allows to make calculations easily on
the curved space background.
As an application we calculated one-loop divergences for the higher spin theory on the con-
stant curvature background in a nonminimal gauge, which depends on the two parameters λ and
β, in the limit in which these parameters are small. By an explicit calculation we demonstrated
that in the considered approximation the result is gauge independent. This follows from the
fact that the considered effective action is the Green functions generating functional without
sources, which does not depend on gauge. Moreover, the calculations showed that the result is
independent of the spin value s for s ≥ 3. Vanishing of the gauge dependence can be also consid-
ered as a test of Eq. (16) correctness, especially if one takes into account that all intermediate
expressions depend on the gauge parameters in a highly nontrivial way.
Although the case d = 2 is not so interesting as the case d = 4, the method used in this
paper can be applied for making calculations in other dimensions. In the considered limit (when
nonminimal terms are small) it is reasonable to expect that the result will be much simpler than
the general formula presented in Ref. [2]. Moreover, it becomes possible to take into account
total derivatives, which were omitted in Ref. [2].
Possibly, one can also try to find the answer for an arbitrary nonminimal operator for which
nonminimal terms are not small taking into account the total derivative terms. However, this
problem has not so far been solved.
Note: After appearing the first version of this paper on the ArXiv we learned about some
results related to the ones obtained in this paper. In particular, the b2 coefficient for the
considered operator has been also calculated in [38] by a different method. We have verified
that Eq. (16) is in agreement with this result. Moreover, the independence of the one-loop
divergences on s is possibly related to the cancellation of the vacuum energy in the sum over
all spins, regularized by the help of zeta-function [39]. This follows from the triviality of the
partition function [40], in which contributions of each spin is given by the ratio of functional
determinants [41] that cancel each other in the product.
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A Appendix: Projection operators to the traceless and double
traceless states and their properties.
Since the higher spin fields are double traceless, and the corresponding ghost fields are trace-
less, expressions for the second variation of the action (or the ghost action) contain projection
operators to the double traceless (or traceless) states. In this appendix we describe structure of
these projection operators and point out some their properties.
In the explicit form the projection operator to the traceless states in two dimensions is
written as
P β1...βs−1α1...αs−1 = 1
β1...βs−1
α1...αs−1
−x1·g(α1α2g(β1β21
β3...βs−1)
α3...αs−1)
−x2·g(α1α2gα3α4g(β1β2gβ3β41
β5...βs−1)
α5...αs−1)
−. . . , (41)
where x1, x2, . . . are numerical coefficients depending on s and d. In this paper we need not
explicit expressions for these coefficients. They can be found, e.g., in Ref. [20]. The traceless
projection operator has the following properties:
Pα1α2...αs−1
β1β2...βs−1gα1α2 = 0; Pα1α2...αs−1
β1β2...βs−1gβ1β2 = 0;
Pα1α2...αs−1
β1β2...βs−1Pβ1β2...βs−1
γ1γ2...γs−1 = Pα1α2...αs−1
γ1γ2...γs−1 . (42)
Two first equalities are actually a part of the projection operator definition, and the last one is
their straightforward consequence. Moreover, in the case d = 2 and s ≥ 2
trP = Pα1...αs−1
α1...αs−1 = 2. (43)
This can be easily verified by calculating a number of independent components for the traceless
field in two dimensions.
Similarly, the projection operator to the double traceless states has the form
Qα1α2...αs
β1β2...βs = 1β1β2...βsα1α2...αs − y1 · g(α1α2gα3α4g(β1β2gβ3β41
β5...βs)
α5...αs)
−y2 · g(α1α2gα3α4gα5α6g(β1β2gβ3β4gβ5β61
β7...βs)
α7...αs)
− . . . , (44)
where y1, y2, . . . are numerical coefficients depending on s and d, which satisfy the following
properties:
Qα1α2...αs
β1β2...βsgα1α2gα3α4 = 0; Qα1α2...αs
β1β2...βsgβ1β2gβ3β4 = 0;
Qα1α2...αs
β1β2...βsQβ1β2...βs
γ1γ2...γs = Qα1α2...αs
γ1γ2...γs .
(45)
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In the case d = 2 the following identities are also valid:
trQ = Qα1α2...αs
α1α2...αs = 4, if s ≥ 3;
Qα1α2...αs
β1β2...βsgα1α2gβ1β2 =
4
s
· Pα3...αsβ3...βs . (46)
The trace of the projection operator Q can be found by calculating a number of independent
components for the double traceless field in two dimensions. In order to verify the last identity
we note that the left hand side is evidently proportional to the traceless projection operator,
and the coefficient can be found by comparing terms proportional to 1β3...βsα3...αs .
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