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INVARIANT ADJOINT TENSORS OF THE CLASSICAL GROUPS
MATTHEWA. TAI
1. ABSTRACT
For g a simple Lie algebra and G its adjoint group, the Chevalley map and work of
Coxeter gives a concrete description of the algebra of G-invariant polynomials on g in
terms of traces over various representations. Here we provide an extension of this de-
scription to G-invariant tensors on g, although restricted to only providing generators
and only for the classical Lie algebras.
2. INTRODUCTION
For a group G and a C-linear representation V of G, we can look at the polynomial
functions on V , here denoted C(V ), and then at the G-invariant polynomials C(V )G .
Chevalley showed that for a simple Lie algebra g with adjoint groupG, Cartan subalge-
bra h andWeyl groupW , we have that
(1) C(g)G ∼=C(h)
W
This map was extended by Harish-Chandra to a relation on the universal enveloping
algebra of g, and was used by Kostant to provide part of his theorem on the decomposi-
tion of C(g) intoG-representations [Ko63].
By work of Coxeter, we know that C(h)W is a finitely-generated polynomial algebra with
with a minimal generating set of r = dim(h)= rk(g) generators. The corresponding gen-
erators of C(g)G can be easily described for all g. For a representation (V ,π) of a simple
Lie algebra g, we define
(2) MV :=π(Xα)⊗K
αβXβ ∈ End(V )⊗C(g)
where the Xα provide a basis for g and K is the Killing form in this basis. Then C(g)
G can
be generated by r elements of the form
(3) trV (M
k
V ) ∈C(g)
for various V and k. The representations V can be almost arbitrary but the set of num-
bers k−1 are fixed byG and are called the exponents ei ofG.
Here we provide a similar result for the free algebra on g, which we view as the tensor
algebra T (g)=
⊕
∞
k=0
g⊗k . We show that the subalgebra T (g)G is generated by elements
of a certain form. The set of elements we give is neither finite nor minimal, and we do
not provide enough relations to furnish a presentation.
3. MAIN THEOREM
For each classical Lie algebra we take the defining representation (V ,π). For Ar , this
is one of the two r +1-dimensional representations; for Br this is the 2r +1-dimensional
representation; for Cr and Dr this is the 2r -dimensional representation. We assume
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each representation comes with a basis so that π yields matrices of the appropriate di-
mension.
Given a degree k tensor T in T (g)G , we get an action of the symmetric groupSk on T
via
(4) (σ.T )(X1, . . . ,Xk )= T (Xσ−1(1), . . . ,Xσ−1(k))
We call this action a permutation of the indices.
We define a trace to be a tensor of the form
(5) TV ,k (X1, . . . ,Xk )= trV (π(X1)π(X2) · · ·π(Xk ))
Define [−]a
b
: End(V )→C to take an element of End(V ) to the (a,b) entry of the matrix
corresponding to that element. We define πk to be a degree-k End(V )-valued tensor
that such that [πk (−)]a
b
takes (X1,X2, . . . ,Xk ) to
(6) [π(X1)]
c1
b
[π(X2)]
c2
c1 · · · [π(Xk )]
a
ck−1
Hence TV ,k = trV (π
k ).
Theorem 1. For Ar ,Br , andCr , T (g) is generated as a tensor algebra by traces TV , with V
being the defining representation listed above, allowing for permutation of the indices of
tensors. ForDr , T (g) is generatedas tensor algebra by traces TV , withV being the defining
representation listed above, and by tensors of the form
(7) ǫa1 ,...,a2r
r∏
i=1
g ai ,bi [πki ]
ar+i
bi
allowing for permutation of the indices, where ǫa1,...,a2r is the Levi-Civita tensor.
Note that in theDr case, for k1 = k2 = . . .= kr = 1, the extra generating term becomes
the Pfaffian up to some phase convention.
Remark: For Ar ,Cr and Dr , the representations chosen here are not actually represen-
tations of the adjoint group G. Rather they are representations of some cover of G in
terms of which all representations of G can be expressed. Given a cover G˜ of G, every
representation of G lifts to a representation of G˜, so we can pick a cover G˜ that is easier
to work with than G and consider all representations of G˜. For Br , the adjoint group is
SO(2r+1,C), sowe can use the 2r+1-dimensional representation and discuss invariants
ofG directly.
4. PROOF OF THE MAIN THEOREM
Elements of T (g)G are all formal sums of elements of the form
(8) Nα1,...,αn =P
a1 ,...,an
b1 ,...,bn
[π(Xα1 )]
b1
a1 · · · [π(Xαn )]
bn
an
where the ai and bi are indices in some representations of G and P is an invariant ten-
sor. Thus the problem comes down to determining what P could be. These involve the
invariants on G-invariant tensors on V . For a proof that the invariants mentioned are
the only ones, see [GW09].
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4.1. Ar . For Ar , the adjoint group is PSL(r + 1,C), and all of the representations of
PSL(r +1,C) can be written as representations of SL(r +1,C). In turn, these representa-
tions can all bewritten as symmetric powers or alternating powers or some combination
thereof of the r +1-dimensional representation V , so we only need to consider tensors
written in terms ofV . Thus we only need to consider ai and bi to be inV or its dual V
∨.
We interpret all of the upper indices as being in V and the lower ones as being in V ∨,
with the indices αi being refered to only as adjoint indices.
V contains as invariants only the Kronecker delta, the Levi-Civita tensor and its dual.
Hence any invariant tensor P must be built out of Kronecker deltas and Levi-Civita ten-
sors. Each instance of the Levi-Civita tensor introduces r +1 lower indices; since there
cannot be any free lowerV indices in an element of T (g)G , each Levi-Civita tensor must
be matched by an appropriate source of upper indices, i.e. a dual Levi-Civita tensor.
Then we have the identity:
(9) ǫa1 ,...,ar+1ǫ
b1 ,...,br+1
= δb1
[a1
δb2a2 · · ·δ
br+1
ar+1]
which allows us to replace a Levi-Civita and dual Levi-Civita pair with Kronecker deltas.
Hence we can reduce any invariant P to a sum of products of Kronecker deltas.
Thus
(10) Nα1,...,αn =
∑
σ∈Sn
cσδ
b1
aσ(1) . . .δ
bn
aσ(n) [π(Xα1 )]
b1
a1 · · · [π(Xαn )]
bn
an
for some set of coefficients cσ. For a given σ, the contraction of Kronecker deltas and
[π(Xαi )] yields a trace, as desired.
4.2. Br . For Br , the adjoint group is SO(2r +1,C), and the representations of SO(2r +
1,C) can bewritten in terms of the 2r+1-dimensional representationV . Note that while
Br has spin representations which cannot be written as symmetric or alternating pow-
ers of V , SO(2r +1,C) does not have such representations; the spin representations are
only representations of Spin(2r +1,C).
By the same argument as for Ar , the invariant P for Br can be written in terms of the in-
variants ofV . V has the Kronecker delta and the Levi-Civita tensors as Ar does, but also
comes with the metric ga,b and dual metric g
a,b . Of these, we only want the Kronecker
delta to be necessary for P .
Unlike in the Ar case, the dual Levi-Civita tensor is not the only source of upper indices
that don’t come with lower indices. We can use the dual metric g a,b for that. But g a,b
gives pairs of upper indices, while each Levi-Civita tensor comeswith an odd number of
lower indices, so not all of the lower indices from a Levi-Civita tensor can be contracted
to indices from dual metrics g a,b . Hence there must be at least one other Levi-Civita
tensor, which we can turn into a dual Levi-Civita tensor by contracting with copies of
g a,b , and then the Levi-Civita and dual Levi-Civita pair can be replaced by Kronecker
deltas, as in the Ar case.
Hence we only have Kronecker deltas and metric/dual metric tensors.
Each copy of the metric tensor gives us two lower indices that must be matched by up-
per indices coming from a dual metric tensor. Unlike in the case of Levi-Civita tensors,
the only way to take a metric tensor and a dual metric tensor and replace them by Kro-
necker deltas is to contract them:
(11) ga,bg
b,c
= δca = g
c ,bgb,a
But while P must have a dual metric tensor for eachmetric tensor it has, themetric ten-
sor might be contracted to a Lie algebra element rather than directly to the dual metric
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tensor. Consider the following:
(12) ga,b[π(X1)]
b
c1
[π(X2)]
c1
c2 · · · [π(Xk )]
ck−1
c g
c ,d
· · ·
where we know that g c ,d must appear somewhere in this expression as otherwise we
would have more lower indices than upper indices.
The statement that ga,b is invariant under the action of Br is equivalent to the following:
(13) [π(X )]bagb,c =−ga,b[π(X )]
b
c
So we can swap themetric and a Lie algebra element at the cost of a sign change. Hence
we can move the metric along the chain until it is contracted directly to a copy of the
dual metric, and then replace both by a Kronecker delta. Since every metric and dual
metric pair can be eliminated this way, we are left with only Kronecker deltas, which
again leaves us with the trace.
4.3. Cr . For Cr , the adjoint group is PSp(r,C), but the representations of PSp(r,C) can
be written as symmetric and antisymmetric powers of the 2r -dimensional representa-
tion of Sp(r,C), so we shall do so. The 2r -dimensional representation has as invariants
the Kronecker delta and the Levi-Civita tensors, as well as the symplectic form fa,b and
its dual f a,b . In fact, the Levi-Civita tensor can be written in terms of the symplectic
form by taking r copies of the symplectic form and antisymmetrizing over all of the in-
dices. This is why there is no "special symplectic group"; keeping the symplectic form
invariant automatically makes the determinant invariant.
So we only need to eliminate the symplectic form. The symplectic form obeys the same
invariant equation as the metric did for Br :
(14) [π(X )]ba fb,c =− fa,b[π(X )]
b
c
so we can swap the symplectic and Lie algebra elements at the cost of a sign change.
Hence we can move symplectic forms along the chain until they are contracted to dual
symplectic forms, and then convert such pairs to Kronecker deltas. So again we get
traces.
4.4. Dr . TheDr case is somewhatmore involved. The adjoint groupofDr isPSO(2r,C);
unlike the Br case, SO(2r,C) has nontrivial center. The representations of PSO(2r,C)
can still be written in terms of the 2r -dimensional representation of SO(2r,C), and thus
we write everything in terms of the 2r -dimensional representation. The invariants are
the Kronecker deltas, Levi-Civita tensors, and metric tensors, as in the Br case. Here,
though, we cannot rule out the need for Levi-Civita tensors, because here each Levi-
Civita tensor gives 2r lower indices, and hence the lower indices can be matched en-
tirely by upper indices from the dual metric. However pairs of Levi-Civita tensors can
still be replaced byKronecker deltas, and chains involving only themetric anddualmet-
ric but not the Levi-Civita tensors can also be turned into traces.
So we have traces as in the Ar ,Br and Cr cases, as well as invariants built from single
Levi-Civita tensors and metric tensors.
For an invariant involving a single instance of the Levi-Civita tensor, since there are no
free lower indices we must again get chains leading from an index on the Levi-Civita
tensor, through several Lie algebra elements and copies of the metric and dual metric
tensors, and then back to the Levi-Civita tensor by a different lower index. On each
chain there must be one more dual metric tensor than metric tensor since the Levi-
Civita tensor provides two lower indices. We can use the invariance equation for ga,b
to move it past Lie algebra elements until it is contracted with a dual metric tensor and
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then replace both by a Kronecker delta. So we are left with chains leading from an in-
dex on the Levi-Civita tensor, through several Lie algebra elements, and then through
exactly one dual metric tensor before connecting to the Levi-Civita tensor again, as de-
scribed in the theorem.
Finally, we need to show that the elements listed in the theorem are not just in T (g)G˜
but in T (g)G proper. Here we simply note that the action of G˜ on g factors through the
action ofG, and hence any element of T (g) that is invariant under the action of G˜ is nec-
essarily invariant under the action ofG. Hence all of the elements listed in the theorem
are in T (g)G , despite being written in terms of representations of G˜ rather than repre-
sentations of G. While the proof is done in terms of representations of G˜, we can also
consider traces over representations of G. Here we have the issue that the invariants of
representations ofG are of higher order, cubic or quartic or higher, and do not have the
nice relation that the Levi-Civita tensor does. For instance, the adjoint representation
has the Kronecker delta, a symmetric bilinear form from theKilling form, the Levi-Civita
tensor, and at least one other invariant in the form of the structure constants f
γ
α,β
, from
[xα,xβ] = f
γ
α,β
. The structure constants obey the Jacobi identity, but the Jacobi identity
only involves a specific combination of structure constants, unlike for example the Levi-
Civita identity which eliminates a pair regardless of how they are related.
For D2k , the use of an additional generator type is necessary regardless of what repre-
sentation is used. Taking a trace and symmetrizing yields an element of C(g), which
by Kostant’s result can be written as a polynomial in some set of generators. Given a
tensor that is a tensor product of multiple traces, symmetrizing yields the product of
the symmetrization of the individual traces. Hence for each generator we only have to
consider elements obtained by symmetrizing a single trace rather than symmetrizing
tensor products of traces. For a single trace, there is only one symmetrization, so we
can distinguish these symmetrizations of single traces by degree. However for D2k , the
polynomial algebra has two generators of degree 2k, not one, and sowewould need two
traces of degree 2k with distinct symmetrizations, which cannot occur.
For r = 2k + 1, one could consider one of the spin representations of Dr ; at least in
terms of symmetrization, traces in the spin representation do yield all of the genera-
tors of the symmetric algebra, since the Pfaffian in D2k+1 is degree 2k+1 and thus does
not overlap with any of the other generators, which all have even degree. However the
spin representations yield higher-order invariants, and thus the argument used above
does not necessarily hold. Hence we stay with the current description in terms of the
2r -dimensional representation and with the additional generators.
5. GL(n,C) ANDO(n,C)
The groupsGL(n,C) andO(n,C) also act on sl(n,C) and so(n,C). GL(n,C) andO(2r+
1,C) are just direct products of SL(n,C) and SO(2r +1,C) with C× and Z2, so the conju-
gation action doesn’t change.
For the case of SO(2r,C), O(2r,C) is not a central extension, so the conjugation action
by elements of the other component does change some behavior. It is still an automor-
phism of the Lie algebra, though.
Due to being an automorphism of the Lie algebra, we get that whileO(2r,C) doesn’t pre-
serve the Pfaffian, which is linear in each basis vector and thus gets a sign change when
we change the sign of a single basis vector, the adjoint tensors defined using the Pfaffian
are still invariant underO(2r,C), as all of the indices inV are contracted over. Hence we
get that the adjoint tensor invariants of GL(n,C) and O(n,C) are identical to those of
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SL(n,C) and SO(n,C); despite not being an invariant of O(2r,C), the Pfaffian is still an
invariant of the Lie algebra so(2r,C) and hence gives adjoint tensor invariants.
6. SOME RELATIONS
The Jacobi Identity for the structure constants provide a relation for the traces as
listed. In particular, for each Lie algebra the structure constant can be written as the an-
tisymmetrization of a degree 3 trace and the contraction of two structure constants can
bewritten as a combination of traces in degrees 2 and 4. Thus the Jacobi identity, which
states that a linear combination of three contractions of pairs of structure constants
vanishes, can be written as the vanishing of a linear combination of traces of degree 4
and tensor products of traces in degree 2. The exact statement varies based on g.
Other relations come from the absence of generators of the symmetric algebra in var-
ious degrees. If a trace invariant N of g has degree k and the polynomial algebra C(g)
has no generator in degree k, then the symmetrization of N can be written as a product
of symmetrizations of tensor invariants of lower order. For instance for g being Br and
Cr , there are no elements ofC(g) with odd degree, so the symmetrizations of odd degree
traces all vanish identically.
Another source of relations is what one might call the Cayley-Hamilton identity for M .
M is a dim(V )-dimensional square matrix, and hence if we interpret M as living in
End(V )⊗C(g) rather than in End(V )⊗T (g) thenM obeys the Cayley-Hamilton identity,
and thusMdim(V ) can bewritten as a linear combination of PkM
k for k < dim(V ), where
Pk is a polynomial in symmetrized traces of powers ofM . Thus symmetrized instances
of Mdim(V ) can be replaced by lower powers of M times other traces. See [RSV] for de-
tails of how symmetric traces of other degrees decompose.
The author does not claim that all of the relations can be generated from the ones men-
tioned here.
7. DIAGRAMS
We can write the main theorem diagrammatically. Consider the form V ⊗V ∨⊗g→
C given by the adjoint of the representation π : g → V ⊗V ∨. We denote this form by
an triangle, with the thin line corresponding to the adjoint index, the point toward the
index in V ∨ and the flat side toward the index in V :
In this notation, a contraction of a V index with a V ∨ index corresponds to joining the
ends of the corresponding lines, so that a product of two elements in π(g) as elements
of End(V ) is written as:
A trace then becomes
. . .
. . .
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and the tensor product of two traces is then two such diagrams placed side by side.
The operation of permuting the adjoint indices is then rearranging the free ends of the
thin lines. The main theorem then becomes the statement that for g = Ar ,Br ,Cr , any
element of (T (g))G can be written as a formal sum of such diagrams.
Note that theprocess of simplifying tensors to traces, we could endupwith the following
picture:
which we can rewrite as
So any crossings can be transferred to the thin lines, i.e. can be turned into permutation
of the adjoint indices.
For the case ofDr , we use the following notation for the Levi-Civita tensor:
. . .
in accordance to [CV08]. The corresponding adjoint tensors are of the form:
. . .
where the white circles indicate the metric and the thin lines are shorthand for multiple
adjoint lines.
8. TREES
Note that, up to a scaling, the Killing form on g can be written as a trace:
(15) Kαβ =K (Xα,Xβ)= trV (π(Xα)π(Xβ))
The rule for π being a representation is that
(16) π(X )π(Y )−π(Y )π(X )=π([X ,Y ])
This allows us to write the structure constants in terms of traces as well:
c
γ
αβ
= K ([Xα,Xβ],Xδ)K
δγ(17)
= trV (π(Xα)π(Xβ)π(Xδ)−π(Xβ)π(Xα)π(Xδ))K
δγ(18)
It also allows us to write
(19) π(Xα)π(Xβ)=
1
2
(π(Xα)π(Xβ)+π(Xβ)π(Xα))+
1
2
c
γ
αβ
π(Xγ)
and thus any trace can be written as a symmetric trace plus lower degree traces con-
tracted to structure constants. the previous section notes that we only get irreducible
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symmetric traces in certain dimensions.
Borrowing some of the notation from the previous section, if wewrite a symmetric trace
with k adjoint indices as a white vertex with k thin lines coming out of it and a struc-
ture constant as a black vertex with 3 thin lines coming out of it, the diagrams described
above are equivalent to forests where each tree has one white vertex and some number
of black vertices. By the discussion in the section on relations, the white vertices in turn
must have degree k = ei +1 for the exponents ei ofG.
Note that for Br and Cr , the exponents are all odd, so the corresponding k are all even.
The white vertices can thus be replaced by traces over the adjoint representation rather
than thedefining representationV using the relations described in [RSV], and thebranches
of black vertices can then be read as permutations of indices of traces in the adjoint rep-
resentation, rather thanpermutations of indices of traces in the defining representation.
Thus for Br and Cr , the adjoint tensor invariants can be expressed as tensor products
of traces over the adjoint representation, with permutation of the indices. Because of
the Killing form, the discussion in the section on Br also applies to the adjoint represen-
tation, so that traces of odd degree over the adjoint representation vanish identically.
Hence for Ar and D2k+1, which both have even exponents, we cannot use the adjoint
representation for everything, and we already noted that we need at least two represen-
tations forD2k .
9. KIRILLOV’S FAMILY ALGEBRAS AND THE EXCEPTIONAL CASES
In 2001 Kirillov defined a set of algebras that he calls family algebras. He considers a
representation V ofG and defines
(20) CV (g)= (End(V )⊗S(g))
G
The original intent was to compute the behavior of the G-harmonic polynomials of
Kostant, applying algebraic methods in place of the combinatorial methods already
known.
For the case where G is classical, V is a symmetric, antisymmetric, or tensor power of
the adjoint representation, we can use the above theorem to describe the family algebra
CV (g), noting that
(21) CV (g)= (V ⊗V
∨
⊗S(g))G ⊂ T (g)G
Hence the generators of the tensor algebra describe the possible elements of the family
algebra, which can then be described in terms of generators within the family algebra
(using the family algebra’s multiplication structure rather than tensor product). For in-
stance, the author has used the main theorem to compute the structure of Cad j (g) for g
classical and ad j the adjoint representation.
The author has also examined Cad j (g) for g exceptional. Just as the elements of the
family algebras in the classical cases could be described as tensor products of traces,
or alternatively as trees in the sense of the previous section, so could the elements of
the family algebras in the exceptional cases. Thus the author conjectures that the main
theorem may hold for the exceptional Lie algebras, with specific choices for the repre-
sentation used to defineM :
Conjecture 1. For G2, let (V ,π) be the 7-dimensional representation. For F4, let (V ,π)
be the 26-dimensional representation. For E6 let (V ,π) be the 27-dimensional represen-
tation. For E7 let (V ,π) be the 56-dimensional representation. For E8 let (V ,π) be the
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248-dimensional representation. Defining traces as above, T (g)G is generated by traces,
allowing for permutation of the indices.
Unfortunately, the argument used for the classical Lie algebras does not work here.
The representations of the exceptional groups carry irreducible invariants of degree 3
and 4 that don’t reduce or cancel. In particular, G2’s and E8’s defining representations
carry antisymmetric cubic invariants, F4’s and E6’s defining representations carry sym-
metric cubic invariants, and E7’s defining representation carries a symmetric quartic
invariant. Thus, although all of the representations of a given exceptional group can be
embedded into the tensor powers of the defining representation of that group, it is not
clear that the invariants in the defining representation can be reduced to just Kronecker
deltas.
Note that except for E6, the exceptional Lie algebras have only odd exponents, and
hence, again by [RSV], we can replace symmetric traces over V with symmetric traces
over the adjoint representation. Like Ar andDr , E6 requires the use of at least one other
representation.
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