Abstract-Computerized monitoring of the home based rehabilitation exercise has many benefits and it has attracted considerable interest among the computer vision community. Nowadays, many rehabilitation systems are proposed, most of the targeted disability is for stroke patient. Some of patient or user just wants to take certain part for rehabilitation. Therefore, this paper is focusing on hand rehabilitation system. The importance of the rehabilitation system is to implement the specific exercise for the specific requirements of the patients that needs rehabilitation therapy. This paper presents the specific hand rehabilitation system using computer vision method. The specific hand rehabilitation implemented in this system is a hand deviation exercise. This exercise is benefited to improve the mobility of the hand and reduce the pain. The hand tracking and finger detection method are used in this hand rehabilitation system. The result of the exercise can be used as a training data for the analysis of the injured hand recovery and healing process.
I. INTRODUCTION
Rehabilitation is the process of helping an individual achieves the highest level of function, independence, and possible quality of life. The rehabilitation usually includes performing exercise regularly in a control manner [1] . Most of the rehabilitation system is done for the upper limb, lower limb and stroke. This paper focuses on hand rehabilitation from the upper limb side. Hand rehabilitation is a recovery session from the hand injury. Most of the hand injuries are caused by an accident involving and overuse [2] . Sports is a major contributor in accidents involving hand and wrist [3, 4, 5] . The overuse hand injuries are caused by repeating activity and make too much stress at certain places on joint or tissue of the hand [2, 6, 7] .
The ultimate goal of hand rehabilitation seeks for hand injury is to improve the mobility of hands and reduce the pain. Almost computerized rehabilitation system using computer vision-based focuses on stroke survivors [8, 9] and gait [10, 11] . Therefore, this project is developed to assist the hand injuries by developing the computerized hand deviation exercise. This exercise also benefited to hand injury patient, such as carpal tunnel, tendon pain and climber [2, 4] .
Hand deviation exercise is one of commonly recommended exercise for hand and wrist problem [12] . Other exercises that suitable for injured hand, are wrist extension and flexion, hand / finger tendon glide, and wrist supination / pronation. The hand deviation exercise consists of radial deviation and ulnar deviation. Radial deviation is the movement of bending the wrist to the thumb and ulnar deviation is the movement of bending the wrist to the little finger as illustrated in Fig.1 . Ulnar and radial deviation [13] This project uses a computer vision method for the hand deviation exercise. The proposed computer vision method in this paper detects and tracks the motion of the hand during the hand exercise. The selected device for this project is Kinect sensor, which is the device that can capture the depth data using infrared (IR) sensor. Kinect sensor from Microsoft Xbox360 is built into the RGB camera and IR sensor. This sensor is also able to capture 3D data in a low ambient light condition [14] .
II. RESEARCH BACKGROUND
Recently, the research field of rehabilitation system has been studied by many researchers. The rehabilitation system becomes popular, especially in Human Computer Interaction (HCI) and computer vision because of many applications or systems can be created. The rehabilitation system also can be performed in real-time and more interactive.
The rehabilitation system proposed by Pastor and Hayes implemented the computer game application in the rehabilitation program [9] . They proposed a method that used Kinect sensor to track the patient's hand while the patient was playing the game that was designed specifically for upper limb rehabilitation of stroke survivors. The performance of the patient was based on the score that collected in that game. For hand detection method they used NiTE middleware motion tracking from OpenNI [17] . The Kinect sensor approach in hand tracking method also was proposed by Singal Rajeha and Choundary [18] . They used NiTE for hand tracking point and processed the 3D depth image by using segmentation method to get the points of the palm and fingers.
S. F. dos Reis Alves et. al [13] proposed hand motion exercising with the mobile robot. The overview of their system is the mobile robot will follow the instruction of the hand deviation exercise. The target of this exercise is for disabled children. The imaging device that was used in this work was the smart phone camera. The accuracy of the tracking was depended on the amount of the light and finger position. This is because of the smart phone camera that they used is sensitive to movement and can cause blurred image. The system starts with the hand tracking, gesture recognition and additional controller to control mobile robots.
The methodology of hand deviation exercise will be described in Section III. Section IV provides the experimental results and discussion. The conclusion and some recommendations for future direction are in Section V.
III. HAND DEVIATION EXERCISE
Hand deviation exercise is a one of the hand exercises that can be done for rehabilitation. The propose methodology for this hand deviation exercise is used hand detection and finger tracking. This method is divided into a few stages, which are hand tracking, hand segmentation, palm center and finger detection. This project is developed by using Kinect sensor as an imaging device, Microsoft Visual 2012, OpenNI, NiTE and OpenCV libraries.
A. Hardware Setup
The motion sensing device that is used in this project is Kinect sensor. Commonly, it is a peripheral device for use with the Xbox 360 game console. Kinect sensor is chosen because of its reliability as a motion sensing input device. This sensor consists of an infrared laser projector which captures video data in 3D under acceptable low ambient light condition [9] . The Kinect sensor can be accessed without touching or marker placed on the body by the user. This is the marker-less tracking methods that popular in recent year [15] . Kinect sensor is able to work with the computer by using Kinect SDK from Microsoft or open source library OpenNI2 [16] .
The software runs on the Visual Studio 2012 with the operating system Windows 8 64 bit Core i5. The screen display is a monitor with 24" display. The exercise needs to be done in a range between 80 to 100 centimeters from the Kinect sensor.
The distance of the user from the Kinect sensor will be displayed on the monitor screen as a reference marking.
B. Hand Detection and Tracking
The hand deviation exercise system is started with the tracking and the detection of the hand and finger. The tracking algorithm is developed by using NiTE middleware. Additionally, in this module, there are three defined gesture recognitions, which are hand waving, hand rise, and hand push gesture. This exercise system is using hand rise gesture to initialize the hand tracking.
In previous published paper [9] , the method for hand tracking and finger detection were developed. The preliminary result of the hand and finger detection was presented. In this paper the detail explanation of the hand deviation exercise using the computer vision method is presented. Figure 2 shows the flow chart for the overall system.
The depth data from Kinect sensor is the main subject of this work. However, both frame depth and RGB are used to develop the hand exercise system. The Kinect sensor is located in front of the user. This is done to make sure that the recorded coordinates between depth and RGB frame are more precise. After the initialization, to get the hand position using hand rise gesture, the hand position is kept tracking. This process is done on the depth frame. The auto resized region of interest (ROI) will be placed on the hand position.
In this method, the ROI is used to minimize the area that will be processed with the segmentation and also to remove the unwanted objects that appear around the hand position. The size of the ROI is increased if the hand moves forward to the Kinect sensor and it is decreased when the hand moves away from the Kinect. Equation 1 is the formula for ROI setting, where Z is the distance from the hand to Kinect sensor. = 1000 * 80/
Next, the ROI is following the traced hand and the segmentation process is done on the ROI area. The segmentation is done by thresholding the depth image. The threshold value is obtained from a few experiments. The range of the threshold was taken from the distance of depth (z-axis) direction and the value that had been set was within -60 mm to +40 mm. Those pixels which were in the threshold range were converted into white, while other pixels were converted into black.
In the hand recognition method, the processes that involved in this method were to find the hand contour and to locate the center of the palm. To find the hand contour, a binary image of a hand that produced in the segmentation process was used for calculating the contour of that image. Contour is a list of points that represents a curve in an image. This work used the cvFindContours() function to compute contours from binary images and the output contours were listed in the Freeman chain code. This method retrieved all contours and organized them into a two-level hierarchy. The methods are in compresses horizontal, vertical, and diagonal segments and leave only their end points [18] . To find the palm center was by calculating the radius in hand contour [19] and using pointPolygonTest functions in OpenCV library. This function determines whether the point is inside or outside a contour, or it lies on an edge. This function returns a positive value which shows the point is inside the contour and a negative value shows the point is at outside the contour. Meanwhile, the zero value shows the point is on an edge [18] . The result of this step is shown in Fig 3.   Fig. 2 .
Flow chart of this system The finger detection also needs to be determined in this exercise. In this method, the K-Curvature method is used to detect fingertips. This method takes each contour vector point AB and AC as represent in Equation 2, 3, and 4 with the threshold angle α. i is a contour point and k is a constant value that obtained from the experiment. The final K and α value obtained from this experiment is 15 and 50, respectively, which is suitable for almost all situations. The particular point A will be recognized as a fingertip when the angle α is smaller or equal to the threshold value. Figure 4 shows the illustration of the K-curvature method. this exercise is similar to the interaction with a mirror, which mean that user will face his or her image during exercise. This hand deviation exercise is designed to make the exercise more interactive and has feedback between the user and system. The size of the streaming frame in this system is 480 x 640 pixels and additional information about the hand deviation exercise is displayed at the bottom of the frame. Figure 5 shows the template of the hand deviation exercise. The data that already obtained from previous step is used with the reference coordinate pixel in streaming frames. Figure  5 shows double reference lines (display in purple color) overlay on streaming frames. These reference lines are used to guide the user's hand and to set the limit of the hand movement. The user should place his or her hand in the reference lines before start the exercise. On the upper side is an instruction for the user and it calculates the distance between the user and Kinect sensor in real-time. The user needs to make sure the distance between Kinect sensors is in the range. The exercise is done in the range of 80cm to 100cm from the Kinect sensor. The Kinect detects the distance of the user and update the distance reading at the current display frame. At the bottom part of the frame is a timer. It starts to count when the wrist is deviated. The reference coordinate points of the palm center that are used to initiate the exercise are contained in a rectangle with the size of 20 pixels in width and 60 pixels in height. The user needs to move his hand to the right or to the left for this hand deviation exercise. In the template, the exercise has two regions of the reference coordinate (surrounded by the rectangle) that are used to configure the rule of exercise. One region is for the fingertips and another one is for palm. The moving point of palm and finger will be scanned for the overlapped with the reference coordinate. When the fingertips and palm touch any coordinates that located in the reference region, a timer will start to count. Figure 6 illustrates the movement of the hand during the exercise. This section presents preliminary results of the hand deviation exercise. In this experiment, the exercise had been tested on normal samples, which are healthier users (with no hand/wrist injury). In future, this exercise system will be tested on users with an injured hand.
The name of this exercise is active radial and ulnar deviation. Active is an exercise without any support to move the hand. While radial is a moving or tilting the hand toward the thumb side and ulnar is a moving or tilting the hand toward the little finger as shown in Fig. 7 . The benchmark for each motion,either radial or ulnar deviation is in five seconds. Here, in this experiment, the exercise was performed by three normal users as samples of exercise behavior. Instruction of deviation exercise
The timer stop counting when the user's wrist tilted and reaches the exact position on the right side or left side as shown in Fig. 8 and Fig. 9 . The time was recorded as a reference. This exercise already tested with the three users (male, age between 25 to 30 years) and each user repeated this exercise for five times. The results are shown in Table 1 . The result was different for each user and was depended on certain factors, which were hand position and also the time it takes to move the hand. The normal user can tilt to the maximum until it reaches to the reference line. The average time taken for each normal user to finish this exercise is shown in Table 1 . The average time for users to reach the target on the left side is 5.13s, while to the right side is 5.07s. Figure 10 shows the full frame of the hand rehabilitation exercise.
From the obtained results and observation during this experiment, it is expected that the injured user will take more times to finish this experiment. The recorded time can be used to measure user's performance from time to time. The interactive streaming display can motivate users to continue this exercise until they reach their target. However, the proposed system is still in the initial stage and a lot of improvements have to be considered. This paper proposed the hand deviation exercise from one of the recommended hand rehabilitation. The exercise is well performed with the hand tracking and finger detection using 3D data from Kinect sensor. The experimental results of the exercise show the normal user are able to complete the exercise by following the instruction displayed on the screen. The results of the exercise can be used as a training data for the analysis of the injured hand recovery and healing process. However, it still needs further improvement with more data collection and more tracking techniques can be developed to make it as an additional to rehabilitation system. 
