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Živimo v obdobju, ko je tehnologija ključni del vsakdanjega življenja. Hiter tehnološki 
napredek nas je pripeljal v obdobje, ko imamo veliko izumov, novosti in napredkov na 
različnih področjih. Ena glavnih tem sedanjosti je umetna inteligenca, njena uporaba, vpliv in 
umetna inteligenca pri avtonomnih avtomobilih. Diplomska naloga se osredotoča na 
prednosti in pasti umetne inteligence pri avtonomnih vozilih. V prvem delu je predstavljeno, 
kaj na splošno je umetna inteligenca, njen kratek zgodovinski razvoj, razlike med šibko in 
močno umetno inteligenco, kaj predstavlja danes in discipline v katerih se uporablja. Drugi 
del se bolj osredotoča na analizo avtonomnih vozil. Analiziran je vpliv avtonomnih 
avtomobilov ter predstavljene so njihove pozitivne in negativne posledice, zgodovinski 
razvoj, paradigme avtonomnih avtomobilov, stopnje avtonomnosti avtomobilov, ključ 
oziroma temelj avtonomnih avtomobilov in bistvene razlike med samovozečimi, 
avtonomnimi, inteligentnimi in pametnimi vozili. Prikazani so tudi trije modeli avtonomnih 
avtomobilov in predstavljene njihove osnovne in tehnične značilnosti ter njihov razvoj. 





We live in an age when technology is a key part of our lives. Fast technological development 
has brought human race into the age of inventions, innovations and advances in all fields. 
One of the main contemporary topics is artificial intelligence, its use and its impact in 
autonomous cars. The Diploma Dissertation is focused on the advantages and disadvantages 
of the artificial intelligence at the autonomous vehicles. In the first part I gave the general 
definition of artificial intelligence, short artificial intelligence development history, 
differences between weak and strong artificial intelligence, what artificial intelligence is 
nowadays and areas in which it is applied. In the second part the Dissertation focuses more 
on analysis of the autonomous vehicles. I analysed the influence of the autonomous vehicles 
and presented their positive and negative effects. I also presented the historical development 
of the autonomous vehicles, the paradigms of intelligent vehicle, the level of the autonomy of 
the vehicles, keys or more precisely the foundations of the autonomous vehicles, the key 
differences among self-driving, autonomous, intelligent and smart vehicles. There I presented 
three models of autonomous vehicles and their basic characteristics and development. 
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Ena glavnih tem danes in tudi v prihodnosti je umetna inteligenca in njen razvoj. Izraz 
umetna inteligenca je prvič uvedel oziroma skoval John McCarthy leta 1956, ko je imel prvo 
akademsko konferenco o tej temi. Medtem ko se je pot do razumevanja, če stroji resnično 
mislijo, začela veliko pred tem (Smith in drugi, 2006, str. 4). »Umetna inteligenca (angl. 
artificial intelligence, AI) je znanstvena veda, ki preučuje naprave, ki jim rečemo inteligentni 
sistemi. Te naprave so sposobne samostojnega odločanja, ki temeljijo na izkušnjah iz 
preteklosti – na učnih primerih« (Ploj, 2016, str. 11). Inteligenca je lahko naravna ali umetna, 
ampak ko govorimo o umetni inteligenci, jo lahko delimo na šibko in zelo močno. O naravni 
inteligenci govorimo takrat, kadar se pojavlja v naravi, o umetni pa takrat, kadar jo izdela 
človek (Poole in Mackworth, 2010, str. 5). Sami se imenujemo homo sapiens – misleči 
človek, ker nam je tako pomembna naša inteligenca. Tisoč let smo poskušali razumeti, kako 
razmišljamo, razumemo, napredujemo in manipuliramo s svetom, ki je veliko večji in še bolj 
zapleten kot mi sami. Področje umetne inteligence se še naprej razvija in poskuša ne le 
razumeti, ampak tudi graditi inteligentne entitete (Russell in Norvig, 2009, str. 1). 
Ploj (2016, str. 11): 
Med prvimi uporabniki umetne inteligence so bili trgovci in bankirji. Z njeno pomočjo 
preučujejo navade svojih strank, da jim lahko ponudijo še dodatne ugodnosti (kartice, 
popuste, točke). Eno od obetavnih področij je tudi zdravstvo (rentgenski, ultrazvočni, 
magnetnoresonančni in drugi posnetki). Elektronske naprave, namenjene širokim množicam, 
kot so na primer računalniki in pametni telefoni, vsebujejo vedno več umetne inteligence, s 
katero poskušajo proizvajalci poenostaviti njihovo uporabo. Tipični primer je zamenjava 
tipkovnice z mikrofonom (Siri, Cortana, Google Now). 
Velike možnosti, ki jih omogočajo novi izumi in tehnologija, so nas pripeljale v novo 
postindustrijsko revolucijo, kjer je za lažje razumevanje in uporabo le-teh izjemno pomembna 
informiranost.  
Dandanes se v svetu odvija hiter tehnološki napredek in razvoj na vseh področjih. Tako tudi 
pri robotiki in avtonomnih vozilih, kjer prihaja do hitre komercializacije ter uporabe umetne 
inteligence.  
Avtonomna vozila so tista vozila, ki ne potrebujejo voznika (Mester, 2018, str. 59). Pri 
avtonomnih vozilih ima umetna inteligenca, ki je zasnovana na znanju in ekspertnem sistemu, 
močan vpliv tudi na vse druge sisteme, brez katerih bi bilo nemogoče varno voziti avtonomno 
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vozilo. In prav ta element (varnost) je ključnega pomena, saj so ljudje kot vozniki, kolesarji, 
pešci in drugi vsak dan del vedno kompleksnejšega prometnega sistema. 
Postavljata se torej dve osnovni vprašanji: ali bi se z uporabo avtonomnih vozil zmanjšala 
prometna tveganja kot npr. nesreče, zastoji, ter kakšen je vpliv avtonomnih vrst vozil. Ti dve 
osnovni vprašanji seveda porajata še kup novih vprašanj, kot npr. ali se bo zmanjšala stopnja 




2 Namen in cilj diplomskega dela 
 
Glavni namen diplomske naloge je opisati prednosti in pasti umetne inteligence, ki je danes 
prisotna, in kot primer to predstaviti na umetni inteligenci pri avtonomnih vozilih. Razlog za 
izbiro teme je dejstvo, da se je v zadnjih letih začel hiter razvoj in uporaba umetne inteligence 
in inteligentnih sistemov, ki »samostojno« odločajo o dejanjih oz. odzivih na okoliške 
dogodke. 
Cilj moje diplomske naloge je predstaviti nov tehnološki napredek, kot je umetna inteligenca 
pri avtonomnih avtomobilih, in pokazati zgodovino ter razvoj sistema in vpliv na celotno 
populacijo. Predstavila bom tehnične značilnosti vozil ter kompetence, ki se nenehno 
spreminjajo. 
Zastavila sem si dve osnovni raziskovalni vprašanji s področja »prednosti in pasti umetne 
inteligence«, s poudarkom na avtonomnih vozilih, saj se izredno hitro povečujeta razvoj in 
uporaba tovrstnih vozil: 
RV1: Katere so prednosti uporabe umetne inteligence pri avtonomnih vozilih? 
RV2: Ali bo z razvojem umetne inteligence pri avtonomnih vozilih prometna varnost večja? 
Raziskala bom objavljene pisne vire v domačem in tujem jeziku ter naredila pregled 
dosedanjih primerov prednosti in pasti umetne inteligence pri avtonomnih vozilih. Pri pisanju 
svoje diplomske naloge bom uporabila sekundarne vire (strokovne revije, poročila, članke ...) 
in primarne vire raziskovanja. Diplomsko delo bom razdelila na dva dela. V prvem delu bom 
opisala bistvene pojme umetne inteligence, zgodovino in uporabo, medtem ko bom v drugem 
delu predstavila, kaj so avtonomni avtomobili in kakšen vpliv ima umetna inteligenca. V 
teoretičnem delu bom uporabila metode deskripcije, kompilacije in komparacije ter 




3 Kaj je umetna inteligenca? 
 
Copeland (2015) je dejal, da je umetna inteligenca (UI) sposobnost digitalnega računalnika 
ali računalniškega nadzornega robota za izvajanje nalog, ki jih običajno povezujemo z 
inteligentnimi bitji. »Vendar ne obstaja splošno veljavna definicija inteligence, lahko jo 
grobo opredelimo kot sposobnost prilagajanja okolju in reševanju problemov.« (Kononenko 
in Robnik, 2010, str. 28). 
Navdihuje ga povratni inženiring oziroma način, kako nevroni delujejo v človeških 
možganih. Naši možgani so sestavljeni iz majhnih enot, tako imenovanih nevronov, njihova 
mreža pa se imenuje nevronska mreža. Vendar pa to ni edini model v nevroznanosti (veda o 
živčnem sistemu). Obstajajo še drugi, ki bi jih lahko uporabili pri reševanju problemov 
umetne inteligence (Nagy, 2018, str 2). 
Strojno učenje je področje, ki preučuje procese, ki temeljijo na učenju pri ljudeh in umetnih 
sistemih (Milosavljević, 2015, str. 149). Izraz »strojno učenje« je prvi definiral Arthur Lee 
Samuel leta 1959 kot:  
»Strojno učenje je področje znanosti, ki se ukvarja z zagotavljanjem priložnosti računalnikov 
za učenje brez eksplicitnega programiranja« (Nagy, 2018, str. 2). 
 
3.1 Razlaga imena umetne inteligence 
Z napredkom umetne inteligence se je posledično pojavilo veliko umetno inteligentnih 
sistemov ter nova imena oziroma nazivi umetne inteligence (Hammond, 2015, str. 10). Na 
spodnji sliki 3.1 so prikazani različni primeri nazivov, kjer je moč opaziti, da si lahko umetno 
inteligenco razlagamo na več načinov, z različnimi imeni oziroma besedami. 
Slika 3.1: Različna imena umetne inteligence 
 
Vir: Hammond (2015, str. 10). 
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Russell in Norving (2009, str. 2) sta v svoji knjigi Umetna inteligenca na sodoben način 
razdelila umetno inteligenco na 4 dimenzije. 
Tabela 3.1: Zbirka definicij UI 
Sistemi, ki mislijo kot ljudje 
Razburljivo novo prizadevanje, da bi 
računalniki mislili – stroji s svojimi mislimi, 
v dobesednem pomenu (Haugeland, 1985, v 
Russell in Norving, 2009, str. 2).1 
Avtomatizacija dejavnosti, ki jih povezujemo 
s človeškim razmišljanjem, dejavnosti, kot so 
odločanje, reševanje problemov, učenje ... ( 
Bellman, 1978, v Russell in Norving, 2009, 
str. 2).2  
Sistemi, ki mislijo racionalno 
Študija mentalnih sposobnosti z uporabo 
računskih modelov (Charniak in McDermott, 
1985, v Russell in Norving, 2009, str. 2).3 
 
 
Študija izračunov, ki omogočajo zaznavanje, 
razum in delovanje (Winston, 1992, v 
Russell in Norving, 2009, str. 2).4 
 
 
Sistemi, ki ravnajo kot ljudje 
Umetnost ustvarjanja strojev, ki opravljajo 
funkcije in zahtevajo inteligenco, primerljivo 
s človeško (Kurzweil, 1990, v Russell in 
Norving, 2009, str. 2).5 
Študija o tem, kako narediti računalnike 
boljše od ljudi pri nalogah, kjer je človek 
zaenkrat boljši (Rich in Knight, 1991, v 
Russell in Norving, 2009, str. 2).6 
Sistemi, ki ravnajo racionalno 
Računalniška inteligenca je preučevanje 
procesov inteligentnih agentov (Poole in 
drugi, 1998, v Russell in Norving, 2009, str. 
2).7 
UI se ukvarja z inteligentnim vedenjem 
artefaktov (Nilsson, 1998, v Russell in 
Norving, 2009, str. 2).8 
Vir: Russell in Norvig (2009, str. 2). 
Prvi dve oziroma zgornji dve dimenziji opisujeta sisteme, ki so opredeljeni z miselnimi 
procesi in sklepanji, medtem ko spodnji dimenziji obravnavata vedenje. 
                                                             
1 Haugeland, J. (1985). Artificial Intelligence: The Very Idea. Cambridge: MIT Press. 
2 Bellman, R. E. (1978). An Introduction to Artificial Intelligence: Can Computers Think? San Francisco: Boyd 
& Fraser. 
3 Charniak, E. in McDermott, D. (1985). Introduction to Artificial Intelligence. Boston: Addison-Wesley. 
4 Winston, P. H. (1992). Artificial Intelligence (3 izd.). Boston: Addison-Wesley. 
5 Kurzweil, R. (1990). The Age of Intelligent Machines. Cambridge: MIT Press. 
6 Rich, E. in Knight, K. (1991). Artificial Intelligence (2 izd.). McGraw-Hill. 
7 Poole, D., Mackworth, A. K. in Goebel, R. (1998). Computational intelligence: A logical approach. New  
York: Oxford University Press. 
8 Nilsson, N. J. (1998). Artificial Intelligence: A New Synthesis. San Francisco: Morgan Kaufmann. 
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Definicije na levi strani merijo uspeh v smislu predanosti človeškemu dejanju, medtem ko 
tiste na desni v smislu racionalnosti. Sam sistem je racionalen, če naredi »pravo stvar« glede 
na to, kar ve. V preteklosti so sledili vsem štirim pristopom k UI, pri čemer so bili različni 
ljudje z različnimi metodami, kar je tudi cilj raziskovalcev in znanstvenikov. Pristop, ki se 
osredotoča na človeka, mora biti del empirične znanosti, ki vključuje opažanja in hipoteze o 
človekovem vedenju. Racionalistični pristop vključuje kombinacijo matematike in 




4 Zgodovina umetne inteligence 
 
4.1 Začetek umetne inteligence 
Skozi človeško zgodovino so ljudje uporabljali tehnologijo za izpopolnjevanje samega sebe. 
Imamo dokaze, da so se prve aktivnosti v tehnologiji zgodile že v antični Grčiji, Egiptu in na 
Kitajskem. Vsaka nova tehnologija je omogočila razvoj pametnih agentov in modelov umetne 
inteligence (Poole in Mackworth, 2010, str. 6). 
Pred približno 400 leti so ljudje začeli pisati o naravi misli in razlogov. Hobbes (1588–1679) 
je zagovarjal stališče, da je razmišljanje simbolno sklepanje, prav tako kot govorjenje na glas. 
Idejo simboličnega sklepanja so nadalje razvili Descartes (1596–1650), Pascal (1623–1662), 
Spinoza (1632–1677), Leibniz (1646–1716) in drugi pionirji filozofije mišljenja (Poole in 
Mackworth, 2010, str. 6–7). 
Ideja o simboličnih operacijah je postala bolj konkretna z razvojem računalnikov. Prvi 
vsestranski zasnovan računalnik je zasnoval Charles Babbage (1772–1871) leta 1837, z 
imenom Analitični stroj (angl. Analytical engine). V začetku 20. stoletja je bilo veliko dela 
narejenega o razumevanju računalniškega računanja. Predlaganih je bilo veliko modelov 
omenjenega računanja, vključno z najbolj znanim Turingovim strojem, ki ga je izdelal Alan 
Turing (1912–1954) (Poole in Mackworth, 2010, str 7). 
Leta 1943 sta Warren McCulloch in Walter Pitts napisala delo »A logical calculus of the 
ideas immanent in nervous activity«, kjer je bila prvič prepoznana umetna inteligenca 
(Russell in Norvig, 2009, str. 16). Istega leta sta McCulloch in Pitts pokazala, kako je lahko 
enostavni formalni nevron podlaga za popolni Turingov stroj (Poole in Mackworth, 2010, str. 
7). 
Delo je temeljilo oziroma se je opiralo na znanje osnovne fiziologije in delovanje 
možganskih nevronov, ta pa na uradno analizo logičnega predloga po Russellu in Whiteheadu 
ter na Turingovo teorijo računanja. Predlagali so model umetnih nevronov, v katerem je vsak 
nevron označen kot »vklopljen« ali »izklopljen«, pri čemer se pojavi prehod na »vklop« kot 
odziv na zadostno število sosednjih nevronov. Stanje nevrona je bilo zamišljeno kot dejansko 




Donald Hebb je leta 1949 pokazal, kako preprosto posodobiti pravilo za spreminjanje 
povezave moči med nevroni. Njegovo pravilo se imenuje Hebbovo učenje, ki ima močan 
vpliv še danes (Russell in Norvig, 2009, str. 16 ). Hebbovo učenje oziroma pravilo je učenje, 
kadar se nevroni hkrati prižgejo kot odziv na izkušnjo ter se med seboj povežejo in oblikujejo 
mrežo (tako imenovano Teorija celično zbiranje) (Nilsson, 2009, str. 36). To je podkrepil še 
Bernie Widrow z omrežjem, ki ga je poimenoval adalines (prilagodljiv linearni element) 
(Russell in Norvig, 2009, str. 20). 
Prvi računalnik z nevronsko mrežo je bil zgrajen leta 1950. Naredila sta ga Marvin Minsky in 
Dean Edmonds in ga poimenovala SNARC. Minsky je študiral univerzalno računanje v 
nevronskih mrežah in tudi dokazal vplivne teoreme, ki prikazujejo omejitve raziskovanja 
nevronskih mrež (Russell in Norvig, 2009, str. 16). 
Alan Turing je bil vpliven raziskovalec, ki je že leta 1947 na londonskem matematičnem 
društvu predaval na zgoraj opisano Minskyjevo temo ter leta 1950 predstavil članek 
»Računalniški stroji in inteligenca« (angl. Computing machinery and intelligence), v katerem 
je predstavil Turingov test strojnega učenja, genetskih algoritmov in nadgradnje učenja 
(Russell in Norvig, 2009, str. 17). Govoril je o tem, da bi se namesto vprašanja, ali stroji 
lahko razmišljajo, vprašali, ali bi stroji lahko opravili test obnašanja, ki se imenuje Turingov 
test. Ta omogoča programu, da ima komunikacijo oziroma konverzacijo (prek spletnih 
vtipkanih sporočil) z zasliševalcem okoli 5 minut. Računalnik opravi preizkus, če človeški 
izpraševalec po računalnikovih odgovorih na zastavljena vprašanja ne more ugotoviti, ali 
odgovore podaja človek ali računalnik (Russell in Norvig, 2009, str. 1021). 
Turingov stroj je bil teoretični stroj, ki je zapisoval simbole na neskončen trak. V istem 
obdobju se je pojavil tudi matematični formalizem za ponovno pisanje formul, tako 
imenovani lambda račun, ki ga je predstavil Alonzo Church (1903–1995). V njem je opisal, 
da je vsaka funkcija izračunljiva druga z drugo. To je pripeljalo do Church-Turingove teze, ki 
pravi, da se vsaka izračunljiva funkcija lahko izvede na Turingov stroj (Poole in Mackworth, 






Slika 4.1: Turingov test 
 
Vir: »Turing Test in AI« (b. d.). 
Na sliki 4.1 vidimo, da je igralec A računalnik, igralec B človek, igralec C pa zasliševalec 
(»Turing Test in AI«, b. d.). 
 
4.2 Razvoj umetne inteligence 
Na Dartmouthski konferenci leta 1956 je stanfordski raziskovalec John McCarthy skoval 
izraz umetna inteligenca. John McCarthy je povabil ameriške raziskovalce Marvin Minskyja, 
Nathan Rochesterja in Claude Shannona. Želeli so poiskati, na kakšen način stroji uporabljajo 
jezik, oblikujejo abstrakcije, koncepte ter kako rešujejo težave, za katere so do takrat edini 
bili sposobni ljudje (Russell in Norvig, 2009, str. 17). 
Z izgradnjo prvega računalnika so se pojavile prve aplikacije oziroma programi umetne 
inteligence (Poole in Mackworth, 2010, str. 7). 
Newell Allen in Herbert Simon9 (1956, v Poole in Mackworth, 2010, str. 7) sta leta 1956 
zgradila program Logični teoretik, ki je odkrival dokaze v predikatni logiki, kasneje pa še 
program General Problem Solver (GPS). Program je bil zasnovan tako, da posnema človeka 
glede na to, kako in na kakšen način rešuje probleme (Russell in Norvig, 2009, str. 18). 
Uspeh GPS in nadaljnih programov leta 1976 je Newella in Simona pripeljal k oblikovanju 
znamenitega fizičnega simbolnega sistema. Menila sta, da mora vsak sistem (človek ali stroj), 
ki poseduje inteligenco, delovati z manipuliranjem sestavljenih podatkovnih struktur 
                                                             
9 Newell, A. in Simon, H. A. (1956). The logic theory machine: A complex information processing system. Santa 
Monica: The Rand Corporation. 
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simbolov. Nathaniel Rochester in njegovi sodelavci so v IBM izumili prve programe umetne 
inteligence (Russell in Norvig, 2009, str. 18). 
Poleg simboličnega sklepanja na visoki ravni je bilo veliko dela tudi na učenju spodnje ravni, 
ki je navdihnilo delovanje nevronov. Prvo učenje nevronskih mrež je opisal Minsky leta 
1952. Eno od prvih izjemnih del o nevronskih mrežah so bili Rosenblattovi Perceptroni iz 
leta 1958 (Poole in Mackworth, 2010, str. 7). 
Programi, ki sem jih navedla zgoraj, so bili bolj osredotočeni na iskanje in učenje. Eden 
glavnih problemov je bilo znanje, ki so ga potrebovali za rešitev problema (Poole in 
Mackworth, 2010, str. 8). John McCarthy je leta 1958 razvil jezik LISP, ki je v naslednjih 
tridesetih letih postal prevladujoči programski jezik umetne inteligence (Russell in Norvig, 
2009, str. 19). 
Med letoma 1960 in 1970 je prišlo do rezultatov pri gradnji razumevanja sistemov naravnega 
jezika. Eden takih primerov je program STUDENT, ki ga je razvil Daniel Bobrow (1967, v 
Poole in Mackworth, 2010, str. 8). 10  Program je lahko rešil srednješolski matematični 
problem, izražen v naravnem jeziku (Poole in Mackworth, 2010, str. 8). 
Winogradov sistem SHRDLU (angl. Winograd's SHRDLU system) je omogočal razpravljanje 
in opravljanje naloge v simuliranem svetu iz kock, a njegova odvisnost od skladenjske 
analize je povzročala podobne težave kot pri prvih strojih za prevajanje (Russell in Norvig, 
2009, str. 23). Warren in Pereira11 (1982, v Poole in Mackworth, 2010, str. 8) sta leta 1982 
razvila program CHAT80, ki je lahko odgovarjal na geografska vprašanja, postavljena v 
naravnem jeziku. 
V letih od 1970 do 1980 se je bolj osredotočalo in delalo na eksperimentalnih sistemih, kjer 
je bil cilj, da se zajame znanje strokovnjakov na nekaterih področjih in kjer bi računalnik 
opravil zahtevne naloge (Poole in Mackworth, 2010, str. 9). Projekt DENDRAL12 (Buchanan 
in drugi, 1969, v Russell in Norvig, 2009, str. 22) je bil dober primer tega pristopa, ki je bil 
razvit na Stanfordu, kjer so se Ed Feigenbaum, Bruce Buchanan in Joshua Lederberg združili 
zaradi reševanja problema o sklepanju molekularnih struktur oziroma formule iz informacije, 
                                                             
10  Bobrow, D. G. (1967). Natural language input for a computer problem solving system. V M. Minsky, 
Semantic Information Processing.Cambridge: MIT Press. 133–215. 
11 Warren, D. H. D. in Pereira, F. C. N. (1982). An efficient easily adaptable system for interpreting natural 
language queries. Computational Linguistics, 8(3-4), 110–122. 
12 Buchanan, B. G., Sutherland, G. L. in Feigenbaum, E. A. (1969). Heuristic DENDRAL: A program for 
generating explanatory hypotheses in organic chemistry. Meltzer, B., Michie, D., and Swann, M. (Machine 
Intelligence. 209– 254.  
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ki zagotavlja masni spektometer (angl. mass spectrometer). Feigenbaum in drugi so v 
Stanfordu začeli projekt hevrističnega programiranja (angl. heuristic programming project), 
kjer so želeli raziskati, katera od novejših metodologij oziroma strokovnih sistemov (angl. 
expert systems) se lahko uporablja na drugih področjih. Feigenbaum, Buchanan in dr. Edward 
Shorliffe so na področju medicinske diagnoze razvili zdravilo MYCIN, ki je diagnosticiralo 
okužbe s krvjo. MYCIN je vključil izračun negotovosti, imenovan faktorji gotovosti (angl. 
certainty factors), ki se je dobro ujemal s tem, kako so zdravniki ocenili vpliv dokazov na 
diagnozo (Russell in Norvig, 2009, str. 22–23). 
Hitra in široka rast uporabe aplikacij v resničnem svetu je povzročala sočasno povečanje 
povpraševanja v zahtevah po izvedljivih shemah zastopanja znanja. Razvilo se je veliko 
število različnih predstavitev in jezikovnih sklepanj. Nekateri od njih so temeljili na logiki, 
kot npr. jezik Prolog, ki je postal popularen v Evropi, v ZDA pa jezik PLANNER. Drugi so 
se ravnali po Minskyjevi ideji o okvirih (angl. frames), kjer so sprejeli še bolj strukturiran 
pristop zbiranja dejstev o določenih vrstah predmetov in dogodkov ter urejanja vrst v veliko 
taksonomsko hierarhijo analogov do bioloških taksonomov (Russell in Norvig, 2009, str. 24). 
V začetku 80-ih let je bil uspešno narejen prvi komercialni konfiguracijski sistem R1, ki je 
začel delovati na Digital Equipment Corporation. Medtem so sredi 80-ih vsaj štiri različne 
skupine ponovno obudile algoritemsko metodo vzvratnega razširjanja (angl. back-
propagation). Omogočala je učenje večslojnih nevronskih mrež, kar sta prvič odkrila Bryson 
in Ho. Algoritem je bil uporabljen za številne učne težave s področja računalništva in 
psihologije (Russell in Norvig, 2009, str. 24). 
 
4.3 Inteligentni agenti (1995 - danes) 
Leta 1995 je prišlo do napredka pri reševanju problemov in podproblemov umetne 
inteligence. Eden izmed problemov je bil tako imenovan celoten agent (angl. whole agent), 
kateremu so Allen Newell, John Laird in Paul Rosenbloom iz SOAR13,14 (Newell, 1990, 
Laird in drugi, 1987, v Russell in Norvig, 2009, str. 26) posvečali največ pozornosti. Internet 
je eden od najpomembnejših okolij za inteligentne agente. Tehnologija umetne inteligence 
                                                             
13 Newell, A. (1990). Unified theories of cognition. Cambridge: Harvard University Press. 




temelji na številnih orodjih interneta kot npr. na sistemskih priporočilih, brskalnikih, zbirkah 
spletnih straneh in drugih (Russell in Norvig, 2009, str. 26). 
Goertzel in Pennachin15 (2007, v Russell in Norvig, 2009, str. 27) navajata, da je splošna 
umetna inteligenca oziroma AGI (angl. artificial general intelligence) leta 2008 organizirala 
prvo konferenco in ustvarila »Članek o umetni splošni inteligenci« (angl. Journal of artificial 
general intelligence). AGI išče univerzalen algoritem za učenje in delovanje v okolju 
(Russell in Norvig, 2009, str. 27). 
Skozi 60-letno zgodovino računalništva je bil glavni fokus oziroma glavni predmet študija 
algoritem, kjer pa se je pokazalo, da je zaradi številnih težav bolj smiselno skrbeti za podatke 
kot za izbiro algoritma (Russell in Norvig, 2009, str. 27). 
Leta 1995 je Yarowsky napisal enega od vplivnih prispevkov, v katerem je napisal besedne 
nedvoumnosti, kot je: ali se angleška beseda plant v stavku nanaša na »rastlinstvo« (angl. 
flora) ali »tovarno« (angl. factory). Prejšnji pristopi k problemu so se nanašali na človeško 
naravnane primere, povezane z algoritmi strojnega učenja. Yarowsky je prikazal, da je nalogo 
mogoče opraviti z več kot 96-odstotno natančnostjo. Namesto da se ustvari velik korpus 
neznanih besed in vseh definicij, npr. »delo, industrijska rastlina« in »flora, rastlinsko 
življenje«, se lahko označi primere v korpusu in od tam zažene nove vzorce, ki bi pomagali 
označiti nove primere (Russell in Norvig, 2009, str. 27–28).  
                                                             
15 Goertzel, B. in Pennachin, C. (2007). Artificial General Intelligence. New York: Springer. 
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5 Umetna inteligenca danes 
 
UI trenutno obsega veliko različnih podpodročij od splošnih (učenje in dojemanje) do 
specifičnih, kot so igranje šaha, dokazovanje matematičnih izrekov, pisanje poezije, 
diagnosticiranje bolezni, ter to, čemur se bom bolj posvetila v drugem delu diplomske naloge 
– avtonomni avtomobili. 
V šestdesetih letih so obljubljali, kaj vse bomo lahko počeli s stroji, v osemdesetih pa, da bo 
prišlo do revolucije poslovanja. Lahko rečemo, da je obljuba v obeh obdobjih presegla naše 
oziroma človeške sposobnosti. Zaradi tega se lahko vprašamo, kaj naredi današnje sisteme 
drugačne od ekspertnih sistemov, diagnostičnih programov ali nevronske mreže v preteklosti 
(Hammond, 2015, str. 6). 
Obstaja več razlogov, zakaj je UI ponovno rojena oziroma zakaj je tako napredovala 
(Hammond, 2015, str. 6–7): 
 Zaradi povečanja računalniških virov delajo naši računalniki veliko hitreje in lahko 
rešujejo težje stvari. 
 Imamo na voljo eksplozivno rast podatkov, ki so dostopni z vseh naprav. To pomeni, 
da se učni sistemi izboljšujejo in da imamo na voljo veliko več podatkov oziroma 
primerov. 
 Premik od širokega spektra UI h globljim, kar pomeni, da se UI osredotoča na 
specifične težave. Na primer: Siri in Cortona delujeta znotraj omejenih področij, 
vendar sta tako modelirani, da se osredotočata in uporabljata konkretne besede. 
 Preoblikovali smo problem inženiringa znanja in s tem vnos pravil v sistem, učenje. 
Sistemi uporabljajo pravila, ki se jih sami naučijo. 
 Sprejeli smo alternativne metode sklepanja za razumevanje, kar pomeni, da 
sistemom ni potrebno razmišljati kot ljudem, da bi bili pametni. Stroj deluje in 
razmišlja kot naprava. 
Vsi ti dejavniki so nam omogočili preporod inteligentnih strojev, ki so danes del našega 
življenja (Hammond, 2015, str. 7). 
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Če si zastavimo vprašanje, kaj lahko naredi umetna inteligenca danes, ugotovimo, da je na to 
vprašanje težko odgovoriti, saj obstaja več področij. Nekatera od glavnih področij so (Russell 
in Norvig, 2009, str. 28–29): 
Robotska vozila ali avtonomna vozila (angl. robotic vehicles): Robotski avto, ki lahko sam 
upravlja in ne potrebuje voznika. Primer takšnega avta je STANLEY, ki je bil predstavljen 
leta 2005. STANLEY je Volkswagen Touareg, opremljen s kamerami, radarjem in laserskim 
daljinomerom za zaznavanje okolja (Thrun, 2006, v Russell in Norvig, 2009, str. 28).16 
Naslednje leto je CMU's BOSS zmagal na Mestnem izzivu (angl. Urban challenge) na varni 
vožnji v prometu, v držanju cestnih pravil in izogibanju pešcem in drugih vozil. 
Prepoznavanje govora (angl. speech recognition): Če bi potnik želel rezervirati let, lahko 
samo pokliče United Airlines, kjer ima na voljo celoten pogovor, ki ga vodi sistem za 
avtomatsko prepoznavanje govora in upravljanje dialoga. 
Avtomatično planiranje in načrtovanje (angl. autonomous planning and scheduling): 
NASA Remote Agent program je postal prvi avtonomni program za nadzor načrtovanja 
operacij za vesoljsko plovilo (Jonsson in drugi, 2000, v Russell in Norvig, 2009, str. 28).17 
Naslednik tega programa je bil program MAPGEN. 
Igranje igric (angl. game playing): DEEP BLUE je postal prvi računalniški program, ki je 
premagal svetovnega prvaka v šahovskem dvoboju. Program je v prijateljski tekmi premagal 
Garry Kasparova z rezultatom 3,5 proti 2,5 (Goodman in Keene, 1997, v Russell in Norvig, 
2009, str. 29).18 
Boj proti nezaželeni pošti (angl. spam fighting): Vsak dan algoritmi za učenje razvrstijo več 
kot milijardo sporočil kot neželeno pošto ter na ta način pomagajo prejemnikom, da 
prihranijo svoj čas. 
Načrtovanje logistike (angl. logistics planning): Med krizo v Perzijskem zalivu so ZDA 
postavile orodje za dinamično analizo in ponovno načrtovanje, tako imenovano 
                                                             
16 Thrun, S. (2006). Stanley, the robot that won the DARPA Grand Challenge. J. Field Robotics, 23(9), 661–
692. 
17 Jonsson, A., Morris, P., Muscettola, N., Rajan, K. in Smith, B. (ur.). (2000). Planning in interplanetary space: 
Theory and practice. 5th International Conference on Artificial Intelligence Planning Systems. Pasadena: AIPS-
00. 




DART 19 (Cross in Walker, 1994, v Russell in Norvig, 2009, str. 29), za avtomatizacijo 
logističnega planiranja in načrtovanja prometa oziroma prevoza. 
Robotika (angl. robotics): Eden od primerov je korporacija iRobot, ki je prodala 2 milijona 
robotskih vakuum (Roomba) čistilcev za stanovanja. 
Strojni prevod (angl. machine translation): Računalniški program samodejno prevaja iz 
arabščine v angleščino ter omogoča angleškemu govorcu, da razume vsebino (Russell in 
Norvig, 2009, str. 29). 
To so samo nekateri primeri sistemov umetne inteligence, ki vsebujejo znanost, inženirstvo in 
matematiko.  
                                                             
19 Cross, S. E. in Walker, E. (1994). DART: Applying knowledge based planning and scheduling to crisis action 
planning.  Zweben, M. and Fox, M. S., Intelligent Scheduling. 711–729. 
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6 Šibka in močna umetna inteligenca 
 
Inteligenca je lahko naravna ali umetna, vendar ko govorimo o umetni inteligenci, se ta deli 
na šibko in močno.  
Sodobni projekt ustvarjanja človeku podobne umetne inteligence (UI) se je začel po drugi 
svetovni vojni, ko so odkrili, da elektronski računalniki niso samo stroji za drobljenje številk, 
ampak lahko tudi manipulirajo s simboli. Temu cilju je mogoče slediti brez domneve, da je 
strojna inteligenca enaka človeški. To je znano kot šibka UI. Vendar so mnogi raziskovalci 
UI zasledovali cilj razvijanja umetne inteligence, ki je načeloma enaka človeški inteligenci, 
imenovani močna UI (Fjelland, 2020, str. 1).  
Za nekatere raziskovalce je glavni cilj, da zgradijo sisteme, ki se obnašajo ali vsaj razmišljajo 
na isti način kot ljudje. Za druge to enostavno ni pomembno, dokler ima zgrajen sistem, ki ga 
zgradijo ljudske funkcionalnosti, in so zadovoljni, dokler sistemi delajo pravilno stvar 
(Hammond, 2015, str. 8). 
Šibka umetna inteligenca (angl. weak artificial intelligence): 
Prvi primer umetne inteligence je tako imenovana šibka umetna inteligenca. Vendar tudi če bi 
zgradili sisteme, ki se obnašajo kot ljudje, obstaja težava pri tem, da ne obstajajo rezultati, ki 
bi lahko pokazali, kako ljudje razmišljajo (Hammond, 2015, str. 8). 
Močna umetna inteligenca (angl. strong artificial intelligence): 
Stimuliranje človeškega sklepanja se imenuje močna umetna inteligenca, kjer niso samo 
sistemi, ki razmišljajo, ampak tudi razlagajo, na kakšen način ljudje razmišljajo. Modeli 
močne inteligence ali sistemov, ki so dejansko stimulacije človeškega spoznanja, morajo biti 
še zgrajeni (Hammond, 2015, str. 8). 
Vse, kar je med močno in šibko umetno inteligenco, so sistemi, ki so obveščeni s človeškim 
sklepanjem. To delo uporablja in koristi človeško sklepanje kot vodilo, vendar pa ga ne vodi 
k popolnemu modelu. Dober primer tega je napredna generacija naravnega jezika (NLG), ki 
pretvarja podatke v jezik. NLG platforma samopretvori podatke v tekst (jezik), napredne 
platforme pa pretvorijo te podatke v jezik, ki pa se ne razlikuje od jezika, ki bi ga napisala 
oseba (Hammond, 2015, str. 8–9).  
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7 Discipline umetne inteligence 
 
Ljudje so že od nekdaj želeli stroje z ljudskimi sposobnostmi in lastnostmi, ki bi lahko delali 
namesto njih (Milosavljević, 2015, str. 15). S pomočjo raziskovalcev in strokovnjakov je 
prišlo do širokega spektra disciplin, kot so: filozofija, matematika, ekonomija, nevroznanost, 
psihologija, računalništvo, teorije upravljanja in vse do lingvistike. 
Najprej bom prikazala različne discipline oziroma znanstvene discipline ter kako je uporaba 
inteligence multidisciplinarna in kako z različnih stališč gledajo na probleme znanstveniki. 




Od samega začetka filozofije se poraja vprašanje o človeku ter o njegovi intelektualni 
sposobnosti oziroma lastnosti, načinu dojemanja zunanjega sveta, racionalnega razmišljanja 
in odločanja ter njegovi notranji reprezentaciji. V 13. stoletju je Roman Lull razvil idejo, 
kako je sklepanje mogoče realizirati na strojnih napravah (Milosavljević, 2015, str. 15–16). 
Ludwig Wittgenstein, Bertrand Russell in Rudolf Carnap so v začetku 20. stoletja oblikovali 
tako imenovani Dunajski krog ter razvili filozofijo logičnega pozitivizma, ki je bil velikega 
pomena, saj so v njem prvič poskusili razvoj teorije razuma kot računalniškega procesa 
(Milosavljević, 2015, str. 16). 
 
7.2 Matematika 
Filozofi so izpostavili nekatere temeljne ideje umetne inteligence, kjer je skok k formalni 
znanosti zahtevala tematske formalizacije na treh področjih: na področju logike, računanja in 
verjetnosti. Alfred Tarski je uvedel referenčno teorijo, ki kaže, kako se lahko povezujejo 
predmeti v logiki s predmeti v resničnem življenju (Milosavljević, 2015, str. 17). 
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Leta 1900 je David Hilbert objavil seznam 23 problemov, leta 1920 pa je začel z 
raziskovalnim projektom, ki je postal znan kot Hilbertov program. Ene izmed vprašanj, ki jih 
je postavil, so (Milosavljević, 2015, str. 18): 
 Ali je matematika sploh celotna?  
 Ali je matematika dosledna?  
 Ali je matematika odločljiva oziroma ali obstaja algoritem, ki se lahko odloči, ali je 
formula veljavna? 
Hilbertov program se je na koncu izkazal kot neuspešen. Avstrijski matematik Kurt Goedel je 
leta 1930 odgovoril na Hilbertova vprašanja ter dokazal, da noben formalni matematični 
sistem ni zaprt in da vedno obstajajo tiste trditve, ki jih ni mogoče dokazati. S pomočjo 
njegovih izrekov o nepopolnosti je dokazal, da če je sistem konsistenten, ne more bit i celoten 
in da konsistentnost aksiomov ne more biti dokazana znotraj sistema. Izrek o nepopolnosti 
kaže, da za vsak jezik, ki je dovolj ekspresiven, opiše lastnosti naravnih števil. Obstajajo pa 
tudi izreki oziroma stavki, za katere ni mogoče sklepati z nobenim algoritmom oziroma 
znotraj dane formalizacije. Ta izrek je končal pol stoletja dolge poskuse, da bi pridobili 
oziroma našli niz aksiomov, ki zadostujejo za utemeljitev celotne matematike, ki se je 
končala s Hilberovim programom (Milosavljević, 2015, str. 18–19). 
S pomočjo tega lahko rečemo, da je to dokaz, da obstajajo funkcije nad celimi številkami, ki 
jih ni mogoče izračunati. To je spodbudilo Alana Turinga, da poskuša opredeliti funkcije, ki 
se lahko izračunajo s pomočjo Church-Turingove teze, ki pravi, da je Turingov stroj 
sposoben izračunati vsako izračunljivo funkcijo. Če je potrebno dokazati, da je ena funkcija 
izračunljiva, je potrebno napisati program za Turingov stroj, ki nato realizira to funkcijo. 
Turing je pokazal tudi, da obstajajo funkcije, ki jih Turingov stroj ne more izračunati 
(Milosavljević, 2015, str. 19).  
Teorija verjetnosti je postala glavna oziroma vodilna disciplina pri modeliranju negotovosti 
in nepopolnosti, ki je pri umetni inteligenci izzvala veliko težav. Italijan Girolamo Cardano je 
podal idejo o verjetnosti ter jo opisal kot možnost rezultata kockarskih dogodkov. Verjetnost 
je kmalu postala pomemben del kvantitavnih znanosti (Milosavljević, 2015, str. 19–20). 
Thomas Bayes je predlagal formulo (Bayesovo pravilo), ki opisuje, na kakšen način se 





Leta 1776 je ekonomija postala veda, ko je bilo objavljeno delo avtorja Adama Smitha, ki je 
obravnaval ekonomijo, kot da je sestavljena iz individualnih agentov oziroma posameznih 
dejavnikov, ki maksimirajo njihovo gospodarsko bogastvo. Bistvo ekonomije je sprejemanje 
odločitev, ki vodijo do želenih rezultatov (Milosavljević, 2015, str. 20). 
John von Neumann in Oskar Morgenstern sta leta 1944 izdala knjigo Teorija iger in 
ekonomsko vedenje (angl. Theories of Games and Economic Behavior), v kateri je bila prvič 
izpostavljena teorija uporabnosti znotraj teorije odločanja. Veljata za utemeljitelja sodobne 
teorije iger, ki matematično modelirajo široki spekter praktičnih situacij, v katerem se soočajo 
neodvisni agenti s konfliktnimi cilji (Milosavljević, 2015, str. 20–21). 
Ena od temeljnih posledic te teorije je rezultat slovitega matematika Johna Nasha ter njegova 
tako imenovana teorija Nashevo ravnovesje (angl. Nash equilibrium). Čeprav je bila teorija 
iger takrat utemeljena kot matematična disciplina, je veliko stvari bilo bolj jasnih šele z 
delom Johna Nasha (Milosavljević, 2015, str. 21). 
 
7.4 Nevroznanost 
Nevroznanost je veda o živčnem sistemu, še posebej o možganih. Ena izmed velikih 
skrivnosti znanosti je, kako možgani omogočajo misliti. Raziskovalci so tisoč let menili, da 
možgani na nek način vplivajo na misel, šele sredi 18. stoletja pa so bili prepoznani kot 
središče zavesti (Milosavljević, 2015, str. 22). 
Leta 1929 je Hans Berger izumil elektroencefalograf (EEG) in takrat se je tudi začelo aktivno 
merjenje možganskih funkcij. Raziskovalci so bili vedno navdušeni, kako tvori nabor 
enostavnih oziroma preprostih živčnih celic biološko osnovo vseh mentalnih procesov, ki 
lahko pripeljejo do misli, dejanja in zavesti (Milosavljević, 2015, str. 24). 
Zavedamo se, da naši možgani in digitalni računalniki opravljajo različne naloge in zato 





Tabela 7.1: Groba primerjava računalniških virov, ki so na voljo računalnikom in človeškim 
možganom 
 Računalnik Človeški možgani 
Procesorske enote 1 procesor (CPU), 108 port 1011 nevronov 
Pomnilniške enote 1010 bitov RAM 1011 nevronov 
 1011 bitov diska 1014 sinaps 
Čas cikla 10−9 sekund 10−3 sekund 
Hitrost obdelave 1010 bit/sek 1014 bit/sek 
Hitrost pomnilnika 109 bit/sek 1014 bit/sek 
Vir: Milosavljević (2015, str. 24). 
V zgornji tabeli 7.1 lahko vidimo, da obstaja v človeških možganih 1000-krat več nevronov 
kot v centralnem procesorju tipičnega računalnika (angl. Central Processor Units – CPU). 
Računalniška strojna oprema (angl. hardware) izvede navodila v eni nanosekundi, medtem 
ko nevroni to počnejo milijonkrat počasneje. Možgani to nadomeščajo tako, da so vsi nevroni 
in sinapse aktivni istočasno, medtem ko ima veliko sodobnih računalnikov samo enega ali 
več procesorjev. Lahko rečemo, da je računalnik milijonkrat hitrejši v prenosu podatkov, 
medtem ko možgani bolj učinkovito delujejo (Milosavljević, 2015, str. 24). 
 
7.5 Psihologija 
Začetek znanstvene psihologije je povezan z delom nemškega fizika Hermanna von 
Helmoholtza in njegovega študenta Wilhelma Wundta, ki sta se posvečala preučevanju 
znanstvene metode človeške vizije. Hermannov priročnik psihološke optike je še danes eden 
najpomembnejših razprav o fiziki in psihologiji človeške vizije (Milosavljević, 2015, str. 24). 
William James je v svojem delu napisal, da so možgani sistem, ki obdeluje podatke, in to je 
tudi osnova kognitivne psihologije (Milosavljević, 2015, str. 25). 
Donald Broadbent je leta 1958 izdal knjigo Perception and Communication, v kateri je 
govoril o prvih modelih obdelave informacij psiholoških pojmov. V ZDA je prišlo do razvoja 
računalniškega modeliranja, ki je privedel do oblikovanja kognitivne znanosti. Septembra 
1956 so na MIT delavnici znani raziskovalci psihologije predstavili dela, ki so prikazala, 
kako se lahko računalniški modeli uporabljajo za psihologijo spomina, jezika in logičnega 
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sklepanja. George Miller je predstavil Magic Number Seven, Naom Chomsky tri jezikovne 
modele, Alan Newell in Herbert Simon pa Logical Theory of Machine. Med sodobnimi 
psihologi prevladuje stališče, da mora biti kognitivna teorija kot računalniški program, kar 
pomeni, da bi morala opisati podroben mehanizem obdelave informacij, na podlagi katerega 
je mogoče uresničiti ustrezne kognitivne funkcije (Milosavljević, 2015, str. 26). 
 
7.6 Računalništvo 
Prvi računalnik v operativni uporabi je bil Heath Robinson, ki ga je leta 1940 zasnoval tim 
Alana Turinga. S pomočjo tega računalnika so lahko dešifrirali nemška sporočila. Leta 1943 
so razvili Coloss, ki je bil računalnik za splošne namene in je temeljil na vakuumskih ceveh. 
Konrad Zuse je leta 1941 izumil prvi računalnik v operativni uporabi, ki je imel prvi 
programski jezik na visoki ravni ter številke s plavajočimi vejicami – »Plankalkül«. Ta 
računalnik je bil poznan kot Z-3 (Milosavljević, 2015, str. 26). 
John Atanasoff in njegov študent Clifford Berry sta med letoma 1940 in 1942 na univerzi v 
Iowi izumila prvi elektronski računalnik ABC. Vsaka nova generacija računalniške opreme 
ter računalniškega hardwarea je prinesla vse večjo hitrost in zmogljivost ter znižanje cene 
(Milosavljević, 2015, str. 26). 
 
7.7 Lingvistika oziroma jezikoslovje 
Avtor Burrhus Frederic Skinner je izdal knjigo Verbalno obnašanje, v kateri je prikazal 
celovit vedenjski pristop do jezika in učenja, širšemu občinstvu pa je to knjigo predstavil 
lingvist Noam Chomsky. Ta je izdal knjigo o novi teoriji strukture sintakse, v kateri je 
pokazal, da vedenjska teorija ne upošteva ustvarjalnosti oziroma kreativnosti jezika 
(Milosavljević, 2015, str. 27). 
Sodobna lingvistika se je razvijala na tako imenovanem področju računalniške lingvistike 
oziroma obdelavi naravnega jezika. Da bi na pravi način razumeli jezik, rabimo razumeti 
bistvo stvari oziroma konteksta, ne pa samo strukturo stavkov (Milosavljević, 2015, str. 28). 
Vse discipline oziroma znanstvene discipline so pomagale in doprinesle do razvoja 
tehnologije ter uporabe umetne inteligence (Milosavljević, 2015, str. 28). 
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8  Avtonomna vozila 
 
Svet je na vrhuncu prometne revolucije. Tehnologija spreminja industrijo in pospešuje se 
tempo inovacij, ki bo vplival na vse nas. Ne bo se spremenil samo način potovanja, ampak 
tudi način, kako živimo, kako preživljamo svoj čas ter kako podjetja uvažajo materiale, 
distribuirajo izdelke in zaposlujejo osebje (Threlfall, 2017). 
»Z napredkom digitalnih tehnologij, robotike, umetne inteligence in zmogljivih računalnikov 
postajajo samovozeča vozila, o katerih smo nekoč sanjali v znanstveno-fantastičnih filmih in 
knjigah, realnost na naših cestah« (Evropski parlament, 2019). 
Cheng (2011) piše, da je področje inteligentnih vozil z leti postala glavna raziskovalna tema 
inteligentnih prometnih sistemov, saj so prometne nesreče resne in naraščajoče težave po 
celem svetu. Dejansko se številne tehnologije inteligentnih vozil ukoreninijo v avtonomnih 
mobilnih robotih. Avtor je razdelil naloge inteligentnih vozil, ki so postale še bolj zahtevne v 
primerjavi z notranjimi mobilnimi roboti, iz dveh razlogov: 
1. V realnem času bo zaznavanje dinamičnega kompleksnega okolja in modeliranja izzvalo 
trenutne notranje robotske tehnologije. Avtonomna inteligentna vozila morajo končati 
osnovne procedure, kot so: zaznavanje in modeliranje okolja, lokalizacija in izdelava 
zemljevidov, načrtovanje poti ter sprejemanje odločitev znotraj nadzora nad vozili v 
omejenem času. Soočamo se torej z izzivom obdelave velikih količin podatkov iz več 
senzorjev, kot so kamere, lidari (angl. Light detection and ranging ali v dobesednem prevodu 
»svetlobno zaznavanje in merjenje«, 3D-skeniranje) in radarji (Cheng, 2011). LiDAR je 
kombinacija laserskega skeniranja in 3D-slikanja. Sistemi LiDAR temeljijo na uporabi 
nevidnih, pred očmi varnih laserskih žarkov. Te oddajajo iz oddajnikov, pritrjenih na vozilo, 
in ti žarki se odbijajo od vseh predmetov, ki se nahajajo na razdalji največ 500 metrih. Takšni 
predmeti so lahko nepremični ali premikajoči (Lambert in Granath, 2020). To je izredno 
težko v bolj zapletenih zunanjih okoljih. V ta namen moramo te naloge izvajati na bolj 
učinkovit način (Cheng, 2011). 
2. Nadzor gibanja vozila se spopada z izzivi močnih nelinearnih lastnosti zaradi visoke mase, 
zlasti pri visokih hitrostih in nenadnem spreminjanju smeri. V tem primeru kontrolni 
algoritmi notranjih robotov ne delujejo tako dobro (Cheng, 2011). 
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Cheng (2011) še pravi, da je v osnovi mobilnost zagotovljena s trokomponentnim sistemom: 
z vozilom, voznikom in prevozno infrastrukturo (imenovana v širšem smislu). Sčasoma so se 
vozila in infrastruktura razvili spektakularno skozi tehnološki razvoj in napredek, edina 
stalnica tega sistema pa je še vedno ostal voznik. Izraz avtonomni avtomobil je enakovreden 
avtu brez voznika, samovozečemu avtomobilu ali robotskemu avtu, zato velja avtonomnost 
vozila kot njegova sposobnost, da se v prometu vozi brez voznika in na splošno brez 
človeških vložkov. V tehničnem smislu pomeni zamenjava voznika z umetnimi podsistemi, 
ki bi moral na podoben način opravljati naloge. 
 
8.1 Kratka zgodovina avtonomnih vozil 
Avtorji Clark, Parkhurst in Ricci (2016, str. 3–4) so v svoji knjigi prikazali kronološki razvoj 
avtonomnih vozil. 
- Leta 1939 se je odvil svetovni sejem in takrat je razstava General Motorsa »Futurama« 
napovedovala lastništvo osebnih avtomobilov in cestninjenje (meddržavni sistem še ni bil 
razvit) (»The original Futurama«, 2007, v Clark in drugi, 2016, str. 3).20 
- V 40. letih 20. stoletja se je v vojnih letih razvila vojaška tehnologija, kot je RADAR in 
druga elektronika (Wetmore, b. d., v Clark in drugi, 2016, str. 3).21 
- Leta 1958 je General Motors razvil vozilo Chevrolet, ki samodejno krmili z zaznavanjem 
izmeničnih tokov v žicah (z induktivnostjo tuljave, nameščene na vozilu), vgrajenih v cesto 
(Vanderbilt, 2012, v Clark in drugi, 2016, str. 3).22 
- V 60. letih 20. stoletja je dr. Vladimir Zworykin razvil inteligentni sistem avtocest, ki zazna 
hitrost vozil in lokacijo, nato to obdela v centralnem računalniku ter pošlje navodila za 
nadzor nazaj vozilu z namenom izognjenja trku (Wetmore, b. d., v Clark in drugi, 2016, str. 
3).21 
 
                                                             
20 The original Futurama. (b. d.). Dostopno prek http://www.wired.com/2007/11/ff-futuramaoriginal/  
21 Wetmore, J. (b. d.). Driving the dream: The history and motivations behind 60 years of automated highway 
systems in America. Dostopno prek http://archive.cspo.org/documents/article_WetmoreDrivingTheDream.pdf  




- V 70. letih 20. stoletja se je razvoj avtomatiziranih avtocest v ZDA ustavil. Proizvajalci 
motorjev so bili z državno zakonodajo in tehnološkimi omejitvami prisiljeni, da se inovacije 
osredotočijo na izboljšavo varnosti in nadzor nad emisijami (Wetmore, b. d., v Clark in drugi, 
2016, str. 3).21 
- Leta 1977 je strojni laboratorij Tsukuba opremil avtomobil s kamerami in analognim 
računalnikom, ki omogočajo vozilu samodejno sledenje belim cestnim oznakam pri hitrostih 
do 30 km/h (Forsyth b. d., v Clark in drugi, 2016, str. 3).23 
- V 80. letih 20. stoletja je Ernst Dickmanns v sodelovanju z ekipo na Universität der 
Bundeswehr (München) namestil več senzorjev v kombi Mercedes. Plin, zavore in krmiljenje 
so avtomatsko kontrolirane in testirane na ulicah brez prometa (Forsyth b. d., v Clark in 
drugi, 2016, str. 3).23 
- Leta 1986 se je kombi razvil v tako imenovanega VaMorRs (Versuchsfahrzeug 
fürautonome Mobilität und Rechnersehe oziroma testno vozilo za avtonomno mobilnost in 
računalnik), ki se je vozil s hitrostjo 96 km/h v še neodprtem 20-kilometrskem delu Nemčije 
(Weber, 2013, v Clark in drugi, 2016, str. 3).24 
- Od leta 1987 do 1995 je EU financirala vseevropski projekt PROMETHEUS (angl. 
PROgraMme for a European traffic of highest efficiency and unprecedented safety). 
Dickmanns je razvil VaMP avtonomni avto kot del projekta – Mercedes 500 SEL s 
samodejnim nadzorom plina, zavor in krmiljenja (Chiafulio, b. d., v Clark in drugi, 2016, str. 
3).25 
- Med letoma 1994 in 1995 so izboljšave algoritmov za razvijanje slike omogočale prikaz 
avtomobila v simuliranem prometu v Parizu kot del projekta PROMETHEUS. Raziskovalci v 
ZDA z Univerze Carnegie Mellon so uporabili algoritem za hitro prilagajanje bočnega 
nosilca položaja za samodejni nadzor krmiljenja (angl. rapidly adapting lateral position 
handler). Avtomobil Pontiac Trans Sport je bil na poti med Pittsburghom in San Diegom, kjer 
                                                             
23  Forsyth, J. (b. d.). History of autonomous cars. Bath. Dostopno prek 
http://people.bath.ac.uk/jmf38/history.html 
24 Weber, M. (2013, 08. maj). Where to? A history of autonomous vehicles. Computerhistory. Dostopno prek 
http://www.computerhistory.org/atchm/where-to-a-history-of-autonomous-vehicles/ 




so ročice in zavore nadzirali raziskovalci (Carnegie Mellon University, (b. d.), v Clark in 
drugi, 2016, str. 3).26 
- Od leta 1996 do 2001 je Univerza v Parmi v Italiji (sodeluje tudi pri PROMETHEUS) 
opremila Lancia Thema 2000 z nizkocenovnimi kamerami s črno-belo sliko v okviru 
raziskovalnega programa ARGO. Algoritmi za obdelavo slik so uspešno obdržali vozila v 
belih črtah in za regulacijo hitrosti. Vozilo je uspešno prikazano v samodejnem načinu na 
izvenmestnih podeželskih cestah v Italiji (Vanderbilt, 2012, v Clark in drugi, 2016, str. 4).22 
- Leta 2002 je bil v ZDA predstavljen DARPIN »Grand Challenge«. Ekipe so bile izzvane 
razviti avtonomna vozila, ki bi lahko prečkala 150 km razdalje po neoznačeni poti v puščavi 
Mojave. Pot je bila vnaprej načrtovana in označena z GPS. Ponudili so tudi nagrado za 
zmagovalno ekipo v višini enega milijona ameriških dolarjev. Cilj programa je bil spodbuditi 
inovacije v avtonomnih vozilih, ki bi jo lahko nato razvijala in uporabljala vojska 
(Vanderbilt, 2012, v Clark in drugi, 2016, str. 4).22 
- Leta 2004 je bila organizirana prva dirka »Grand Challenge«. Nobena izmed ekip ni 
opravila poti, zato so dirko ponovili leta 2005. To dirko je dokončalo pet ekip, zmago pa je 
odnesla univerza Stanford z modificiranim Volkswagen Touaregom (Vanderbilt, 2012, v 
Clark in drugi, 2016, str. 4).22 
- Leta 2007 je tretji »Grand Challenge« od ekip zahteval, da opravijo 96-kilometrski mestni 
izziv, ki je določen na odmaknjeni bazi George Air Force. Vozila so morala upoštevati 
prometna pravila in se izogibati drugim prometnim oviram. Zmago je osvojila Carnegie 
Univerza Mellon z modificiranim Chevrolet Tahoejem (Vanderbilt, 2012, v Clark in drugi, 
2016, str. 4).22 
- Od leta 2009 do 2012 je Google začel svoj lastni razvoj samovozečih avtomobilov. 
Zaposlili so raziskovalce, ki so že prej sodelovali pri velikih izzivih, kot je na primer DARPA 
izziv (vključno s Stanfordovim Sebastianom Thrunom). Tehnologija samovozečih vozil je 
bila sprva vgrajena v Toyoto Prius in kasneje v Lexus, ki je do leta 2012 opravil več kot 
300.000 testnih milj na medmestnih prostih poteh v Kaliforniji in Teksasu. Nato se je začelo 
testiranje v bolj zapletenih urbanih okoljih (Vanderbilt, 2012, v Clark in drugi, 2016, str. 4).22 
                                                             




- Leta 2014 je Google predstavil svoj prvi osebni avtomobil brez volana ali pedalov 
(»Google«, b. d., v Clark in drugi, 2016, str. 4).27 
- Leta 2015 je podjetje Tesla Motors predstavilo programsko opremo, ki omogoča vozilu 
krmiljenje, menjavanje voznega pasu in parkiranje brez človeškega faktorja (Biba, 2016). 
Davidson in Spinoulas (2015, str. 5) pišeta, da so številna avtomobilska podjetja napovedala, 
da bodo popolnoma avtonomna vozila bila na trgu v naslednjih 5–10 letih – to vključuje Audi 
leta 2017,28 (Torr, b. d., v Davidson in Spinoulas, 2015, str. 5) Ford leta 2020,29 (Su, 2015, v 
Davidson in Spinoulas, 2015, str. 5), Nissan leta 2020 30  (Nissan, b. d., v Davidson in 
Spinoulas, 2015, str. 5)  in Tesla leta 2023,31 (Tam, b. d., v Davidsonin Spinoulas, 2015, str. 
5). 
 
8.2 Stopnje avtonomnosti vozil 
Slika 8.1: Stopnje avtomatizacije vozila po SAE International 
 
Vir: Proff in drugi (2019, str. 12). 
                                                             
27 Google self-driving car project: Where we’ve been. (b. d.). Dostopno prek 
http://www.google.com/selfdrivingcar/where/ 
28  Torr, F. (b. d.). Next-gen Audi A8 drives better than you. Motoring. Dostopno prek 
http://www.motoring.com.au/news/2014/prestige-and-luxury/audi/a8/next-genaudi-a8-drives-better-than-you-
46963 
29 Su, J. B. (2015, 5. februar). Exclusive Interview: Ford CEO Expects Fully Autonomous Cars In 5 Years. 
Forbes. Dostopno prek http://www.forbes.com/sites/jeanbaptiste/2015/02/05/exclusive-interview-ford-ceo-
expects-fully-autonomous-cars-in-5-years/ 
30 Nissan. (b. d.). Nissan Announces Unprecedented Autonomous Drive Benchmarks. Dostopno prek 
http://nissannews.com/en-US/nissan/usa/releases/nissanannounces-unprecedented-autonomous-drive-
benchmarks#! 




Razvrstitveni sistem, ki temelji na šestih različnih ravneh od popolnoma ročnih do 
popolnoma avtomatiziranih sistemov, je leta 2014 objavil SAE International, organ za 
standardizacijo avtomobilov. Od stopnje 0 do druge stopnje potrebujemo človeškega voznika, 
da ves čas spremlja vozno okolje (Proff in drugi, 2019, str. 12). 
Na sliki 8.1 lahko vidimo, da obstaja šest ravni avtomatizacije vožnje, od »brez 
avtomatizacij« do »popolne avtomatizacije«, ki so opredeljene na podlagi funkcionalnih 
vidikov tehnologije. Prve tri stopnje, označene z 0, 1 in 2, sodijo v imenovano kategorijo 
»Človeški voznik spremlja okolje« in so opredeljeni kot (Ionita, 2017, str. 2): 
- Stopnja 0, imenovana kot »brez avtomatizacije«, zagotavlja samo avtomatizirano opozorilo 
na armaturni plošči, vendar nima nadzora nad vozilom. To pomeni, da voznik nima pomoči 
pri vožnji (Ionita, 2017, str. 2). 
- Stopnja 1, imenovana »pomoč voznikom oziroma asistenca voznika«, je stopnja, kjer se 
lahko nadzor nad določenimi nalogami deli med voznikom in samodejnim sistemom. Na 
primer: prilagodljivi tempomat (ACC), kjer voznik upravlja krmiljenje in kjer samodejni 
sistem nadzoruje hitrost avtomobila ter ima tudi pomoč pri parkiranju. V tem primeru je 
krmiljenje avtomatizirano, medtem ko voznik nadzira hitrost (Ionita, 2017, str. 2). 
- Stopnja 2, imenovana »delna avtomatizacija«, zagotavlja dobesedno imenovane 
zmogljivosti »izklopljene roke«, kadar avtomatizirani sistem prevzame popoln nadzor nad 
dinamiko vozila v smislu pospeševanja, zaviranja in krmiljenja (Ionita, 2017, str. 2). Združuje 
bočni in vzdolžni nadzor vozila v posebnih situacijah (Proff in drugi, 2019, str. 12). Voznik 
mora spremljati vožnjo in biti pripravljen na pravočasno posredovanje v primeru, da se 
samodejni sistem ne odzove pravilno (Ionita, 2017, str. 2). 
Osredotočenost na trenutni razvoj proizvajalcev avtomobilov je v območju od stopnje 2 do 
stopnje 4. Najpomembnejši prehod je med delno avtomatizacijo (stopnja 2) in pogojno 
avtomatizacijo (stopnja 3) (Proff in drugi, str. 13).  
Druga kategorija vključuje naslednje tri stopnje, ki predstavljajo sisteme, ki lahko spremljajo 
vožnjo okolja od tretje do pete stopnje in so opredeljeni kot (Ionita, 2017, str. 2): 
- Stopnja 3, imenovana kot »pogojna avtomatizacija« ali dobesedno »oči brez oči«. 
Zagotavlja funkcije vozila, da obvlada situacije, ko voznik ni dovolj pozoren v danem času 
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pri vožnji. Te funkcije so uporabne v kritičnih situacijah, ki zahtevajo takojšen odziv, kot je 
na primer zaviranje v sili (Ionita, 2017, str. 2). 
- Stopnja 4 je razvrščena kot »visoka avtomatizacija«. To vključuje razširitve in izboljšave 
funkcij iz stopnje 3, ki omogočajo samovozno sposobnost vozila v primeru, da voznik ni 
dovolj pozoren, lahko zaspi ali celo zapusti voznikov sedež (Ionita, 2017, str. 2). 
- Stopnja 5 se imenuje »popolna avtomatizacija«. Ta raven je dosežena, kadar ima sistem 
popoln nadzor nad vozilom in človeški poseg ni potreben. Primer popolne avtomatizacije je 
lahko robotski taksi (Ionita, 2017, str. 2). 
Proizvajalci avtomobilov si odpirajo pot do visoke in popolne avtomatizacije na podlagi 
predhodnih izkušenj s sistemi za pomoč voznikom, kjer je bila avtomatizacija na ravni 2 
uspešno izvedena, vendar pa je kvantni preskok v zanesljivosti sistema med stopnjo 3 in 
stopnjo 4. Na obeh ravneh je sistem že zadolžen za spremljanje voznega okolja, vendar je na 
ravni 3 (pogojna avtomatizacija) človeški voznik še vedno pripravljen na prevzem nadzora 
nad vozilom v nekaj sekundah. Na ravni 4 mora biti sistem sposoben upravljati določene 
prometne razmere brez kakršnega koli posredovanja voznika in v primeru nepričakovanih 
dogodkov doseči varnostno stanje (Proff in drugi, str. 13). 
Slika 8.2: Načrt za »pravo« avtonomno vožnjo 
 
Vir: Proff in drugi (2019, str. 13). 
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Na sliki 8.2 je prikazan časovni načrt za »resnično« avtonomno vožnjo (stopnja 5) za osebna 
vozila, za katere se pričakuje, da ne bodo prišla na cesto pred letom 2030. Po drugi strani pa 
tržne uvedbe ravni 3 in stopnje 4 že potekajo (Proff in drugi, 2019, str. 13). 
V dokumentu SAE je navedeno tudi nekaj ključnih izrazov, ki sestavljajo matrico skladnosti s 
predlaganimi stopnjami avtomatizacije. Izrazi, obravnavani kot kriteriji zmogljivosti sistemov 
za avtomatizacijo vožnje, so predstavljeni kot (Ionita, 2017, str. 2): 
- »Naloga za dinamično vožnjo« vključuje delovanje (krmiljenje, zaviranje, pospeševanje, 
nadzor nad upravljanjem vozila in ceste) in taktične vidike (odzivanje na dogodke, določanje, 
kdaj naj zamenjamo pas, zavijemo, uporabljamo signale itd.) voznih nalog, ne pa tudi 
strateških vidikov (določanje ciljev in točke) voznih nalog. 
- »Zahteva za posredovanje« je avtomatiziran sistem vožnje, ki obvešča voznika, da mora 
začeti ali nadaljevati z izvajanjem dinamične vožnje. 
- »Način vožnje« je vrsta voznega scenarija z značilnimi dinamičnimi zahtevami voznih 
nalog (npr. hitro spajanje, hitro križarjenje, nizkohitrostni prometni zastoji, operacije zaprtega 
kampusa itd.). 
Poleg standardne klasifikacije ustvarja paradigma avtonomnih vozil nove perspektive in 
koncepte. Tako so leta 2017 na simpoziju o inteligentnih vozilih IEEE preko raznih tem 
raziskovali zahtevna področja, kot so: strojni vid in vmesniki v platformah za fuziranje 
podatkov za avtomatizirano vožnjo, večsenzorska fuzija in razširjeno sledenje predmetov, 
globoko učenje za zaznavanja vozil, človeški dejavniki oziroma faktorji v inteligentnih 
vozilih in kognitivno navdihnjena inteligentna vozila. Posebne teme pa so tema kibernetske 
varnosti in na splošno modeli avtomobilske komunikacije na kratkem območju in izmenjava 
podatkov med vozili in okoljem (Ionita, 2017, str. 2). 
 
8.3 Razlika med samo-vozečimi, avtonomnimi, inteligentnimi in pametnimi vozili 
Obstaja velika razlika med samovozečimi, avtonomnimi, inteligentnimi in pametnimi vozili. 
Vsak izraz je drugačega pomena in vsako vozilo ima drugačne funkcije.  
Na spletni strani Synopsys piše, da SAE uporablja termin avtomatiziran namesto avtonomen. 
Popolnoma samostojen avtomobil bi bil samozaveden in sposoben sam odločati. Na primer 
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da bi rekli: »Vozite me v službo,« a se bo avto odločil, da vas bo odpeljal na plažo. 
Popolnoma avtomatiziran avtomobil pa bi sledil ukazom in se potem vozil sam. Izraz 
samovožnja se pogosto uporablja zamenljivo z avtonomnimi, vendar je stvar nekoliko 
drugačna. Avtomobil, ki se sam vozi, lahko vozi v nekaterih ali celo vseh situacijah, toda 
človeški potnik mora biti vedno prisoten in pripravljen prevzeti nadzor. Avtomobili, ki se 
vozijo sami, bi spadali pod raven 3 (pogojna avtomatizacija vožnje) ali raven 4 (visoka 
avtomatizacija vožnje). Za razliko od popolnoma avtonomnega avtomobila stopnje 5, ki bi 
lahko šel kamor koli, je zanje podvržen geofiting. 
Na spletni strani Canadadrives so opisali glavne značilnosti in razlike med pametnim in 
inteligentnim vozilom. Pametni avtomobil je bil razvit za varčevanje z gorivom, je okolju 
prijazen in enostaven za parkiranje. Narejen je bil tako, da ni podoben nobenemu drugemu 
avtomobilu – njegove fizične lastnosti so voznikom pomagale obiti nevarne situacije. Za 
inteligentne avtomobile lahko rečemo, da funkcije, ki so vgrajene vanje, spreminjajo 
vozniško izkušnjo: samostojni senzorji, ki lahko komunicirajo z drugimi vozili na cesti, 
potrjevanje opozoril v sili in takojšnje informacije voznikom o prometu so le nekateri od 
napredkov, ki jih imajo inteligentni avtomobili. Ti avtomobili delujejo z umetno inteligenco, 
zato se postopna dejanja voznika generirajo v model predvidenega vedenja, ki ga lahko 
avtomobil prepozna in izvede sam. Celoten avto je avtonomen in spreminja vozniško 
izkušnjo. Pametne in inteligentne avtomobile pogosto dojemamo kot enega, vendar oba 
delujeta s posameznimi funkcijami, ki ju razločno ločita. Ti avtomobili prihodnje generacije 
niso pritrjeni na hibridne delovne motorje ali alternativna goriva; zgrajeni so za sprejemanje 
lastnih odločitev.  
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9 Ključ avtonomnih avtomobilov 
 
Avtonomna inteligentna vozila so generična tehnološka oprema za povečanje avtonomne 
vožnje v celoti ali delno za avtonomne in varnostne namene. V osnovi se avtonomna vozila 
nanašajo na številne tehnologije mobilnih robotov (Cheng, 2011, str. 3). 
Slika 9.1: Osnovni okvir avtonomnih inteligentnih avtomobilov 
 
Vir: Cheng (2011, str. 4). 
Na sliki 9.1 je prikazano, da so inteligentna vozila sestavljena iz štirih temeljev tehnologije: 
zaznavanje in modeliranje okolja, lokalizacija in izdelava zemljevidov, načrtovanje poti in 
odločanje ter nadzor gibanja (Siegwart in Nourbakhsh, 2004, v Cheng, 2011, str. 3).32  
                                                             
32 Siegwart, R. in Nourbakhsh, I. R. (2004). Introduction to Autonomous Mobile Robots. Cambridge: MIT Press. 
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9.1 Dojemanje okolja z več senzorji in fuzijskim okoljem in modeliranje 
Slika 9.2: Splošni okvir zaznavanja okolja in modeliranja 
 
 
Vir: Cheng (2011, str. 6). 
Na sliki 9.2 so prikazani splošni okviri zaznavanja okolja in modeliranja. Cheng (2011, str. 
5–6) piše, da iz tega lahko vidimo, da: 
- Izvirne podatke zbirajo različni senzorji. 
- Iz prvotnih podatkov so izvlečene različne lastnosti, kot na primer barve prometnih znakov, 
robovi voznega pasu in obrisi stavb. 
- Semiotični predmeti se prepoznajo z uporabo klasifikatorjev in so sestavljeni iz pasov, 
znakov, vozil in pešcev. 
- Lahko predvidevamo vozne pogoje in položaje vozil. 
9.1.1 Več-senzorska fuzija 
Cheng (2011, str. 7) navaja, da je večsenzorska fuzija osnovni okvir inteligentnih vozil za 
boljše zaznavanje okoliških struktur okolja in zaznavanje predmetov/ovir. Razdeljeni so v 
dve kategoriji: aktivne in pasivne. Aktivni senzorji vključujejo lidar, radar, ultrasonične 
senzorje in radio, medtem ko so pogosto uporabljeni pasivni senzorji infrardeči senzorji in 
vizualne kamere. Različni senzorji lahko zagotavljajo različno zaznavanje natančnosti in 
dosega ter prinašajo različne vplive na okolje. Njihovo kombiniranje bi lahko pokrivalo ne le 




9.1.2 Dinamično modeliranje okolja 
Dinamično modeliranje okolja temelji na premikanju kamer v vozilu, ki imajo pomembno  
vlogo pri inteligentnih vozilih, 33 (Leibe, 2007, Cheng, 2011, str. 7) čeprav je to izredno 
zahtevno zaradi kombiniranih učinkov ego gibanja, zamegljenosti in spreminjanja svetlobe. 
Tradicionalni postopki za postopno spreminjanje osvetlitve torej ne delujejo več dobro, četudi 
se pogosto uporabljajo pri nadzornih aplikacijah (Cheng, 2011, str. 7). 
Za izbiro različnih vozniških strategij običajno upoštevamo več širokih scenarijev pri 
načrtovanju poti in odločanju pri vodenju po cestah, križiščih, parkiriščih itd., zato so v 
pomoč scenariji za nadaljnje odločanje, ki se običajno uporablja tudi v Urbanem izzivu 
(Cheng, 2011, str. 7). 
9.1.3 Zaznavanje in sledenje predmetom 
Na splošno nas v voznem okolju zanimajo statične/dinamične ovire, oznake pasov, prometni 
znaki, vozila, pešci, kolesarji, živali itd. Ustrezno odkrivanje in sledenje predmetom sta 
ključna dela zaznavanja okolja in modeliranja (Cheng, 2011, str. 7). 
9.1.4  Lokalizacija vozil in izdelava zemljevidov 
Trenutni lokalizacijski pristopi za avtonomno vožnjo vključujejo lokalizacijo s satelitsko 
navigacijskimi sistemi, senzorji gibanja vozila, senzorji dosega in senzorji vida (Woo in 
drugi, 2019, str. 1). 
Cheng (2011, str. 7–8) piše, da je cilj lokalizacije vozil in izdelave zemljevidov ustvariti 
globalni zemljevid, ki bi združeval model okolja, lokalni zemljevid in globalne informacije. 
Pri lokalizaciji vozil se soočamo z več izzivi, kot so:  
- običajno absolutna stališča iz GPS in njegovih različic zaradi prenosa signala ne 
zadostujejo; 
- modul za načrtovanje poti in odločanje potrebuje več kot samo položaj vozila; 
- hrup senzorjev močno vpliva na natančnost lokalizacije vozila. 
  
                                                             
33 Leibe, B., Cornelis, N., Cornelis, K. in Van Gool, L. (ur.). (2007). Dynamic 3D scene analysis from a moving 
vehicle. Conference on Computer Vision and Pattern Recognition. Minneapolis, US: IEEE. 
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Slika 9.3: Okvir lokalizacije in navigacije vozila 
 
Vir: Cheng (2011, str. 8). 
Slika 9.3 predstavlja okvir lokalizacije in navigacije vozila. Gradnjo zemljevidov z uporabo 
različnih senzorjev so obravnavali številni raziskovalci (Leonard, 1992, Pagac, 1998, v 
Cheng, 2011, str. 8).34,35 Inteligentna vozila bi se lahko vodila pod pogoji znanih ali neznanih 
zemljevidov (Cheng, 2011, str. 8). Na primer DARPIN Veliki izziv je zagotovil datoteko 
RNDF – Datoteka za določitev omrežja poti (angl. Route network definition file), ki spada v 
primer znanih zemljevidov in določa dostopne segmente ceste in ponuja informacije, kot so 
točke, mesto postanka, širino voznega pasu, lokacije kontrolnih točk in mesta za parkiranje. 
Omrežje poti nima implicirane začetne ali končne točke (DARPA Grand Challenge, 2007, 
str. 5). 
9.1.5 Načrtovanje poti in sprejemanje odločitev 
Slika 9.4: Okvir nadzora gibanja vozila 
 
Vir: Cheng (2011, str. 9). 
                                                             
34 Leonard, J. J. in Durrant-Whyte, H. F. (1992). Directed Sonar Sensing for Mobile Robot Navigation. 
Berlin: Springer. 
35  Pagac, D., Nebot, E. M. in Durrant-Whyte, H. (1998). An evidential approach to map-building for 
autonomous vehicles. IEEE Trans. Robot. Autom. 14(4), 623–629. 
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Zaradi varne in varčne vožnje vozila poskušajo najti optimalno pot v 2D/3D-cestnem 
prostoru od začetnega do ciljnega položaja, pri čemer se izogibajo tako statičnega kot 
dinamičnega trka v ovire. Globalno načrtovanje poti je najhitrejši in najvarnejši način, da 
pridete od začetnega do ciljnega položaja, medtem ko je lokalno načrtovanje poti izogibanje 
oviram za varno vožnjo (Carsten, 2007, Giesbrecht, 2004, v Cheng, 2011, str. 8-9).36 ,37 
Odločanje je sestavljeno iz načrtovanja misij in vedenjskega sklepanja. Ko se vozilo 
avtonomno vozi po okolju, načrtovalec misije vključuje novo opazovanje in tako posodablja 
lokalne zemljevide (Cheng, 2011, str. 8–9). 
9.1.6 Nadzor gibanja na nizki ravni 
Cheng (2011, str. 9) navaja, da je problem raziskovanja bočnega in vzdolžnega nadzora vozil 
spodbudilo raziskovalna dela v zadnjih dveh desetletjih. Značilne aplikacije so sestavljene iz 
avtomatskega sledenja vozila, prilagodljivega tempomata in sledenja voznemu pasu (Godbole 
in Lygeros, 1994, Swaroop in drugi, 2001, v Cheng, 2011, str. 9). 38,39 
Upravljanje vozil je razdeljeno v dve kategoriji: stranski nadzor (angl. lateral control) in 
vzdolžni nadzor (angl. longitudinal control) (Li in Wang, 2007, v Cheng, 2011, str. 9).40 
Na splošno obstajata dva različna pristopa k oblikovanju upravljanja vozil. Eden od načinov 




                                                             
36 Carsten, J., Rankin, A., Ferguson, D. in Stentz, A. (2007). Global path planning on board the Mars 
exploration rovers. IEEE Aerospace Conference, 41(12), 44-50. doi: 10.1109/MC.2008.479  
37  Giesbrecht, J. (2004). Global path planning for unmanned ground vehicles. Technical report, Defense 
Research and Development Suffield (Alberta). 
38 Godbole, D. N. in Lygeros, J. (1994). Longitudinal control of the lead car of a platoon. IEEE Trans. 
Veh. Technol., 43 (4), 1125–1135. doi: 10.1109/25.330177  
39 Swaroop, D., Hedrick, J. K. in Choi, S. (2001). Direct adaptive longitudinal control of vehicle platoons. IEEE 
Trans. Veh. Technol., 50(1), 150–161. doi:10.1109/25.917908  
40 Li, L. in Wang, F. Y. (2007). Advanced Motion Control and Sensing for Intelligent Vehicles. Berlin: Springer. 
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10  Paradigme inteligentnih vozil 
 
Popularen pristop koncepta »inteligentni sistem« je sestavljen iz področja človeškega 
intelekta, tako da je umetna inteligenca ključno področje za modeliranje in razvoj 
inteligentnih vozil. Sistem, ki prejme atribut »inteligenten«, mora hkrati izpolnjevati 
naslednje pogoje oziroma zahteve (Ionita, 2019, str. 3): 
1. Učiti se v »načinu poučevanja« in iz lastnih izkušenj. Ta pogoj je nujen in če ga ne 
izpolnjuje, potem ne zadostuje.  
2. Izvesti približno sklepanje, torej več kot pravilno/napačno logiko v formalnem sklepanju, 
zato zahteva uporabo večvalentne logike, ki se bolje ukvarja z negotovostjo. 
3. Da se obnašamo avtonomno. To je skupna zmogljivost, ki vključuje veliko operativnih 
funkcij, ki temeljijo na prvih dveh pogojih, da bi v praksi uveljavili inteligenco, ki je 
enakovredna inteligentnemu vedenju. 
Slika 10.1: Osnovne naloge in funkcije vožnje vozila 
 
Vir: Ionita (2019, str. 3). 
Na sliki 10.1 so predstavljene glavne naloge in podrejene funkcije, ki so predmet 
avtomatizacije in izvedbe na ustrezen način v smeri pametnega/inteligentnega avtomobila 
(Ionita, 2019, str. 3). 
Napredni sistemi za pomoč vozniku (angl. advanced driver-assistance systems – ADAS) 
definirajo področje tehnologije in konceptov, ki trenutno vodijo k razvoju avtonomnega 
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vozila. S pomočjo ADAS funkcij, dodane vozilu, so želeli prevzeti čimveč nalog, ki jih 




11  Pregled obstoječih modelov avtonomnih avtomobilov 
Cheng (2011, str. 13) govori, da samo inteligentna vozila lahko preprečijo, da bi se prometne 
nesreče še najprej dogajale. Zato je DARPA organizirala Grand challenge in Urban challenge 
od 2004 do 2007, ki je izjemno spodbujalo tehnologije inteligentnih vozil okoli sveta. 
Predstavila bom tri primere avtonomnih avtomobilov. Odločila sem se za: Standford 
University – Junior, Googlovo avtonomno vozilo in Tesla model X. 
Za Standford University-Junior sem se odločila, ker je bil uvrščen na drugo mesto v znanem 
DARPA tekmovanju leta 2007. Google avtonomno vozilo je specifično vozilo, ker nam 
predstavlja prihodnost, njihova predstava oziroma vizija pa je, da bi naredili bolj varno in 
enostavno premikanje za ljudi in predmete. Tesla model X pa je trenutno zadnji model 
avtonomnega avtomobila, ki ga je podjetje Tesla oblikovalo in predstavilo. 
 
11.1 Univerza Standford – Junior 
Cheng (2011, str. 15) navaja, da je bila raziskovalna ekipa univerze Stanforda na področju 
inteligentnih vozil ena izmed najbolj izkušenih in uspešnih raziskovalnih skupin na svetu. 
Volkswagen skupina je ustanovila Volkswagen Automotive Innovation Laboratory (VAIL). 
Do zdaj je univerza Stanford sodelovala s koncernom Volkswagen in je tudi zgradila več 
inteligentnih vozil, kot sta na primer Stanley41 (Iagnemma, 2006, v Cheng, 2011, str. 15)  
(avtonomni Volkswagen Touareg, ki je zmagal DARPA Grand challenge leta 2005) 
(Iagnemma, 2006, v Cheng, 2011, str. 15) in Junior (avtonomni Volkswagen Passat, ki je bil 
uvrščen na drugo mesto leta 2007 v DARPA Urban challenge) (Montemerlo in drugi, 2008, v 
Cheng, 2011, str. 15). 42  Google je od Stanleyja licenciral tehnologijo za zaznavanje 
načrtovanja 3D digitalnih mest po celem svetu. 
  
                                                             
41 Iagnemma, K. in Buehler, M. (2006). Editorial for journal of field robotics special issue on the DARPA grand 
challenge. J. Field Robot, 23(9), 655–656. 
42 Montemerlo, M., Becker, J., Bhat, S., Dahlkamp, H., Dolgov, D., Ettinger, S., Haehnel, D., Hilden, T., 




Slika 11.1: Junior avtonomni avtomobil 
 
Vir: Cheng (2011, str. 15). 
Na sliki 11.1 je prikazan avtonomni avtomobil Junior, ki je sodeloval na Urban challenge leta 
2007. Junior43 je spremenjen karavan Volkswagen Passat 2006, opremljen s petimi laserskimi 
daljnogledi, GPS/INS, petimi radarji, dvema Intel Quad Core računalniškima sistemoma in 
prilagojenim vmesnikom drive-by-wire, zato je to vozilo sposobno za zaznavanje ovir, 
oddaljenih do 120 m (Cheng, 2011, str. 15). Juniorjeva programska arhitektura je zasnovana 
kot podatkovno usmerjen cevovod in je sestavljena iz petih modulov (Cheng, 2011, str. 15–
16): 
- Senzorski vmesnik: Ta vmesnik zagotavlja podatke za druge module. 
- Moduli zaznavanja: Ti moduli segmentirajo podatke senzorjev v premična vozila in statične 
ovire ter prav tako zagotavljajo natančen položaj glede na digitalni zemljevid okolja.  
- Navigacijski moduli: Ti moduli so sestavljeni iz načrtovalcev gibanja, hierarhičnega stroja s 
končnim stanjem in skrbijo za obnašanje vozila. 
- Vmesnik drive-by-wire: Ta vmesnik sprejema krmilne ukaze iz navigacije modulov in 
omogoča nadzor nad krmiljenjem vrtljajev, zavorami, volanom, prestavljanjem prestav, 
smerniki in zasilno zavoro. 
- Globalne storitve: Sistem lahko zagotavlja beleženje, časovno žigosanje in pomoč pri 




11.2 Google avtonomno vozilo 
Eden od glavnih tehničnih lastnosti Google avtonomnega vozila so senzorji. Woollaston 
(2014) piše, da ima vozilo osem senzorjev. Najbolj opazen je vrtljivi strehni senzor LiDAR – 
kamera, ki uporablja niz 32 ali 64 laserjev za merjenje razdalje do predmetov, da se 
ustvari 3D-zemljevid z dosegom 200 metrov, kar avtomobilu omogoča, da »predvidi« 
nevarnost. Avtomobil ima tudi drug nabor »oči« oziroma standardno kamero, ki »gleda« 
skozi vetrobransko steklo. Ta »išče« tudi nevarnosti v bližini, kot so pešci, kolesarji in drugi 
motoristi, ter bere prometne znake in zaznava semaforje. Podatki GPS na primer niso dovolj 
natančni, da avtomobil ostane na cesti, kaj šele na pravilnem voznem pasu. Namesto tega 
avto brez voznika uporablja podatke vseh osmih senzorjev, ki jih Googlova programska 
oprema uporablja z namenom, da nas varuje in vodi od točke A do točke B. Googlov avto 
lahko na primer uspešno prepozna kolo in razume, da če kolesar iztegne roko, namerava 
narediti manever. Avto zna potem upočasniti in dati kolesu dovolj prostora za varen manever. 
Lee (2016) je na spletni strani BBC-ja objavil članek, da se je januarja 2016 Googlovo 
avtonomno vozilo zaletelo v avtobus v Kaliforniji. Incident se je zgodil tako, da je vozilo 
trčilo v avtobus, ker je planiralo, da se bo voznik avtobusa zaradi premajhnega prostora na 
cesti ustavil. 
Slika 11.2: Google avtonomni avtomobil 
 
Vir: Woymo (b. d.). 
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Google je januarja naredil študijo, ki je pokazala, da imajo samovozeči avtomobili na državni 
ravni nižji delež trkov kot navadna vozila. Googlovi avtomobili so bili na vsakih milijon 
prevoženih milj vpleteni v 3,2 nesreče, medtem ko je državna stopnja navadnih vozil imela 
4,2 nesreče (Raymondo, 2016). 
Na spletni strani Waymo je predstavljeno, kako se je Google avtonomno vozilo razvilo čez 
leta.  
Leta 2009 se je začel Googlov avtomobilski projekt s samovožnjo. Odločili so se za 
avtonomno vožnjo po desetih neprekinjenih 100 kilometrskih poteh v njihovih vozilih Toyota 
Prius. Mesece pozneje jim je uspelo prevoziti več avtonomnih kilometrov kot komurkoli prej.  
Leta 2012 je bilo prevoženih več kot 300.000 milj. V svojo floto so dodali Lexusa RX450h in 
povabili nekatere Googlove zaposlene, da začnejo z zgodnjim testiranjem te tehnologije po 
avtocestah. Začeli so razvijati tudi lastne senzorje. 
Leta 2015 so raziskali, kakšni bi lahko bili popolnoma samovozeči avtomobili s Firefly. Ti 
avtomobili so imeli po meri vgrajene senzorje, računalnike, krmiljenje in zaviranje, brez 
volana ali stopalk.  
Leta 2016 je Googlov avtomobilski projekt postal Waymo. Ta se uveljavlja kot samostojno 
tehnološko podjetje, ki želi zagotoviti varno in enostavno gibanje ljudi in stvari. 
Leta 2017 so se pojavili popolnoma samovozni enoprostorci Chrysler Pacifica Hybrid. 
 
11.3 Tesla model X 
Na spletni strani Tesle za model X piše, da je eden od najvarnejših terenskih vozil doslej. 
Karoserija, podvozje, zadrževalni sistemi in baterijska tehnologija zagotavljajo zelo nizko 
verjetnost poškodb potnikov. Pravijo, da ima zaščito pred udarci in zelo malo možnosti 
prevračanja. Zelo je prostoren, udoben, na vratih pa obstajajo tudi senzorji za spremljanje 
bližnje okolice. Vrata na avtomobilu so stranska in se dvigujejo navzgor. Pravijo, da Teslin 
električni pogonski sklop zagotavlja neprimerljive zmogljivosti v vseh vremenskih pogojih, z 
dvojnim motorjem na vseh kolesih, prilagodljivim zračnim vzmetenjem in najhitrejšim 
pospeševanjem katerega koli terenskega vozila na cesti – od nič do 97 km/h.  
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Slika 11.3: Avtonomni avtomobil Tesla model X 
 
Vir: Tesla (b. d.). 
Kot piše BBC (2018), ni vse tako idealno, kot je podjetje Tesla napisalo. Leta 2016 in 2018 
sta se zgodili prometni nesreči, v katerih sta oba voznika izgubila življenje. Leta 2016 se je 
zgodila prometna nesreča na Floridi, kjer avtomobil ni uspel opaziti tovornjaka, ki je prečkal 
njegovo pot, leta 2018 pa se je Model X zaletel v obcestno oviro. Podjetje se je branilo s tem, 




12  Pozitiven in negativen vpliv avtonomnih avtomobilov 
 
12.1 Pozitiven vpliv in potencial avtonomnih vozil 
S pomočjo raziskave o inteligentnih vozilih lahko olajšamo hiter razvoj drugih strok kot na 
primer raziskovanje. Evropski parlament je leta 2019 sprejel besedilo o avtonomni vožnji v 
evropskem prometu. V dokumentu so navedli razloge, kot so, da je strategija EU o povezani 
in avtomatizirani mobilnosti tesno povezana s političnimi prednostnimi ter da bo vplivala na 
delovna mesta, rast in naložbe, raziskave in inovacije, okolje in podnebne spremembe, čisto 
in varno mobilnost in promet, varnost v cestnem prometu in zmanjševanje preobremenjenosti 
cestnega prometa ter za enotni digitalni trg in energetsko unijo. Navaja še, da vpliva na 
tehnološki napredek v prevozni industriji ter sektorju robotike in umetne inteligence, ki 
močno vplivajo na gospodarstvo in družbo. Avtonomni avtomobili bodo določali prihodnost 
svetovnega cestnega prometa, znižali stroške prevoza, izboljšali varnost v cestnem prometu, 
povečali mobilnost in zmanjšali vplive na okolje. V zadnjem času ni napredka pri 
zmanjševanju skupnega števila smrtnih žrtev in poškodb, saj je leta 2016 na cestah v EU 
izgubilo življenje že več kot 25 000 ljudi, še 135 000 pa je bilo hudo ranjenih. Velika večina 
prometnih nesreč je posledica neustreznega ravnanja, zato je nujno potrebno z obvezno 
uporabo varnostnih sistemov za pomoč vozniku zmanjšati možnosti za take nesreče. Cestni 
promet še vedno povzroča največ emisij v prometu v smislu toplogrednih plinov in 
onesnaževanja zraka. Komisija pričakuje eksponentno rast novega trga avtomatiziranih in 
povezanih vozil, pri čemer naj bi po ocenah prihodki do leta 2025 presegli 620 milijard EUR 





Slika 12.1: Prednosti samovozečih vozil v Evropski  uniji 
 
Vir: Evropski parlament (2019). 
12.1.1 Boljša varnost in manj prometnih nesreč 
»Samo v Evropski uniji je za 95 % prometnih nesreč kriva človeška napaka« (Evropski 
parlament, 2019). Glavna skrb, povezana s hitrim razvojem avtomobilske proizvodnje, je 
povečanje prometnih zastojev in nesreč. 
Največji razlogi za veliko število prometnih nesreč sta preobremenjenost in utrujenost 
voznika. Med vožnjo po prometnih cestah, kjer je več voznih pasov, morajo vozniki opraviti 
veliko operacij, kot so prestavljanje in pritiskanje na sklopko in na vsako minuto opravijo od 
20 do 30 koordinacijskih operacij gibanja rok in nog. Z gospodarskim razvojem in 
povečanjem lastništva vozil narašča število nepoklicnih voznikov, kar vodi v pogoste 
prometne nesreče. Zaradi tega so prometne nesreče postale prva javna nadloga v sodobni 
družbi. Prometne težave so vznemirjale ves svet, nato pa je vprašanje, kako izboljšati varnost 
v prometu, postalo nujno socialno vprašanje. Sistemi odhoda z voznega pasu, sistemi za 
odkrivanje utrujenosti in samodejni tempomat lahko močno zmanjšajo delovno obremenitev 
voznika in izboljšajo varnost v transportnem sistemu (Cheng, 2011, str. 4). 
Cheng (2011, str. 3–4) piše, da po celem svetu vlade zaradi tega problema povečujejo 
sredstva za izboljšanje prometne infrastrukture, upoštevanje prometnih znakov in 
izobraževanje voznikov o prometnih predpisih. V zadnjih letih je z razvojem gospodarstva in 
družbe problem prometne varnosti, pomanjkanja energije in onesnaževanje okolja postalo 
resnejše. Te težave so nato privedle do večjega obsega raziskav in aplikacij. V ta namen 
lahko s kombinacijo vozila, voznika in proge implementiramo boljše prometne zmogljivosti 
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in varnost v prometu s pomočjo računalniškega nadzora, umetne inteligence in 
komunikacijske tehnologije (Broggi, 1999, v  Cheng, 2011, str. 4).43 
 
12.2 Negativen vpliv avtonomnih avtomobilov 
Številni strokovnjaki trdijo, da nas ne bo preveč usmerilo v razpravo o etiki umetne 
inteligence (UI), če se preveč osredotočimo na to, kako bodo avtomatizirani avtomobili rešili 
znamenito »težavo z vozički« (angl. trolley problem) (Costa, 1986, v Renda, 2018, str. 1).44 
Kljub temu lahko ta etična dilema razkrije številna odprta vprašanja politike, ki so v javni 
razpravi pogosto zapostavljena (Renda, 2018, str. 1). 
12.2.1 Pravni vidik 
Avtor Andrea Renda (2018, str. 3) je v svoji knjigi opisal scenarij in s tem prikazal, da na 
veliko vprašanj o okoliščinah, ki bi se pojavila v primeru nesreče oziroma incidenta, nimamo 
odgovorov. Postavljajo se vprašanja, kot so: Kaj je privedlo do trka? Kaj je avto vedel o 
vpletenih ljudeh? Kaj vemo o tem, kako je avtomobil sprejel odločitev? Kdo je bil zadolžen 
za odločitev o najboljšem postopku? Ali naj bi se avtonomni avtomobili obnašali kot 
razumen človek? In kot glavno vprašanje, kdo je odgovoren za nastalo škodo? 
  
                                                             
43 Broggi, A. (1999). Automatic Vehicle Guidance: the Experience of the ARGO Autonomous Vehicle. Parma: 
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Slika 12.2: Kako je Andrea Renda ločil probleme in odgovoril na izzive oziroma 
odgovornosti za uvedbo avtonomnih avtomobilov 
 
Vir: Renda (2018, str. 17). 
Andrea Renda (2018, str. 17) je na zgornji sliki prikazal ene od glavnih problemov etičnosti 
glede avtonomnih avtomobilov in kakšna načela oziroma odgovornosti bi morale biti 
sprejete. Če povzamemo, etična vprašanja segajo od procesa (npr. transparentnosti 
algoritmov) do rezultatov (npr. diskriminacije). Pravni sistem je trenutno premalo opremljen 
za reševanje vseh teh vprašanj, pojavljanje v večini samoreguliranih sistemov upravljanja pa 
lahko težavo le še poslabša. 
Za prvi problem, »Kako je avto končal tam?«, je napisal, da se je potrebno izogibati 
prenašanju življenjsko nevarnih odločitev stroju ter ohraniti človeški nadzor kot ključni 
element pri oblikovanju politike. 
Za drugi problem, »Kaj je avto vedel?«, je odgovoril, da moramo sprejeti jasno in 
predvidljivo podatkovno politiko za avtonomne avtomobile, ki bo uravnotežila zasebnost in 
učinkovitost. Preizkusiti je potrebno uporabo zasebnih knjig, ki so skladne z zasebnostjo za 
avtonomna vozila, ter eksperimentirati z različnimi zasebnostmi v algoritmih za vzpostavitev 
ravnovesja med učinkovitostjo in zasebnostjo. 
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Za tretji problem, »Kaj vemo o tem, kako se je odločil avto?«, je napisal, da je potrebno 
pojasniti pravni okvir za algoritmično odgovornost in preglednost, uporabnost in obseg 
pravice do obrazložitve v skladu z GDPR (Splošna uredba o varstvu podatkov) ter vzpostaviti 
obveznost naknadnega pregleda »črnih skrinjic« avtonomnih avtomobilov.  
Na četrti problem, »Boljši od nas ali kot mi?«, je odgovoril, da morajo biti določeni nizi načel 
za algoritmično odločanje, vključno z jasnimi merili za ločitev zakonite od nezakonite 
diskriminacije. Potrebno je še delati na protipolarizacijskih strategijah za preprečitev 
poslabšanja obstoječih pristranskosti, ki jih poganja UI. 
Na zadnji problem, »Kdo odgovarja?«, je odgovoril, da je potrebno določiti stroga načela 
odgovornosti za sprejemanje odločitev z algoritmi. Za škodo, ki jo povzroči interakcija med 
algoritmi, morajo biti določena pravna pravila. 
12.2.2 Tehnološki in trženjski vidiki 
Avtorja Davidson in Spinoulas (2015, str. 3) pišeta, da obstajajo tudi težave, s katerimi se 
srečujejo trenutni prototipi avtonomnih vozil. Eden od takšnih primerov je Google avtomobil, 
ki ne more voziti po snegu, močnem dežju ali ledu. Prav tako ima težave z bleščanjem sonca 
pri zaznavanju barv na semaforjih. Dodatna težava je, da trenutno senzorji zaznavajo zunanje 
predmete enako oblikovno-slikovno, tako da če je pred vozilom na cesti oseba ali časopis, 
avto ne bo ločil razlike (Clark, 2015, v Davidson in Spinoulas, 2015, str. 3).45 
Na temo s trženjem kot problem avtorja navajata, da so glavni pomisleki potrošnikov strošek, 
udobje in varnost. Zaradi inovacij in uporabe avtonomnih avtomobilov bo prišlo do velike 
konkurenčnosti ter posledično se bodo znižale cene. Zaradi tega se podjetja več ne bodo 
osredotočala na varnost kot glavni cilj, ampak na hitrost in udobje (Davidson in Spinoulas,  
2015, str. 4). 
12.2.3 Zaposlovanje ljudi 
Glede problema zaposlovanja ljudi avtorja Davidson in Spinoulas (2015, str. 4) navajata, da 
je veliko delovnih mest povezanih s prevozi. Med njimi so vozniki tovornjakov, taksisti in 
vozniki avtobusov. Možno je, da bodo na neki stopnji vsa ta delovna mesta bila nadomeščena 
z ustreznimi avtonomnimi vozili. Z nekaterimi izboljšavami vozil bi lahko to vključevalo tudi 
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pobiralce smeti, poštne delavce, dostavljavce na dom in voznike rudarskih tovornjakov. 
Skupaj to predstavlja ogromno število delovnih mest, ki bi vse lahko nadomestili z 
avtonomnimi vozili. 
Avtonomna vozila obljubljajo, da bodo varna in zakonita, z minimalnimi nesrečami in 
zanemarljivimi prometnimi kršitvami. To bo zmanjšalo stroške zavarovanja, v veliki meri pa 
bo tudi odpravilo avtomobilno zavarovalništvo in industrijo za mehanično popravilo vozil. 
Skupaj s tem se bo zmanjšala potreba po prometni policiji, parkirnih redarjih, sodnikih in 
odvetnikih. Ko bodo avtonomna vozila postala razširjena, bo skupna velikost voznega parka 
močno zmanjšana – nekateri ocenjujejo, da bo vozni park upadel za 90 % (PWC, b. d., v  
Davidson in Spinoulas, 2015, str. 4).46 To bo povzročilo ogromne izgube delovnih mest v 
proizvodnji avtomobilov, prodaji avtomobilov, trgovini na drobno, na bencinskih črpalkah in 
v vseh drugih panogah, ki podpirajo cestni promet (Davidson in Spinoulas, 2015, str. 4). 
Z odpravo stroškov voznikov se spremeni tudi ekonomičnost prevoza – lahko se na primer 
zgodi prehod z večjih tovornih vozil na manjša vozila, usmerjenih na končni prevoz blaga. To 
bi vodilo do zmanjšanja stroškov cestnega vzdrževanja in morebitno zmanjšanje delovnih 
mest. Na koncu pa bodo še izboljšave hitrosti, zmogljivosti in učinkovitosti vozil privedle do 
manjših potreb po nadaljnji prometni infrastrukturi, kar pomeni manj delovnih mest v cestni 
gradnji, cestnem inženiringu in prometnem načrtovanju ter modeliranju (Davidson in 
Spinoulas, 2015, str. 4–5). 
  
                                                             
46 PricewaterhouseCoopers (PWC). (b. d.). The Insurance Industry in 2015: Potential impacts of automated 





13  Zaključek 
 
Hiter razvoj tehnologije nas je pripeljal v obdobje, v katerem se trenutno nahajamo. Veliko 
stvari, za katere menimo, da se lahko vidijo in zgodijo samo v filmih, bo enkrat postalo 
realnost. Cilj moje diplomske naloge je bil, da predstavim tehnološki napredek, kot je umetna 
inteligenca pri avtonomnih avtomobilih. 
Diplomska naloga temelji predvsem na pregledu virov in raziskav s področja naloge ter 
njihov prikaz v luči inteligentnega vozila. Na začetku diplomske naloge sem si zastavila dve 
osnovni raziskovalni vprašanji. Avtonomna vozila imajo svoje prednosti in slabosti, ampak s 
hitrim razvojem tehnologije menim, da bodo prinesla učinkovit napredek.  
Kadar govorimo o prednostih uporabe umetne inteligence pri avtonomnih vozilih, lahko kot 
pozitvno stvar izpostavimo večjo pomoč uporabniku, ki bo posledično pripomogla k večji 
varnosti v prometu. Vpliv avtonomnih avtomobilov je ne samo boljši za človeka, ampak tudi 
bolj učinkovit za okolje, v katerem živimo. Mobilnost ljudi in fukcionalno oviranih oseb, na 
primer invalidov, se bo izboljšalo in omogočilo lažje potovanje. Prometna varnost bo večja, 
ker bo avtomobil vnaprej predvidel veliko faktorjev, ki bi lahko privedli do nesreče. Eno od 
glavnih prednosti vidim v tem, da je za proizvajalce avtonomnih avtomobilov na prvem 
mestu varnost ljudi. Avtonomna vozila so prihodnost in po mojem mnenju imajo pozitiven 
vpliv na življenje ljudi. 
Drugo raziskovalno vprašenje je bilo, ali bo z razvojem umetne inteligence pri avtonomnih 
vozilih prometna varnost večja. Umetna inteligenca pri avtonomnih vozilih lahko uporablja 
metode strojnega učenja, s čimer bi se samovozeči avtomobili prilagajali na dane cestne 
razmere. S pomočjo senzorjev in umetne inteligence bi tako avtomobili lažje opazovali 
okolico in hitreje interpretirali ter napovedovali obnašanje ostalih udeležencev v cestnem 
prometu. Reakcijski čas avtonomnega vozila bi bil tako krajši od človeškega, s čimer se 
posledično poveča varnost na cesti, kar pa je ključnega pomena.  
Eden največjih problemov avtonomnih avtomobilov je zakonodaja, ki trenutno ni dovolj 
primerna za sprejetje le-teh, vendar če bi prišlo do napredka v zakonodaji in cestni 
infrastrukturi, bi avtonomni avtomobili bili lažje sprejeti v družbi. Velik problem je tudi ta, 
da bi z razvojem avtonomnih avtomobilov prišlo do zvišanja brezposelnosti, saj bi se ukinilo 
58 
 
kar nekaj delovnih mest, ki takrat ne bi bila več potrebna. Čas, ki ga preživljamo v 
avtomobilih, bo krajši in manj stresen. 
Umetna inteligenca danes obsega veliko različnih podpodročij, vendar če govorimo o njenem 
vplivu pri avtonomnih vozilih, lahko rečemo, da ima pozitiven učinek. V vsakdanjem 
življenju velik del odločitve prepuščamo tehnologiji in brez umetne inteligence do tega 
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