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Abstract
In this paper we focus on the problem of assign-
ing uncertainties to single-point predictions. We
introduce a cost function that encodes the trade-
off between accuracy and reliability in proba-
bilistic forecast. We derive analytic formula for
the case of forecasts of continuous scalar vari-
ables expressed in terms of Gaussian distribu-
tions. The Accuracy-Reliability cost function
can be used to empirically estimate the variance
in heteroskedastic regression problems (input-
dependent noise), by solving a two-objective op-
timization problem. The simple philosophy be-
hind this strategy is that predictions based on the
estimated variances should be both accurate and
reliable (i.e. statistical consistent with observa-
tions). We show several examples with synthetic
data, where the underlying hidden noise func-
tion can be accurately recovered, both in one and
multi-dimensional problems. The practical im-
plementation of the method has been done using
a Neural Network and, in the one-dimensional
case, with a simple polynomial fit.
1. Introduction
There is a growing consensus, across many fields and ap-
plications, that forecasts should have a probabilistic nature
(Gneiting & Katzfuss, 2014). This is particularly true in
decision-making scenarios where cost-loss analysis are de-
signed to take into account the uncertainties associated to
a given forecast (Murphy, 1977; Owens et al., 2014). Un-
fortunately, it is often the case that well established pre-
dictive models are completeley deterministic and thus pro-
vide single-point estimates only. In several domains of
applied physics, where models rely on computer simula-
tions, a typical strategy to assign confidence intervals to de-
terministic predictions is to perform ensemble forecasting
(Gneiting et al., 2005; Leutbecher & Palmer, 2008). How-
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ever, this is expensive and it often requires a trade-off be-
tween complexity and accuracy of the model, especially
when there is a need for real-time predictions.
In this paper we focus on the problem of assigning un-
certainties to single-point predictions. We restrict our
attention on predictive models that output a scalar con-
tinuous variable, and whose uncertainties are in general
input-dependent. For the sake of simplicity, and for its
widespread use, we assume that the probabilistic forecast
that we want to generate, based on single-point outputs, is
in the form of a Gaussian distribution. Hence, the prob-
lem can be recast in terms of the estimation of the em-
pirical variance associated to a normal distribution cen-
tered around forecasted values provided by a model. Even
though we will embrace a viewpoint stemming on the prac-
tical application of producing usable forecasts, this prob-
lem is very similar and technically equivalent to a particu-
lar case of heteroskedastic regression. Indeed, in the regres-
sion literature it is common to assume that noisy targets are
generated as y = f(x) + ε. Here we restrict to the spe-
cial case of zero-mean Gaussian noise ε ∼ N (0, σ2(x)),
where the heteroskedasticity is evident in the x dependence
of the variance. Moreover, in order to bridge between the
two viewpoints, we assume that the mean function f(x) is
provided by a black-box model, hence the focus is com-
pletely shifted on the estimation of the variance. In the
Machine Learning community, elegant and practical ways
of deriving uncertainties based on Bayesian methods are
well established, either based on Bayesian neural networks
(MacKay, 1992; Neal, 2012; Herna´ndez-Lobato & Adams,
2015), deep learning (Gal & Ghahramani, 2016), or Gaus-
sian Processes (GPs) (Rasmussen & Williams, 2006). The
latter are successfully used in a variety of applications,
their appeal being the non-parametric nature and their
straightforward derivation based on linear algebra. The
standard derivation of GPs assumes input-independent (ho-
moskedastic) target noise. Goldberg et al. (1998) have in-
troduced an heteroskedastic GP model where the noise vari-
ance is derived with a second Gaussian Process, in addition
to the GP governing the noise-free output values, and the
posterior distribution of the noise is sampled via Markov
chain Monte Carlo. Building on that work, several au-
thors have proposed to replace the full posterior calculated
throughMCMCwith maximum a posteriori (MAP) estima-
tions (Kersting et al., 2007; Quadrianto et al., 2009), vari-
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ational approximation (La´zaro-Gredilla & Titsias, 2011),
expectation propagation (Mun˜oz-Gonza´lez et al., 2011).
See also Le et al. (2005); Boukouvalas & Cornford (2009);
Binois et al. (2016); Antunes et al. (2017).
In this paper we embrace a complementary approach, fo-
cusing on parametric models for the empirical estimation
of the variance. Our method is very general and decou-
pled from any particular choice for the model that pre-
dicts the output targets. The philosophy is to introduce a
cost function, which encodes a trade-off between the ac-
curacy and the reliability of a probabilistic forecast. As-
sessing the goodness of a forecast through standard met-
rics, such as the Continuous Rank Probability Score, is
a common practice in many applications, like weather
predictions (Matheson & Winkler, 1976; Bro¨cker & Smith,
2007). Also, the notion that a probabilistic forecast should
be well calibrated, or statistically consistent with obser-
vations, has been discussed at length in the atmospheric
science literature (Murphy & Winkler, 1992; Toth et al.,
2003). However, the basic idea that these twometrics (accu-
racy and reliability) can be exploited to estimate the empiri-
cal variance from a sample of observations, and possibly to
reconstruct the underlying noise as a function of the inputs
has not been explored yet. In short, the empirical variances
on a set of training points are found as the result of a multi-
dimensional optimization problem that minimizes our cost
function. In order to benchmark the method we show two
simple implementations for deriving the estimated variance
as a function of the inputs, and allowing to calculate the un-
known variance on new test points: the first is based on
Neural Network and the second on low-dimensional poly-
nomial basis.
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Figure 1. Lines of constant CRPS in (σ, ε). The value of CRPS is
indicated on the isolines. The black dashed line shows the loca-
tion of σmin (i.e. the smallest CRPS for a given ε).
2. Continuous Rank Probability Score
The Continuous Rank Probability Score (CRPS) is a gener-
alization of the well-known Brier score (Wilks, 2011), used
to assess the probabilistic forecast of continuous scalar vari-
ables, when the forecast is given in terms of a probability
density function, or its cumulative distribution. CRPS is
defined as
CRPS =
∫ ∞
−∞
[P (y)−H(y − yo)]2 dy (1)
where P (y) is the cumulative distribution (cdf) of the fore-
cast, H(y) is the Heaviside function, and yo is the true
(observed) value of the forecasted variable. CRPS is a
negatively oriented score: it is unbounded and equal to
zero for a perfect forecast with no uncertainty (determin-
istic). In this paper we restrict our attention to the case
of probabilistic forecast in the form of Gaussian distribu-
tions. Hence, a forecast is simply given by the mean value
µ and the variance σ2 of a Normal distribution. In this case
P (y) = 1
2
[
erf
(
y−µ√
2σ
)
+ 1
]
and the CRPS can be calcu-
lated analytically (Gneiting et al., 2005) as
CRPS(µ, σ, yo) = σ
[
yo − µ
σ
erf
(
yo − µ√
2σ
)
+
√
2
pi
exp
(
− (y
o − µ)2
2σ2
)
− 1√
pi
]
(2)
Several interesting properties of the CRPS have been stud-
ied in the literature. Notably, its decomposition into relia-
bility and uncertainty has been shown in Hersbach (2000).
The CRPS has the same unit as the variable of interest, and
it collapses to the Absolute Error |yo − µ| for σ → 0,
that is when the forecast becomes deterministic. CRPS is
defined for a single instance of forecast and observation,
hence it is usually averaged over an ensemble of predic-
tions, to obtain the score relative to a givenmodel: CRPS =∑
k CRPS(µk, σk, y
o
k). If we approach the problem of vari-
ance estimation in the framework of assigning an empirical
variance to predictions originally made as single-point es-
timates, than it makes sense to minimize the CRPS, as a
function of σ only, for a fixed value of the error ε = y0−µ.
By differentiating Eq.(2) with respect to σ, one obtains
dCRPS
dσ
=
√
2
pi
exp
(
− ε
2
2σ2
)
− 1√
pi
(3)
and the minimizer is found to be
σCRPSmin =
ε√
log 2
. (4)
The CRPS penalizes under- and over-confident predictions
in a non-trivial way. Indeed, for any value of the error ε,
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there are always two values of σ (one smaller and one larger
than σmin) that yield the same CRPS. We show in Figure 1
the isolines of CRPS in (σ, ε) space. The black dashed line
indicates σmin. From this Figure it is clear how a smaller
error ε (for constant σ) always results in a smaller score,
but the same score can be achieved by changing both the
error ε and the standard deviation σ.
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Figure 2. 100 points sampled from the G dataset (circles). The
blue line shows the true mean function f(x), while the red one is
the one predicted by the GP model.
3. Reliability Score for Gaussian forecast
Reliability is the property of a probabilistic model that mea-
sures its statistical consistence with observations. In par-
ticular, for forecasts of discrete events, the reliability mea-
sures if an event predicted with probability p occurs, on av-
erage, with frequency p. This concept can be extended to
forecasts of a continuous scalar quantity by examining the
so-called rank histogram (Anderson, 1996; Hamill, 1997;
2001). Hersbach (2000) focused on the case of a probabilis-
tic forecast defined as the empirical distribution produced
by an ensemble of deterministic predictions. Contrary to
the CRPS, that is defined for a single pair of forecast-
observation, it is clear that the reliability can only be de-
fined for a large enough ensemble of such pairs. Here, we
introduce the reliability score for normally distributed fore-
casts. In this case, we expect the (scaled) relative errors
η = ε/(
√
2σ) calculated over a sample of N predictions-
observations to have a standard normal distribution with
cdf Φ(η) = 1
2
(erf(η)+ 1). Hence we define the Reliability
Score (RS) as:
RS =
∫ ∞
−∞
[Φ(η)− C(η)]2 dη (5)
where C(η) is the empirical cumulative distribution of the
relative errors η, that is
C(y) =
1
N
N∑
i=1
H(y − ηi) (6)
with ηi = (y
o
i − µi)/(
√
2σi). Obviously, RS measures the
divergence of the empirical distribution of relative errors
η from a standard normal distribution. From now on we
will use the convention that the set {η1, η2, . . . ηN} is sorted
(ηi ≤ ηi+1). Obviously this does not imply that µi or σi
are sorted as well. Interestingly, the integral in Eq. (5) can
be calculated analytically, via expansion into a telescopic
series, yielding:
RS =
N∑
i=1
[ ηi
N
(erf(ηi) + 1)− ηi
N2
(2i− 1)
+
exp(−η2i )√
piN
]
− 1
2
√
2
pi
(7)
Differentiating the i-th term of the above summation, RSi,
with respect to σi (for fixed εi), one obtains
dRSi
dσi
=
ηi
Nσi
(
2i− 1
N
− erf(ηi)− 1
)
(8)
Hence, RSi is minimized at the value σ
RS
min that satisfies
erf(ηi) = erf
(
εi√
2σRSmin
)
=
2i− 1
N
− 1 (9)
This could have been trivially derived by realizing that the
distribution of ηi that minimizes RS is the one such that
the values of the empirical cumulative distributionC(η) are
uniform in the interval [0, 1].
4. The Accuracy-Reliability cost function
The Accuracy-Reliability cost function introduced here fol-
lows from the simple principle that the empirical variances
σ2i estimated from an ensemble of errors εi should result
in a model that is both accurate (e.g., with respect to the
CRPS score), and reliable (e.g., with respect to the RS
score). Clearly, this gives rise to a two-objective optimiza-
tion problem. It is trivial to verify that CRPS and RS can-
not simultaneously attain their minimum value. Indeed, by
minimizing the former, ηi =
1
2
√
log 4 for any i (see Eq.
4). Obviously, a constant ηi cannot result in a minimum
for RS, according to Eq. (9). Also, notice that trying to
minimize RS as a function of σi (for fixed errors εi) results
in an ill-posed problem, because RS is solely expressed in
terms of the relative errors η. Hence, there is no unique so-
lution for the variances that minimizes RS. Hence, RS can
be more appropriately thought of as a regularization term in
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Figure 3. Same as in Figure 2, for the Y dataset.
the Accuracy-Reliability cost function. The simplest strat-
egy to deal with multi-objective optimization problems is
to scalarize the cost function, which we define here as
AR = β · CRPS+ (1− β)RS. (10)
We choose the scaling factor β as
β = RSmin/(CRPSmin + RSmin). (11)
The minimum of CRPS is CRPSmin =
√
log 4
2N
∑N
i=1 εi,
which is simply the mean of the errors, rescaled by a con-
stant. The minimum of RS follows from Eqs. (7) and (9):
RSmin =
1√
piN
N∑
i=1
exp
(
−
[
erf−1
(
2i− 1
N
− 1
)]2)
− 1
2
√
2
pi
(12)
Notice that RSmin is only a function of the size of the sam-
ple N , and it converges to zero for N → ∞. The heuris-
tic choice in Eq. (11) is justified by the fact that the two
scores might have different orders of magnitude, and there-
fore we rescale them in such a way that they are compara-
ble in our cost function (10). We believe this to be a sen-
sible choice, although there might be applications where
one would like to weigh the two scores differently. Also, in
our practical implementation, we neglect the last constant
term in the definition (7), so that for sufficiently large N
RSmin ≃ 12
√
2
pi
≃ 0.4
5. Results
In summary, we want to estimate the input-dependent val-
ues of the empirical variances σ2i associated to a sample of
N observations for which we know the errors εi. We do
so by solving a multidimensional optimization problem in
which the set of estimated σi minimizes the AR cost func-
tion defined in Eq. (10). This newly introduced cost func-
tion has a straightforward interpretation as the trade-off be-
tween accuracy and reliability, which are two essential but
conflicting properties of probabilistic models. In practice,
because we want to generate a model that is able to predict
σ2 as a function of the inputs x on any point of a domain,
we introduce a structure that enforces smoothness of the un-
known variance, either in the form of a regularized Neural
Network, or through a low-order polynomial basis. In the
following we show some experiments with synthetic data
to demonstrate the easiness, robustness and accuracy of the
method.
5.1. Experiments
In order to facilitate comparison with previous works, we
choose some of the datasets used in Kersting et al. (2007),
although for simplicity of implementation we rescale the
standard deviation so to be always smaller or equal to 1.
For all datasets the targets yi are sampled from a Gaussian
distribution N (f(x), σ(x)2). The first three datasets are
one-dimensional in x, while in the fourth we will test the
method on a five-dimensional space, thus showing the ro-
bustness of the proposed strategy.
G dataset: x ∈ [0, 1], f(x) = 2 sin(2pix), σ(x) = 1
2
x + 1
2
(Goldberg et al., 1998). An example of 100 points sampled
from the G dataset is shown in Figure 2 (circles), along
with the true mean function f(x) (red), and the one pre-
dicted by a standard Gaussian Process regression model
(blue).
Y dataset: x ∈ [0, 1], f(x) = 2(exp(−30(x − 0.25)2) +
sin(pix2)) − 2, σ(x) = exp(sin(2pix))/3 (Yuan & Wahba,
2004). An example of 100 points sampled from the Y
dataset is shown in Figure 3 (circles), along with the true
mean function f(x) (red), and the one predicted by a stan-
dard Gaussian Process regression model (blue).
W dataset: x ∈ [0, pi], f(x) = sin(2.5x) sin(1.5x),
σ(x) = 0.01+0.25(1−sin(2.5x))2 (Weigend & Nix, 1994;
Williams, 1996). An example of 100 points sampled from
theW dataset is shown in Figure 4 (circles), along with the
true mean function f(x) (red), and the one predicted by a
standard Gaussian Process regression model (blue).
5D dataset: x ∈ [0, 1]5, f(x) = 0, σ(x) = 0.45(cos(pi +∑5
i=1 5xi) + 1.2) (Genz, 1984). Figure 5 shows the distri-
bution of σ, which ranges in the interval [0.09, 0.99].
For the G, Y, and W datasets the model is trained on 100
points uniformly sampled in the domain. The 5D dataset
is obviously more challenging, hence we use 10,000 points
to train the model (note that this results in less points per
dimension, compared to the one-dimensional tests). For all
experiments we test 100 independent runs.
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Figure 4. Same as in Figure 2, for theW dataset.
5.2. Gaussian Process regression
For the purpose of this work the specific method used to
perform the regression problem on the mean function f(x)
is not crucial. However, for completeness we describe it
here. We have used a standard Gaussian Process regression
(that is, with constant homoskedastic noise), with squared
exponential covariance:
k(xi, xj) = σ
2
f exp
(
− (xi − xj)
2
2l2
)
. (13)
The hyperparametersσf and l are found by minimizing the
negative log likelihood on the training set.
5.3. Neural Network
For simplicity, we choose a single neural network archi-
tecture, that we use for all the tests. We use a network
with 2 hidden layers, respectively with 20 and 5 neurons.
The activation functions are tanh and a symmetric saturat-
ing linear function, respectively. The third (output) layer
uses a squared exponential activation function, so the out-
put is between 0 and 1. The dataset is randomly divided
into training (70%) and validation (30%) sets. The network
is trained using a standard BFGQ quasi-Newton algorithm,
and the iterations are forcefully stopped when the loss func-
tion does not decrease for 10 successive iterations on the
validation set. The only inputs needed are the points xi
and the corresponding errors εi. The neural network out-
puts the values of σi, by minimizing the above-introduced
Accuracy-Reliability cost function, Eq. (10). In order to
limit the expressive power and avoid over-fitting, we add a
regularization term equal to the L2 norm of the weights to
the AR cost function. This regularization term contributes
Figure 5. Distribution of true values of standard deviation σ for
the 5D dataset.
20% to the total cost function. Finally, in order to avoid
local minima due to the random initialization of the neural
network weights, we train five independent networks and
choose the one that yields the smallest cost function.
5.4. Polynomial best fit
In the case of low-dimensional data one might want to try
simpler and faster approaches than a neural network, espe-
cially if smoothness of the underlying function σ(x) can be
assumed. For the one-dimensional test cases (G, Y, W) we
have devised a simple polynomial best fit strategy. We as-
sume that σ(x) can be approximated by a polynomial of un-
known order, equal or smaller than 10: σ(x) =
∑10
l=0 θlx
l,
where in principle one or more θl can be equal to zero. The
vectorΘ = {θ0, θ1, . . . , θ10} is initialized with θ0 = const
and all the others equal to zero. The constant can be cho-
sen, for instance, as the standard deviation of the errors ε.
The polynomial best fit is found by means of an iterative
procedure (Algorithm 1).
Algorithm 1 Polynomial best fit
Input: data xi, εi
Initialize p = 0, θ0 = const, Pmax = 10, tol
while p ≤ Pmax & err > tol do
p = p+ 1
Initial guess for optimizationΘ = {θ0, . . . , θp−1, 0}
Θ = argmin AR(σi) (with σi =
∑p
l=0 θlx
l
i)
err = ||AR(σ(Θold))− AR(σ(Θnew))||2
end while
In words, the algorithm finds the values of Θ for a given
polynomial order that minimizes the Accuracy-Reliability
cost function. Then it tests the next higher order, by us-
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ing the previous solution as initial guess. Whenever the
difference between the solutions obtained with two succes-
sive orders is below a certain tolerance, the algorithm stops.
The multidimensional optimization problem is solved by a
BFGS Quasi-Newton method with a cubic line search pro-
cedure. Note that whenever a given solution is found to
yield a local minimum for the next polynomial order, the
iterations are terminated.
Figure 6. G dataset: True value of the standard deviation σ (red
line) and mean value obtained averaging over 100 independent
runs (black line). The gray shaded areas denote the confidence
interval of one and two standard deviations calculated from the
same ensemble of runs. In the top panel σ is calculated through a
Neural Network, while in the bottom panel as a polynomial func-
tion (see text).
5.5. One-dimensional tests
The results for the 1D datasetsG,Y,W are shown in Fig-
ures 6 - 8, in a way consistent with Kersting et al. (2007).
The red lines denote the true standard deviation σ(x) used
to generate the data. The black line indicates the values of
the estimated σ averaged over 100 independent runs, and
the gray areas represent one and two standard deviations
from the mean. A certain spread in the results is due to
different training sets (in each run 100 points are sampled
independently) and, for the Neural Network, to random ini-
tialization. The top panels show the results obtained with
the Neural Network, while the bottom panels show the re-
sult obtainedwith the polynomial fit. In all cases, except for
Table 1. Negative Log Estimated Predictive Density
DATASET GP AR-NN AR-POLY
1ST QUARTILE 1.22 1.21 1.15
G MEDIAN 1.28 1.26 1.17
3RD QUARTILE 1.37 1.33 1.21
1ST QUARTILE 1.23 0.49 0.40
Y MEDIAN 1.56 0.57 0.44
3RD QUARTILE 2.16 0.65 0.51
1ST QUARTILE 1.15 -0.15 0.06
W MEDIAN 1.68 -0.03 0.17
3RD QUARTILE 3.18 0.09 0.37
theW dataset (polynomial case, bottom panel), the results
are very accurate. We report in Table 1 the Negative Log
Estimated Predictive Density NLPD = −1/n∑ log p(yi)
calculated over n = 900 test points, where pi is the prob-
ability density of a normal distribution with mean µi and
standard deviation σi. We have calculated the NLPD for
100 independent runs and we report in the Table the val-
ues of the quartiles (due to the presence of large outliers,
these are more representative than mean and standard de-
viation). We compare the results obtained with a standard
(homoskedastic) GP, our Neural Network implementation,
and the polynomial fit implementation, clearly showing the
strength of the new method.
5.6. Multi-dimensional test
For the 5D dataset it is impractical to compare graphically
the real and estimated σ(x) in the 5-dimensional domain.
Instead, in Figure 9 we show the probability density of
the real versus predicted values of the standard deviation.
Values are normalized such that the maximum value in the
colormap for any value of predicted σ is equal to one (i.e.
along vertical lines). The red line shows a perfect predic-
tion. The colormap has been generated by 10e6 points,
while the model has been trained with 10,000 points only.
For this case, we have used an exact mean function (equal
to zero), in order to focus exclusively on the estimation of
the variance. We believe that this is an excellent result for a
very challenging task, given the sparsity of the training set,
that shows the robustness of the method.
6. Discussion and future work
We have presented a simple parametric model for esti-
mating the variance of probabilistic forecasts or, equiv-
alently, to compute the Gaussian noise in heteroskedas-
tic regression. We assume that the data is distributed as
N (f(x), σ(x)2), and that an approximation of the mean
function f(x) is available (the details of the model that ap-
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Figure 7. Y dataset: True value of the standard deviation σ (red
line) and mean value obtained averaging over 100 independent
runs (black line). The gray shaded areas denote the confidence
interval of one and two standard deviations calculated from the
same ensemble of runs. In the top panel σ is calculated through a
Neural Network, while in the bottom panel as a polynomial func-
tion (see text).
x
proximates the mean function are not important). In order
to generate the uncertainty σ(x), we propose to minimize
the Accuracy-Reliability cost function, which depends only
on σ, on the errors ε, and on the size of the training set
N . We have discussed how accuracy and reliability are
two conflicting metrics for a probabilistic forecast and how
the latter can serve as a regularization term for the former.
We have shown that by solving this multidimensional opti-
mization problem, one is able to discover, with high accu-
racy, the hidden noise function. An important point to no-
tice is that by setting the problem as an optimization for the
Accuracy-Reliability cost function, the result for σ will be
optimal, for the given approximation of the mean function
f(x). In other words, the method will inherently attempt
to correct any inaccuracy in f(x) by assigning larger vari-
ances. Hence, the agreement between predicted and true
values of the standard deviation σ presented in Figures 6-
8 must be understood within the limits of the approxima-
tion of the mean function provided by the Gaussian Pro-
cess regression. By decoupling the prediction of the mean
function (which can be assumed as given by a black-box)
from the estimation of the variance, this method results in a
Figure 8.W dataset: True value of the standard deviation σ (red
line) and mean value obtained averaging over 100 independent
runs (black line). The gray shaded areas denote the confidence
interval of one and two standard deviations calculated from the
same ensemble of runs. In the top panel σ is calculated through a
Neural Network, while in the bottom panel as a polynomial func-
tion (see text).
much lower cost than strategies based on a Bayesian frame-
work (and subsequent approximations). Moreover, for the
same reason this method is very appealing in all applica-
tions where the mean function is necessarily computed via
an expensive black-box, such as computer simulations, for
which the de-facto standard of uncertainty quantification is
based on running a large (time-consuming and expensive)
ensemble. Finally, the formulation is well suited for high-
dimensional problems, since the cost function is calculated
point-wise for any instance of prediction and observation.
Although very simple and highly efficient the method is
fully parametric, and hence it bears the usual drawback
of possibly dealing with a large number of choices for
the model selection. An interesting future direction will
be to incorporate the Accuracy-Reliability cost function in
a non-parametric Bayesian method for heteroskedastic re-
gression.
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Figure 9. Probability density of the prediction versus real values
of σ for the 5D dataset. The red line denotes perfect prediction.
The densities are normalized to have maximum value along each
column equal to one. 10,000,000 samples have been used to gen-
erate the plot (with a training set of 10,000 points).
References
Anderson, Jeffrey L. A method for producing and evaluat-
ing probabilistic forecasts from ensemble model integra-
tions. Journal of Climate, 9(7):1518–1530, 1996.
Antunes, Francisco, OSullivan, Aidan, Rodrigues, Filipe,
and Pereira, Francisco. A review of heteroscedasticity
treatment with gaussian processes and quantile regres-
sion meta-models. In Seeing Cities Through Big Data,
pp. 141–160. Springer, 2017.
Binois, Mickael, Gramacy, Robert B, and Ludkovski,
Michael. Practical heteroskedastic gaussian process
modeling for large simulation experiments. arXiv
preprint arXiv:1611.05902, 2016.
Boukouvalas, Alexis and Cornford, Dan. Learning het-
eroscedastic gaussian processes for complex datasets.
Technical report, 2009.
Bro¨cker, Jochen and Smith, Leonard A. Scoring probabilis-
tic forecasts: The importance of being proper. Weather
and Forecasting, 22(2):382–388, 2007.
Gal, Yarin and Ghahramani, Zoubin. Dropout as a bayesian
approximation: Representing model uncertainty in deep
learning. In international conference on machine learn-
ing, pp. 1050–1059, 2016.
Genz, Alan. Testing multidimensional integration routines.
In Proc. Of International Conference on Tools, Methods
and Languages for Scientific and Engineering Compu-
tation, pp. 81–94, New York, NY, USA, 1984. Elsevier
North-Holland, Inc. ISBN 0-444-87570-0.
Gneiting, Tilmann and Katzfuss, Matthias. Probabilistic
forecasting. Annual Review of Statistics and Its Applica-
tion, 1:125–151, 2014.
Gneiting, Tilmann, Raftery, Adrian E, Westveld III, An-
ton H, and Goldman, Tom. Calibrated probabilistic fore-
casting using ensemble model output statistics and mini-
mum crps estimation. Monthly Weather Review, 133(5):
1098–1118, 2005.
Goldberg, Paul W, Williams, Christopher KI, and Bishop,
Christopher M. Regression with input-dependent noise:
A gaussian process treatment. In Advances in neural in-
formation processing systems, pp. 493–499, 1998.
Hamill, Thomas M. Reliability diagrams for multicategory
probabilistic forecasts. Weather and forecasting, 12(4):
736–741, 1997.
Hamill, Thomas M. Interpretation of rank histograms for
verifying ensemble forecasts. Monthly Weather Review,
129(3):550–560, 2001.
Herna´ndez-Lobato, Jose´ Miguel and Adams, Ryan.
Probabilistic backpropagation for scalable learning of
bayesian neural networks. In International Conference
on Machine Learning, pp. 1861–1869, 2015.
Hersbach, Hans. Decomposition of the continuous
ranked probability score for ensemble prediction sys-
tems. Weather and Forecasting, 15(5):559–570, 2000.
Kersting, Kristian, Plagemann, Christian, Pfaff, Patrick,
and Burgard,Wolfram. Most likely heteroscedastic gaus-
sian process regression. In Proceedings of the 24th inter-
national conference on Machine learning, pp. 393–400.
ACM, 2007.
La´zaro-Gredilla, Miguel and Titsias, Michalis. Variational
heteroscedastic gaussian process regression. 2011.
Le, Quoc V, Smola, Alex J, and Canu, Ste´phane. Het-
eroscedastic gaussian process regression. In Proceedings
of the 22nd international conference on Machine learn-
ing, pp. 489–496. ACM, 2005.
Leutbecher, Martin and Palmer, Tim N. Ensemble forecast-
ing. Journal of Computational Physics, 227(7):3515–
3539, 2008.
MacKay, David JC. A practical bayesian framework for
backpropagation networks. Neural computation, 4(3):
448–472, 1992.
Matheson, James E and Winkler, Robert L. Scoring rules
for continuous probability distributions. Management
science, 22(10):1087–1096, 1976.
Accuracy-Reliability Cost Function
Mun˜oz-Gonza´lez, Luis, La´zaro-Gredilla, Miguel, and
Figueiras-Vidal, Anı´bal R. Heteroscedastic gaussian
process regression using expectation propagation. In
Machine Learning for Signal Processing (MLSP), 2011
IEEE International Workshop on, pp. 1–6. IEEE, 2011.
Murphy, Allan H. The value of climatological, categorical
and probabilistic forecasts in the cost-loss ratio situation.
Monthly Weather Review, 105(7):803–816, 1977.
Murphy, Allan H and Winkler, Robert L. Diagnostic verifi-
cation of probability forecasts. International Journal of
Forecasting, 7(4):435–455, 1992.
Neal, Radford M. Bayesian learning for neural networks,
volume 118. Springer Science & Business Media, 2012.
Owens, Mathew J, Horbury, TS, Wicks, RT, McGregor,
SL, Savani, NP, and Xiong, M. Ensemble downscal-
ing in coupled solar wind-magnetosphere modeling for
space weather forecasting. Space Weather, 12(6):395–
405, 2014.
Quadrianto, Novi, Kersting, Kristian, Reid, Mark D, Cae-
tano, Tibe´rio S, and Buntine, Wray L. Kernel conditional
quantile estimation via reduction revisited. In Data Min-
ing, 2009. ICDM’09. Ninth IEEE International Confer-
ence on, pp. 938–943. IEEE, 2009.
Rasmussen, Carl Edward and Williams, Christopher KI.
Gaussian process for machine learning. MIT press,
2006.
Toth, Zoltan, Talagrand, Olivier, Candille, Guillem, and
Zhu, Yuejian. Probability and ensemble forecasts, 2003.
Weigend, Andreas S and Nix, David A. Predictions with
confidence intervals (local error bars). In Proceedings of
the international conference on neural information pro-
cessing, pp. 847–852, 1994.
Wilks, Daniel S. Statistical methods in the atmospheric
sciences, volume 100. Academic press, 2011.
Williams, Peter M. Using neural networks to model condi-
tional multivariate densities. Neural Computation, 8(4):
843–854, 1996.
Yuan, Ming and Wahba, Grace. Doubly penalized likeli-
hood estimator in heteroscedastic regression. Statistics
& probability letters, 69(1):11–20, 2004.
