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The rapid development of information technology brings us the difficulty of finding 
relevant information from the extremely huge resources. In order to improve the quality 
of searching results, it is necessary to make full use of human information seeking 
behavior which increasingly becomes a popular topic in many disciplines. The extant 
research studies information seeking behavior by taking one-session cognitive and 
behavioral perspectives as well as multi-session perspectives. However, these 
perspectives are not comprehensive enough to address the complexity of information 
seeking behavior, and what’s more, they are not tightly integrated. Systematic 
understanding of underlying mechanisms that govern the dynamics of information 
seeking behavior still lacks.  
With a focus on interactive information retrieval behavior, this study proposes an 
integrated framework based on activity theory. This framework is not only more 
comprehensive and integrated compared to the frameworks in extant research, but also 
offers an explanation of the mechanisms that govern the interaction between users’ 
cognitive state and their manifested behavior when using an information retrieval 
system. Furthermore, a set of four patterns are advanced to describe the mechanisms. An 
empirical study is carried out to verify the proposed patterns. Our experimental 
simulation of 81 subjects in one search session indicates that the patterns are largely 
supported. Our findings indicate that users adopt a divide-and-conquer strategy in 
information retrieval and their behavior is planned. Such planning of information 
retrieval activity is also partially manifested in query revision tactics. Users learn from 
different aspects of previously read documents because of different targets. Users’ 
interaction with system ultimately changes users’ information need and the resultant 
 viii
relevance judgment, but the dynamics of topicality perception and novelty perception are 
found to be at different paces. 
Keywords: 
Interactive Information Seeking (IIS), Interactive Information Retrieval (IIR), Relevance 
Judgment, Activity Theory, Query Revision 
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1 INTRODUCTION 
With the rapid development of information technology, a large amount of textual 
documents are easily available through many information media such as internet and 
digital library. This convenience, however, brings us the difficulty of finding relevant 
information from the extremely huge resources, which raises an urgent need for 
information retrieval (IR) system to have the ability of helping users obtain useful 
information. Traditional IR models only focus on comparing or matching user’s literal 
query and the documents (Spink, 1997; Saracevic, 1997), and do not fully make use of 
the rich and varied interactions between users and IR system for better retrieval 
precision. A better use of human information seeking behavior can improve the quality 
of searching results (Robins, 2000).  
In the past decade, human information seeking behavior increasingly becomes an 
interested topic in many disciplines such as information science (Vakkari, 2003), 
management (Xu et al., 2006) and psychology (Pirolli & Card, 1999). In information 
science community, interactive information seeking behavior is typically defined as the 
user-system interaction that occurs during the information retrieval process, involving all 
major participants in the process (Ingwersen, 1992). This interactive nature is not only 
recognized by researchers interested in user behavior, but also system-centered 
researchers who develop tools and algorithms to better support the interaction process. 
Several models of interactive information seeking behavior have been developed by a 
number of user studies (Ingwersen, 1992; Harter, 1992; Kuhlthau, 1993; Ingwersen, 
1996; Belkin, 1996; Saracevic, 1996a; Spink, 1997; Saracevic, 1997; Robins, 2000; Xie, 
2000). The famous Rocchio’s relevance feedback model (Rocchio, 1971) and its variants 
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are still a popular paradigm to support user-system interaction in many IR system (Xu & 
Benaroch, 2005). 
However, only a few studies have been conducted with a focus on the dynamic nature of 
interaction with IR systems (Robins, 2000). We are still not clear about what the nature 
of interactive information seeking behavior is. System-centered researchers typically 
focus on the information retrieval iteration and design algorithms to incorporate earlier 
user-system interaction into later rounds of information retrieval. For example, previous 
queries and retrieved documents can be used to expand and enrich a user query (Xu & 
Benaroch, 2005), or from the opposite perspective, they can be used to indicate the 
redundancy of a retrieved document (Zhang et al., 2002). The assumption of such 
approach is that individual user’s characteristic is not relevant. For example, when 
document redundancy is used as a measure to filter out some retrieved documents 
(Zhang et al., 2002), users’ learning of document is assumed to be complete. In cases 
when automatic query expansion is used (Xu & Benaroch 2005), users’ information 
need is assumed to be fixed over rounds of information retrieval. These assumptions are 
obviously a simplification of reality.  
User-centered studies have not provided sufficient insight either. For example, Borlund 
(2003) provided a summary of user studies on the dynamics of document relevance 
judgment which is an important aspect of interactive information seeking behavior. He 
summarized a handful of empirical studies that support the notion of dynamic relevance, 
but still left a lot of questions unanswered. For example, what are the causes of relevance 
dynamics? Which aspects of users’ cognitive state are changing in an information 
seeking process? How is one cognitive context transformed into another? What is the 
relationship between dynamics of relevance judgment and manifested information 
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seeking behavior such query revision? Although some exploration has been done in a 
number of user studies (Spink et al., 1998; Vakkari & Hakala, 2000; Foster, 2003; 
Anderson, 2005), besides repeatedly confirming that interactive information seeking is 
dynamic, the extant research still lacked a systematic understanding of the dynamics of 
interactive information seeking behavior.  
However, systematic understanding of the dynamics of interactive information seeking 
behavior is necessary. This problem is important because it might provide a conceptual 
foundation for user-centered researchers to design new user studies, and provide the 
system-centered researchers some guidelines to design a more user-friendly as well as 
effective IR system. 
In this study, we define interactive information seeking (IIS) behavior as the interaction 
between a user and an information system (e.g., library, search engine) for a particular 
information need over a time period. When the information system in concern is an 
electronic information retrieval system, such interaction is termed as interactive 
information retrieval (IIR) behavior. Human information seeking behavior is almost 
always interactive. We use the term “interactive” to stress our focus on interaction rather 
than proposing a new type of information seeking behavior. The purpose of this study is 
to explore the dynamic and interactive nature of information seeking behavior. 
Specifically, we are interested in exploring how users’ cognitive sate and query 
specification behavior are shaped in the user-system interaction process.  
A few streams of research are related to this study, including studies of interactive query 
revision, subjective relevance judgment of documents, and longitudinal studies in 
information seeking behavior. However, each individual perspective is not in itself 
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comprehensive enough to address the complexity of information seeking behavior. They 
are by and large not integrated.  
Putting user-system interaction and their reciprocal effect under the spotlight, this study 
differs from the extant research by providing a comprehensive framework to incorporate 
diverse perspectives. Our framework is based on activity theory (Vygotsky, 1978; 
Leont'ev, 1978) which helps to tie together various streams of research. The advantage 
of activity theory lies in its comprehensiveness as a framework and its implications on 
the underlying mechanisms that govern the interaction among elements of information 
seeking activity. Particularly, it helps explain the transition of users’ cognitive state as 
well as that of users’ query specification behavior and the reciprocal effect between the 
two. 
Based on the integrated framework, four patterns are proposed to describe IIR behavior. 
Although theoretically appealing, the viability of the framework and proposed patterns 
demands empirical test. We conduct an exploratory study to verify the framework. 
Although exploratory in nature, our findings are largely consistent with the proposed 
patterns.  
This thesis is organized as follows: we first review the extant research in chapter 2. In 
chapter 3, we introduce activity theory, and apply its tenets to the analysis of IIS 
behavior. Following that, with a particular focus on IIR behavior, a framework of user-
system interaction is proposed based on which a set of patterns for IIR behavior are 
advanced. We elaborate our methodology in chapter 4 and analyze the experimental 
results in chapter 5. Finally, implications and future research are discussed in chapter 6.  
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2 LITERATURE REVIEW 
Human information seeking behavior can be regarded as purposive seeking of 
information to satisfy an information need. Information seeking behavior could last for a 
long period with multiple search sessions or for just one session (Belkin & Vickery, 
1985; Lin & Belkin, 2005). We define a search session as continuous interaction 
between a user and an information system without major interruption of activities for 
purposes irrelevant to the information seeking task. Library visit and consecutive rounds 
of internet search are examples of search session. Although users might study the 
obtained documents and take notes in the process of information seeking, if the major 
purpose is still to obtain relevant information, we do not consider such activities as 
interruption of a search session. In contrary, if the users allocate a long period of time 
just to study the document, make summaries and write report, we would consider such 
activities as interruptions because the major purpose is not to obtain documents, but to 
use them. Our definition of session is close to Lin & Belkin’s (2000; 2005) definition of 
search episode.  
Based on above definition, the previous studies are reclassified by two criteria: number 
of sessions and cognitive/behavioral perspective.  Since most multi-session studies take 
both cognitive and behavioral perspectives, we do not further divide these studies into 
cognitive and behavioral groups. That is why we end up with three groups: One-session 
cognitive models, One-session behavioral models and Multi-session models. One-session 
cognitive models mostly focus on the dynamic relevance (Harter, 1992; Park, 1993; 
Spink et al., 1998; Robins, 2000) and one-session behavioral models mainly focus on 
interactive query revision (IQR) behaviors (Hancock-Beaulieu et al., 1991; Spink & 
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Saracevic, 1997; Nordlie, 1999; Efthimiadis, 2000; Vakkari et al., 2003). Nevertheless, 
the findings from these studies may not be limited to one session context. Multi-session 
studies explicitly investigate the pattern of information seeking behavior over a long 
time period. The two major frameworks proposed are Kuhlthau’s (1993) six-stage model 
and Belkin’s multi-episodic model (Lin & Belkin, 2000; 2005).  Although the above 
classification of streams of research is not orthogonal and mutually exclusive, it serves 
as a convenient scheme to structure our literature review. 
TABLE 2.1 Classification of Literature 
 Streams of Previous Study Empirical Studies 
Stratified Model (Saracevic, 1996a; Saracevic, 1997) 
Interactive Feedback Model (Spink, 1997) One-Session Cognitive 
Models Harter's Psychological 
Relevance Model 
(Harter, 1992; Park, 1993; Spink et al., 
1998; Robins, 2000) 
Interactive Query Revision / 
Expansion (IQR/IQE) 
(Hancock-Beaulieu et al., 1991; 
Iivonen, 1995; Koenemann & Belkin, 
1996; Spink & Saracevic, 1997; 
Nordlie, 1999; Efthimiadis, 2000; 
Vakkari et al., 2003; Anick, 2003; 





Planned & Situated Model (Xie, 2000) 
Episodic Model (ASK / 
MISE) 
(Belkin et al., 1982a; Belkin et al., 
1982b; Belkin, 1984; Belkin & Vickery, 
1985; Belkin, 1993; Belkin et al., 1995; 
Belkin, 1996; Lin & Belkin, 2000; Lin 
& Belkin, 2005) Multi-Session Models 
Kauthau's Six-Stage Model 
(Cuadra & Katter, 1967; Kuhlthau, 
1993; Bateman, 1998; Wang & Soergel, 
1998; Tang & Solomon, 1998; Wang & 
White, 1999; Vakkari & Hakala, 2000) 
 
Table 2.1 shows the three streams of the literature and their corresponding studies. 
Before we discuss them one by one, we first briefly introduce subjective relevance and 
multidimensionality of relevance judgment in Section 2.1. I make these ideas clear here 
because of two reasons. Firstly, document relevance judgment is the main theme of 
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cognitive perspective in IIR. It is widely adopted by both single-session and multi-
session models to measure whether a document is useful or relevant to users’ task. The 
notion of relevance used in most literature is not an algorithm-determined number, but 
determined by users’ subjectively judgment. Moreover, multidimensionality of relevance 
judgment is suggested by some previous studies. Two main criteria, topicality and 
novelty, are used in this study. Both of them are defined as subjective perceptions rather 
than objective measures. Therefore, it is necessary to introduce these concepts first.  
2.1 Relevance and Relevance Judgment 
2.1.1 Subjective Relevance 
The prevailing system-centered research treats relevance as an algorithm-determined 
number just like the cosine similarity score in the vector space model (Baeza-Yates & 
Ribeiro-Neto, 1999). This relevance score is used to represent the match between a 
query and a document. This concept of relevance can be named as system relevance 
(Saracevic, 1996b). Since 60’s, there has been a trend that relevance is increasingly 
regarded as a subjective, dynamic, multidimensional and measurable concept (Saracevic, 
1975; Schamber et al., 1990; Schamber, 1994; Saracevic, 1996b; Borlund, 2003) which 
has a wider spectrum than previous perspectives. The term subjective relevance refers to 
the degree that the user subjectively perceives how much a document is related to her 
current need and situation. Three different types of subjective relevance are 
distinguished from each other and improved by Saracevic (1996b) and Borlund (2003). 
All of them are concerned with the appropriateness of a retrieved document but refers to 
various degrees of intellectual interpretations.  
Firstly, Topical Relevance is defined as user’s “aboutness” of whether a document is 
related to the topic of interest or how sure a document can be classified into the current 
 8
topic area suggested by a query (Saracevic, 1975; Saracevic, 1996b; Mizzaro, 1997; 
Cosijn & Ingwersen, 2000). Therefore, it is possible for different users to have the same 
topical relevance judgment for a document, and the topic relevance has some degree of 
objectivity (Borlund, 2003).  
Secondly, Cognitive Relevance measures the intellectual relationship between the users’ 
intrinsic information need and retrieved documents. This relationship can be perceived 
by his cognitive state of knowledge. This idea is similar to the definition of ASK (Belkin 
et al., 1982a; Belkin et al., 1982b). Following this statement, relevance is no longer 
about the content but a feeling of users. A key point is that cognitive relevance considers 
the dynamics of information need.  
Thirdly, Situational Relevance takes a pragmatic perspective and defines relevance as 
the utility, usefulness and value of the document to the user’s working task or problem at 
hand (Saracevic, 1975; Schamber, 1994; Cosijn & Ingwersen, 2000). Although it may be 
difficult to distinguish between the types of cognitive and situational relevance (Borlund, 
2003), we note that the key difference between them was the tightness of coupling with 
the real-world context where information need arises. Situational relevance is highly 
context dependent and is a potentially dynamic type of relevance which focuses on 
immediate problems while cognitive relevance does not require the effectiveness of 
solving problems.  
2.1.2 Multidimensionality of Relevance Judgment 
Relevance is regarded as a multidimensional concept because relevance judgment 
involves many criteria. For example, Cuadra & Katte (1967) listed 38 relevance criteria, 
Rees & Schultz (1967) and Bateman (1998) suggested 40 variables respectively that 
 9
affect relevance judgment, Park (1993) found relevance judgment is affected by 23 
factors, Maglaughlin & Sonnewald (2002) pointed out 29 criteria, and Schamber (1994) 
gave an impressive list of more than 80. Obviously, not all criteria are significant and 
important in all contexts.  
Given the sheer number of relevance criteria identified by prior studies, it is impractical 
and inappropriate to test all of them in one study. Xu & Chen (2005) found that when the 
focus is on document content, a set of five core relevance criteria which consist of 
topicality, novelty, reliability, understandability and scope can, to a large degree, 
represent the numerous criteria identified in the past literature (Park, 1993; Spink et al., 
1998; Bateman, 1998; Wang & Soergel, 1998; Fitzgerald & Galloway, 2001; 
Maglaughlin & Sonnewald, 2002). Their experimental study of document evaluations 
from 242 subjects confirmed that except scope, all other four were statistically 
significant to relevance judgment. Among the five factors, topicality and novelty are 
considered as fundamental, and only the documents with high topicality and high 
novelty are considered as cognitively or situational relevant (Xu & Chen, 2006). In this 
study, topicality is defined as the extent to which the content of a retrieved document is 
related to a user’s information need, and novelty is defined as the extent to which the 
content of a retrieved document is new to a user or different from what the user has 
known before. The other criteria, i.e., understandability, reliability and scope are treated 
as supplementary and not of deterministic effect on relevance judgment.  
2.2 One-Session Cognitive Models 
The cognitive perspective approaches IIS from users’ dynamic information need and the 
resultant dynamic relevance judgment (Ingwersen, 1996). We differentiate the concept 
of information task and information need. The former refers to the totality of information 
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collection and use; the latter refers to a specific topic of interest in a search session. The 
cognitive perspective posits that users search information because their current stock of 
knowledge is not enough to fulfill the information need. Most works in this group inherit 
the cognitive relevance and emphasize on the change of cognitive state during each 
interaction. 
Firstly, Saracevic designed and improved Stratified Model in two consecutive papers 
(Saracevic, 1996a; Saracevic, 1997). This model accounted for the multiple dimensions 
of user involvement in IIS. It posits IIS process into user and system sides. The user side 
includes cognitive, affective, and situational levels, while the system side contains 
engineering, processing, and context levels. However, stratified model lacks a 
description of temporal effect. In other words, it does not consider the dynamic process 
of the interaction. 
Secondly, Interactive Feedback Model (Spink, 1997) suggests a comprehensive 
coverage of the complex and cyclical nature of IIS. This model considers both time and 
cycles occurring during searches as the factors in IIS. During each cycle, five different 
types of interactive feedback are identified in the interaction between user and 
intermediary, such as content relevance, term relevance, magnitude relevance, tactical 
review and term review. Unfortunately, no patterns have been found for the connection 
between cycles.  
Thirdly, quite a few works focus on the dynamics of relevance judgment. Relevance 
dynamics is defined as how the same user’s perception of relevance may change over 
session time (Borlund, 2003). Schamber et al. (1990) cited Vickery (1959) as the first 
researcher to highlight this point. The dynamic nature of relevance is also implied by 
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Belkin’s idea (Belkin et al., 1982a; Belkin et al., 1982b) of Anomalous State of 
Knowledge (ASK) which suggests that human information seeking begins with the 
awareness of the knowledge gap between their current stock of knowledge and the 
information need, and such ASK will be modified the moment a relevant document is 
encountered. Similar idea has been advanced by Bates (1989) in the “berrypicking” 
analogy which assumes that the previously “picked” documents affect the satisfaction 
with the document encountered next. Therefore, dynamic information need in IIS is 
essentially dynamic ASK. 
On the other hand, relevance judgment is the match between information need and 
document content, that is, how effectively a document can resolve ASK (Belkin et al., 
1982a). Since ASK is not directly observable, users’ relevance judgment which 
manifests ASK becomes the major stream of research that in the cognitive perspective. 
As stated in Section 2.1, the classification of different types of relevance and the 
dimensionality of relevance judgment are gradually converging in the literature. 
However, little is known about the dynamics of relevance judgment, and very few 
studies have taken dynamics of relevance as the central theme.  
The major theoretical foundation of dynamic relevance is Harter’s (1992) Psychological 
Relevance Model which is based on Sperber & Wislon’s (1986) relevance theory. 
According to the relevance theory, documents are relevant to a user because they bring 
about psychological context effect. In other words, new information is able to work 
together with the user’s existing knowledge to produce new knowledge, or to strengthen 
or weaken the confidence in existing knowledge. Following this statement, Harter (1992) 
first defined the cognitive context as the users’ current knowledge and the information 
need as a function of the user’s cognitive context. Then he pointed out that the cognitive 
 12
context was dynamic and would change with the discovery of relevant documents, 
therefore the user’s information need would be unavoidably updated when encountering 
new documents as well as other phenomena in the search process. According to this 
argument, the dynamics of user’s cognitive context and the dynamics of information 
need are the two aspects of the same phenomenon.  
We can find adequate supports for psychological relevance model in many subsequent 
empirical studies. Park (1993), in studying of users’ relevance judgment criteria, found 
that users’ problem context changed as users obtained new ideas and expanded their 
thinking. Such changes lead to problem reformulation. Spink et al. (1998b) found the 
number of partially relevant documents was positively correlated to the changes in user’s 
problem definition, personal knowledge and relevance criteria based on the study of 55 
subjects in their initial stage of search. From this phenomenon, they suggested that 
partially relevant document might play an important role to help user define information 
need in the initial stage. Thus, a three-dimensional spatial model consisting of relevance 
level, region and time was presented to further investigate and understand users’ 
relevance judgment. Robins (2000) studied changes of users’ focus on aspects of their 
information need during the users-library intermediary interaction. He speculated that 
user’s information need changed even within a single session and found that users 
concentrated on searching strategy and evaluation of retrieved documents. However, no 
patterns could be found in the users’ focus shifts even if the focus shifted rapidly. 
In short, Harter’s (1992) theorization takes information need and relevance as the main 
aspects of users’ cognitive state. The dynamics of IIS is reflected in the dynamics of 
relevance judgment which is in turn affected by information need, task situation, and 
documents encountered. Empirical studies based on cognitive perspective mainly 
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focused on single session, although there is no theoretical reason to prevent this 
perspective from being applied to multi-session contexts. However, these single session 
studies did not explicitly measure and statistically test users’ changing information need 
or ASK, suggesting a weak empirical foundation for this perspective. Moreover, except 
that the topicality dimension of relevance judgment is found dynamic, we are aware of 
very few studies investigating the dynamics of other dimensions of relevance judgment. 
Furthermore, manifested information seeking behavior such as query revision is 
detached from cognitive state and not investigated.  
2.3 One-Session Behavioral Models 
One kind of dynamic natures of IIS is the interaction between a document and a user’s 
cognitive state. Therefore, an intuitive perspective to study the dynamics of IIR behavior 
is to observe users’ query revision behavior when using an information retrieval system. 
Most studies with behavioral perspective, i.e. interactive query revision (IQR) and 
interactive query expansion (IQE), take query revision as the central theme (Park, 1993; 
Spink et al., 1998; Robins, 2000). Some important and interesting user behavior patterns 
are described as below.  
Firstly, users’ behaviors can be classified at different levels. Bates (1990) hierarchically 
organized users’ behaviors as move, tactic, stratagem and strategy. Move is the basic 
unit of users’ behaviors such as entering a search term or an operator. Tactic is a move or 
moves made with the purpose of improving and speeding the search, e.g. move 
downward to a more specific term. Stratagem consists of one or more tactics to exploit 
the structures embedded in the document collection, e.g. scan a journal, search by query 
and trace references. Strategy is the plan for the whole information search. Bates (1990) 
also recommended that more research and development attention should be paid to the 
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tactics level since it is more pertinent in the context of query revision when interacting 
with IR system. After that, many researchers adopted her recommendation and analyzed 
the level of tactics in interactive information retrieval system (Efthimiadis, 2000; 
Vakkari et al., 2003; Anick, 2003).  
Secondly, a consistent finding is that there are several main tactics used in query revision 
(Hancock-Beaulieu et al., 1991; Iivonen, 1995; Nordlie, 1999; Efthimiadis, 2000; 
Vakkari et al., 2003; Anick, 2003). We summarize them into five most popular tactics 
(Table 2.2) : to narrow down a topic (NARROW), to move sideway to a related topic 
(RELATED), to broaden a topic (BROAD), to switch a subtopic (SWITCH), and to use 
different terms with same meaning (TERM), e.g. synonym, different terminology (W.T.), 
different order (ORD), different morphology (M.C.), different spelling (SPL) etc. From 
Table 2.2, we can find that these five groups are widely accepted in the literature.  
TABLE 2.2 Summary of Tactics of Query Revision 
TERM  NARROW RELATED BRORD SWITCH SYN M.C. ORD W.T. SPL 




√  √ √      
(Wang, 
1997) √ √ √  √     
(Nordlie, 
1999) √ √ √  √   √ √ 
(Efthimiadis, 
2000) √ √ √ √ √     
(Anick, 
2003) √ √ √ √ √ √ √ √ √ 
(Vakkari et 
al., 2003) √ √ √  √     
 
Thirdly, some researchers have focused their studies on the sources from which users 
derive new query terms when revising a query. Spink & Saracevie (1997) identified five 
sources which are question statement, domain knowledge, relevance feedback, database 
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thesaurus and intermediaries. Vakkari et al. (2003) also considered users’ background 
knowledge as an important source for revision terms. Pennanen & Vakkari (2003) 
further confirmed that new query terms from retrieved documents can significantly 
improve search results.  
Finally, most research has regarded query revision as effective and useful to improve 
search success. Efthimiadis (2000) observed that an overwhelming 96% of users were 
satisfied with the results from interactive query revision. Vakkari et al. (2003) showed 
that subjects’ confidence in the completeness of their searches was rather high, and they 
were, to some extent, satisfied with the results. Nordlie (1999) suggested that the human-
mediated interactive searches had a far higher success rate than simple online searches. 
Anick (2003) and Koenemann & Belkin (1996) found that feedback-based reformulation 
of query was overall useful and users clearly benefited from the opportunity to revise 
queries in an interactive process. However, exception does exist. Ruthven (2003) 
showed that, on average, human searchers were less likely to make good query revision 
than systems were because of inadequate instructions on how to use interactive 
functionalities.  
In addition, Vakkari and his colleagues (Vakkari et al., 2003; Pennanen & Vakkari, 
2003) found that the number of terms used for a query and number of tactics used were 
correlated with retrieval of partially relevant documents, but not fully relevant 
documents. They also suggested that a certain amount of search experience was 
necessary to formulate queries.  
While a hierarchy of user action has been established, no pattern has been discovered for 
the revision process. Spink and Saracevic’s (1997) explicitly looked for pattern of 
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information source use in query revision, but derived no particular rules. Robins (2000) 
made another attempt to analyze the shift of different discussion foci between a user and 
a library intermediary, but again derived no explicit pattern. Efthimiadis (2000) pointed 
out that question of why users adopt certain tactics and terms in the search process is still 
unanswered. We believe that to understand query revision behavior, it is critical to 
integrate it with users’ cognitive state. But interactive query revision studies focused 
only on users’ manifested query revision behavior without paying any attention to users’ 
cognitive state. 
The study by Xie (2000) is exceptional. She defines a search episode as a document 
finding and evaluation cycle in library. Recognizing the importance of users’ cognitive 
state, Xie (2000) highlighted that users’ information need is a multi-level concept which 
includes long-term goal, leading search goal and current search goal of different lasting 
period. Current search goal in an episode can be further broken down into interactive 
intentions. Interactive intentions include identification of starting point for a search task 
and following-up information need, learning of system features and domain knowledge, 
finding, locating, accessing, evaluating and record-keeping of documents.  
Interactive intention links up search goal and search behavior. A series of interactive 
intentions is the working plan to accomplish search goal. Xie (2000) regarded interactive 
intentions as a planned sequence that is subject to the influence of exceptions in user-
system interaction. For example, after evaluating an information item, a user might keep 
a record of it as planned if it is useful, or search for alternative items if it is not. 
Therefore, interactive intentions are both planned and situated.  
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Xie’s (2000) study enriches the traditional behavioral perspective by linking up the 
cognitive aspect and the behavioral aspect. However, an important link between 
cognitive state and information environment (i.e. relevance judgment) is not 
incorporated. Therefore, the reciprocal effect between the two is not fully captured. Also, 
because the interactive intentions are particular to library system, the implications of the 
study to IR system design is indirect. 
2.4 Multi-Session Models 
Multi-session perspective on information seeking behavior represents an effort to build a 
comprehensive model of IIS behavior. We review the frameworks advanced by 
Kuhlthau (1993), and Lin and Belkin (2000; 2005).  
The basic tenet of Kuhlthau’s (1993) Six-Stage Model of information seeking process is 
that the process is staged. Users are unclear about their information need in the earlier 
stages, and tend to look for documents of more general topics. In the later stages, users 
get more focused as they get clearer of what their information need is.  
Consistent with Kuhlthau’s framework, Cuadra & Katter (1967) found that users’ 
perception of the degree of relevance of a document changed as the users’ goals and 
situations changed (e.g., to find definitions, to write reviews, or to learn methodology for 
research work). Similarly, Tang & Solomon (1998) case-studied a graduate student’s 
literatures search in two sessions one month apart. They found that in the first session 
user’s mental model of what constitutes relevant document changed as the search 
proceeded and the user became more confident in judgment of relevance. Such change 
of mental model was also observed within the second session one month later and across 
the sessions. One significant indicator of the cross-session difference was that the later 
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session was marked by more specific topical terms than in the earlier one. In conclusion, 
they regarded relevance judgment as the process of meaning construction, learning, and 
sense making. This process leads to the re-construction of what is thought to be needed 
information. Similarly, Wang & Soergel (1998) and Wang & White (1999) found that 
users followed a three-stage model which was composed of selecting, reading and citing. 
In this process, users follow a winnowing process to filter out documents. Bateman 
(1998) found that the importance of 40 relevance criteria did not change in students’ 
research, while the relevance of individual documents did change. Change in the content 
of interest was speculated as responsible for the changing relevance of individual 
document. Similarly, Vakkari & Hakala (2000) revealed that when comparing earlier 
and later stages of information seeking: (1) there was little change in percentage of non-
relevant documents, but slight decrease in relevant documents; (2) the share of major 
categories of relevance criteria (information content, sources of documents, document as 
physical entity, user’s situation, user’s experience, and information types) remained 
stable, which was in consistence with Bateman’s study (1998); (3) topicality was clearly 
the most important relevance criteria, and other criteria were of much less importance. 
Therefore, they suggested that search topic did change, but not fully reflected in the 
changing importance of topicality.  
On the other hand, Episodic Model was proposed by Belkin and his colleagues in a 
number of studies (Belkin & Vickery, 1985; Belkin, 1993; Belkin et al., 1995; Belkin, 
1996). This model is based on the assumption that the real problem in IR is not how to 
represent texts but how to represent the users’ Anomalous State of Knowledge (ASK) 
(Belkin et al., 1982a; Belkin et al., 1982b). It considers user’s interaction with IR 
systems as a sequence of different interactions in a series of information seeking 
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episodes. Recently, Lin and Belkin (2000, 2005) investigated different reasons driving 
users to carry out consecutive search episodes. Their investigation of an important type 
of consecutive search – to elaborate past search – found that besides searcher and search 
activity, the search context, users’ interaction with attained information, and information 
use (e.g., for decision making) all affect searchers next round of search, as suggested by 
Xie (2000). However, the purpose of their study was only to explicate a set of concepts 
for multi-session information seeking behavior. Underlying mechanisms that govern the 
interaction among different elements in the information seeking process were not 
investigated.  
Overall, although information seeking behavior is considered staged, the multi-session 
perspective does not explicitly address the hierarchical structure of users’ information 
need and the planning of it. Many empirical studies focus on the dynamics of relevance 
judgment over time (Bateman, 1998; Tang & Solomon, 1998; Vakkari & Hakala, 2000; 
Wang & White, 1999), but not the dynamics of manifested behavior (an exception is Lin 
& Belkin, 2005). 
2.5 Summary of Literature 
In summary, one-session cognitive models (Harter 1992, etc.) took a cognitive approach 
and focused on users’ dynamic relevance judgment. The studies of interactive query 
revision and interactive information retrieval (Xie, 2000) took a behavioral perspective. 
Their focus is on observing users’ actions and the immediate goals that drive them. 
Multi-session models cover both cognitive and behavioral aspects, and suggest that there 
are long-term patterns in information seeking behavior such as tightening of relevance 
judgment. While these studies have provided us a rich set of concepts, a major limitation 
of prior studies is the lack of understanding of micro level dynamics in information 
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seeking process. Particularly, we are still confused about the following questions: (1) 
What are the causes of relevance dynamics? (2) Which aspects of users’ cognitive state 
are changing in an information seeking process? (3) How is one cognitive state 
transformed into another? (4) What drives users’ choice of query revision tactics? (5) 
What is the relationship between dynamics of relevance judgment and manifested 
information seeking behavior such as query revision? 
To address these issues, we resort to activity theory (Leont’ev, 1978; Vygotsky, 1978) 
which takes the interaction between psychologically internal state and external object as 
its central theme. The advantage of activity theory lies in its comprehensiveness as a 
framework and its implications on the underlying mechanisms that govern the 
interaction among elements of information seeking activity. We believe activity theory 
can provide explanations for the missing links in the extant research and lead to a more 
comprehensive framework of information seeking behavior.  
The purpose of this study, therefore, is to provide an integrated framework and derive a 
set of testable patterns that describe the interactions among different elements in IIS. 
However, to make the project manageable, our analysis focuses on IIR only. 
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3 THEORY AND RESEARCH FRAMEWORK 
Departing from extant studies which adopt inductive methodology, we adopt a theory-
driven and deductive approach in this study, which has some obvious advantages. 
Firstly, established theories, such as those from psychology domain, have been tested in 
many different contexts and have good generalization. It is desirable and attainable to 
build our study on such an intellectual foundation as a particular application. On the 
other hand, established theory typically identifies the most important factors in a general 
domain. When applying to a particular problem, these factors serve as general guidance 
to identify domain-specific factors. In this section, we first introduce basic tenets of 
Activity Theory, and then we build our research framework based on this theory.  
3.1 Activity Theory 
The activity theory we apply to information seeking is based on the work of Leont'ev 
(1978) and Vygotsky (1978). Broadly defined, activity theory is a philosophical and 
cross-disciplinary framework for studying different forms of human practices as 
development processes, both individual and social levels interlinked at the same time 
(Kuutti, 1996). Following the direction of dialectical materialism, it postulates how 
human consciousness (which includes cognitive states but is not limited to that) shapes 
and is shaped by the material world through human activity.  
As noted in Engestrom (1993), activity theory does not offer ready-made techniques and 
procedures for research. Rather, its conceptual tools must be concretized according to the 
specific nature of the object under scrutiny. Following this statement, researchers in 
Computer-Human Interaction area have given us a good example of concretizing this 
theory (Nardi, 1996; Kuutti, 1996; Kaptelinin, 1996). They regarded activity theory as a 
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powerful and clarifying descriptive tool focuses on practice rather than “pure” theory 
(Nardi, 1996). Based on their studies, we believe the key tenets of activity theory are 
also directly relevant to information seeking behavior.  
3.1.1 Unity of Activity 
Many psychological theories use isolated human actions as the unit of analysis. These 
human actions are considered as not fruitful when analyzing real-life situation since 
actions are always situated into a context, and it is almost impossible to understand them 
without this context (Suchman, 1987). Activity theory solved this problem by taking 
activity as the basic unit of analysis (Kuutti, 1996; Spasser, 1999).  
Activity refers to the process in which mutual transfers between the poles, “subject-
object”, are accomplished (Leont'ev, 1978). Here the subject can be simplistically 
interpreted as the cognitive state of a person, and object can be interpreted as the 
objective, material existence of the world besides the psychological state. Activity can be 
manifested as human productive activities with visible object (e.g., manufacturing a car) 
or through activities with invisible object (e.g., thinking and refining a plan).  
3.1.2 Mediation 
In activity theory, analysis of activity should take into account the subject’s 
psychological aspect (the internal side), the object that the activity is oriented towards 
(the external side), and the interaction between the two through human behavior 
throughout a process. Such interaction as manifested in activity is not direct but 
mediated by tools and signs. Here, tools refer to the instruments, such as hammers and 
scissors, used to modify the external physical object (e.g., in productive activity), and 
signs refer to instruments, such as language and memory aids, used to modify one’s 
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psychological state (e.g., in thought activity such as planning) (Vygotsky, 1978; 
Leont'ev, 1978). In other words, tools are external instruments while signs are internal 
ones. Therefore, human cognitive sate includes not only perception of internal needs, 
perception of external objects, but also plans and awareness of their own behavior.  
Tools and signs are created and transformed during the development of activity itself and 
carry with a particular perspective. However, we have to note that tools and signs are 
both enabling and limiting the activity at the same time. They empower the subject in the 
transformation process with the historically collected experience and knowledge, but 
also restrict the interaction to be only from the perspective of that particular tool or sign. 
The rest features of an object which are not interpreted by the tool or sign remain 
invisible to the subject (Kuutti, 1996).  
3.1.3 Internalization and Externalization 
The reciprocal effect between a subject’s internal cognition and an external object is 
through the process of internalization and externalization via activity (Vygotsky, 1978; 
Leont'ev, 1978). In the internalization process, motives and behaviors towards external 
objects are signified and internally reconstructed (e.g., verbalized) for further 
development (e.g., reasoning). Leont'ev (1978) considers the thought activity (e.g., 
reasoning and planning) as an important component of the internalization process. A 
person not only perceives the object but also learns from his own behavior. In the 
externalization process, the person’s mental process is manifested in the modification of 
the external object, i.e., the external activity. Externalization is important when 
collaboration between several people requires their activities to be performed externally 
in order to be coordinated. The internalization and externalization are highly integrated 
and constituently iterating.  




Activities are longer-term formations, and their objects cannot be transformed into 
outcomes at once, but often through a process consisting of several steps or phases 
(Kuutti, 1996). So we can separate the process into the following three levels: activity, 
action and operation.  Moreover, the containment relationship among the three is that 
activities consist of actions or chains of actions, which in turn consist of operations 
(Figure 3.1).  
An activity is characterized by its unique motive (Leont'ev, 1978). Each motive is an 
object, material or ideal, which satisfies a need. A motive can be decomposed into goals. 
Correspondingly, the whole activity is manifested in a process of actions with specific 
conscious goals. Actions are realized through operations that are determined by the 
actual conditions of the moment that gives human behavior a strong situated taste and is 
less predictable at this level (Suchman, 1987). Operations differ from actions in the 
sense that goals are conscious in an action but unconscious in operations. Operations are 
unconscious because the subject is skilled enough to carry them out without deliberation. 
For example, a goal could be driving to office, and the operations are steering the wheel. 
An important factor is that activity, actions and operations are not fixed hierarchy, but 






FIGURE 3.1 Hierarchy of Activity Theory 
 25
down. For example, every action has a conscious goal initially. However, when the 
action has been practiced long enough, the conscious goal will fade and the action will 
be collapsed into an operation, which is unconscious. Similarly, an activity can also lose 
its motive and become an action. The flexibility of the structure makes it useful when 
describing development processes. On the other hand, this also means that it is in fact 
impossible to make a general classification of what an activity is, or what an action is, 
etc. because the definition is totally dependent on what the subject and the object in a 
particular real situation are (Kuutti, 1996). 
3.1.5 Development and History 
Activity theory stresses a developmental and historical perspective. Developmental 
perspective pertains to the tool and the sign used in an activity as well as the process of 
the activity. Regarding the former, any tool or sign has its own historical development 
process which is crystallized by its current form and use (Leont'ev, 1978). The subject 
simply inherits the human civilization embedded in the tools and signs. Regarding the 
later, understanding of the current psychological (internal) state of a subject and an 
object cannot be separated from what has happened before (Kuutti, 1996). Such a 
developmental process is driven by the “contradiction” which is the misfit within 
activity elements. Contradiction in an activity is the gap between its driving force (e.g., 
motive) and what can be offered by the external object to satisfy the drive. For example, 
the misfit between information needs and a subject’s current stock of knowledge drives 
the information seeking activity.  
3.1.6 Object-Orientedness 
Activity theory approaches to the environment with which human beings are interacting 
and considers social and cultural properties of the environment to be objective. 
 26
Furthermore, activity theory stresses the social-historical factors in all human behavior 
(Vygotsky, 1978; Leont'ev, 1978; Engestrom, 1986). However, for the limited context 
we are interested in this study (i.e. IIR) where the social-historical factors are, to a large 
degree, a constant, we ignore these aspects of the theory. 
3.1.7 Integrative Perspective 
All the above concepts are not isolated ideas and all the elements (cognitive state, 
actions, objects, tools and signs, and history) should be regarded as tightly integrated 
rather than separate (Vygotsky, 1978; Leont'ev, 1978; Engestrom, 1986; Kaptelinin, 
1996). To understand one element, other elements should also be considered. This is the 
integrative perspective of activity theory. 
3.2 Activity Theory Perspective Framework 
Although activity theory was also proposed as a theoretical lens for human information 
seeking behavior (Hjorland, 1997; Hasan et al., 1998; Spasser, 1999; Vakkari et al., 
2003), very few systematic theoretical or empirical studies have adopted this 
perspective. Its application is, to a large extent, confined to the decomposition of 
information seeking activity to different stages of a project (Vakkari, 2001). However, 
the connection and transformation mechanism from one activity stage to another remains 
elusive. To start with a manageable scope, we limit this study to the analysis of IIR 
behavior. Nevertheless, we believe many implications we discover in this limited context 





Figure 3.2 illustrates the research framework of IIR behavior based on activity theory. In 
our framework, a subject is defined as the cognitive state of the person who has some 
specific information need. An object is defined as the information world which should 
be transformed into useful information. The main tool which mediates the reciprocal 
relationship between the subject and the object is the IR system. Here, we will explain 
the how the tenets of activity theory are applied to the analysis of IIR behavior, and then 
propose a set of patterns for IIR behavior based on the framework.  
3.2.1 Unity of IIR Activity 
The first concept based on activity theory is that we should take the totality of IIR 
activity as unit of analysis. The totality of IIR activity includes all the components in the 
Figure 3.2, such as users’ cognitive state, actions, IR system and documents, and the 
history of the above three elements. Users’ cognitive state includes information need that 
Time 
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Query 1 Evaluation Query 2 
Document set 1 Document set 2 
Sub-need … 












FIGURE 3.2 Research Framework 
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motivates the activity, their current stock of knowledge, their current ASK and search 
plan. Users’ action is basically their interaction with IR system and documents. The 
major elements of action are query revision and document evaluation. The external 
objects of the activity are the IR system and documents. 
Taking all these elements into analysis transcends the narrower view of behavioral 
perspective which focuses on query revision only and detaches the cognitive aspects of 
IIR behavior. Moreover, it also transcends the cognitive perspective that detaches the 
impact of user action on cognitive state. Furthermore, it transcends the multi-session 
studies by opening the black-box of each stage and looking into the interactions among 
activity elements that drives the development of the stages. 
3.2.2 Hierarchical Structure  
Based on the hierarchical structure tenet of activity theory, activity can be decomposed 
into actions and operations (Leont’ev, 1978). An IIR activity can be decomposed into 
sessions, retrieval cycles, and operations (Bates, 1990; Lin & Belkin, 2005; Xie, 2000). 
Kuhlthau’s stage model can be regarded as an even coarse-grained decomposition of IIR 
activity whereby each stage might be a sub-task composed of multiple search sessions. 
Each session can be decomposed into retrieval rounds that include query specification 
and document evaluation which can be regarded as the most important actions in IIR. 
Besides, query specification and document evaluation can be further decomposed into 
operations such as typing, mouse movement, scrolling and reading which are 
subconscious (Bates, 1990). However, we are not interested in the analysis of operations. 
On the other hand, IIR activity is driven by a motive which is the overall information 
need demanded by users’ situation (Saracevic, 1975; Schamber, 1994). Rather than 
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trying to solve the whole information need in one search endeavor, users typically break 
it down into different sub-needs and tackle them one by one. For example, many studies 
have found that researchers’ information seeking starts with literature searching for 
background knowledge, then theories followed by methodology (Wang & Soergel, 
1998; Vakkari, 2001). The sub-need that a user is focusing at a particular moment is 
termed as the current sub-need. The gap between users’ current stock of knowledge and 
the current sub-need determines the current ASK that motivates the query action. To 
resolve the current ASK, an initial query and a series of query revision tactics are 
employed for better retrieval result, such as broadening the scope, narrowing down 
current topic, adding related terms to move sideway and switching to another topic  
(Bates, 1990; Hancock-Beaulieu et al., 1991; Iivonen, 1995; Nordlie, 1999; Efthimiadis, 
2000; Vakkari et al., 2003; Anick, 2003). We can regard these query revision tactics as 
the lowest level of IIR motive which directly drive the actions.  
3.2.3 Mediation 
As stated in activity theory, the interaction between a subject and an object is manifested 
by physical tools and invisible signs. Following this argument, we define external tools 
and internal plans correspondingly.  
External Tools 
In IIR context, the external tool is an IR system which includes computer, internet, 
search engine and document set, etc. Subjects submit their queries to the IR system, read 
returned documents and reconstruct their queries based on the relevance of the 
documents. If a document is on-topic, novel, of adequate scope, understandable and 
reliable, then an information need is satisfied (Xu & Chen, 2006) and positive affect may 
result (Leont'ev, 1978). Obviously, the effectiveness of a query to retrieve relevant 
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information is affected by the IR system itself. Thus the external tools are actually 
empowering as well as limiting the effectiveness of the IIR activity (Kuutti, 1996). 
Internal Plans 
In activity theory, thought activity such as planning of actions, is regarded as the internal 
aspect of activity that always accompanies the external one (Leont'ev, 1978; Engestrom, 
1986). In IIR, users are also believed to be engaged in planning activity for their 
information need (Bates, 1990; Kuhlthau, 1993; Xie, 2000). For example, the 
information seeking stages (Kuhlthau, 1993) are not random, but planned in the form of 
scheduled sub-needs (Vakkari, 2001). Careful scheduling of sub-needs and strict 
following of the schedule is less likely in an IIR session because of the exceptions and 
disturbance in a search session which give the search session a situated flavor (Xie, 
2000). However, provided the information need is of certain complexity, it is still likely 
to be divided into sub-needs and carried out in a planned sequence if there is no major 
exception in the execution process (Robins, 2000; Xie, 2000). If there are exceptions 
affecting the fulfillment of a sub-need, situated actions could be taken to get around the 
problem and the plan of actions is modified in order to achieve the goal (Xie, 2000). 
Although empirical evidence of such planning behavior still lacks, overall, the activity 
theory and some evidence in previous IIR studies suggest that IIR behavior exhibits a 
planned pattern.  
We note that internal plans and external tools are not separated, but highly related and 
integrated. Furthermore, we interpret the planned nature of IIR activity as following a 
divide-an-conquer strategy. Firstly, an information need is divided into sub-needs. On 
the other hand, sub-needs are scheduled in the search process. Thus, we propose the first 
pattern that governs users’ cognitive activity as follows: 
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Pattern 1. Users adopt a divide-and-conquer strategy in IIR. (1a) They divide their 
information need into sub-needs. (1b) Sub-needs are scheduled in search process.  
3.2.4 Externalization 
Externalization is the process that users’ motive manifests in actions (Leont'ev, 1978). In 
IIR, query specification is the main form of actions to manifest productive sub-needs. It 
is traditionally regarded as a direct manifestation of users’ information need (Saracevic, 
1975; Park, 1993). The hierarchical structure of IIR activity suggests that when an 
information need is complex, a query may reflect only one aspect of it, i.e., a sub-need 
and the corresponding ASK. Therefore, users’ query specification provides researcher a 
window, and most of time, the only window, to observe users’ current sub-need, 
although it may not fully reflect it. For example, it could be distorted by the use of 
wrong terminology, use of too broad term and use of too narrow term, etc.  
If query specification at a particular moment discloses a user’s current sub-need, then the 
history of query specification and revision discloses the user’s scheduling of sub-needs. 
Therefore, we can infer the user’s scheduling of sub-needs through observing the query 
revision history. This provides us a way to test Pattern 1. 
The use of tactics is closely related to query specification and revision. Query revision 
tactics reflect users’ goals for revising the previous query. Therefore, the use of tactics 
has a situated flavor. However, since query revision tactics are to serve sub-needs, they 
should also manifest the planning of sub-needs. Xie’s (2000) study suggests a user might 
continue exploring the topic area of a sub-need, until it is satisfied; then the user might 
switch to a new sub-need. We suggest that some tactics such as use of narrower term are 
more a sign of deepening exploration within a topic area, while some other tactics such 
as switching to a new topic are a sign of moving to another sub-need. If sub-needs are 
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scheduled as in Pattern 1, we expect to observe the alternate use of deepening tactics and 
switching tactics. Therefore, we propose the second mechanism that governs the 
externalization process (i.e. transition of sub-needs and manifestation in query revision 
tactics): 
Proposition 2. Users will alternate deepening tactics and switching tactics in IIR 
activity. 
3.2.5 Internalization 
Internalization is the effect of objects on subject’s cognitive state (Leont'ev, 1978). 
However, internal activity is not visible, thus we have to observe it indirectly. 
Fortunately, users’ evaluation on documents provides such a window to investigate the 
internalization process.  
Document evaluation actions can be divided into relevance judgment and learning of 
relevant document. Document relevance judgment is the main theme of cognitive 
perspective on IIR. Xu and Chen (2006) considered topicality and novelty as the two 
essential dimensions of relevance judgment. Topicality mandates the content orientation 
of relevant documents, and novelty indicates capacity of an on-topic document to resolve 
ASK. Although the content orientation of current sub-need might changes over time, 
these criteria apply at any moment.  
While relevance judgment was better investigated in the past, few studies investigated 
the learning behavior in IIR. Learning of document content produces two outcomes. 
Firstly, it transforms ASK to a new state. Corresponding to multiple sub-needs, users 
might have multiple ASKs which are simultaneously affected by the documents read. To 
simplify discussion, we assume the ASK that motivates the current query is the main one 
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being transformed. On the other hand, as Vakkari (2003) pointed out, in one search 
session, even if users do not change their information need, users might learn how to 
improve query specification by learning from the documents read. The improved ability 
to specify query is an indication of content learning.  
Based on multidimensionality of relevance judgment, users might learn new terms for 
topicality and new terms for novelty from documents in at least two ways. In this 
internalization process, it is likely that newly learned topicality terms can be used in 
query revision to prevent undesirable query drift or vagueness, and novelty terms can be 
used to better resolve ASK. It is reasonable to argue that users’ query revision is to seek 
relevance. Therefore, when novelty is sought (i.e. novelty seeking), search tactics such as 
narrowing down current topic and switching to a new topic are more likely to be 
employed, while other tactics such as fixing spelling error and replacing a wrong 
terminology are more likely to maintain the current topicality, that is, topicality seeking. 
Novelty seeking tactics may draw more new terms from the novel aspects of documents 
read or documents of higher novelty, while topicality seeking tactics may draw more 
new terms from the topical aspects of the documents. Therefore, we propose the third 
mechanism that governs the internalization process: 
Pattern. (3a) Novelty seeking tactics such as use of narrower terms use of related 
terms, and switching topic are more likely to draw terms from the novelty aspects 
than from the topicality aspects of documents read. (3b) Topicality seeking tactics 
such as morphological change of query terms, use of synonyms and wrong 
terminology replacement are more likely to draw terms from the topicality aspects 
than from the novelty aspects of documents read.  
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3.2.6 Development and History 
The developmental perspective of activity theory implies users’ action is the result of 
users’ information need, search plan and what has been satisfied in all the prior queries. 
In addition, the information need itself would possibly undergo changes during the 
process of an activity (Kuutti, 1996). Particularly, relevance of a document is its 
usefulness to resolve ASK, that is, the usefulness of a document to resolve the 
contradiction of the activity. If the contradiction is finally resolved, the motive of the 
activity is satisfied and activity is ended. But the document relevance is not only based 
on the latest view of document set, but on all the results of previous queries as well. 
Since there are different dimensions of relevance judgment, how do they work together 
to resolve users’ information need? Xu and Chen (2006) argued that topicality is a 
prerequisite for a document to be relevant, but novelty is the dimension that makes 
additional contribution towards the eventual resolution of information need. Similarly, 
Greisdort (2003) suggested that topicality serves as the first filtering criterion in 
document evaluation. Boyce (1982) suggested that users filter documents by topicality 
first, then look for informativeness. Therefore, we would expect topicality and novelty to 
have different dynamics in IIR activity. 
We believe topicality judgment is more likely influenced by the search history than 
novelty judgment. Because topicality judgment indicates the fit between a document 
topic and users’ sub-needs, if a document does not match the current sub-need, but a 
prior or a future sub-need, it is still on-topic (Xu & Chen, 2006). This shows that 
topicality judgment is likely to be global and stable. On the other hand, novelty of the 
document might not have such stability. If a user comes across the same document 
again, its novelty is likely to vanish because the sub-need it serves might have been 
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satisfied already. Therefore, novelty is time-dependent (Zhang et al., 2002). The 
different dynamics of topicality and novelty is indirectly supported by some prior studies 
that the relevance level of a document decreases when users evaluate the document again 
(Wang & White, 1999; Vakkari & Hakala, 2000). In a natural setting where users read a 
list of different documents, some documents might be similar. For a given information 
need, the more users read, the less likely that the later documents will be found novel. 
Therefore, we propose the forth mechanism that governs the development of IIR 
activity: 
Proposition 4. In an IIR session, the decrease of document novelty will be faster 
than that of document topicality. 
3.2.7 Summary of the framework 
Overall, the above analysis clearly demonstrates the comprehensiveness of the activity 
theory to accommodate many aspects of IIR activity. Furthermore, it is also enlightening 
in uncovering the complicated interactions among activity elements. They reveal the 
internal mechanisms that drive the dynamic transformation of users’ information need 
and the seemingly chaotic query specification and revision behavior. 
In addition, activity theory can also be used as a basis to derive the micro level 
interaction mechanisms among different activity elements. These mechanisms are 
formulated into four patterns. These patterns adopt a developmental as well as 
integrative perspective as advocated by activity theory. Moreover, they are empirically 
verifiable. 
In order to present various elements of our framework and compare it with previous 
studies, we summarize them into two tables (Table 3.1, Table 3.2). Table 3.1 shows the 
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application of different elements of the activity theory (e.g., subject, object, etc.) in the 
IIR activity. Moreover, table 3.2 shows  how the activity theory based IIR framework 
transcends the one-session cognitive and behavior perspectives as well as multi-session 
perspectives. 
TABLE 3.1 Correspondence between Activity Theory and IIR 
Element of 
Activity Theory Application to Interactive IR Context 
subject cognitive state of the person who has some specific information need 
object information world which should be transformed into useful information 
tools IR system  
signs internal plan of the subject 
motive information need 
goals tactics of query revision such as broadening the scope, narrowing down, adding related terms and switching to another topic 
activity whole process of an IIR activity 
actions revising query, reading documents, evaluating documents 
operations typing words, clicking links, mouse scrolling 
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TABLE 3.2. Comparison of Different Perspectives on Information Seeking Behavior 
Aspect One-session Cognitive Perspective 
One-session Behavioral 
Perspective Multi-Session Perspective Activity Theory Perspective 
Unit of analysis Information need and relevance judgment 
User-system interaction: query 
revision and user-intermediary 
interaction 





Information needs can be 
decomposed into interactive 
intentions (Xie, 2000). 
Information seeking process is 
staged (Kuhlthau, 1993).  
Information need can be broken down 
into sub-needs. Search tactics are a 






Actions can be studied at 
strategy, stratagem, tactics, and 
moves level (Bates, 1990; Xie, 
2000). 
Not addressed 
Information seeking process can be 
decomposed into sessions and 
retrieval cycles. In each retrieval 
cycle, there are query specifications & 
revision and document evaluations.  
Externalization 
(Planning) Not addressed 
Actions in information seeking 
are both planned and situated, 
depending on the outcome of 
previous actions (Xie, 2000). 
Not addressed 
Sub-needs are planned, but could be 
modified in the seeking process. 





Query revision reflects 
information need (Robin, 
2000). 
Query revision reflects search 
tactics. 
Query terms reflect users’ 
domain knowledge at different 
stages (Wang & Soergel, 1998; 
Vakkari et al., 2003). 
Query reflects users’ current sub-
need.  Use of search tactics is the 





Relevance is psychological 
context effect (Harter, 1992). 
Relevance is multi-
dimensional. Dynamics of 
relevance is affected by 
information need (Harter, 1992) 
and task situation (Park, 1993). 
Not addressed 
Relevance judgment is “tighter” 
in later stages (Kuhlthau, 1993; 
Wang & Soergel, 1998), but 
with similar relevance 
dimensions (Bateman, 1998; 
Vakkari & Hakala, 2000).  
Relevance judgment reflects current 
ASK, therefore it is determined by the 
match between sub-needs and 
document. Relevance is 
multidimensional and different 
dimensions have different dynamics.  
Internalization 
(Learning) 
Document changes information 
need (Spink et al., 1998). Not addressed 
Users learn from and make use 
of attained documents.  
Document learning affects domain 
knowledge and current ASK. It also 
affects users’ query specification in 
next round. 
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4 METHODOLOGY AND EXPERIMENT DESIGN 
In order to test the activity theory based framework, we conducted an exploratory study. 
This study was intended to be an exploratory study rather than a confirmatory one. By 
exploratory, we were not to conduct statistical hypothesis testing for all possible 
manifests of the four patterns because they are at conceptual level but not variable level. 
Rather, we seek to explore and describe real patterns of some IIR behavior that are 
consistent or contradictory to the proposed ones. 
However, activity theory does not provide any specific techniques and methodology for 
research, and its conceptual tools must be concretized according to the specific nature of 
the object under scrutiny (Engestrom, 1993). The method employed for this study is an 
experimental simulation because IIR activity can be defined with clear boundary, that is, 
an IIR session with a particular information need, and because IIR activity does not 
involve extensive social interaction. Experimental simulation is defined as an 
experimental environment which might simulates the real interactive information 
retrieval process. In particular, we invited subjects to participate in an IIR activity. We 
recorded their document reading and evaluation history as well as the query revision 
history. Furthermore, we asked them “think aloud” and specify the reason for each query 
revision. Such observation of actions and poking of action goals give us a “window” to 
understand the dynamics of information need, relevance judgment, query specification 
and their interactions.   
The validity of the observed patterns of the activity was based on cross-validation with 
other subjects rather than on the repeated patterns within a subject. In other words, we 
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observed multiple subjects engaging in an IIR activity for the internal validity of the 
observed patterns. 
4.1 Search Task 
Totally 81 undergraduate students from a major Singaporean university were invited to 
participate in a research experiment. The number of subjects is constrained by the 
statistical test for Pattern 3. We intended to divide users’ query revision tactics into 
seven groups and then do paired t-test within every group. The minimum sample number 
of t-test is 20, so we need at least 140 (20 * 7) query revision tactics. We assume each 
user would use one query revision tactic per round. Each user would go through 4 
rounds and there is no query revision in the first round, so each user would use 3 tactics. 
Therefore, we need at least 47 (140 / 3) subjects. Considering the fact that the number of 
different tactics would not be distributed evenly, we enlarge the sample size 80 in order 
to guarantee enough hits of each tactic.  
The experiment was carried out in multiple sessions with about 20 subjects in each 
session. Everyone was paid S$15 dollars for participation. The search topic was “mobile 
phone radiation and health”. This topic is valid because 91% of Singaporean population 
subscribe to mobile phone service (Statistic Singapore, 2005), which means mobile 
phone can be widely used at the experiment locale. Furthermore, in the past several 
years the health problem of using mobile phone has been a very hot topic around the 
world which should be interesting to the subjects.  
In the questionnaire given to the users, we describe the information seeking task as 
follows: 
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Assume you are taking a health education course. You will be asked to search online 
documents on the “relationship between mobile phone radiation and health” 
Documents addressing the following questions are considered relevant: 
• Does use of mobile phone pose radiation threats to the users’ health? 
• Why are there such or no such radiation threats to health? 
• What is the proper way to use mobile phone to protect your health from 
radiation?  
You will take an online quiz (10 questions) based on the knowledge you learned in 
the search process. Those who score well (>=80) will be entitled to win a lottery of 
S$50 dollars in extra. If nobody scores well, the person with highest score will get 
the prize. 
The purpose of the monetary incentive (extra S$50 bonus) was to create a learning task 
which triggered the information need so that the subjects can take the experiment 
seriously and denote full efforts in studying. We also explicitly described different 
aspects of the seeking task in the questionnaire so that it would be necessary for our 
subjects to cover multiple aspects of their information need in the course.  
4.2 Object, Tools and Activity 
4.2.1 Testing Corpus 
The testing corpus of our experiment was collected from Google Search Engine (Google 
Corp., 2005). In order to simulate a true searching environment which has a lot of noises, 
we hope to add more than 50% irrelevant documents into the corpus. We collected 
“relevant”1 documents by using following key words separately: “mobile phone health”, 
“mobile phone radiation”, “mobile phone safety”, “mobile phone safety precaution”, and 
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“mobile phone health proper use”, and “irrelevant”2 documents by using “select mobile 
phone”, “mobile phone –health –radiation”, “radiation –mobile -phone”, “health –mobile 
–phone”, “cancer radiation –mobile –phone”, “microwave risk –phone” and “cell base –
health”. Here the symbol “-” means “not contain”. For example, keywords, “child safety 
–phone”, mean seek documents containing “child safety” but not containing “phone”. 
The existence of the irrelevant documents can increase the difficulty of getting useful 
information and trigger the subjects’ motivation to revise query.  
Web pages listed in the first 30 pages by Google were all downloaded and examined. 
Since we focus on the content pages, all the duplicates and navigation pages were 
removed. After that, totally 620 web pages were kept.  Among all, 270 are hopefully 
relevant and 350 are irrelevant.  Also we assumed that these documents should be 
reasonably enough to satisfy user’s information need of a single topic. Then all the 
collected documents were pre-processed by cleaning all HTML tags and unrelated texts 
such as header, menu, footer, and ads etc. Finally, only the main text of documents were 
used for indexing during which terms were not stemmed and global inverse document 
frequency (IDF) of terms from a dictionary created by Berkeley (University of 
California Berkley, 1991) based on 49,602,191 web pages was used.  
4.2.2 System Description 
We developed our search engine based on Vector Space Model algorithm (Baeza-Yates 
& Ribeiro-Neto, 1999). Because the system interface resembles typical search engine 
such as Google, all subjects did not find any difficulty to use it. The system mainly 
consists of the following two parts which run alternatively.  
 
1 “Relevant” documents here are not all relevant. They come from the queries which hopefully get relevant documents.  
Searching and Document Evaluation 
System starts with a simple search text box where user can enter his initial query. No 
operators (e.g., and, or, not, “”) are allowed in query specification. After the user submits 
his query, a list of 10 documents will be returned and listed in one page with only tile 
and evaluation boxes for the three attributes (Figure 4.1). Each document title is a hyper 
link which leads to the original document. There are only 10 documents returned for one 
query. We consider this as reasonable because many studies have reported that searchers 
on the web tend to be more concerned with precision than recall, typically scanning only 








 FIGURE 4.1. Interface for Document Evaluation  
 
n this page, users are asked to read and evaluate all the returning documents in order. 
ach document is evaluated based on its topicality, novelty and overall relevance. 
elevance criteria are measured in 8-point likert scale (from 0 to 7) to allow for potential 
inary decision. There were 4 anchors on the scale (e.g., 0-Useless, 1-a bit useful, 4-
atisfactory and 7-essential). We use the likert scale instead of binary scale because 
elevance is a continuous variable and many studies of relevance judgments have argued 
hat binary scale like yes or no is oversimple (Cuadra & Katter, 1967; Rees & Schultz, 
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2 “Irrelevant” documents here are not all irrelevant. They come from the queries which hopefully get irrelevant 
documents 
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1967; Eisenberg & Hu, 1987; Harter, 1992; Froehlich, 1994). These relevance criteria 
are explained in layman terms in the experiment instruction: 
Overall Useful: A document is overall useful if it makes major contribution to your 
information need and you expect it to substantially contribute to your quiz grade 
and you try to memorize its content. You may assign it a score ranging from 0 (No 
Contribution), 1 (Very Low Contribution) to 7 (Very High Contribution). 
On-topic: A document is on-topic if its main content is related to the subject area of 
your query, i.e., you would classify this document into a category of documents 
labeled with your query. But an on-topic document is not necessarily useful. You 
may assign it a score from 0 (totally off-topic), 1 (marginally on-topic), to 7 
(substantially on-topic). 
Novel: A document is novel if it provides new knowledge to you, i.e. you don’t 
know the information before reading this document. Again, a novel document is not 
necessarily useful. You may assign it a score ranging from 0 (nothing new), 1 (very 
little new knowledge) to 7 (very much new knowledge) based on how much it is 
novel. 
In our experiment, we use “overall useful” instead of “relevant” in order to encourage 
users make individual assessments on the relationship between the documents and the 
search task. Actually, in user-centered IR studies, subjective relevance is often 
recognized as “usefulness” (Fitzgerald & Galloway, 2001).  
FIGURE 4.2. Interface for Query Revision Question (Replacing Action) 
 
FIGURE 4.3. Interface for Query Revision Question (Adding Action) 
 
 
FIGURE 4.4. Interface for Query Revision Question (Deleting Action) 
 
Specifying Reason of Query Revision  
After evaluating the returned 10 documents, users are required to submit a new query in 
order to get more information. Then they will be led to another page to explain their use 
for query specification tactics (Figure 4.2, 4.3, 4.4). Basically, query revisions are 
classified into three actions: replacing, adding, and deleting. We describe them in the 
questionnaire as follows:  
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• Replacing Actions: This action means that you use new term(s) to replace old 
term(s) in the previous query. The old term(s) is related to the new term in some 
way.  
• Adding Actions: You added new term(s) to qualify terms(s) in the previous 
query.  
• Deleting Actions: You deleted term(s) from previous query.  
TABLE 4.1 Examples of Query Revision Reasons 
Actions Reason Previous Query New Query 
Replace a too broad concept human being children 
Replace a too narrow concept school of computing NUS 
Replace a wrong terminology operation system operating system 
Use a Synonym notebook laptop 
Make morphologic changes apple apples 
Replacing 
Switch to another sub-topic travel hotel travel car rental 
Add a sub-concept of previous query programming programming java 
Add a related concept (cause, 
consequence, concurring event, parallel 
phenomena) for previous query 
rain rain flood 
Add a synonym of previous query children children kids 
Adding 




Delete a synonym/duplicated concept children kids kids 
Delete an unsuccessful related concept rain flood rain 
Delete a too narrow concept/modifier western food  food 
Delete a too board concept building HDB HDB 
Delete a wrong terminology operation system software software 
Deleting 
Delete a morphologically incorrect term Dells computer computer 
 
Subjects are asked to classify their query revision into corresponding actions and choose 
the reason why they replace a term, add a term or delete a term. The classification of 
reasons was based on prior user studies (Bates, 1990; Hancock-Beaulieu et al., 1991; 
Iivonen, 1995; Nordlie, 1999; Efthimiadis, 2000; Vakkari et al., 2003; Anick, 2003). We 
also provide enough examples of each reason to help users understand them clearly 
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(Table 4.1). To avoid misleading users’ query construction, the examples we used are 
not related to the search topic. 
Correcting spelling errors has been regarded as one reason of query revision by some 
studies (Bates, 1990; Nordlie, 1999; Anick, 2003). However, we exclude this reason 
based on two reasons. Firstly, our research purpose is to understand the dynamics of 
user’s information need and relevance judgment, but the query revision caused by 
spelling error is not related to our purpose. Secondly, spelling error can largely be solved 
technically (Google Corp., 2005). Therefore, it is reasonable to exclude spelling error as 
a reason of query revision in the experiment. Considering that spelling error does happen 
in the information seeking process, we let the users cancel their current round of query 
and resubmit a correct query to the system whenever they find a spelling error in the 
current query.  
In addition, users are required to specify the source where the new terms come from in 
the Replacing and Adding actions. We provide three choices of sources based on prior 
studies (Spink & Saracevic, 1997; Vakkari et al., 2003) as follows:  
• From my prior knowledge: Before today’s experiment, you have already known 
clearly that the new term is related to the topic you are searching, and the term is 
NOT from the documents you read today. 
• Terms in the documents read: A term found in the readings here. The 
documents of previous rounds remind you that this term can helpful.  
• Inspired by the documents: A term that is neither in your prior knowledge, nor 
in the documents read, but is inspired by reading the documents.  
After that, another 10 documents would be retrieved from the remaining corpus for 
evaluation, thus document retrieved in each round will not be repeated.  
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4.2.3 Experiment Process 
The experiments were carried out in a computer laboratory in four sessions with about 
20 subjects each. Each experiment process consists of two parts. One is Introduction and 
Training and the other is Main Search Task.  
In the first part, subjects were first introduced the search topic, and asked to fill out a 
pre-experiment questionnaire with their basic demographics and three question on their 
perceived knowledge on this topic (refer to Appendix A for details). The experiment 
assistant then demonstrated the search engine with an irrelevant topic, and explained all 
document evaluation criteria and the query revision reasons. After that, students were 
asked to trial-use the system to gain hand-on experience with an irrelevant topic (e.g., 
car accident) using a different corpus. This training session took about 30 minutes. 
Finishing the training session, subjects were then directed to the main search interface. 
Before they started search, they were asked to log in using with their email address and 
then describe whatever they know about the topic. During the searching process, every 
subject was required to search and evaluate at least four rounds of documents before 
taking the quiz which consisted of 10 multiple choice questions covering 10 different 
documents. Subjects can read more documents if they want to learn more knowledge to 
get a higher score in the quiz. After taking the quiz, subjects were given a post-
experiment questionnaire to evaluate their perceived knowledge in this domain again 
(refer to Appendix A for details). They were informed of the quiz score only after the 
experiment was completed. It took one and half hours to three hours for students to 
finish the whole process. The average time was two hours.  
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5 DATA ANALYISIS 
Among the 81 subjects participating in the experimental simulation, 31 (38.2%) were 
male and 50 (62.8%) female. Their average age was 19.66 (S.D. = 1.42). The subjects 
were experienced internet search engine users (mean = 5.01 years, S.D. = 1.97) as well 
as experienced mobile phone users (mean = 3.06 years, S.D. = 1.7). Before the 
experiment, subjects self-evaluated their knowledge level in the topic area at 3.35 
averagely (S.D. = 1.28) based on a 7-point likert scale. After experiment, this average 
self-evaluated knowledge score rose to 5.5 (S.D. = 1.28), indicating that learning did 
occur during the information seeking process. Moreover, the average precision of quiz 
was nearly 57% (S.D. = 0.16). Considering each of the quiz questions is not general 
question but detailed one focusing on a specific document, this average quiz score is 
quite good which shows that most subjects devoted their effort on seeking relevant 
information.  
Moreover, we made some modifications to the data. Firstly, in order to make calculation 
convenient and presentation intuitively, we normalized the user evaluation score into a 
range of 0 to 1 by dividing the actual score with the maximum score (7). Secondly, there 
are only 9 (11%) subjects searching and evaluating documents for five rounds. To make 
the data analysis consistent and comparable between each round, we did not include the 
data of fifth round into our data analysis.  
5.1 Pattern 1: Divide-and-Conquer Strategy 
Subjects’ information need is not directly measurable, but its content orientation can be 
reflected in query terms (Saracevic, 1975; Park, 1997). Therefore, query analysis is an 
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important window of subjects’ information need. Corresponding to the Pattern 1 that 
users adopt a divide-and-conquer strategy in IIR, we try to answer two detailed 
questions: (1) Do users break down their information need into sub-needs and (2) If so, 
do they schedule them?  
TABLE 5.1 Query Terms Distribution over Rounds 
Grand Total Round 1 Round 2 Round 3 Round 4 
Rank Term % (Freq.) Term % Term % Term % Term % 
1 phone 21.22(278) radiation 25.68 phone 21.00 phone 21.41 phone 19.33 
2 mobile 21.07(276) mobile 25.00 mobile 20.70 mobile 20.45 mobile 18.40 
3 radiation 18.47(242) phone 23.65 radiation 17.90 radiation 15.34 radiation 16.60 
4 health 10.46(137) health 11.82 health 10.30 health 9.58 health 10.40 
5 threat 3.66(48) threat 6.08 threat 5.02 risk 3.51 protect 5.21 
6 protect 2.75(36) pose 1.35 protect 2.51 protect 3.19 threat 1.84 
7 risk 1.45(19) harm 1.01 cancer 1.57 threat 2.24 proper 1.84 
8 brain 0.99(13) hazard 0.68 brain 1.25 brain 1.28 risk 1.84 
9 proper 0.92(12) hand-phone 0.68 proper 1.25 cause 1.28 brain 1.53 
10 effect 0.84(11) effect 0.34 hand-phone 1.25 child 1.28 human 1.23 
11 hand-phone 0.84(11) 
mobile-
phone 0.34 cause 0.94 effect 1.28 safe 1.23 
12 safe 0.76(10) human 0.34 against 0.63 cell 1.28 cell 1.23 
13 cell 0.76(10) relate 0.34 hand 0.63 hand-phone 0.96 effect 1.23 
14 cause 0.76(10) cause 0.34 relate 0.63 proper 0.64 precaution 0.92 
15 harm 0.76(10) nature 0.34 hazard 0.63 safe 0.64 affect 0.92 
 
From round one to round four, 81 subjects submitted totally 324 queries each of which 
consisted of several query terms. We first removed stop words (e.g., a, the, to, for) from 
the set of all query terms and then combined morphologically similar terms (e.g. phone 
and phones, health and healthy, and protect and protection). After that, there were in 
total 109 different terms and the total use of them was 1310 times.  
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Table 5.1 reports the distribution of the top 15 most popular terms over the rounds and 
their grand totals. These 15 terms accounted for 1123 (85.7%) times of total use. Among 
them, top 4 terms, i.e. phone (21%), mobile (21%), radiation (18%) and health (10%), 
appeared significantly more frequently than the others. A consistent pattern is that these 
4 terms are also most popular in every single round. Furthermore, their frequency did not 
change much in each round. Clearly, the findings indicate that there are general topical 
terms indicating the subjects’ general information need in the whole IIR activity. 
Intuitively, their presence in a document indicates the relevance of the document to the 
general topic area of the information need. 
TABLE 5.2 Terms Classification 
Group Definition Terms 
GENERAL Terms indicative of general information need 
cell, handphone, health, mobile, phone, 
radiation 
THREAT Terms indicative of health threats from mobile phone cancer, danger, harm, hazard, risk, threat 
PROTECT Terms indicative of health protection from mobile phone 
correct, precaution, prevent, proper, protect,  
safe 
OTHERS All the other terms  
 
After careful examination of other terms in each round (Table 5.1), we found some 
interesting patterns existing. Terms indicative of health threats of mobile phone (e.g., 
threat, harm and cancer) were more frequently used in the earlier rounds than in the later 
rounds. In contrast, terms indicative of protection methods (e.g., protect, proper, safe and 
precaution) gained popularity in the later rounds. To make this phenomenon clearer, we 
grouped terms into different groups: general topical terms (GENERAL), threat-related 
sub-topic terms (THREAT), and protection-related sub-topic terms (PROTECT). A set 
of the most popular 6 terms was identified from the pool of all query terms for each 
group (Table 5.2). Note that these sets of terms were not intended to be comprehensive, 
but rather representative. We only included terms that were not ambiguous in their group 
membership. 
5.1.1 Pattern 1a 
Pattern 1a proposes that users divide information need into sub-needs. If threat and 
protection are two sub-needs, then we should observe threat-related or protection-related 
terms to be used in consecutive rounds than distributed evenly over all four rounds. In 
contrast, general topical terms should be used in all rounds to ensure high topicality of a 
document to the information need. Therefore, sub-topic terms are more concentrated 
than general topic terms. To statistically test that, we defined a concentration measure 
for terms of a sub-topic or general topic.  
For each user, because there are four rounds of queries, we denote the rounds as {1, 2, 3, 
4}. Assume for a specific topic (sub-topic or general topic), there are vk terms in each 
round k, so we have {v1, v2, v3, v4}. We also assign the position coordinate of vk as k (k = 
1, 2, 3, 4). The orthocenter (C) for the query terms for this topic is the position which 















k vkvC , which represents the weighted mean position of query terms for the 
topic. 
Given this orthocenter, we can define a concentration measure akin to the concept of 
“variance” in statistics which is the mean distance square of all observations to the 












k vvCkCM . 
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The CM indicates the weighted average distance square of queries of a topic from its 
orthocenter. Given this definition, we calculated the CM for GENERAL, THREAT and 
PROTECT for all users. However, some users did not have related terms for some sub-
topics, leading to unequal number of observations in these topic areas. As reported in 
Table 5.3, the orthocenter of GENERAL was 2.40, which was close to the un-weighted 
center of four rounds 2.5 ((1+2+3+4) / 4). The orthocenter of THREAT was 2.34. But 
the orthocenter of PROTECT was much later at 3.28. General topic terms showed larger 
mean distance square (1.21) than both threat-related (0.38) and protection-related (0.11) 
sub-topics. Taking the general topic as benchmark, a t-test assuming unequal variance 
indicated that the mean distance squares of THREAT and PROTECT were much smaller 
than that of GENERAL (p<0.001). Therefore, sub-topics were more concentrated than 
general topic. Pattern 1a is supported.  
TABLE 5.3 Orthocenter, CM and Significance of Difference for Three Groups 
 Sample Size Orthocenter (S.D.) CM  (S.D.) P value for CM 
GENERAL 81 2.40 (0.25) 1.21 (0.24) -- 
THREAT 57 2.34 (0.24) 0.38 (0.62) 0.00 
PROTECT 44 3.28 (0.77) 0.11 (0.23) 0.00 
 
5.1.2 Pattern 1b 
Pattern 1b proposes that sub-topics are scheduled. T-test assuming unequal variance 
indicated that the center of THREAT was much earlier than the center of PROTECT 
(p<0.001), which suggests that users focused on threat first, then moved to protection. 
However, why did threat related terms seem to be more salient in the earlier rounds, and 
protection related terms later? We have to interpret the particular ordering here with 
caution. A plausible reason is the nature of the search task which required users to 
understand the threats of mobile phone before taking precautions measures. If the sub-
needs of the search task were less temporally ordered, this pattern would be less clear. 
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However, for every single user, he might still break down and at least schedule the sub-
needs by ad hoc plan. 
TABLE 5.4 Mean Numbers of Terms for Three Groups and the Significance of Their Difference 
 Round Mean S.D. 1 2 3 
1 3.17 0.77    
2 2.81 0.90 0.00   
3 2.67 1.00 0.00 0.23  GENERAL 
4 2.65 1.12 0.00 0.24 0.98 
1 0.28 0.45    
2 0.33 0.47 0.50   
3 0.30 0.46 0.86 0.60  THREAT 
4 0.23 0.53 0.50 0.18 0.38 
1 0.01 0.11    
2 0.19 0.45 0.00   
3 0.22 0.42 0.00 0.55  PROTECT 
4 0.38 0.58 0.00 0.03 0.06 
 
In order to further understand users’ divide-and-conquer strategy, we then look at the 
individual level. We plotted the total number of uses for each group (Figure 5.1 (a)). 
Overall, general terms were more popular than the sub-topic terms. What was more 
interesting was the trend. Table 5.4 reports the mean number of terms for all rounds and 
paired t-test result (N = 81) between the every two means. For general topic terms, the 
first round was significantly higher than later rounds, but the differences among round 2-
4 were insignificant. This observation indicates that users conducted a “topic overview” 
before delving into sub-topics. For threat-related terms, there was no difference among 
all rounds, suggesting that the interest in threat was roughly constant over all rounds at 
the individual level. For protection-related terms, there was a clear upward trend that 
most users picked up this sub-topic until the later rounds of retrieval. Except that round 2 
and 3 were not significantly different, other differences were all significant (the 
difference between round 3 and 4 was very close to significance with p = 0.056). 
Overall, the observed pattern is consistent with proposition 1b that users schedule their 
sub-needs. In addition, it indicates the special role of first query as an indicator of 
general topic interest. 
More convincing evidence is the analysis of terms added to the previous queries in each 
query revision because added terms indicate users’ shift of interest. Since query revision 
happens between rounds and we use the data from round 1 to round 4, there are three 
query revisions for each subject. The same as we dealt with query terms, we removed 
stop words and then combined morphologically similar terms. After that, there were in 
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the most popular over all rounds to maintain the general topicality of query. Meanwhile, 
users added lesser threat related terms, but more protection related terms over the round. 
At round 2, the percentage of threat terms was significantly higher than that of protection 
(χ2 = 7.66, p = 0.006). At round 4, the difference was the other way around (χ2 = 5.44, p 
= 0.02). Overall, we consider the evidence supportive of the scheduled sub-needs and the 
use of divide-and-conquer strategy in information seeking behavior. 
5.2 Pattern 2: Use of Search Tactics 
Pattern 2 proposes that users alternate deepening tactics and switching tactics in IIR. Our 
analysis is based on three different query revision actions (i.e., replacing, adding and 
deleting). In the experiment system, different expressions of query revision tactics are 
used in different actions. We classify them into seven groups, i.e., BROAD, M.C, 
NARROW, RELATED, SWITCH, SYNONYM, and W.T. (Table 5.5). Over the four 
rounds, every single subject revised his query for three times. Totally, there were 322 
uses of tactics, with 1.33 tactics per revision.  
TABLE 5.5 Classification of Query Revision Reasons 
Tactics Replacing Action Adding Action Deleting Action 
BROAD Replace a too narrow concept 
Add a broader concept 
of previous query 
Delete a too narrow 
concept/modifier 
M.C. Make morphologic changes  
Delete a morphologically 
incorrect term 
NARROW Replace a too broad concept 
Add a sub-concept of 
previous query 
Delete a too board 
concept 
RELATED  Add a related concept  Delete an unsuccessful related concept 
SWITCH Switch to another sub-topic   
SYNONYM Use a Synonym Add a synonym of previous query 
Delete a synonym / 
duplicated concept 
W.T.  Replace a wrong terminology  




Since there was no classification of which tactics are for deepening and which are for 
switching, we consider NARROW (use of narrower terms) as a deepening tactic, and 
SWITCH a switching tactic.  Other tactics are less clear-cut. For example, is RELATED 
for deepening or switching? It depends on how users interpret the relationship between 
an added query term and the existing one. A deeper investigation indicates that users 
tended to confuse SWITCH and RELATED: when they added or substituted in, say, 
protection related terms for threat related terms, some indicated RELATED, some 
SWITCH. This confusion arose from the lack of clear definition for each tactics. It also 
raises the question whether the existing classification scheme for tactics is adequate for 
our purpose. It seemed that a simple classification with deepening and switching as two 
major tactics might be more useful in future study. Therefore, in the following analysis, 
we only consider NARROW as a representative of deepening tactic.  
TABLE 5.6 Percentages of Query Revision Tactics 
Tactics Round 2 (%) Round 3 (%) Round 4 (%) All Rounds (%) 
BROAD 7.84 8.18 13.64 9.94 
M.C. 3.92 5.45 6.36 4.97 
NARROW 35.29 18.18 27.27 27.19 
RELATED 19.61 23.64 16.36 19.59 
SWITCH 14.71 25.45 24.55 21.35 
SYNONYM 14.71 17.27 8.18 14.04 
W.T. 3.92 1.82 3.64 3.51 
Total frequency 102 110 110 322 
 
Table 5.6 reports the numbers of uses for all tactics in percentage. The use of NARROW 
(27%), RELATED (20%) and SWITCH (21%) were more often than the others. This 
finding accords with many prior studies (Hancock-Beaulieu et al., 1991; Iivonen, 1995; 
Nordlie, 1999; Efthimiadis, 2000; Vakkari et al., 2003; Anick, 2003).  
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Moreover, we ran chi-square test on the use of various tactics in each round. Our 
analysis reveals that in round 2, the NARROW was the dominant tactic whose 
percentage of use is significantly higher than all other tactics (p < 0.001). This is 
consistent with what we observed in term distribution which shows that users focused on 
the general topic in the first round, and delved into a sub-topic in the second round. For 
round 3, SWITCH and RELATED were most popular, and SWITCH had significantly 
higher percentage than NARROW (p = 0.048). For round 4, NARROW and SWITCH 
were the most popular but the difference was insignificant (p = 0.5). At the first two 
query revisions, the result is consistent with the Pattern 2. The pattern did not continue to 
round 4, possibly because of different speed the information need was satisfied for 
different users.  
Table 5.6 also indicates that there were four major routes of tactic use in decreasing 
popularity: NARROW—SWITCH—NARROW, NARROW—RELATED—
NARROW, NARROW—SWITCH—SWITCH, and NARROW—RELATED—
SWITCH. Therefore, users’ routes of tactics were not limited to the NARROW—
SWITCH—NARROW. Understanding of other routes in future studies might provide 
interesting insights of user behavior. 
The above potential routes of tactics use motivated us to investigate the frequencies of 
two-tactic sequence. Since there were possibly several different tactics within one query 
revision, we first went through all query revision manually and tried to determine one 
main tactics for each query revision. We ignored all tactics which involved only stop 
words and ended up with 162 two-tactic sequences. Then we left out 29 cases that there 
were two or more tactics in one query revision (e.g., a revision has both NARROW and 
BROAD). We finally got 133 two-tactic sequences like Tactic  Æ Tactici-1 i. We focus 
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our analysis on the 106 patterns whose Tactici-1 is NARROW, RELATED or SWITCH. 
Then we calculated the conditional probability of Tactici. For example, if the former goal 
is NARROW, what is the probability that the latter one is RELATED? 
TABLE 5.7 Conditional Probability of One Tactic after Another 
Tactic (i-1) Tactic (i) Frequency Conditional Probability (%) 
NARROW NARROW 8 18.6 
 RELATED 9 20.9 
 SWITCH 14 32.6 
 Others 12 27.9 
RELATED NARROW 6 25.0 
 RELATED 7 29.2 
 SWITCH 6 25.0 
 Others 5 20.8 
SWITCH NARROW 11 28.2 
 RELATED 6 15.4 
 SWITCH 18 46.2 
 Others 4 10.3 
 
Table 5.7 displays the distribution of the major two-tactic sequences over all rounds. 
Chi-square test is also applied here. For sequences starting with NARROW, SWITCH 
and RELATED were most often used, and what’s more, SWITCH was significantly 
more often than NARROW (p = 0.02). After SWITCH, the use of another SWITCH was 
significantly more likely than NARROW (p = 0.013). Therefore, if we take NARROW 
as the starting tactic, this table indicates that at the two-tactic sequence level, 
NARROW—SWITCH—SWITCH was the most frequent route, followed by 
NARROW—SWITCH—NARROW. This result is different from the individual tactic 
analysis in Table 5.5 in that SWITCH is now more likely to be used after SWITCH than 
another NARROW. This difference might be due to the elimination of some 
observations. Another plausible reason is that users were more easily satisfied with 
documents retrieved after having amount of domain knowledge gained from previous 
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queries. Rather they hastily explored new sub-topics. Therefore the need for furthering 
narrowing down was not so necessary in the later rounds.  
In summary, there is some evidence indicating the alternate use of deepening and 
switching tactics in early rounds. But the sequence in later rounds was inconsistent 
between individual tactic and two-tactic sequence analysis. We consider the support for 
Pattern 2 to be week. Future research is needed with better tactic scheme and ideally 
longer observation period.  
5.3 Pattern 3: Terms for Tactics 
Pattern 3 proposes that in order to revise query, users learn topicality and novelty terms 
from documents read. Topicality terms are more likely to be learned from the topicality 
aspects of documents and novelty terms from novelty aspects. Before we do the analysis, 
we have to make several things clear.  
Firstly, how do we know a term is regarded as topicality term or novelty term by a user? 
Since we did not explicitly ask users to indicate it, we inferred term use from the tactics 
involving it. Tactics such as NARROW, RELATED and SWITCH are more likely used 
to obtain new information. Therefore, their terms are more likely used for novelty 
seeking. In comparison, morphological change (M.C.), use of synonym (SYNONYM) 
and replacement of wrong terminology (W.T.) are tactics to bring back or maintain the 
current topicality. Terms for such tactics are regarded as for topicality seeking.  However 
the membership for BROAD is unclear. We left it as a separate group. 
Secondly, since users read and evaluated 10 documents in the previous round, which one 
should be regarded as on-topic or novel? What are the topicality aspects and novelty 
aspects of the documents read? Rather than imposing an artificial cutoff, we generate a 
“novelty profile” (DN) and a “topicality profile” (DT) to represent novelty aspects and 
topicality aspects by merging all the 10 documents into one. Concretely, for each 
document, we ignored the semantic relationship among terms and treated them as a bag 
of words. We then added up the frequencies for each term from all 10 documents 
weighted by the topicality or novelty score of a document. When the weight of 
documents used in the merging process was topicality score, we called the merged 
document the “topicality profile”, otherwise “novelty profile”. In the topicality profile, 
highly on-topic documents had a higher weight and in the novelty profile highly novel 
documents had higher weight.  
Finally, how to calculate the probability of a term from a document? Although a few 
techniques are available, we used the language model (Ponte & Croft, 1998) because it 
emphasizes on the probability of query production. With novelty and topicality profiles 
ready, we use P  (w)N  and P  (w)T  to denote the probability of the term w being drawn 
from DN and DT. Based on the previous studies of language model (Hiemstra, 1998; 
Miller et al., 1999; Lavrenko & Croft, 2001), we can calculate them as follows:  
)()1()|()( wPDwPwP NcollectionN
N
docN λλ −+=  
)()1()|()( wPDwPwP TcollectionT
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where λ is a weighting parameter between 0 and 1, and are 
approximated based on term frequency, i.e., the number of times 
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w appears. (Detailed introduction to language model and 
the above formula is reported in Appendix B) 
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Totally 434 non-stop terms were added among all query revision actions by 81 subjects. 
Based on the user specified source of each term, we excluded 122 terms coming from 
users’ background knowledge, since they are not related to the documents just read. 
Therefore, our analysis is focusing on the 312 terms coming from or inspired by the 
documents read. We calculate the PN and PT for each added term and compare their 
means using paired t-test (two tails).  
TABLE 5.8 Comparison of PN and PT Based on Different Tactics 
Tactics N PN (w)  S.D. 
PT (w) 
(%) S.D. T-Value P-Value 
Novelty Seeking 230 0.0054 0.0091 0.0046 0.0084 3.75 0.00 
NARROW 76 0.0051 0.0089 0.0047 0.0083 2.31 0.02 
RELATED 80 0.0067 1.0008 0.0056 0.0101 2.20 0.03 
SWITCH 74 0.0044 0.0071 0.0035 0.0060 2.49 0.01 
Topicality  Seeking 67 0.0060 0.0091 0.0054 0.0083 1.45 0.15 
M.C. 8 0.0044 0.0052 0.0044 0.0051 0.05 0.96 
SYNONYM 47 0.0070 0.0099 0.0062 0.0091 1.31 0.20 
W.T. 12 0.0032 0.0069 0.0029 0.0064 1.83 0.09 
Others        
BROAD 15 0.0043 0.0046 0.0044 0.0051 -0.20 0.85 
 
Table 5.8 shows the results of paired t-test (two tails). 230 added terms with novelty 
seeking tactics had significantly higher PN than PT (t = 3.75, p < 0.001). If we looked at 
each tactic separately, PN of terms with NARROW (t = 2.31, p = 0.02), RELATED (t = 
2.20, p = 0.03) and SWITCH (t = 2.49, p = 0.01) in novelty seeking group were all 
significantly higher than PT. Therefore, for novelty seeking strategies, added terms were 
more likely from the novelty profile than from topicality profile, and Pattern 3a is 
supported.  
However, the picture is less clear for topicality seeking tactics. Except SYNONYM, 
M.C. and W.T. were rarely used, suggesting that they act more like exception handling 
tactic1s in query revision. Moreover, the probability differences for all three tactics were 
insignificant, so the observed pattern is not in support of Pattern 3b. Similarly, terms for 
BROAD have no clear topicality or novelty orientation as anticipated. 
Overall, we conclude that users drew terms from the novelty aspects of the documents 
for novelty seeking tactics, but for topicality seeking tactics, there was no significant 
difference. 
5.4 Pattern 4: Dynamics of Relevance Dimensions 
As users’ information need and sub-needs get satisfied over time, Pattern 4 proposed that 
document novelty decreases faster than document topicality. To verify that, for each 
user, we averaged the topicality, novelty and relevance scores for each round of 
documents evaluated. Then, we averaged them by all users. Such measures can be 
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Figure 5.1 summarizes the change of topicality, novelty and overall relevance precision 
over four rounds. Users’ novelty perception of documents decreased sharply from round 
1 (0.44) to round 2 (0.35). However, the decrease in topicality was milder (-0.05). From 
the second round on, topicality remained steady, but novelty continued to decrease and 
then leveled off. Although the magnitude of the difference in the trends of topicality and 
novelty is small, this observed pattern is consistent with Pattern 4 at the aggregated level.  
Then, what about the individual level? We apply Trend Analysis (Kirk, 1995) for the 
novelty and topicality perception of all users. The purpose of the trend analysis is to 
determine the nature of the relationship between the independent variable and the 
dependent variable. It allows us to detect linear, quadratic or cubic patterns over time. 
Table 5.9 illustrates the results of trend analysis. Novelty perception had significant 
linear (t = -4.76, p < 0.001) and quadratic (t = 2.57, p = 0.01) trend, indicating that it 
decreased first, but such decrease was gentler or even reversed later. But topicality 
perception did not show any significant trend. Given the fact that both novelty and 
topicality perception decreased over the rounds and novelty perception displayed 
significant trend, we can conclude that the decrease of perceived documents’ novelty is 
faster than that of topicality. Therefore, the observed pattern is also in support of Pattern 
4 at individual level. 
TABLE 5.9. Trend Analysis for Novelty and Topicality Perception 
 R Square Trend Beta T-Value Sig. 
0.014 LIN -0.060 -1.07 0.28 
 QUA 0.098 1.76 0.08 Topicality 
 CUB -0.027 -0.49 0.63 
0.084 LIN -0.255 -4.76 0.00 
 QUA 0.137 2.57 0.01 Novelty 




The purpose of our experimental simulation is to verify the activity theory based IIR 
framework and the four proposed patterns. The findings of the empirical study are in 
general consistent with the theory. We summarize the findings in Table 5.10. 
TABLE 5.10. Summarization of the Exploratory Study 
Pattern Data Checking Points Findings 
Pattern 1. Users adopt a divide-
and-conquer strategy in IIR. (1a) 
They divide their information 
needs into sub-needs. (2a) Sub-
needs are scheduled in search 
process.  
 
• The distribution of all 
query terms over the 
rounds 
• The distribution of 
added query terms over 
the rounds 
• The concentration 
measure of all groups 
Pattern Supported 
• General terms are dominating 
over the rounds 
• Users start search with “topic 
overview” 
• Sub-topic terms are 
concentrated in consecutive 
rounds 
• Add of sub-topic terms exhibit 
trend over rounds 
Pattern 2. Users alternate 
deepening tactics and switching 
tactics in IIR. 
• The distribution of query 
revision tactics over the 
rounds 
• The conditional 
distribution of tactics in 
two consecutive rounds 
Pattern Weakly Supported 
• Over the rounds, the use of all 
tactics follows a few major 
routes 
• The use of two-tactic sequence 
also displays some major routes 
• Alternate use of deepening and 
switching tactics is one of the 
main routes, but not the only 
one 
• Alternative use of deepening 
and switching tactics is clearer 
in earlier rounds 
Pattern 3a. Novelty seeking 
tactics such as use of narrower 
terms, use of related terms and 
switching topics are more likely to 
draw terms from the novelty 
aspects than from the topicality 
aspects of documents read.  
 
• The probability of terms 
used for novelty seeking 
tactics being drawn from 
the novelty profile based 
on the language model 
of previous round 
Pattern Supported 
• Terms for novelty seeking 
tactics (NARROW, RELATED, 
SWITCH) are significantly 
more likely to be drawn from 
novelty aspects than from 
topicality aspects of documents 
Pattern 3b. Topicality seeking 
tactics such as morphological 
change of query terms, use of 
synonyms and wrong terminology 
replacement are more likely to 
draw terms from the topicality 
aspects than from the novelty 
aspects of documents read. 
• The probability of terms 
used for topicality 
seeking tactics being 
drawn from the 
topicality profile based 
on the language model 
of previous round 
Pattern Not Supported 
• The difference of probabilities 
of terms for topicality seeking 
tactics (MC, SYNONYM, WT) 
being drawn from novelty and 
topicality aspects are 
insignificant 
Pattern 4. In an IIR session, the 
decrease of perceived document 
novelty is faster than that of 
document topicality. 
• The average topicality 
and novelty precision 
over rounds  
Pattern Supported 
• The average topicality and 
novelty perceptions decrease, 
but novelty perception 
decreases in a faster pace 
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6 IMPLICATION AND CONCLUSTION 
6.1 Implication 
6.1.1 Theoretical Implication  
Dynamics have been acknowledged as an important factor in the context of IIS and IIR. 
A lot of studies, such as interactive query revision and relevance dynamics, have noted 
and confirmed the existence of dynamics in the IIR or IIS. Few of them, however, have 
answered why and how these dynamics appear. In order to fill up this gap and better 
understand the dynamics in IIR, this study proposed a comprehensive and informative 
research framework based on activity theory. Our analysis suggests that activity theory is 
a viable theoretical lens to IIR and potentially IIS behavior. The advantage of the activity 
theory based framework is that it is not only comprehensive enough to cover diverse 
perspectives adopted in IIS research, it is also enlightening in uncovering the 
complicated interactions among activity elements. Such interactions consist of both 
internalization and externalization processes which can be regarded as the central theme 
of this framework. Therefore, the activity theory based IIR framework transcends the 
cognitive, behavioral and multi-session perspectives. The detailed comparison of these 
four perspectives can be found in Table 3.2 and the theoretical implication of this study 
is multifold.  
Firstly, the framework extends the narrower view of cognitive and behavioral 
perspectives, and advocates the totality of activity as the unit of analysis since the scope 
of isolated human actions is not fruitful enough to analyze a real-life situation. This 
helps reveal the internal mechanisms that drive the dynamic transformation of users’ 
information need and the seemingly chaotic query specification and revision behavior.  
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Secondly, this study suggests that users’ IIR behavior exhibits a divide-and-conquer 
strategy even within a session. The actual breakdown of users’ information need, 
however, might hinge on the nature of the information need. Therefore, if query revision 
pattern is what to be discovered or predicted, it cannot be separated from users’ 
information need. Components of such information need might be temporally ordered. 
Such temporal order provides a natural cue in predicting query specification over time. 
Kuhlthau’s (1993) six stages of information seeking process can be regarded as a general 
description of temporal order in scheduling sub-needs. However, temporal breakdown is 
not the only way: Information need could be broken down into causally related 
sequence. It could also be ordered by the importance of sub-needs to users. 
Understanding of the problem domain seems to be critical to the prediction of users’ 
scheduling of sub-needs.  
Moreover, with the divide-and-conquer strategy, users’ manifested interaction with a 
system, i.e., query specification, is also patterned. Basically, subjects use a couple of 
general terms to guarantee the topicality of retrieved documents, and the percentage of 
these general terms remains stable in each round. Thus, a query must maintain its 
relevance to the general topicality of the information need. However, just hitting the 
general topic area is not enough. Terms representing sub-needs are intentionally added to 
users’ query. Normally, users first deepen on a sub-topic by some tactics like 
NARROW. Then, if the sub-need is satisfied, users switch to another sub-need. Such 
alternative use of deepening and switching tactic reflects the divide-and-conquer strategy 
from another aspect. 
Furthermore, different tactics make use of different terms that users learned from the 
previous round. Some tactics seem to be more novelty seeking in nature, such as 
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NARROW, RELATED and SWITCH, since their purpose is to get new information 
about current topic or to switch to a new topic, while others (i.e. M.C, W.T and 
SYNONYM) are more topicality seeking since they intend to maintain the current 
topicality and draw the query back to the right track. Our test has proved that novelty 
seeking tactics draw terms from the novelty aspects of read documents, but topicality 
seeking tactics do not show any particular patterns. 
Finally, with the development concept of activity theory, our framework regarded 
document evaluation as a result of what has been satisfied in all the prior queries. And 
what’s more, relevance judgment is considered as multidimensional. Topicality and 
Novelty are used as two most important dimensions of relevance judgment with different 
functions. Our findings suggest that the dynamics of different dimensions of users’ 
relevance judgment is in fact different. Topicality judgment is more stable than the 
novelty judgment. It is easier for an IR system to satisfy users topicality requirement, but 
more difficult for novelty. Therefore, as suggested by Xu and Chen (2006), quantifying 
novelty is an important direction of future research.   
In conclusion, our framework accommodates many aspects of IIR and explains some 
previous unanswered questions from the conceptual perspective. Thus, this study 
provides the first and complete theory-driven framework for IIR, which can be used as a 
theoretical foundation for future research.  
6.1.2 System Implication 
For system studies, our framework suggests that if an IR system is to implement 
automatic query expansion or query revision, the understanding of (1) users’ planning of 
sub-needs, (2) their satisfaction with prior documents and (3) the history of information 
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seeking behavior are indispensable elements to help predict their next step. These three 
factors motivate the direction of query revision. Traditional query expansion such as the 
Rocchio’s (1971) relevance feedback only looked at prior relevance judgments, but our 
analysis shows this is not good enough. In a next retrieval cycle, a “perfect” IR system 
should retrieve documents that are similar to the previous round if users’ previous sub-
need is not satisfied but dissimilar to the previous round if users’ previous sub-need is 
satisfied. Moreover, the choice of expansion terms should be conditional on users’ 
topicality seeking or novelty seeking preference in the coming round. 
Therefore, how to predict the dynamics of users’ information need is a big challenge for 
the system. The system should not only focus on the current sub-need, but also maintain 
the general interests of the user. In other words, the system should maintain two user 
profiles: one is novelty profile which intends to seek novel documents, and the other is 
topicality profile which guarantees the topicality of the retrieved documents. Widyantoro 
et al. (2001) provides a good example to monitor user interest dynamics. They propose a 
model that maintains a long-term interest descriptor to capture the users’ general 
information need and a short-term interest descriptor to keep track of the users’ more 
recent faster-changing information need. In Widyantoro’s model, long-term interest 
descriptor is actually the users’ topicality profile and short-term interest descriptor is the 
novelty profile.  
Another promising technique, we believe, to this end is to regard users’ information 
seeking plan and its manifested behavior as a hidden Markov process. If the information 
of past users’ search for the same topic has been accumulated, then such plan can be 
inferred and future users’ behavior can be predicted. The understanding of users’ plan 
provides a new direction for query expansion algorithms which is historically based on 
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users’ past behavior or corpus characteristic rather than on the anticipation of users’ 
future need. While planning of information need might be more difficult to predict for 
unstructured tasks, it is more feasible for special-purpose tasks such as online shopping, 
travel planning and use of online legal service.  
Not only suggesting an anticipatory approach of query revision, this study also suggests 
better ways to utilize past document evaluations. Proposition 2 indicates that depending 
on whether the current sub-need is satisfied or not, users might either further deepen on a 
sub-topic, or switch to a new one. Therefore, past documents might be the best source 
for query expansion only when the next step is to deepen on the current sub-topic, but 
not to switch to a new one. This study also suggests that the topicality and novelty 
dimensions of past documents have different use for query expansion. Therefore, in 
relevance feedback, it is important to incorporate users’ topicality and novelty seeking 
intention and use the two dimensions selectively.   
Finally, this study indicates that the standard precision-recall testing sets like those used 
in the Text Retrieval Conference are inadequate for the study of interactive information 
retrieval behavior and system performance. Rather, if system improvement is the goal, 
this framework calls for testing sets that records users’ activity history.  
6.2 Future Research 
Rather than offering a comprehensive answer to the dynamics of IIR activity, this study 
instead raises a number of questions calling for future investigation. First of all, our 
research framework and experiment focuses on one-session IIR. It will be beneficial to 
extend our framework to the context of multi-session information seeking activity. 
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Based on the theoretical implications that our framework can cover most studies in 
multi-session, we are confident that the extension will be reasonable and successful.  
Secondly, given the nice picture we have drawn for an IIR system, the next question is 
how to incorporate these concepts into the system and algorithm design. For example, 
what affects the breakdown of users’ information need? How do users schedule their 
information need? Is it possible to predict it? If switching to a new sub-topic, what is it? 
How to predict whether next revision is novelty seeking or topicality seeking? If novelty 
seeking, how to use terms in novel documents to articulate users’ information need and 
to distinguish ideal documents from the rest in the document set, as well as to exclude 
those topics having been explored before? When are users satisfied with the information 
collection for a sub-need? Can users’ satisfaction with a sub-need be inferred or 
observed without obtrusively interrupting them? Can implicit feedback be imposed to 
increase the accuracy of prediction and reduce the users’ workload of doing explicit 
feedback? 
Another set of important research questions is about when and how the system involves 
in the users’ information seeking behavior. At what stage should interactive query 
revision be implemented? Should the system let the users revise their queries for several 
rounds in order to accumulate enough history information? Does the user prefer to seek 
help from the system in the earlier stages or in the later ones?  
Moreover, only a few interesting patterns have been found in the search history, and we 
believe that further participation from the users will reveal more interesting patterns in 
the information seeking history. Thus, it would be beneficial to replicate this study in a 
longer experiment. However, if no more patterns can be found, another question rises: 
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given the chaotic and unexpected nature of IR interaction, to what degree of subtlety can 
IIR system be expected to interpret and predict users’ information need?  
Finally, analysis of deleted terms is not included in our study. Future research can be 
conducted to reveal the relationship between the deleted terms and users’ information 
need.  
6.3 Limitation 
There are several limitations in this study. Firstly, this study adopts an experimental 
simulation approach. It is desirable to observe the information seeking behavior of more 
naturalistic users which might help verify our findings. Secondly, in the experimental 
context, we used a single task with a private IR system and small pre-filtered document 
set which might introduce bias in the conclusion. More realistic information need and 
interaction with more complicated IR systems might offer additional insights. Thirdly, 
we focused only on a single-session context. Investigations into multi-session scenario 
can enrich and expand this framework. Furthermore, our proposed patterns can be tested 
in other ways. Our understanding of them could be limited by the data checking points 
employed.  Finally, we conducted the experiment only on one search topic. It is possible, 
of course, that users’ behavior might be different when using other search topics. 
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