: High-performance event reconstruction is critical for current and future massive liquid argon time projection chambers (LArTPCs) to realize their full scientific potential. LArTPCs with readout using wire planes provide a limited number of 2D projections. In general, without a pixeltype readout it is challenging to achieve unambiguous 3D event reconstruction. As a remedy, we present a novel 3D imaging method, Wire-Cell, which incorporates the charge and sparsity information in addition to the time and geometry through simple and robust mathematics. The resulting 3D image of ionization density provides an excellent starting point for further reconstruction and enables the true power of 3D tracking calorimetry in LArTPCs.
Introduction
Development of large fine-grained neutrino detectors with excellent particle identification and energy resolution is motivated by the science of neutrino oscillations [1, 2] . The Liquid Argon Time Projection Chamber (LArTPC) has been shown to be an attractive detector technology because of its low cost, high density, long lifetime for ionization electrons, and low electron diffusion [3] [4] [5] [6] . Experiments on many scales (from a few liters to hundreds of tons) have been built to optimize the design of LArTPCs for neutrino detection [7] [8] [9] [10] [11] . Demonstration of both reliable hardware performance and efficient reconstruction of neutrino events with well-identified leptonic final states is very important for the future Fermilab short-baseline neutrino program (SBN) [12] and long-baseline deep underground neutrino experiments (DUNE) [13] . As a high-resolution tracking calorimeter, LArTPC should allow for detailed reconstruction of the trajectories and energy deposition of charged particles. These aspects are critical for DUNE to fulfill its potential in searching for leptonic CP violation [2] , determining neutrino mass hierarchy [14] , performing precision tests of the three-neutrino model [15] , and other physics [16] . In this paper we analyze methods for achieving high-performance event reconstruction which currently remains an open challenge.
The single-phase wire-plane based design for a LArTPC has cathode and anode planes separated by a long drift-distance to create an electric field in the large volume of liquid argon. The ionization electrons from charged particles drift along the electric field toward the anode planes. Their motion induces a current in the wires which are read out by low noise electronics [17] . Multiple anode planes, each with parallel wires oriented at different angles, allow three-dimensional reconstruction of the ionization energy depositions. This design is a relatively cost-effective way to build a cryogenic detector with the required large mass. The spacing between wires can be small (a few mm) to get excellent sampling of tracks and electromagnetic showers. In contrast to a pixel-based readout used by collider gas TPCs, the wire-plane readout gives rise to reconstruction difficulties and ambiguities because of the projective geometry. There is naturally information loss in going from O(n 2 ) pixels to O(n) wires. For tracks that have small angles to the plane perpendicular to the electric field, the ionization electrons from the entire track produce simultaneous pulses in all wires in their drift path. Such isochronous events are difficult to reconstruct, as the ambiguities grow exponentially with the multiplicity of simultaneously hit wires. In addition, isochronous conditions are often met for large electromagnetic showers, and near particle interaction vertices where track multiplicity is high.
In the usual approach, reconstruction is performed on each 2D wire-versus-time view separately (see e.g. Ref. [18] ). After pattern recognition, the clustered 2D objects are matched from the different views to form 3D objects in order to determine track angles and dE/dx. This approach becomes challenging when objects that are well separated in 3D yet overlap in one or more of the 2D views. In addition, the intrinsic ambiguities for isochronous events often cannot be reduced without applying early heuristics which make assumptions about the final event topology.
Here we describe a new 3D imaging method, Wire-Cell, which takes advantage of key features of the LArTPC to directly reconstruct the ionization density in 3D voxels. In order to resolve many of the ambiguities caused by the lack of pixel-level information, the Wire-Cell method incorporates the measured ionization charge information and its sparsity in addition to its arrival time and the detector wire geometry through simple and robust mathematics. Similar to the pixel-readout detectors, the resulting clean and accurate 3D image provides an excellent starting point for subsequent pattern recognition procedures.
2 Wire-Cell 3D Imaging
Description of Basic Principles
The key concept of Wire-Cell is to tomographically reconstruct the 3D image of ionization density per time-slice regardless of event topology. This approach utilizes the unique feature of the LArTPC that the same number of drifting electrons ("charge") is measured redundantly by all wire planes. More explicitly, the early wire planes receive bipolar induction signals as ionization electrons pass by, while the same electrons are collected on the final wire plane leading to unipolar induction signals. The imaging procedure has the following steps:
Signal preparation: The bipolar and unipolar signals that come from the low-noise shaping amplifiers are first filtered with standard techniques to reduce excess noise [19] and then processed to statistically remove the induction response shape [20, 21] . The end result is a normalized pulse of charge for each wire. After this non-trivial signal processing procedure, excellent signal matching among different wire planes has been demonstrated [22] . This establishes the basis of Wire-Cell. Event displays exhibiting the effectiveness of the overall signal processing chain can be found in Ref. [23] .
The next step is to divide the signals into time-slices. Each time slice represents a tomographic cross section across the detector with its normal in the direction of the nominal E-field. The width of the time slice, typically ∼2 µs, is chosen to be consistent with the digitization sampling rate, electronics shaping, and the expected diffusion [24] . For each time slice, the algorithm identifies all possible "hit cells" that correspond to all the wires with sizable signals (namely "hit wires"). A wire is defined as a 2D region centered around the wire location with the width equal to the wire pitch. A cell is then defined as the overlapping region formed by the nearest wire from each plane. Figure 1 shows the pattern of cells from the MicroBooNE detector geometry [10] . Based on the hit wires, the possible hit cells are constructed. Any ambiguities at this point are simply retained and addressed by the following steps.
Incorporating charge information:
Voxel-based reconstruction is natural in pixel-readout detectors but it is hindered in LArTPC because of the ambiguities due to the limited number of angular views provided by the wire planes. Such ambiguities are illustrated in Fig. 2 with a simplified example consisting of only two wire planes. There, three cells (H1, H5, H6) are "hit" by the distribution of charge passing through the wire planes in the given single time slice. Due to the wire readout, five wires (u1, u2, v1, v2, v3) record signals. This leads to 6 possible hit cells, including 3 fake ones (H2, H3, H4). Such ambiguities cannot be resolved with geometry information alone.
However, given that any charge deposited inside a cell is measured independently by the associated wires, additional charge equations can be constructed. For the example in or, more generally, in a matrix form:
where y is a vector of charge measurements spanning the hit wires from all planes, x is a vector of expected charge in each possible hit cell to be solved, and A is the biadjacency matrix connecting wires and cells, which is determined solely by the wire geometry. We first consider the case where there is no uncertainty in the charge measurement and the bi-adjacency matrix A is invertible. Upon solving Eq. 2.2, the true hit cells will have the deduced charges equal to their true charges, while the fake hit cells will have the deduced charges equal to zero. In reality, the uncertainty in the charge measurement needs to be considered, and the A matrix may not be invertible leading to ambiguous solutions. In the following, we describe detailed techniques in handling these challenges..
Incorporating charge uncertainty:
In practice, the charge measured on each wire has associated uncertainties from noise contributions and imperfection of the signal processing procedures. Therefore, Eq. 2.2 is only approximate. The charge uncertainties can be taken into account by constructing a χ 2 function:
where V is the covariance matrix representing the uncertainty of the measured charge on each wire. The vector y and x are then pre-normalized through V −1 = Q T Q (Cholesky decomposition), y = Q · y, and A = Q · A. The notation || · || p defines the p -norm of a vector such that
The best solution is found to be:
by minimizing the above χ 2 function. Therefore, when the matrix M = A T V −1 A is invertible, the best-fit charges of hit cells can be derived directly using Eq. 2.4. The true hit cells will have the expected charges close to the true charges, while the fake hit cells will have the expected charges close to zero.
Incorporating sparsity:
In most occasions, however, Eq. 2.2 is under-determined and do not have a unique solution. Similarly, the χ 2 function constructed through Eq. 2.3 does not have a unique minimum location, representing a severe loss of information due to the wire-readout system. In such cases, one would find that the matrix M = A T V −1 A in Eq. 2.4 is non-invertible. Additional constraints can be applied by considering the characteristics of typical physics events. One such constraint is that most of the elements in the solution x should be zero and so the solution should be sparse. In the example of Fig. 2 , the sparse condition implies that out of the 6 possible cells, many are fake. Then, Eq. 2.2 can be transformed into a constrained linear problem:
where ||x|| 0 is the 0 -norm of x, which represents the number of non-zero elements in x. In other words, we seek the most sparse or simplest solution that explains the measurements. In the rare cases where the sparse condition fails to represent reality, the ability to resolve ambiguities from the wire-readout system would be intrinsically limited by the hardware. Since the 0 -norm is non-convex, the optimization problem of Eq. 2.5 is NP-hard [25] . Nonetheless, a practical procedure through combinatorial trials is described as follows:
1. Calculate the number of zero eigenvalues n 0 of the matrix M = A T V −1 A. As an example, consider Fig. 2 and assume an identity covariance matrix. The six eigenvalues of 6 × 6 matrix M are 5, 3, 2, 2, 0 and 0. Thus there are two zero eigenvalues. In order to reach a unique solution, two out of the six possible hit cells need to be removed. The best solution is obtained by comparing χ 2 values from the 6 2 = 15 combinations. One can see that this procedure, although sound in principle, becomes computationally intractable when the hit multiplicity is more than a few tens.
Enumerate the
Applying compressed sensing: Interestingly, the technique of compressed sensing [26] , originally proposed to recover stable signal from incomplete and inaccurate measurements, solves the above computational issues. Compressed sensing has wide applications in the field of electrical engineering [27] , medicine and biology [28] , applied statistics [29] , etc. Its application in highenergy and nuclear physics experiments is relatively rare, but has great potential. The key concept is to approximate the NP-hard 0 problem of Eq. 2.5 with a 1 problem: minimize ||x|| 1 , subject to: y = Ax, (2.6) which retains the desired sparsity. The proof of this approximation can be found in Ref. [26] . Equivalently, the χ 2 function defined in Eq. 2.3 can be replaced by a 1 -regularized χ 2 [30, 31] as follows:
where λ regulates the strength of the 1 -norm. Since the 1 -regularized χ 2 function is convex, fast minimization can now be achieved through algorithms such as coordinate descent [32] . In addition, the non-negativity physical constraint, defined as x i ≥ 0, can also be incorporated during minimization.
With the application of the compressed sensing [26] , the time complexity of the charge solving procedure is significantly reduced from n! m!(n−m)! to O(nk). Here, n, m, and k are number of unknowns, number of zero eigenvalues of the matrix M, and number of non-zero elements in x, respectively. Although it has been proven that the solution of 1 -regularized χ 2 is approaching the solution of the original 0 problem with a properly chosen regularization strength [26] , some differences can exist given the pre-chosen regularization strength. In practice, the overall performance of the charge solving procedure can be evaluated in simulation by comparing the solution with the truth information.
Example output: Compressed sensing substantially improves the computational speed and resolves the scalability issue for high multiplicity events. Figure 3 shows an example of a simulated 3-GeV ν e charge current interaction, which has four tracks including an electromagnetic shower exiting the primary vertex. The 3D image is projected to a 2D view with the normal in the direction of the E-field. In this projection, the ambiguity from isochronous condition is maximally displayed. The bottom panel shows the ionizing energy deposition from Monte Carlo truth. The top panel shows the 3D reconstructed image using only time and geometry information. All possible hit cells that are consistent with the hit wires are shown. The middle panel shows the 3D reconstructed image after including charge information and sparsity constraint. Comparing with the top panel, 35% of fake cells are removed in this example. The wrongly removed cells are below 1%, which are mainly caused by finite charge resolution. In addition, the imaging provides a measure of the inonization density, represented in the figure by color. It is spread over local regions of remaining ambiguity such that total charge is conserved. More examples can be found in Ref. [33] .
Other Considerations
Given the basic principles of Wire-Cell 3D imaging described, we now discuss some details regarding implementation for realistic detectors.
Merging cells A single cell represents the finest spacial resolution defined by the wire geometry. In highly ambiguous time slices, considering the many individual cells leads to a severely underdetermined system. Consequently, the 1 -problem of Eq. 2.6 becomes susceptible to fluctuations in the measurements, leading to mistakes in the solution. This problem can be mitigated by merging adjacent hit cells into a single, larger cell while simultaneously merging their associating wires. Mathematically, the y vector in Eq. 2.2 is replaced by B · y, where the matrix B represents merging operation. The merging will reduce the ambiguity at the expense of increasing the spacial resolution. Therefore, the extent of merging must be optimized using data to obtain the resolution necessary for physics events.
Wrapped wires
In experiments such as DUNE, some of the wires are wrapped around the anode planes, exposing them to signals from either side. Such a design is practical for the ease of underground construction. However, it increases the ambiguities already presented in wire-readout LArTPCs, as different cells may share the same wire measurements. The wrapped wires don't need special treatment in the Wire-Cell procedures as long as the corresponding x vector and A matrix in Eq. 2.2 are constructed accordingly. Meanwhile, the charge information used in Wire-Cell will reduce the additional ambiguities introduced by wrapped wires.
Dead channels
In real experiments, dead wire channels could occur. In the 2D wire-versus-time views, they manifest as gaps in continuous tracks, or missing hits in showers. Their effects can be mitigated in Wire-Cell by treating the dead channels as always being hit. Consequently, extra hit cells are generated including both true and fake ones. Ambiguities can increase vastly near the dead channel region, causing "ghost tracks". Typically, additional pattern recognition algorithms are necessary to identify and remove the ghosts, especially when the number of projective views are few.
Further constraints
The χ 2 function defined in Eq. 2.7 can be modified to include more constraints based on available knowledge, such as connectivity, proximity, and so on. Such additional constraints typically further reduce ambiguities, and add more robustness against fluctuations caused by inaccurate measurements. Existing advanced algorithms such as group lasso [29] , fused lasso [34] , and others, can be exploited.
The Wire-Cell techniques have been successfully applied to the MicroBooNE [10] experimental data. The quantitative evaluation of the detailed algorithm and its performance is beyond the scope of current paper and will be reported in a future publication [35] .
Conclusions
The massive LArTPC is an advanced detector technology that may hold the key to many future discoveries. In this paper, we present a novel 3D imaging method for high-performance event reconstruction in large LArTPCs. Through simple and robust mathematics, unique features of the LArTPC regarding the charge and sparsity information are incorporated in addition to the time and geometry to reduce ambiguities in image reconstruction. The 3D image of ionization density from Wire-Cell significantly reduces the challenges in the later pattern recognition and provides an excellent starting point for subsequent event reconstruction, including detailed visual examination of the event. Further 3D fine tracking can be implemented through a combined fit of 3D clusters and their 2D projections [36] and graph theory algorithms. Particle identification can be developed through the dE/dx information obtained in 3D. The 3D image also opens a new opportunity for the generalized Convolutional Neural Network that has seen rapid development in recent LArTPC applications based on 2D images [37] . In addition, techniques such as compressed sensing used in Wire-Cell can be extended to other under-determined physics systems and are expected to have a wide usage in the field of high-energy and nuclear physics.
