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ON THE REGULARITY OF SOLUTIONS OF ONE DIMENSIONAL
VARIATIONAL OBSTACLE PROBLEMS
JEAN-PHILIPPE MANDALLENA
Abstract. We study the regularity of solutions of one dimensional variational obstacle
problems in W 1,1 when the Lagrangian is locally Ho¨lder continuous and globally elliptic.
In the spirit of the work of Sychev ([Syc89, Syc91, Syc92]), a direct method is presented
for investigating such regularity problems with obstacles. This consists of introducing a
general subclass L of W 1,1, related in a certain way to one dimensional variational obstacle
problems, such that every function of L has Tonelli’s partial regularity, and then to prove
that, depending on the regularity of the obstacles, solutions of corresponding variational
problems belong to L. As an application of this direct method, we prove that if the obstacles
are C1,σ then every Sobolev solution has Tonelli’s partial regularity.
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2 JEAN-PHILIPPE MANDALLENA
1. Introduction
In this paper we consider one dimensional variational obstacle problems of type
inf
"
JLpu; ra, bsq :“
ż b
a
Lpx, upxq, u1pxqqdx : u P Af,g
*
, (1.1)
where L P Cpra, bs ˆ Rˆ Rq and Af,g Ă W 1,1pra, bsq is given by
Af,g :“
!
u PW 1,1pra, bsq : upaq “ A, upbq “ B and f ď u ď g
)
with a, b, A,B P R with a ă b and f, g P W 1,1pra, bsq with f ă g. Usually, the functions f
and g are called obstacles. The object of the paper is to study the regularity of solutions of
one dimensional variational obstacle problems of type (1.1) when the Lagrangian L is locally
Ho¨lder continuous and globally elliptic, see the conditions (H1) and (H2) in Section 2. For
this, in the spirit of the work of Sychev ([Syc89, Syc91, Syc92]), we develop a direct method
which consists of introducing a general subclass LωpL,K, c, δ0q of W 1,1pra, bsq, see Definition
2.1, related to (1.1), such that under suitable conditions, see (H1), (H2) and especially
(HK,δ0ω q in §2.1, every u P LωpL,K, c, δ0q has Tonelli’s partial regularity, see Definition 2.4
and Theorem 2.5 which is the central result of the paper. Then, we prove that if the obstacles
f and g are in C1pra, bsq then solutions of (1.1) belong to LωpL,K, c, δ0q, see Lemma 2.6.
From Theorem 2.5 and Lemma 2.6 we then deduce a regularity result (see Theorem 2.8) for
solutions of (1.1) which says that if L is locally Ho¨lder continuous and globally elliptic and
if
lim
εÑ0
ż
eε
0
”
ωh
´
ξ ` γ
a
ξ
¯ıθ dξ
ξ
“ 0 for all h P tf, f 1, g, g1u and all γ, θ ą 0, (1.2)
where ωh : r0,8rÑ r0,8r denotes the modulus of continuity of h and e is Napier’s number,
then every solution of (1.1) has Tonelli’s partial regularity. In particular, (1.2) holds when
the obstacles f and g belong to C1,σpra, bsq, see Corollary 2.9.
The regularity of solutions of one dimensional variational obstacle problems of type (1.1)
was studied by Sychev in [Syc11] where it is established, for L locally Ho¨lder continuous and
locally elliptic, that when the obstacles are bounded in W 1,8-norm, solutions exist in the
class of Lipschitz functions provided that the obstacles are close, and that if furthermore the
obstacles are C1 (resp. C1,σ) then these Lipschitz solutions are C1 (resp. C1,σ), see [Syc11,
Theorem 1.1] (resp. [Syc11, Theorem 1.2]). But nothing is proved for Sobolev solutions.
The results of our paper are contributions in this direction.
To complete the introduction, let us mention that Gratwick and Preiss proved in [GP11],
without considering obstacles, that if locally Ho¨lder continuity of L fails, i.e., L is only
continuous, then Tonelli’s partial regularity does not hold in general. Let us also note
that regularity and nonregularity phenomena, depending on Ho¨lder and usual continuity,
was known in the context of parametric problems long ago, see Reshetnyak’s book [Res94,
Chapter 6]. We also refer the reader to [GST16] where regularity theory without considering
obstacles is developed with singular ellipticity.
The plan of the paper is as follows. In the next section we give our main results. The central
result of the paper (see Theorem 2.5) is stated in §2.1 and its consequences (see Theorem 2.8
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and Corollary 2.9) together with their proofs are in §2.2. Finally, Theorem 2.5 is proved in
Section 4. The proof of Theorem 2.5 is based upon a technical lemma (see Lemma 3.1) which
is a generalization of [Syc92, Lemma 1.1] to the case of obstacle problems. This technical
lemma is proved in Section 3.
2. Main results
Let a, b P R with a ă b and let L P Cpra, bs ˆ R ˆ Rq. In what follows, we consider the
following two assumptions:
(H1) L is locally Ho¨lder continuous, i.e., for each compact G Ă ra, bs ˆ R ˆ R there exist
C “ CpGq ą 0 and α “ αpGq ą 0 such that
|Lpx1, u1, v1q ´ Lpx2, u2, v2q| ď C p|x1 ´ x2| ` |u1 ´ u2| ` |v1 ´ v2|qα
for all px1, u1, v1q, px2, u2, v2q P G;
(H2) Lvv P Cpra, bs ˆ Rˆ Rq and there exists µ ą 0 such that Lvv ě µ everywhere.
(Then, we have Lv P Cpra, bs ˆ R ˆ Rq and
Lpx, u, v2q ´ Lpx, u, v1q ´ Lvpx, u, v1qpv2 ´ v1q ě µ
2
pv2 ´ v1q2
for all px, u, v1q, px, u, v2q P ra, bs ˆ Rˆ R.)
We begin with a general regularity theorem (see Theorem 2.5) with respect to a subclass
of W 1,1pra, bsq related in a certain way to the one dimensional variational obstacle problem
(1.1), see Definition 2.1.
2.1. A general regularity theorem. For each u P W 1,1pra, bsq and each s, t P ra, bs with
s ă t, we set
kups, tq “ upsq ´ uptq
s´ t
and we define us,t PW 1,1pra, bsq by
us,tpxq :“
"
upsq ` kups, tqpx´ sq if x Pss, tr
upxq if x P ra, bszss, tr. (2.1)
Then, for every s, t P ra, bs with s ă t, one has
u1s,tpxq “ kups, tq for all x Pss, tr. (2.2)
Definition 2.1. Let K be a compact subset of ra, bs ˆ R, let ω : r0,8rˆr0,8rÑ r0,8r be
an increasing function in both arguments such that ωpk, 0q “ 0 for all k P r0,8r. Given
c ą 0 and δ0 ą 0, we denote by LωpL,K, c, δ0q the class of u PW 1,1pra, bsq with the following
three properties:
(A1)
 px, upxqq : x P ra, bs( Ă K;
(A2) JLpu; ra, bsq :“
ż b
a
Lpx, upxq, u1pxqqdx ď c;
(A3) for every s, t P ra, bs with s ă t, if |s ´ t| ď δ0 then
JLpu; ra, bsq ď JLpus,t; ra, bsq ` ω p|kups, tq|, |s´ t|q |s´ t|.
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Remark 2.2. When ω ” 0, the class LωpL,K, c, δ0q is the one introduced by Sychev in [Syc92]
for studying the regularity of solutions of variational problems without obstacles. Thus, in
Definition 2.1, the appearance of the function ω is related to the obstacles (see Lemma 2.6).
Remark 2.3. If L satisfies (H2) then there exists N ą 0 such that for every u P W 1,1pra, bsq
satisfying (A1) and (A2) one has
}u1}L2pra,bsq ď N. (2.3)
Indeed, there exists c1 ą 0 such that for every u P W 1,1pra, bsq satisfying (A1), |upxq| ď c1
for all x P ra, bs. As L satisfies (H2) there exists M ą 0 such that Lpx, u, vq ě µ4v2 for all
x P ra, bs, all |u| ď c1 and all |v| ěM , where µ ą 0 is given by (H2). Fix any u P W 1,1pra, bsq
satisfying (A1) and (A2). Then
ş
|u1|ěM
|u1pxq|2dx ď 4
µ
c, where c ą 0 is given by (A2), and so
}u1}2
L2pra,bsq ď 4µc`M2pb´ aq and (2.3) follows with N “
b
4
µ
c`M2pb´ aq.
In what follows, given c ą 0 we consider ∆c Ăs0, 1r given by
∆c :“
!
δ0 ą 0 : δ0 `N
a
δ0 ď 1
)
with N ą 0 given by Remark 2.3. Furthermore, when (H1) and (H2) hold, we introduce the
following assumption:
(HK,δ0ω ) lim
εÑ0
ż
eε
0
ωpk, ξqdξ
ξ
“ 0 for all k P r0,8r, where ω : r0,8rˆr0,8rÑ r0,8r is given by
ωpk, εq :“
”apωpk, εqıαpkq `apωpk, εq ` pωpk, εq (2.4)
with pωpk, εq :“ aω pk, ε`N?εq and, for each k P r0,8r, αpkq ą 0 is the Ho¨lder
exponent of L, given by (H1), with respect to the compact set G “ K0 ˆ r´pk `
Mpkqq, k `Mpkqs, where
K0 :“
!
pt, wq P ra, bs ˆ R : dist`pt, wq;K˘ ď δ0 `Naδ0) (2.5)
with dist
`pt, wq;K˘ :“ inf  |x´ t| ` |u´w| : px, uq P K( and Mpkq ą 0 satisfies the
following property:
|ζ | ěMpkq ñ µ
4
ζ2 ´ 2cpkq`|ζ | ` 1˘ ě ω`k, δ0 `Naδ0˘ (2.6)
with µ ą 0 given by (H2) and
cpkq :“ max
#
sup
pt,w,pqPK0ˆr´k,ks
|Lpt, w, pq|, sup
pt,w,pqPK0ˆr´k,ks
|Lvpt, w, pq|
+
. (2.7)
Before stating our main result, see Theorem 2.5 below, recall that every u P W 1,1pra, bsq is
uniformly continuous on ra, bs and almost everywhere differentiable in ra, bs, i.e.,ˇˇra, bszΩuˇˇ “ 0 where Ωu :“ !x P ra, bs : u is differentiable at x).
(Note also that W 1,1pra, bsq “ ACpra, bsq where ACpra, bsq is the class of absolutely continu-
ous functions on ra, bs, see [BGH98, Chapter 2] and the references therein.)
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Definition 2.4. We say that u PW 1,1pra, bsq has Tonelli’s partial regularity if the following
three conditions hold:
‚ Ωu is an open subset of ra, bs;
‚ ra, bszΩu “
!
x P ra, bs : u1pxq “ ´8 or u1pxq “ 8
)
;
‚ u1 P C`ra, bs; r´8,8s˘.
We denote the class of u P W 1,1pra, bsq such that u has Tonelli’s partial regularity by
W
1,1
T
pra, bsq. Here is the main result of the paper.
Theorem 2.5. Let c ą 0 and let δ0 P ∆c. If (H1), (H2) and (HK,δ0ω ) hold then
LωpL,K, c, δ0q ĂW 1,1T pra, bsq,
i.e., every u P LωpL,K, c, δ0q has Tonelli’s partial regularity.
Theorem 2.5 can be applied to deal with the regularity of solutions of one dimensional
variational obstacle problems of type (1.1).
2.2. Application to the regularity of solutions of variational obstacle problems.
Given f, g P W 1,1pra, bsq with f ă g, we set
Sf,g :“
!
u P Af,g : JLpu; ra, bsq ď JLpv; ra, bsq for all v P Af,g
)
.
Usually, the functions f and g are called the obstacles. The following lemma makes clear
the link between the class Sf,g of solutions of the variational obstacle problem (1.1) and the
class LωpL,K, c, δ0q when the obstacles are C1.
Lemma 2.6. Assume that (H1) holds and the obstacles f and g belong to C
1pra, bsq. Let
K :“  px, uq P ra, bs ˆ R : fpxq ď u ď gpxq(, let u P W 1,1pra, bsq, let c :“ |JLpu; ra, bsq| ` 1
and let δ0 ą 0. Then
u P Sf,g ñ u P LωpL,K, c, δ0q
with ω : r0,8rˆr0,8rÑ r0,8r given by
ωpk, εq :“ C0
”`
ωfpεq ` ωf 1pεq ` kε
˘α0 ` `ωgpεq ` ωg1pεq ` kε˘α0ı, (2.8)
where ωf , ωf 1, ωg, ωg1 : r0,8rÑ r0,8r are the moduli of continuity of f , f 1, g and g1 respec-
tively, and C0, α0 ą 0 are given by (H1) with G “ ra, bs ˆ r´M1,M1s ˆ r´M2,M2s, where
M1 :“ max t}f}8, }g}8u `M2pb´ aq and M2 :“ maxt}f 1}8, }g1}8u.
Proof of Lemma 2.6. We only have to prove that (A3) is satisfied with ω given by (2.8).
Step 1: defining an admissible function with respect to the obstacles. Let s, t P
ra, bs with s ă t and |s´ t| ď δ0. Let vs,t PW 1,1pra, bsq be given by
vs,tpxq “
$&% us,tpxq if fpxq ď us,tpxq ď gpxqfpxq if fpxq ą us,tpxq
gpxq if us,tpxq ą gpxq
where us,t is defined in (2.1). Note that
vs,tpxq “ upxq for all x P ra, bszss, tr.
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because u P Af,g. Then vs,t P Af,g and so
JLpu; ra, bsq ď JLpvs,t; ra, bsq
because u P Sf,g.
Step 2: using condition (H1). Set:
‚ Af :“ tx Pss, tr: fpxq ą us,tpxqu;
‚ Bg :“ tx Pss, tr: us,tpxq ą gpxqu.
(Note that much of the arguments in the proof rely on both Af and Bg being non-empty. If
one is or both are empty then the arguments simplify.) Then, we have
JLpu; ra, bsq ď JLpus,t; ra, bsq ` JLpvs,t; ra, bsq ´ JLpus,t; ra, bsq
“ JLpus,t; ra, bsq ` JLpf ;Afq ´ JLpus,t;Afq ` JLpg;Bgq ´ JLpus,t;Bgq
ď JLpus,t; ra, bsq
`
ż
Af
ˇˇ
Lpx, fpxq, f 1pxqq ´ Lpx, us,tpxq, kups, tqq
ˇˇ
dx
`
ż
Bg
ˇˇ
Lpx, gpxq, g1pxqq ´ Lpx, us,tpxq, kups, tqq
ˇˇ
dx. (2.9)
Since Af and Bg are open sets, there exist two disjointed countable sequences tsαi, αi`1ruiě1
and tsβi, βi`1ruiě1 of open intervals with s ď αi ă αi`1 ď t and s ď βi ă βi`1 ď t for all
i ě 1 such that:
Af “ Y
iě1
sαi, αi`1r and fpαiq “ us,tpαiq for all i ě 1; (2.10)
Bg “ Y
iě1
sβi, βi`1r and gpβiq “ us,tpβiq for all i ě 1. (2.11)
By using Lagrange’s finite-increment theorem, we can assert that there exists two sequences
txiuiě1 and tyiuiě1 with αi ă xi ă αi`1 and βi ă yi ă βi`1 such that:
kups, tq “ f 1pxiq for all i ě 1; (2.12)
kups, tq “ g1pyiq for all i ě 1. (2.13)
For h P Cpra, bsq we set }h}8 :“ sup t|hpxq| : x P ra, bsu. From the above it follows that:
|us,tpxq| ď max t}f}8, }g}8u ` }f 1}8pb´ aq for all x P Af ; (2.14)
|us,tpxq| ď max t}f}8, }g}8u ` }g1}8pb´ aq for all x P Bg. (2.15)
Indeed, given x P Af there exists i ě 1 such that x Psαi, αi`1r. Hence, using (2.12) we have
|us,tpxq| ď |upsq| ` |kups, tq||x´ s|
ď |upsq| ` |f 1pxiq|pb´ aq
ď |upsq| ` }f 1}8pb´ aq,
and (2.14) follows because f ď u ď g. By using the same reasoning with (2.13) instead of
(2.12) we obtain (2.15). Moreover, it is easy to see that:
‚ x P ra, bs;
‚ |fpxq| ď }f}8, |f 1pxq| ď }f 1}8, |gpxq| ď }g}8 and |g1pxq| ď }g1}8 for all x P ra, bs;
‚ |kups, tq| ď maxt}f 1}8, }g1}8u by (2.12) and (2.13),
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and consequently, we have:
‚ px, fpxq, f 1pxqq P ra, bs ˆ r´M1,M1s ˆ r´M2,M2s for all x P Af ;
‚ px, gpxq, g1pxqq P ra, bs ˆ r´M1,M1s ˆ r´M2,M2s for all x P Bg;
‚ px, us,tpxq, kups, tqq P ra, bs ˆ r´M1,M1s ˆ r´M2,M2s for all x P Af YBg.
But, using (H1) we can assert that
|Lpx1, u1, v1q ´ Lpx2, u2, v2q| ď C0
`|x1 ´ x2| ` |u1 ´ u2| ` |v1 ´ v2|˘α0
for all px1, u1, v1q, px2, u2, v2q P ra, bs ˆ r´M1,M1s ˆ r´M2,M2s, and so:
‚ ˇˇLpx, fpxq, f 1pxqq ´ Lpx, us,tpxq, kups, tqqˇˇ ď C0`|fpxq ´ us,tpxq| ` |f 1pxq ´ kups, tq|˘α0
for all x P Af ;
‚ ˇˇLpx, gpxq, g1pxqq ´ Lpx, us,tpxq, kups, tqqˇˇ ď C0`|gpxq ´ us,tpxq| ` |g1pxq ´ kups, tq|˘α0
for all x P Bg.
Fix any x P Af . Then, by (2.10) there exists i ě 1 such that x Psαi, αi`1r and, since
fpαiq “ us,tpαiq, we see that
|fpxq ´ us,tpxq| ď |fpxq ´ fpαiq| ` |fpαiq ´ us,tpxq|
“ |fpxq ´ fpαiq| ` |us,tpαiq ´ us,tpxq|
“ |fpxq ´ fpαiq| ` |kups, tq||x´ αi|
ď ωfp|s´ t|q ` |kups, tq||s´ t|.
Moreover, by (2.12) we have
|f 1pxq ´ kups, tq| “ |f 1pxq ´ f 1pxiq| ď ωf 1p|s´ t|q.
Consequentlyˇˇ
Lpx, fpxq, f 1pxqq ´ Lpx, us,tpxq, kups, tqq
ˇˇ ď ω1p|kups, tq|, |s´ t|q for all x P Af (2.16)
with ω1 : r0,8rˆr0,8rÑ r0,8r given by
ω1pk, εq :“ C0
`
ωfpεq ` ωf 1pεq ` kε
˘α0
. (2.17)
In the same manner, by using (2.11) and (2.13) instead of (2.10) and (2.12), we obtainˇˇ
Lpx, gpxq, g1pxqq ´ Lpx, us,tpxq, kups, tqq
ˇˇ ď ω2p|kups, tq|, |s´ t|q for all x P Bg (2.18)
with ω2 : r0,8rˆr0,8rÑ r0,8r given by
ω2pk, εq :“ C0
`
ωgpεq ` ωg1pεq ` kε
˘α0
. (2.19)
Step 3: end of the proof. Let ω : r0,8rˆr0,8rÑ r0,8r be defined by
ωpk, εq :“ ω1pk, εq ` ω2pk, εq.
Then, the function ω is increasing in both arguments and from (2.17) and (2.19) we see that
ωpk, 0q “ 0 for all k P r0,8r. Moreover, combining (2.9) with (2.16) and (2.18) we deduce
that
JLpu; ra, bsq ď JLpus,t; ra, bsq `
ż
Af
ω1p|kups, tq|, |s´ t|qdx`
ż
Bg
ω2p|kups, tq|, |s´ t|qdx
“ JLpus,t; ra, bsq ` ω1p|kups, tq|, |s´ t|q|Af | ` ω2p|kups, tq|, |s´ t|q|Bg|.
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But Af and Bg are subsets of ss, tr, hence |Af | ď |s´ t| and |Bg| ď |s´ t|, and consequently
JLpu; ra, bsq ď JLpus,t; ra, bsq `
`
ω1p|kups, tq|, |s´ t|q ` ω2p|kups, tq|, |s´ t|q
˘|s´ t|
“ JLpus,t; ra, bsq ` ωp|kups, tq|, |s´ t|q|s´ t|,
which shows that (A3) is verified. 
Remark 2.7. In the proof of Lemma 2.6 we have in fact established that (A3) holds without
any restriction that |s´ t| ă δ0.
As a consequence of Theorem 2.5 and Lemma 2.6, we have
Theorem 2.8. Assume that (H1) and (H2) are satisfied and the obstacles f and g belong to
C1pra, bsq. If (1.2) holds then
Sf,g ĂW 1,1T pra, bsq, (2.20)
i.e., every solution of the variational obstacle problem (1.1) has Tonelli’s partial regularity.
Proof of Theorem 2.8. Let u P Sf,g. To show that u P W 1,1T pra, bsq it suffices to prove
that (HK,δ0ω ) holds with K “
 px, uq P ra, bs ˆ R : fpxq ď u ď gpxq(, δ0 P ∆c with
c “ |JLpu; ra, bsq| ` 1 and ω given by (2.8). (Indeed, from Lemma 2.6 we then have
u P LωpL,K, c, δ0q and so u PW 1,1T pra, bsq by Theorem 2.5.) According to (2.8) and (2.4) it is
easily seen that to verify (HK,δ0ω ) we only need to establish that for N ą 0 given by Remark
2.3, one has:
lim
εÑ0
ż
eε
0
”
ωhpξ `N
a
ξq
ı 1
4
α0αpkq dξ
ξ
“ 0 for all k P r0,8r; (2.21)
lim
εÑ0
ż
eε
0
”
ωhpξ `N
a
ξq
ı 1
4
α0 dξ
ξ
“ 0; (2.22)
lim
εÑ0
ż
eε
0
”
ωhpξ `N
a
ξq
ı 1
2
α0 dξ
ξ
“ 0; (2.23)
lim
εÑ0
ż
eε
0
”
ξ `N
a
ξ
ıβ dξ
ξ
“ 0 for all β ą 0. (2.24)
But (2.21), (2.22) and (2.23) are clearly true by applying (1.2) with γ “ N and respectively
θ “ 1
4
α0αpkq, θ “ 14α0 and θ “ 12α0. Moreover, for every ε ą 0 we haveż
eε
0
”
ξ `N
a
ξ
ıβ dξ
ξ
ď C
ˆż
eε
0
ξβ´1dξ `Nβ
ż
eε
0
ξ
1
2
β´1dξ
˙
“ C
˜
peεqβ
β
` 2Nβ peεq
1
2
β
β
¸
with C ą 0 (depending on β). Hence (2.24) holds, and the proof is complete. 
As a direct consequence of Theorem 2.8 we have
Corollary 2.9. If (H1) and (H2) are satisfied and the obstacles f and g belong to C
1,σpra, bsq,
then (2.20) holds.
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Proof of Corollary 2.9. As the obstacles f and g belong to C1,σpra, bsq, we have
ωhpξq ď cξσ
for all h P tf, f 1, g, g1u, all ξ ě 0 and some c ą 0, and (1.2) follows. 
3. A technical lemma
In this section we prove the following technical lemma which is a generalization of [Syc92,
Lemma 1.1]. (This lemma plays an essential role in the proof of Theorem 2.5.)
Lemma 3.1. Let c ą 0 and let δ0 P ∆c. If (H1), (H2) and (HK,δ0ω ) hold, then there exists
δ : r0,8rˆ “0, δ0
e
‰ Ñ r0,8s
pk, εq ÞÑ δpk, εq
with the following properties:
(P1) δ is increasing in both arguments and δpk, 0q “ 0 for all k P r0,8r;
(P2) there exist C : r0,8rÑs0,8r and ε0 : r0,8rÑ
‰
0, δ0
e
‰
such that
δpk, εq ď Cpkq
„`?
ε
˘ 1
4
mintαpkq,α2pkqu `
ż
eε
0
ωpk ` η0, ξqdξ
ξ

for all k P r0,8r and all ε P r0, ε0pkqs with η0 ą 0 an arbitrary fixed constant and ω
given by (2.4), and so
lim
εÑ0
δpk, εq “ 0 (3.1)
for all k P r0,8r.
Moreover, for every u P LωpL,K, c, δ0q one has
(P3) for every x1, x2 P ra, bs with 0 ă x2 ´ x1 ď δ0e ,
|kupx1, x2q ´ kups, tq| ď δ
` |kupx1, x2q| , |x1 ´ x2|˘ (3.2)
for all s, t P rx1, x2s with s ă t.
Proof of Lemma 3.1. For each pt, y, pq P ra, bsˆRˆR we define Lpt,y,pq : ra, bsˆRˆR Ñ R
by
Lpt,y,pqpx, u, vq :“ Lpx, u, vq ´ Lvpt, y, pqv.
Then, it is easy to see that for every pt, y, pq P ra, bs ˆ Rˆ R and every u P LωpL,K, c, δ0q,
JLpt,y,pqpu; ra, bsq ď JLpt,y,pqpux1,x2; ra, bsq ` ω p|kupx1, x2q|, |x1 ´ x2|q |x1 ´ x2| (3.3)
for all x1, x2 P ra, bs such that 0 ă x2 ´ x1 ď δ0.
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Step 1: using (H1) and (H2). For each k P r0,8r and each ε P r0, pδ0s, where pδ0 :“
δ0 `N
?
δ0 with N ą 0 given by Remark 2.3, we consider Ik,ε Ă r0,8r defined as the set of
M ě 0 such that for all x1, x2, x3 P ra, bs, all u1, u2, u3 P R and all p P R with$&% px1, u1q P K;|x1 ´ xi| ` |u1 ´ ui| ď ε for i “ 2, 3;|p| ď k, (3.4)
and for all ζ P R, one has
|ζ | ěM ñ Lpx1,u1,pqpx2, u2, p` ζq ´ Lpx1,u1,pqpx3, u3, pq ě
µ
4
ζ2 ` ωpk, εq, (3.5)
where µ ą 0 is given by (H2). Let ∆1 : r0,8rˆ
”
0, pδ0ıÑ r0,8r be defined by
∆1pk, εq :“ min Ik,ε.
It is clear that ∆1 is increasing in both arguments and ∆1pk, 0q “ 0 for all k P r0,8r. We
claim that there exist C1, α : r0,8rÑs0,8r such that
∆1pk, εq ď
c
2
µ
b
2C1pkqεαpkq ` ωpk, εq (3.6)
for all k P r0,8r and all ε P r0, pδ0s. Indeed, fix any k P r0,8r and any ε P r0, pδ0s. Let
x1, x2, x3 P ra, bs, u1, u2, u3 P R and p P R be such that (3.4) is satisfied. First of all, using
(H2), for every ζ P R we have
Lpx1,u1,pqpx2, u2, p` ζq´Lpx1,u1,pqpx3, u3, pq “ Lpx2, u2, p` ζq ´ Lvpx1, u1, pqζ ´ Lpx3, u3, pq
“ Lpx2, u2, p` ζq´Lvpx2, u2, pqζ`Lvpx2, u2, pqζ
´Lvpx1, u1, pqζ´Lpx2, u2, pq`Lpx2, u2, pq
´Lpx3, u3, pq
ě Lpx2, u2, p` ζq´Lvpx2, u2, pqζ´Lpx2, u2, pq
´`|Lvpx2, u2, pq|`|Lvpx1, u1, pq|˘|ζ |
´`|Lpx2, u2, pq|`|Lpx3, u3, pq|˘
ě µ
2
ζ2 ´ 2cpkq`|ζ | ` 1˘,
where µ ą 0 is given by (H2) and cpkq ě 0 by (2.7). Consequently, considering Mpkq ą 0
with the property (2.6) and using the fact that ωpk, ¨q is increasing, we can assert that
|ζ | ěMpkq ñ Lpx1,u1,pqpx2, u2, p` ζq ´ Lpx1,u1,pqpx3, u3, pq ě
µ
4
ζ2 ` ωpk, εq. (3.7)
Secondly, for every ζ P R we have
Lpx1,u1,pqpx2, u2, p` ζq´Lpx1,u1,pqpx3, u3, pqě´|Lpx1,u1,pqpx2, u2, p` ζq´Lpx1,u1,pqpx1, u1, p` ζq|
`Lpx1,u1,pqpx1, u1, p` ζq´Lpx1,u1,pqpx1, u1, pq
´|Lpx1,u1,pqpx1, u1, pq ´ Lpx1,u1,pqpx3, u3, pq|.
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Let C1pkq ą 0 and αpkq ą 0 be given by (H1) with G “ K0ˆr´pk`Mpkqq, k`Mpkqs where
K0 is given by (2.5). Then, for every ζ P R such that |ζ | ďMpkq we have
Lpx1,u1,pqpx2, u2, p` ζq ´ Lpx1,u1,pqpx3, u3, pq ě ´2C1pkqεαpkq
`Lpx1,u1,pqpx1, u1, p` ζq ´ Lpx1,u1,pqpx1, u1, pq.
On the other hand, by (H2) we have
Lpx1,u1,pqpx1, u1, p` ζq ´ Lpx1,u1,pqpx1, u1, pq “ Lpx1, u1, p` ζq ´ Lpx1, u1, pq ´ Lvpx1, u1, pqζ
ě µ
2
ζ2,
and so
|ζ | ďMpkq ñ Lpx1,u1,pqpx2, u2, p` ζq ´ Lpx1,u1,pqpx3, u3, pq ě ´2C1pkqεαpkq `
µ
2
ζ2.
Consequently, setting M1 :“
b
2
µ
a
2C1pkqεαpkq ` ωpk, εq we can assert that`|ζ |ďMpkq and |ζ |ěM1˘ñLpx1,u1,pqpx2, u2, p` ζq´Lpx1,u1,pqpx3, u3, pqěµ4 ζ2`ωpk, εq. (3.8)
Combining (3.7) with (3.8) we see that (3.5) holds with M “M1, and (3.6) follows.
For each k P r0,8r and each ε P r0, pδ0s we consider Jk,ε Ă r0,8r defined as the set of
all M “ |Lpx1,u1,p1qpx2, u2, p2q ´ Lpx1,u1,p1qpx3, u3, p3q ` ωpk, εq| for which x1, x2, x3 P ra, bs,
u1, u2, u3 P R and p1, p2, p3 P R are such that$’’&’%
px1, u1q P K;
|x1 ´ xi| ` |u1 ´ ui| ď ε for i “ 2, 3;
|pi| ď k for i “ 1, 2, 3;
|p1 ´ pi| ď ∆1pk, εq for i “ 2, 3.
(3.9)
Let ∆2 : r0,8rˆ
”
0, pδ0ıÑ r0,8r be defined by
∆2pk, εq :“ max Jk,ε.
It is clear that ∆2 is increasing in both arguments and ∆2pk, 0q “ 0 for all k P r0,8r. We
claim that there exists C2 : r0,8rÑs0,8r such that
∆2pk, εq ď C1pkq
`
ε`∆1pk, εq
˘αpkq ` 2C2pkq∆1pk, εq ` ωpk, εq (3.10)
for all k P r0,8r and all ε P r0, pδ0s. Indeed, fix any k P r0,8r and any ε P r0, pδ0s. It is easy
to see that for each x1, x2, x3 P ra, bs, each u1, u2, u3 P R and each p1, p2, p3 P R satisfying
(3.9), we have
|Lpx1,u1,p1qpx2, u2, p2q ´ Lpx1,u1,p1qpx3, u3, p3q ` ωpk, εq| ď |Lpx2, u2, p2q ´ Lpx3, u3, p3q|
`|Lvpx1, u1, p1q||p2 ´ p3|
`ωpk, εq.
But |Lpx2, u2, p2q´Lpx3, u3, p3q| ď C1pkqpε`∆1pk, εqqαpkq because L is αpkq-Ho¨lder continu-
ous on the compact K0ˆr´pk`Mpkqq, k`Mpkqs and px2, u2, p2q, px3, u3, p3q P K0ˆr´k, ks.
Moreover, using the continuity of Lv on the compact Kˆr´k, ks we deduce that there exists
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C2pkq ą 0 such that |Lvpx, u, pq| ď C2pkq for all px, u, pq P K ˆr´k, ks. Consequently, (3.10)
follows since |p2 ´ p3| ď |p2 ´ p1| ` |p1 ´ p3| ď 2∆1pk, εq.
Step 2: constructing δ satisfying (P1) and (P2). From (3.6) and (3.10) it is easily seen
that there exists C3 : r0,8rÑs0,8r such that:
∆1pk, εq ď C3pkq
”`?
ε
˘αpkq `aωpk, εqı ; (3.11)
∆2pk, εq ď C3pkq
„`?
ε
˘mintαpkq,α2pkqu ` ´aωpk, εq¯αpkq `aωpk, εq ` ωpk, εq (3.12)
for all k P r0,8r and all ε P r0, pδ0s. Let ∆ : r0,8rˆr0, δ0s Ñ r0,8r be defined by
∆pk, εq :“ max
"
∆1
`
k, ε`N?ε˘ , 2?
µ
b
∆2
`
k, ε`N?ε˘* (3.13)
(with N ą 0 given by Remark 2.3). It is clear that ∆ is increasing in both arguments and
∆pk, 0q “ 0 for all k P r0,8r. From (3.11) and (3.12) we see that there exists C4 : r0,8rÑ
s0,8r such that
∆pk, εq ď C4pkq
”`?
ε
˘ 1
4
mintαpkq,α2pkqu ` ωpk, εq
ı
(3.14)
for all k P r0,8r and all ε P r0, δ0s, where ω : r0,8rˆr0,8rÑ r0,8r is given by (2.4).
For each k P r0,8r and each ε P r0, δ0
e
s we consider Ak,ε Ă r0,8r given by
Ak,ε :“
"
η ě 0 : 4
ż
eε
0
∆pk ` η, ξqdξ
ξ
ď η
*
.
Let δ : r0,8rˆ “0, δ0
e
‰Ñ r0,8s be defined by
δpk, εq :“ inf Ak,ε.
It is clear that δ is increasing in both arguments and δpk, 0q “ 0 for all k P r0,8r. So (P1) is
satisfied. Fix η0 ą 0. Given any k P r0,8r, from (HK,δ0ω ) we have limεÑ0
ş
eε
0
ωpk`η0, ζqdζζ “ 0,
and so limεÑ0 4
ş
eε
0
∆pk`η0, ζqdζζ “ 0 by using (3.14). Hence, there exists ε0pkq P
‰
0, δ0
e
‰
such
that 4
ş
eε
0
∆pk ` η0, ζqdζζ ď η0 for any ε P r0, ε0pkqs. Using the fact that ∆p¨, ξq is increasing,
it follows that
∆
ˆ
k ` 4
ż
eε
0
∆pk ` η0, ζqdζ
ζ
, ξ
˙
ď ∆pk ` η0, ξq
for all ξ P r0, eεs, hence
4
ż
eε
0
∆
ˆ
k ` 4
ż
eε
0
∆pk ` η0, ζqdζ
ζ
, ξ
˙
dξ
ξ
ď 4
ż
eε
0
∆pk ` η0, ξqdξ
ξ
,
and consequently 4
ş
eε
0
∆pk ` η0, ξqdξξ P Ak,ε. Thus
δpk, εq ď 4
ż
eε
0
∆pk ` η0, ξqdξ
ξ
,
for all k P r0,8r and all ε P r0, ε0pkqs, and (P2) follows by using again (3.14) together with
(HK,δ0ω ).
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Remark 3.2. From the above we see that, under (HK,δ0ω ), we have Ak,ε ­“ H for all k P r0,8r
and all ε P r0, ε0pkqs. Given k P r0,8r and ε P r0, ε0pkqs there exists tδnuně1 Ă Ak,ε such
that limnÑ8 δn “ δpk, εq and δpk, εq ď δn for all n ě 1. Hence
4
ż
eε
0
∆pk ` δn, ξqdξ
ξ
ď δn for all n ě 1, (3.15)
and, since ∆p¨, ξq is increasing,
∆pk ` δpk, εq, ξq ď ∆pk ` δn, ξq for all n ě 1 and all ξ P r0, eεs. (3.16)
Using Fatou’s lemma, from (3.15) we have
4
ż
eε
0
lim
nÑ8
∆pk ` δn, ξqdξ
ξ
ď lim
nÑ8
4
ż
eε
0
∆pk ` δn, ξqdξ
ξ
ď lim
nÑ8
δn “ δpk, εq.
But, from (3.16) we see that
∆pk ` δpk, εq, ξq1
ξ
ď lim
nÑ8
∆pk ` δn, ξq1
ξ
for all ξ Ps0, eεs,
hence
4
ż
eε
0
∆pk ` δpk, εq, ξqdξ
ξ
ď 4
ż
eε
0
lim
nÑ8
∆pk ` δn, ξqdξ
ξ
ď δpk, εq.
Thus δpk, εq P Ak,ε. Consequently, δpk, εq “ inf Ak,ε “ minAk,ε for all k P r0,8r and all
ε P r0, ε0pkqs.
Step 3: proving (P3). Let u P LωpL,K, c, δ0q and let x1, x2 P ra, bs be such that 0 ă
x2 ´ x1 ď δ0e . For simplicity of notation, set:$&% ε :“ |x1 ´ x2|;u1 :“ upx1q;
k1 :“ kupx1, x2q.
Let T Ă rx1, x2s be given by
T :“
!
x P rx1, x2s :
ˇˇ
u1pxq ´ k1
ˇˇ ě ∆1 `|k1|, ε`N?ε˘ ).
We claim that ż
T
|u1pxq ´ k1|2dx ď 4
µ
∆2
`|k1|, ε`N?ε˘ ε. (3.17)
Indeed, |x ´ x1| ď ε, |upxq ´ u1| ď N
?
ε and |ux1,x2pxq ´ u1| ď N
?
ε for all x P rx1, x2s,
hence, using (3.5) and the fact that ωp|k1|, ¨q is increasing, if x P T then
Lpx1,u1,k1qpx, upxq, u1pxqq ´ Lpx1,u1,k1qpx, ux1,x2pxq, k1q ě
µ
4
|u1pxq ´ k1|2 ` ωp|k1|, ε`N
?
εq
ě µ
4
|u1pxq ´ k1|2 ` ωp|k1|, εq,
and so
Lpx1,u1,k1qpx, ux1,x2pxq, k1q ´ Lpx1,u1,k1qpx, upxq, u1pxqq ` ωp|k1|, εq ď ´
µ
4
|u1pxq ´ k1|2. (3.18)
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On the other hand, using again the fact that ωp|k1|, ¨q is increasing, if x P rx1, x2szT then
Lpx1,u1,k1qpx, ux1,x2pxq, k1q ´ Lpx1,u1,k1qpx, upxq, u1pxqq ` ωp|k1|, εq ď ∆2p|k1|, ε`N
?
εq. (3.19)
But (3.3) holds because u P LωpL,K, c, δ0q, which means thatż x2
x1
`
Lpx1,u1,k1qpx, ux1,x2pxq, k1q ´ Lpx1,u1,k1qpx, upxq, u1pxqq ` ωp|k1|, εq
˘
dx ě 0,
and consequently, using (3.18) and (3.19) we deduce that
µ
4
ż
T
|u1pxq ´ k1|2dx ď ∆2p|k1|, ε`N
?
εqε,
which gives (3.17). Let Ωx1,x2 Ă rx1, x2s given by
Ωx1,x2 :“
!
x P rx1, x2s : |u1pxq ´ k1
ˇˇ ě ∆`|k1|, ε˘).
Then Ωx1,x2 Ă T by definition of ∆p|k1|, εq. From (3.17) it follows thatż
T
|u1pxq ´ k1|2dx ď ∆2
`|k1|, ε˘ε.
We have thus proved that for each u P LωpL,K, c, δ0q and each y, z P ra, bs with 0 ă z´y ď δ0e ,
one has the following inequality:ż
Ωy,z
ˇˇ
u1pxq ´ kupy, zq
ˇˇ
2
dx ď ∆2`|kupy, zq|, |y ´ z|˘|y ´ z|, (3.20)
where
Ωy,z :“
!
x P ry, zs : |u1pxq ´ kupy, zq
ˇˇ ě ∆`|kupy, zq|, |y ´ z|˘). (3.21)
Finally, the property (P3) follows from the following auxiliary lemma whose proof can be
extracted from [Syc92]. (For the convenience of the reader, the proof of Lemma 3.3 is given
below.)
Lemma 3.3. Let u P W 1,1pra, bsq be such that (3.20) is satisfied for all y, z P ra, bs with
0 ă z ´ y ď δ0
e
. Then u satisfies (P3).
But we have proved that every u P LωpL,K, c, δ0q verified (3.20) for all y, z P ra, bs such that
0 ă z ´ y ď δ0
e
. Consequently (P3) is satisfied for all u P LωpL,K, c, δ0q, and the proof of
Lemma 3.1 is complete. 
Proof of Lemma 3.3. Let x1, x2 P ra, bs be such that 0 ă x2´x1 ď δ0e and let s, t Psx1, x2r
be such that s ă t. We have to prove (3.2), i.e.,
|kupx1, x2q ´ kups, tq| ď δ
` |kupx1, x2q| , |x1 ´ x2|˘.
For simplicity of notation, we set k :“ kupx1, x2q and ε :“ |x1 ´ x2| and, without loss of
generality, we assume that δp|k|, εq ă 8. Let tIn :“ rxn1 , xn2 suně1 be a decreasing sequence
of intervals such that "
I1 “ rx1, x2s
In0`1 Ă rs, ts Ă In0 for some n0 ě 1, (3.22)
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and, setting εn :“ |xn1 ´ xn2 | for all n ě 1,"
ε1 “ ε
εn`1 “ 1eεn, i.e., eεn`1 “ εn, for all n ě 1.
(3.23)
(From (3.23) we see that εn “ 1en´1 ε for all n ě 1, and so limnÑ8 εn “ 0 with ε1 ą ε2 ą¨ ¨ ¨ ą εn ą εn`1 ą ¨ ¨ ¨ .)
Taking Remark 3.2 into account and noticing that Y8n“1reεn`1, eεns “ Y8n“1rεn, eεns “s0, eεs,
we see that
δp|k|, εq ě 4
ż
eε
0
∆p|k| ` δp|k|, εq, ξqdξ
ξ
“ 4
ż
8
Y
n“1
rεn,eεns
∆p|k| ` δp|k|, εq, ξqdξ
ξ
“ 4
8ÿ
n“1
ż
eεn
εn
∆p|k| ` δp|k|, εq, ξqdξ
ξ
.
Using the fact that ∆ : r0,8rˆr0, δ0s Ñ r0,8r defined by (3.13) is increasing in both
arguments, it follows that
δp|k|, εq ě 4
8ÿ
n“1
∆p|k| ` δp|k|, εq, εnq
ż
eεn
εn
dξ
ξ
“ 4
8ÿ
n“1
∆p|k| ` δp|k|, εq, εnq
“
lnpeεnq ´ lnpεnq
‰
“ 4
8ÿ
n“1
∆p|k| ` δp|k|, εq, εnq. (3.24)
Thus, to prove (3.2) it is sufficient to establish the following assertion:
@m ě 1 Ppmq (3.25)
with Ppmq given by
@x1 ď σ ă τ ď x2
”
Im`1 Ă rσ, τ s Ă Im ñ |k ´ kupσ, τq| ď 4
mÿ
n“1
∆p|k| ` δp|k|, εq, εnq
ı
.
Indeed, applying (3.25) with m “ n0, σ “ s and τ “ t, we have
|k ´ kups, tq| ď 4
n0ÿ
n“1
∆p|k| ` δp|k|, εq, εnq,
and (3.2) follows by using (3.24) together with the fact that 4
řn0
n“1∆p|k| ` δp|k|, εq, εnq ď
4
ř8
n“1∆p|k| ` δp|k|, εq, εnq. 
Proof of (3.25). We proceed by induction on m.
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Step 1: base case. Assume that Pp1q is false. Then, there exists σ, τ P rx1, x2s with σ ă τ
such that I2 Ă rσ, τ s Ă I1 and |k´ kupσ, τq| ą 4∆p|k| ` δp|k|, εq, ε1q. But |k´ kupx1, x2q| “ 0
(because k “ kupx1, x2q) with I2 Ă rx1, x2s “ I1, so by continuity arguments (see Remark
3.4) we can assert that there exist σ¯, τ¯ P rx1, x2s with σ¯ ă τ¯ such that:
rx2
1
, x2
2
s “ I2 Ă rσ¯, τ¯ s Ă I1; (3.26)ˇˇ
k ´ kupσ¯, τ¯q
ˇˇ “ 4∆`|k| ` δp|k|, εq, ε1˘. (3.27)
Remark 3.4. The existence of σ¯, τ¯ P rx1, x2s with σ¯ ă τ¯ satisfying (3.26) and (3.27) can be
derived as follows. Let Ψ : rx1, σs ˆ rτ, x2s Ñ r0,8r be defined by Ψpy, zq :“ |k ´ kupy, zq|.
Since Ψ is continuous and rx1, σs ˆ rτ, x2s is connected, Ψprx1, σs ˆ rτ, x2sq is an interval.
But 0 “ Ψpx1, x2q P Ψprx1, σs ˆ rτ, x2sq, Ψpσ, τq P Ψprx1, σs ˆ rτ, x2sq and 0 ď 4∆p|k| `
δp|k|, εq, ε1q ă Ψpσ, τq, hence 4∆p|k|` δp|k|, εq, ε1q P Ψprx1, σsˆ rτ, x2sq. Consequently, there
exist pσ¯, τ¯q P rx1, σs ˆ rτ, x2s such that Ψpσ¯, τ¯q “ 4∆p|k| ` δp|k|, εq, ε1q, which is the desired
conclusion.
Set:
‚ A :“  x P rx1, x2s : |u1pxq ´ k| ě 2∆p|k| ` δp|k|, εq, ε1q(;
‚ B :“  x P rσ¯, τ¯ s : |u1pxq ´ kupσ¯, τ¯q| ě 2∆p|k| ` δp|k|, εq, ε1q(.
Then
rσ¯, τ¯ szB Ă A. (3.28)
Indeed, if x P rσ¯, τ¯ szB then x P I1 “ rx1, x2s by the right inclusion in (3.26) and |u1pxq ´
kupσ¯, τ¯q| ă 2∆p|k| ` δp|k|, εq, ε1q. But, we haveˇˇ
k ´ kupσ¯, τ¯q
ˇˇ ď ˇˇu1pxq ´ kˇˇ` ˇˇu1pxq ´ kupσ¯, τ¯qˇˇ,
hence, using (3.27),
4∆
`|k| ` δp|k|, εq, ε1˘ ď ˇˇu1pxq ´ kˇˇ` 2∆`|k| ` δp|k|, εq, ε1˘,
and so |u1pxq ´ k| ě 2∆p|k| ` δp|k|, εq, ε1q, which implies that x P A. On the other hand,
since 2∆ ě ∆, |k|`δp|k|, εq ě |k| and ∆p¨, ε1q is increasing, it is clear that A Ă Ωx1,x2, where
Ωx1,x2 is defined by (3.21) with y “ x1 and z “ x2. Recalling that ε1 “ ε “ |x1 ´ x2| and
using (3.20) and the fact that ∆p¨, ε1q is increasing, we deduce thatż
A
ˇˇ
u1pxq ´ kˇˇ2dx ď ż
Ωx1,x2
ˇˇ
u1pxq ´ kˇˇ2dx ď ∆2`|k|, |x1 ´ x2|˘|x1 ´ x2|
ď ∆2`|k| ` δp|k|, εq, ε1˘|x1 ´ x2|. (3.29)
But, by definition of A, we have
4∆2
`|k| ` δp|k|, εq, ε1˘|A| ď ż
A
ˇˇ
u1pxq ´ kˇˇ2dx, (3.30)
and so, combining (3.29) with (3.30), we obtain the following inequality:
|A| ď 1
4
|x1 ´ x2|. (3.31)
From (3.27) it is easily seen that |kupσ¯, τ¯q| ď |k| ` 4∆p|k| ` δp|k|, εq, ε1q, hence |kupσ¯, τ¯q| ď
|k| ` δp|k|, εq by (3.24), and so ∆p|k| ` δp|k|, εq, ε1q ě ∆p|kupσ¯, τ¯q|, |σ¯ ´ τ¯ |q because ∆ is
REGULARITY OF SOLUTIONS OF ONE DIMENSIONAL VARIATIONAL OBSTACLE PROBLEMS 17
increasing in both arguments. Thus B Ă Ωσ¯,τ¯ , where Ωσ¯,τ¯ is defined by (3.21) with y “ σ¯
and z “ τ¯ . Using (3.20) it follows thatż
B
ˇˇ
u1pxq ´ kupσ¯, τ¯q
ˇˇ
2
dx ď
ż
Ωσ¯,τ¯
ˇˇ
u1pxq ´ kupσ¯, τ¯q
ˇˇ
2
dx ď ∆2`|kupσ¯, τ¯q|, |σ¯ ´ τ¯ |˘|σ¯ ´ τ¯ |
ď ∆2`|k| ` δp|k|, εq, ε1˘|σ¯ ´ τ¯ |,
which combined with that fact that by definition of B we have
4∆2
`|k| ` δp|k|, εq, ε1˘|B| ď ż
B
ˇˇ
u1pxq ´ kupσ¯, τ¯q
ˇˇ
2
dx,
gives the following inequality:
|B| ď 1
4
|σ¯ ´ τ¯ |. (3.32)
From (3.28) we see that |σ¯ ´ τ¯ | ď |A| ` |B|, hence |σ¯ ´ τ¯ | ď 1
4
|x1 ´ x2| ` 14 |σ¯ ´ τ¯ | by using
(3.31) and (3.32), and so 3|σ¯ ´ τ¯ | ď |x1 ´ x2|. On the other hand, from the left inclusion in
(3.26) we see that |I2| “ |x21´x22| ď |σ¯´ τ¯ |, hence 1e |x1´x2| ď |σ¯´ τ¯ |, i.e., |x1´x2| ď e|σ¯´ τ¯ |,
by (3.23). It follows that 3|σ¯ ´ τ¯ | ď e|σ¯ ´ τ¯ |, which is impossible.
Step 2: induction. Let m ě 1 be such that Ppmq is true. Then, as Im`1 “ rxm`11 , xm`12 s Ă
Im we can apply Ppmq with rσ, τ s “ Im`1, and we haveˇˇ
k ´ kupxm`11 , xm`12 q
ˇˇ ď 4 mÿ
n“1
∆
`|k| ` δp|k|, εq, εn˘.
Thus, it is easily seen that for proving that Ppm` 1q is true, it is sufficient to establish that
@x1ďσ ă τ ďx2
”
Im`2Ărσ, τ s Ă Im`1ñ|kupxm`11 , xm`12 q´kupσ, τq|ď 4∆p|k|`δp|k|, εq, εm`1q
ı
.
Assume that this latter assertion is false. Then, arguing as in Step 1, we can assert that
there exist σ¯, τ¯ P rxm`11 , xm`12 s with σ¯ ă τ¯ such that:
‚ Im`2 Ă rσ¯, τ¯ s Ă Im`1;
‚ ˇˇkupxm`11 , xm`12 q ´ kupσ¯, τ¯qˇˇ “ 4∆p|k| ` δp|k|, εq, εm`1q.
Set:
‚ Am`1 :“
 
x P rxm`11 , xm`12 s : |u1pxq ´ kupxm`11 , xm`12 q| ě 2∆p|kupxm`11 , xm`12 q| `
δp|k|, εq, εm`1q
(
;
‚ Bm`1 :“
 
x P rσ¯, τ¯ s : |u1pxq ´ kupσ¯, τ¯ q| ě 2∆p|kupxm`11 , xm`12 q| ` δp|k|, εq, εm`1q
(
.
Using the same method as in Step 1, we can establish that |Am`1| ď 14 |xm`11 ´xm`12 |, |Bm`1| ď
1
4
|σ¯´τ¯ | and rσ¯, τ¯ szBm`1 Ă Am`1. This latter inclusion implies that |σ¯´τ¯ | ď |Am`1|`|Bm`1|,
and so 3|σ¯ ´ τ¯ | ď |xm`11 ´ xm`12 |. On the other hand, as rxm`21 , xm`22 s “ Im`2 Ă rσ¯, τ¯ s we
have |xm`21 ´ xm`22 | ď |σ¯´ τ¯ |, hence 1e |xm`11 ´ xm`12 | ď |σ¯´ τ¯ |, i.e., |xm`11 ´ xm`12 | ď e|σ¯´ τ¯ |,
by (3.23). It follows that 3|σ¯ ´ τ¯ | ď e|σ¯ ´ τ¯ |, which is impossible. 
4. Proof of the general regularity theorem
In this section we prove Theorem 2.5 (see §4.2).
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4.1. Auxiliary lemmas. To prove Theorem 2.5 we need the following lemmas.
Lemma 4.1. Under the hypotheses of Theorem 2.5, if u P LωpL,K, c, δ0q has a finite derived
number d P R at sx Psa, br, i.e., there exist two sequences tsnuně1 and ttnuně1 with sn ă sx ă tn
such that:
lim
nÑ8
sn “ lim
nÑ8
tn “ sx; (4.1)
lim
nÑ8
kupsn, tnq “ d, (4.2)
then u is differentiable at sx and u1pxq “ d.
Lemma 4.1-bis. Under the hypotheses of Theorem 2.5, if u P LωpL,K, c, δ0q has a finite
derived number d P R at a (resp. b), i.e., there exists a sequence ttnuně1 (resp. tsnuně1)
with sx ă tn (resp. sn ă sx) such that:
lim
nÑ8
tn “ sx (resp. lim
nÑ8
sn “ sx); (4.3)
lim
nÑ8
kupa, tnq “ d (resp. lim
nÑ8
kupsn, bq “ d), (4.4)
then u is differentiable at a (resp. b) and u1paq “ d (resp. u1paq “ d).
Proof of Lemma 4.1. By (4.2) there exists M ą 0 such that |kupsn, tnq| ďM for all n ě 1.
Setting εn :“ |sn ´ tn| for all n ě 1 (where, because of (4.1), without loss of generality we
can assume that εn ď δe for all n ě 1) from Lemma 3.1, see (3.2), we have
|kups, tq ´ kupsn, tnq| ď δpM, εnq
for all s, t P rsn, tns with s ă t and all n ě 1 (where δ is given by Lemma 3.1). Thus
|kups, tq ´ d| ď |kups, tq ´ kupsn, tnq| ` |kupsn, tnq ´ d|
ď δpM, εnq ` |kupsn, tnq ´ d| (4.5)
for all s, t P rsn, tns with s ă t and all n ě 1. But limnÑ8 εn “ 0 by (4.1) and so
limnÑ8 δpM, εnq “ 0 by (3.1). Moreover limnÑ8 |kupsn, tnq ´ d| “ 0 by (4.2). So, from
(4.5) we can deduce that
lim
s, tÑ sx
s ă sx ă t
kups, tq “ d,
which proves that u is differentiable at sx and u1psxq “ d. 
Proof of Lemma 4.1-bis. This follows by similar arguments as in the proof of Lemma 4.1
by using (4.3) and (4.4) instead of (4.1) and (4.2). 
Lemma 4.2. Under the hypotheses of Theorem 2.5, for each C ą 0 and each η ą 0 there
exists pδpC, ηq ą 0 such that for every u P LωpL,K, c, δ0q, one has”
|u1psxq| ă C and |x´ sx| ă pδpC, ηqıñ |u1pxq ´ u1psxq| ď η.
Proof of Lemma 4.2. Let C ą 0 and η ą 0. By (3.1) we have
lim
εÑ0
δpC ` η, εq “ 0.
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So, we can assert that there exists εC,η Ps0, δ0e s such that
δ
`
C ` η, εC,η
˘ ă η
2
. (4.6)
Set pδpC, ηq :“ εC,η and fix u P LωpL,K, c, δ0q. Let x, sx P ra, bs be such that |u1psxq| ă C and
|x´ sx| ă pδpC, ηq with, without loss of generality, x ă sx. We claim thatˇˇ
kupx, sxq ´ u1psxqˇˇ ď η
2
. (4.7)
Indeed, otherwise we have |kupx, sxq´u1psxq| ą η2 . By definition of u1psxq, there exists x1 Psx, sxr
such that ˇˇ
kupy, sxq ´ u1psxqˇˇ ă η
2
for all y P rx1, sxr. (4.8)
Set:
‚ A :“  y P rx, sxr: |kupy, sxq ´ u1psxq| ă η2(;
‚ B :“  y P rx, sxr: |kupy, sxq ´ u1psxq| ą η2(.
Then, from the above, A ­“ H, B ­“ H and AXB “ H. Moreover, both A and B are open
in rx, sxr. As rx, sxr is a connected set it follows that rx, sxrzpA Y Bq ­“ H, and consequently
there exists sy P rx, sxr such that ˇˇ
kupsy, sxq ´ u1psxqˇˇ “ η
2
. (4.9)
From Lemma 3.1, see (3.2), and the fact that |sy ´ sx| ď |x´ sx| ă pδpC, ηq with pδpC, ηq ď δ0
e
,
we have ˇˇ
kupsy, sxq ´ kupy, sxqˇˇ ď δ`|kupsy, sxq|, |sy ´ sx|˘ ď δ`|kupsy, sxq|, pδpC, ηq˘
for all y P rsy, sxr (where δ is given by Lemma 3.1), and letting y Ñ sx we obtainˇˇ
kupsy, sxq ´ u1psxqˇˇ ď δ`|kupsy, sxq|, pδpC, ηq˘.
But |kupsy, sxq| ď |u1psxq| ` η2 ă C ` η2 ă C ` η by (4.9), henceˇˇ
kupsy, sxq ´ u1psxqˇˇ ď δ`C ` η, pδpC, ηq˘
because δ is increasing in both arguments. According to (4.6) and (4.9) we see that
η
2
“ ˇˇkupsy, sxq ´ u1psxqˇˇ ď δ`C ` η, pδpC, ηq˘ ă η
2
,
which is impossible. So, (4.7) is proved. On the other hand, since |kupx, sxq| ă C` η2 ă C`η
by (4.7), and |x´sx| ă pδpC, ηq, taking (4.6) into account and using again Lemma 3.1 we haveˇˇ
kupx, yq ´ kupx, sxqˇˇ ď δ`|kupx, sxq|, |x´ sx|˘ ď δ`C ` η, pδpC, ηqq ă η
2
for all y Psx, sxs. (4.10)
Remark 4.3. Since |kupx, sxq| ă C ` η2 , from (4.10) it follows that |kupx, yq| ă C ` η for all
y Psx, sxs, which implies that u has a finite derived number at x in the sense of lemmas 4.1
and 4.1-bis. Hence u is differentiable at x.
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Letting y Ñ x in (4.10) we obtain ˇˇ
u1pxq ´ kupx, sxqˇˇ ď η
2
. (4.11)
From (4.7) and (4.11) we conclude thatˇˇ
u1pxq ´ u1psxqˇˇ ď ˇˇu1pxq ´ kupx, sxqˇˇ` ˇˇkupx, sxq ´ u1psxqˇˇ ď η
2
` η
2
“ η,
and the proof is complete. 
4.2. Proof of Theorem 2.5. Let u P LωpL,K, c, δ0q. Following Definition 2.4, we have to
prove the following assertions:
(a) if x0 P Ωu then there exists a neighborhood Vx0 of x0 such that Vx0 Ă Ωu;
(b) if x0 P Ωu then lim
xÑx0
u1pxq “ u1px0q;
(c) if x0 R Ωu then u1px0q P t´8,8u;
(d) if u1px0q “ 8 (resp. u1px0q “ ´8) then lim
xÑx0
u1pxq “ 8 (resp. lim
xÑx0
u1pxq “ 8),
where Ωu :“
 
x P ra, bs : u is differentiable at x(.
Proof of (a). Let x0 P Ωu. Without loss of generality we can assume that x0 Psa, br. (If
x0 “ a (resp. x0 “ b) the proof will follow by similar arguments by using
lim
x2 Ñ a
a ă x2
kupa, x2q “ u1paq
´
resp. lim
x1 Ñ b
x1 ă b
kupx1, bq “ u1pbq
¯
instead of (4.12) and Lemma 4.1-bis instead of Lemma 4.1.) Then
lim
x1, x2 Ñ x0
x1 ă x0 ă x2
kupx1, x2q “ u1px0q. (4.12)
From (4.12) we can assert that there exists C ą 0 such that ˇˇkupx1, x2qˇˇ ď C for all x1, x2 P Vx0
with x1 ă x0 ă x2, where Vx0 Ăsx0´ δ02e , x0` δ02e r is a neighborhood of x0. Using Lemma 3.1,
see (3.2), it follows that for every x1, x2 P Vx0 with x1 ă x0 ă x2 and every s, t P rx1, x2s
with s ă t, we have
|kupx1, x2q ´ kups, tq| ď δ
` |kupx1, x2q| , |x1 ´ x2|˘ ď δpC, |x1 ´ x2|q
(with δ given by Lemma 3.1) which implies that
|kups, tq| ď δpC, |x1 ´ x2|q ` |kupx1, x2q| ďM
with M :“ δpC, |x1´x2|q`C ą 0. Fix any sx P Vx0. Then, there is a neighborhood Vsx Ă Vx0
of sx such that |kups, tq| ďM for all s, t P Vsx with s ă sx ă t, hence
d :“ lim
s, tÑ sx
s ă sx ă t
kups, tq P R,
and consequently there exist two sequences tsnuně1 and ttnuně1 with sn ă sx ă tn verifying
(4.1) and (4.2), which implies that u is differentiable at sx (and u1psxq “ d), i.e., sx P Ωu, by
using Lemma 4.1. 
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Proof of (b). Let x0 P Ωu. By (a) there exists a neighborhood Vx0 of x0 such that Vx0 Ă Ωu.
Without loss of generality we can assume that x0 Psa, br. (If x0 “ a (resp. x0 “ b) the proof
will be the same by considering that we have one sequence txn
2
uně1 (resp. txn1uně1) with
a ă xn
2
(resp. xn
1
ă b) instead of xn
1
ă x0 ă xn2 and by replacing “kupxn1 , xn2 q” by “kupa, xn2 q”
(resp. “kupxn1 , bq”).) Let txnuně1 Ă Vx0 be such that
lim
nÑ8
xn “ x0. (4.13)
As x0 P Ωu, taking (4.13) into account, we can assert that there exist two sequences txn1uně1
and txn
2
uně1 with xn1 ă x0 ă xn2 such that:
xn
1
ă xn ă xn2 for all n ě 1; (4.14)
lim
nÑ8
xn1 “ lim
nÑ8
xn2 “ x0; (4.15)
lim
nÑ8
kupxn1 , xn2 q “ u1px0q. (4.16)
(Because of (4.15) without loss of generality we can assume that |xn
1
´xn
2
| ď δ0
e
for all n ě 1.)
On the other hand, we have xn P Ωu for all n ě 1. Hence, taking (4.14) into account, for
each n ě 1 there exist two sequences tsnj ujě1 and ttnj ujě1 with snj ă xn ă tnj such that:
snj , t
n
j P rxn1 , xn2 s for all j ě 1;
lim
jÑ8
snj “ lim
jÑ8
tnj “ xn;
lim
jÑ8
kupsnj , tnj q “ u1pxnq. (4.17)
Let M ą 0 be such that |kupxn1 , xn2 q| ď M for all n ě 1 (such a positive constant M exists
because of (4.16)). Using Lemma 3.1, see (3.2), we see that for every n ě 1 and every j ě 1,ˇˇ
u1pxnq ´ u1px0q
ˇˇ “ ˇˇu1pxnq ´ kupsnj , tnj q ` kupsnj , tnj q ´ kupxn1 , xn2 q ` kupxn1 , xn2 q ´ u1px0qˇˇ
ď ˇˇu1pxnq ´ kupsnj , tnj qˇˇ` ˇˇkupsnj , tnj q ´ kupxn1 , xn2 qˇˇ` ˇˇkupxn1 , xn2 q ´ u1px0qˇˇ
ď ˇˇu1pxnq ´ kupsnj , tnj qˇˇ` δ`|kupxn1 , xn2 q|, |xn1 ´ xn2 |˘` ˇˇkupxn1 , xn2 q ´ u1px0qˇˇ
ď ˇˇu1pxnq ´ kupsnj , tnj qˇˇ` δ`M, |xn1 ´ xn2 |˘` ˇˇkupxn1 , xn2 q ´ u1px0qˇˇ
(with δ given by Lemma 3.1). Letting j Ñ8 and using (4.17) and then letting nÑ8 and
using (4.16) and (4.15) together with (3.1), we conclude that lim
nÑ8
u1pxnq “ u1px0q. 
Proof of (c). Let x0 R Ωu. Without loss of generality we can assume that x0 Psa, br. (If
x0 “ a (resp. x0 “ b) the proof will follows by similar arguments by using
lim
tÑ a
a ă t
|kupa, tq| “ 8
´
resp. lim
sÑ b
s ă b
|kups, bq| “ 8
¯
instead of (4.18) and Lemma 4.1-bis instead of Lemma 4.1.) Then
lim
s, tÑ x0
s ă x0 ă t
|kups, tq| “ 8. (4.18)
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Indeed, if (4.18) is false, i.e.,
α :“ lim
s, tÑ x0
s ă x0 ă t
|kups, tq| ă 8,
then there exist two sequences tsjujě1 and ttjujě1 with sj ă x0 ă tj such that:
lim
jÑ8
sj “ lim
jÑ8
tj “ x0; (4.19)
lim
jÑ8
|kupsj , tjq| “ α. (4.20)
By (4.20) there exists M ą 0 such that |kupsj, tjq| ď M for all j ě 1, and so from Bolzano-
Weierstrass’s theorem it follows that there exist d P r´M,Ms and two subsequences tsjnuně1
and ttjnuně1 of tsjujě1 and ttjujě1 respectively such that
lim
nÑ8
kupsjn, tjnq “ d.
But, taking (4.19) into account, we also have (sjn ă x0 ă tjn for all n ě 1 and)
lim
nÑ8
sjn “ lim
nÑ8
tjn “ x0,
hence, using Lemma 4.1, we can assert that u is differentiable at x0 (and u
1px0q “ dq, i.e.,
x0 P Ωu, which gives a contradiction. Thus (4.18) is true and so
lim
s, tÑ x0
s ă x0 ă t
|kups, tq| “ 8,
which implies that
lim
s, tÑ x0
s ă x0 ă t
kups, tq “ ´8 or lim
s, tÑ x0
s ă x0 ă t
kups, tq “ 8,
i.e., u1px0q P t´8,8u. 
Proof of (d). Let x0 P ra, bs be such that
u1px0q “ 8. (4.21)
We have to prove that
lim
xÑx0
u1pxq “ 8. (4.22)
Assume that (4.22) is false. Then, there exist M ą 0 and a sequence txnuně1 with, without
loss of generality, xn ă x0 such that:
lim
nÑ8
xn “ x0; (4.23)
u1pxnq ăM for all n ě 1. (4.24)
From (4.24) we can assert that for every n ě 1 there exists a neighborhood Vxn of xn such
that
kupxn, yq ăM (4.25)
for all y P VxnXsxn, x0s. Taking (4.23) into account, since u1px0q “ 8 we have
lim
nÑ8
kupxn, x0q “ 8,
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and so
kupxn, x0q ąM ` 1 (4.26)
for all n ě n0 with n0 ě 1 sufficiently large. On the other hand, as u is continuous at x0, for
each n ě 1 we have
lim
y Ñ x0
xn ă y ă x0
kupxn, yq “ kupxn, x0q. (4.27)
Fix any n ě n0. From (4.26) and (4.27) we deduce that there exists a neighborhood Vx0 of
x0 such that
kupxn, yq ąM (4.28)
for all y P Vx0Xsxn, x0s. Then An XBn “ H with:
‚ An :“
 
y Psxn, x0s : (4.25) holds
(
;
‚ Bn :“
 
y Psxn, x0s : (4.28) holds
(
.
But, from the above, An ­“ H and Bn ­“ H, and both An and Bn are open in sxn, x0s. As
sxn, x0s is a connected set we can assert that sxn, x0szpAn Y Bnq ­“ H. Consequently, for
each n ě n0 there exists yn Psxn, x0s such that
kupxn, ynq “M , i.e.,
ˇˇ
kupxn, ynq
ˇˇ “M. (4.29)
Moreover, by (4.23) we see that limnÑ8 yn “ x0 and so
lim
nÑ8
|xn ´ yn| “ 0. (4.30)
(Thus, without loss of generality we can assume that |xn ´ yn| ď δ0e for all n ě 1.) But, for
any n ě n0, from Lemma 3.1, see (3.2), we haveˇˇ
kupxn, yq ´ kupxn, ynq
ˇˇ ď δ`|kupxn, ynq|, |xn ´ yn|˘
for all y Psxn, yns (where δ is given by Lemma 3.1), henceˇˇ
kupxn, yq ´ kupxn, ynq
ˇˇ ď δ`M, |xn ´ yn|˘
by using (4.29). Letting y Ñ xn it follows thatˇˇ
u1pxnq ´ kupxn, ynq
ˇˇ ď δ`M, |xn ´ yn|˘
for all n ě n0. Using (4.30) and taking (3.1) into account, there exists n1 ě n0 such thatˇˇ
u1pxnq ´ kupxn, ynq
ˇˇ ă 1 for all n ě n1.
Thus ˇˇ
u1pxnq
ˇˇ ăM ` 1 for all n ě n1. (4.31)
Let pδpM ` 1, 1q ą 0 be given by Lemma 4.2 (with C “M ` 1 and η “ 1). Then, we have”
|u1psxq| ăM ` 1 and |x´ sx| ă pδpM ` 1, 1qıñ |u1pxq ´ u1psxq| ď 1. (4.32)
By (4.23) there exists n2 ě n1 such that |x0 ´ xn2 | ă pδpM ` 1, 1q. Hence, taking (4.31)
into account and using (4.32) (with x “ x0 and sx “ xn2), we obtain |u1px0q ´ u1pxn2q| ď 1.
Consequently, using again (4.31), i.e., |u1pxn2q| ăM ` 1, we deduce thatˇˇ
u1px0q
ˇˇ ď ˇˇu1px0q ´ u1pxn2qˇˇ` ˇˇu1pxn2qˇˇ ăM ` 2,
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which contradicts (4.21). (Similarly, we can prove that if u1px0q “ ´8 then limxÑx0 u1pxq “
´8.) 
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