Abstract-Trademarks are signs of high reputational value. Thus, they require protection. This paper studies conceptual similarities between trademarks, which occurs when two or more trademarks evoke identical or analogous semantic content. This paper advances the state-of-the-art by proposing a computational approach based on semantics that can be used to compare trademarks for conceptual similarity. A trademark retrieval algorithm is developed that employs natural language processing techniques and an external knowledge source in the form of a lexical ontology. The search and indexing technique developed uses similarity distance, which is derived using Tversky's theory of similarity. The proposed retrieval algorithm is validated using two resources: a trademark database of 1400 disputed cases and a database of 378 943 company names. The accuracy of the algorithm is estimated using measures from two different domains: the R-precision score, which is commonly used in information retrieval and human judgment/collective human opinion, which is used in human-machine systems.
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I. INTRODUCTION
T RADEMARKS, as defined by the European Office of Harmonization in the Internal Market (OHIM), are signs that are used in trade to identify products or services. They have become intangible intellectual property (IP) assets that allow goods or services to be easily recognized by consumers. The number of trademarks registered and used each year in the marketplace shows an upward trend with no significant sign of declining. For example, in 2012, the OHIM received about 108 000 trademark applications, an increase of 2% from the previous year [1] . In the U.S., about 1 867 353 trademarks were registered and maintained during the first quarter of 2013, as compared with a total of 1 752 599 registered and in-use trademarks in the first quarter of 2012 [2] . The newly registered trademark statistic in the U.S. climbed by 10% from the 2010 fiscal year to the 2012 fiscal year [2] .
Trademark infringement is a form of IP crime that may lead to serious economic problems. In general, IP-intensive companies make twice as many sales as non-IP-intensive companies.
In the U.S., these companies contribute over one-third of the annual gross domestic product [3] . Some major damage resulting from trademark infringement is lost revenue, lower profits, and the additional cost of protection to avoid future infringement. In a statistics provided by the U.S. International Trade Commission, as reported by the Chairman of the Joint Economic Committee, the number of investigated infringement cases rose by 23.2% from 2010 to 2011. In 2012, a total of 3400 trademark infringement cases were filed in the U.S. District Courts. This does not include the presumably larger number of cases in which settlements are reached prior to the filing of cases [4] . In the same year, the European Commission also reported that trademark infringement accounted for the majority of IP crime, comprising about 97% of IP crime cases that year [5] . In another investigation, conducted in 2011 by the U.S. International Trade Commission, it was found that trademark infringement is the most common form of IP crime in the fastest growing economy in the world: China [6] . The same investigation also revealed that the U.S.-based companies lost between $1.4 billion and $12.5 billion in 2009. In fact, between 2002 and 2011, the average annual increase in trademark litigation cases was 39.8%.
A compulsory analysis required by both European law and U.S. legal practice [4] , [7] when assessing trademark infringement cases is the "likelihood of consumer confusion" analysis. The analysis is an overall assessment that involves several interdependent factors, such as the similarity of the goods, the distinctive and dominant elements of the conflicting trademarks, and the similarity of the trademarks. The similarity of the trademarks is assessed based on the visual, conceptual, and phonetic aspects of the conflicting trademarks. Trademarks that are similar enough in these respects to be confusing for the average consumer are more likely to cause infringement.
Hence, the concept of similarity has become wellunderstood in trademark infringement litigation. It is one of the most important analytical factors in such cases because it is in the similarity between trademarks that the roots of the confusion normally lie. Two trademarks need not be identical to constitute an infringement. Moreover, similarity, in the context of trademarks, is also not binary but a matter of degree. The rule of thumb is that the higher the degree of similarity between the trademarks, the more likely it is that they will cause confusion. This paper addresses one of the aspects of similarity assessed during trademark analysis, which is conceptual similarity.
According to the trademark manual [7] produced by the OHIM, a European Union agency responsible for registering trademarks and designs for all European countries, the conceptual similarity of trademarks that contain words or phrases is examined based on the semantic content portrayed by the trademarks. The manual further explains that two trademarks are conceptually similar or identical if they evoke identical or analogous semantic content. For example, a trademark that contains the word "quick" is similar to a trademark that uses the word "fast" because both evoke similar meanings (i.e., the two words are synonyms). Conceptual similarity also exists between the words "hour" and "time." Although the two words are not synonyms, they are semantically related. Such a similarity comparison requires external knowledge sources in the form of dictionaries or encyclopedias, as suggested in the manual.
The conceptual comparison of text documents that share similar domain, use similar concepts, or express similar ideas has been studied extensively. However, the conceptual comparison of trademarks is a unique problem. For instance, trademarks are considered short texts [8] . They, therefore, require a new approach in order to identify the semantic similarities between trademarks. Most established methodologies for the semantic comparison of texts focus on long texts [9] . However, due to the limited number of words in trademark texts, these methodologies are not applicable in this context, and thus, a new solution is required.
In addition, previous work addressing the issue of trademark similarity has focused on visual comparison and analysis. The studies in this area have been dominated by research on vision analysis and content-based information retrieval, as well as developing systems capable of retrieving visually similar trademarks [10] - [14] . Although the amount of work and the outcomes have been encouraging, these approaches are mainly limited to trademarks with figurative marks and only cover one-third of the similarity criteria required in the assessment, i.e., the visual aspect. Additionally, as shown by the statistics of registered trademarks in five European countries, only 30% of all trademarks employ logos as their proprietary marks [15] ; this leaves the remaining 70% still insufficiently researched.
The conceptual comparison of trademark words and phrases is therefore a new problem in the domain of trademark retrieval. It requires a cross-disciplinary approach involving natural language processing (NLP) and external knowledge sources (i.e., dictionaries or thesauri), which to the best of the authors' knowledge, have not been adequately studied until now. Hence, this paper provides a mechanism via which to compare the conceptual aspects of trademarks by proposing a trademark retrieval algorithm based on their conceptual similarity. The proposed algorithm employs a knowledge source in the form of a lexical ontology that is used together with Tversky's set similarity theory to retrieve conceptually similar trademarks. The proposed algorithm is then tested on two databases, a database of 1400 disputed trademark cases from 1998 to 2012 and a company name database comprised of 378 943 names.
The rest of this paper is organized as follows. Section II provides an overview of related work. It discusses existing trademark search systems, the limitations of traditional information retrieval, the strengths of semantic retrieval, the lexical ontology employed, and existing word similarity measures. The proposed trademark retrieval algorithm is then discussed in Section III. Section IV describes the experimental setup. The results of the experiment, together with discussions, are provided in Section V, and Section VI concludes this paper.
II. RELATED WORK

A. Existing Trademark Search Systems
The underlying technology embedded in existing trademark search systems is primarily based on text-based retrieval. Such systems search for trademarks that match some or all words in a string text query. In a recently launched search system, the OHIM provides an option that allows users to search for trademarks in different languages [16] . This newly upgraded system also provides advanced search options that offer three search types: word prefix, full phrase, and exact match. The word prefix mode returns trademarks with a prefix that matches the query. The full phrase mode finds trademarks with terms that include the query input, and the exact match returns trademarks that match the query input exactly.
In U.K., the IP Office (IPO) provides search options that are similar to the OHIM search service, with an additional option that searches for similar query strings [17] . The system employs an approximate string-matching technique, along with several predefined criteria, such as the number of similar and dissimilar characters in the words and the word lengths, to retrieve similar trademarks. Approximate string matching is a commonly used algorithm that computes the similarity between two strings using edit distance, which is derived based on the number of insertion, deletion, and substitution operations that would be required to make the two strings identical. For example, the word string pair "come" and "some" requires only one substitution operation. The fewer operations required to make the strings identical, the more similar they are.
The most common retrieval method employed in the existing trademark search system, as well as in many other multimedia search systems, is known as the keyword-based search. This search generally looks for keywords that have been tagged as predefined metadata among items in a database; it then returns words with similar matches. In text retrieval, text mining is performed for document classification, as well as for acquiring potentially useful knowledge from documents. Simple search tasks may work well with traditional information systems. However, they do not work well when performing complex tasks [18] . For example, in the case of text retrieval, the effectiveness of keyword-based search suffers from two main issues related to polysemy (i.e., words with multiple meanings) and synonymy (several words with the same meaning). The former causes ambiguity and leads to the retrieval of spurious items, while the latter may cause a text containing relevant synonyms not to be retrieved, which also leads to poor performance.
The emergence of semantic retrieval technology was inspired by the limitations of traditional keyword-based retrieval. Semantic retrieval employs external knowledge sources, such as ontologies, to overcome the limitations of keyword-based systems [19] - [22] . Ontologies, which form structural frameworks for organizing information, provide underlying domain-specific technical support, together with a theoretical basis for knowledge representation and organization [23] . For example, a lexical ontology contains lexical knowledge source relationships between its entries, as defined by lexicons. In text retrieval, this allows for the semantic processing of document content, which cannot be achieved through traditional text mining. Thus, this paper addresses the limitations of existing trademark retrieval systems, which currently employ traditional text-based searches, by proposing a retrieval algorithm that retrieves trademarks based on their conceptual similarities.
B. Lexical Knowledge Sources and Semantic Similarity
Retrieving conceptually similar trademarks requires semantic interpretation, which can be realized using lexical knowledge sources. Lexical knowledge sources include lexicons, thesauri, and dictionaries that have been semantically formalized in accordance with the lexical meanings of the words. The lexical knowledge source employed in this paper is WordNet, a large electronic lexical database of English language words. This freely available database is one of the most frequently cited lexical resources in NLP literature, with many applications in a wide range of tasks.
Developed by the Cognitive Science Laboratory at Princeton University, USA, WordNet was constructed based on psycholinguistic theories that model human semantic organization. Nouns, verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms that act as building blocks known as synsets [24] . Each synset represents a distinct concept and is linked by lexical relationships, such as synonymy, antonymy, hyponymy, and meronymy [25] . Additionally, each synset also contains a short definition, or gloss, which in most cases includes at least one sentence illustrating the usage of the synset members. To date, WordNet has been successfully established in over 30 languages (e.g., Dutch, Spanish, German, Basque, Arabic, etc.) [26] - [30] . Additionally, the WordNet ontology has been utilized as an external knowledge source in various domains, such as in medical and inventive design [24] , [31] , [32] . The latest version of WordNet, WordNet 3.0, contains 155 287 strings and 117 659 synsets [33] . Table I shows the distribution of words across the parts of speech in WordNet.
The lexical semantic representation in WordNet is very useful for NLP applications, such as semantic similarity measures. Semantic similarity measures are essential to many other NLP applications, particularly word sense disambiguation, text segmentation, and information extraction [34] . In a nutshell, the semantic similarity measure represents the degree of taxonomic proximity between the concepts. The score provided by the semantic similarity measure quantifies this proximity as a function of the semantic relationship derived from knowledge sources (i.e., the WordNet ontology). Over the years, many semantic similarity measures based on the WordNet ontology have been proposed in [35] - [40] . The measures generally fall into three categories: edge counting, information content (IC), and feature-based approaches. Table II summarizes these approaches and their corresponding measures.
The notion underlying the edge counting approach is that the similarity between two concepts can be computed as a function of the path length that links the two concepts (i.e., the shorter the path is, the more semantically similar the concepts are) and as a function of the position of the concepts in the taxonomy. This approach views lexical ontologies as a directed graph that links concepts through taxonomic relationships, such as the is-a relationship. For instance, Wu and Palmer [35] considered the position of concepts in the taxonomy relative to the position of the most specific common concept. This approach assumes that the similarity between two concepts is a function of the path length and depth in path-based measures. The taxonomical ancestor between the terms is taken into account [i.e., the least common subsumer (LCS)] in that the measure counts the number of is-a links from each term to its LCS and also the number of is-a links from the LCS to the root of the ontology. Similarly, Leacock and Chodorow [37] also proposed a measure that considers both number of links that connect the two concepts and the depth of the taxonomy.
The main advantage of the edge counting approach is its simplicity. The computation relies primarily on the directed graph model of a lexical ontology, which requires a low computational cost. However, because this approach considers only the shortest path between concept pairs, much of the taxonomical knowledge explicitly modeled in the ontology tends to be omitted during computation. Another known problem with this approach is the assumption that all links in the taxonomy represent a uniform distance.
The information-content-based measure approach, on the other hand, makes use of the notion posited by IC theory by utilizing the appearance probabilities for each term in the taxonomy, which are computed based on their occurrences in a given corpus. For instance, the probability of the occurrence of a term "x" is given in (1) , and the IC of x is computed according to the negative log of its probability of occurrence
where N is the total number of terms that exist in the taxonomy. This measure indirectly reflects the fact that the higher the IC value is, the more specific the concept in the taxonomy is. Thus, infrequent words are considered to be more informative than common ones.
Several measures have been established using this notion, such as those of Resnik [36] , Lin [38] , and Jiang and Conrath [39] . Resnik [36] proposed that semantic similarity depends on the amount of shared information between two terms, which is represented by their LCS in an ontology. Two terms are considered to be maximally dissimilar if an LCS does not exist. This measure further assumes that two terms are semantically similar in proportion to the amount of information they share (i.e., the more common information the two concepts share, the more similar the terms are). Similarity measures are then based on the IC of each concept. For two given terms, similarity depends on the IC that subsumes them in the taxonomy. Lin [38] and Jiang and Conrath [39] extended Resnik's work by including the IC of both terms in the similarity computation. Lin proposed that the similarity between the two terms should be measured as the ratio of the amount of information they share and the independent information that describes the terms. The measure proposed by Jiang and Conrath [39] is based on defining the length of the taxonomical links as the difference between the IC of a concept and its LCS.
This measure computes the similarity distance between two pairs by subtracting the sum of the IC of each term alone from the IC of its LCS.
Unlike the previously discussed measures, the feature-based measure is independent of the taxonomy and the subsumers of the concepts. It attempts to exploit the properties of the ontology to obtain the similarity values. It is based on the assumption that each term is described by a set of words that indicates its properties or features, such as its definitions, or "glosses," in WordNet. The more shared features or characteristics and the fewer nonshared features two terms have, the more similar they are. A commonly used measure utilizing this approach is the Lesk measure, which uses the glosses in WordNet as a unique representation of the underlying terms. It computes semantic relatedness by finding and scoring overlapping features between the glosses of the two terms, as well as terms that are directly linked to them, according to the lexical ontology.
The development of semantic technology, particularly the discussed word similarity measures, provides a mechanism that enables the comparison of trademarks based on their conceptual similarity. Thus, they are also studied and incorporated in the proposed retrieval algorithm.
III. PROPOSED ALGORITHM
The proposed retrieval algorithm is based on a conceptual model of the trademark comparison process developed in [41] . It provides a bird's eye view of trademark comparison based on conceptual similarities. This paper extends the conceptual model by developing and evaluating a semantic algorithm for trademark retrieval based on conceptual similarity. The proposed algorithm employs NLP techniques and the word similarity distance method, which was derived from the WordNet ontology, together with a new trademark comparison measure. WordNet is employed in this algorithm due to its lexical relationships, which mirror human semantic organization, and because it has also been proven successful in many previously developed works. The trademark comparison measure is derived from the Tversky contrast model [42] , a well-known model in theory of similarity.
In general, the retrieval algorithm consists of three main steps: 1) the feature extraction; 2) the hash indexing; and 3) the trademark similarity comparison measure. The feature extraction and the hash indexing are predominantly performed offline for indexing purposes, while the similarity computation is performed online. The algorithm is capable of finding similar pairs of trademarks from a database and also, in a slightly different application scenario, such as an online application, finding trademarks similar to a particular trademark.
The pseudo-code that shows the steps involved in the proposed algorithm, which can be applied to the first application scenario, can be found in Appendix A.
A. Step 1: Extracting Features for Trademark Representation in the Algorithm
Each trademark is represented by two kinds of features (i.e., the trademark tokens, f t , and the synonym list, f s ). The feature extraction step begins with a spelling correction process that corrects any spelling mistakes using a spellchecker. Then, frequent words (i.e., "no," "and," "the," etc.) are removed, and the trademarked words are extracted in the form of tokens. The trademark tokens extracted here are sets of English root words. For example, the word "flying" will be converted into "fly." The second feature is defined as the synonym set of the tokens and is extracted from the WordNet database. The synonym set, as defined in the context of this algorithm, includes the synonyms, the direct hypernyms, and the direct hyponyms of the corresponding tokens. Essentially, the outcome of this step yields two features: 1) the token set and 2) the synonym set. These are then stored to enable indexing.
B. Step 2: Trademark Indexing Using the Hashing Technique
To reduce computational time during the search process, the features are indexed using a hashing technique. The hash indexing takes the trademark as the key index. It is then mapped to a list of trademark features from the database using a mapping function. The mapping function is designed so that the trademark similarity distance computation is performed only on the set of trademarks that consist of at least one of the terms in f s , i.e., the synonyms set belonging to the trademark query. The rationale for this mapping function is based on the analysis performed on the acquired infringement cases, as discussed in [41] . The final indexing table is merely a table that maps each trademark in the database to a set of trademarks from the same database for the trademark similarity computation. In this manner, the distance computation is not conducted over the entire database, which enhances the speed of the retrieval process.
C. Step 3: Trademark Distance Computation
The distance computation is based on the similarity concept introduced in Tversky's contrast theory [42] . In this theory, Tversky defines the similarity between two objects as a function of unique and shared information about the object. Based on this idea, the similarity equation between a trademark query, Q, and a trademark, T, is derived as follows:
where Q f t and Q f s are the token set and the synonyms set of the query, respectively; T f t is the token set of one of the trademarks from the database; D = max(|Q f t |, |T f t |); Q f t \T f t and T f t \Q f t are the relative complement set of T f t in Q f t and vice versa, having i and j set elements; and wordsim is the word similarity measure computation employed in this algorithm. In the following experiment, which aims to investigate the most suitable word similarity measure in this paper, word_sim corresponds to the six similarity measures discussed in Table II . Fig. 1 illustrates the three steps of the algorithm, using an example from a real court case involving "Red Bull" and "Blue Bull" as the query and the trademark from a database, respectively. In the first step, the feature extraction is performed on all trademarks in the database, including Blue Bull. In this step, the token and synonym sets are both extracted using the NLP and the external knowledge source, i.e., a lexicon. The mapping function indexes Blue Bull features in the hash table in accordance with the hashing key, in this case in the rows that correspond to the "blue" and "bull" keys. The trademark distance computation is then performed between the trademarks using the trademark similarity equation, as shown in (3). Fig. 2 shows an illustrative example of the trademark similarity computation between Red Bull and Blue Bull using (3). The first part of the equation is the ratio of the number of elements shared by the two trademark token sets and the number of elements in their set union operation The second part is the ratio of the number of elements in the intersection of the Red Bull synonyms set and Blue Bull token set. The third part is the word similarity between the difference sets of both trademarks, measured using WordNet ontology, and the final part is the summation of the three parts, which provides the conceptual similarity score between the two trademarks. 
IV. EXPERIMENTAL SETUP
This section describes the experimental setup and the evaluation method employed in this paper. A trademark retrieval system using the proposed retrieval algorithm is developed, and the algorithm is tested on two databases. Two experiments are then conducted to evaluate the performance of the proposed algorithm. The first evaluation is conducted using an information retrieval measure (i.e., R-precision score) and the second evaluation is conducted through an open call task (i.e., crowdsourcing).
A. Experiment 1
The objective of this experiment is twofold. First, the experiment examines the feasibility of the proposed algorithm against the baseline algorithm (i.e., approximate string matching). Second, it investigates the effect of employing various word similarity measures. The outcome of this paper may also suggest the most suitable word measure for use in the trademark retrieval algorithm.
In this experiment, a collection of real court cases comprised of 1400 trademarks is obtained from [43] and analyzed as a preliminary study for the development of the retrieval algorithm. The findings from the analysis show that the cases obtained can be divided into four categories. The first category, i.e., real words, corresponds to cases involving trademark words derived from the lexical dictionary. "Out of vocabulary" refers to trademarks with invented words, which do not have a lexical meaning. Trademarks with a combination of real and invented words are included in the "mixture" category. The "other" category contains trademarks with alphabetical text and family names.
Next, the analysis concentrates on the "real words" category, which covers about 37% of the database. This category contains foreign words, words with conceptual relationships, synonyms/antonyms, and exact matching (Fig. 3) . A total of 112 trademarks (see Appendix B) from 56 infringement cases that were legally proven to have conceptual similarities with earlier trademarks are extracted from this category through a manual analysis of the legal reports obtained from the disputed cases. Fig. 4 shows part of a legal report as an example. The 56 trademark pairs are then utilized as the query set to test the retrieval accuracy of the algorithm. The algorithm is tested using six word similarity measures, which are employed during the similarity comparison computation in step 3 of the algorithm.
The R-precision score is then computed as a measure of retrieval accuracy. R-precision is a precision score at the Rth position in the retrieval result, which is also the recall score [44] in this case. The precision score is defined as in (4) . Because the result obtained from this experiment is the ranked retrieval result, with only one relevant trademark existing in the database for each query, the F-score, a retrieval measure normally computed for unranked retrieval results, is not a suitable indicator in this case. Hence, the precision in the first position in the retrieval for each query is computed and averaged to obtain the final score precision = |relevant items|/|retrieved items|.
B. Experiment 2
The objective of this experiment is to further evaluate the performance of the proposed algorithm on a larger scale, using an open call task. The type of task is often referred to as a human intelligence task (HIT) [45] , [46] . Each HIT is a small portion of a large task, which is distributed among a large group of people known as workers, who have no contact with each other. The database in this experiment is comprised of 378 943 company names in the U.K. and Australia, which were obtained from [47] . All the entries in the database are first run as input queries, resulting in a total of six sets of 378 943 retrieval results (corresponding to the six word measures employed in the proposed algorithm). An analysis of the top retrieved results is performed to find a set of queries that produce at least three result variations from the six sets of results collected. A total of 25 queries are then randomly selected from this set. Appendix C lists the 25 queries used in the crowdsourcing evaluation and the retrieved names.
Two crowdsourcing tasks were designed to evaluate the performance of the proposed algorithm in comparison with the traditional approximate string matching method. As in the previous experiment, the performance of the algorithm while employing various word measures is also examined.
1) Task 1:
Using collective human opinions, this task compares the performance of the proposed algorithm when employing six different measures. In this task, the workers are presented with a query name and three target names. The target names are the company names extracted from the retrieval results that have the maximum similarity scores as determined by the proposed algorithm, i.e., when the six word measures mentioned above were employed. In other words, the three target names correspond to three company names returned by the proposed algorithm when using the six word measures discussed previously.
This also means that two or more results from different word measures may provide similar target names. For each of the targeted company names, workers are assigned to evaluate whether they are conceptually similar to the query names. Fig. 7 . R-precision score of the proposed algorithm using different types of word measures and approximate string matching.
The workers are also allowed to choose more than one targeted company name if they find them to be conceptually similar as well. This task consists of 25 HITs. For each HIT, 20 workers are assigned to complete the task. In total, 500 evaluations are obtained from this task. Fig. 5 shows one of the HITs created for this task.
2) Task 2: This task compares the relative performance of the proposed algorithm against the baseline algorithm, i.e., the approximate string matching algorithm, using collective human judgment as the modus operandi. The result of the proposed algorithm, when employing Wu and Palmer's word measure, is utilized in this experiment due to the findings in the previous task. In this task, the top three retrieval results from the proposed algorithm are compared to the top three retrieval results when using the approximate string matching technique. In the HIT designed for this task, workers are asked to complete a pairwise comparison in which they rate the similarity between a pair of company names (i.e., the query name and the targeted company name, which is one of the top three retrieval results). Fig. 6 shows an example of the HITs assigned in this task, in which the workers are asked to rate the similarity of the pair names from highly similar to dissimilar. Twenty workers are assigned to each query, corresponding to a total of 1500 (25 × 3 × 20) HITs produced from the results generated using the proposed algorithm. Similar HITs are also prepared in the same manner for the retrieval results obtained when using the approximate string matching technique, resulting in a total of 3000 HITs.
V. RESULTS AND DISCUSSION
This section discusses the results and the performance of the algorithm used in the two experiments, together with its advantages and drawbacks from an application point of view. Fig. 7 shows the R-precision score of the proposed retrieval algorithm when employing different types of word similarity measures in the comparison computation. It also shows the accuracy of the approximate string matching algorithm, which is used in traditional text searches. It measures the capability of the algorithm to retrieve relevant trademarks in the context of conceptual similarity. All results clearly indicate that the algorithm exceeds the performance of approximate string matching by 17.6%-20.6%. All individual results of the algorithm, when using the employed word similarity measures, surpass the R-precision score produced by the baseline algorithm. As for the performance of the algorithms when employing various word measures, the highest R-precision score is obtained when using the Lesk and Resnik measures. Both produce a score of 0.82. These measures are followed by those of Wu and Palmer, Jiang and Conrath, and Leacock and Chodorow, with a score of 0.81. The proposed algorithm produces a 0.80 R-precision score when employing the Lin measure. It can be concluded that the use of various word similarity measures could affect the performance of the proposed algorithm, although the results are relatively comparable to one another. This factor is further investigated in the next experiment, using an even larger database and collective human opinion.
A. Experiment 1: Results and Discussion
B. Experiment 2: Results and Discussion
In the first task of the experiment, a score of 1 is assigned if the proposed algorithm retrieves conceptually similar company names, as judged by the evaluators, in every HIT. For each query, the average score from 20 workers, ranging from 0 to 1 (0 being the worst score and 1 being the best score), is computed, as shown in Table III . To analyze the results further, the average score is then divided into five scoring bands (i.e., 0-0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, and 0.8-1). Table IV displays the results for the scoring bands, which were obtained using the six word similarity measures.
The results from the first task of the second experiment also show a similar pattern to those produce in the first experiment in that the scores vary across the table, as shown in Table IV. TABLE III  AVERAGE SCORE FOR EACH QUERY USING THE WORD MEASURE EMPLOYED IN THIS EXPERIMENT   TABLE IV  AVERAGE SCORES ACROSS THE BANDS FOR EACH WORD MEASURE EMPLOYED The results in the table also suggest that the proposed algorithm produces the highest score when using the Wu and Palmer word measure, with an average score of 0.66 (as shown at the bottom of the table). This is followed by the average scores produced using the Leacock and Chodorow and Lin measures, both scoring 0.63; the Lesk measure, scoring 0.53; and the Resnik and Jiang and Conrath measures, scoring 0.52. Likewise, the band scoring result analysis from Table IV shows that the Wu and Palmer and the Leacock and Chodorow measures produce the highest score for the band above 0.6, in which both have a cumulative count of 18 (see Table IV ). However, the Wu and Palmer measure produces a slightly better score in the band above 0.8, with a count of 10. Although Lin's measure produces the highest score in the band above 0.8, with a count of 11, its total count for the band above 0.6 is 14, 16% less than the count produced by both Wu and Palmer and the Leacock and Chodorow measures. Furthermore, the Wu and Palmer measure also produces a better R-precision score in the previous experiment as compared to the Lin measure. In general, the scores between the three measures in this section of the experiment are comparable to one another. However, because when using the Wu and Palmer measure, 72% of the results produce scores above 0.6, together with the low-complexity nature of its computation and the results from the previous experiment, this measure is considered to be a viable choice for incorporation into the proposed algorithm.
Appendix D displays the retrieval results produced by the proposed retrieval algorithm and the approximate string matching algorithm. A scoring analysis similar to that used in Task 1 is then performed, which results in the scoring shown in Table V . For each unique HIT, the average score from 20 workers is computed in the range of 0 to 2 (0 being the worst score and 2 corresponding to the best score). These scores are further analyzed and grouped into four scoring bands (i.e., 0-0.5, 0.5-01.0, 1.0-1.5, and 1.5-2.0, as shown in Table VI ). The analysis of the results of the second task in this experiment seeks to compare the performance of the proposed algorithm with the performance of approximate string matching as the baseline algorithm. The scores produced by the proposed algorithm exceed those generated when using the traditional approximate string matching algorithm for all 25 queries (Table V) . The average score of the proposed algorithm (i.e., the scores at the bottom of Table V) for Results 1, 2, and 3 (i.e., the first three results) exceeds the approximate string matching average score by 99%, 153%, and 116%, respectively. Similarly, the results based on the band score analysis shown in Table VI further justify the applicability of the proposed algorithm because it produces much better scores than the baseline algorithm. This indirectly proves that traditional search is not suitable for a trademark search based on conceptual similarity. This type of retrieval can be performed by using the proposed algorithm, which employs a lexical knowledge source to grasp the conceptual content of trademarks.
Nevertheless, there are a few cases in which the algorithm returns conceptually irrelevant names, such as the results for the query "DeepSea," which returns "Seapoint," "Sea Start Ltd," and "Deep Ocean Planet." Deep Ocean Planet is likely to be more similar to DeepSea than Seapoint or Sea Start Ltd. Both Seapoint and Sea Start Ltd share the same token (i.e., "sea"), and both have an equal number of tokens (i.e., two tokens). In general, the tokens "deep" and "point" or deep and "start" do not seem to evoke a similar meaning in this context. However, in the lexical hierarchy, one of the senses of deep, described as "the central and most intense or profound part," is a hyponym of "middle," defined as the "time between the beginning and the end of a temporal period." Apparently, this specific sense of the word middle is also a hyponym of the word point, described as "an instant of time." For these particular senses of both deep and point, the path length is only two nodes away. In the same way, the path length between deep and start, described as "the time at which something is supposed to begin," is three nodes. For this specific part of the WordNet tree, the pointnode is the common subsumer that subsumes start and deep.
In general, the shortcomings pointed out in the previous paragraph suggest that although the conceptual similarity comparison of trademarks is made possible using the proposed algorithm, this comparison is still highly dependent on the lexical ontology employed. Another point to note is that a trademark is considered to be a very short sentence. Thus, choosing the most appropriate sense of the trademark in question is highly challenging due to the limited number of words comprising the trademark. This limitation makes the common word sense disambiguation technique, which considers neighboring words, inapplicable in this context. The algorithm proposed in this paper has been tested on a database consisting of trademarks of up to seven words. Furthermore, 92% of the trademarks consist of between one to three words. The performance of the proposed algorithm has yet to be tested on longer trademarks.
The results from the experiment performed in this paper also confirm that the comparison of trademarks in terms of conceptual similarity can be addressed using linguistic sources, such as a lexical ontology and lexicons. The algorithm developed in this paper provides a generic mechanism for such a comparison. For example, the algorithm is not limited to the use of a specific word measure. This advantage provides a certain level of flexibility in choosing a word measure or lexical resource suited to specific applications or requirements.
VI. CONCLUSION
The work presented in this paper was motivated by the realization that despite the large number of infringement cases based on conceptual similarity, traditional information retrieval systems do not handle this particular issue well. It is also motivated by the understanding that trademark similarity, one of the factors that contributes to the likelihood of confusion, may be linked to the semantics of trademarks, i.e., their lexical meanings.
This paper contributes to the state-of-the-art by proposing a semantic algorithm to compare trademarks in terms of conceptual similarity. The algorithm brings forward an entirely new similarity comparison concept in the domain of trademark retrieval. It utilizes NLP techniques, together with an external knowledge source in the form of a lexical ontology. The evaluation using both information retrieval measures and human judgment shows a significant improvement because the algorithm provides better results than the traditional baseline technique. The algorithm is not limited to the use of a specific word measure. This advantage provides the flexibility to The results from the experiment performed in this paper confirm that the comparison of trademarks based on their conceptual similarity can be conducted using linguistic sources. Future work to improve the accuracy of the proposed semantic algorithm should include a study comparing the use of various lexical resources. In addition, the authors are working on extending the current approach to include retrieving trademarks with phonetic similarities and integrating their previous work on visual similarity with their new algorithms for conceptual and phonetic similarity. 
