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The Camassa–Holm equation describes the unidirectional propaga-
tion of waves at the free surface of shallow water under the inﬂu-
ence of gravity. Due to uncertainty in the modelling and external
environment, this modelling could be subject to random ﬂuctua-
tions. In this article, the stochastic Camassa–Holm equation with
additive noise is considered. Using regularization, a local existence
and uniqueness result in the Sobolev space Hs(R) with s > 3/2 of
stochastic Camassa–Holm equation is obtained. With the help of
priori estimates, the local solution will blow up in Hq(R) in ﬁnite
time for any q > 3/2 when initial value satisﬁes some conditions.
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1. Introduction
The Camassa–Holm equation
∂tu − ∂2x ∂tu + 3u∂xu − 2∂xu∂2x u − u∂3x u = 0
was derived by Camassa and Holm in [11,16] as a model of water waves. Here u denotes the ﬂuid
velocity in the x direction or, equivalently, the height of the water’s free surface above a ﬂat bottom.
In real world, the surface of ﬂuid is non-constant pressure, or the bottom of ﬂuid is not ﬂat, so
a forcing term has to be added to the equation. In this paper, we consider the case that the forcing
term is random of white noise type, which is a very natural approach if it is assumed that the exterior
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Holm equation as follows:
∂tu − ∂2x ∂tu + 3u∂xu − 2∂xu∂2x u − u∂3x u = Φ
∂2B
∂t∂x
, (1.1)
u(x,0) = u0(x), x ∈R, t > 0. (1.2)
B is a two-parameter Brownian motion on R+ ×R. Φ is a Hilbert–Schmidt operator. Given two sep-
arable Hilbert spaces H and H˜ , we denote by L20(H; H˜) the space of Hilbert–Schmidt operators from
H into H˜ . When H = L2(R) and H˜ = Hs(R), L20(L2(R); Hs(R)) is simply denoted by L0,s2 . Stochastic
partial differential equations and stochastic models of ﬂuid dynamics have been the object of intense
investigations, for instance, [4,12–15,28,31].
Local well-posedness for (1.1)–(1.2) without noise was discussed by Constantin [6] for the initial
data in Hs(S), S = [0,2π ] with s  4, and by Misiolek [26] with s > 3/2. Local well-posedness in
the non-periodic case was proved for the initial data in Hs(R) with s > 3/2 by Li and Olver [24]
and Rodríguez-Blanco [27]. The global existence of the weak solution in the energy space H1(R)
without any sign conditions on the initial value, and the uniqueness of this weak solution being ob-
tained under some restrictions on the solution were proved by Constantin and Escher [7] and Xin and
Zhang [32,33]. Our aim in this paper is to consider the well-posedness of Cauchy problem (1.1)–(1.2).
First, we consider the regularized equation of (1.1)–(1.2) as follows:
∂tu − ∂2x ∂tu − ε
(
1− ∂2x
)
∂3x u + 3u∂xu − 2∂xu∂2x u − u∂3x u = Φ
∂2B
∂t∂x
, (1.3)
u(x,0) = u0(x), x ∈R, t > 0, (1.4)
where 0 < ε < 1/4.
Acting (1.3) with the Bessel potential (1− ∂2x )−1 we obtain the following form:
∂tu − ε∂3x u +
1
2
∂xu
2 + (1− ∂2x )−1∂x[u2 + 12 (∂xu)2
]
= (1− ∂2x )−1Φ ∂2B∂t∂x , (1.5)
u(x,0) = u0(x), x ∈R, t > 0. (1.6)
For ﬁxed ε, the well-posedness of (1.5)–(1.6) will be studied in Bourgain spaces Xs,b (see below for
a precise deﬁnition of Xs,b) in the paper by modifying techniques developed by [1,22]. When ε = −1,
the Cauchy problem of (1.5)–(1.6) without noise in the Sobolev spaces has been investigated by a few
authors (see, e.g. [18–20,25,30,34]). For the periodic case, local well-posedness in Hs(T) for s > 1/2,
for s = 1/2 under the restriction of small initial data and T being the one-dimensional torus, was
proved by Himonas and Misiolek [18,19], a similar result was obtained by Byers [5]. For the non-
periodic case, Himonas and Misiolek [20] proved the local well-posedness in Hs(R) for s > 1/2. The
result was improved to be the local well-posedness in Hs(R) for s > 1/4 by Liu and Jin [25] by the
bilinear estimate method initiated by Bourgain [1]. For both periodic and non-periodic cases, global
well-posedness for (1.5)–(1.6) without noise in H1 follows from the local results and the H1 energy
conservation law. Recently, the global well-posedness in Hs(R) for s > (5
√
7 − 10)/4 was proved by
Wang and Cui [30] and in Hs(R) for s > (6
√
10−17)/4 by Yang and Li [34] using the I-method, which
is initially developed in [8–10]. However, all of the aforementioned works for Eqs. (1.5)–(1.6) without
noise in Bourgain spaces Xs,b with b > 1/2. Roughly speaking, the index b represents the smoothness
in time. However, the stochastic system (1.5)–(1.6) has the same time regularity as Brownian motion
with b < 1/2. When trying to apply Bourgain’s method, we have to encounter spaces Xs,b with b <
1/2, hence we will have to prove bilinear estimates for the term ∂xu2 + (1− ∂2x )−1∂x[u2 + 12 (∂xu)2] in
these spaces. In order to get well-posedness of (1.1)–(1.2) from (1.5)–(1.6), we face another diﬃculty
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from [24] and some analytic tools from [15].
This paper is organized as follows: in Section 2, we will give some necessary notations and the
preliminary estimates; in Section 3, the well-posedness of regularized equation is obtained; in Sec-
tion 4, regularity estimates of solutions of the regularized equation are proved and a local existence
and uniqueness result in the Sobolev space Hs with s > 3/2 of stochastic Camassa–Holm equation is
obtained; Section 5 is devoted to the proof of blow-up solutions.
2. Preliminary estimates
In this section, the estimate of stochastic integral and the bilinear estimates are obtained. Firstly,
some notations are given.
Let us write the Itô form of (1.5)–(1.6) as follows:
du +
(
−ε∂3x u +
1
2
∂xu
2 + (1− ∂2x )−1∂x[u2 + 12 (∂xu)2
])
dt = (1− ∂2x )−1Φ dW , (2.1)
u(x,0) = u0(x), x ∈R, t > 0, (2.2)
where W (t, x,ω) = ∂B
∂x =
∑∞
k=0 βk(t,ω)ek(x), (βk)k∈N denotes a sequence of independent Brownian
motions in a ﬁxed complete probability space (Ω,F ,P) adapted to a ﬁltration (Ft)t0 and (ek)k∈N is
an orthogonal basis of L2(R).
Set w(x, t) = 12∂xu2 + (1− ∂2x )−1∂x[u2 + 12 (∂xu)2], then the mild form of (2.1)–(2.2) is
u(t) = U (t)u0(x) −
t∫
0
U (t − s)w(x, s)ds +
t∫
0
U (t − s)(1− ∂2x )−1Φ dW (s), (2.3)
where U (t)u0(x) =
∫
R
ϕˆ(ξ)ei(ξx−φ(ξ)t) dξ , φ(ξ) = εξ3.
Now, we give the deﬁnition of Bourgain spaces.
Deﬁnition 2.1. For s,b ∈ R, we deﬁne the space Xs,b to be the completion of the Schwartz function
space on R2 with respect to the norm
∥∥u(t)∥∥Xs,b = ∥∥(1+ ∣∣τ + εξ3∣∣)b(1+ |ξ |)suˆ(ξ, τ )∥∥L2ξ L2τ .
For T > 0, XTs,b is deﬁned by the space restricted to [0, T ] of functions in Xs,b with norm
‖u‖XTs,b = inf
{‖u˜‖Xs,b , u˜ ∈ Xs,b, u = u˜|[0,T ]}.
Next, some useful notations for multilinear expressions from [29] are given. Let Z be any Abelian
additive group with an invariant measure dξ . For any integer k  2, we denote by Γk(Z) the “hyper-
plane”
Γk(Z) =
{
(ξ1, . . . , ξk) ∈ Zk: ξ1 + · · · + ξk = 0
}
,
and deﬁne a [k; Z ]-multiplier to be any function m : Γk(Z) →C.
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∫
Γk(Z)
m(ξ)
k∏
j=1
f j(ξ j)
∣∣∣∣∣ ‖m‖[k;Z ]
k∏
j=1
‖ f j‖L2(Z)
holds for all test functions f deﬁned on Z . In this paper Z =R×R.
For x, y ∈R, x y means that there exists C > 0, which may vary from line to line and depend on
various parameters, such that x C y. Let ψ ∈ C∞c (R) be a decreasing function with ψ ≡ 1 on [0,1]
and suppψ ⊆ [−1,2], and ψδ(t) = ψ(t/δ), δ > 0. Hereafter, C denotes a positive constant, whose value
may change from one place to another.
2.1. Estimate on stochastic integral
The following proposition is devoted to the estimate on stochastic integral in (2.1).
Proposition 2.1. Let s,b ∈ R with 0 < b < 1/2, and assume Φ ∈ L0,s−22 , ψ is a radially decreasing function
deﬁned above. Then, for given t > 0, φ = ∫ t0 U (t − s)(1− ∂2x )−1Φ dW (s) satisﬁes ψφ ∈ L2(Ω; Xs,b) and
E
(‖ψφ‖2Xs,b ) C‖Φ‖2L0,s−22 , (2.4)
where C is a constant depending only on b,‖ψ‖Hb ,‖|t|1/2ψ‖L2 ,‖|t|1/2ψ‖L∞ .
Proof. The method used in [12] can be applied here with little modiﬁcation, so we omit it. 
2.2. Bilinear estimates
In this subsection, we ﬁrst give some lemmas that are useful to prove the bilinear estimates. For
convenience, in what follows, we denote
Fˆρ = fˆ (ξ, τ )
(1+ |τ + εξ3|)ρ , Gˆρ =
gˆ(ξ, τ )
(1+ |τ + εξ3|)ρ , Hˆρ =
hˆ(ξ, τ )
(1+ |τ + εξ3|)ρ .
Lemma 2.1. (See [17,21,29].) Let ρ > 3/8. Then
∥∥D 18x Fρ∥∥L4t L4x  ‖ f ‖L2x L2t . (2.5)
Let ρ > 12
3(q−2)
2q . Then
‖Fρ‖Lqt Lqx  ‖ f ‖L2x L2t . (2.6)
Lemma 2.2. (See [12,31].) If 12 <  < 1, j > 3/4, then∫
R
dx
(1+ |x− α|)(1+ |x− β|) 
1
(1+ |α − β|)2−1 , (2.7)∫
R
dx
(1+ |x|)j√α − x 
1
(1+ |α|)1/4 . (2.8)
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‖m‖[k;Z ]  ‖M‖[k;Z ] .
Now, the bilinear estimates for w(x, t) in Bourgain spaces can be obtained in the following Propo-
sitions 2.2–2.4.
Proposition 2.2. Let 1/2 < b < 5/8 and 7/16 < b′ < 1/2. Then, for s−1/8, we have∥∥∂x(uv)∥∥Xs,b−1  C‖u‖Xs,b′ ‖v‖Xs,b′ . (2.9)
Proof. For convenience, we deﬁne
fˆ (ξ, τ ) = 〈ξ〉s〈σ 〉b′ uˆ(ξ, τ ), gˆ(ξ, τ ) = 〈ξ〉s〈σ 〉b′ vˆ(ξ, τ ), k(τ , ξ) = 〈ξ1〉
−s〈ξ2〉−s
〈σ1〉b′ 〈σ2〉b′ ,
where 〈ξ〉 = (1+ |ξ |), σ = σ(τ , ξ) = τ + εξ3, σ1 = σ(τ1, ξ1), σ2 = σ(τ2, ξ2), ξ2 = ξ − ξ1, τ2 = τ − τ1.
Then (2.9) is equivalent to the estimate∥∥∥∥〈ξ〉s〈σ 〉b−1|ξ |∫
R
∫
R
k(τ , ξ) fˆ (ξ1, τ1)gˆ(ξ2, τ2)dξ1 dτ1
∥∥∥∥
L2ξ L
2
τ
 ‖ f ‖L2‖g‖L2 . (2.10)
Hence by the self-duality of L2, it is easy to see that (2.10) is equivalent to∣∣∣∣ ∫
R
∫
R
∫
R
∫
R
k1(τ , ξ, τ1, ξ1) fˆ (ξ1, τ1)gˆ(ξ2, τ2)hˆ(ξ, τ )dξ1 dτ1 dξ dτ
∣∣∣∣ ‖ f ‖L2‖g‖L2‖h‖L2 ,
where
k1(τ , ξ, τ1, ξ1) = |ξ |〈ξ〉
s〈ξ1〉−s〈ξ2〉−s
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′ .
By symmetry it suﬃces to estimate the integral in the domain |ξ1| |ξ2|.
Case 1. |ξ1| 1 or |ξ2| 1.
In this case, it can easily be obtained that
〈ξ〉s|ξ |
〈ξ2〉s〈ξ1〉s  |ξ |.
Using the Cauchy–Schwarz inequality, and Fubini’s theorem it follows that∥∥∥∥∫
R
∫
R
〈σ 〉b−1|ξ |
〈σ2〉b′ 〈σ1〉b′ fˆ (ξ1, τ1)gˆ(ξ2, τ2)dξ1 dτ1
∥∥∥∥
L2ξ L
2
τ

∥∥∥∥〈σ 〉b−1|ξ |(∫
R
∫
R
1
〈σ1〉2b′ 〈σ2〉2b′ dξ1 dτ1
)1/2∥∥∥∥
L∞ξ L∞τ
×
∥∥∥∥(∫ ∫ f 2(ξ1, τ1)g2(ξ2, τ2)dξ1 dτ1)1/2∥∥∥∥
L2ξ L
2
τ
.R R
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∫
R
∫
R
〈σ 〉2(b−1)|ξ |2
〈σ2〉2b′ 〈σ1〉2b′ dξ1 dτ1  〈σ 〉
2(b−1)|ξ |2
∫
R
dξ1
(1+ |τ + ε(ξ3 − 3ξ2ξ1 + 3ξξ21 )|)4b′−1
.
To integrate with respect to ξ1 we change variables
μ = τ + ε(ξ3 − 3ξ2ξ1 + 3ξξ21 ),
so we have
dμ = 3εξ(2ξ1 − ξ)dξ1, and ξ1 = ξ
2
±
√−4τ − εξ3 + 4μ
2
√
3
√
εξ
.
Then applying (2.8) we yield, for b′ > 7/16
∫
R
dξ1
(1+ |τ + ε(ξ3 − 3ξ2ξ1 + 3ξξ21 )|)4b′−1
= 2√
3εξ
∫
R
dμ
(1+ μ)4b′−1√−(εξ3 + 4τ ) + 4μ
 1√
ξ(1+ |τ + εξ34 |)1/4
. (2.11)
Combining this with the previous estimate yields, for b < 7/8
∫
R
∫
R
〈σ 〉2(b−1)|ξ |2
〈σ2〉2b′ 〈σ1〉2b′ dξ1 dτ1 
(1+ |τ + ξ3|)2(b−1)|ξ |3/2
(1+ |τ + εξ33 |)1/4
 1.
Case 2. |ξ2| |ξ1| 1, |ξ | 2.
We denote by J1 the left integral of (2.11) restricted on this region.
k1(τ , ξ, τ1, ξ1)
〈ξ1〉−s〈ξ2〉−s
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′ .
Hence, for s−1/8, b′ > −3/8, b < 1, using Hölder’s inequality and Lemma 2.1, we get
J1 
∣∣∣∣ ∫
R
∫
R
∫
R
∫
R
fˆ (ξ1, τ1)gˆ(ξ2, τ2)hˆ(ξ, τ )〈ξ1〉−s〈ξ2〉−s
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′ dξ1 dτ1 dξ dτ
∣∣∣∣

∥∥D1/8x Fb′∥∥L4x L4t ∥∥D1/8x Gb′∥∥L4x L4t ‖H1−b‖L2x L2t
 ‖ f ‖L2‖g‖L2‖h‖L2 .
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We denote by J2 the left integral of (2.11) restricted on this region. Since
σ − σ1 − σ2 = 3εξξ1ξ2,
one of the following cases occurs:
(a) |σ | |ξ ||ξ1||ξ2|;
(b) |σ1| |ξ ||ξ1||ξ2|;
(c) |σ2| |ξ ||ξ1||ξ2|.
If (a) holds, we have
k1(τ , ξ, τ1, ξ1)
|ξ |s+b〈ξ1〉b−s−1〈ξ2〉b−s−1
〈σ1〉b′ 〈σ2〉b′ ,
by Hölder’s inequality and Lemma 2.1, for b′ < 3/8, s + b 0 and b − s − 1 1/8, we obtain
J21 
∣∣∣∣ ∫
R
∫
R
∫
R
∫
R
fˆ (ξ1, τ1)gˆ(ξ2, τ2)hˆ(ξ, τ )|ξ |s+b〈ξ1〉b−s−1〈ξ2〉b−s−1
〈σ1〉b′ 〈σ2〉b′ dξ1 dτ1 dξ dτ
∣∣∣∣

∥∥D1/8x Fb′∥∥L4x L4t ∥∥D1/8x Gb′∥∥L4x L4t ‖H0‖L2x L2t
 ‖ f ‖L2‖g‖L2‖h‖L2 .
This means that if b − s − 1 1/8, s−b, we have∥∥k1(τ , ξ, τ1, ξ1)∥∥[3;R×R]  1.
However, if s−1/8, then by Lemma 2.3, we have∥∥k1(τ , ξ, τ1, ξ1)∥∥[3;R×R]  1.
In fact, if s1  s2, then
|ξ |〈ξ〉s2〈ξ1〉−s2〈ξ2〉−s2
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′ 
|ξ |〈ξ〉s1〈ξ1〉−s1〈ξ2〉−s1
〈σ 〉1−b〈σ1〉b′ 〈σ2〉b′ .
If (b) holds, using Hölder’s inequality and Lemma 2.1, we obtain
k1(τ , ξ, τ1, ξ1)
|ξ |1+s−b′ 〈ξ2〉2(−s−b′)
〈σ 〉1−b〈σ2〉b′ ,
and for b′ > 3/8, b < 5/8, 1+ s − b′  0 and −b′ − s 1/16
J22 
∣∣∣∣ ∫
R
∫
R
∫
R
∫
R
fˆ (ξ1, τ1)gˆ(ξ2, τ2)hˆ(ξ, τ )|ξ |1+s−b′ 〈ξ2〉2(−s−b′)
〈σ 〉1−b〈σ2〉b′ dξ1 dτ1 dξ dτ
∣∣∣∣
 ‖F1−b‖L4x L4t
∥∥D1/8x Gb′∥∥L4x L4t ‖H0‖L2x L2t
 ‖ f ‖L2‖g‖L2‖h‖L2 .
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∥∥k1(τ , ξ, τ1, ξ1)∥∥[3;R×R]  1.
The argument for (c) is similar to (b). This completes the proof of Proposition 2.2. 
As the similar proof of Proposition 2.2, we can get the following Propositions 2.3–2.4.
Proposition 2.3. Let 1/2 < b < 5/8 and 7/16 < b′ < 1/2. Then, for s−1/8, we have
∥∥(1− ∂2x )−1∂x(uv)∥∥Xs,b−1  C‖u‖Xs,b′ ‖v‖Xs,b′ . (2.12)
Proposition 2.4. Let 1/2 < b < 5/8 and 7/16 < b′ < 1/2. Then, for s 7/8, we get
∥∥(1− ∂2x )−1∂x(uxvx)∥∥Xs,b−1  C‖u‖Xs,b′ ‖v‖Xs,b′ . (2.13)
3. Well-posedness of regularized equation
In this section, the existence and uniqueness of solutions for the regularized initial value problem
(1.3)–(1.4) is proved by a ﬁxed point argument in the space Xs,b . First we deﬁne a solution of (1.3)–
(1.4) and a solution of (1.1)–(1.2).
Deﬁnition 3.1. Let s 7/8. An Hs(R)-value progressively measurable stochastic process u is a solution
of (1.3)–(1.4) if u ∈ C([0, T ]; Hs(R)) for a.e. ω ∈ Ω , and
∫
R
uϕ dx =
t∫
0
∫
R
u0ϕ dxds + ε
t∫
0
∫
R
u∂3xϕ dxds −
1
2
t∫
0
∫
R
u2∂xϕ dxds
−
t∫
0
∫
R
(
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
∂xϕ dxds +
t∫
0
∫
R
ϕ
(
1− ∂2x
)−1
Φ dW dx
holds for all ϕ ∈ C∞0 (R), for all t ∈ [0, T ] and for a.e. ω ∈ Ω .
Deﬁnition 3.2. Let s > 3/2. An Hs(R)-value progressively measurable stochastic process u is a solution
of (1.1)–(1.2) if u ∈ C([0, T ]; Hs(R)) for a.e. ω ∈ Ω , and
∫
R
uϕ dx =
t∫
0
∫
R
u0ϕ dxds − 1
2
t∫
0
∫
R
u2∂xϕ dxds
−
t∫
0
∫
R
(
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
∂xϕ dxds +
t∫
0
∫
R
ϕ
(
1− ∂2x
)−1
Φ dW dx
holds for all ϕ ∈ C∞0 (R), for all t ∈ [0, T ] and for a.e. ω ∈ Ω .
The following lemma is needed for applying ﬁxed point argument.
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t ∈ [0, T ], we have
∥∥U (t)u0∥∥XTs,c  C‖u0‖Hs , (3.1)∥∥∥∥∥
t∫
0
U (t − s) f (s)ds
∥∥∥∥∥
XTs,b
 CT 1−a−b‖ f ‖Xs,−a . (3.2)
The main result of this section is as follows:
Theorem 3.1. Assume that for some s with s 7/8, Φ ∈ L0,s−22 , let u0(ω, x) be such that u0 ∈ Hs(R) for a.e.
ω ∈ Ω and u0 being F0-measurable. Then, for a.e. ω ∈ Ω , there is a Tω > 0 and a unique solution u(t) of
(1.3)–(1.4) on [0, Tω] which satisﬁes
u ∈ C([0, Tω]; Hs(R))∩ XTωs,b .
Proof. From Proposition 2.1, we get
‖φ‖XTs,b  C‖ψφ‖Xs,b , (3.3)
for φ = ∫ t0 U (t − s)(1 − ∂2x )−1Φ dW (s), ψ given before and T ∈ [0,1] for almost each ω ∈ Ω . We ﬁx
ω ∈ Ω such that (3.3) and u0(ω, ·) ∈ Hs(R) hold. Set
z(t) = U (t)u0, v(t) = u(t) − φ(t) − z(t).
Then Eqs. (2.1)–(2.2) can be rewritten in terms of
v(t) = −
t∫
0
U (t − s)1
2
∂x(v + φ + z)2 +
(
1− ∂2x
)−1
∂x
[
(v + φ + z)2 + 1
2
(
∂x(v + φ + z)2
)]
ds.
Let us introduce the complete metric space
BTR =
{
v ∈ XTs,b, ‖v‖XTs,b  R
}
, (3.4)
with R = ‖φ‖XTs,b + ‖u0‖Hs . We set
Γ v(t) = −
t∫
0
U (t − s)1
2
∂x(v + φ + z)2
+ (1− ∂2x )−1∂x[(v + φ + z)2 + 12 (∂x(v + φ + z)2)
]
ds. (3.5)
We will show that Γ is a contraction mapping in BTR , for R > 0 suﬃciently large, provided that T
is chosen suﬃciently small. With this aim in view, let v, v1, v2 ∈ BTR be adapted processes. Noticing
Propositions 2.1–2.4, and Lemma 3.1, we easily get
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1−a−b(R2 + ‖φ‖2
XTs,b
+ ‖u0‖2Hs
)
,
‖Γ v1 − Γ v2‖XTs,b  CT
1−a−b(R + ‖φ‖XTs,b + ‖u0‖Hs)‖v1 − v2‖XTs,b .
Deﬁne the stopping time T by
Tω = inf
{
t > 0, 2Ct1−a−bR  1/2
}
.
Then Γ maps BTωR in X
Tω
s,b into itself, and
‖Γ v1 − Γ v2‖XTωs,b 
1
2
‖v1 − v2‖XTωs,b .
Thus the contraction mapping principle implies that there exists a unique solution u in XTωs,b on [0, Tω]
to problem (3.5). It remains to show that the solution u = z+ v +φ ∈ XTωs,c + XTωs,b in C([0, Tω], Hs(R))
(note that here b < 1/2, c > 1/2). Since c > 1/2, we have z ∈ C([0, Tω], Hs(R)) by the Sobolev imbed-
ding theorem in time. Since Φ ∈ L0,s2 and U (·) is a unitary group in Hs(R), we have that φ has a
continuous modiﬁcation with values in Hs(R) similar to that of Theorem 6.10 in Ref. [15].
Let u˜ be any prolongation of u in Xs,c + Xs,b , by Propositions 2.2–2.4, 12∂xu˜2 + (1 − ∂2x )−1∂x[u˜2 +
1
2 (∂xu˜)
2] ∈ Xs,−a with − 12 < a < 0. It follows that (see Ref. [21])
∥∥∥∥∥ϕT
t∫
0
U (t − s)
(
1
2
∂xu˜
2 + (1− ∂2x )−1∂x[u˜2 + 12 (∂xu˜)2
])
ds
∥∥∥∥∥
Xs,1−a

∥∥∂x(u˜2)∥∥Xs,−a +
∥∥∥∥(1− ∂2x )−1∂x[u˜2 + 12 (∂xu˜)2
]∥∥∥∥
Xs,−a
. (3.6)
Since 1 − a > 1/2, u˜ ∈ Xs,1−a ⊂ C([0, Tω], Hs(R)), where ϕT is a cut-off function deﬁned by ϕ ∈
C∞0 (R) with ϕ = 1 on [0,1], and ϕ = 0 on t  −1, t  2. Denote ϕδ(·) = ϕ(δ−1(·)) for some δ ∈ R.
This ends the proof of this Theorem 3.1. 
4. Regularity estimates of solutions
In this section, the regularity estimates of solutions to the regularized initial value u0 and the reg-
ularized equations as (4.15)–(4.16) are established. Then, a local well-posedness result in the Sobolev
space Hs with s > 3/2 of stochastic Camassa–Holm equation (1.1)–(1.2) is proved by the regularity
estimates. The following Lemmas 4.1–4.3 are important to obtain the desired estimates.
Lemma 4.1. (See [23].) If r > 0, then Hr ∩ L∞ is an algebra. Moreover
‖uv‖r  ‖u‖L∞‖v‖r + ‖u‖r‖v‖L∞ . (4.1)
Lemma 4.2. (See [23].) Let r > 0, if u ∈ Hr ∩ W 1,∞ and v ∈ Hr−1 ∩ L∞ , then
∥∥[Λr,u]v∥∥L2  ‖∂xu‖L∞∥∥Λr−1v∥∥L2 + ‖Λru‖L2‖v‖L∞ , (4.2)
where [Λr,u]v = Λr(uv) − uΛr v, Λ = (1− ∂2x )1/2 .
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a constant cq depending only on q such that the following inequalities hold,
∣∣∣∣ ∫
R
ΛquΛq
(
u2
)
dx
∣∣∣∣ cq‖u‖L∞‖ux‖2Hq .
If u and f are functions in Hq+1 ∩ {‖ux‖L∞ < ∞}, then
∣∣∣∣ ∫
R
ΛquΛq(u f )x dx
∣∣∣∣
⎧⎪⎨⎪⎩
cq‖ f ‖Hq+1‖u‖2Hq , q ∈ (1/2,1],
cq(‖ f ‖Hq+1‖u‖Hq‖u‖L∞ + ‖ fx‖L∞‖u‖2Hq
+ ‖ f ‖Hq‖u‖Hq‖ux‖L∞), q ∈ (0,∞).
Now, some priori estimates of a solution of the problem (1.3)–(1.4) are given.
Lemma 4.4. Let s  5 and the function u(t, x) is a solution of the problem (1.3)–(1.4) with the initial data
u0(x) ∈ Hs, Φ ∈ L2,s0 . Then, for q ∈ (0, s − 1], we have
E sup
t∈[0,T ]
‖u‖2H1  E‖u0‖2H1 + T‖Φ‖2L0,02 , (4.3)
E sup
t∈[0,T ]
‖u‖2Hq+1  E‖u0‖2Hq+1 +E
T∫
0
‖ux‖L∞
(‖u‖2Hq + ‖u‖2Hq+1)ds + T‖Φ‖2L0,q2 . (4.4)
Proof. By regularizing the initial value u0 and the operator Φ as in (4.15)–(4.16) (or the regular-
ization argument in [13,14]), then using the Itô formula (see, for example [15]) to ‖u‖2
L2
and some
computations, we have
‖u‖2L2 = ‖u0‖2L2 + 2
t∫
0
∫
R
u∂s∂
2
x u dxds + 2ε
t∫
0
∫
R
u∂3x u dxds − 2ε
t∫
0
∫
R
u∂5x u dxds
− 6
t∫
0
∫
R
u2∂2x u dxds + 4
t∫
0
∫
R
u∂xu∂
2
x u dxds + 2
t∫
0
∫
R
u2∂3x u dxds
+ 2
t∫
0
∫
R
uΦ dW dx+
t∫
0
‖Φ‖2
L0,02
ds. (4.5)
Using integration by parts, we have
‖u‖2H1 = ‖u0‖2H1 + 2
t∫
0
∫
R
uΦ dW dx+
t∫
0
‖Φ‖2
L0,02
ds. (4.6)
By the Burkholder–Davis–Gundy (B–D–G) inequality (see, e.g., [15]), we have
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t∈[0,T ]
∣∣∣∣∣
t∫
0
∫
R
uΦ dW dx
∣∣∣∣∣ 3E
{ T∫
0
∫
R
|uΦ|2 dxdt
}1/2
 3E
{
sup
t∈[0,T ]
‖u‖2L2
T∫
0
‖Φ‖2
L0,02
dt
}1/2
 1
4
E sup
t∈[0,T ]
‖u‖2L2 + 9T‖Φ‖2L0,02 . (4.7)
Taking account of (4.6)–(4.7), we obtain
E sup
t∈[0,T ]
‖u‖2H1  E‖u0‖2H1 + T‖Φ‖2L0,02 , (4.8)
which derives (4.3).
For q ∈ (0, s − 1], applying the Itô formula on ‖u‖2Hq , we have the equation
‖u‖2Hq + ‖u‖2Hq+1 = ‖u0‖2Hq + ‖u0‖2Hq+1 + 2ε
t∫
0
∫
R
ΛquΛq∂3x u dxds
− 2ε
t∫
0
∫
R
ΛquΛq∂5x u dxds − 6
t∫
0
∫
R
ΛquΛq(u∂xu)dxds
− 2
t∫
0
∫
R
(
Λq+1u
)
Λq+1(u∂xu)dxds +
t∫
0
∫
R
(
Λq∂xu
)
Λq
(
u2x
)
dxds
+
t∫
0
‖Φ‖2
L0,q2
ds + 2
t∫
0
∫
R
ΛquΛqΦ dW dx, (4.9)
where we have used the equality
∫
R
2uxuxx + uuxxx dx =
∫
R
(uux)x − 12 (u2x)x dx.
Using integration by parts, we have∫
R
ΛquΛq∂3x u dx = 0,
∫
R
ΛquΛq∂5x u dx = 0, (4.10)
using integration by parts, the Cauchy–Schwartz inequality, and Lemmas 4.1–4.2, we have∫
R
ΛquΛq(u∂xu)dx =
∫
R
Λqu
[
Λq(u∂xu) − uΛq∂xu
]
dx+
∫
R
(
Λqu
)
uΛq∂xu dx
 ‖ux‖L∞‖u‖2Hq , (4.11)∫ (
Λq+1u
)
Λq+1(u∂xu)dx ‖ux‖L∞‖u‖2Hq+1 , (4.12)R
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∫
R
(
Λq∂xu
)
Λq
(
u2x
)
 ‖ux‖L∞‖u‖2Hq+1 . (4.13)
It follows from (4.10)–(4.13) that
‖u‖2Hq + ‖u‖2Hq+1  ‖u0‖2Hq+1 +
t∫
0
‖ux‖L∞
(‖u‖2Hq + ‖u‖2Hq+1)ds
+
t∫
0
‖Φ‖2
L0,q2
ds + 2
t∫
0
∫
R
ΛquΛqΦ dW dx. (4.14)
From (4.14), the proof of inequality (4.4) is analogous to (4.3). So we end the proof of Lemma 4.4. 
Deﬁne u0η = u0 ∗ ρη , Φη = Φ ∗ ρη , where ρη is the Friedrichs molliﬁer in the space variable
ρη(x) = η− 14 ρ(η− 14 x) and the Fourier transform ρˆ of ρ satisﬁes ρˆ ∈ C∞0 , ˆρ(ξ)  0 and ˆρ(ξ) = 1
for any ξ ∈ (−1,1). Thus we have u0η ∈ C∞ . It follows from Section 3 that for each ε,η satisfying
0 < ε,η < 1/4, the Cauchy problem
∂tu + ∂2x ∂tu − ε
(
1− ∂2x
)
∂3x u + 3u∂xu − 2∂xu∂2x u − u∂3x u = Φη
∂2B
∂t∂x
, (4.15)
u(x,0) = u0η, x ∈R, t > 0, (4.16)
has a unique solution uε,η(x, t) ∈ L2(Ω;C([0, T ]; H∞(R))) ∩ XT∞,b .
Without loss of generalization, we set η = ε and uε = uε,η in the following. Next, we will show
that uε is convergent to a solution of the problem (1.1)–(1.2) in L2(Ω;C([0, T ]; Hs(R))) with s > 3/2.
By the following Lemma 4.7, there exists a T0 independent of ε, such that for any ε > 0, T > T0,
(4.15)–(4.16) have solution on the time interval [0, T0]. Hereafter, we still denote T0 by T .
Lemma 4.5. Under the above assumptions, the following estimates hold for any ε satisfying 0 < ε < 1/4 and
s > 0,
E‖u0ε‖2Hq  c, if q s, (4.17)
E‖u0ε‖2Hq  cε
s−q
2 , if q > s, (4.18)
E‖u0ε − u0‖2Hq  cε
s−q
2 , if q s, (4.19)
E‖u0ε − u0‖Hs = o(1), (4.20)
where c is a constant independent of ε.
Proof. The proof is similar to that of Lemma 5 in [2]. 
Similar to Lemma 4.5, we have the following lemma.
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ε satisfying 0 < ε < 1/4 and s > 0,
‖Φε‖2
L0,q2
 c, if q s, (4.21)
‖Φε‖2
L0,q2
 cε
s−q
2 , if q > s, (4.22)
‖Φε − Φ‖2
L0,q2
 cε
s−q
2 , if q s, (4.23)
‖Φε − Φ‖2L0,s2 = o(1), (4.24)
where c is a constant independent of ε.
Proof. Let v ∈ L2, using the Fourier transform leads to
ρε(ξ) =
∫
e−ixξ ε−
1
4 ρ
(
ε−
1
4 x
)
dx =
∫
ei(ε
− 14 x)(ε
1
4 ξ)ρ
(
ε−
1
4 x
)
d
(
ε−
1
4 x
)= ρˆ(ε 14 ξ).
Furthermore, we have
Φ̂εv(ξ) = ̂ρε ∗ Φv = ρˆε(ξ)Φˆv(ξ) = ρˆ
(
ε
1
4 ξ
)
Φˆv(ξ),
and
‖Φεv‖2Hq =
∫
R
(
1+ |ξ |2)q∣∣ρˆ(ε 14 ξ)Φˆv(ξ)∣∣2 dξ

∫
R
(1+ |ξ |2)q
(1+ |ξ |2)s
∣∣ρˆ(ε 14 ξ)∣∣2(1+ |ξ |2)s∣∣Φˆv(ξ)∣∣2 dξ
 ‖Φv‖2Hs sup
ξ∈R
[
(1+ |ξ |2)q
(1+ |ξ |2)s
∣∣ρˆ(ε 14 ξ)∣∣2].
When q s, we get
sup
ξ∈R
[
(1+ |ξ |2)q
(1+ |ξ |2)s
∣∣ρˆ(ε 14 ξ)∣∣2] sup
ξ∈R
∣∣ρˆ(ε 14 ξ)∣∣2  c,
which proves (4.21). If q > s, it has
sup
ξ∈R
[
(1+ |ξ |2)q
(1+ |ξ |2)s
∣∣ρˆ(ε 14 ξ)∣∣2] sup
ε
1
4 ξ=K∈R
[
(1+ |ε− 14 K |2)q
(1+ |ε− 14 K |2)s
∣∣ρˆ(K )∣∣2]
 ε
s−q
2 sup
K∈R
[(
ε
1
2 + |K |2)q−s∣∣ρˆ(K )∣∣2] cε s−q2 ,
which proves (4.22). For q s, we have
Y. Chen et al. / J. Differential Equations 253 (2012) 2353–2379 2367∥∥(Φε − Φ)v∥∥2Hq = ∫
R
(
1+ |ξ |2)q∣∣ρˆ(ε 14 ξ)Φˆv(ξ) − Φˆv(ξ)∣∣2 dξ

∫
R
(1+ |ξ |2)q
(1+ |ξ |2)s
(
1+ |ξ |2)s∣∣Φˆv(ξ)∣∣2∣∣ρˆ(ε 14 ξ)− 1∣∣2 dξ
 ‖Φv‖2Hs sup
ξ∈R
[
(1+ |ξ |2)q
(1+ |ξ |2)s
∣∣ρˆ(ε 14 ξ)− 1∣∣2]
 ‖Φv‖2Hsε
s−q
2 sup
ε
1
4 ξ=K∈R
[(
ε
1
2 + |K |2)q−s∣∣ρˆ(K ) − 1∣∣2]
 cε
s−q
2 ,
which results (4.23). The expression (4.24) is a common result since Φε uniformly converges to Φ in
space L0,s2 with s > 0. 
Lemma 4.7. Let u(t, x) = uε(t, x) be a solution of the problem (4.15)–(4.16), then there exist positive constants
c1, c2 , and M, which are independent of ε, such that the inequalities
E sup
t∈[0,T ]
‖u‖2Hs 
c1 + T‖Φε‖2
L0,s−12
(1− MT )c2 , (4.25)
E sup
t∈[0,T ]
‖u‖2
Hs+k 
c1ε−
k
2 + T‖Φε‖2
L0,s+k−12
(1− MT )c2 (4.26)
hold for any suﬃciently small ε and T < 1M and s > 3/2.
Proof. Let r be a real number with 3/2 < r < s. Letting q = r − 1 in inequality (4.4) and using
‖ux‖L∞  ‖u‖Hr , we have
E sup
t∈[0,T ]
‖u‖2Hr  E‖u0‖2Hr + T |Φε|2L0,r−12 +E
T∫
0
‖u‖3Hr ds
:= A +E
T∫
0
‖u‖3Hr ds := Y (T ). (4.27)
From (4.27), we obtain
dY (T )
dT
 E sup
t∈[0,T ]
‖u‖3Hr  CY (T )3/2,
which derives Y  A
(1−C√AT )2 for T <
1
C
√
A
, i.e.
E sup
t∈[0,T ]
‖u‖2Hr 
A
(1− C√AT )2 
M
(1− MT )2 , (4.28)
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A = E‖u0ε‖2Hr + T‖Φε‖2L0,r−12 and M = max{A,C
√
A}.
Using (4.28), ‖ux‖L∞  C‖u‖Hr , r > 3/2 and (4.4) with q + 1 = s, one can obtain
E sup
t∈[0,T ]
‖u‖2Hs  c + T‖Φε‖2L0,s−12 + CE
T∫
0
√
M
1− Ms‖u‖
2
Hs ds, (4.29)
for T ∈ [0, 1M ). From Gronwall’s inequality, one has
E sup
t∈[0,T ]
‖u‖2Hs 
c1 + T‖Φε‖2
L0,s−12
(1− MT )c2 , (4.30)
with T < 1M .
In a similar manner, for q + 1 = s + k in (4.4), one can obtain the estimate
E sup
t∈[0,T ]
‖u‖2
Hs+k  E‖u0‖2Hs+k−1 +E‖u0‖2Hs+k
+ T |Φε|2
L0,s+k−12
+ CE
T∫
0
√
M
1− Ms‖u‖
2
Hs+k ds, (4.31)
from Gronwall’s inequality, (4.17) and (4.18), we have
E sup
t∈[0,T ]
‖u‖2
Hs+k 
c1ε−
k
2 + T‖Φε‖2
L0,s+k−12
(1− Mt)c2 , (4.32)
with T < 1M .
Now, we prove that uε is a Cauchy sequence. Let uε and uδ be solutions of problem (4.15)–(4.16),
corresponding to the parameters ε and δ, with 0 < ε < δ < 1/4, and let w = uε − uδ . Then w satisﬁes
the problem
wt − ε∂3x uε + δ∂3x uδ +
1
2
∂x
[
w(uε + uδ)
]+ (1− ∂2x )−1∂x[w(uε + uδ) + 12wx(uε + uδ)x
]
= (1− ∂2x )−1(Φε − Φδ)dW , (4.33)
w(x,0) = w0ε,δ(x) = u0ε(x) − u0δ(x), x ∈R, t > 0.  (4.34)
Proposition 4.1. For a.e. ω ∈ Ω , there exists T = Tω > 0 such that uε , the solution of (4.15)–(4.16), is a
Cauchy sequence in the space L2(Ω;C([0, T ]; Hs(R))) for s > 3/2.
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‖w‖2Hq = ‖w0ε,δ‖2Hq + 2ε
t∫
0
∫
R
ΛqwΛq∂3x uε dxds − 2δ
t∫
0
∫
R
ΛqwΛq∂3x uδ dxds
−
t∫
0
∫
R
ΛqwΛq
(
w(uε + uδ)
)
x dxds − 2
t∫
0
∫
R
ΛqwΛq−2
(
w(uε + uδ)
)
x dxds
−
t∫
0
∫
R
ΛqwΛq−2
(
wx(uεx + uδx)
)
x dxds +
t∫
0
‖Φε − Φδ‖2
L0,q−12
ds
+ 2
t∫
0
∫
R
ΛqwΛq−2(Φε − Φδ)dW dx. (4.35)
Using Hölder’s inequality, Young’s inequality and (4.25), we have
2εE sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq∂3x uε dxds 2εE sup
t∈[0,T ]
t∫
0
‖w‖Hq‖uε‖Hq+3 ds
 E sup
t∈[0,T ]
t∫
0
‖w‖2Hq ds + ε2E sup
t∈[0,T ]
t∫
0
‖uε‖2Hq+3 ds
 Cε +E
T∫
0
‖w‖2Hq ds, (4.36)
similar to (4.36), we have
2δE sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq∂3x uδ dxds Cδ +E
T∫
0
‖w‖2Hq ds. (4.37)
From Lemma 4.3 and (4.25), we obtain
E sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq
(
w(uε + uδ)
)
x dxds E sup
t∈[0,T ]
t∫
0
‖w‖2Hq
∥∥(uε + uδ)∥∥Hq+1 ds
 E sup
t∈[0,T ]
t∫
0
‖w‖2Hq
(‖uε‖Hq+1 + ‖uδ‖Hq+1)ds
 E
T∫
‖w‖2Hq ds. (4.38)0
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R
ΛqwΛq−2
(
w(uε + uδ)
)
x dx
 ‖w‖Hq
∥∥Λq−2(w(uε + uδ))x∥∥L2
 ‖w‖Hq
(∫
R
(∫
R
(
1+ ξ2) q−12 wˆ(ξ − η)(uˆε + uˆδ)(η)dη)2 dξ)1/2
 ‖w‖Hq
(∫
R
(
∫
R
[(1+ (ξ − η)2) q2 + (1+ η2) q2 ]|wˆ(ξ − η)(uˆε + uˆδ)(η)|dη)2
1+ ξ2 dξ
)1/2
 ‖w‖Hq
(‖w‖Hq‖uε + uδ‖L2 + ‖w‖L2‖uε + uδ‖Hq), (4.39)
so, using Hölder’s inequality, (4.25) and the imbedding theorem, we have
E sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq−2
(
w(uε + uδ)
)
x dxds E
T∫
0
‖w‖2Hq ds. (4.40)
Using the following inequality from Lemma 3.1.1 in [3] (B > 0 is a constant),∫
R
dξ
(1+ (ξ − η)2)s−1(1+ ξ2)1−q 
B
(1+ η2)1−q ,
one may obtain the estimate∫
R
ΛqwΛq−2
(
w1x(uεx + uδx)
)
x dxds
=
∫
R
(
1+ ξ2)q−1ξ wˆ(ξ)dξ ∫
R
(ξ − η)wˆ(ξ − η)η(uˆε + uˆδ)(η)dη

∫
R
(
1+ ξ2)q−1∣∣ξ wˆ(ξ)∣∣dξ
×
(∫
R
|ξ − η|2|wˆ(ξ − η)|2
(1+ η2)s−1 dη
∫
R
|η|2(1+ η2)s−1∣∣(uˆε + uˆδ)(η)∣∣2 dη)1/2
 ‖uε + uδ‖Hs
(∫
R
(
1+ ξ2)q∣∣wˆ(ξ)∣∣2 dξ)1/2(∫
R
|ξ |2
(1+ ξ2)2−q dξ
∫
R
|η|2|wˆ(ξ)|2
(1+ (ξ − η)2)s−1 dη
)1/2
 ‖uε + uδ‖Hs‖w‖Hq
(∫
R
|η|2∣∣wˆ(η)∣∣2 dη ∫
R
dξ
(1+ (ξ − η)2)s−1(1+ ξ2)1−q
)1/2
 ‖uε + uδ‖Hs‖w‖2Hq ,
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E sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq−2
(
w1x(uεx + uδx)
)
x dxds E
T∫
0
‖w‖2Hq ds. (4.41)
By the B–D–G inequality and (4.23), we obtain
E sup
t∈[0,T ]
t∫
0
∫
R
ΛqwΛq−2(Φε − Φδ)dW dx 3E
{ T∫
0
∫
R
∣∣Λq−1wΛq−1(Φε − Φδ)∣∣2 dxdt
}1/2
 3E
{
sup
t∈[0,T ]
‖w‖Hq−1
T∫
0
‖Φε − Φδ‖2
L0,q−12
dt
}1/2
 1
4
E sup
t∈[0,T ]
‖w‖2Hq−1 + 9T‖Φε − Φδ‖2L0,q−12
 1
4
E sup
t∈[0,T ]
‖w‖2Hq−1 + C(ε + δ). (4.42)
From (4.35)–(4.42), we have
E sup
t∈[0,T ]
‖w‖2Hq  ‖w0ε,δ‖2Hq + (ε + δ) +E
T∫
0
‖w‖2Hq ds. (4.43)
Applying Gronwall’s inequality to (4.43) together with (4.19), it yields
E sup
t∈[0,T ]
‖w‖2Hq  (ε + δ)eCt . (4.44)
Using the Itô formula on ‖w‖2Hs , we have the equation
‖w‖2Hs = ‖w0ε,δ‖2Hs + 2ε
t∫
0
∫
R
ΛswΛs∂3x uε dxds − 2δ
t∫
0
∫
R
ΛswΛq∂3x uδ dxds
−
t∫
0
∫
R
ΛswΛs
(
w(uε + uδ)
)
x dxds − 2
t∫
0
∫
R
ΛswΛs−2
(
w(uε + uδ)
)
x dxds
−
t∫
0
∫
R
ΛswΛs−2
(
wx(uεx + uδx)
)
x dxds +
t∫
0
‖Φε − Φδ‖2L0,s−12 ds
+ 2
t∫ ∫
ΛswΛs−2(Φε − Φδ)dW dx. (4.45)
0 R
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2εE sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs∂3x uε dxds 2εE sup
t∈[0,T ]
t∫
0
‖w‖Hs‖uε‖Hs+3 ds
 E sup
t∈[0,T ]
t∫
0
‖w‖2Hs ds + ε2E sup
t∈[0,T ]
t∫
0
‖uε‖2Hs+3 ds
 Cε +E
T∫
0
‖w‖2Hs ds, (4.46)
similar to (4.46), we have
2δE sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs∂3x uδ dxds Cδ +
1
2
E
T∫
0
‖w‖2Hs ds. (4.47)
Using Lemma 4.3, (4.25)–(4.26), (4.44), ‖u‖L∞  ‖u‖Hq , ‖ux‖L∞  ‖u‖Hs and the Cauchy inequality,
we have
E sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs
(
w(uε + uδ)x
)
dxds
= E sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs
(
w2 + 2wuδ
)
x dxds
 E sup
t∈[0,T ]
t∫
0
(‖wx‖L∞ + ‖uδ‖Hs)‖w‖2Hs + ‖uδ‖Hs+1‖w‖Hq‖w‖Hs ds
 E
T∫
0
‖w‖2Hs + ‖uδ‖2Hs+1‖w‖2Hq ds
 E
T∫
0
‖w‖2Hs ds +
(
ε
1
2 + δ 12 ). (4.48)
Moreover, we have
t∫
0
∫
R
ΛswΛs−2
(
w(uε + uδ)
)
x dx
 ‖w‖Hs
∥∥Λs−2(w(uε + uδ)) ∥∥ 2x L
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(∫
R
(∫
R
(
1+ ξ2) s−12 wˆ(ξ − η)(uˆε + uˆδ)(η)dη)2 dξ)1/2
 ‖w‖Hs
(∫
R
(
∫
R
[(1+ (ξ − η)2) s2 + (1+ η2) s2 ]|wˆ(ξ − η)(uˆε + uˆδ)(η)|dη)2
1+ ξ2 dξ
)1/2
 ‖w‖Hs
(‖w‖Hs‖uε + uδ‖L2 + ‖w‖L2‖uε + uδ‖Hs),
so, using (4.25) and the imbedding theorem,
E sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs−2
(
w(uε + uδ)
)
x dxds E
T∫
0
‖w‖2Hs ds. (4.49)
In addition, we have
∫
R
ΛswΛs−2
(
wx(uεx + uδx)
)
x dxds
=
∫
R
(
1+ ξ2)s−1ξ wˆ(ξ)dξ ∫
R
(ξ − η)wˆ(ξ − η)η(uˆε + uˆδ)(η)dη

∫
R
(
1+ ξ2)s/2∣∣wˆ(ξ)∣∣dξ ∫
R
[(
1+ (ξ − η)2) s−12 + (1+ η2) s−12 ]
· ∣∣(ξ − η)wˆ(ξ − η)η(uˆε + uˆδ)(η)∣∣dη
 ‖w‖Hs
(‖wˆ1x‖L1‖uε + uδ‖Hs + ‖w‖Hs∥∥(uˆε + uˆδ)x∥∥L1),
so, using (4.25) and the imbedding theorem,
E sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs−2
(
wx(uεx + uδx)
)
x dxds E
T∫
0
‖w‖2Hs ds. (4.50)
By the B–D–G inequality, we obtain
E sup
t∈[0,T ]
t∫
0
∫
R
ΛswΛs−2(Φε − Φδ)dW dx 3E
{ T∫
0
∫
R
∣∣Λs−1wΛs−1(Φε − Φδ)∣∣2 dxdt
}1/2
 3E
{
sup
t∈[0,T ]
‖w‖Hs−1
T∫
0
∣∣Λs−1(Φε − Φδ)∣∣2 dt
}1/2
 1
4
E sup
t∈[0,T ]
‖w‖2Hs−1 + 9T‖Φε − Φδ‖L0,s−12 . (4.51)
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E sup
t∈[0,T ]
‖w‖2Hs  ‖w0ε,δ‖2Hs +
(
ε
1
2 + δ 12 )+ T‖Φε − Φδ‖L0,s−12 +E
T∫
0
‖w‖2Hs dt. (4.52)
It follows from Gronwall’s inequality that
E sup
t∈[0,T ]
‖w‖2Hs 
[‖w0ε,δ‖2Hs + (ε 12 + δ 12 )+ T‖Φε − Φδ‖L0,s−12 ]eCt . (4.53)
Then from (4.20), (4.24), we have
E sup
t∈[0,T ]
‖w‖2Hs → 0 as ε → 0, δ → 0, (4.54)
which completes the proof of Proposition 4.1. 
From Proposition 4.1, we can easily get the local well-posedness of (1.1)–(1.2).
Theorem 4.1. Assume that for some s with s > 3/2, Φ ∈ L0,s−12 . Let u0(ω, x) ∈ Hs(R) for a.e. ω ∈ Ω and u0
being F0-measurable. Then for a.e. ω ∈ Ω , there exists T = Tω > 0 such that the Cauchy problem (1.1)–(1.2)
has a unique solution u ∈ L2(Ω;C([0, T ]; Hs(R))).
Proof. Since uε is a Cauchy sequence in the space L2(Ω;C([0, T ]; Hs(R))), there exists a limit u(x, t)
of the sequence as ε → 0. Taking the limit on both sides of (4.15)–(4.16) as ε → 0, we have that
u ∈ L2(Ω;C([0, T ]; Hs(R))) is the solution of the problem
∂tu + ∂2x ∂tu + 3u∂xu − 2∂xu∂2x u − u∂3x u = Φ
∂2B
∂t∂x
,
u(x,0) = u0(x), x ∈R, t > 0,
which completes the proof of existence.
For the uniqueness, let u, v be two solutions of (1.1)–(1.2) in the space L2(Ω;C([0, T ]; Hs(R))).
Then w = u − v satisﬁes the Cauchy problem
∂t w + 1
2
∂x
(
u2 − v2)+ (1− ∂2x )−1∂x[(u2 − v2)+ 12 ((∂xu)2 − (∂xv)2)
]
= 0,
w(x,0) = 0, x ∈R, t > 0,
which, as in the deterministic case, applying the operator ΛqwΛq with 1/2 < q < min{1, s − 1} to
both sides of the above equation and then integrating with respect to x, obtains the equality
1
2
d
dt
‖w‖2Hq = −
1
2
∫
R
ΛqwΛq
(
w(u + v))x dx− ∫
R
ΛqwΛq−2∂x
[
w(u + v) + 1
2
wx(ux + vx)
]
dx.
It follows from Lemma 4.3, (4.38)–(4.41) that there is a constant C such that
E‖w‖2Hq  CE
t∫
‖w‖2Hq dt.0
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E sup
t∈[0,T ]
‖w‖2Hq = 0,
which derives u = v a.s. This completes the proof. 
5. Blow-up solution
In this section, we shall verify that there are solutions of the stochastic Camassa–Holm equation,
whose Hq-norms blow up in ﬁnite time for any q > 3/2.
Theorem 5.1. Assume Φ ∈ L0,s−12 , u0 ∈ Hs(R) for a.e. ω ∈ Ω is F0-measurable for s > 3/2 and satisﬁes the
conditions
E
∫
R
u30x dx < 0,
8
3
b
(
E‖u0‖2H1 + T‖Φ‖L0,02
)
−E
∫
R
u30x dx,
where b = C(E‖u0‖H1 , T ,‖Φ‖L0,02 ) is a constant to be speciﬁed in the proof, then there is a 0 < T
∗ 
− 4
3E
∫
R
u30x dx
(E‖u0‖2H1 + T‖Φ‖L0,02 ) such that the corresponding solution u blows up in H
s(R) at the time
T ∗ in the sense that
lim
t→T ∗ supE‖ux‖L∞ = ∞, limt→T ∗ E‖ux‖Hq = ∞,
for any q ∈ (3/2, s].
Proof. It follows from Theorem 4.1 that there exists a T > 0 such that the Cauchy problem (1.1)–(1.2)
has a unique solution u ∈ L2(Ω;C([0, T ]; Hs(R))).
Using the Itô formula on
∫
R
u3x dx after a regularization argument as in (4.15)–(4.16), we can obtain
∫
R
u3x dx =
∫
R
u30x dx−
3
2
t∫
0
∫
R
∂2x u
2u2x dxds + 3
t∫
0
∫
R
(
u2 + 1
2
(∂xu)
2
)
u2x dxds
− 3
t∫
0
∫
R
(
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
u2x dxds
+ 3
t∫
0
∫
R
(
1− ∂2x
)−1
∂xΦu
2
x dW dx+ 3
t∫
0
∫
R
ux‖Φ‖L0,−12 dxds
= ‖u0x‖3L3 −
3
2
t∫
0
∫
R
u4x dxds + 6
t∫
0
∫
R
u2x dxds
− 3
t∫ ∫ (
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
u2x dxds0 R
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t∫
0
∫
R
(
1− ∂2x
)−1
∂xΦu
2
x dW dx+ 3
t∫
0
∫
R
ux‖Φ‖L0,−12 dxds,
which implies the following equality
E
∫
R
u3x dx+
3
2
E
t∫
0
∫
R
u4x dxds
= E
∫
R
u30x dx+ 6E
t∫
0
∫
R
u2x dxds − 3E
t∫
0
∫
R
(
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
u2x dxds
+ 3E
t∫
0
‖Φ‖L0,−12
∫
R
ux dxds. (5.1)
Since E| ∫
R
u3x dx| E(
∫
R
|ux|4 dx)1/2(
∫
R
|ux|2 dx)1/2, it follows that
E
∫
R
|ux|4 dx 1
E‖u‖2
H1
(
E
∫
R
u3x dx
)2
. (5.2)
Since for f ∈ H1, |(1− ∂2x )−1 f (x)| = | 12
∫
R
e−|x−y| f (y)dy| 12‖ f ‖H1 or  12
∫
R
| f (y)|dy, it follows
E
∫
R
(
1− ∂2x
)−1[
u2 + 1
2
(∂xu)
2
]
u2x dx
 E‖u‖2H1
∣∣∣∣(1− ∂2x )−1[u2 + 12 (∂xu)2
]∣∣∣∣
L∞
 3
4
E‖u‖4H1 . (5.3)
Applying (5.2), (5.3) and the inequality (4.3) to (5.1), it leads to the estimate
E
∫
R
u3x dx+
3
2
t∫
0
1
E‖u‖2
H1
(
E
∫
R
u3x dx
)2
ds
 E
∫
R
u30x dx+
(
6E sup
t∈[0,T ]
‖u‖2H1 +
9
4
E sup
t∈[0,T ]
‖u‖4H1 + 3E sup
t∈[0,T ]
‖Φ‖L0,−12 ‖u‖H1
)
t
 E
∫
R
u30x dx+ C
(
E‖u0‖H1 , T ,‖Φ‖L0,02
)
t. (5.4)
Let b = C(E‖u0‖H1 , T ,‖Φ‖L0,02 ), when t < t0 = min{T ,−E
∫
R
u30x dx/(2b)} the inequality
E
∫
u3x dx+
3
2
t∫
1
E‖u‖2
H1
(
E
∫
u3x dx
)2
ds 1
2
E
∫
u30x dx (5.5)R 0 R R
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E
∫
R
u3x dx
1
2E
∫
R
u30x dx
1+ 34
∫
R
u30x dx t
E‖u‖2
H1

1
2E
∫
R
u30x dx
1+ 34
E
∫
R
u30x dx
E‖u0‖2H1+T‖Φ‖L0,02
t
< 0, (5.6)
for any t <min{t0,− 43E ∫
R
u30x dx
(E‖u0‖2H1 + T‖Φ‖L0,02 )}. This implies that
t0  t1 = − 4
3E
∫
R
u30x dx
(
E‖u0‖2H1 + T‖Φ‖L0,02
)
. (5.7)
Because if t0 > t1 = − 43E‖u0x‖3L3
(E‖u0‖2H1 + T‖Φ‖L0,02 ), then
lim
t→t1
E
∫
R
u3x dx limt→t1
1
2E
∫
R
u30x dx
1+ 34
E
∫
R
u30x dx t
E‖u0‖2H1+T‖Φ‖L0,02
= −∞, (5.8)
and the inequalities ∣∣∣∣E∫
R
u3x dx
∣∣∣∣ E‖u‖2H1‖u‖Hq  E‖u‖Hq , (5.9)
where q ∈ (3/2,∞).
E‖u‖Hq 
∣∣∣∣E∫
R
u3x dx
∣∣∣∣ − 12E
∫
R
u30x dx
1+ 34
E
∫
R
u30x dx t
E‖u0‖2H1+T‖Φ‖L0,02
. (5.10)
This means that the Hq-norm with q ∈ (3/2,∞) of the solution u blows up at the time t = t1 < T .
On the other hand, since
t0  t1 = − 4
3E
∫
R
u30x dx
(
E‖u0‖2H1 + T‖Φ‖L0,02
)
−E
∫
R
u30x dx/(2b),
it follows t0 = T , which combined with (5.6), (5.9) and (4.3) shows limt→T E‖u‖Hq = ∞.
To verify limt→T supE‖ux‖L∞ = ∞, by Lemma 4.4(2), it follows
E sup
t∈[0,T ]
‖u‖2Hq  E‖u0‖2Hq−1 +E‖u0‖2Hq + T‖Φ‖2L0,q−12 +E
T∫
0
‖ux‖L∞‖u‖2Hq ds,
for any q ∈ (3/2, s]. It follows from Gronwall’s inequality that
E sup
t∈[0,T ]
‖u‖2Hq  exp
(
E
T∫
‖ux‖L∞ ds
)
. (5.11)0
2378 Y. Chen et al. / J. Differential Equations 253 (2012) 2353–2379Therefore, if limt→T supE‖ux‖L∞ < ∞, then it would lead to limt→T supE‖u‖Hq < ∞, which is
contrary to limt→T supE‖u‖Hq = ∞. Hence, T = T ∗ is the ﬁnite time for u and u ceases existing in
L∞ and Hq for any q ∈ (3/2, s], respectively. 
Corollary 5.1. Suppose Φ ∈ L0,s−12 , u0 ∈ Hs(R) for a.e. ω ∈ Ω is F0-measurable for s > 3/2 and that T0 is
the maximum time for the solution u of (1.1)–(1.2) to exist in the space L2(Ω;C([0, T0); Hs(R))). If T0 < ∞,
then sup0t<T0 E‖ux‖L∞ = ∞.
Proof. Assume that T0 < ∞ and sup0t<T0 E‖ux‖L∞ < ∞. Then it follows from (5.9) that
sup0t<T0 E‖ux‖L∞ < ∞ for any q ∈ (3/2, s]. Hence, one may use an argument similar to that in
the proof of Theorem 4.1 to show that u has a unique extension as a solution of (1.1)–(1.2) in the
space L2(Ω;C([0, T1); Hs(R))) for some T1 > T0 which contradicts the condition that T0 is maximum.
Hence, T0 = ∞. 
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