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Abstract
This paper introduces an Artificial Intelligence(AI)-based system to support operators to manage the risk of collisions. The system
implements an Artificial Neural Network (ANN) based technique to predict the risk of collision between two space objects, where one
of the two is an operational satellite and the other one is a piece of space debris. The ANN based technique provides a prediction
of the Probability of Collision (PC ), MOID and B-parameter between a primary satellite and a set of space debris objects during an
interval of time starting from a database including the initial states synthetic space objects. Results of the system over a database of
synthetic objects not previously seen during training show the good accuracy predicting the evolution of the aforementioned variables.
The achieved results suggest that the proposed system can be able to implement in collision assessment as a method to identify -
quickly, accurately and automatically - possible conjunctions between space objects in a interval of time with no use of dynamic
models or orbit propagators. A revised calculation of the PC is also proposed to mitigate the Dilution of Probability that affects the
usual definition of this quantity. This phenomenon gives the counterintuitive idea that the lower the quality of the data (or amount of
information available to the operators), the smaller the probability of collision, which can lead to a false confidence in the likelihood
of a collision or forces operators to accept very large margins. The method presented here will account for epistemic uncertainty under
the assumption of Dempster-Shaffer’s Theory of Evidence which leads to the definition of confidence intervals on the probability of
a collision. Confidence interval incorporate the dependency of the probability of collision on the amount and quality of the available
information, using the concepts of Belief and Plausibility introduced in Theory of Evidence. The result of this revised calculation of the
PC is a more informed decision. At the same time, a lack of information can lead to a higher uncertainty on the decision to be made.
Thus the paper will propose a possible approach to make optimal decisions under epistemic uncertainty where the cost of the decision
is the risk associated to the decision are concurrently taken into account.
Keywords: Neural Networks, Space Traffic Management, Probability of Collision, Evidence Theory
1. Introduction
The number of Space Resident Objects (RSO) has ex-
perienced a continuous growth since the beginning of the
space era. Currently, ESA (European Space Agency) quan-
tifies in more than 20, 000 just the number of trackable ob-
jects in orbit, of which only 10% are operational satellites
[1], not taking into account those objects small enough not
to be detected. Moreover, during the next decades, a number
of mega-constellation with thousand of satellites each [2]
are expected to be deployed, which have to be added to the
increasing number of small satellites [3] put in orbit. Nei-
ther of them were expected on the model of the space envi-
ronment evolution implemented some years ago, which al-
ready predicted an increase on the number of both satellites
and space debris objects. This means that the total number
of operational satellites will increase on the following years
by a factor of three times or more with respect to current pre-
dictions [4]. Taking into account the expected increase on
the number of potential operative satellites and the current
space debris objects, the space environment for the future
years will be highly populated. So far, there have been some
important events (collisions and collision avoidance maneu-
ver, CAM) involving operative satellites and pieces of space
debris, like the collision of an Iridium satellite and the Cos-
mos 2251 satellite on February 2009 [5]. Moreover, also
encounters between operational satellites has been recorded,
for example, the recently first CAM performed by ESA to
avoid a collision with a new mega-constellation satellite on
September 2019. [6]
A more populated space environment means that similar
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events will be more likely in the future and stress the impor-
tance to have a robust and updated Space Traffic Manage-
ment (STM) system . The IAA (International Academy of
Astronuatics) Cosmic Study on Space Traffic Management
defined STM as ”the set of technical and regulatory provi-
sions for promoting safe access into outer space, operations
in outer space and returns from outer space to Earth free
from physical or radio-frequency interference”. In this, con-
junction risk assessment is a key factor, especially consider-
ing the very high increase on the number of RSO’s expected
within the coming years. Therefore, new techniques should
be incorporated on the decision making process to help op-
erators to perform conjunction risk assessment. Artificial
Intelligence (AI) techniques have been used on engineer-
ing problems on the recent years. Some of them implement
Support Vector Machine [7], others Elastic Net [8] among
others. More examples can be found here [9]. ANNs have
also been applied to orbit position prediction [10] that show
the availability of this sort of techniques.
What is proposed in this paper is using an ANN based
system to automatize and speed up the evaluation of the
collision risk among operative satellites and space debris,
using a database with initial parameters. The ANN sys-
tem is able to provide the Minimum Orbital Intersection
Distance (MOID), B-parameter and Probability of Collision
(PC) along an interval of time between an operative satellite
and a piece of space debris. The system needs, as inputs, the
initial orbital parameters of both bodies, and does not need
any propagator.
In addition to the new techniques to improve the predic-
tion of conjunctions events, STM needs a trustworthy met-
ric to evaluate the risk of collision. Currently, Probability of
Collision (PC) is widely used by operators in conjunction
analysis and its use is granted and never questioned [11, 12,
13]. However, the use of PC suffers the so called dilution
effect, that is a reduction on the value of probability of col-
lision when the relative position of the two objects is poorly
determined, (Pc has been diluted to a low level through high
uncertainties in the objects’ state estimates), leading to a
false confidence on the operator’s decisions. Considering
also the risk associated with an increase on space popula-
tion, an alternative method to evaluate the risk of collision
on a conjunction events is proposed here. This new formula-
tion considers the epistemic uncertainty on the conjunction
analysis (mean reason below probability dilution [14]) and,
using Dempster-Shafer’s Theory of Evidence (DST) [15],
provides upper and lower bounds for the confidence of a
value of probability of collision, based on the evidence pro-
vided by the sources of information.
The rest of the paper is structured as follows. In Sec-
tion 2, an introduction to ANN is presented, focusing on
those relevant aspect or the system presented here. Section
3 introduces the structure of the system, while Section 4
presents the results obtained when the proposed ANN-based
system has been applied to a study case scenario. Section 5
delves in the concepts of probability of dilution, Theory of
Evidence and includes same example to illustrate the new
method proposed. Finally, Section 6, summarizes the ideas
proposed in the paper and suggests future research and ap-
plication steps.
2. Neural Network Background
One of the capabilities enabled by Machine Learning
(ML) algorithms is to build a model, based on data sets
(training data), of a process in order to make predictions
without running the process itself, which can be hidden or
can be expensive to reproduce or run. ML can be used also
to reconstruct the functional relationship between a set of
input and a set of output data. In this section we propose the
use of ML to build a global model of the collision risk be-
tween a given space asset and all the objects in a given orbit
regime. The orbit regime is identified by a range of possible
orbital parameters.
Generic Multi-Layer Perceptron (MLP) Feed-Forward
Artificial Neural Networks (FF-ANN) with one hidden layer
are used to learn the initial equinoctial parameters of space
debris objects, and infer the equinoctial parameters for fu-
ture epochs. Many hidden layers can be used, but for this
problem one layer is enough. Single layer MLPs are uni-
versal function approximators fg(x) : Rnd → Rno [16],
where nd is the size of the input vector x, and no is the
size of the output vector function fg. In the present version,
x = (X0)T , where X0 is the vector of equinoctial parame-
ters at the initial time, and nd = 6, whereas no = 1 since
the output function is scalar, corresponding to one of the
equinoctial parameters in a future epoch. A more detailed
explanation about the structure of the ANN used here is pre-
sented in Section 3. The general matrix-vector definition of
fg is:
fg(x) = A2(b
(2) + W(2)(A1(b
(1) + W(1)x))) (1)
where W(1) is a weight matrix of size (N × nd) and N is
the number of neurons in the hidden layer, b(1) is a bias
(column) vector of length N , W(2) is a weight matrix of
size (n0 × N ), b(2) is a bias (column) vector of length no,
and A1 and A2 are the activation functions of the hidden
layer and the output layer respectively.
The activation function of the hidden layer, A1 can be
selected among a set of functions, such as sigmoid, hyper-
bolic tangent sigmoid function, reLU [17]. For this model,
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A1 has been chosen to be the hyperbolic tangent sigmoid
function defined as tanh(a) = (ea− e−a)/(ea + e−a). A2,
due to being a regression problem has to be a linear (eq. 2.
fg(x) = b
(2) + W(2)(tanh(b(1) + W(1)x)) (2)
Given a set of Ns training samples
{(x1,y1), . . . , (xNs ,yNs)}, where yi is the observed
response to the input xi, a learning algorithm seeks the
values of the weight matrices and bias vectors that minimise
the difference between the observed Ns sample responses
yi and the Ns responses given by fg(xi). Gradient-based
optimization is often used to determine the weight matrices
and the bias vectors. If the responses xi are smooth
functions of their inputs and the internal weights and
biases, the gradients with respect to weights and biases
of the difference of the sample responses and their ap-
proximations can be computed using the back-propagation
procedure, which basically relies on applying the chain
rule for derivation. Thus, the components of the gradient
of the objective function with respect to the input of a
layer can be computed by working backwards from the
gradient with respect to the output of that module (or the
input of the subsequent module). The back-propagation
approach can be applied repeatedly to propagate gradients
through all layers starting from the output at the top, where
the network gives its response, and working all the way
down to the bottom, where the input is provided. Once the
gradients with respect to weights and biases for each layer
are computed, the objective function expressing the level of
fitting of the training data can be optimised.
Since the different inputs can vary on very different
scales (from thousands of km in the case of semimajor axis,
to 10-100 for L and 10−3 for P1, P2, Q1, Q2), the values for
each of the features should be scale to a common interval in
order to equate the effect of each one.
If the ANNs system has a sufficiently high number N of
degrees of freedom (or neurons) in the hidden layer, the fit-
ting error can be reduced to machine zero, but this usually
implies that the system may overfit the training data, and be
unable to generalize adequately its predictions in regions of
the input space where there are no training data [18]. To
mitigate this risk, following approach has been adopted in
this study. Subdividing the available data set into a train-
ing set and a test set. At each step of the gradient-based
optimisation via backpropagation (training), the fitting error
based on the test set is also computed. The system training
is then stopped when the fitting error based on the test set
starts increasing. This typically happens before the fitting
error based on the training set achieves machine zero.
Fig. 1: General structure of the proposed ANNs.
Using this learning approach to prevent overfitting, the
learning process via back-propagation corresponds to a lo-
cal gradient-based optimisation method which is solved
with the Levenberg-Marquardt method [19]. Because of
the local nature of the method, however, the learning out-
come can be affected by the process initialisation. To re-
duce the likelihood of this occurrence, a number of train-
ing runs with different random initializations are carried out.
Moreover, different values of N can be tested to determine
the value that optimizes the trade-off of prediction reliabil-
ity and computational cost of the learning process. In this
study, the size of the training set is 80% of the randomised
database and that of the test set is 20% of the same database.
An additional 10% has been used for the validation set, used
after the training process, to check the behaviour of the al-
ready trained network over samples not seen previously.
The ANNs system selected for the corresponding
equinoctial parameter at the corresponding future time is
that with the better fitting of the training set and the better
generalization on the test set. The typical value of N deter-
mined for the different equinoctial parameters of the ANNs
system varies between 60 and 500, although in this paper
only results with 200 neurons has been used for speeding
the training stage, leaving for future works the optimize se-
lection of N for each of the ANNs used in the model.
3. Neural Network model
With the proposed ANN based approach, it is possible
to obtain a meta-model of the movement of the secondary
satellite, which can then be used to compute, during a cer-
tain interval of time, the risk of collision evolution between
an primary space object and a secondary one, without the
need of any orbital propagator. Two main consequences of
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the use of the proposed ANN based approach are a reduction
of the computational time, and the possibility to perform the
analysis without the use of a dynamical model.
A considerable reduction of the computational time is ex-
pected, because, once the ANN has been trained, no orbital
propagator is used and the ANN gives the evolution of the
orbital parameters in a fraction of a second. Moreover, if
more than one piece of debris is analysed, the computational
time that can be saved further increases. On the other hand,
if the model is trained using a database of real satellites data,
no error associated with the dynamical models is introduced
in the outcomes, reducing the sources of errors to those that
the observational data already included. However, this sec-
ond aspect is not considered in this work, since the database
used to feed the model is a synthetic one, where virtual satel-
lites are created and propagated using a high fidelity propa-
gator simulation against the ANN predictions are compared
as the ”true” values.
3.1 Model description
The method proposed in this paper allows the compu-
tation of the evolution of the risk of probability between a
primary body, considered as an operational satellites, and
one ore more secondaries bodies or space debris objects.
In order to achieve that, a set of ANN models are created
to predict the equinoctial elements of the secondary object
along a certain period of time and, thus, compute the evo-
lution of MOID, B-parameter and probability of collision
(PC) or any other measurement of the risk of conjunction.
The method uses an AI based system composed by: one
section where the ANN surrogate model is used to compute
the equinoctial parameters of the secondary object, and a
second part where the risk of collision metric is computed -
in this case, the new Evidence Theory based probability of
collision is considered.
The first part is where the AI techniques are used,
consisting on a set of ”6 x Number of trainable epochs”
ANNs. These ANN are trained at certain epochs (”train-
able epochs”) inside the interval of interest. Thus, time is
not longer needed to be predict, allowing the decouple of
the orbital parameter prediction from the time variable. Al-
though it leads to a bigger number of ANN to be trained,
also they are simpler. At each of those trainable epochs,
six ANN are trained to predict each of the six equinoctial
parameters of the secondary object. A lineal interpolation
method is used to obtain the equinoctial elements for times
different than trainable epochs, using the two ANN trained
at the closest epochs.
The second part of the system takes the outcomes of the
ANNs, i.e. the equinoctial parameters of the secondary ob-
ject, and, using the propagated orbit of the primary object,
computes the variable related with the risk of conjunction
between the two bodies.
The simulation environment used to create the model has
some simplification and assumptions:
• The primary body is assumed to have completely
known movement.
• The second satellites is assumed to be moving follow-
ing a perturbed movement, under the effect of the Earth
gravitational harmonics, third body (Moon and Sun),
drag and solar radiation pressure.
• The secondary satellites’ true movement is obtained
by propagating the initial state with the a high fidelity
propagator in C++ developed at Aerospace Center of
Excellence (ACE) of the University of Strathclyde.
• The ANN are trained with a dataset of virtual space
objects whose initial orbital parameters are included in
a certain range of values. This means that, due to the
reduced extrapolation capacity of ANN [20], the final
trained networks only work for new objects with initial
data included on those intervals.
• The epoch at which the orbital parameter for the pri-
mary and the secondary object are given, must be the
same. This epoch is considered as the initial time
(t0 = 0) for the ANN surrogate model.
• During the ANN phase (both, training and prediction)
the time variable used is not the actual epoch associated
to the orbital parameters, but elapsed time from the ini-
tial epoch at which the orbital parameters are provided.
It allows to predict any new object’s equinoctial param-
eters by just adding the elapsed time given by the ANN
to it initial epoch.
Fig. 2: Simulation environment flowchart for the ANN
model.
3.2 Database
A synthetic database that contains data of a set of space
debris objects in Low Eart Orbit, LEO, has been considered.
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To create this database, an certain number of satellites have
been generated, provided their initial state/parameters, ran-
domly distributed within certain ranges of values, at a com-
mon initial epoch. This initial parameters are propagated
along the interval of interest and afterwards, the equinoctial
parameters at each time-step are computed from the propa-
gated Keplerian elements / Cartesian coordinates for each of
the satellites. A database, including all the satellites for all
the trainable epochs, is generated from this data as a matrix
containing on each row: a) the initial equinoctial parameters
for the corresponding object, b) the equinoctial parameters
at a certain epoch, and c) the elapsed time.
As mentioned in Section 2, three subsets should be cre-
ated for training, testing and validation. A 10% of randomly
chosen satellites are extracted from this table in order to val-
idate the trained model with no previously seen data. Note
that the separated data are not just a random 10% sample
set of the samples, but a 10% of the satellites, so that when
validating a reconstruction of the evolution of the orbit (and
consequently, the risk of collision) can be made using just
unseen data.
Once these two dataset are obtained, they are divided
again into the smaller datasets that have actually to be used
during the training stage. This subdivision it is made ac-
cording the structure of the ANN model: six small dataset,
one per each equinoctial parameter, are generated per each
epoch the ANNs are going to be trained at. Each of these
datasets includes: the six initial equinoctial parameters for
each satellite and the corresponding orbital element the
ANN that used this dataset is going to predict at the cor-
responding epoch (Table 1).
Table 1: Generic example of a dataset at epoch j to predict
the equinoctial parameter k.
Dif epoch j (tj − t0)
# Sat 2 Initial equinoctial
parameters
Equinoctial
parameterk at tj
Sat2 1 X10 Xk1j
Sat2 2 X20 Xk2j
... ... ...
Sat2 i Xi0 Xkij
These datasets are the ones that have been used to train
the ANNs at the basis of the surrogate model. Each of these
small datasets contains as many rows as satellites used for
training and 7 columns: the first 6 are the features used as
inputs for the ANN (the six initial equinoctial elements) and
the last one the ”real” value used to supervise the learning
process (the equinoctial element to be predicted of the cor-
responding satellite at that time).
Equinoctial elements have to be preferred to other or-
bital parameters or the state vectors for a number of rea-
sons. First, state vector is changing value fast although peri-
odically. This high frequency variance on its values leaded
a more challenging set of variable to predict what usually
meant a better prediction. On the other hand, equinoctial
elements are much more flat, variation are mainly long term
ones and a slightly bad prediction of the short term fre-
quency has a smaller impact on the computation of their
variables as MOID, B-parameter and PC . Secondly, al-
though the Keplerian elements have been used to define the
range of values among which the initial orbital state of the
space debris can be comprised to, they are not used due to
the angular nature of most of its elements. This variables
suffer bigger variation on its values, specially near circular
orbits, where the argument of perigee, since it is not de-
fined in circular orbits, suffer drastic variation on its values
that the ANN struggle to predict. However, equinoctial ele-
ments are non-singular elements, so their values doesn’t suf-
fer from that variation when the orbits are close to circular,
equatorial or polar. Furthermore, the only angular variable
is the true longitude, that is always increasing, so the ANN
should not experienced further problem in its prediction.
Finally, as it was mentioned before, the reason why sev-
eral time independent ANN has been trained instead of one
including the time is due to the different nature of the vari-
ables. When including the time among the predictable vari-
ables, the behaviour of the other, periodic on its nature, was
understood by the ANN as noise and just the long term vari-
ation were predicted, averaging the short term oscillations.
Since in this problem, not just the general trend, but the pos-
sible extremes values are important (since PC occur for the
small values of B-parameter), this approach was discarded.
3.3 Neural network structure
Each of the previous databases are used to train a ANN
predicting the equinoctial parameters of a space debris ob-
ject, given its initial parameters. Combining the six ANN
trained for each epoch, it is possible to reconstruct the state
of the satellite, and repeating the process for each epoch
over which the ANN is trained, it is possible to obtain the
evolution of the orbit along the period of time of interest.
The structure of each ANN is similar: one input layer
with six neurons corresponding to the six initial equinoc-
tial elements, one output layer giving the prediction of the
equinoctial element and one single hidden layer.
The ANN model has been implemented using the MAT-
LAB Deep Learning Toolbox. The training process has
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been configured to allow the selection and setting of the
value of different ANN hyperparameters, such as: the num-
ber of nodes per hidden layer, the number of epochs of train-
ing, optimizer using during the backpropagation and its hy-
perparameters, the cost function, and activation function of
the neurons of each layer.
3.4 Conjunction metrics: MOID, B-parameter and Pc
The second part of the system uses the data predicted
by the ANNs to obtain the evolution and final values of
new parameters related with the risk of collision: MOID,
B-parameter and the probability of collision.
The MOID (Minimum Orbit Intersection Distance) is
the minimum distance between two osculating orbits and
is used as a measure of the risk of collision between two
objects. Since it contains information just about the orbits,
but not about the position of the satellite on the orbit, a low
MOID is a signal of possible collision but it does not guaran-
tee the conjunction is going to happen. Since in the model,
the secondary object is considered to follow a perturbed mo-
tions, the osculating orbit is not fixed, so it is necessary to
compute the MOID at each step of time. More details about
the MOID calculation and its implementation can be found
in [21] and [22].
It is referred as B-parameter the norm of the vector that
goes from the one of the bodies, considered as the target,
and the other, when the second intersects the so call B-plane
or Body Plane [23, 24]. The B-parameter defined this way
is equivalent to the miss distance used in the computation
of the probability of collision by different authors [11, 12,
13]. The B-plane is usually defined for hyperbolic orbits,
as the plane containing the centre of mass of the target orbit
and perpendicular to the asymptote, or equivalently, normal
to the velocity in the infinity. Since in this paper the relative
velocity of the orbits near the conjunction is considered to
be rectilinear, as a common assumption on conjunction anal-
ysis studies [13], the B-plane can be alternatively defined
as the plane perpendicular to the relative velocity centered
on the target object, that is considered to be the primary ob-
ject. Opposite as the MOID, the B-parameter actually gives
direct information about the proximity of the two satellites,
means that a value of the B-parameter close to zero means
that both orbits are in an encounter trajectory (as long as the
uncertainty on the position is not considered). To compute
the B-parameter it is necessary to know the relative veloc-
ity vector between both bodies and the position of both ob-
jects, in order to compute the B-plane coordinates and even-
tually the B-parameter. To do so, a previous transforma-
tion from equinoctial parameters to Cartesian coordinates is
needed. Since the B-parameter depends on the actual po-
sition of both satellites on its orbit, it had been computed
at every time step. However, since B-parameter is a metric
used when a conjunction happens, only those values close to
zero makes actual sense. Nevertheless, this is not a problem
since a high probability of collision is associated with a low
value of the B-parameter.
Finally, the probability of collision is the actual metric
used by operator to evaluate the risk of collision and decide
if further measures are needed in order to avoid it. Although
it is related with the miss distance between both objects or
the B-parameter (as it is described in this paper), the PC
accounts for the uncertainty on the measure of the bodies’
position. In Section 5 more information about the current
PC computation methods can be found.
4. Case of study
On this section a study case where the AI/based system
explained on the previous sections is shown. The results are
compare with those obtain with the high fidelity propagator,
whose results are considered here as the ”true values”.
4.1 Initial data
In the Table 2 are summarized the scenario of the sim-
ulation for the present study case. The interval of time to
make predictions and detect possible conjunctions is 1 day
since the initial epoch which the data are provided at. A set
of six ANN are trained each 400 seconds since the initial
along the whole interval. For the entire scenario, 775 ob-
jects have been created, simulating pieces of space debris.
Among those samples, 75 have been chosen for the valida-
tion dataset and the other 700 have been used for training,
splitting them into training dataset and test dataset in a ra-
tio of 80-20%, respectively, plus a 10% used for validation.
The databases have been generating from the initial parame-
ters provided at an epoch 7/03/2019 12:00:00 UT (2458550
JD) and randomly distributed along the range of values in-
cluded on the Table 3. The propagation of these orbits have
been made using the aforementioned high fidelity propaga-
tor (in C++ language) developed by ACE of University of
Strathclyde. Propagation time was 1 day, time step 400 sec-
onds and the perturbations considered: Earth gravity field,
Drag, Third Body and Solar Radiation Pressure. Once the
orbit were propagated, the keplerian elements at each prop-
agation time were converted to equinoctial elements. The
propagated equinoctial elements are considered as the true
values for this study.
During the training process, a total of 1296 ANNs have
been created (six each 400 seconds during 1 day) using the
Neural Net Fitting app of Matlab’s Deep Learning Toolbox.
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Table 2: Summarize of the scenario.
Parameter Value
Prediction interval time (days) 1
Time step for training (s) 400
Total number of samples 775
Number of training dataset samples 560
Number of test dataset samples 140
Number of validation dataset samples 75
Table 3: Range of initial orbital parameter of the secondary
objects.
Initial epoch 7/03/2019 12:00:00 UT
Range of values for orbital parameters
Semimajor axis (km) 7000 - 7100
Eccentricity 0.0001 - 0.001
Inclination (deg) 70 - 90
RAAN (deg) 0 - 20
Argument of perigee (deg) 0 - 20
True Anomaly (deg) 0 - 20
The parameters used for the training in this scenario have
been selected after a previous analysis to find a good combi-
nation of them. Nevertheless, a detailed study on the effect
of the combination of the hyperparameters on the results of
the prediction for this problem is suggested as a future work.
All the ANN has the same structure, summarize on Table
4. Only 1 hidden layer with 200 nodes has been needed.
Each of these neurons has an hyperbolic tangent sigmoid
activation function. The only output layer neuron uses a
lineal activation function since this is a regression problem.
The optimizer used during the backpropagation have been
Levenberg-Marquardt. The cost function to be optimized
was the Mean Squared Error (MSE):
MSE =
1
N
N∑
i=1
(Yi − Yˆi)2 (3)
where Yi is the real value of the sample’s output and Yˆi is
the outcome of the ANN for the same sample.
The maximum number of epochs per training was
10,000. The value of the thresholds depended on the
equinoctial parameter: the threshold for the cost function
value for the semimajor axis was 10−5, and for the other pa-
rameters 10−11, the value of the gradient for the cost func-
tion was 10−7, and the number of epochs where the cost
function over the test data is not any longer improving was
6. Each ANN is trained 10 times with the same combination
Table 4: Summarize of the scenario.
Parameter Value
Number of hidden layers 1
Neuron in hidden layer 200
Activation Func. Hyperbolic tangent
Maximum number of epochs 10,000
Cost function value threshold 10−5 - 10−11
Cost function gradient threshold 10−7
Num. epoch not improving thresh. 6
Optimizer Levenberg-Marquardt
Cost function MSE
Number of iterations 10
Table 5: Primary satellite initial orbital parameters.
Initial epoch 7/03/2019 12:00:00 UT
Parameters Value
Semimajor axis (km) 7.08861703e+03
Eccentricity 1.01712114e-03
Inclination (deg) 8.00546778e+01
RAAN (deg) 1.11921004e+01
Argument of perigee (deg) 1.48650152e+02
True anomaly (deg) 2.79347844e+02
of hyperparameters, changing the initialization of weights
and bias and the distribution of the training and test datasets.
The orbital parameters of the primary satellite can be
found on the Table 5 and have been selected to ensure at
least one close encounter with at least one of the examples
included on the validation database during the interval of
interest.
4.2 Results
A summarize with the performance of the trained ANNs
can eb seen in Table 6. The table shows the percentage of
samples predicted by the ANN fall inside the ± 5% and ±
1% error intervals for training and validation databases.
For the training dataset, it can be seen the high values of
samples with errors smaller than 1% and 5% for the predic-
tion of equinoctial elements, bigger than 95% for all cases,
less P1 and P2. This result can be expected, since these sam-
ples are the same used during training process, what gives
and idea of the fitting capabilities of the ANNs. Regarding
the B-parameter and MOID, not directly predicted by the
ANN, the percentages are high (even if P1 and P2 do not
present high values accuracy), since they are obtain from
the predicted equinoctial parameters.
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Table 6: Percentage of samples below 1% and 5% error for
training and validation datasets.
Training [%] Validation [%]
(±1% - ±5%) (±1% - ±5%)
Equinoctial 100.0 - 100.0 100.0 - 100.0
parameters 24.74 - 34.93 15.32 - 27.48
(a, P1, P2, 58.48 - 68.49 30.55 - 54.57
Q1, Q2, L) 96.84 - 96.98 81.84 - 84.69
100 - 100 100.0 - 100.0
99.97 - 99.99 99.18 - 99.99
MOID 83.42 - 95.41 69.16 - 90.18
B-parameter 99.99 - 100.0 99.42 - 99.95
More interesting is the column regarding the validation
database samples. This results shows the capacity of the
ANNs to generalize the trends recognized during training
to data not seen before, that it is exactly the situation they
are expected to work in. It can be seen that prediction of
equinoctial parameters remains in high values of percent-
age of samples inside the 1% and 5% intervals, greater than
80% or even close to 100%, for almost all the parameters.
Despite r than in training case, presenting lower accuracy
than training results, as expected, they are still really close
to them. Only P1 and P2 show low values of accuracy, but
at it can be seen, it does not propagate to B-parameter or
MOID. Figure 3 gives and idea of the distribution of predic-
tion. The prediction values lies over the diagonal represent-
ing real values for a, Q1, Q2 and L, as expected from the
table, and also for P2. P1 shows a higher dispersion near
values close to 0. This gives and idea how well ANNs can
generalize for this problem and how them can be used to
replace orbital propagators when speed is needed.
The values for MOID and B-parameter shows also good
results. In the case of B-parameter, results are near 100% of
error less than 5%, what means that it heritages the good
performances on the prediction of equinoctial parameters
and shows how the errors on P1 and P2 do not influence
the prediction of this variable. In the case of MOID, results
are slightly lower. The reason of this worse numbers can be
seen from Figure 4. It shows the real values versus predicted
values for MOID and B-parameter, as well as the evolution
of those variables for one of the samples included in the val-
idation dataset. The evolution of MOID change more ran-
domly and its values are closer to zero than for B-parameter,
what explain the worse prediction: rapid changes are harder
to predict and since it is closer to zero, the effect of the bad
prediction of P1 has more influence. Nevertheless, the trend
in both cases is very well predicted.
From this results, it can be said that ANNs can be used
for conjunction risk assessment with obtaining good accu-
racy with good computational cost performances. However,
considering a situation where a conjunction actually occurs,
Figure 5, it can be seen that the error between real and pre-
dicted value is too big: 6km for predicted value versus 0km
the real one. Under this new consideration, ANN are still
a good tool for conjunction risk assessment, but in another
way: from Figures 4 and 5, it is shown that ANNs predict
better the trend that exact values when they are close to zero,
so instead of using them as a tool to obtain exact value for
B-parameter to be used in the PC computation, they can
be used to filter potential conjunction events. In this way,
the potential conjunction events of one satellite with several
space debris objects can be obtain rapidly with no propaga-
tor, and then, used a dedicated tool to establish the actual
risk for those potential situations.
Fig. 5: Detail of real B-parameter versus predicted B-
parameter for the conjunction case. Red circle: conjunction
event: real value = 0km, predicted value = 6km.
Due to the fact that the Probability of Collision, PC ,for
nearly all the cases evaluated during the training and valida-
tions is zero, no results regarding the probability of collision
are presented in this section. Nonetheless, the probability of
collision is directly related with B-parameter, e.g. miss dis-
tance (see eq. 4 in 5), and taking into account no effects on
the uncertainty have been consider so far in this work, the
results obtained for the evolution of B-parameter and the po-
tential conjunctions can be easily translated to the evolution
of PC .
Once seen the good performances on the ANN model
for predicting equinoctial parameters and obtaining the B-
parameter and probability of collision, a new method to
evaluate the risk of conjunction based on the Theory of Ev-
idence is presented in the next section.
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Fig. 3: Equinoctial parameters: real value versus predicted value over all the sample on validation dataset. Green dots:
predictions; black line: ideal solution; yellow lines: ±5%error.
5. Collision Risk Under Epistemic Uncertainty
5.1 Dilution of Probability
The probability of collision (Pc) is a common metric to
evaluate the risk of collision between two space objects.
Its value depends on the uncertainty on position, velocity
and dynamics of the two objects. If the value Pc is greater
than a given threshold, then a collision avoidance manoeu-
vre or any other action should be triggered. The most pop-
ular methods for computing the Probability of Collision are
based on the calculation of an integral of a probabilistic dis-
tribution over a bounded region, or a simplification of that
integral [11, 12, 13]. Often Pc is computed under the fol-
lowing assumptions defining a fast encounter [12]:
• Relative motion is considered rectilinear.
• Positional errors have zero-mean, are Gaussian, and
uncorrelated.
• Covariances in velocity are assumed zero due to short
duration of the encounter.
• The objects are modelled as hard spheres.
Thanks to this simplifying assumptions, the probability
distributions of the positions of the two objects, which are
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Fig. 4: (a) MOID real vs MOID predicted values over all validation samples. (b) MOID evolution between primary
satellite and one space debris object. (c) B-parameter real vs B-parameter predicted values over all validation samples.
(d) B-parameter evolution between primary satellite and one space debris object.
generally assumed to be unimodal and Gaussian, can be
combined into a single uncertainty ellipsoid around one of
the bodies, and projected onto the associated impact plane
(or B-Plane). The calculation of Pc translates into the com-
putation of an integral in two dimensions, where the inte-
gration of the projected covariances has to be made over the
bounded regions delimited by the intersection of the com-
bine body sphere with the intersection plane.
PC =
1
2piσxσy
∫
B((0,0),R)
exp
(
− 12
(
(x−µx)2
σ2x
+
(y−µy)2
σ2y
))
dxdy (4)
where µx and µx are the miss distances (x and y compo-
nents) between the two objects, σx and σy are the combine
positional uncertainty and the B((0, 0), R) is the integra-
tion region. The integration region is the sphere enveloping
the spheres representing the two objects: hard body radius
(HBR).
Although broadly used by operators [25], the Pc leads
to a paradoxical phenomenon known as dilution of prob-
ability [12, 26]. The dilution of probability gives a de-
creasing probability of collisions as the uncertainty on the
position of the two objects increases. The reason is that
an increase in uncertainty is translated into an increase in
σ (see Figure 6) regardless of the nature of the uncertainty.
Since position uncertainty gives an idea of the data quality, a
decrease of epistemic probability of collision when increas-
ing the uncertainty, i.e. lower quality data, seems counter-
intuitive. [14]
Fig. 6: Probability of dilution as a function of σx for differ-
ent values of µx. HBR = 5m, σy = 1m, µy = 0m.
As shown in [14], the mathematics underneath the com-
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putation of the probability of collision is quite straightfor-
ward but the model of uncertainty is not. In fact, if one
assumed that the process was purely aleatory, as the quality
of the data decreases, one would correctly expect that the
collision probability also would decrease. This conclusion
would require a perfect knowledge of dynamics and sen-
sors so that the probability associated to an event is exactly
known. However, if the quality of the data is due to a lack
of knowledge or incomplete information, one would come
to the conclusion that ignorance is bliss because a reduced
knowledge on the state of the objects would lead the op-
erators to believe that there is a low risk of a collision(see
Figure 7 for a 1D example).
Fig. 7: The bounded region between the vertical yellow
lines and below the pink curve is smaller than the area be-
low the red or green curves, which have a bigger standard
deviation. It means an increase on the Pc. However, if the
increasing on the standard deviation continues (curves blue
and black) the bounded area becomes smaller due to the flat-
ten on the Gaussian pdf, leading to the dilution of probability.
The lack of knowledge or incomplete information are
classified as epistemic uncertainty. Thus one can argue that
a more complete and sensible treatment of the probability of
collision should assume that the uncertainty in the state and
dynamics of space objects is not completely aleatory. Epis-
temic uncertainty can be a better model for positional uncer-
tainty on conjunction analysis and can incorporate partial
knowledge of the true dynamics. When the Pc is recalcu-
lated incorporating epistemic uncertainty, its value is asso-
ciated to a degree of belief in the quality of the observations
and thus a reduction of the probability of collision has to be
interpreted in the light of the actual information available to
the operator.
In this section, we take a first step towards the calculation
of a collision metric that accounts for both epistemic and
aleatory uncertainty. We maintain the assumptions of fast
collision and the Gaussian model for the Pc but we assume
that mean and variance are affected by epistemic uncertainty
deriving from the quality of the data. We then model this
epistemic uncertainty with Dempster-Shafer Theory of Evi-
dence, and we associate a degree of belief to the realisation
of a particular collision probability.
Note that a more complete treatment would drop the as-
sumption of Gaussian distribution and would include epis-
temic uncertainty also in the dynamics and not simply in
the observation data. In the remainder of the paper, how-
ever, we limit ourselves only to some simple but illustrative
examples to demonstrate the importance of the correct treat-
ment of epistemic uncertainty.
5.2 Theory of Evidence
A key aspect of this work is that uncertainty in obser-
vations is deemed to be epistemic in nature and cannot be
quantified by precise probability distributions. In order to
capture this imprecision and lack of knowledge the use of
Dempster-Shafer Theory of Evidence is proposed. DST has
been used in other engineering problems to model uncer-
tainty with good results [27, 28, 15]. The fact that DST can
associate a degree of belief in the realisation of a given event
without a precise quantification of the probability of that
event to occur is exploited. It is assumed that the sources
of information for each parameter are independent and un-
certainties are uncorrelated, as it is considered in DST. This
assumption is reasonable in most of the cases related with
this paper.
Given an event space, the set Θ of all the mutually exclu-
sive and collectively exhaustive elementary events (or hy-
potheses) Θ =
{
θ1, θ2, ..., θi, ..., θ|Θ|
}
is considered. The
different available sources of evidence are treated indepen-
dently in this paper.
The collection of all non empty subsets of Θ is the Power
Set 2Θ = (Θ,∪).One can now assign a probability mass,
called basic probability assignment (bpa), to the elements
of 2Θ. Each element of 2Θ with a non-zero bpa is called
a Focal Element (FE) and is represented with the symbol
γ in the following. The pair 〈Γ, bpaΓ〉 - where Γ 3 γ and
bpaΓ 3 bpaγ - is called the Body of Evidence. The power set
U = 2Θ the Uncertain Space in this work. It is possible now
define the performance index of the system to be analysed
as:
f(u) : U ⊆ Rm → R (5)
where U the event space for the uncertain parameters u, of
dimension m.
DST measures the influence of uncertainty on the quan-
tity f by means of two functions, Belief and Plausibility,
that generalise the concept of Probability measure given in
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classical probability theory. The following set can be define
to show the amount of evidence associated to an event:
Ω = {u ∈ U |f(d,u) ∈ Φ} (6)
as the corresponding set in U and then compute the cumu-
lative Belief and Plausibility associated to that event:
Bel(Ω) =
∑
γi⊂Ω,γi∈U
bpa(γi), (7)
Pl(Ω) =
∑
γi∩Ω6=∅,γi∈U
bpa(γi). (8)
From Eqs. (7) and (8) it can be stated that the belief in the
realisation of the event f(x) ∈ Φ is the sum of the bpa of
all the FEs totally included in Ω, while the Plausibility is the
sum of all the FEs that have a non-null intersection with Ω.
Furthermore, it can be said that the Belief is the amount of
positive support a proposition have accumulate from the ev-
idence while the Plausibility is the lack of evidence against
the proposition. More details about the DST can be found
in [15].
5.3 New Formulation of the Risk of Collision
In this section we introduce the assumption that the qual-
ity of data can be modelled with DST and affects the mean
and the variance of the Gaussian distributions associated to
the position of a given object. In other words, the value of
mean and variance can belong to one or more focal elements
and we can assign a belief value to each of them. The re-
sult is a degree of belief and plausibility associated to each
Probability of Collision. The difference between Belief and
Plausibility is a confidence interval on that Pc and define the
lower and upper bounds on the confidence that the operator
should have in the occurrence of a collision.
We start by assuming that different experts provide inter-
vals for mean and variance and we are able to associate a
degree of belief to each interval. We maintain the assump-
tion of uncorrelated and independent sources for the sake
of simplicity of presentation of our arguments although this
assumption can be easily relaxed. The intervals provide by
the different experts should be combine before building the
Uncertain Space using any combination rule as explain later.
The Cartesian product of all these intervals obtained after
the combination of sources forms the frame of discernment
Θ, from which we build the Uncertain Space U = 2Θ. An
example of Uncertain Space for two variables, µx − σx can
be found in Figure 8. Each of the regions built up from the
intervals for each variable is a Focal Element, γ, which has
an associated bpa. conforming the Body of Evidence.
Fig. 8: Uncertain space for 2D case. µx intervals: [0.1,0.4]
and [0.3,0.6], σx intervals: [0.2,0.5]and [0.4,0.7]. The bpa
for all the intervals is 0.5. The for delimited boxes (Cartesian
product) constitute the Focal Elements. [29]
Once the body of evidence of evidence is set up, it is
possible to compute the Plausibility and Belief functions of
the probability of collision being bigger than a certain value.
Using eq. 4, it can be obtain the maximum and minimum
value of the probability of collision associated to each Fo-
cal Element, from which the bpa is taken. To obtain the
Plausibility and Belief functions, a slightly modification on
formulation is done, to obtain confidence of being bigger
than a certain value instead of being smaller, that is what
eqs. 8 and 7 provide. The modified equation are:
Bel(PC > PC0) = 1−
∑
PCmax (γi)>PC0
bpa(γi) (9)
Pl(PC > PC0) = 1−
∑
PCmin (γi)>PC0
bpa(γi) (10)
where γi in eqs. 9 and 10 are the Focal Elements whose
maximum and minimum value of PC is bigger or smaller
than PC0 , respectively.
Combination rules
A previous step for the building of the Uncertain Space,
is the combination of the assessment of the same variable
(intervals from experts) for the different sources of informa-
tion, what is known as combination rules on the DST. There
are several combination rules that mainly differ on the on
the way they deal with conflict information sources, more
information can be found in [30]. Since the selection of the
combination rule has an impact on the intervals and bpas
used to build the Uncertain Space and, in consequence, with
the final Belief and Plausibility curves, an illustrative exam-
ple is presented here to compare two different rules and to
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understand the effect on the final results depending on the
characteristics of the evidences.
The combination rules selected are Dempster Rule and
Mixing Rule, due to the different result they usually give
under conflict sources, and they are compared over two sce-
narios. Since one of the main differences among combina-
tion rules is the way they deal with conflict information, the
scenarios present a high and low level of conflict, respec-
tively. In this context, conflict between sources of infor-
mation refers to the fact that the intervals provides by them
mainly overlap (low conflict) or present a small fraction in
common (high conflict).
Dempster Rule is the original combination rule proposed
by Dempster when he presented the DST. The main charac-
teristic of Dempster Rule is that it is a pure conjunctive rule,
it means, that it ignores the conflict information and only
combine the common information among sources through
a factor K [30]. This factor represent the basic probabil-
ity mass associated with the conflict. The combination is
calculated as follow:
bpa(A) =
∑
γi∩Ω=A,γi∈U bpa(γi)
1−K when A 6= ∅ (11)
bpa(∅) = 0 (12)
K =
∑
γi∩Ω=∅,γi∈U
bpa(γi) (13)
Where bpa(A) is the bpa of the resulting interval,
bpa(γi) is the bpa of the intervals form the different sources
involved in A, and K is the bpa associated with conflict.
On the other hand, the Mixing rule (also known as p-
averaging or averaging) indicates the frequency of the pos-
sible values in a range of possible values, generalizing the
averaging for probability distributions of probability theory.
[30]. This rule behaves as it does probability theory, com-
bining the intervals as probability distributions, obtaining a
final structure similar to that obtained averaging those dis-
tributions. The results given by this rule is different that
with other combination rules, generally giving wider inter-
vals than Dempster rule [30]. The expression for this rule
is:
bpa1...n(A) =
1
n
n∑
i=1
wibpai(A) (14)
where bpai(A) if the bpa associated with the interval A,
wi is a weight related to the reliability of the source and
n is the number of sources/experts. Since the aim of these
scenarios is to compare the effects on the selection of the
combination rule, both experts are considered equally reli-
able and bpa are distributed uniformly among intervals in
each source of information in both scenarios and both rules.
In Figure 9, it can be see a scheme of the geometry of
both scenarios. The grey circle represents the combined
hard body on the B-plane. Arrows are the interval in ver-
tical and horizontal miss distance, and dash ellipses repre-
sent the average position uncertainty ellipsoid projected on
the B-plane of the interval given by the expert. Each set of
vertical arrow, horizontal arrow and dash ellipse is a combi-
nation of the miss distance and position uncertainty intervals
given by the experts. Blue sets are linked to Expert 1, while
grey sets with Expert 2. Figure 9 (a) shows the scenario of
high conflict, since intervals from different sources barely
overlap, while Figure 9 (b) shows the low conflict scenario
and a bigger overlap can be seen. Table 7 summarize the
intervals selected in each scenario.
Table 7: Intervals given by experts on both high conflict sce-
nario and low conflict scenario. All data in meters.
High Conflict Low Conflict
Expert 1 µx = [3.0, 5.0], [4.5, 6.0] [3.0,5.0], [4.5,6.0]
µy = [0.0, 1.0], [3.0, 4.0] [0.0,1.0], [3.0,4.0]
σx = [2.0, 4.0], [1.5, 3.5] [2.0,4.0], [1.5,3.5]
σy = [1.0, 1.1] [1.0,1.1]
Expert 2 µx = [5.5, 7.0], [6.0, 8.0] [4.0,5.5], [5.0,6.5]
µy = [1.0, 3.5], [0.5, 2.0] [0.5,3.5], [2.5,4.5]
σx = [3.5, 7.0], [3.8, 6.0] [2.0,3.5], [1.0,3.5]
σy = [1.05, 1.12] [1.05,1.12]
Both rules lead to different combined intervals, gener-
ally, wider for Mixing rule and bpa associated to them. The
higher the conflict, the more different the combined inter-
vals depending on the rule used. Since Dempster rule tends
to ignore the conflict, when it is high, the intervals obtained
tends to be narrower compare to those obtain by the Mix-
ing rule. Since the intervals obtained are different, so it is
the Belief and Plausibility for PC . Figure 10 shows these
curves. Figure (a) shows the great different between curves
obtain for the high conflict case, where Dempster rule gives
a narrower intervals with fewer steps. Figure (b) presents
the other case, where both curves present a similar trend,
despite Dempster rule being slightly narrower. An extreme
case can be found when the conflict is so high there is no
overlap on the intervals given by the experts, when Demp-
ster Rule cannot be used. In order to overcome this problem,
several rules have been proposed [30]. In this paper, no fur-
ther work on combination rules has been done, since the aim
was showing the relevance on the selection of the combina-
tion rule. For future works, the search of the best rule or set
of rules for this problem, regarding the characteristics of the
IAC–19–A6,IP,20,x53728 Page 13 of 17
70th International Astronautical Congress (IAC), Washington D.C., U.S.A., 21-25 October 2019. Copyright c© 2019 by the authors. All rights reserved.
intervals given by the experts, is suggested.
Fig. 9: Geometry of the scenarios. Each set of vertical ar-
row, horizontal arrow and dash ellipses is an set of intervals
given by the sources. Blue sets are Expert 1’s intervals and
green sets are Expert 2’s intervals. Grey circumference is the
combine HBR. (a) High conflict. (b) Low conflict.
Illustration of Theory of Evidence on PC analysis
To illustrate the new method to evaluate the risk of col-
lision using the DST theory, three new scenarios are pre-
sented. All those three scenarios present a common geom-
etry, which can be seen in Figure 11, where the intervals
given by one of the experts suggest a non probable colli-
sion, where the miss distance values are significantly higher
than the HBR, while the other leads to a probable collision,
with miss distance values close to the HBR. Moreover, in-
formation given by the second expert present small values of
standard deviation, what in classic probability theory is un-
derstood as high quality data, but not necessarily here, while
first expert’s intervals show a higher values of standard de-
viation. The difference among scenarios is the reliability
given to each expert, what means, the way the epistemic un-
certainty coming from the sources is quantified. In the first
scenario, both sources are equally trustworthy, in the sec-
ond scenario, Expert 1 is given a higher level of reliability
Table 8: Intervals given by experts for the three scenarios.
All data in meters. Scenario 1: 50-50% reliability. Scenario
2: 95-5% reliability. Scenario 3: 5-95% reliability.
Expert’s intervals
Expert 1 µx = [15.0, 18.0], [16.5, 25.0]
µy = [0.0, 1.0], [0.1, 1.1]
σx = [10.0, 14.0], [7.0, 11.0]
σy = [1.0, 1.1]
Expert 2 µx = [3.0, 5.0], [3.0, 7.0], [6.0, 10.0]
µy = [0.0, 1.5], [0.5, 1.0], [1.4, 1.6]
σx = [1.0, 1.5], [0.5, 2.0], [2.0, 5.0]
σy = [1.05, 1.12]
compare with Expert 2, while in the third scenario is the op-
posite: Expert 2 is more reliable. Table 8 summarize the
three cases. Since the intervals giving by both experts are
disjoint (high conflict), Dempster rule cannot be applied, so
Mixing is the combination rule used in all three scenarios.
Fig. 11: Geometry of the three scenarios. Each set of ver-
tical arrow, horizontal arrow and dash ellipses is an set of
intervals given by the sources. Blue sets are Expert 1’s in-
tervals and green sets are Expert 2’s intervals. Grey circum-
ference is the combine HBR.
In Figure 12, the Plausibility and Belief curves for the
Probability of Collision for the three scenarios are shown.
There, it can be seen how drastically the confidence on a
value of the PC can vary depending on the reliability of the
source of information, even if the same intervals are used
and the same aleatory uncertain (standard deviation) is con-
sidered. It is in theses situation where the effect of the epis-
temic uncertainty can be highlighted.
When both sources are equally reliable, Figure 12 (a), the
confidence on values of PC greater than 0.15 is lower than
50%. It means that, from the evidence, there is no great sup-
port on the fact that a collision will happen with a probabil-
ity greater than that value. Moreover, since the gap between
Belief and Plausibility remains small for almost all values, it
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Fig. 10: Belief and Plausibility curves using combination rules. Right: lineal scale; Left: logarithmic scale. Red and green
lines: Mixing rule; Black and blue lines: Dempster rule; Solid lines: Plausibility curves. Dash lines: Belief curves. (a)
High conflict scenario. (b) Low conflict scenario.
Fig. 12: Plausibility and Belief of PC for the three scenarios. (a) Scenario 1: Experts equally reliable. (b) Scenario 2:
Expert 1 more reliable than Expert 2. (c) Scenario 3: Expert 2 more reliable than Expert 1. Solid lines: Plausibility
curves; Dash lines: Belief curves.
means that evidence provided is enough to take a confident
decision. Moving to Figure 12 (b), since evidences provided
by Expert 1, which suggested a less probable encounter, are
more trustworthy, there is almost no support from evidence
that probability of collision is bigger than 0.15. Even if
one of the experts suggests a more likely conjunction event,
since the information it provides is less reliable, the final de-
cision leads to a high confidence on a collision not to hap-
pen. From an operator’s point of view, if a threshold is set
between PC0 = 0.15 and PC0 = 0.2, while the first situ-
ation could lead to a possible action if a very conservative
behaviour is followed, the second scenario clearly points to
a decision where no action is the best option.
The opposite occurs on Scenario 3 (Figure 12 (c)). Here,
Expert 2 is more reliable and, as a consequence, there is
more support on the idea of a PC greater than 0.15. Ac-
tually, the Belief associated to values of PC up to 0.8 is
higher than 0.6, what present a very different situation than
in the previous cases. If and operator is using a threshold
of PC0 = 0.15, there is a great support on that assumption
and, at the same time, there is lack of evidence against it, or
what it is the same, the Belief is high while the Plausibility
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is low. In this situation, the decision of taking any action to
reduce PC seems to be the best idea. Something different
happens if the threshold is set to values of PC between 0.5
and 0.8. In a situation like that, while there is evidence that
PC is greater than that value (Belief greater than 0.5), at the
same time, there is evidence against the proposition (Plau-
sibility near to zero). Such scenario is representative of a
situation where the available information is not enough to
take a confident decision. If it is not possible to obtain more
reliable data, the operator can choose for either a conserva-
tive behaviour, since there is some evidence that suggests
a high PC , and take further actions to reduce it, or a less
conservative approach and decide not to take any actions,
since there also high degree of evidence against the fact that
PC takes high values. A similar situation could be found
on Scenario 2 if threshold is between 0.05 and 0.15. Dif-
ferent factor can influence the operator’s decision, like the
cost of the maneuver compare to the cost of the satellite, the
risk a CAM involves, the likely of a future collision... Fur-
ther works to develop a decision-making system to support
operator is suggested.
6. Conclusions
This paper presents a novel Artificial Neural Network-
based system to support decision making in the context of
STM. The system is able to predict the evolution of the
equinoctial parameters of the space debris bodies as well
as the B-parameter, MOID and Probability of Collision be-
tween them and the primary satellite in a given interval of
time given the initial orbital parameters. All variables are
predicted with high level of accuracy during the whole in-
terval of time. The system have shown its utility as a tool
to predict potential encounters between and operative satel-
lite and a set of pieces of space debris with high accuracy
and efficiency. In addition of its precision and speed, other
advantage is the not used of dynamic models since it is a
sample-based system, what also allowed to improved accu-
racy when more data are available. All these characteristic
are desirable in a environment where space population is
rapidly increasing and the trend leads to the automation of
systems.
This paper also introduces a new formulation to evaluate
the risk of collision for conjunction events where epistemic
uncertainty on satellite’s position is included. Unlike pre-
vious methods where epistemic uncertainty is treated as an
aleatory variable, the new formulation used concepts from
Dempster-Shafer’s Theory of Evidence to account for epis-
temic uncertainty. Different scenarios have been presented
to show how the concepts of Belief and Plausibility leads to
intervals of confidence for PC used for decision-making.
The contributions presented here leave issues to be ad-
dressed in future works, including:
• The introduction of some improvements otothe ANN-
system, predicting also the pertubed primary satellite
movement, allowing different initial time for the space
debris object’s’ equinoctial parameters, using real data
for training...
• The systematic analysis of ANN hyper-parameter, in
order to optimize them in the context of this problem.
• The use of other AI techniques on the system, to better
understand the potential of this methods.
• A better understanding of he concepts introduce from
Theory of Evidence in conjunction risk assessment.
• The removal of assumptions used in this paper, like
normality and uncorrelation of uncertainty and inde-
pendence of sources.
• Combination of both ideas along with the proposed risk
assessment system in order to, eventually, automatize
the conjunction prediction and the decision-making,
taking into account cost of current and future maneu-
vers, risk of them, cost of satellite...
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