Ion specificity, a widely observed macroscopic phenomenon in condensed phases and at interfaces, is a fundamental chemical physics issue. Herein we report our recent studies of such effects using cluster models in an "atom-byatom" and "molecule-by-molecule" fashion not possible with the condensed-phase methods. We use electrospray ionization (ESI) to generate molecular and ionic clusters to simulate key molecular entities involved in local binding regions and characterize them by employing negative ion photoelectron spectroscopy (NIPES). Inter-and intramolecular interactions and binding configurations are directly obtained as functions of the cluster size and composition, providing molecular-level descriptions and characterization over the local active sites that play crucial roles in determining the solution chemistry and condensed-phase phenomena. The topics covered in this article are relevant to a wide range of research fields from ion specific effects in electrolyte solutions, ion selectivity/recognition in normal functioning of life, to molecular specificity in aerosol particle formation, as well as in rational material design and synthesis.
INTRODUCTION
Many important chemical reactions and transformations, including biologically relevant processes, atmospheric aerosol chemistry, homogeneous catalytic reactions, and environmental/geological processes, take place in solutions and at interfaces. Fundamental understanding of solution chemistry and condensed-phase phenomena is of great scientific and practical interest. 1−3 However, the complications of the bulk environment present considerable challenges for obtaining a molecular or local description of phenomena in the solution phase. Gas-phase cluster studies with precisely defined numbers of solvent molecules and molecular specificity are ideal in providing microscopic information on macroscopic phenomena, which are highly amenable to modeling with high level theoretical methods. The absence of the bulk environment and media often amplifies effects of solute−solvent interactions and local binding configuration within active sites, exposing insights that may not be possible to resolve with bulk observations. Several gas-phase techniques combined with theoretical calculations have been developed to investigate solvated species. 4−23 A major advance in the study of solution-phase species, in particular, multiply charged anions (MCAs), was achieved by the coupling of electrospray ionization (ESI) with negative ion photoelectron spectroscopy (NIPES), in which ESI is employed to generate MCAs, pristine solution-phase species, and solvated clusters directly from solution samples; NIPES is used to directly probe their electronic structures, stability, and energetics. 24, 25 Significant progresses have been achieved in this direction to examine the electronic structures and stabilities for a wide variety of solution-phase anion species ranging from inorganic oxoanions and metal complexes to conjugated bases of organic acids and biological molecules and have been previously reviewed in several publications. 26−30 This article instead focuses on our recent ESI-NIPES research activities at PNNL using sizeselected and composition-tailored binary and ternary clusters as model systems to probe fundamental molecular interactions among complex anions, solvents, substrate molecules, and counterions at play that largely determine condensed phases chemistry and phenomena. 31−42 Specifically, we have drawn our attention on obtaining molecular-level understanding of noncovalent intermolecular interactions that are responsible for a wide range of macroscopically observed phenomena. Such phenomena include ion specific effects where different solute molecules exhibit markedly different solvation characteristics and binding ability; specific binding in host−guest chemistry where guest anions and host substrate molecules display pronounced molecular fidelity and recognition, and molecular specificity in the early stages of aerosol particle formation where the involvement of certain types of molecules significantly facilitates and promotes initial nucleation processes.
EXPERIMENTAL METHODS AND INTERMOLECULAR INTERACTION ANALYSES
The ESI-NIPES apparatus developed at PNNL couples an ESI source and a cryogenic ion-trap time-of-flight (TOF) mass spectrometry with a magnetic-bottle TOF photoelectron spectrometer. 24 We employ ESI to generate solution-phase species including MCAs and solvated clusters with desired compositions and size distributions directly from solution samples and transport them into the gas phase. NIPES is used to probe their electronic structures, stability, energetics, as well as the variation of these properties as functions of size and composition with atomic-level precision. The advancement in cooling and controlling cluster temperature using the generic cryogenic ion trap has eliminated vibrational hot bands, improved spectral resolution, 43−46 and made it possible to study different isomer populations and conformational changes as a function of temperature. 47−51 Figure 1 gives a schematic overview of this apparatus. The desired anions and anionic clusters are generated by spraying ∼10 −3 M aqueous methanol/acetonitrile solutions containing the anions of interest. All the anions and anionic clusters produced by ESI at ambient conditions are then transported and guided by two radio frequency quadruple ion guides followed by a 90°bender into a 3-D temperature-controlled ion trap (Figure 1 inset), where they are accumulated and cooled via collisions with a cold buffer gas (20% H 2 balanced in He) before being pulsed out into the extraction zone of a TOF mass spectrometer at a 10 Hz repetition rate. For each NIPES experiment, the ESI source conditions are first optimized to maximize the mass intensity of the desired anions and clusters monitored by the quadruple mass spectrometry and the TOF mass spectrometer, and then the anions of interest are mass selected and decelerated before being photodetached with a laser beam using 355/266 nm photons from Nd:YAG, or 193/157 nm photons from an excimer laser in the detachment zone of the magnetic bottle photoelectron analyzer. The laser is operated at a 20 Hz repetition rate with the ion beam off at alternating laser shots, affording shot-by-shot background subtraction. Photoelectrons are collected at nearly 100% efficiency by the magnetic bottle and analyzed by a 5.2 m long electron flight tube. The time-of-flight photoelectron spectra are collected and converted to kinetic energy spectra calibrated with the known spectra of I − and Cu(CN) 2 − . The electron binding energy (EBE) spectra are obtained by subtracting the kinetic energy spectra from the detachment photon energies. The best energy resolution obtained for I − after full ion deceleration is ca. 20 meV full width at half-maximum (fwhm) for 1 eV electrons. The adiabatic detachment energy (ADE) is obtained from the 0−0 transition for vibrationally resolved spectra, or by adding the instrumental resolution to the EBE at the crossing point of the onset of the spectral feature and the baseline for the spectra without resolved vibrational structures. On the contrary, the vertical detachment energy (VDE) is measured from the spectral maximum of the first band assigned to the transition from the ground state of the anion to the ground state of the neutral. The experimental ADE and VDE can be directly compared to the theoretical ADE and VDE, which are calculated as the energy differences between the neutral and anion at their respective optimized neutral and anion's geometries for the former, and with the neutral and anion both at the fixed anion's geometry for the latter.
Considering an anion solute A − solvated by solvent molecule(s) S, the key experimental data obtained from NIPES studies of A − and [A − ·S] is the EBE difference between [A − ·S] and A − , i.e., EBE(A − ·S) − EBE(A − ), which is equal to the binding energy (BE) difference between A − with S and A • (the photodetached A − ) with S ( Figure 2 ). It is often the case that the interaction of the anion and the solvent is stronger than that of the neutral and the solvent, i.e., BE(A − ·S) > BE(A • ·S), leading to a stepwise increase in EBE upon clustering with each solvent molecule. The EBE increase can be approximated as the interaction energy between the solute anion and solvent/ substrate molecule if the corresponding BE of the neutral and solvent/substrate molecule is significantly smaller. However, it is more interesting that in some cases, as shown in section 3 below, there is nearly no increase or even decrease in EBE when one additional solvent molecule is subsequently added on, suggesting that BE(A • ·S) is equal to or larger than BE(A − ·S). Observation of such an "abnormality" is indicative of a special binding motif that favors the A • and S interaction. Therefore, NIPES is a powerful experimental technique that can directly yield energetic binding information not only between the solute anion and solvent/substrate but also for the neutral and solvent, which are sensitive to local binding configurations of guest anion (A − ) and neutral (A • ) with host molecules (S).
ANION SPECIFICITY IN HYDRATED CLUSTERS:
CLUSTER MODEL INSIGHTS ON HOW KOSMOTROPE AND CHAOTROPE ANIONS GUIDE THE LOCAL SOLVATION STRUCTURE OF WATER Many phenomena occurring in condensed phases (like colloids, polymers, interfaces, and biological systems) that involve The Journal of Physical Chemistry A Feature Article electrolytes show pronounced ion specificityphenomena where different solute molecules exhibit markedly different solvation characteristics. A well-known example of such behavior can be found in the much discussed Hofmeister series ( Figure 3 ), in which the behavior of charged solute molecules in aqueous solutions is often classified using the concept of kosmotropes ("structure makers") and chaotropes ("structure breakers") to describe strongly and weakly hydrated anions, respectively. 52−57 There is a growing consensus that the key to kosmotropic/chaotropic behavior lies in the local solvent region, 53, 55 but the exact microscopic basis for such differentiation is not well understood.
We have examined this issue by carrying out cluster model studies on IO 3 − and SCN − anion solvation. 31, 32 We chose these two anions because they both are singly charged and possess similar molecular sizes and polarizabilities, 56 but the former, IO 3 − , is classified as a kosmotrope anion (strongly hydrated) 58 and the latter, SCN − , is a typical chaotrope (weakly hydrated) 56 ( Figure 3 ). We wanted to know how the local solvent structure of water changes by the insertion of these two representative anions. Such information is expected to provide much needed insight into bridge the macroscopically observed Hofmeister series with molecular level description.
3.1. IO 3 − (H 2 O) n (n = 0−12) Clusters: A Kosmotrope Case. Figure 4 shows the experimental photoelectron spectra of IO 3 − (H 2 O) n=0−12 clusters (left), as well as the experimental and computed values of the EBE and their incremental differences, ΔEBE(n) = EBE(n) − EBE(n−1), as a function of cluster size n (right). 31 The spectra of the solvated clusters exhibit spectral patterns similar to that of IO 3 − but show a stepwise increase in EBE with the number of water molecules up to n = 9. However, at n = 10, the EBE displays an unexpected drop and then continues to increase for n = 11−12 clusters. Ab initio calculations reproduce the observed experimental trends in the EBE, also indicating a drop at n = 10 (Figure 4 right). Minimum energy structures show that the evolution of IO 3 − solvation proceeds in a cyclical fashion by building water tetramer layers, initially starting at the negatively charged oxygen side, and eventually coming into contact with the cationic iodine side ( Figure 5 ). The gradual buildup of the solvent network from a bidentate to the water tetramer structure observed in n = 1−4 clusters (blue) recurs for n = 5− 8 (brown) and 9−12 (yellow), and in such a way that the original tetramer solvent layer rotates out of way to accommodate the growth of the new ones. As a kosmotrope anion, IO 3 − can organize solvent water molecules via a cyclic water network around it and hence is a "structure maker".
The decrease of EBE during the solvation of rigid anion solutes is unprecedented. To understand the origin of this seemingly anomalous event, we define the cluster growth energy:
w (1) a difference between total energy of n and n − 1 clusters, referenced to the energy of the single water molecule (E w ) (i.e., the nth water binding energy), allowing the ΔEBE to be rewritten in the following form: (H 2 O) n (n = 0−12) at 157 nm (7.867 eV) and 20 K. Note the monotonic increase of electron binding energy (EBE) from n = 0 to 9, and a decrease at n = 10, followed by a marginal increase again for n = 11 and 12 as guided in colored dashed lines along each spectral threshold (which defines the threshold detachment energy, TDE). (Right) (a) EBE (n) and (b) incremental differences, ΔEBE(n) = EBE(n) − EBE(n−1), as a function of the number of water molecules, n. TDE(n) and ΔTDE(n) are also plotted for comparison. The calculated VDE(n) and ΔVDE(n) from the minimum structures ( 
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This expression shows that ΔEBE(n) < 0 would manifest itself in the anomalous decrease if ΔE neutr (n) < ΔE anion (n) (i.e., ΔE neutr (n) more negative than ΔE anion (n)). This is precisely the situation displayed in the analysis of computed cluster energy differences, shown as a function of cluster size in Figure 5b . As the cluster grows, the energy differences for the anion state diminish in magnitude due to charge screening effects, exhibiting only small variations. The neutral state experiences much The Journal of Physical Chemistry A Feature Article larger fluctuations, confirming its "sensitivity" to the structure of the solvent. Consistent with the argument given above, the energy of the neutral state experiences a sudden drop at n = 10, suggesting a transition to a solvent structure highly favorable for the neutral IO 3
• solute. This is also the first point where the neutral energy difference curve goes below the anion curve; i.e., the 10th water molecule binds stronger in the neutral than in the anionic state to the n = 9 clusters at the given anionic cluster structures. Further analysis indicates the angle (θ) between the iodate C 3v axis and the solvent electric field at the iodate center of mass provides a good description for the admittedly nonuniform case of iodate water clusters. As shown in Figure 5 , there is a good correlation between the angle θ and the neutral cluster energy differences.
Hydrated neutral clusters are expected to be very different from their ionic counterparts where the dominant charge (monopole) field is absent. Our study suggests that charge anisotropy (permanent dipole) of polar solute molecules plays an important role in selecting favorable solvent network configurations, and consequently influencing their chemical reactivity and physical properties. The rationale of preferred specific solvation structures based on a simple geometrical argument between the solute C 3v symmetry axis and the solvent-network electric field is conceptually simple and provides a new way of understanding structures and properties of complex molecules in aqueous environments, including ubiquitous zwitterions of biological molecules.
3.2. SCN − (H 2 O) n (n = 0−8) Clusters: A Chaotrope Case. As a comparison, we also combined experimental photoelectron spectroscopy measurements with theoretical modeling to examine the evolution of solvation structure up to eight waters for the chaotrope SCN − anion. 32 Figure 6 displays the T = 20 K NIPE spectra of SCN − (H 2 O) n (n = 0−8) at 157 nm, showing a steadily stepwise blue shift in EBE for n = 0−5 as expected, a surprise identical EBE for n = 6 compared to that of n = 5, followed by a continuous blue shift in energy for n = 7 and 8. Close examination of all spectra unravels an interesting variation on the spectral bandwidth (full width at halfmaximum, fwhm) with addition of each water molecule: the fwhm(n) of SCN − (H 2 O) n shows a gradual increase from n = 0 to 5, but a sudden decrease at n = 6, followed by appreciable increases for n = 7 and 8 ( Figure 6 ). In general, the spectral bands of clusters are expected to get broader with the addition of each water molecule due to the extra solvent coordinates introduced in the cluster anions and possible coexistence of multiple isomers. It is certainly unexpected to see a drop of spectral bandwidth at n = 6 from n = 5. Thus, our NIPES study seems to suggest SCN − (H 2 O) 6 with a special trait en route solvation evolution, which is born out from our theoretical calculations that show SCN − (H 2 O) 6 forms an almost perfect cubic structure with a special stability ( Figure 7 ).
We found a distinctly different solvation motif of SCN − compared to IO 3 − . We observed that SCN − indeed fits the description of a weakly hydrated ion and its solvation is heavily driven by stabilization of the water−water interaction network. However, the impact on water structure is more subtle than that associated with typical "structure breakers". In particular, we observe that the solvation structure of SCN − preserves the "packing" arrangement of the water network but changes local directionality of hydrogen bonds in the local solvent region. The resulting effect is closer to that of a "structure weakener" instead of "structure breaker", where a solute can be readily accommodated into the native water network by replacing a single water molecule in the corner or by substituting a water dimer on the edge, at the cost of compromising stability due to constraints on hydrogen bonding directionality ( Figure 7) .
Further insight into the interplay between solute−solvent and solvent−solvent stabilization effects can be gained from the analysis of cluster growth energy, ΔE(n) = E(n) − E(n − 1) − E w , which is the difference between total energy of n and n − 1 clusters referenced to the energy of the single water molecule (E w ) (eq 1). Of particular interest is the behavior of ΔE(n) for The Journal of Physical Chemistry A Feature Article the neutral system (ΔE neutr (n)), where reduction in solute− water interactions allows us to expose the contribution from internal water network. As Figure 7 shows, ΔE neutr (n) steadily gains in (negative) value reaching the peak at n = 6 cluster. This is in contrast to the behavior observed for the iodate solvation, where ΔE neutr (n) shows an oscillatory behavior stemming from directional solute dipole water interactions. 31 This strongly suggests that the growth of the solvated cluster in the SCN case is accompanied by steady stabilization of the internal water network. The fact that this contribution peaks at the n = 6 case indicates that the cubic structure achieved in this case represents a particular stable water configuration. This is consistent with the particularly large calculated band gap for the n = 6 case and reduced experimental spectral width ( Figure 6 ). The enhanced stabilization of the water network in the n = 6 cluster also explains a peculiar flattening of the experimental VDE value across the n = 5 and n = 6 clusters. Indeed, this would imply that overall cluster stabilization for the n = 6 case is derived from the solvent part of the systems, but not the solute−solvent stabilization effects that would be reflected in the increased value of VDE values. It is also interesting to note that the stepwise cluster energy for SCN − , ΔE anion (n), remains largely constant for n = 1−8, because, as a chaotrope, SCN − always resides at either the edge or corner of native water clusters. This behavior is distinctly different from the kosmotrope IO 3 − , where the absolute value of ΔE anion (n) gradually reduced with number of waters as a result of charge screening effects due to stronger solute−solvent interactions in the smaller clusters and reorganizing ability for local water molecules by the solute.
3.3. Other Hofmeister Anion Solvation. The insights from the above studies on the structural evolution of the kosmotrope IO 3 − vs chaotrope SCN − anion−water clusters appear to be applicable to other anion−water solvation. For instance, as a prototypical kosmotrope anion, sulfate (SO 4 2− ) has shown its strong ability to organize water molecules by breaking water−water hydrogen bonds and forming anion−water hydrogen bonds, 51,59,60 even to be able to pattern water molecules beyond its immediate solvation shells 61 due to much stronger anion−water interaction. On the contrary, our recent work on bicarbonate (HCO 3 − )−water clusters 33 shows that bicarbonate is always at the exterior of the hydrated clusters with a plethora of intact water−water network, suggesting that it lacks the ability to order water molecules because of comparable solute− solvent and solvent−solvent interactions.
ANION SPECIFICITY IN ION RECOGNITION AND ANION−π COMPLEXES
Anion specificity is widely observed, not only in aqueous solutions as described in section 3 but also in molecular recognition and selectivity that plays an essential role and has been exploited in many diverse fields from life processes 62, 63 to material design and rational synthesis. 64, 65 In this section, we present our recent studies using cluster models to investigate anion specific effects in ion-pair and anion−π complexes, as well as explore hydrogen bonding network and its implication on molecular recognition in guest−host chemistry. 4.1. Study of Ion-Pair Specific Interactions: Alkali Cations with Dicarboxylate Dianions. The ion-pair interaction between alkali metal cations, M + , and carboxylate has been a topic of interest, partly driven by the important biological implications of the remarkable metal selectivity (Na + versus K + ion channels) present in the normal functioning of life. 62, 63 A better understanding of such interactions is also important in modeling ion−biomolecule interactions in solutions that involve electrolytes, which often show profound ion specificity. 53−55 We reported a direct probe of interactions ), in the gas phase by combining NIPES and ab initio electronic structure calculations on nine M + −DC n 2− complexes (M = Li, Na, K; n = 2, 4, 6). 34 This allowed us to investigate how the aliphatic length (CH 2 ) n , flexibility of the dianions, and the size of cations influence these ion-pair cluster structures. The NIPE spectra presented in Figure 8 show that the electron binding energy decreases in the order of Li + > Na + > K + for complexes of M + −DC 2 2− , whereas the order is changed to Li + < Na + ≈ K + when M + interacts with a more flexible DC 6 2− dianion. Theoretical modeling suggests that M + prefers to interact with both ends of the carboxylate −COO − groups by bending the flexible aliphatic backbone, and the local binding environments are found to depend upon backbone length n, carboxylate orientation, and the specific cation M + . The observed variation of EBEs reflects how well each specific dicarboxylate dianion accommodates each M + , demonstrating the delicate interplay among several factors (electrostatic interaction, size matching, and strain energy) that play critical roles in determining the structures and energetics of gaseous clusters as well as ion specificity and selectivity in solutions and biological systems.
Molecular Level Probe of Anion−π Specific
Interactions. Proposed in theory and confirmed experimentally, anion−π interactions have been recognized as new and important noncovalent binding forces. 64, 65 Despite extensive theoretical studies, numerous crystal structure identifications, and a plethora of solution-phase investigations, anion−π interaction strengths that are free from complications of condensedphase environments have not been directly measured. We conducted a joint photoelectron spectroscopic and theoretical study on this subject, in which tetraoxacalix [2] ). 35 The electron binding energies of the resultant gaseous 1: Quantum chemical calculations reveal that all anions reside in the center of the cavity of 1 with anion−π binding motif in the complexes' optimized structures, where 1 is seen to be able to self-regulate its cavity structure to accommodate anions of different geometries and three-dimensional shapes. Electron density surface and charge distribution analyses further support anion−π binding (Figure 9 ). The calculated binding energies of the anions and 1 nicely reproduce the experimentally estimated electron binding energy increases. The conclusion derived from our gasphase study correlates well with the solution-phase measurement, 66 illustrating that size-selective photoelectron spectroscopy combined with theoretical calculations represents a powerful technique to probe anion−π interactions with the potential to provide quantitative guest−host molecular binding strengths and unravel fundamental insights in specific anion recognition.
4.3. Hydrogen Bond Network and Its Implications in Anion Recognition. Hydrogen bonds are ubiquitous in The Journal of Physical Chemistry A Feature Article nature and are important in many fields, including supramolecular, biological, and medicinal systems, 67−69 as well as atmospheric chemistry. 40,70−73 Hydrogen bond networks (HBN) have been proposed to play crucial roles in enzymatic reactions, in which many enzymes catalyze a wide variety of chemical processes by using two or even three hydrogen bonds to a single oxygen atom in what is commonly referred to as an oxyanion hole. The energies of these hydrogen bonding interactions are important in catalysis and ion recognition but are not well understood. This issue has been addressed by Steven Kass of University of Minnesota employing a combination of approaches including synthesis of various model compounds, solution-phase association constant measurements, gasphase infrared action spectroscopy, and ab initio computations and has been examined via ESI-NIPES as well in collaboration with my group. 36−39 For an example, a series of polyhydroxyalcohols (i.e., polyols) were synthesized, and their monodeprotonated anions were proposed to mimic a bound oxyanion hole HBN with variable hydrogen bonds ( Figure 10 ).
We examined these anions via ESI-NIPES and computations to directly probe the energetic consequences of hydrogen bond arrays formed on the oxygen anion hole 36 and found that the strength of the hydrogen bond arrays systematically increases with the number of hydroxyl groups from 1 to 3 and for 6. That is, an oxygen anion center is stabilized most effectively by up to 3 hydrogen bond donors, but in the process the donor groups become better hydrogen bond acceptors. The resulting hydrogen-bonded network can provide a large energetic stabilization, i.e., 47 and 64 kcal/mol with 3 and 6 hydrogen bonds, respectively, that may lead to catalytic rate enhancements and greater acidities and basicities than those measured in water. In addition, ESI-NIPES was applied to directly probe the energetic consequences of the binding abilities of various polyols to a number of anions: for example, Cl¯in Figure 11 , in charactering the cooperative effects of HBN and its effects on selective anion recognition. 37−39
CLUSTER MODEL STUDIES ON SPECIFIC MOLECULAR EFFECTS IN AEROSOL PARTICLE FORMATION
One of our major research directions is to gain molecular level understanding of aerosol formation processes, 70−73 which have significant impacts on new particle formation occurred under diverse pristine and polluted environments with profound implications on human health and climate. 74, 75 Owing to the limitation of experimental field measurements, much of the research on this subject has been so far focused on large particle sizes (>3 nm). 71, 73 Theoretical analysis performed using classical nucleation theory is geared toward a macroscopic description based on liquid drop theory. 72 And the kinetic extensions of the nucleation theorem on the basis of the firstprinciples have been adopted in the investigation of the nucleation problem. 76, 77 Nevertheless, the more microscopic, molecular level, investigations have been fairly limited in scope, but their importance is steadily increasing. 40, 72 Such analysis may play an important role in understanding specific molecular effects that have been implicated in aerosol formation in the marine boundary layer. Molecular level information also forms a necessary prerequisite for better model parameters for macroscopic analysis. 72 A complementary way to investigate these issues, especially at the molecular scale, can be found in the analysis of clusters with tunable compositions and sizes. 40−42,72,78−80 The development in this area has been so far mostly dominated by theoretical studies, which have provided useful information on the small clusters formed by atmospheric nucleation precursors consisting of a series of small organic species with sulfuric acid and/or water to investigate how organic acids enhance aerosol formation and growth. 78,79,81−85 In addition to theoretical studies, several atmospherically relevant clusters consisting of sulfuric acid/bisulfate, nitric acid/nitrate, NH 3 /amine, and H 2 O have been investigated using infrared photodissociation spectroscopy (IRPD), 7−9 collision induced dissociation (CID), 10 and mass spectrometry. 11−13 Our cluster study addresses these important issues through integrated ESI-NIPES experiments and computational approaches. This involves synthesis of size selected particle clusters of atmospherically relevant compositions, NIPES measurements, and theoretical analysis based on accurate ab initio calculations. 40−42 Our objective is to provide a comprehensive molecular level characterization of common multicomponent aerosol particles, as well as to gain a fundamental understating of molecular specific effects and the energetics that drive their formation.
5.1. Negative Ion Photoelectron Spectroscopy Study of Atmospherically Related Clusters and Species. Recent lab and field measurements have indicated critical roles of organic acids in enhancing new atmospheric aerosol formation. 86, 87 Such findings have stimulated theoretical and experimental ). We carried out a combined negative ion photoelectron spectroscopic and theoretical investigation of molecular clusters formed by HSO 4 − with succinic acid (HO 2 C(CH 2 ) 2 CO 2 H) along with HSO 4 − (H 2 O) n and HSO 4 − (H 2 SO 4 ) n . 40 As shown in Figure 12 , it was found that one SUA molecule can stabilize HSO 4 − by ca. 39 kcal/mol in electron binding energy (which is equal roughly to the molecular binding energy between these two molecules), triple the corresponding value that one water molecule is capable of (ca. 13 kcal/mol), thus providing direct experimental evidence showing a significant thermodynamic advantage by involving organic acid molecules to promote formation and growth in bisulfate clusters and aerosols.
Organic acids also represent an important component of atmospheric aerosols and have been found in abundance in a variety of urban, rural, and marine environments. 88−90 Their significance in new particle formation and nucleation is supported by substantial experimental evidence. 72, 78 One of the particularly important questions is the role they play during the initial stage of aerosol particles formation. We have recently studied properties of dicarboxylic acid homodimer complexes, HO 2 C(CH 2 ) n CO 2 − [HO 2 C(CH 2 ) n CO 2 H], n = 0−12, as potentially important intermediates in aerosol formation processes. 41 These results are analyzed with quantum-mechanical calculations, which provide further information about equilibrium structures, thermochemical parameters associated with the complex formation, and evaporation rates. We find that upon formation of the dimer complexes, the electron binding energies increase by 1.3−1.7 eV (30.0−39.2 kcal/mol), indicating increased stability of the dimerized complexes. Calculations indicate that these dimer complexes are characterized by the presence of strong intermolecular hydrogen bonds with high binding energies, and are thermodynamically favorable to form with low evaporation rates. By comparison to the previous study of the HSO 4 − [HO 2 C(CH 2 ) 2 CO 2 H] complex, 40 it has been shown that HO 2 C(CH 2 ) 2 CO 2 − [HO 2 C-(CH 2 ) 2 CO 2 H] has very similar thermochemical properties. These results imply that dicarboxylic acids not only contribute to the heterogeneous complexes formation involving sulfuric acid and dicarboxylic acids but also can promote the formation of homogeneous complexes by involving dicarboxylic acids themselves.
Probing the Early Stages of Solvation of cis-
Pinate Dianions. cis-Pinic acid is one of the most important oxidation products formed from ozonolysis of α-pinene 91 a key monoterpene compound in biogenic emission processes. 92 Molecular level understanding of its interaction with water in cluster formation is an important and necessary prerequisite toward ascertaining its role in the aerosol formation processes. We studied the structures and energetics of the solvated clusters of cis-pinate (cis-PA 2− ), the doubly deprotonated dicarboxylate of cis-pinic acid, with H 2 O, CH 3 OH, and CH 3 CN by negative ion photoelectron spectroscopy and ab initio theoretical calculations. 42 We found that cis-PA 2− prefers being solvated alternately on the two −CO 2 − groups with an increase of solvent coverage, a well-known solvation pattern that has been observed in microhydrated linear dicarboxylate dianion (DC n 2− ) clusters. 93 Experiments and calculations further reveal an intriguing feature for the existence of the asymmetric type isomers for cis-PA 2− (H 2 O) 2 and cis-PA 2− (CH 3 OH) 2 3 CN is found to be favorable in mixed solvent clusters, different from that between H 2 O and CH 3 OH. These findings have important implications for understanding the mechanism of cluster growth and formation of atmospheric organic aerosols, as well as for rationalizing the nature of structure−function relationship of proteins containing carboxylate groups under various solvent environments.
FUTURE PERSPECTIVES
Condensed-phase and interfacial chemical physics, at first glance, is a subject full of complexity, often described in terms of macroscopic cause-and-effect languages. Yet it can be often reduced to, or at least largely to, a local process, in which related molecules interact resulting in the macroscopically observed phenomena with the rest of the environment as "a passive reaction medium". Therefore, obtaining molecular-level understanding of molecular interactions among molecules and reactive species within local regions (active sites) remains the key to understanding and controlling these processes. In this regard, clusters with a controlled number of solvent molecules and molecular specificity represent ideal model systems to mimic the multicomponent and multiphase complex nature of chemical and physical processes in bulk solutions and at interfaces with promising bridge molecular description and macroscopic observations. The experimental capabilities that we have developed, i.e., temperature-controlled ESI-NIPES of size-selective clusters, give us opportunities to attack a broad range of fundamental chemical physics problems pertinent to ionic solvation and solution chemistry. Our cluster model studies have been shown and are expected to continue to provide important microscopic information about intrinsic electronic, geometric structures, and dynamics of varieties of clusters, redox species, and solvated anion complexes that are important to chemical transformations, biological functions, sustainable energy, and predictive material synthesis. Meanwhile, sophisticated new experimental techniques, such as isomer-selective femtosecond time-resolved photoelectron spectroscopy and angle-resolved photoelectron imaging spectroscopy with ultrafast time resolution or wavenumber energy resolution coupled with ESI source, have been developed by several other groups worldwide to investigate dynamics of MCAs and solution-phase species, as well as to probe autodetachment vs internal conversion processes after resonant excitations. 30,94−97 One of our future studies will be investigation of microsolvation of environmentally important anions at well-controlled and variable temperatures to elucidating the underlying entropic effects 49 and large amplitude motions involving the structures with the doubly and singly H-bonded water molecules in the solvation of complex anions. 42 We would like to build up complexity by adding composition (from binary to ternary and quaternary) and extending the cluster size range (from small and medium size to large clusters containing 50− 100 solvent molecules) 61,98 to make these clusters better model systems to mimic the multicomponent, multiphase, and complex nature of chemical and physical processes occurred in bulk solutions and at interfaces. For instance, extending our previous studies of binary alkali metal cation dicarboxylate complexes (M + ·DC n 2− ) 34 to ternary clusters of (M + ·DC n 2− )-(H 2 O) m by adding water molecules would provide an excellent parameter space to examine direct ion-pair and ion−water interactions. Molecular dynamics simulations and a theoretical structural search based on unbiased methods 33 are needed to illustrate the delicate interplay among direct ion-pair, solute− water, and water−water interactions that determine the energetics, binding motifs, and structures of these model systems. In a similar vein, clusters containing Hofmesiter ions and proteins/peptides provide well-defined systems to investigate the molecular mechanisms of ion-specific effects on proteins/peptides, focused on finding ion specific binding sites and intermolecular interactions between macromolecules and ions, 99, 100 and between ions and water in the immediate vicinity of ions. The obtained spectroscopic data, theoretical modeling, and in-depth analysis of different intermolecular interactions will help to provide a molecular level understanding of ion specific effects in the Hofmeister series that was initially discovered in aqueous protein solutions by adding different salts. It is also related to anion recognition and ion selectivity 34−39 that are important concepts in biological function and material science.
Although atmospheric field measurements have identified sulfuric acid including the bisulfate ion as a key nucleation precursor, nucleation rates inferred from the two well established binary (H 2 SO 4 −H 2 O) or ternary (H 2 SO 4 −H 2 O−NH 3 ) mechanisms cannot explain the observed nucleation rates obtained from field measurements. 72 Other species, such as amines and organic compounds, which may enhance new particle formation, have been introduced by recent laboratory and field studies to account for the discrepancies. 72, 86 Future direction will be focused on more complex systems involving organic matter, amines, sulfuric acid, water, and sea salts to experimentally identify key molecular components in promoting aerosol formation, to provide a molecular description of the early stages of nucleation processes, and to obtain quantitative thermodynamic parameters accounting for the formation of atmospherically relevant clusters.
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