Using the Stein numerical method, introduced by El Karoui and Jiao [ElKJ] and El Karoui, Jiao and Kurtz [ElKJK], we compare, in terms of accuracy and efficiency, the pricing of the basket default swaps (NTDs and CDO Tranches). In the Factor Copula Model framework, we compare the following copula functions: 1 factor and 3 factors Gaussian copula, Clayton copula, MarshallOlkin copula, Double-t copula and Student copula. Stein numerical method is also compared with the Recursive method of Hull and White, with the Probability Generating Function method (an exact Fourier transform like method) and with the Monte Carlo method.
Introduction
Derivative products depending on default correlations between the instruments of an underlying portfolio become very popular, as the credit derivatives market has grown. Common underlying portfolio can be of size 125, which in a naive correlation approach means a 125×125 sized correlation matrix. To reduce the dimensionality of the problem, researchers proposed to use a small number of latent factors that control the dependence between default times .
The factor framework is applied using default intensity models (also called reduced form models) which describe default by means of an exogenous jump process; more precisely, the default time is the first jump time of a Poisson process with deterministic or stochastic (Cox process) intensity (see [La] ). Here default is not triggered by basic market observables but has an exogenous component that is independent of all the default free market information. Monitoring the default free market does not give complete information on the default process, and there is no economic rationale behind default. This family of models is particularly suited to model credit spreads and in its basic formulation is easy to calibrate to Credit Default Swap (CDS) data. See for instance [LG] , [ASB] , [ShS] .
Correlation products pricing depends on the accurate computation of the cumulative loss distribution of the underlying basket and more specifically on the tranche cumulative loss at various strikes. More precisely, a Collateralized Debut Obligation can be priced with the call spread on the two strikes, corresponding to the two attachment points. This naive approach enables to use two different correlation for the two strikes to account for the so called correlation smile. This correlation is traditionally referred to as the base correlation. The calibration of the base correlation motivates for a fast and efficient computation of the call spread as it can involves ten or more loops to calibrate on the common strikes.
The traditional methods like the one of Hull and White, also named the recursive method or the one based on the characteristic function using the Fast Fourier Transform are somehow slow as they are not fully analytical. Intuitively, a fast method could be easily obtained if one knew the distribution of the tranche loss.
Our goal is to use the Stein Numerical Method when considering various popular copula models. However, before the presentation of the Stein method, we will introduce the default time modeling, the Factor Copula Model and some popular copula functions.
We present in Section 2 the factor copula model, when using the 1-Factor and n-Factors Gaussian copula, the Clayton copula, the Marshall-Olkin copula, the Double-t copula and the Student copula. In Section 3 we introduce the Normal Approximation numerical method and then the Stein method. We also present the Probability Generating Function method and the Recursive method. Some results about copula functions are given in the Appendix. In Section 4 we present the numerical comparison result when using the Stein method with all the introduced copula models, and also using the numerical methods of the previous section.
Factor Copula Model
Let N (t) be a counting process with (possible stochastic) intensity λ(t). The time of default τ is the time of the first jump of N , that is
The survival probabilities in this setup are given by:
For example, if N (t) is a Poisson process with constant default intensity λ the survival probabilities are given by S(T ) = e −λT .
To price multi-name credit derivatives, one needs to deal with the default correlation between the names within the underlying portfolio. Default correlation measures the tendency of two companies to default at about the same time. Reduced form models assume that the default intensities for different companies follow correlated stochastic processes. Default correlation is introduced into a structural model by assuming that the assets of different companies follow correlated stochastic processes.
Unfortunately, the reduced form model and the structural model are computationally expensive for valuing multi-name credit derivatives. This has led market participants to model correlation using a factor copula model where default events, conditionally on some latent state variables are independent. The dimension of the problem is not anymore the number of names within the underlying portfolio but the dimension of the factor. This eases the computation of the aggregate loss distributions.
For the sake of simplicity, we thereafter present first the one factor Gaussian copula model. Consider a portfolio of N companies and assume that the marginal risk-neutral probabilities of default are known for each company. Let τ i be the default time of the i-th company, defined on a common probability space (Ω, G, Q). Denote by F i (t) the cumulative risk-neutral probability that company i will default before time t; that is, the probability that τ i ≤ t: F i (t) = Q(τ i ≤ t), which is the default probability of the company i. We will denote by S i (t) = 1 − F i (t), the risk-neutral probability that company i will survive beyond time t; that is, the probability that τ i > t, which is the survival probability of the company i.
Factor Model To generate a one-factor model for the τ i (1 ≤ i ≤ N )), we define the following random variables X i (1 ≤ i ≤ N ):
where V and the V i are independent standard Gaussian random variables and −1 ≤ ρ i < 1. Equation (1) defines a correlation structure between the X i 's dependent on a single common factor V . The correlation between X i and X j is ρ i ρ j .
Gaussian Copula Model
Under the copula model, each X i is mapped to τ i using a percentile-to-percentile transformation. For instance, the five-percentile point in the probability distribution for X i is transformed to the five-percentile point in the probability distribution for τ i ; the ten-percentile point in the probability distribution for X i is transformed to the ten-percentile point in the probability distribution for τ i ; and so on. In a Gaussian copula model the point X i = x is transformed into τ i = t with t = F −1 i (Φ(x)), where Φ stands for the cumulative distribution function of a standard Gaussian variable. It follows from Eq. (1) that
We will denote by p
, the conditional default probability of the name i, and by q i|V t = Q(τ i > t | V ), the corresponding conditional survival probability. We also have that:
which is used when we want to simulate the default times. For Gaussian copula, λ L the lower and λ U the upper tail dependencies are both zero. See the Appendix for full details.
Extension to many factors
The model we have presented can be extended to m-factors. Eq. (1) becomes
where V 1 , . . . , V m , and V 1 , . . . , V n are independent standard Gaussian random variables,
The correlation between and X i and X j is ρ i1 ρ j1 + · · · + ρ im ρ jm . The conditional default probability of the name i is
We have also
Clayton Copula
Let us proceed to a formal description of the model. We consider a positive random variable V , which is called a frailty, following a standard Gamma distribution with shape parameter 1/θ (θ > 0) and scale parameter equal to 1. Its probability density is given by for x > 0
We then define:
where U 1 , · · · , U N are independent uniform random variables also independent from V. The default times are given by
The previous equations imply a one factor representation where V is the factor. The conditional default probabilities can be expressed as:
From the previous expression, it is clear that the stochastic intensities are proportional to V . Thus the latent variable acts as a multiplicative effect on stochastic intensities. High levels of the latent variable are associated with shorter survival default times. For this reason, V is called a "frailty".
For the Clayton copula, the lower and upper tail dependencies are: λ U = 0 and λ L = 2 −1/θ .
Marshall-Olkin Copula
Let V, V i (1 ≤ i ≤ N ) be independent exponentially distributed random variable with parameters α and 1 − α respectively, with α ∈ (0, 1). Define
Then the conditional default probabilities are:
and the default times are given by
Unfortunately nothing can be said on the tail dependencies. For more details on Marshall-Olkin Copula see for instance [Elo] .
Double-t Copula
This copula was introduced by Hull and White ( [HW] ). Let ν be an integer. The Student's tdistribution with degree of freedom ν is given by
For integer numbers ν and ν, define
where V is a Student random variable with degree of freedom ν, and V i (1 ≤ i ≤ n) are Student random variable with degree of freedom ν. Denote by t ν the c.d.f. of a Student random variable with ν degree of freedom. The conditional default probabilities are given by:
where H i is the c.d.f. of X i , and H −1 i is its inverse. The default times are generated using the following expression
. For this copula, the lower and upper tail dependencies are:
Student Copula
First we give the Student's t-distribution function. We then need a integer number ν called the degree of freedom. This function is given by:
Let's denote by t ν the cumulative distribution function of a Student random variable. In order to create a random variable with Student's t-distribution, one can introduce the inverse gamma distribution. This density function needs a shape and a scale parameters. Let α the shape parameter and β the scale parameter. Then the fuction is given by
Let X ∼ N (0; 1) and W an inverse gamma random variable independent from X with both scale and shape parameters equal to ν 2 then √ W X has a Student's t-distribution. Let ρ ∈]0; 1[ and ν an integer. Let see the characteristics of the copula
• It is a 2 factors copula
• V 1 is a normal random variable, V 2 is an inverse gamma random variable with scale and shape parameters both equal to ν/2 independent from V 1
• (V i ) 1≤i≤n are independent Normal random variable also independent from V 1 and V 2
• F X i = t ν which is the c.d.f. of a student random variable with ν the degree of freedom
We have
Recovering the Portfolio Loss Distribution
Recall that our portfolio is of size N . The company i is assumed to have a recovery rate R i and notional N i . The cumulative loss at time t is defined as the total loss on the portfolio:
where τ i is the default time of the i-th name. The main effort when pricing basket products is to compute the cumulative loss distribution, that is the distribution of L(t) for a given t. Conditioning on the common factor V , the loss from each credit is independent from each other; this imply that the cumulative loss distribution is computed as a sum of independent variables.
Moreover, for basket default swaps, one has to compute the following type of expectation (the call spread on the cumulative loss):
were A and B are positive real numbers.
The normal approximation method
A first intuitive way is to approximate the cumulative loss distribution by its moment matching normal distribution. The first moment of the corresponding normal, denoted by µ L(t)|V , is easily computed as the expectation of the cumulative loss:
where
The variance is also provided by moment matching:
The expectation in Eq. (3) can be computed in closed form, because we have
where ϕ and Φ are the density and the cumulative distribution function of the standard Gaussian distribution.
The Stein method
The problem with the previous method is its accuracy. Only the first two moments are matched, which lead to a crude approximation. Recently El Karoui, Jiao and Kurtz [ElKJK] introduced a new numerical method, based on Stein's method and zero bias transformation, to compute E{(L(t)−A) + }. They introduced first order correction terms for both Gaussian and Poisson approximations, and discussed the error approximation that we briefly present in what follows. See El Karoui, Jiao and Kurtz [ElKJK] for full details on the results of this section (see also [ElKJ] , [Rai] , [Rei] ). The intuition of this method is to find, for the cumulative loss distribution L(t), an expansion around a well known density with closed form for the call spreads. Let concentrate us on the computation of Eh(L(t)), where h(x) = (x − A) + , and suppose that we approximate the law of L(t) with the law of another random variable Z, and want to know how far Eh(Z) is from Eh(L(t)). In their paper El Karoui, Jiao and Kurtz proved that:
where C(h, A, t) is a corrector term, and the corrected approximation error ε(h, A, t) is bounded.
It is worth noticing that the Normal and Poisson distributions play a particular role. Let X i , i = 1, ..., n be n Bernoulli distributed random variable, with parameter p. The Central Limit Theorems tells us that the asymptotic law for the sum
. In other words, we have that, for large n,
where the Bernoulli parameter is given by p = E(X i ), for i = 1, . . . , n.
We can also notice that the characteristic function of the sum for u ∈]0; 1[ is expressed as follows:
Notice that a Poisson random variable Y with intensity parameter equal to np has its characteristic function given by:
Hence, considering that n! (n−k)! is not far from n k , we see intuitively that the sum distribution can be approximated by a Poisson law as follows:
El Karoui, Jiao and Kurtz also showed that due to the correction terms, the validity domain of the Normal and Poisson approximations are different, and that when the sum of the default probabilities is less than approximatively 15, the Poisson approximation has to be used; if, on the contrary, the sum of the default probabilities is greater than approximatively 15, the Normal approximation has to be used.
Normal approximation The tranche loss can be approximated with the following normal formula
with µ L(t)|V and σ 2 L(t)|V defined in Eqs. (4) and (5). The normal corrector C N
Poisson approximation Suppose that for all i = 1, . . . , n we have R i = R, N i = N . That is because the Poisson approximation can only be made on
To approximate L(t) with a Poisson law, we consider its intensity equal to
Considering A = A (1−R)N , the tranche loss can be approximated with the following Poisson formula
The Poisson corrector C P (.− A) + is given by:
The Probability Generating Function method
For the sake of simplicity the approach presented in this section is directly linked to the one-factor Gaussian copula. To directly apply this approach using other copula function it suffices to use the corresponding conditional default probabilities. See for instance [FC] . As the recovery rates are deterministic, the cumulative loss L(t) has a discrete distribution. Let p j t denote the default probability for name j up to time t. For each name j in the portfolio define the conditional probability p j|v t as
where we have conditioned on a Gaussian random variable V = v. There are two outcomes possible for the loss value, namely {0, M i }, where M i denotes the loss amount of name i.
Consider the following polynomial in U :
where the coefficients
Let us now compute, at point u, the probability generating function of L(t):
The discrete distribution of L(t) is completely given by the probability generating function ψ L(t) . The possible outcomes for the cumulative loss L(t) are the powers of the polynomial P (U ):
where C t m (v) is the coefficient corresponding to U m , i.e., to the value m of L(t).
The Recursive method
This method introduced by Hull and White [HW] calculates the probability distribution of the losses by time T . Denote byL = N i=1 (1 − R i )N i the maximal possible loss of the portfolio. Divide now the interval [0,L] in K ranges:
The loss distribution is built up recursively, one debt instrument at a time.
The procedure keeps track of both the probability of the cumulative loss being in a bucket and the mean cumulative loss conditional that the cumulative loss is in the bucket. We start the procedure with no assets and we finish when all debt instruments are computed. It is not necessary for the principals to be equal and the recovery rates can be stochastic. The procedure estimates the probability of the cumulative loss being in a bucket and the mean cumulative loss conditional that the cumulative loss is in the bucket.
Numerical comparison results
This section constitutes the main results of the paper. In El Karoui, Jiao and Kurtz [ElKJK] , results are provided for the Gaussian copula and for CDOs. We go a little further by examining not only different copulas but also different numerical methods to test the accuracy and speed comparison with other numerical methods. We also examine the pricing of NTD and compare with the results of Burtschell [Bur] The numerical results are provided for a portfolio of 10 names. Extensions to more names is easy. Interest rates curve are built from a standard interest rates curve as well as the following credit curves, given below. . . , 10 for the models described above. Each NTD corresponds to one row. So for instance, the first row corresponds to the NTD for N = 1 which is commonly referred to as the First To Default (FTD). Because of the particular choice of model parameters that are calibrated on the first FTD, it is not surprising to see that the various models agrees relatively for the FTD. As they are only calibrated on the first N-to Defaults, the provide very logically different results for the NTD for large N . The difference is striking for N = 10. The next figure (figure 3) shows errors against the Gaussian copulas for the various numerical methods explained in the paper when calculating the default leg. We consider that the theoretical results is the one given by the Gaussian Copula using the PGF method. For the Gaussian Copula, we compare the other results with the one obtained with PGF. For the other copulas, the result of default leg prices are compared in percentage with the Gaussian Copula used with PGF. The derivative product is a single Tranche CDO [0; 6%], with fix coupons paid quarterly, with spread 1%. We can notice that the Stein method provides very accurate results.It is the methods with the lowest error terms. We now look at a large portfolio: let us say 125 names. We give results for the Stein method for Gaussian Copula compared with Gaussian Copula used with recursive method, for several correlations and several tranches. We consider a portfolio of 125 names with constant spread of 1%, recovery of 40%, Notional 1 for each name and the same interest rate as before. the correlations will be √ 1%, The next figure (figure 4 ) is illuminating about computing time. We see that the Stein method outperforms dramatically the Recursive method and is of similar computing performance as the Normal method. This indicates that the correction terms are very computationnally cheap.
In the next figure, we show the default leg and the margin for various strikes and various correlations. The correlation is provided in each row. so the first row corresponds to a 1% correlation. The next row is for a correlation of 32%. In addition, The tranches priced are the following ones:
• tranche [0%, 3%] entitled the Equity tranche We provide the margin and the default leg because these two are very sensitive to the correlation modelling. We do not look at the payment leg because this leg is not very sensitive to the correlation modelling. The next Figure provides the result for the Recursive method considered to be the reference. 
Conclusion
This paper compares the Stein method with various semi analytical methods to compute the tranche loss distribution. We have looked at various copula assumptions to see the accuracy and computation speed of the Stein method. Our numerical experiments suggest that this method outperforms substantially the other methods for large portfolio both in terms of speed and accuracy. Moreover the robustness of this method makes it an ideal candidate in correlation calibration as well as model parameters sensitivities.
Appendix
Copula functions Suppose we have a a set of random variables X 1 , . . . , X p . One would like to know how to compute for instance
where F is the cumulative distribution function of the random vector (X 1 , . . . , X p ). A copula C is a multivariate joint distribution defined on a p-dimensional unit cube [0, 1] p such that every marginal distribution is uniform on the interval [0, 1] . That is to say, if we set u = (u 1 , . . . , u p ):
• C(u) = 0 whenever one of its component equals 0.
• C(u) = u i if for all j ∈ {1, . . . , n} {i}, u j = 1.
• C is p-increasing, i.e. for u Sklar's Theorem Let (X 1 , . . . , X p ) be a random vector with F its cumulative distribution function and denote by F X i the cumulative distribution function of the random variable X i for i = 1, . . . , p. Then there always exists a copula C such that for all (x 1 , . . . , x p ) ∈ R p : F (x 1 , . . . , x n ) = C(F X 1 (x 1 ), . . . , F Xp (x p ))
There is a single copula in the case of the continuity of the X i 's.
Conversely, given the c.d.f.'s (F X 1 , . . . , F Xp ) and a copula C, one can consider the random vector (X 1 , . . . , X p ) on a probability space (Ω, A, Q) such that F X i is the c.d.f. of X i for i = 1, . . . , p and the one of (X 1 , . . . , X p ) is defined as F (x 1 , . . . , x n ) = C(F X 1 (x 1 ), . . . , F Xp (x p )).
One important key to reveal is that copulas are linked with special quantities: the upper tail dependency, noted λ U and the lower tail dependency, noted λ L . These are defined as follows: where C(u, u) = Q (F i (τ i ) ≤ u, F j (τ j ) ≤ u) , The upper tail dependency quantifies the fact that the firm i defaults almost surely given the fact that the firm j defaults almost surely; the lower tail dependency quantifies the fact the firm i does not default almost surely provided the firm j does not default almost surely. According to the market these two values are not null.
