Abstract: Two large data sets representing site visitation data based on IP addresses, and resource request frequency for EBSCOhost interactions accessed through a state digital library service were fitted to different mathematical models used in informetrics. Results reveal that a Zipf model provided the best fit for the site visitation data and a generalized logarithmic series model provided the best fit for the resource request data.
INTRODUCTION
Informetric studies of observed patterns of Internet document content and usage have become common in recent years with the wider availability of user data collected by websites. Regularities in the occurrence of text or usage of search systems in electronic environments have been found to exhibit similar regularities as for print media, where frequency distributions of data sets result in a large number of rare events (LNRE) with lengthy tails (Baayen, 2001) . With Internet/Web-based phenomena, these regularities are frequently concluded to be Zipfian based on a visual inspection of a trend line of logarithmically transformed data. However, a simple Zipf distribution may not adequately model the observed behaviour for electronic environment characteristics (Nelson, 1989; Ajiferuke & Wolfram, 2004) , particularly for highly skewed, larger data sets representing potentially millions of observations.
Research investigations of website characteristics can be divided into two broad categories: 1) system studies based on regularities in domain/document content and their implications for efficient storage and retrieval, and; 2) user and usage studies that focus on query and session analysis or resource utilization. Literature discussed in the present study focuses on the latter, where the processes studied are at the Internet Protocol (IP) address and document level.
Studies of Web-based service usage have appeared with increasingly regularity in a variety of information retrieval (IR) contexts. Log analysis has been identified as one of the effective and unique approaches for studying usage patterns on a large scale, and it has been conducted to characterize the use of Web-based online public access catalogs(OPACs) of library holdings (Cooper, 2001) . The emergence of digital libraries led to more log analysis of not only the usage of digital libraries themselves (Jones, Cunningham, McNab, & Boddie, 2000) but also of Web-based online databases. These have included vendor-based comprehensive bibliographic and full text databases (Wolfram & Xie, 2000) , one of the largest and most heavily used full text e-journal systems (Ke, Kwakkelaar, Tai, & Chen, 2002) , as well as specialized domain databases (Jantz, 2003) . Log analysis has also been widely used in Web search engine studies to analyze query reformulations and resource utilization, such as AltaVista (Silverstein, Henzinger, Marais, & Moricz, 1999) , Excite (Jansen, Spink, & Saracevic, . 2000; Spink, Wolfram, Jansen, & Saracevic, 2001) , Fireball (Hoelscher, 1998) and Intranet search engines (Fitchter, 2003) . In addition, longitudinal transaction log analysis has been conducted to detect Web information searching patterns (Cothey, 2002) . Most of these studies focus on characterizing users' information seeking behaviour and making suggestions to improve the existing IR systems.
Because it is difficult to identify individuals using the Internet, proxies for individual users have taken the form of login information, cookies stored on a computer, or originating IP address data. IP address data to study resource usage represents an easily observed way track and tally usage behaviours with fewer concerns regarding privacy associated with cookies or direct login information. Davis and Solla (2003) , for example, relied on IP address data to study usage statistics of electronic journals in chemistry. The authors found there was a strong relationship between the number of articles downloaded and the number of users, thereby making it possible to estimate the total user population based on the number of downloads.
The study of resource usage has become especially popular for market analysis of websites. Resource usage can also have implications for caching of frequently accessed documents for improved response time (Cunha, Bestavros, & Crovella, 1995) . Early reports of regularities observed in user and usage behaviour have been largely descriptive. A number of studies have gone one step further by reporting that frequency distributions of observed data sets follow inverse power laws, or conform to Zipf's law (Broder, et al., 2000; Huberman, 2001; Jansen, Spink, & Saracevic, 2000; Nielsen, 1997a Nielsen, , 1997b Spink, et al., 2001) . For example, Nielsen (1997b) noted that the rankfrequency distribution of hits per month distribution for pages on the Sun Microsystems Web site was largely Zipfian, at least for the most frequently accessed pages. The lower than expected number of hits for low ranking pages was attributed to the paucity of accumulated pages of low-frequency interest. Crovella, Taqqu, and Bestravos (1998) also noted that the distribution of document accesses could be modelled by a power law, citing implications of this finding for caching.
In most cases power law models have been cited as fitting observed data sets based on the conformance of log/log plots of data sets against straight lines with no determination of the goodness-of-fit beyond visual inspection. However, as noted above, observed data sets may deviate noticeably from a straight line, particularly at the low end of the distribution. Because the majority of an observed curve appears to follow a straight line, it is concluded that the data set as a whole follows an inverse power law. Studies investigating the fitting of observed electronic data characteristics to other types of theoretical distributions used in informetrics, along with more rigourous goodness-of-fit testing to provide more accurate models of the observed characteristics, are needed. The present research explores whether a Zipf model adequately fits large observed data sets. More broadly, this study investigates the ability of a number of theoretical distributions used in informetric research to model the observed frequency distributions for site visitation and resource requests associated with a high traffic public website using data collected from transaction logs.
METHOD
Transaction log data were collected from Wisconsin's BadgerLink service. BadgerLink is a state-funded Web-based information service, providing access to a range of electronic information resources to residents of Wisconsin, including library catalog information, access to full-text and bibliographic databases through service providers such as EBSCO (EBSCOhost) and ProQuest, and publicly available Web-based resources (Wolfram & Xie, 2000) . Two large data sets were extracted from BadgerLink's EBSCOhost data tracking feature for the time period January through June 2001. One data set consisted of site visitations based on known IP addresses, representing over 800,000 visits by 78,000 distinct IP addresses. The second data set consisted of more than 3.6 million resource requests for over 7,100 titles indexed by EBSCO. These data sets represent different points of reference for the same processes (Figure 1) . Raw data were then tabulated into frequency distributions for site visitation and resource requests (Figures 2 and 3 respectively) . The resulting frequency distributions were fitted to a number of theoretical models used in informetric research. Models tested included: Zipf, Mandelbrot-Zipf, Yule-Simon, geometric, Borel-Tanner, beta binomial, Geeta, Consul, generalized logarithmic series, generalized Waring, generalized Poisson, generalized negative binomial, and generalized inverse Gaussian-Poisson. Some of these models have a natural origin of one (e.g., Zipf) whereas others have an origin of zero (e.g., generalized negative binomial). For each of the models of the latter type, the zero-truncated version was tested, where each outcome of f(x) for x greater than zero is divided by 1-f(0). The Geeta, Consul, and generalized logarithmic series distributions have not been widely used in informetric study, but have properties similar to inverse power models such as Zipf, with a starting value of one and an ability to model long tails.
Due to the large value of either the highest number of visits or the highest number of uses, it was difficult to obtain the maximum likelihood or minimum chi-square estimates of the parameters for a number of the models, whereas the moment estimates led to poor fitting due to the large variability in the data. Hence, only the results for the sizefrequency form of the Zipf (the rank-frequency form was not tested), generalized inverse Gaussian-Poisson and generalized logarithmic series that provided some reasonable fits to the data sets are reported here. Their functional forms are:
where 0 < α < 1, β > 0 for x = 1, 2, … (ii) Zero-truncated Generalized Inverse Gaussian-Poisson (GIGP) (Sichel, 1992) 
where -∞< γ <∞, 0 ≤ θ ≤ 1, α ≥ 0 for x = 1, 2,…, and K v {z} is the modified Bessel function of the second kind of order v and argument z (iii) Generalized Logarithmic Series (GLS) (Famoye, 1997) p
where 0 < α < 1, 1 < β < 1/ α for x = 1, 2,… and Γ(x) represents the gamma function
After the parameters were estimated for each theoretical model, goodness-of-fit assessment between the observed and fitted theoretical distributions was carried out. Significant departures between observed and predicted values may be determined by applying a chi-square test. Another test used to measure goodness-of-fit, the Kolmogorov-Smirnov (K-S) test, is also sometimes employed in informetric modelling studies. However, because the K-S test is intended for use with continuous data in cumulative form, it is inappropriate for the present data sets, which represent discrete data in non-cumulative form. Also, the K-S test should be used only when the hypothesized distribution is completely specified. In situations where parameters are to be estimated from the data, the test has to be modified. Different critical values must be obtained for each hypothesized distribution using Monte Carlo simulation techniques (NIST/SEMATECH e-Handbook of Statistical Methods, Available at:, http://www.itl.nist.gov/div898/handbook/eda/section3/ eda35g.htm).
FINDINGS
The model fitting outcomes (expected frequencies) for the theoretical distributions tested appear in Table 1 for the site visitation data and Table 2 for the resource request data. In the case of the distribution of IP address visits, the Zipf model appears to have provided the best fit and, while it provided fairly good fits to the top part of the distribution (i.e. lower x-axis values representing the least frequently occurring contributors), the fits for the middle and tail parts are very good (see Table 1 ). For the distribution of resources usage, the GLS and Zipf models provided very good fits, especially to the middle and tail parts (see Table 2 ). The GLS model, however, results in a better fit. The fits in all cases resulted in significant outcomes, where chi-square outcomes exceeded critical values at the .01 level. 
DISCUSSION
The significant chi-square outcomes for each fitted model should not be seen as a failure of the theoretical models, but rather a product of the sizes of the data sets used. Chisquare goodness-of-fit cell values can become large due to the calculation method involving the squaring of the difference between observed and expected values divided by the expected value. The resulting chi-square value per cell becomes disproportionately higher for cells with large values. Also, with a large number of observation classes, the cumulative differences between observed and expected values eventually result in a significant outcome even with a higher number of degrees of freedom and a higher critical chi-square value. The resulting chi-square and probability values become more useful as comparative values.
A previous investigation of large data sets of user query and browsing patterns for a public search engine (Ajiferuke & Wolfram, 2004) revealed that a Zipf model did not provide the best fits when compared to other more sophisticated models such as the GIGP and generalized negative binomial. The present investigation demonstrates through a more rigourous assessment of goodness-of-fit beyond visual inspection of logarithmically transformed trend lines that a Zipf model may indeed be appropriate for some types of Internet usage behaviour data, even for large data sets. Other distributions that have been proposed for modelling informetric behaviour in the past few decades such as the GIGP and generalized negative binomial distributions have three parameters and are generally less tractable than the two-parameter Zipf distribution. Given a choice, it is preferable to select the most parsimonious model that adequately describes the observed data. For the current data, a Zipf distribution would be the model of choice for the IP address visits distribution and the GLS for the resource usage distribution.
Potential limitations of any study modelling Internet usage data logs include the model fitting techniques used and the reliability of the data. The use of other minimization or maximization algorithms for parameter estimation may reveal different outcomes for the models tested, so that the most sophisticated model with the greatest flexibility does not always result in the best fit (Baayen, 2001 ). The noted intractability of the GIGP and need for zero-truncation for fitting many informetric data sets makes its use challenging and presents more limited options for feasible parameter estimation. The more parsimonious two-parameter GLS model may provide a useful alternative. Second, in the case of the IP address data, a confounding factor inherent in any IP address data log is the potential for dynamic allocation of IP addresses by requestors' Internet service providers. Dynamic allocation of IP addresses could impact the frequency with which a given IP address (equated to a user site or machine) actually interacts with the investigated Web site. This is beyond the control of investigators unless 'cookies' are stored on each user machine, which may not be possible on all user machines.
CONCLUSIONS
The proliferation of networked database resources has made it possible to collect large data sets of resource usage based on IP addresses. By relying on informetric modelling techniques incorporating theoretical models that more closely emulate observed frequency distributions of resource usage and site visits, one may be able to more accurately measure the patterns of site visitation and resource requests. This has implications for estimating requests for the range of resources available and the visitation patterns of users. The fitted models may also be used for the design of simulation programs to determine website data traffic and requests under different circumstances.
The present study represents an initial foray into a largely unexplored area of informetric modelling by applying a broader set of theoretical models beyond a simple Zipf model. The comparatively good fit provided by the GLS distribution for the resource request data merits its further investigation for other LNRE-type data sets. Additional data sets from other systems should be collected and fitted to similar distributions to determine the general utility of different theoretical distributions for modelling Internet use. As data sets have become larger, the fitting of observed data to theoretical distributions has become more challenging. Additional approaches for determining the goodness-of-fit of different theoretical models are needed to counter the sensitivity or insensitivity of existing methods such as chi-square values and visual inspection of logarithmically transformed plots, respectively. The authors are also currently investigating the influence of data set size on the applicability of different theoretical models, where some theoretical distributions may not be able to continue to adequately model observed patterns as the data sets grow and become more skewed.
