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ABSTRACT Fluctuation analysis of synaptic transmission using the variance–mean approach has been restricted in the past
to steady-state responses. Here we extend this method to short repetitive trains of synaptic responses, during which the
response amplitudes are not stationary. We consider intervals between trains, long enough so that the system is in the same
average state at the beginning of each train. This allows analysis of ensemble means and variances for each response in a
train separately. Thus, modifications in synaptic efficacy during short-term plasticity can be attributed to changes in synaptic
parameters. In addition, we provide practical guidelines for the analysis of the covariance between successive responses in
trains. Explicit algorithms to estimate synaptic parameters are derived and tested by Monte Carlo simulations on the basis
of a binomial model of synaptic transmission, allowing for quantal variability, heterogeneity in the release probability, and
postsynaptic receptor saturation and desensitization. We find that the combined analysis of variance and covariance is
advantageous in yielding an estimate for the number of release sites, which is independent of heterogeneity in the release
probability under certain conditions. Furthermore, it allows one to calculate the apparent quantal size for each response in a
sequence of stimuli.
INTRODUCTION
In fluctuation analysis of synaptic transmission, an alterna-
tive approach to the classical histogram method emerged
over the past decade, which is referred to as ensemble noise
analysis (Clamann et al., 1989), multiple probability fluc-
tuation analysis (Silver et al., 1998), or variance-mean anal-
ysis (Reid and Clements, 1999; Oleskevich et al., 2000). It
was adapted to synaptic transmission from ion channel
noise analysis (Sigworth, 1980) and is based on the model-
independent determination of the mean and the variance of
synaptic responses under a set of conditions that cover a
suitable range of transmitter release probabilities. The ob-
tained relationship between variance and mean is then com-
pared to the relationship predicted by a statistical model of
synaptic transmission to estimate synaptic parameters. The
classical, simple binomial model predicts a parabolic vari-
ance–mean relationship. A detailed description and discus-
sion of the method was provided by Clements and Silver
(2000). So far, the variance-mean analysis has mainly been
restricted to steady-state sequences recorded under a variety
of conditions, resulting in a range of mean response sizes
(Silver et al., 1998; Reid and Clements, 1999; Oleskevich et
al., 2000). In addition, sequences of double pulses (Oleske-
vich et al., 2000) and long repetitive trains of stimuli have
also been used (Clamann et al., 1989), but no analysis
dedicated to such nonstationary cases was presented.
Here we describe methods for applying the variance–
mean analysis to short trains of synaptic responses for
studying the mechanisms underlying synaptic short-term
plasticity. In addition, we introduce the analysis of the
covariance between successive synaptic responses in prac-
tice, which was already discussed theoretically by Vere-
Jones (1966) and Quastel (1997). The covariance approach
has some advantages over the variance–mean analysis alone
and provides additional information about synaptic param-
eters during short-term plastic changes.
Fluctuation or noise analysis of synaptic transmission
dates back to Del Castillo and Katz (1954). They introduced
the quantal theory and quantal analysis of synaptic trans-
mission based on the observation that evoked postsynaptic
responses in a muscle fiber vary randomly between integer
multiples of the spontaneous miniature response. Their
analysis was based on binomial statistics, including Poisson
statistics as a limiting case, with three parameters determin-
ing the size of a stimulus-evoked response: the average
response size of the quantal unit q, and the binomial param-
eters p and N (e.g., McLachlan, 1978). Although p is gen-
erally associated with the release probability of one quantal
unit, the interpretation of N is still controversial. It is sug-
gested to be the number of docking sites, the available
number of docked vesicles, or the number of morphologi-
cally defined active zones (Korn et al., 1982; Redman,
1990; Walmsley, 1993; Oleskevich et al., 2000).
Quantal analysis is applied to determine the functional
parameters of a given synapse and to correlate any modifi-
cation of synaptic efficacy with a change in one or more of
the three parameters. In the classical histogram approach, as
many synaptic responses as possible are collected in an
amplitude histogram, which is treated as a multimodal dis-
tribution, with each mode representing a different number of
quanta released. Ideally, this requires the identification of
peaks in the histogram at a spacing of one quantal unit. The
latter can be measured independently by recording sponta-
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neously occurring miniature events (for reviews, see Red-
man, 1990; Walmsley, 1993). Especially in the CNS, the
histogram approach is often compromised due to the pres-
ence of factors that obscure the amplitude quantization, such
as high quantal contents, strong quantal-size variability, and
heterogeneity in the release probability.
Frerking and Wilson (1996) summarize the coefficients
of variation (CVq) of quantal size distributions from min-
iature EPSC recorded in different preparations to be in the
range of 44–90%. Heterogeneity in the release probability
has been reported for a number of synapses (Walmsley et
al., 1988; Rosenmund et al., 1993; Dobrunz and Stevens,
1997; Murthy et al., 1997; Sakaba and Neher, 2001). The
degree of heterogeneity expressed in terms of coefficient of
variation (CVpp) is in the range of 22–71% in synapses of
group 1 muscle afferents onto spinocerebellar tract neurons
(Walmsley et al., 1988) and 50% in hippocampal syn-
apses (Murthy et al., 1997).
These findings can be accounted for by applying com-
pound binomial, multinomial, and compound multinomial
models in the quantal analysis (Redman, 1990; Walmsley,
1993; Silver et al., 1998). However, in the case of histo-
grams simply lacking peaks, quantization is contentious in
spite of sophisticated fitting or deconvolution algorithms.
The advantage of the variance–mean analysis is that the
fluctuations of synaptic responses under different conditions
are first quantified in a model-independent way by the
variance and mean. The simple binomial model of synaptic
transmission predicts a parabolic variance–mean relation-
ship. Extensions of the theory accounting for quantal size
variability or heterogeneity in the release probability intro-
duce certain distortions to the simple variance–mean parab-
ola (Silver et al., 1998). Thus, by fitting the respective
relationship, the data can be interpreted in a very compre-
hensible way. Furthermore, the variance–mean approach is
less noise sensitive and provides more and more reliable
information, because it integrates or combines the data of
different recording conditions with different mean response
size.
When the variance–mean analysis is restricted to steady-
state data sequences recorded at various conditions, e.g., by
varying the external Ca2 concentration or by application of
long stimulus trains at different frequencies (which leads to
various steady states of depression), the data necessarily
yield information about synaptic parameters in steady state
only. Here we present how the variance–mean approach can
be applied to short, repetitive trains of non-stationary re-
sponses to study transient changes in the synaptic parame-
ters during synaptic short-term plasticity. In short trains of
stimuli the mean response amplitude is usually different for
each stimulus due to short-term synaptic plasticity, such as
paired-pulse facilitation (PPF) and short-term depression
(STD). Applying such trains of stimuli repetitively and
allowing sufficient time for recovery in between trains, one
can assume that corresponding responses in different trains
represent identical conditions.
For quantitative analysis of nonstationary data, we ex-
plicitly derive equations for estimating synaptic parameters
on the basis of the classical binomial model of synaptic
transmission. We assume N independent release sites, which
are either empty or occupied by a release-competent vesicle.
Thus, a release site is not necessarily equivalent to an active
zone, which is rather considered to represent a small group
of release sites. We adopt the concept suggested by Zucker
(1989) and Quastel (1997) that the release probability con-
sists of the product of the probability pA that a vesicle is
available at a release site and the output probability p0 in
case a vesicle is available for release. We allow for heter-
ogeneity by considering a nonuniform output probability
among release sites. Intra- and intersite quantal variability is
taken into account. Distinguishing pA and p0 provides an
interpretation of synaptic depression by vesicle depletion.
Furthermore, it allows an interpretation of the covariance
between successive synaptic responses by depletion as
shown theoretically by Vere-Jones (1966) and Quastel
(1997). Quastel (1997) also suggested postsynaptic effects
to contribute to the covariance between successive synaptic
responses in addition to depletion. We allow for such
postsynaptic effects, e.g., due to postsynaptic receptor sat-
uration or desensitization, in our interpretation of the co-
variance.
METHODS
All the presented equations are derived assuming a binomial model of
synaptic transmission as discussed in the introduction, applying basic
principles of statistics. For verifying the hypotheses and studying situa-
tions, which cannot be solved analytically, we performed Monte Carlo
simulations. The routines for simulation and analysis were programmed in
IGORPRO (Wavemetrix, Lake Oswego, OR) and carried out on PC comput-
ers.
Release from N  500 release sites in response to trains of five stimuli
was simulated. Any release site could be either in the occupied, release
competent state or in the empty state. Spontaneous transitions between the
states, i.e., refilling, undocking, or spontaneous release, were computed
according to a first-order kinetic scheme assuming an infinite reserve pool,
as shown in Fig. 1 A. In such a scheme, the transition rate constants are
determined by the recovery-time constant and the fraction of occupied sites
at dynamic equilibrium, for which we used the parameters reported and
proposed for the calyx of Held synapse. These were 4 s (von Gersdorff et
al., 1997) and 80% (Meyer, 1999), respectively. The transition probabilities
and the simulation time-step size were chosen such that the probability for
a forward and backward transition within the same simulation time step
was less than 0.001. Between the five evoked responses of the train, a
number of simulation steps equivalent to 10 ms was computed, and
between trains, a larger number equivalent to 10 s. Trains were repeated
10,000 times.
For evoked responses, an output probability was assigned to each
release site. In the homogeneous case, this was the same for all sites.
Heterogeneity was introduced by dividing the sites into two groups of 250
each, and assigning different output probabilities to the two groups.
Evoked release was simulated by generating a random number distributed
evenly in the interval [0, 1] for each release site in the occupied state and
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comparing this number to the output probability assigned to that site. If the
random number was smaller, a release event took place, the site was set to
the empty state, and the size of the quantal response was determined as
described below.
The quantal size assigned to individual release events was derived from
miniature excitatory postsynaptic current (mEPSC) amplitude data re-
corded in the calyx of Held synapse, a histogram of which is shown in Fig.
1 B. The amplitude data was sorted according to increasing size and scaled
such that the mean quantal size was equal to 1 in arbitrary units. The
ranking numbers of the sorted data were used for assigning a quantal size
to release events. Ranking number sets of a certain size were generated by
extending or compressing the sorted amplitude data versus ranking number
by interpolation, as shown in Fig. 1 C. In the case of intrasite quantal
variability, a random number between 0 and 999 was generated and the
corresponding quantal size chosen from a data set with 1000 ranking
numbers. For intersite quantal variability, each of the 500 release sites was
assigned a quantal size from a data set with 500 ranking numbers. In the
case of two groups of 250 sites, each of the 250 release sites was assigned
a quantal size from a separate data set with 250 ranking numbers in order
not to introduce correlation between release probability and quantal size.
A quantal size reduction during a train depending on the number of
previous release events was implemented by a simplified empirical desen-
sitization scheme. The quantal size is proportional to the number of open
channels, which is reduced in case of desensitization. We assume a kinetic
scheme such that channels enter the desensitized state from a transmitter-
bound state, which does not necessarily have to be an open state, and
further that equilibration of transmitter and receptor channels is faster than
the transition to desensitization. Then one simply gets for the ratio of the
reduced quantal size over the unperturbed quantal size in dependence on
the number of previous release events m from the law of mass action
qm
q0

1
1 D  m . (1)
FIGURE 1 Simulation and analysis of synaptic transmission. (A) Kinetic scheme applied for the spontaneous release site transitions between the empty
and the occupied, release competent state. (B) Histogram of the miniature EPSC data from the calyx of Held, which was used to generate ranked quantal-size
data sets for the simulations. The CVq is 0.5. (C) Ranked quantal-size data sets of different size (250, 469, 500, 1000), the bold line represents the ranked
original data set. (D) Simulated quantal size reduction (Eq. 1) in terms of quantal size ratio qm/q0 depending on the number m of preceding release events
if the quantal size ratio q1/q0 after a single release event is 90, 80, or 50% as indicated on the right. (E) SNR for the segment-wise variance estimation as
described in Methods, plotted as a function of the segment size for a data set containing 100 samples: Independent, nonoverlapping segments (broken line);
half-overlapping segments (dotted line); and completely overlapping segments (line). The dots mark the segment sizes, which are eligible in the respective
approach.
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Here D is defined by the quantal size ratio in the case of a single prior
release event via D  q0/q1  1, and m is limited by the number of
postsynaptically interacting sites, denotedM in the simulations presented in
Fig. 4. The relationship between the quantal size ratio and the number of
preceding release events is shown in Fig. 1 D for a range of q1/q0 ratios.
Assuming that stimuli occur faster than recovery from desensitisation
(recov  19 ms, Trussell et al., 1993), all preceding events were treated to
contribute equally.
For the practical analysis contamination of the variance and covariance
estimates by drifts or trends in the recording due to rundown or any other
instability has to be minimized. Clamann et al. (1989) and Quastel (1997)
suggested determination of mean, variance, and covariance by calculating
these parameters over short segments or groups of sequential records and
averaging the obtained values to give the overall or grand values of the
parameter. There are several possibilities for dividing data into segments, such
as nonoverlapping independent segments, half-overlapping and maximally
overlapping segments. We calculated the accuracy of the variance estimates
using these three approaches as a function of segment and data set size to
determine an optimal segment size (see the Appendix). The accuracy of all
three approaches is shown in Fig. 1 E as signal-to-noise ratio (SNR) for N 
100 and segment sizes between 2 and 10. It is seen that SNR is higher for
larger segment sizes. This is particularly apparent for nonoverlapping seg-
ments. Therefore, one would prefer large segment sizes for ideal data. How-
ever, long segments can be expected to be contaminated by long-term trends
more severely than short segments. Thus, there is a trade-off between poten-
tially better SNR with larger signals and sensitivity to nonstationarities. We
decided to use maximally overlapping segments of size two (Clamann et al.,
1989, used independent segments of size 5 and 6), which yields the maximal
suppression of contamination by long-term trends and drifts, but suffers only
relatively little deficit in SNR compared to larger segments. For the covariance
estimate, we calculated the accuracy for the condition of maximally overlap-
ping segments of size 2, as presented in the Appendix.
Fits were performed with the built-in procedure of IGORPRO, based on
minimization of 2. Fits to variance–mean plots were always weighted with
the reciprocal of the standard deviation and constrained to pass the origin.
If not otherwise stated results are reported as mean  SEM.
THEORY AND RESULTS
Binomial model of synaptic transmission
Assume N release sites, which can be occupied by no more
than one vesicle. Indexes x and y refer to release sites, indexes
i and j to stimulus or response numbers. The model distin-
guishes between the all-or-none release process and the gen-
eration of the quantal postsynaptic response (considered here
as a current; in the case of membrane potential, nonlinear
summation might have to be considered). The all-or-none
release process is associated with the parameter r with
rix 1
0
if release occurs at site x in response to
stimulus i
otherwise. (2)
Any given site is assumed to obey binomial statistics. The
probability that a release event occurs at site x in response to
stimulus i is the product of the probability pAix, that a vesicle
is available at site x immediately before stimulus i, and the
probability p0ix, that an available vesicle is released from site x
at stimulus i (Vere-Jones, 1966; Zucker, 1989; Quastel, 1997).
Erix	 prix 1	 p0ixpAix, (3)
pAix and p0ix are not assumed to be independent, see Eq. 19,
Eq. 34 and following. Taking into account that the release
probability is heterogeneous among release sites (Walmsley
et al., 1988; Rosenmund et al., 1993; Murthy et al., 1997;
Sakaba & Neher, 2001), the mean release probability over
all release sites is 
pAip0i with standard deviation pp and
coefficient of variation CVpp ( /mean), such that

x1
N
pAixp0ix N
pAip0i (4a)

x1
N
pAixp0ix	2 Npp2 
1
N 
x1
N
pAixp0ix2
 N
pAip0i21 CVpp2 	 (4b)
In case an all-or-none release event occurs, the size of the
quantal postsynaptic response q has some statistics associated
to it, too. Intra- and intersite quantal variability can be distin-
guished (Frerking andWilson, 1996). At a single release site x,
the mean quantal size is 
qIntra, with standard deviation qIntra
and coefficient of variation CVqIntra, such that
Eqix	 
qixIntra, (5a)
Eqix2 	 qIntra2  Eqix	2 
qixIntra2 1 CVqIntra2 	. (5b)
assuming that the intrasite quantal variability is the same at
all sites, but not necessarily for all stimuli. Intersite quantal
variability arises from the intrasite quantal size having dif-
ferent means among release sites. Intersite quantal variabil-
ity with mean 
qInter, standard deviation qInter, and coef-
ficient of variation CVqInter gives

x1
N

qixIntra N
qiInter (6a)

x1
N

qixIntra2  NqInter2 
1
N 
x1
N

qixIntra2
 N
qiInter2 1 CVqInter2 	 (6b)

x1
N
Eqix	Eqjx	
1
N  x1
N

qixIntra  
x1
N

qjxIntra
 N cov
qixIntra, 
qjxIntra	Ç
 qInter
2 (6c)
We follow the general assumption that release probability
and mean quantal size are not correlated among release sites
(but see Silver et al. 1998).
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The EPSC recorded in response to stimulus i is the sum
of the outputs over all release sites
Ii 
x1
N
qixrix. (7)
The mean EPSC amplitude Ii in response to stimulus i is the
expectation of the sum in Eq. 7. With substitution of Eqs. 3,
5a and 6a this yields
Ii 
x1
N
Eqixrix	 
x1
N
Eqix	Erix	
 
x1
N

qixIntrap0ixpAix N
qInter
p0ipAi. (8)
Variance and covariance are determined by the second
moment. The second moment, M2, of the EPSC amplitude
is
M2ij EIiIj	 EIi	EIj	. (9)
Substitution of Eq. 7 and 8 yields
M2ij 
x1
N 
y1
N
Eqixrixqjyrjy	
 
x1
N 
y1
N

qixIntrap0ixpAix
qjyIntrap0jypAjy (10)
Estimates for N and q from the
variance–mean plot
The variance in the response amplitude at stimulus i is
obtained by evaluating Eq. 10 for i  j. For the interpreta-
tion of the first expectation term E(qixrixqjyrjy) in Eq. 10,
different cases have to be distinguished. For the variance
these are 1) Case one (release events occurring at the same
site): x  y, i  j. Again with the assumption that release
process and quantal size are independent, substitution of
Eqs. 3 and 5b leads to
Eqixrixqjyrjy	 Eqix2 	Erix2 	
 
qixIntra2 1 CVqIntra2 	pAxip0xi. (11)
2) Case two (release events occurring at separate sites): x 
y; i  j. Again with the assumption of release site indepen-
dence regarding the release process, independence of the
release process and quantal size, and no interaction regard-
ing the quantal size, (e.g., due to persistence of neurotrans-
mitter in the synaptic cleft opposing an active zone or
spill-over on the time scale of release events), this is with
substitution of Eqs. 3 and 5a,
Eqixrixqjyrjy	 Eqix	Erix	Eqiy	Eriy	
 
qixIntra
qiyIntrapAixp0ixpAiyp0iy. (12)
Substituting Eqs. 11 and 12 into Eq. 10 yields the variance,
Vari 
x1
N
pAixp0ix
qixIntra2 1 CVqIntra2  pAixp0ix	. (13)
Based on the assumption that release probability and quan-
tal size are not correlated, after insertion of Eq. 6b, it
follows that
Vari N
qiInter2 1 CVqInter2 	
	 1 CVqIntra2 	
pAip0i 1 CVpp2 	
pAip0i2	.
(14)
Combining Eq. 8 and Eq. 14 yields the classical parabolic
variance mean relationship in case that the quantal size is
independent of the stimulus number, i.e. 
qiInter  q 
const. (Sigworth, 1980; Silver et al., 1998)
Vari q*Ii
1
Nvar
Ii2, (15)
and in the linear form (Heinemann and Conti, 1992),
Vari
Ii
 q*
1
Nvar
Ii, (16)
where the fitting parameters q* and NVar are related to the
true parameters by
q q*1 CVqIntra2 	11 CVqInter2 	1, (17)
N NVar1 CVqInter2 	1 CVpp2 	. (18)
Note that CVpp in Eq. 18 is not necessarily constant, but
may be a function of the average release probability 
pAp0
(Quastel, 1997; Silver et al., 1998). The linear form in Eq.
16 has the advantage that procedures can be applied for
weighted fitting, which consider uncertainties in both vari-
ables (Orear, 1982), to determine q* and Nvar from the
y-axis intercept and the slope, respectively.
Estimating N and q from the covariance
The covariance in the response amplitudes at stimulus i and
stimulus j is obtained by evaluating Eq. 10 for i  j.
Regarding the first expectation term E(qixrixqjyrjy) in Eq. 10,
three cases have to be distinguished.
1) x  y. This considers previous and subsequent re-
lease from the same release site. Release occurring at both
stimulus i and stimulus j requires that the release site is
1974 Scheuss and Neher
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reoccupied in between. Defining the probability of this
reoccupation as pAijx it follows, that
Erixrjx	 prix 1	prix 1rjx 1	
 pAixp0ixpaijxp0jx. (19)
In the framework of a vesicle pool model pAijx can be
expressed by the solution of the differential equations for
vesicle recycling. For very simple models of recycling, it is
given by pAijx  pA1x(1  exp( t/)), where t is the
inter-stimulus interval and  the time constant of recovery
(e.g., Weis et al., 1999). Furthermore, the quantal size of the
subsequent release event might be affected by the previous
release, e.g., due to desensitization or saturation. This is
denoted by qjx(rix) below. More accurately, this should also
depend on how much was released previously, i.e. the
quantal size qix. However, we assume that the variability in
the neurotransmitter amount due to quantal size variability
is negligible compared to the variability due to the fluctu-
ation in the number of released vesicles. Then,
Eqixrixqjxrjx	 Eqix	Eqjxrix		Erixrjx	
 Eqix	Eqjxrix		prix 1	
	 prix 1rjx 1	. (20)
Substitution of Eqs. 3, 5a, and 19 yields
Eqixrixqjxrjx	 
qixIntra
qjxrix	IntrapAixp0ixpAijxp0jx. (21)
2) y  [x  M/2, x  M/2]. This considers release from
any site to interact with previous release of its M neighbors,
due to desensitization or saturation. The quantal size of the
subsequent response depends on the previous release from
the neighboring sites with E(rixqjy)  cov(rix, qjy)  E(rix)
E(qjy). Thus,
Eqixrixqjyrjy	 Eqix	Erixqjy	Erjy	
 Eqix	covrix, qjy	 Erix	Eqjy		Erjy	,
(22)
and substitution of Eqs. 3 and 5a yields
Eqixrixqjyrjy	 
qixIntracovrix, qjy	
 
qjyIntrapAixp0ix	pAjyp0jy. (23)
3) y  [x  M/2, x  M/2]. In this case, there is no
interaction between the sites. The expectation of the product
is the product of the expections. With Eqs. 3 and 5a, this
gives
Eqixrixqjyrjy	 Eqix	Erix	Eqjy	Erjy	
 
qixIntra
qjyIntrapAixp0ixpAjyp0jy. (24)
Inserting Eqs. 21, 23 and 24 into Eq. 10 and rearranging, the
covariance between successive overall response amplitudes
is
Covij 
x1
N
(Eqix	Eqjxrix		pAijx
 Eqix	Eqix	pAjx)pAixp0ixp0jx (25)
 
x1
N 
y1
m
Eqix	covrix,qjy	pAjyp0jy.
This equation is more complex and has not been discussed
in the literature as much as the equation for the variance.
Therefore the different aspects of the covariance analysis
are considered separately in turn.
First it is assumed that there is effectively no refilling,
i.e., pAijx  0, which holds if the interstimulus intervals are
brief enough. Furthermore, any effects of preceding release
events on the subsequent quantal size are neglected, i.e.,
cov(rix, qjx) 0, and the output probability is assumed to be
homogenous, i.e., CVpp  0. In this case of substitution of
Eqs. 3, 5a, and 6c into Eq. 25 gives the covariance caused
by vesicle depletion alone
CovijdeplN
qiInter
qjInter1 CVqInter2 	pAip0ipAjp0j
(26)
From this, N and quantal size q can be calculated as follows.
Combining Eqs. 8 and 26 yields
Ncov
IiIj
Covijdepl
, (27)
with N  Ncov (1  CVqInter2 ). The expression for Ncov
including heterogeneity in the output probability is given in
Eq. 32 for comparison to the estimate from the variance in
Eq. 18. Combining Eqs. 8, 14, 17, and 26 gives
q*i
Vari
Ii

Covi,i1depl
I
i1

Vari
Ii

Covi,i1depl
Ii1
, (28)
with q* as defined in Eq. 17. This allows the calculation of
the quantal size for each response in a train separately,
which is more specific than q*, determined as a common
parameter of all responses in the variance–mean parabola.
(Note that there are two ways to calculate q. In practice, we
take the average.)
The covariance gives a better estimate for N
in case of p heterogeneity than does the
variance–mean plot
Our simulations suggested (see below) that the covariance
analysis gives a better N estimate than does the variance–
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mean parabola for mean output probability of 
p0  0.5 as
documented in Table 1 and discussed below (see particu-
larly Table 1, last line of the middle section in all cases the
correct N value is 500). So the question arose whether it is
a general feature that the covariance analysis is superior to
the variance–mean parabola in the estimation of N, and why
this might be the case. In the following analysis, it is again
assumed that there is effectively no refilling, i.e., pAijx  0.
Furthermore, effects of preceding release events on the
subsequent quantal size are neglected for simplicity, i.e.,
cov(rix, qjx)  0. In this case, Eq. 25 simplifies to
Covijdepl
qiInter
qjInter1 CVqInter2 	
	 
x1
N
pAixp0ixpAjxp0jx. (29)
Combination of Eq. 8 with Eq. 29 and insertion of Eq. 4a
yields
Covijdepl
IiIj

1
N

pAip0ipAjp0j

pAip0i
pAjp0j

1
N 1 Cij	1 CVqInter
2 	, (30)
with
Cij 
covpAip0i, pAjp0j	

pAip0i
pAjp0j
, (31)
such that, because of Eq. 27,
N NCov1 CVqInter2 	1 Cij	. (32)
Comparing Eq. 32 to Eq. 18 yields an explanation for the
question posed above by considering that pp2 
 cov(pAip0i,
pAjp0j), see Eq. 4b for pp. Thus one can argue that
Cij
covpAip0i, pAjp0j	

pAip0i
pAjp0j
 CVpp2 . (33)
This means that the covariance can yield a better estimate
for N than the variance–mean parabola. To analyze this
further, the case j  i  1 is considered. Because refilling
is assumed to be negligible, pAi1 can be replaced by what
remains after the previous response
pAi1 pAi1 p0i	 (34)
TABLE 1 Comparison of the N estimates from simulations
CVp (1  CVp2) (1  C12)
Intrasite q variability Intersite q variability
N/Nvar N/Ncov N/Nvar N/Ncov

p0  0.3
0.3 0.00 1.00 1.00 1.14 0.96 1.40 1.18
0.25/0.35 0.17 1.03 1.02 1.21 1.00 1.46 1.22
0.20/0.40 0.33 1.11 1.07 1.43 1.07 1.30 1.40
0.15/0.45 0.50 1.25 1.16 1.28 1.13 1.58 1.45
0.10/0.50 0.67 1.45 1.31 1.61 1.32 1.94 1.58
0.05/0.55 0.83 1.70 1.56 1.86 1.34 2.42 1.71

p0  0.5
0.5 0.00 1.00 1.00 1.01 0.82 1.31 1.21
0.45/0.55 0.10 1.01 1.00 0.97 0.97 1.32 1.23
0.35/0.65 0.30 1.09 1.00 1.17 0.91 1.39 1.15
0.25/0.75 0.50 1.25 1.00 1.14 0.87 1.53 1.20
0.15/0.85 0.70 1.49 1.00 1.54 0.87 1.98 1.09

p0  0.7
0.7 0.00 1.00 1.00 0.94 0.91 1.28 1.14
0.65/0.75 0.07 1.01 0.99 0.97 0.94 1.29 1.08
0.60/0.80 0.14 1.02 0.97 1.02 0.87 1.28 1.13
0.55/0.85 0.21 1.05 0.93 1.08 0.88 1.32 1.05
0.50/0.90 0.29 1.08 0.87 1.12 0.79 1.35 0.93
0.55/0.95 0.36 1.13 0.76 1.10 0.61 1.40 0.83
Values obtained from the variance–mean plot, as shown in Fig. 3, and by application of the covariance approach are shown.
The first column gives the output probabilities assigned to each of two groups of release sites for introducing heterogeneity for the three mean output
probabilities considered: 
p0  0.3, 0.5, and 0.7 (see Methods for details).
The second to fourth columns show the resulting CVp and the correction factors (1  CVp2) and (1  CV1,2), respectively.
The last four columns summarize the ratios of the true number of sites over the estimates from the variance–mean plot and those obtained from the
covariance approach. The two cases of intra- and intersite quantal size variability are compared. In each case the CV of quantal size variability was 0.5.
According to Eqs. 18 and 32, the ratio N/Nvar (columns 5 and 7) should be identical to (1  CVp2) (column 3), considering, in the case of intersite quatal
variability, the additional correction factor of (1  CVqInter2 )  1.25. Likewise, the ratio N/Ncov (columns 6 and 8) should be identical to (1  C12) (column
4). Given the number of repetitions in the simulation, the estimates should be accurate to about 10%, except for the case of Ncov, 
p0  0.5 and intersite
quantal variability, for which the error is 20%.
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and the evaluation of Ci,i1 yields after some rearrangement
Ci,i1

pAi2 
p0ip0i1 
p0i2 p0i1	

pAi2
p0i
p0i1 
p0ip0i1	
 1. (35)
Assuming an initially uniform occupancy, i.e. 
pA12  

pA12, Eq. 35 yields
C1,2

p01p02 
p012 p02

p01
p02 
p01p02	
 1. (36)
As a special case of heterogeneity in the output probability,
we consider the situation (as assumed for the Monte Carlo
simulations) with no facilitation (p01  p02  p0) and two
groups of equal numbers of release sites, one having an
output probability of p0  
p0  a, and the other p0  
p0
 a, with some parameter a (
p0 
 a), such that that 
p02
 
p02 (1  CVp2) and 
p03  
p03(1  3CVp2). This yields
C1,2
1 2
p0
1 
p01 CVp2	
 CVp2. (37)
Thus the optimum condition, i.e., C1,2  0, for determining
N from the covariance can readily be calculated in terms of
mean output probability, which is 
p0  0.5. Furthermore,
it holds that (1 C1,2) (1 CVp2) unless CVp approaches
1, as shown in Fig. 2 A (the case for two groups of release
sites).
To evaluate C1,2 for a more realistic p0 distribution, we
applied the beta distribution suggested by Silver et al.
(1998), again assuming the case where p01  p02  p0, and
modeling the heterogeneity in p0 according to a beta distri-
bution. Note that Silver et al. (1998) used the beta distribu-
tion for the release probability, which we consider here as
the product pA  p0, i.e., of a probability of availability and
an output probability. However, assuming that the availabil-
ity is homogenous at the first stimulus, pA can be considered
as a scaling factor. p0 is then distributed according to the
beta distribution. The probability density function is
fp0	
1
B,	 p0
11 p0	1, (38)
where B(, ) designates the beta function. Evaluation of
the nth moment yields

p0n 	
i0
n1   i	
    i	 , (39)
Such that the parameters  and  are related to the mean and
coefficient of variation of the p0 distribution in the follow-
ing way:
  1 1/CVp2 1	
p0, (40a)
  1/
p0 1	. (40b)
Insertion of Eqs. 39 and 40 into Eq. 36 yields a complicated
analytical expression, which is not explicitly given here.
The calculated result is shown in Fig. 2 B, where (1  C1,2)
is compared to (1  CVp2) for the beta distribution. Again,
it is seen that the correction factor for Ncov is quite close to
1, even for large heterogeneity, if 
p0 is close to 0.5.
Simulations with heterogeneity in the
output probability
To compare the N estimates from the variance–mean plot
(Eq. 15) with the estimate from the covariance (Eq. 27),
simulations were carried out as described in the methods for
N  500 release sites with mean output probabilities 
p0 of
FIGURE 2 Correction factor (1  C1,2) for the estimate of N from the
covariance in comparison to the correction factor (1 CVp2), which applies
to the variance–mean plot (heavy solid line). (1  C1,2) is shown for mean
output probabilities of 
p0  0.3, 0.5, and 0.7 versus the coefficient of
variation CVp ranging from 0 to 1. (A) (1  C1,2) in the case of two groups
of release sites with different p0 (lines, for details refer to text) and as
obtained from the simulation shown in Fig. 3 and Table 1 regarding
intrasite quantal variability (symbols). (B) (1  C1,2) in the event that p0 is
distributed according to a beta distribution.
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0.3, 0.5, and 0.7 and different degrees of heterogeneity in
the output probability. We also compared the effects of
intra- and intersite quantal variability. The results are sum-
marized in Figs. 2 and 3, and Table 1. In each case, a
parabolic fit to the simulated data points is shown (Fig. 3).
The degree of curvature in the variance–mean parabolas,
FIGURE 3 Variance–mean plots of simulated data. Simulations with N  500 release sites, mean output probability of 
p0  0.3 (A, B), 0.5 (C, D), and
0.7 (E, F), and different degrees of heterogeneity are shown. The legend in panel B applies to the whole figure. Quantal size variability had a CVq of 0.5
in each case. In the left column (A, C, E), the quantal size variability was assumed to be of the intrasite type. In the right column (B, D, F), the case intersite
variability is shown. The theoretical correction factors for the N estimates from the variance–mean plot (1  CVp2) are given on the right-hand side to
indicate the degree of heterogeneity. The N estimates obtained from the parabolic fits (Nvar) are compared to the estimates from the covariance (Ncov) in
Table 1. All data are shown in arbitrary units with respect to a quantal size of 1 unit.
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and, consequently, the Nvar estimate is effectively deter-
mined by the first (largest!) response in the train. Later
responses in the train lie on the linearly rising part of
the parabolas, see Fig. 3. Intersite quantal variability gen-
erally leads to an underestimation of N, see Fig. 3, B, D, and
F, and Table 1, as expected from Eqs. 18 and 32 with
CVqInter  0.5 (note, that N/Nvar-values and N/Ncov-values
of Table 1 are systematically larger by a factor of (1 
CVqInter2 )  1.25 for the case of intersite quantal variability
as compared to intrasite variability).
At low mean output probability, i.e., 
p0  0.3, the
variance–mean parabola (Fig. 3, A and B) and the covari-
ance approach (Table 1, top) both underestimate N with
increasing p0 heterogeneity to an extent accurately predicted
by Eqs. 18 and 32 with the correction factors (1 CVp2) and
(1  C1,2) as plotted in Fig. 2 A (solid and thin lines),
respectively. The estimates from the covariance are accept-
able for small degrees of heterogeneity. At medium mean
output probability, i.e., 
p0  0.5, Ncov slightly overesti-
mates N, but the estimates appear not to be affected by any
degree of p0 heterogeneity, because (1  C1,2)  1, as
expected from Eq. 37 (Fig. 2 A, dotted line). The variance–
mean parabola, however, underestimates N with increasing
heterogeneity (Fig. 3, C and D, Table 1, middle). At high
mean output probability, i.e., 
p0  0.7, the variance–mean
estimate is affected by increasing heterogeneity (Fig. 3, E
and F), but less compared to the case of small mean output
probability of 
p0  0.3 (Fig. 3, A and B). The reason for
this is that the same degree of heterogeneity yields a lower
CVp at higher mean. The covariance approach considerably
overestimates N at high 
p0 (Table 1, bottom), as expected
from Eq. 37 (Fig. 2 A, broken line). The analytically derived
dependence of the correction factor (1 Ci,i1) for the Ncov
estimates on the mean and degree of heterogeneity in the
output probability in case of two groups of release sites (Eq.
37), is confirmed by our simulations. Figure 2 A shows good
agreement between the analytical relationship (lines) and
the values obtained for (1 Ci,i1) by dividing N  500 by
Ncov from the simulations (symbols; Eq. 32).
This shows that the covariance approach yields a good N
estimate, which is unaffected by heterogeneity in the output
probability under conditions with intermediate mean output
probability, ideally 
p0  0.5. In the range between 
p0  0.3
and 
p0  0.7, the Ncov estimate is accurate within 40% as
long as CVp  75%. The variance–mean plot provides rea-
sonable N estimates for small degrees of heterogeneity under
conditions of high mean output probability. However, both
approaches suffer the same from the presence of intersite
quantal variability as expected from Eqs. 18 and 32.
Effect of saturation and desensitization on the
estimates from the covariance
It must be considered that correlation might not only arise
from depletion of vesicles, but also from desensitization or
saturation, in case of persistence of neurotransmitter in the
synaptic cleft or spillover as a consequence of repetitive
activity (Trussell et al., 1993; Otis et al., 1996a; Barbour
and Ha¨usser, 1997).
Here, it is again assumed that there is effectively no
refilling, i.e., pAijx  0. Effects of preceding release events
on the subsequent quantal size are considered, i.e., cov(rix,
qjx) 0, but quantal size variability and heterogeneity in the
release probability are now neglected for simplicity. In this
case, substitution of Eqs. 3 and 4a into Eq. 25 gives for the
total covariance caused by depletion and postsynaptic ef-
fects,
CovijtotalNqiqjpAip0ip0j1M covri, qj	qjpAip0i pAj, (41)
whereM is the number of postynaptically interacting release
sites, as detailed in the methods section. Comparing Eq. 41
and Eq. 26 (in the absence of quantal size variability, i.e.,
CVqInter  0), it is seen that the total covariance caused by
depletion and postsynaptic effects can be expressed as the
covariance caused by depletion alone (Covijdepl) increased by
a factor depending on the covariance caused by postsynaptic
effects
Covijtotal 1 Dij	Covijdepl, (42)
with
Dij 
M covri, qj	
qjpAip0i
. (43)
Below we will show that Di,i1 is always negative, if release
leads to a decrease in quantal size, such that the correction
factor (1  Di,i1) represents, indeed, the sum of the co-
variance of presynaptic origin and that caused by postsyn-
aptic effects.
Thus, for estimating N and q from the total covariance
(Eq. 42) according to Eq. 27 and Eq. 28, the correction
factor (1  Di,i1) is introduced
N1 Di,i1	
IiIi1
Covi,i1total
 NCov1 Di,i1	, (44)
qi
Vari
Ii
 1 Di,i1	1
Covi,i1total
Ii1

Vari
Ii
 1 Di1,i	1
Covi1,itotal
Ii1
. (45)
An interpretation of the term cov(ri, qi1) and of D is
obtained by using Eq. 3. Evaluating the mean quantal size of
a subsequent response to be a weighted average of the cases
with and without prior release, one obtains
Di,i1
Eriqi1	 Eri	Eqi1	
qi1pAip0i
. (46)
Covariance Analysis of Synaptic Transmission 1979
Biophysical Journal 81(4) 1970–1989
The first expectation term in the numerator is E(riqi1) 
qi1(ri  1)pAip0i, i.e., the quantal size resulting after a
preceding release event times the probability of such an
event. Further, with E(qj)  qj under the condition consid-
ered here and Eq. 3, one obtains from Eq. 46,
Di,i1Mqi1ri 1	 qi1qi1  , (47)
such that Di,i1 is proportional to the number of interacting
sites M and the change of the quantal size caused by a
preceding release event, relative to the mean quantal size.
Therefore, Di,i1 can be assumed to be largely independent
of quantal-size variability and heterogeneity in the release
probability, such that, in practice, (1  Di,i1) can be
considered as an additional, independent correction factor
for the Ncov estimate (Eq. 32), to give
N NCov1 CVqInter2 	1 Ci,i1	1 Di,i1	. (48)
Similarly the quantal-size estimate from Eq. 45 can be
considered to be q* as defined in Eq. 17; i.e., it has to be
corrected for quantal size variability to obtain the mean
quantal size.
Evaluating the ratio of the correlation coefficient ij in the
amplitude of successive responses, defined as ij  Covij/
(Vari  Varj), according to Eqs. 14 and 41, obtained under
two recording conditions, which are equivalent except for
the presence and absence of postsynaptic effects (e.g., by
application of appropriate drugs), yields the correction fac-
tor (1  Dij) as
1 Dij	 ijcontrol	/ijdrug	. (49)
Simulations with desensitization
To study the effect of correlation due to modulation of the
quantal size by preceding release events on the estimates
from the covariance, we chose, as an example, postsynaptic
receptor desensitization for Monte Carlo simulations. Sim-
ulations were carried out as described in the methods for
N  500 release sites, a homogenous output probability of
p0  0.5, and a quantal size reduction according to Eq. 1.
First simulations withM  3 interacting sites, together with
a reduction of quantal size by a single preceding release
event to q1/q0  80% and 50%, were performed. As a
second example M  20 together with q1/q0  90% and
80% was used. The case M  3 is thought to represent the
situation of the local postsynaptic interaction of release
events at an active zone, whereas M  20 considers more
global postsynaptic interaction of release events by spill-
over. One set of simulations was generated with intrasite
quantal variability and another one with intersite quantal
variability.
There was no obvious difference between intra- and
intersite quantal variability. Therefore, only the results for
intrasite quantal variability are summarized in Fig. 4. Con-
sidering the first pair of stimuli, it is seen that both decreas-
ing q1/q0 and increasing M increase the negative correlation
coefficient (Fig. 4 B). Regarding the covariance of the first
pair of stimuli, it is seen that the absolute covariance is
becoming larger when the quantal size is reduced moder-
ately, whereas it falls again as the quantal size is strongly
reduced (Fig. 4 A). The absolute values of both, covariance
and correlation coefficient, decline along the stimulus train.
In the variance–mean plot, the reduction in quantal size
causes the late depressed responses in the train to deviate
from the parabola, as shown in Fig. 4 C (inset). Figure 4 D
shows that the number of release sites is underestimated
when the covariance approach is applied to the first pair of
stimuli, in agreement with Eq. 44 (e.g., for M  3, q1/q0 
0.8, and p0 0.5, D1,2 is 0.33, such that one expects Ncov
376 compared to N  500; Fig. 4 D, red trace). The abso-
lute quantal size is overestimated by the covariance ap-
proach (Fig. 4 E, compare corresponding broken and solid
lines) the more, the stronger the reduction by a single
release event is (reducing q1/q0) or the more neighboring
sites contribute. The correction factor (1  Di,i1) (Eqs. 48
and 45, respectively) can be determined from the ratio of the
correlation coefficients under equivalent recording condi-
tions in the presence and absence of postsynaptic effects
(Eq. 49). However, in case this information is not available,
Ncov estimates are still useful, because D12 can be deter-
mined by comparing the prediction of Eq. 45 for the quantal
size in the first response to the value obtained directly from
recordings of mEPSCs. If, furthermore, Di,i1  D  const
and D1,2 is known, Eq. 45 can still be used to calculate the
quantal size for each response in a train. In the case of M 
3 and q1/q0  80% or M  20 and q1/q0  90% variations
in (1  Dij) are less than 40%. Nevertheless, even without
such a correction, the relative changes in quantal size agree
reasonably well with the values assumed in the simulation
(Fig. 4 F, compare corresponding broken and solid lines),
except for the case ofM 3 and q1/q0 50%. This is again
expected, since Di,i1 varies in the range between about
0.5 and 1.0 in this case.
DISCUSSION
We showed how the variance–mean approach to quantal
analysis (Clamann et al., 1989; Silver et al., 1998; Reid and
Clements, 1999; Oleskevich et al., 2000; Clements and
Silver, 2000) can be extended to incorporate nonstationary
responses from short stimulus trains to study synaptic plas-
ticity. In addition, we introduced the analysis of the covari-
ance between successive synaptic responses. We show that
the combined analysis of mean, variance and covariance
yields estimates for the quantal sizes qi of individual re-
sponses i in a train. In addition, it yields estimates of the
number of release sites N from a pair of stimuli, which are
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not affected by heterogeneity in the release probability
under certain conditions.
In a number of studies, negative correlation between
successive synaptic responses has been reported: At the
neuromuscular junction (NMJ) (Elmquist and Quastel,
1964), at synapses of bipolar cells onto multipolar interneu-
rons in the neocortex (Reyes et al., 1998), and at monosyn-
aptic contacts of CA3 neurons onto CA1 or CA3 neurons in
FIGURE 4 Summary of the results from simulations of trains of five stimuli assuming quantal size reduction. Simulations were performed for groups
on M  3 and 20 interacting release sites, with homogenous output probability of p0  0.5 and different degrees of quantal size reduction. The latter
parameter is given in the legend in panel B, which applies to the whole figure, as the quantal size ratio q1/q0 after a single release event. (A) Covariance
between successive stimuli. (B) Correlation coefficient (i,i1  covi,i1  (vari  vari1)1/2) between consecutive stimuli. (C) Variance–mean plots of the
simulated data, the inset shows a blow-up of the low mean range. The parabola (black line) represents the case without desensitization. (D) Plot of the N
estimate from the covariance versus stimulus number, which also shows whether Di,i1 is constant (refer to text for details). (E) Quantal size as estimated
from the covariance approach according to Eq. 28 in comparison to the simulated (theoretical) quantal size. Note that the quantal size estimate of about
1.25 in the absence of desensitization (black traces) results from a mean quantal size of 1 and intrasite quantal size variability with CV  0.5. (F) Data
from part E replotted relative to the initial quantal size. All data are shown in arbitrary units with respect to a quantal size of 1 unit.
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the hippocampus (Thompson et al., 1998). Other synapses
were shown not to display any correlation under the condi-
tions tested. These include the connections of pyramidal
cells onto bitufted gabaergic interneurons in the neocortex
(Reyes et al., 1998) and Mauthner cell axons connecting
onto cranial relay interneurons (Waldeck et al., 2000). How-
ever, so far, the covariance or correlation between succes-
sive responses has not yet been used for estimating synaptic
parameters in practice, although this had been suggested by
Vere-Jones (1966) and Quastel (1997). Both authors pre-
sented equivalent interpretations of the covariance between
successive synaptic responses based on depletion of avail-
able neurotransmitter quanta. However, they did not provide
explicit algorithms about how to determine any of the
synaptic parameters from the covariance.
Our model predicts that the covariance between succes-
sive responses is always negative, and that its absolute value
declines along a stimulus train (Fig. 4 A; Vere-Jones, 1966;
Quastel, 1997). This was observed by Zucker (1973) at the
NMJ. In contrast, Kraushaar and Jonas (2000) found corre-
lation only in the late portion of trains at 20 Hz in the
connection between dentate gyrus basket cells and granule
cells in the hippocampus. Thus, for some synapses, alterna-
tive release models might be required to account for their
transmission properties. The implications of the single-ves-
icle hypothesis (Korn et al., 1994) on the statistical param-
eters of synaptic transmission were studied by Matveev and
Wang (2000). They considered the constraint that an active
zone can release only one vesicle at a time, although more
release-competent vesicles are available, and they con-
cluded that the correlation between successive synaptic re-
sponses is negative for small vesicle fusion rates, but may
become positive for larger rates. However, there has been
no experimental evidence so far for positive correlation
between successive synaptic responses. Still, the covariance
analysis yields not only estimates of synaptic parameters,
but can also help to distinguish between different models of
synaptic transmission.
Interpretation of the variance–mean plot and
the covariance approach in terms of
synaptic plasticity
It can be expected that plastic changes of synaptic transmis-
sion result from a superposition of multiple cellular mech-
anisms acting simultaneously and in parallel (Zucker, 1989,
1999). Therefore, it is desirable to have approaches at hand
that allow for quantification of any of the contributing
mechanisms separately. The idea behind the concept of
considering the release probability as the product of a prob-
ability of availability pA and output probability p0 by Vere-
Jones (1966), Zucker (1989), Quastel (1997) was to intro-
duce means, by which the depletion of available vesicles
and any mechanism modulating the output probability, such
as facilitation, can be determined separately. Our analysis
failed to provide any clues for separating pA and p0 by
analysis of the variance and covariance in consecutive syn-
aptic responses, because pA and p0 appear as product in all
the equations derived here. The only solution to this prob-
lem seems to be the determination of the initial or resting
availability pA as the ratio of the total number of releasable
quanta (as determined from a depleting train in the absence
of pool refilling) over the number of release sites. In the
variance mean plot, changes in the product of pA and p0, i.e.,
in the release probability, shift the data points along the
variance mean parabola during a train of stimuli.
Changes in quantal size show up as deviations from the
variance–mean parabola in the variance mean plot. The
most likely causes for quantal size reductions are postsyn-
aptic receptor saturation or desensitization towards the end
of a short train. In that case, the late, depressed responses
give rise to a reduced initial slope of the variance–mean plot
with respect to a hypothetical parabola. In contrast to the
variance–mean plot, the covariance approach allows quan-
tification of the quantal size for each response in a train (Eq.
45), unless postsynaptic mechanisms introduce additional
correlations (see below). For an accurate estimate of quantal
size, knowledge of CVq is required, which at many synapses
can be obtained from a histogram of mEPSCs.
Once the quantal size has been determined, the quantal
content can be calculated for each stimulus in a train from
the ratio of EPSC amplitude over quantal size. Knowledge
of the quantal content and its changes during repetitive
stimulation allows study of presynaptic mechanisms of syn-
aptic plasticity. Furthermore, information about the release
probability can be obtained from the ratio of quantal content
over number of release sites, as far as the latter is known.
The number of release sites N is a fixed parameter in the
model and does not undergo transient changes. This should
hold true in reality, too, as long as no fast recruitment of
“silent” sites occurs. The duration of stimulus trains applied
for studying short-term synaptic plasticity can be expected
to be short compared to long-term processes involving
protein synthesis to enhance the number of active presyn-
aptic terminals (Ma et al., 1999). However, care must be
taken that the repetitive application of short trains for ob-
taining the statistical data does not activate any long-term
plasticity mechanisms, which might modify the number of
release sites. N can either be determined from the width of
the variance–mean plot, but this might severely underesti-
mate the parameter in the presence of heterogeneity in the
release probability. In contrast, the covariance approach
yields an estimate for N, which is largely unaffected by
heterogeneity in the release probability as long as its mean
is around 0.5 (Fig. 2, A and B, dotted line). Because quantal
size variability of the intersite type causes underestimation
of N (Eqs. 18 and 48), knowledge of the CVq of mEPSC
amplitude variability, which might arise from both intra-
and intersite quantal variability, can be used to obtain upper
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and lower bounds for N as suggested by Frerking and
Wilson (1996).
Estimates of the number of release sites N in the
presence of heterogeneity in release probability
The estimation of the number of release sites from the mean
and covariance of successive synaptic responses has the
advantage over the conventional variance–mean analysis of
being unaffected by heterogeneity in the release probability
under the condition that the mean output probability is 
p0
 0.5 (Fig. 2). Heterogeneity in the release probability
among or within release sites or active zones was reported
by Walmsley et al. (1988), Rosenmund et al. (1993), Mur-
thy et al. (1997), Silver et al. (1998), Wu and Borst (1999),
and Sakaba and Neher (2001). It might arise from different
priming states of docked vesicles (Xu et al., 1998), vesicles
carrying variable amounts of synaptic proteins required for
fusion (Littleton et al., 2001), differences in the relative
localization of release sites and Ca2 channels (Neher,
1998), and from variations in the number of docked and
primed vesicles in case release sites are considered as active
zones (Dobrunz and Stevens, 1997; Schikorski and Stevens,
1997).
For the conventional variance–mean analysis, Silver et al.
(1998) provided a modification to estimate the degree of
heterogeneity in the release probability by introducing a
relationship between its mean and CV on the basis of a beta
distribution. However, this requires sampling of the whole
variance–mean parabola, which might not be possible for
practical experimental reasons, and the assumption of a beta
distribution is more or less arbitrary. Thus the approach
described here should be quite valuable, if one succeeds in
finding conditions in a given synaptic preparation, where at
least two consecutive responses in a train reach a release
probability of 0.5 or slightly larger. Our calculations and
simulations show that, in this case, the error in the N
estimate due to heterogeneity in the release probability
hardly exceeds 20% (Fig. 2). The correctness of the assump-
tion of p0  0.5 can be examined in a consistency test a
posteriori by calculating p0 from the EPSC amplitudes.
Estimates of the number of release sites N and
the quantal size q in the presence of correlation
due to postsynaptic effects
It has been reported that, during repetitive synaptic activity,
the apparent quantal size may be reduced due to saturation
of postsynaptic receptors (Tong and Jahr, 1994), desensiti-
zation of postsynaptic receptors (Trussel et al., 1993; Otis et
al., 1996b), or by incomplete neurotransmitter refilling of
rapidly recycled vesicles (Behrends and Rumpel, 2000).
Recording miniature EPSCs, Otis et al. (1996b) reported a
reduction in quantal size by 54% within 50 ms after an
evoked EPSC, and Oleskevich et al. (2000) reported a
reduction by 20% within 30 ms after a double pulse under
the conditions tested. Furthermore, Oleskevich et al. (2000)
applied the variance–mean analysis to double pulses re-
corded under different conditions in the rat endbulb of Held
synapse to analyze paired-pulse depression. The data from
the first pulse was in concord with the expected variance–
mean parabola, whereas the data from the second pulses
deviated from this parabola in a manner they referred to as
curling back on itself for high release probabilities (see their
Fig. 5). From simulations, they concluded that the observed
deviation from the parabola, and therefore the paired pulse
depression, is a mixture of pre- and postsynaptic mecha-
nisms. However, this was not quantified further.
Although the application of the variance–mean approach
presents problems, if the quantal size changes along a train
of stimuli, such that a parabola cannot be fitted for deter-
mination of N and q (Fig. 4 C, inset), changes in quantal size
during a train, as those caused by saturation and desensiti-
zation, can be readily measured by the covariance approach,
as discussed above, unless they lead to additional correla-
tion between responses within a train.
Quastel (1997) stated that any postsynaptic effects, such
as postsynaptic receptor desensitization and saturation, in-
crease the negative correlation between synaptic outputs.
We analyzed this situation analytically and in Monte Carlo
simulations. If additional correlations occur, our approach
underestimates N and overestimates q as shown by Eqs. 48
and 45, respectively, and demonstrated by simulations (Fig.
4, D and E, comparing corresponding broken and solid
lines). Although, for the estimation of N, the problem of
postsynaptic effects, such as saturation and desensitization,
can be avoided by application of drugs that prevent these
effects (Diamond and Jahr, 1997; Yamada and Tang, 1993;
Neher and Sakaba, 2001), analysis of the quantal size for
each response in a train is desirable in the presence of
postsynaptic effects to elucidate their contribution to short-
term synaptic plasticity. To this end, our equations allow
estimation of corrections that may have to be applied or else
assignment of bounds to the expected errors. One possibility
is to determine the correction factor from the ratio of the
correlation coefficients under equivalent recording condi-
tions in the presence and absence of postsynaptic effects
(Eq. 49), obtained by application of appropriate drugs. In
case this is not possible, but the correction factor is constant
along the response train, it can be determined by comparing
the estimated initial quantal size (Eq. 45) with the quantal
size directly determined from recording of spontaneous
synaptic events. Irrespective of whether the correction fac-
tor is constant, our simulation shows (Fig. 4 F, comparing
corresponding broken and solid lines) that relative quantal
size changes are predicted accurately within 20% except for
extreme cases.
Covariance Analysis of Synaptic Transmission 1983
Biophysical Journal 81(4) 1970–1989
Estimates of the quantal size q and the number
of release sites N in the presence of
asynchronous release
All the arguments and simulations given above assumed
perfect synchronization of release events during a presyn-
aptic action potential. For a discussion of the N and q
estimates with respect to possible asynchrony in release
(Quastel, 1997), one has to distinguish two cases: a jitter of
quantal release events around the time of the evoked current
maximum, and release events that are so much delayed that
they do not contribute to the evoked current peak at all. The
jitter causes the quantal events to be sampled at different
times along their time course, and, therefore, introduces
some kind of artificial quantal size variability. Because this
increases the variability in quantal size but at the same time
decreases its mean, it may have only minor effects on the
quantal-size estimate from analysis of the variance–mean
plot or the covariance. Regarding the N estimate, however,
the effect of such quantal variability depends on whether it
is more equivalent to the intra- or the intersite type. If it
would be of the intrasite type, it has no effect on the N
estimate. This would be the case if the time dispersion of
individual quantal events resulted, for example, from trial-
to-trial variations in the Ca2 concentration profile at a
release site due to stochastic ion channel operation (Quastel,
1997). The intersite type, with an effect on the N estimate,
would be present if the time dispersion resulted, for exam-
ple, from differences in diffusional distance between release
sites and Ca2 channels (Borst and Sakmann, 1996).
Asynchrony in the release process can be accounted for
by performing the analysis on the EPSC charge (time inte-
gral) instead of the peak amplitude (Bekkers and Stevens,
1995; Borst and Sakman 1996; Quastel, 1997). However, in
the case of EPSC charge, a proper background subtraction,
e.g., in the presence of a residual current (Neher and
Sakaba, 2001), is more complicated compared to using the
EPSC peak amplitude for quantification of transmitter re-
lease.
Practical approaches for estimating
quantal parameters
Based on our theoretical analysis and the simulations pre-
sented, we suggest several alternatives as practical ap-
proaches to the analysis of synaptic transmission. If the aim
is merely a distinction between changes in quantal content
and quantal size during trains of stimuli under physiological
conditions, we recommend judging the relative contribution
of covariance to quantal size estimates (Eq. 45). This con-
tribution may be substantial for the largest response in a
train, but is probably small in later responses. Thus quantal
size estimates for these late responses based on Eq. 45
should be correct.
For early, large responses, the quantal size may be over-
estimated by Eq. 45, because contributions to the covariance
of postsynaptic origin should be of the same sign as those of
vesicle depletion. The extent of such overestimation can be
checked by comparing the estimates with a quantal size
estimate obtained either from the mEPSC distribution or
from an experiment performed under conditions where no
saturation or desensitization is expected. Once reliable es-
timates of quantal size are obtained for each response in a
train, one can calculate the quantal contents from the ratios
of EPSC amplitudes over quantal sizes.
If the aim is to address the question of the number of
release sites and heterogeneity in the release probability, it
should be advisable to work under conditions, under which
the contribution of postsynaptic effects on correlations can
be neglected. An experiment as discussed above, should
then provide the additional information about N and the
mean release probabilities for individual responses. In any
case, consideration of correlation within trains of responses
should be helpful for a better dissection of pre- and postsyn-
aptic effects associated with plastic changes in synaptic
strength.
APPENDIX
Calculation of the signal-to-noise ratio of the
segmented estimation of variance
In a stationary data set of size N, record n may be represented as the sum
of its expectation independent of n and a fluctuating term with zero mean
xn x0 xn, (A1)
with the expectation being the population mean,
Exn	 x0, (A2)
and variance being the variance of the population
Vxn	 Vxn	 2. (A3)
Assuming the fluctuating term to be a Gaussian stochastic variable with
zero mean in case that all xn and xm are statistically independent, the
following equations hold (see Heinemann and Conti, 1992)

xnxm 
xn
xm 0; m n, (A4)

xn2 2, (A5)

xn2xm2  
xn2
xm2  4; m n, (A6)

xn4 34. (A7)
Mean and variance estimates are determined for a segment s of size R by
x s
1
R 
nn(s,R)
n(s,R)R1
xn (A8)
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and
vs
1
R 1 
nn(s,R)
n(s,R)R1
xn x s	2, (A9)
respectively, where n(s, R) is the first entry of segment s.
The overall variance estimate is then given as the average segment
variance,
vtot 
vs, (A10)
and the uncertainty in this estimate can be calculated by its variance as
Varvtot	 
vtot2  
vtot2. (A11)
Now the three different possibilities of choosing the segments with respect
to their size and mutual overlap are examined regarding the uncertainty of
the variance estimate they yield. These possibilities are nonoverlapping
independent segments, that overlap by half the number of entries, and
segments that are shifted along the entries of the data set in steps of one
entry. Eq. A11 is analyzed for each case as a measure for the uncertainty
of the variance estimate.
Nonoverlapping independent segments
Assume segments of size R and a data set of N records (note that N should
be a multiple of R),
vtot
1
N/R 
s1
N/R
vs, (A12)
thus,
vtot2 
1
N/R	2 

s1
N/R
vs2, (A13)
and the expectations of Eqs. A12 and A13 are

vtot
1
N/R 
is
N/R

vs 
vs (A14)
and

vtot2 
1
N/R	2 

s1
N/R

vs2 2
s1
N/R 
ti1
N/R

vsvtÇ
non-overlapping

which gives, with 
vsvt  
vs
vt  
vs2, because nonoverlapping seg-
ments are independent,

vtot2 
1
N/R

vs2 NR  1
vs2 . (A15)
Inserting Eqs. A13 and A15 into Eq. A11 yields
Varvtot	
1
N/R 
vs
2 
vs2	. (A16)
Now, 
vs and 
vs2 have to be determined. Substitution of Eqs. A1 and A8
into Eq. A9 and rearrangement yield
vs
1
R 
nn(s,R)
n(s,R)R1
xn2
2
RR 1	 
nn(s,R)
n(s,R)R1 
mn1
n(s,R)R1
xnxm.
(A17)
Calculation of 
vs, see Eqs. A4 and A5,

vs
1
R 
nn(s,R)
n(s,R)R1

xn2Ç
 2

1
RR 1	 
nn(s,R)
n(s,R)R1 
m1,mn
n(s,R)R1

xnxmÇ
 0
,
thus

vs 2, (A18)
as expected. From Eq. A17 follows
vs2
1
R 
nn(s,R)
n(s,R)R1 
mn(s,R)
n(s,R)R1
xn2xm2

4
R2R 1	 
nn(s,R)
n(s,R)R1 
mn(s,R)
n(s,R)R1 
lm1
n(s,R)R1
xn2xmx1

4
R2R 1	2  
nn(s,R)
n(s,R)R1 
mn1
n(s,R)R1
xnxm2. (A19)
Calculating the expectation 
vs2, only the first and the last sum contrib-
ute nonzero terms, see Eqs. A4–A7:

vs2
1
R2 
ni
sR1

xn4

2
R2 
ni
sR1 
mn1
sR1

xn2xm2 

4
R2R 1	2 
ni
sR1 
mn1
sR1

xn2xm2 

3
R 
4  2R2 4R2R 1	2 RR 1	2 4,
and finally

vs2
R 1
R 1 
4. (A20)
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Substituting Eqs. A18 and A20 into Eq. A16 yields the uncertainty in
the variance estimate for nonoverlapping segments of size R to be
Varvtot	
2R
NR 1	 
4. (A21)
The results for 
vs and 
vs2 (Eqs. A18 and A20) in this section hold
generally for any data segment of size R.
Half-overlapping segments
Assume segments of size R and a data set of N records (note that N should
be a multiple of R, R a multiple of 2),
vtot
1
2N/R 1	 
s1
2N/R1
vs, (A22)
and thus,
vtot2 
1
2N/R 1	2 
 
s1
2N/R1
vs2 2 
s1
2N/R2
vsvs1Ç
overlapping
 2 
s1
2N/R1 
st2
2N/R1
vsvtÇ
non-overlapping
 . (A23)
The expectations of Eqs. A22 and A23 are

vtot 
vs, (A24)
as above in Eq. A18, and

vtot2 
1
2N/R 1 
vs
2

4N/R 1	
2N/R 1	2 
vsvs1Ç
half-overlapping

22N/R 3	
2N/R 1

vsvtÇ
non-overlapping
 
vs2
. (A25)
Substituting Eqs. A24 and A25 into Eq. A11 yields
Varvtot	
1
2N/R 1	 
vs
2
4N/R 1	
2N/R 1	2 
vsvs1Ç
half-overlapping

6N/R 5
2N/R 1 
vs
2. (A26)
Now we calculate 
vivi1 for half-overlapping segments,
vs
1
R 
n(R/2)(s1)1
(R/2)(s1)
xn2

2
RR 1	 
n(R/2)(s1)1
(R/2)(s1) 
mn1
(R/2)(s1)
xnxm. (A27)
R/2 of the entries in the sums vs and vs1 occur in both. Calculating the
expectation of the product of vs and vs1 only, the products of their first
sums and their second sums contribute nonzero terms (see Eqs. A4–A7),

vsvs1
1
R2 
 R2
xn4 R2R 1	
xn2xm2  R
2
2
xn2xm2 

4
R2R 1	2 
 R4R/2 1	
xn2xm2  n m.
(A28)
This gives, with Eqs. A6 and A7,

vsvs1 
1 1R R/2 1RR 1	24. (A29)
Thus, finally, by insertion of Eqs. A18, A20, and A28 into Eq. A26,
Varvtot	 
 R 1	2N/R 1	R 1	
 4
N/R 1	
2N/R 1	2 1 1R R/2 1	RR 1	2

6N/R 5	
2N/R 1	4. (A30)
Completely overlapping segments
Assume segments of size R and a data set of N records
vtot
1
N R 1	 
s1
NR1
vs, (A31)
vtot2 
1
N R 1	2 
 
s1
NR1
vs2 2 
s1
NR1 
ts1
NR1
vsvt .
(A32)
The expectation of Eq. A31 is

vtot 
vs. (A33)
For the expectation 
vtot2  of Eq. A33, two cases must be distinguished:
1) All segments overlap with any other if R
 (N 1)/2 (first segment
ends at nend  R, last segment starts at nstart  N  R  1),
vtot2 
1
N R 1	2 
 
s1
NR1
vs2 2 
s1
NR1 
t1
NR
vsvstÇ
overlapping
 ,
(A34)
such that

vtot2 
1
N R 1	 
vs
2
 2 
s1
NRN R 1 t	
N R 1	2 
vsvst. (A35)
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2) Not all segments overlap with any other in case R  (N  1)/2,
vtot2 
1
N R 1	2  s1
NR1
vs2 
s1
NR1 
t1
R1
vsvstÇ
overlapping
 
s1
NR1 
tR
NR vsvstÇ
non-overlapping
 
vs2
 , (A36)
such that

vtot2 
1
N R 1	2 
vs
2
 2
t1
R1 N R 1 t	
N R 1	2 
vsvst

N 2R 1	N 2R 2	
N R 1	2 
vs
2. (A37)
Now we calculate 
vsvst,
vs
1
R 
ns
sR1
xn2
2
RR 1	 
ns
sR1 
mn1
sR1
xnxm, (A38)
and define the number of entries contained in both vs and vst, which is
Xt  R t. (A39)
As in the above sections, again, only the products of the first sum of vs
with the first sum of vst and the second sum of vs with the second sum of
vst yield nonzero terms for the expectation, such that

vsvst
1
R2 Xt
xn
4 XtR 1	
xn2xm2 
 R Xt	R
xn2xm2 

4
R2R 1	2 XtXt 1	/2
xn
2xm2  n m.
After rearrangement and insertion of Eq. A39, this gives

vsvst 
1 2R 2tR2 2 R t	R t 1	R2R 1	2 4.
(A40)
Now all expressions required for insertion into Eq. 11 are derived (Eqs. A6,
A7, A18, A20, A35, A37, and A40), to get the variance of the variance
estimate in the two cases of totally overlapping segments. The analytical
expressions for Var(vtot) are quite long, and therefore not explicitly given
here.
Comparing the three possibilities of overlap, one finds that, in each case
the variance of the variance estimate can be written as a product of the
fourth power of the intrinsic standard deviation  and a factor that depends
on the size of the data set N, the segment size R, and the method of choice
x (see Eqs. A21 and A30 for the third case, the explicit expression is not
given):
Varvtot	 factorxN, R	4. (A41)
From Eq. A41, it follows for the signal-to-noise ratio of the total variance
estimate,
SNRvtot	

vtot
Varvtot	
1
factorxN, R	 . (A42)
This is plotted in the Fig. 1 E for the three possibilities over a range of
segment sizes at a fixed data-set size of N  100.
Calculation of the uncertainty of the segmented
estimation of the covariance
Assume a data set containing N recorded trains. The calculation is carried
out analogous to the calculation for the uncertainty in the variance, with the
difference that, here, only the cases of independent records and the seg-
mental estimation with overlapping windows of size 2 are considered. For
records xni and xni1 of two successive responses i and i  1 in train n, we
can write in analogy to Eqs. A1, A2, and A3,
xni x0i xni
with

xni x0i, 
xni 0, Varxni	 Varxni	 i2,
(A43)
xni1 x0i1 xni1
with

xni1 x0i1, 
xni1 0,
Varxni1	 Varxni1	 i12 , (A44)
The fluctuations xni and xnj are assumed not to be independent for i 
j, but each is distributed in a Gaussian fashion, such that Eqs. A4–A7 hold
here, too.
N independent records
In the case of N independent records, the equation for the covariance
estimation is
covi,i1
1
N 1	 
n1
N
xni x i	xni1 x i1	, (A45)
with
x i
1
N 
n1
N
xni and x i1
1
N 
n1
N
xni1. (A46)
The expected value of the covariance estimate is

covi,i1 
xixi1. (A47)
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The expected value of the squared covariance estimate is

covi,i12 
1
N 
xi
2xi12 
N 1
N 
xixi1
2. (A48)
The variance of the covariance estimation is
Varcovi,i1	 
covi,i12  
covi,i12. (A49)
With insertion of Eqs. A47 and A48 into Eq. A49, the variance of the
covariance estimation is
Varcovi,i1	
1
N 
xi
2xi12  
xixi12	. (A50)
Upper bounds of the terms in Eq. A50 are on the basis of i, i1 and the
Schwarz inequality (see Bronstein and Semendjajew, 1989)

xixi12 i2i12 (A51)
and

xi2xi12  3i2i12 . (A52)
Substituting Eqs. A51 and A52 into Eq. A50 yields an upper bound for the
variance of the estimate of the covariance from N independent records,
Var(covi,i1)
3
N i
2i1
2 . (A53)
N records analyzed segment-wise with overlapping
segments of size R  2
In the case of N records analyzed segment-wise with overlapping segments
of size R  2, the formula for the covariance estimation is
covi,i1
1
N 1	 
s1
N1
covs, (A54)
with
covs 
ns
s1
xni x si	xni1 x si1	 (A55)
and
x s
1
2 
ns
s1
xni and x si1
1
2 
ns
s1
xni1. (A56)
Inserting Eq. A56 into Eq. A55 gives
covs
1
2 xni xnli	xni1 xnli1	. (A57)
The uncertainty in the estimate of the covariance expressed as the
variance of the estimate is
Var(covi,i1) 
covi,i12  
covi,i12. (A58)
The expectation of Eq. A54 is again

covi,i1 
covs 
xixi1. (A59)
The square of Eq. A54 is
covi,i12 
1
N 1	2 
 
s1
N1
covs2 
s1
N1
covscovs1
 2 
s1
N1 
ts2
N1
covscovt . (A60)
The expectation of Eq. A60 is

covi,i12 
N 1	
covs2 2N 2	
covscovs1
 N 2	N 3	
covs2
N 1	2 .
(A61)
The expectation of the square of Eq. A57 is

covs2
1
2 
xni
2 xni12  2
xnixni12 
xni2 
xni12 .
(A62)
The expectation of the product of the covariance estimates of two succes-
sive segments is

covscovs1
1
4 
xni
2 xni12  3
xnixni12	. (A63)
Insertion of Eqs. A59 and A61 and, further, Eq. A62 and A63 into A58
gives the variance of the covariance estimation as
Var(covi,i1)
1
2N 1	 
xni
2 
xni12 

2N 3
2N 1	2 
xni
2 xni12 

2 N
2N 1	2 
xnixni1
2. (A64)
The estimation of upper and lower bounds for this expression, based on i,
i1 as above for N  2 (note that the third term is negative) yields, for
large values of N,
0 Var(covi,i1)
7N 10
2N 1	2 i
2i1
2 
3.5
N i
2i1
2
(A65)
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