We consider the problem of selecting the auxiliary distribution to implement the wild bootstrap for regressions featuring heteroscedasticity of unknown form. Asymptotic re…ne-ments are nominally obtained by choosing a distribution with second and third moments equal to 1. We show that this stipulation may fail in practice, due to the distortion imposed on higher moments. We propose a new class of two-point distributions and suggest using the Kolmogorov-Smirnov statistic as a selection criterion. The results are illustrated by a Monte Carlo experiment.
Introduction
The wild bootstrap is a variant of the bootstrap method for application to data which are not i.i.d. and which, in particular, are heteroscedastic; see Wu (1986) , Beran (1986) , Liu (1988) , Mammen (1993) , Davidson and Flachaire (2001) , and for a recent empirical application, Paya and Peel (2006) . Consider a regression model y t = 0 x t + u t where x t are …xed in repeated samples and u t s iid(0; 2 t ), with 2 t 6 = 2 s for t 6 = s; in general. Letting^ denote the OLS estimator, our object is to construct a bootstrap analogue for the distribution of p n ^ = p n X n t=1
x t x 0 t 1 X n t=1
x t u t whose variance matrix, in particular, is
x t x 0 t 1 : (1.1)
Letû t denote a random resampling of the rescaled 1 least squares residuals, such that P û t = r n n kû t = n 1 and let
denote the bootstrap analogue of p n(^ ). Letting E denotes the expected value under the bootstrap distribution, it is easily established that E (^ ^ ) = 0, but if s 2 denotes the usual unbiased residual variance estimator then
Note that the implicit variance estimator is inconsistent for (1.1), so that the bootstrap fails in this case. However, letting ( 1 ; : : : ; n ) be random drawings from a distribution having E t = 0 and E 2 t = 1, and independent of (û 1 ; : : : ;û n ), so-called 'wild bootstrap'replicates have the form
Letting E denote expected values under the wild bootstrap distribution, note that
Thus, under the usual regularity conditions this distribution is consistent for the sampling distribution of p n(^ ). The regular bootstrap still provides asymptotically valid t tests, because although the variance in (1.2) does not match the sampling distribution the bootstrap t-ratios are nonetheless asymptotically N (0; 1). However, the coverage probabilities of con…dence intervals are asymptotically biased, and asymptotic re…nements of the error in rejection probability (ERP) are not attained.
As well as asymptotically valid con…dence intervals, the wild bootstrap has been shown (Liu 1988, Davidson and Flachaire 2001) to yield asymptotic re…nements in the distributions of pivotal statistics. The key fact is that if E 3 t = 1, then Eû t 3 = Eû 3 t in view of the independence of the components. Agreement of the third moments of the bootstrap shocks with that of the parent distribution of the rescaled residuals means that the …rst-order terms in the Edgeworth expansions of an asymptotically pivotal statistic in the two cases agree likewise, with a corresponding reduction of ERP.
By the same token, if we could arrange for additional higher moments of to equal 1, then we should correspondingly match the higher moments ofû t andû t , leading to additional re…nements. Unfortunately, no distributions with this desirable property exist, in view of the inequality
(1.3) (Pearson, 1916) . However, note that if Eû 3 t = 0, then E(û t ) 3 = 0 regardless of the value of E 3 t . In this case, if we could arrange to have E 4 t = 1, which is possible according to (1.3), then Eû t 4 = Eû 4 t in addition to Eû t 3 = Eû 3 t , implying agreement of the second-order terms of the expansions: For example, it is shown by Davidson and Flachaire that in the …rst of these cases, the leading term in the asymptotic expansion of the ERP of a 1-tailed t test is of O(n 1 ). In the second case, however, the leading term of O(n 1 ) in the expansion also vanishes.
Choice of the Auxiliary Distribution
A number of distributions can be considered to play the role of generation process for the t , ful…lling one or more of the requirements detailed above. Liu (1988) and Mammen (1993) suggest alternative schemes to meet the requirement E 3 t = 1, of which the most widely adopted appears to be the two-point distribution,
with probability 1 p.
This has the properties E A = 0, E 2 A = E 3 A = 1 and E 4 A = 2: Two-point distributions are the only class for which (1.3) holds as an equality, an important property in their favour for this role. An alternative case is the so-called Rademacher distribution, taking the form 1 =
( 1 with probability p = 1 2 1 with probability 1 p.
( 2.2) and has the properties E 1 = 0, E 2 1 = 1, E 3 1 = 0 and E 4 1 = 1. This latter distribution o¤ers the possibility of the higher-order improvements noted in the last section when the parent distribution is symmetric. Focussing on the choice between these two-point alternatives, there is evidently a con ‡ict between achieving the best improvement of the ERP in the 'worst case' in which the parent distribution is skewed, hence favouring A , and taking advantage of possible symmetry of the parent distribution to achieve a better re…nement by using 1 . Instead, we propose extending the range of possibilities to achieve a potential balance of advantages.
A two-point distribution being completely speci…ed by two point values and the associated probability, the conditions of zero mean and unit variance restrict the remaining free parameters to one. De…ne a class of two-point distributions a indexed on a parameter a > 0, such that E a = 0 and E 2 a = 1, by
a with probability 1 1 + a 2 1 a with probability a 2 1 + a 2 .
(2.3)
Setting a = A = 1 2 (1 + p 5) 1:618 yields (2.1) while setting a = 1 yields (2.2). Moreover, since these are two-point distributions, the relation
holds for each a implying E 4 a < E 3 a + 1 in the range 1 < a < A. Figure 1 shows the relationship between the two moments, plotted as functions of a. The di¤erence between the curves attains its minimum of 0:8 at a t 1:147. Rather than choosing between the two extremes, these facts suggest choosing a to optimize the agreement between bootstrap and parent distributions. We denote the class of wild bootstrap distributions so de…ned bŷ u at =û t at where ( a1 ; : : : ; an ) are independent drawings from (2.3).
An easily implemented method for checking the choice of a empirically is to compute the Kolmogorov-Smirnov (KS) statistic for the residualsû t , relative to the quantiles of the bootstrap distribution ofû at . Letû (t) denote the tth order statistic associated with the observed residuals, such thatû (1) û (n) . Given B independent replications drawn from some chosen wild bootstrap distribution, say fû 1 (j); : : : ;û n (j)g for j = 1; : : : ; B, de…ne the function
where 1( ) is the indicator function taking the value 1 when its argument is true, and 0 otherwise. G(t) can be viewed as an estimate of the quantity F (û (t) ), where F is the CDF of the wild bootstrap distribution, and we expect to observeĜ(t) t=n when fû 1 ; : : : ;û n g is a drawing from this distribution. Accordingly, de…ne
as our indicator of the agreement between the wild bootstrap and parent distributions. Note, in this application the statistic is used solely as a basis for ranking alternative choices of the parameter a. In the presence of skewness, the hypothesis of actual agreement between the distributions cannot truly hold.
Experimental Evidence
We performed Monte Carlo experiments to compare di¤erent choices of a in a regression model exhibiting both heteroscedasticity and skewness of the disturbances. The model is y t = + x t + u t ; t = 1; : : : ; n where = = 0, x t = sin( t=n) 2 and
where " t has a 'skew-Student t'distribution. The latter is a mixture distribution of the form
where z is a Student t variate with degrees of freedom ( > 2) and x is independently Bernoulli distributed with probability of success
is a parameter to capture the skewness, with = 0 representing symmetry (see Fernandez and Steel, 1998) . By choice of and , we may arrange for " t to have any desired con…guration of skewness and kurtosis. Note the array formulation of the model, ensuring a comparable pattern of heteroscedasticity at each sample size.
In our experiments we chose = 5:5 and = 2, and = 25. Table 1 shows the rejection relative frequencies in 100,000 replications, in the two-sided t-test of the true hypothesis = 0. The t test was conducted using the robust statistic jt j where In the table, 'asymptotic criterion'means that the rejection criterion took the form jt j > 1:96, and note that this test is asymptotically correctly sized. The rejection criterion for the bootstrap tests isP ( t jt j) < 0:05, where t is de…ned by (3.1) withû t replaced byû s orû as , andP denotes the probability under the bootstrap EDP, estimated by Monte Carlo with 99 replications. The …gures in square brackets in the last four columns are the mean values of the KS statistic from (2.4), which is computed in each Monte Carlo replication. Repeating the experiments with = 100, the case of virtually normal kurtosis, revealed little or no di¤erence in the results.
Discussion
The example chosen is deliberately a "worst case", with heavy skewness as well as pronounced heteroscedasticity. The skew-corrected wild bootstrap might be expected to perform best relative to its rivals, and it is therefore notable that the wild bootstrap ERP nonetheless increases monotonically with a, the case a = A barely improving on the asymptotic criterion. The wild bootstrap with the Rademacher distribution (a = 1) is unambiguously the winner amongst the six alternatives, at all sample sizes. Moreover, this result is re ‡ected accurately in the reported KS statistics. We cite this as strong evidence that the KS statistic is a reliable guide to the relative ERP of the corresponding wild bootstrap test. We note in conclusion that Liu (1988) and Mammen (1993) It can be veri…ed that this distribution has E = 0, E 2 = E 3 = 1. However, it is also easily veri…ed that E 4 = 5:625. As we have noted previously, two-point distributions o¤er the most favourable trade-o¤ between third and fourth moments. It appears unlikely that alternative distributions of this type could provide a better remedy for our problem.
