Abstract. It has been shown in (Gaidashev and Johnson 2009b) and (Gaidashev et al 2011) that infinitely renormalizable area-preserving maps admit invariant Cantor sets with a maximal Lyapunov exponent equal to zero. Furthermore, the dynamics on these Cantor sets for any two infinitely renormalizable maps is conjugated by a transformation that extends to a differentiable function whose derivative is Hölder continuous of exponent α > 0.
Introduction
Numerical investigations of universality properties in dynamics have been historically important, and, in general, motivated the renormalization approach to universality. Such studies were behind the pioneering discovery of the Feigenbaum-Coullet-Tresser period doubling universality in unimodal maps (Feigenbaum 1978) , (Feigenbaum 1979) , (Tresser and Coullet 1978) .
Universality problems are typically approached via renormalization. In a renormalization setting one introduces a renormalization operator on a functional space, and demonstrates that this operator has a hyperbolic fixed point. Period-doubling renormalization for dissipative two-dimensional maps has been extensively studied in (Collet et al 1980 , de Carvalho et al 2005 , Lyubich and Martens 2011 . Compared to the Feigenbaum-Collet-Tresser onedimensional renormalization, the new striking feature of the two dimensional renormalization for highly dissipative maps is that the restriction of the dynamics to their Cantor attractors is not rigid. Indeed, if the average Jacobians of F and G are different, for example, b F < b G , then the conjugacy F | CF ≈ h G| CG is not smooth, rather it is a Hölder continuous function with a definite upper bound on the Hölder exponent: α ≤ 1 2 1 + log bG log bF < 1. It turns out that the period-doubling renormalization for area-preserving maps is very different from the dissipative case.
A universal period-doubling cascade in families of area-preserving maps was observed by several authors in the early 80's (Derrida and Pomeau 1980 , Helleman 1980 , Benettin et al 1980 , Bountis 1981 , Collet et al 1981 , Eckmann et al 1982 . The existence of a hyperbolic fixed point for the period-doubling renormalization operator
where Λ F (x, u) = (λ F x, µ F u) is an F -dependent linear change of coordinates, has been proved with computerassistance in (Eckmann et al 1984) , and in (Gaidashev et al 2011) . The dynamics of the area-preserving fixed point map has been studied in (Gaidashev and Johnson 2009a , Gaidashev and Johnson 2009b , Johnson 2011 , Gaidashev et al 2011 We have proved in (Gaidashev and Johnson 2009b ) that infinitely renormalizable maps in a neighborhood of the fixed point of (Eckmann et al 1984) admit a "stable" Cantor set, that is the set on which the maximal Lyapunov exponent is zero. We have also shown in the same publication that the conjugacy of stable dynamics is at least bi-Lipschitz on a submanifold of locally infinitely renormalizable maps of a finite codimension. This has been further improved in (Gaidashev et al 2011) , where it is shown that the conjugacy of dynamics on the Cantor set in fact extends to a differentiable map whose derivative is Hölder continuous with an exponent α > 0. This seems to be in stark contrast with the case of dissipative maps.
In this paper we continue the study of the dynamics on the stable Cantor set, and we provide numerical evidence in support of the following two conjectures that will be described in detail in the paper:
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1 i) the normalized derivative cocyle on the Cantor set is ergodic with respect to an absolutely continuous invariant measure on the circle; ii) the Hölder exponent α satisfies α > 0.070347 for all infinitely renormalizable maps in a neighborhood of the fixed point.
We also provide numerical evidence for the following conjecture iii) the area-preserving period doubling operator has a real spectrum.
The last conjecture can be compared with the corresponding conjecture in the one-dimensional case (Christiansen et al 1990) . In particular, we compute approximations to the leading 100 eigenvalues of the operator, and they appear to be real, up to numerical accuracy.
Renormalization for area-preserving reversible twist maps
An "area-preserving map" will mean an exact symplectic diffeomorphism of a subset of R 2 onto its image. A reversible area-preserving map that satisfies a twist condition
everywhere in its domain of definition can be uniquely specified by a generating function s:
.
The universality phenomenon in area-preserving maps can be explained rigorously if one shows that the following renormalization operator
Λ F is some F -dependent coordinate transformation, has a fixed point, and the derivative of this operator is hyperbolic at this fixed point. According to (Collet et al 1981) Λ F can be chosen to be a linear diagonal transformation:
The induced operator on generating functions will be denoted by R EKW .
We will now summarize the definitions and theorems for the renormalization operator acting on generating functions originally due to the authors of (Eckmann et al 1982) and (Eckmann et al 1984) . Part (i) − (iii) of Theorem 2.3 were proved in (Eckmann et al 1984) , Theorem 2.8 was proved in (Gaidashev and Johnson 2009b) , and Theorem 2.3 part (iv) and Theorem 2.9 were proved in (Gaidashev et al 2011) .
Consider the dyadic group,
where lim ← − stands for the inverse limit. An element w of the dyadic group can be represented as a formal power series w → ∞ k=0 w k+1 2 k . The odometer, or the adding machine, p : {0, 1} ∞ → {0, 1} ∞ is the operation of adding 1 in this group.
We will require a couple of more definitions for a precise statement of our results from (Gaidashev et al 2011) .
Definition 2.1. The Banach space of functions s(x, y) =
for which the norm
|c ij |ρ i+j is finite, will be referred to as A β (ρ).
A β s (ρ) will denote its symmetric subspace {s ∈ A β (ρ) : s 1 (x, y) = s 1 (y, x)}. We will use the simplified notation A(ρ) and A s (ρ) for A 0 (ρ) and A 0 s (ρ), respectively. Definition 2.2. The set of reversible twist maps F of the form (1) with s ∈ B ̺ (s) ⊂ A β s (ρ) will be referred to as F
. We are now ready to state our main theorems from (Gaidashev et al 2011) . The original formulation of Main Theorem 2.3 in (Eckmann et al 1984) was in the space A 0.5 s (1.6). The statement below was proved in (Gaidashev et al 2011) . ii) There exists a function s * ∈ B r (s 0 ) ⊂ A s (ρ) with
iii) The linear operator DR EKW [s * ] has two eigenvalues outside of the unit circle:
iv) The complement of these two eigenvalues in the spectrum is compactly contained in the unit disk. The largest eigenvalue in the unit disk is equal to λ * , while 
Naturally, these sets are invariant under renormalization if ̺ is sufficiently small. The eigenvector of λ * is denoted by ψ EKW s * = ψ s * +ψ and h EKW λ * , for DR EKW and DR EKW , respectively ( see (Gaidashev et al 2011) for details), where ψ s * is the eigenvector with eigenvalue λ * for the operator DR 0 induced by
ψ is an eigenvector of DR 0 and DR EKW with eigenvalue 1 and 0, respectively. The λ * direction is constructed by a coordinate change of the form S
In addition, the following more general fact about the spectrum of the operator R 0 [s * ] holds (see (Gaidashev et al 2011) ). Denote by O 2 (D) the Banach space of maps F : D → C 2 , analytic on an open simply connected set D ⊂ C 2 , continuous on ∂D, equipped with a finite max supremum norm · D :
Lemma 2.6. There exists a domain D, such that the operator R 0 is differentiable in a neighborhood of
, of multiplicity at least 2, and µ
Remark 2.7. Note, that not all of the maps in O 2 (D) are generated by generating functions, neither do all of them admit the symmetry T • F • T = F −1 , therefore not all of the products of powers of µ * and λ * mentioned in Lemma 2.6 are eigenvalues of
The following two theorems describe the dynamics of the infinitely-renormalizable maps on their "stable" Cantor sets.
Theorem 2.8. (Stable Set)
There exists ̺ > 0 such that any F ∈ W ̺ (s 0 ), admits a "stable" Cantor set C F ⊂ D with the following properties. i) For all x ∈ C F the maximal Lyapunov exponent χ(x; F ) exists, is F -invariant, is equal to zero:
χ(x; F ) = 0, and
iii) The restriction of the dynamics F | CF is topologically conjugate to the adding machine.
Theorem 2.9. (Rigidity) Let s * and C F be as in Main Theorems 2.3 and 2.8. There exists ̺ > 0, such that for all
where h extends to a neighborhood of C F as a differentiable transformation, whose derivative Dh is Hölder continuous with the Hölder exponent α ≥ 0.0129241943359375.
Hölder continuity of the derivative
In this section we will give numerical evidence in support of the following conjecture.
where h is a differentiable transformation, whose derivative Dh is Hölder continuous with positive Hölder exponent larger than:
We would like to emphasize that it is not the C 1+α property that we are after, but rather the specific value of α. The fact that the conjugacy extends to a differentiable function whose derivative is Hölder has been proved in (Gaidashev et al 2011) .
To investigate the Hölder exponent of the derivative of the conjugacies in W ̺0 (s 0 ), we conduct an experiment, which will be described below. The convergence of Dh ω depends on the spectral properties of the operator DR EKW in the codimension one submanifold W s ̺0 , which is transversal to h EKW λ * at F * . Note that all our computations are done with the entire neighborhood (F ∈ W ̺0 ) of F * on the stable manifold. To ensure that we study two different functions, we study aF ∈ W ̺0 transported along the one dimensional manifold tangent to the eigenvector h EKW λ * at its intersection with W s ̺0 , which we denote by I(F ). In practice this means that we study conjugacies from an arbitrary F ∈ W s ̺0 , to an arbitraryF ∈ W s ̺0 , transported some distance along I(F ). We study such functions using the generating functionŝ ǫ , defined bŷ
The corresponding scalings are denoted by λ ǫ and µ ǫ , they are computed from the formulae
where
is computed using the midpoint formula:
follows, and hence
To approximate the renormalization operator acting onŝ ǫ , we note that
Thus,
We denote by F ǫ the map generated by a generating functionŝ ǫ . To simplify the notation we denote the corresponding presentation functions by
According to (Gaidashev et al 2011) , the maps
converge to a conjugacy of F * | C * and F ǫ | CF ǫ , which is, furthermore, extendable to a C 1+α map on a neighborhood of C * .
The following Lemma about the existence of hyperbolic fixed points for maps in a small neighborhood of the renormalization fixed point map F * is a restatement of a result from (Gaidashev and Johnson 2009a) in the setting of the functional space A s (1.75). The proof of the Lemma is computer-assisted (see (Gaidashev and Johnson 2009a) ).
Lemma 3.2. Every map F ∈ F ρ ̺ (s 0 ), with ̺ = 6.0 × 10 −12 and ρ = 1.75, possesses a hyperbolic fixed point p F ∈ D, such that 1) π x p F ∈ (0.577606201171875, 0.577629923820496), and π u p F = 0, where π x,u are projections on the x and u coordinates; 2) DF (p F ) has two negative eigenvalues. This Lemma implies the existence of hyperbolic 2 n -th periodic orbits for maps in W ̺ (s 0 ). Let O n (F ) denote such 2 n -th periodic orbit of F ∈ W ̺ (s 0 ), specifically:
where p Fn is the fixed point of F n ≡ R n [F ] ∈ W ̺ (s 0 ). We will also denote
We will estimate the Hölder exponent of the conjugacy h ǫ by computing perturbations of p ω n in B * ω n . To this end, we estimate
where, for n ≤ 15, δ(ω n ) := θ 2.042n p ω n , with θ = 0.272 turns out to be a good choice. The reason that we multiply with p ω n is that the size of different points on a periodic orbit can vary dramatically, and we want to make the perturbations on one renormalization level to be, relatively, of the same order, i.e., we perturb the same significant digit of each point on the periodic orbit. We remark that δ needs to be sufficiently small to guarantee that the perturbation is inside of B * ω n , and at the same time sufficiently large to be computable. In particular we want to be able to compute N n (ǫ, ω n , t) with n as large as possible. Our computations are done with IEEE extended precision (80 bits), for which the δ chosen above is a good compromise, and allows us to compute with n ≤ 15.
We are interested in bounds on α that are uniform in t and ω n . Therefore, we define
The motivation to the definition of α n (ǫ) is that we want to find an α such that
Thus, we get the following dichotomy, if
then α exists and is equal to α(ǫ), and if there exists m, such that α n (ǫ) < 0, for n > m, then α does not exist. Obviously, we are only able to collect a finite amount of data, i.e., we are only able to compute N n , for a finite discretization of [0, 2π] , and only for a finite number of renormalization levels. The first discretization is not a major concern, since by discretizing until the results stabilize, we can be almost certain that our results are correct (up to some accuracy), this issue will be explained further in the section below. In the results given below we have discretized [0, 2π] with 512 points. The computed values of α n (ǫ) agree to 5 digits when the discretization is increased from 256 to 512 points. It is therefore reasonable to conclude that further discretization of the interval [0, 2π] would have a negligible effect on our results.
The second problem is much greater; ideally we should compute α n (ǫ) for large enough n's so that α n (ǫ) converges. Unfortunately, this is not possible; on one hand due to the enormous complexity of the computation of N n , which is O(2 n ), and on the other hand due to the finite accuracy of computers. Our choice of δ(ω n ) = θ 2.042n p ω n , means that δ(ω 16 ) ≈ 3.36 × 10 −19 , and since the precision of the 80-bit extended precision is 19 decimals, this is already too small to be reliably computable. Note that for some choices of ω n , p F * ω n , might be macroscopic, regardless of n, preventing us from proceeding further. In principle we could use software implemented, higher precision libraries to compute for higher n's, but, as we will show below, we would need to compute the first 30 − 50 levels to get convergence, and 2
30 is a prohibitively large number of combinations. Therefore, we stop at n = 15. In order to say something about the convergence of α n (ǫ) from a finite number of renormalization levels, i.e., from computing a finite number of h ǫ ω n , we try to fit the results to a graph of a function which approaches a constant positive value. It turns out that for any choice of ǫ in the range, where our computation yields results, our measurements fit almost perfectly to a function a ǫ (n) of the form
This estimation of the measurements by the function a ǫ (n) is illustrated in Figure 1 , where we have restricted to the subset 3 ≤ n ≤ 15, the reason being that we would like to avoid transient effects. These transient effects arise primarily from the fact that for small n, δ(ω n ) is rather large compared to M n (ǫ, ω n ). The combined function constructed by gluing together the measurements α n (ǫ) and the graph of the function a ǫ (n) at n = 15 is illustrated in Figure 1 . From Figure 1 we see that the function does not flatten out completely (up to the resolution of the image) until n = 30; and as already mentioned, computing h ǫ ω 30 , is completely unrealistic. The computation at our final renormalization level, n = 15, already takes about 4 hours for one choice of ǫ. to extrapolate the measurements, the measured data, α n (ǫ), is glued together with the graph of the computed estimate, a ǫ (n). The blue curve is the measured value of α n (ǫ) as a function of the renormalization level, the red star is the last measurement. After the red star, the green curve is the graph of the function
The results in this figure are from the computations with ǫ = 1.593584796420859 × 10 −8 .
We implement an algorithm based on the discussion above in a C++ program, (ProgsB 2011), and compute the estimated rigidity of h To discuss how the rigidity of the conjugacies between F ǫ and F * depends on the distance of F ǫ from the fix point; we need to relate the size of ǫ with ŝ ǫ − s * . This correspondence can be estimated using the fact that: Thus,
By using the estimate ψ EKW s * ≥ 37.6509616148184234, together with the estimate given in Table 1 ; we conclude that ̺ 0 corresponds to an ǫ ≤ 1.593584796420859 × 10 −8
and that
This conclusion implies Conjecture 3.1.
Twisting of line fields
Consider the stable and unstable invariant direction fields on the 2 n -th periodic orbit O n (F ). At every point p
n of O n (F ), these directions are given by
The angles between these vectors and the positive real line will be denoted by α (14) in Fig. 2 . The figure demonstrates that the stable (and, via reversibility, the unstable) direction undergoes a sort of twisting: the directions do not concentrate, but are distributed with a certain measure over the whole circle.
One can heuristically explain the structure of this distribution. First, the appearance of two large peaks at angles 0 and π can be explained by the fact that all vectors s F ω with 0 in the beginning of their coding ω tend to be aligned horizontally: indeed, for every ω ∈ {0, 1} n−k , tan α
The smaller peaks (such as the two peaks between angles 1 and 2) correspond to the stable directions at points p F ω that are direct and inverse images under dynamics F of points p F ω whose angles are in one of two central peaks. Let a v be a unit vector. We identify the set of unit vectors in R 2 with T 1 , and write v ∈ T 1 . Consider the normalized derivative cocycle Conjecture 4.1. There exists an absolutely continuous invariant measure ν on T 1 , which is ergodic for the cocycle
for ν a.a. points v ∈ T 1 and every ν-measurable and integrable f :
To support the conjecture we have computed the left and right hand sides of the equation (16) for several monomials in cos and sin. The approximation of the density of the measure has been computed by dividing the circles into a collection of N subintervals [θ i , θ i+1 ] of equal length, and counting the relative number K n i of angles α
12 , in O n that lie in those intervals.
We have collected the data in Tables 2 − 5. The number reported in the tables is |2(L − R)/(L + R)|, where
Here, we have used that the point (0, 0) is in the stable Cantor set (see (Gaidashev and Johnson 2009b ) for details). The quantity L has been computed for two different v's.
O n N = 1000 N = 5000 N = 15000 n = 12 2.5767 × 10 −3 3.0478 × 10 −3 3.0450 × 10 
Reality of the renormalization spectrum
It has been a long standing conjecture, supported by numerical evidence, that the renormalization spectrum of the Feigenbaum period-doubling operator for unimodal maps is real. We observe the same phenomenon with the period-doubling renormalization spectrum for area-preserving maps
We recall that our Theorem 2.3 has been proved for the operator R EKW acting on the space A s (1.75). We will choose a new basis {ψ i,j } in A s (ρ). Given s ∈ A s (ρ) we write its Taylor expansion in the form
and the index set I of these basis vectors is defined as
We will denote the cardinality of the set
. Assign a single index to vectors ψ i,j , (i, j) ∈ I N , as follows:
This correspondence (i, j) → k is one-to-one, we will, therefore, also use the notation (i(k), j(k)).
For any s ∈ A s (ρ), we define the following projections on the subspaces of the linear subspace E D(N ) spanned by
We have found an approximation of a matrix representation of the finite-dimensional linear operator
and have computed the eigenvalues of the matrix. Table 8 gives the first 100 eigenvalues of the operator
We would like to note that the complexity of some of the higher-order eigenvalues is likely a numerical artifact. To demonstrate this, we list eigenvalues 33 and 34 of the operator Table 6 , and eigenvalues 62 and 63 in Table 7 . One can see that as one increases the dimension of the projection, the pair of complex conjugate eigenvalues turns real after some N , and stays that way. N ) , N = 20. The last column lists those eigenvalues that correspond to the products of powers of λ * and µ * .
