Abstract--Efficient computation of eigenvectors and eigenvalues of a matrix is an important problem in engineering, especially for computing eigenvectors corresponding to largest or smallest eigenvalues of a matrix. This paper proposes a neural network based approach to compute eigenvectors corresponding to the largest or smallest eigenvalues of any real symmetric matrix. The proposed network model is described by differential equations, which is a class of continuous time recurrent neural network model. It has parallel processing ability in an asynchronous manner and can achieve high computing performance. This paper provides a clear mathematical understanding of the network dynamic behaviors relating to the computation of eigenvectors and eigenvalues. Computer simulation results show the computational capability of the network model.
INTRODUCTION
Computing eigenvectors of a matrix is an important and interesting problem in engineering, especially for computing eigenvectors corresponding to largest or smallest eigenvalues. There are many important applications of such computations, for example, applications in adaptive signal processing. Engineers and scientists oRen desire tools for fast computation of eigenvectors of matrices. Recently, many research works on this problem by using neural networks have been reported, say for examples [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Most of these works are focused on computing the eigenvectors of positive definite symmetric matrices corresponding to the largest or smallest eigenvalues. A more general case will be studied in this paper. A method based on neural network approach will be developed to compute eigenvectors of any real symmetric matrix. The proposed model of neural network will be described by differential equations, which is adapted from [3] [4] [5] 11] . It is a model of artificial recurrent neural networks that have asynchronous parallel processing ability and can achieve high computing performance.
Let A be a n x n real symmetric matrix. The dynamics of the proposed neural network model is described by (1) dt for t > 0, where
dx(t! -_ -x(t) Jr f(x($)),

= [J A + (1 -SAs) s]
and x = (xl,... ,xn) T EIt n. represents the state of the network, I is the n × n identity matrix.
Clearly, this is a class of recurrent neural networks.
Network (1) is a nonlinear differential equation. Its dynamic behavior plays a crucial and important part to its applications. From the engineering point of view, neural networks that possess well understood dynamic behaviors are most attractive. This paper ciearly explores the dynamic behaviors of the network model.
The rest of this paper is organized as follows. In Section 2, the properties of equilibrium points of the network model will be studied. In Section 3, an interesting representation of solutions of the network wilt be established. Convergence of the network will be discussed in Section 4. Some computer simulations are given in Section 5. Finally, in Section 6, the conclusion follows.
EQUILIBRIUM POINTS ANALYSIS
A vector ~ E R ~ is called an equilibrium point of (i) if and only if it satisfies that -~+f(~) --O, i.e., ~7-~A~ -~TA~ = 0.
Denote by E the set of all equilibrium points of (1). Given an eigenvalue ), of A, denote by V~ the eigenspace corresponding to ;k. The above theorem shows that any equilibrium state of network (1) is an eigenvector of A if it is not the zero vector. Thus, if the convergence of the networks can be proved, it can provide a method to compute the eigenvectors of A.
Once an eigenvector is obtained, it is easy to compute its corresponding eigenvalue. Let v be an eigenvector of A, the corresponding eigenvalue can be computed by )~ =-vTAv/vTv. This is because vT Av
This provides a method to compute eigenvalues by known eigenvectors.
REPRESENTATION OF SOLUTIONS
In this section, a representation of the solutions of network (1) will be established. It is clear that this network model is a nonlinear differential equation. Generally speaking, it is not easy to solve nonlinear differential equations for solutions. However, due to the fact that the matrix included in network (1) is a symmetric matrix, this enables us to establish an interesting representation of the solutions of network (1) .
Since A is a symmetric matrix, then there exists an orthonormal basis of R ~ composed by eigenvectors of R n. Let ~ (i = 1,...,n) be eigenvalues of A and S.~ (i = 1,...,n) be the corresponding eigenvectors that compose an orthonormal basis of A. Then, for any x E R ~, it can be represented as x = ~ ziSi, where zi (i = 1, .,n) are some constants.
The solution of (1) starting [tom x(O) can be represented as
PROOF. Clearly, network (1) is equivalent to :~(t) = x(t)T x(t)Ax(t) --x(t)T Ax(t)x(t),
fort>__& For any t _> 0, let x(t) be the solution of (1) starting from x(0). It follows that
dt -2~(t)+(t) = X(t)Tx(t)x(t)TAx(t) X(t)TAx(t)x(t)Tx(t) -~ O~
for t _> o. Then, it holds that x(t)v~(t) = ~:(0)Tx(0), for all t _> 0.
for t _> 0. Let x(t) be represented under the basis of S~ (i = 1,..., n) as
for t _> 0, where zi(t) (i = 1,... ,n) are some differentiable functions defined on [0, +c~). Then, from (4), it follows that
ii(t) = x(O)rx(O))~izi(t) --~jz~(t) zi(t),
for t _> O and all i = l,. ,n. Since x(O) ¢ O, there exists an r(1 < r < n) such that z~(O) ¢ O. Using (5), it follows that
for all t > 0. Without lose of generality, suppose z~(0) > 0, then it holds that z~(t) > 0, for all t>O.
d[x(t)Tx(t)]
It follows from (5) that
£ [zj(t)] = x(O)Tx(O)(),~ -),~) [~j(t)] dt Lz~(t)J Lz~(t)J
for all t ~ 0. Then,
~(t) z~(t)
for all ~ > 0. Next, z~ (t) will be found.
Using (5), it gives that for t > 0, then
for t > 0. Substituting (6) into the right-hand side of the above equation, it gives that
Zr(t)= ~1 z~(°)e2x(°)T~°)(~j-~r)t
Substituting (7) into (6) 
£ I n z2(O) e2x( O) Tx( O) ( )j -A' ) t $8( O) Tx( O)
for all t >_ 0. This completes the proof. Theorem 2 above shows the solutions of network (1) can be represented in terms of a set of orthogonal eigenvectors. This property will be quite convenient for studying the convergence of the network in the next section.
CONVERGENCE ANALYSIS
In this section, convergence of the neural network (1) will be analyzed. For an artificial neural network of continuous model, the convergence property is crucial. It is a basic requirement for designing a neural network to guarantee convergence. In the last section, an interesting representation of the solutions of network (1) has been established. Using this representation, the convergence property can be studied on a sound foundation. (1) starting from x(0) must satisfy
as t --+ +oo. This completes the proof. The above theorem gives necessary and sufficient condition for the network to converge to eigenvectors corresponding to the largest eigenvalue. These conditions depend on eigenspace V~ 1 . Since V~ 1 is not known a prior, it is not practical to choose initial values that are always orthogonal to Vol in advance. This problem can be solved by giving the initial values some random perturbations, since the dimension of V~ is always less than the dimension of R n. In this way, one can obtain a high probability of having initial values that are not orthogonal to V~. Simulations in next section will further confirm this point.
Theorem 4 shows how to compute eigenvectors corresponding to the largest eigenvalue. In many applications, it is also very interesting to compute eigenvectors corresponding to the smallest eigenvalue. The next theorem provides such a method.
THEOREM 5. Replacing A in network (1) with -A, and suppose x(O) is a nonzero vector in R n which is not orthogonal to V~.~, then the solution starting from x(O) will converge to an eigenvector corresponding to the smallest eigenvalue of A.
PI~OOF. Noting the fact that -a,~ is the largest eigenvalue of -A, by applying Theorem 4 it follows that the solution of (1) starting from x(0) will converge to an eigenvector v corresponding to the largest eigenvalue -am of -A. Then, -Av = -cr,~v, that is, Av = crmv. This shows that v is actually an eigenvector corresponding to the smallest eigenvalue ~,~ of A. The proof is completed.
Theorem 5 shows how to compute eigenveetors corresponding to the smallest eigenvalue of A, just by simply replacing A in network (1) with -A. 
THEOftEM 6. If x(O) is orthogonal to each S~ (i =1,... ,c), where c <_ n is a constant~ then the solution of (1) starting from x(O) converges to an eigenvector which is also orthogonaI to each Si
(i = 1,...,n).
I x(O)Tx(O) k~
which is orthogonal to each Si (i = 1,..., n). This completes the proof.
COMPUTER SIMULATION RESULTS
In this section, some computer simulation results will be given to illustrate the above theory. The simulation will show that the proposed network can calculate the eigenvectors corresponding to the largest and smallest eigenvalues of any symmetric matrix.
Symmetric matrix can be randomly generated in a simple way. Let Q be any randomly generated real matrix, define A= @T+Q 2 Clearly, A is a symmetric matrix.
In the first example, a 5 x 5 symmetric matrix A is generated as Ami n = --1.5688
Another advantage of the technique is that it allows the calculation of an eigenvector corresponding to the minimum eigenvalue. This is due to Theorem 5. The result is shown in Figure 2 . By feeding the network with -A, it gets that ~min, an estimation to the desired eigenvector, as well as the magnitude of the smallest eigenvalue, 1.5688, which is an accurate estimation just with the sign flipped. The generated eigenvector also corresponds to the target eigenvalue. Similarly, accurate estimations are produced using the model, for both eigenvectors corresponding to the maximum and minimum eigenvalues. Figures 3 and 4 show the convergence of the eigenvectors estimation of the network for both cases, respectively. The true maximum and minimum eigenvalues as computed by MATLAB are also listed below: 
60
For both simulations, the desired precision is set to 0.0001. This accuracy level can be changed according to the need of the user. The network converges up to this predefined accuracy successfully, as shown theoretically and practically.
Besides the above simulations, many high-dimensional matrices are used for simulation to test the ability of the network. All the simulation results are satisfied. The simulation results further confirm that the network model can be used to compute the eigenvectors and eigenvalues of any real symmetrical matrix. It should be noted that the computer simulations shown here are used only for illustrating the capability of the network, the network is expected to achieve high computational performance by implementing the network in the hardware in the future.
CONCLUSIONS
The problem of computing eigenvectors of symmetric matrix by an approach of neural networks has been studied in this paper. A class of artificial recurrent neural networks has been proposed, which can be used to compute eigenvectors corresponding to the largest or smallest eigenvalues of any real symmetric matrix. This network model has asynchronous parallel processing ability and hence can achieve high computing performance. A rigorous and clear mathematical understanding of the dynamic behaviors of the network model has been provided. Simulation results show the network model works well. Through out this paper, the matrix A is assumed to be symmetric. For the case that the matrix A is not symmetric, it is not clear whether or not the network model can still work. Further study in this direction is required.
