ABSTRACT
Introduction
Much progress has been made in recent years on classifying genes into groups based on their expression values. Microarray data is usually clustered without supervision, i.e., based on expression data alone; an alternative, supervised approach makes use of prior knowledge of gene function (Brown et al. 2000) . Unsupervised clustering is sometimes performed hierarchically, with gene clusters within clusters (Eisen et al. 1998 ), but the unsupervised clustering problem considered here is to classify n objects into k groups, where each object is a d-dimensional vector and k can be determined from the data. Thus, the data can be represented as an n-tuple of vectors, Alternately, the experiments can be clustered, with n equal to the number of experiments and d equal to the number of genes (Ben-Dor et al. 1999; Golub et al. 1999) , and the methods of this paper can be applied to that case. Some estimates of expression are background-corrected microarray intensity measurements such as the "averaged difference" used by Affymetrix (Li and Wong 2001) , ratios of such measurements, and parametric estimates of intensity ratios (Newton et al. 2001) . Intensity ratios are often transformed by taking a logarithm: if y il is the estimate of an intensity ratio of the ith gene in the lth experiment, then the corresponding expression value is (Bickel, 2002) .
Robust cluster analysis

Four aspects of cluster analysis
Many methods of cluster analysis depend on some measure of similarity (or dissimilarity) between the vectors to be clustered. Each such method requires the selection of (1) a measure of (dis)similarity, (2) a criterion for optimal clustering, (3) an algorithm that yields optimal or nearly-optimal clustering, and (4) a way to describe the results of clustering (Gordon 1999) . This section defines nonparametric measures of similarity and dissimilarity, some optimization criteria that are compatible with those measures, an algorithm that can perform the clustering, and techniques of cluster description. Cluster verification and the determination of k are treated in the last section of this paper.
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Nonparametric measures of similarity and dissimilarity
Commonly used methods of microarray cluster analysis (Ben-Dor et al. 1999; Tavazoie et al. 1999; Brazma and Vilo 2000; Horimoto and Toh 2001) define the dissimilarity between the ith and jth objects as their Euclidean distance,
or define the similarity between the ith and jth objects as their linear correlation coefficient,
where † Eisen et al. (1998) Gower 1966) , the correlation coefficients can be transformed to Euclidean distances by Huber (1981) .
Criteria for optimal clustering
Cluster analysis is performed by maximizing or minimizing some quantity that is based on the chosen measure of (dis)similarity. The algorithm described below seeks to minimize the within-cluster heterogeneity H k , defined as sum of distances between each vector and the median, the central vector of its cluster:
where C m is the set of indices corresponding to the mth cluster and I m is the index of the median of the mth cluster
Values of C m and I m are chosen to yield the lowest possible value of H k ; this is called the "k-median problem" or the "optimal facility location problem" (Gordon 1999) . The ideal number of clusters can be chosen as the value of k for which a plot of H k versus k flattens out.
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With microarray data, genes are more often clustered by instead minimizing the sum of squared distances of each vector from the mean of all vectors of its cluster, but this criterion is harder to interpret and each central vector (mean) will not necessarily correspond to one of the genes that is clustered, unlike each central vector of the kmedian problem. Furthermore, minimizing the sum of squares is equivalent to maximizing the likelihood of a spherical normal components model (Gordon 1999 ), which does not agree well with microarray data, as seen below. Tavazoie et al. (1999) analyzed microarray data with a k-means algorithm that minimizes the sum of squared Euclidean distances of each vector from the central vector of its cluster. Although it is usually not explicitly stated, self-organizing map (SOM) algorithms, also called adaptive vector quantization algorithms, minimize the same quantity (Kosko 1992) and thus suffer from the problems mentioned above. Tamayo et al. (1999) used an SOM algorithm to cluster genes by microarray expression values.
Algorithms for cluster analysis
A number of methods have been designed to minimize H k , the sum of distances to the nearest of k central vectors [Eq. (5)]. One such method, called "Partitioning Around Medoids" (Kaufman and Rousseeuw 1990) , has been incorporated into the S-PLUS statistical programming language and is available in the cluster package in the R environment. Other methods are based on the relaxation of constraints that are implicit in the k-median problem (Garfinkel et al. 1974; Erlenkotter 1978; Hanjoul and Peeters 1985) . The myopic algorithm for optimal facility location with the exchange heuristic is used here since it minimizes H k as well as or nearly as well as the optimal solutions D. R. Bickel, to appear in Bioinformatics .
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found by Lagrangian relaxation while requiring less time computationally (Daskin 1995 Step 2 is called the "myopic algorithm" and
Step 3 is called the "exchange heuristic" (Daskin 1995) .
D. R. Bickel, to appear in Bioinformatics . 2. the standard deviation is not robust to outliers since a single, sufficiently large expression level renders it meaningless, i.e., the standard deviation has the smallest possible breakdown point (Donoho and Huber 1983);  3. the standard deviation is misleading for expression data since it is not normally distributed: plotting the mean ± the standard deviation gives the false impression that the data distribution is symmetric and that the error bars represent a 68% confidence interval.
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Graphical description of clusters
These limitations can be overcome by instead plotting the range of values for each component of the half of the members of a cluster that are closest to the center of the cluster. This range is computed by first constructing a 50% subspace, the vector space D. R. Bickel, to appear in Bioinformatics .
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that includes all vectors with distances to the central vector that are less than the 50% quantile (median) of all distances from vectors within that cluster to the central vector.
Then the range for a given component is found by taking the minimum and maximum value of that component for the vectors inside the 50% subspace. These component ranges do not have the three drawbacks mentioned above:
1. since these ranges are based on the 50% subspace constructed from the distances that take into account all component values simultaneously, the range for each component is not computed independently;
2. these ranges are meaningful as long as less than half of the members of a cluster are extreme outliers since the components of such vectors do not directly contribute to the ranges; 3. these ranges are easily interpreted since they are based on the half of the vectors that are most representative of the cluster rather than vectors near the border of that cluster and another cluster.
This method can be generalized by computing the component ranges of the fraction q of the vectors in the cluster that are in the q subspace of that cluster, where the q subspace includes all vectors with a dissimilarity less than or equal to theuantile of dissimilarities in the cluster with respect to the central vector; the dissimilarity need not be restricted to a distance. Alternately, the q subspace can be defined as the space of vectors for which the similarity with the central vector is greater than or equal to the 1-q ( ) quantile in the cluster. Herein, q = 0.5 since that value has the highest possible breakdown point (50%).
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Application to microarray data
Experimental data studied
Using a fluorescence-ratio method, DeRisi et al. (1997) measured the relative abundance of mRNA for n=6153 genes in yeast growing in a fresh medium to examine the changes in expression that take place with the metabolic shift from anaerobic to aerobic metabolism, with seven samples taken at 2-hour intervals. Measured levels of expression of genes of known function appear to reflect the metabolic reprogramming that occurred during this diauxic shift. This data is suitable for the illustration of analysis techniques since it has been analyzed by other groups with various methods.
Clustering of expression ratios
The methods proposed above were applied to the data of DeRisi et al. (1997) , using n = 6153, d = 7, and a = 2. Since the mean RCD, H k n , levels off around k = 5, as seen in Fig. 1 , k = 5 will be initially used in the following verification of the clusters, but the results of other numbers of clusters will also be evaluated.
To check whether an algorithm correctly classified objects, some method of cluster verification must be used. Clusters can be verified by comparing them either to a null hypothesis of a lack of structure in data, or to information about the data that was not used by the clustering algorithm (Gordon 1999) , an approach often used with microarray data. Golub et al. (1999) YGR183C, YJL166W, and YPR191W. In Fig. 2 , the portion of these genes that were clustered together was plotted as a function of k, comparing PLATO to the standard kmeans method and comparing the log transformation to the rank transformation. Table 1 summarizes the figure for the case of 5 clusters. It can be seen that, for † k = 5, RCD classified 18 out of 24 (75%) of these genes in the same cluster; it classified 1292 out of all 6153 genes of the array (21%) in this cluster. LCD with the log-transformation of Eq.
(1), on the other hand, only classified 13 (54%) of the 24 genes of interest in the same cluster; it classified 988 (16%) of all genes in this cluster. The rank transform also performs much better than the log transform when using the k-means method (Table 1 ).
The superior performance of the rank transform indicates that the log-transformed data does not approximate the spherical normality assumption for which the k-means method D. R. Bickel, to appear in Bioinformatics .
14 is optimal; deviations from this assumption could be due to outliers or asymmetry in the data. The cluster with most of the genes of interest (out of 5 clusters) is plotted in Fig. 3 . Table 1 . Highest portions of the 24 genes of interest that are in the same cluster, when there are a total of 5 clusters. Although the correlation dissimilarity (Eq. (4)) is a Euclidean distance, the table entry "Euclidean distance" refers to Eq. (2), applied to either the logarithms or the ranks of the data. Using the one-sided sign test to determine whether the portions differ significantly between the log and rank transforms from what could be expected by chance if the genes were independent, p=0.090 for the k-medians algorithm and p=0.016 for the k-means algorithm. Differences in portions between algorithms (for the same transforms) are not significant. 
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of an unsupervised clustering algorithm with supervision of the number of clusters is useful when the biological group of only a minority of genes is known.
The biologically informed number of clusters † k * is the highest number of clusters that classifies a specified minimum portion of biologically related genes in the same The number of clusters is maximized since a higher number of clusters satisfying the given constraints implies finer differentiation between genes without unduly separating genes known to be biologically related.
This method of determining the number of clusters is illustrated for the simple case of a single biological group, the group of 24 genes with the accession numbers specified above. In this case, Eq. (6) reduces to †
Tables 2 16 medians method and the constraint that at least 75% of the 24 select genes fall in the same cluster, the rank transform yields 10 clusters, whereas the log transform only yields 4 clusters ( Table 2 ). The rank transform thus provides more detailed discrimination between genes, without sacrificing the integrity of the biological group of interest. 
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The fact that the 24 genes considered were chosen because they fall in a group that DeRisi et al. (1997) found to cluster together might bias the correspondence between this group and a cluster found using a method of this paper. However, this probably would not notably bias the performance of one cluster analysis over another, which is of greater concern here. Any bias that would occur would be against the rank transform, in favor of the log transform, since DeRisi et al. (1997) used logarithmic plots rather than a rank transform, but it was seen that the rank transform nonetheless performs much better.
Conclusion
The trend in Fig. 3b , the higher percentage of genes correctly clustered among five clusters, and the higher computed numbers of clusters illustrate the utility of cluster analysis that is robust to outliers and to non-normal distributions of data. Such analysis has applications not only to other microarray data sets, but also to other classification problems that cannot easily be parametrically modeled. 
