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Since its invention in 1986, atomic force microscopy (AFM) has developed into a
unique tool for exploring the microscopic world. With the introduction of CO tip
functionalization, the image resolution has reached the level of individual atoms
and bonds. However, the use of this method so far has been mostly restricted to
planar structures, due to difficulties in interpretation of images for more complex
3D molecular structures.
We aim to address this problem with the use of artificial neural networks (ANN),
a type of machine learning model. ANNs have gained much attention in recent
years for advancing the state of the art in many complex problems, including those
related to natural language processing, image recognition, autonomous cars, and
playing games at a superhuman level. The success of ANNs has been enabled
by the increased availability of computational resources and datasets of sufficient
size.
In the work of this thesis, we apply convolutional neural networks, a type of ANN,
to the task of predicting easily interpretable descriptors of atomic properties from
AFM images. The models are trained on simulated AFM images and tested on
both simulated and experimental images. The results on simulated images are
generally very good, but experimental results, while in some cases promising,
indicate that there are some challenges that need to be overcome.
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Atomivoimamikroskopiasta (eng. atomic force microscopy, AFM) on muodostu-
nut tärkeä menetelmä mikroskooppisen maailman tutkimiseen. Jos AFM-laitteen
neulankärkeen kiinnitetään joustava hiukkanen, kuten CO-molekyyli, voidaan
saavuttaa tarkkuus, joka yltää yksittäisten atomien ja sidosten tasolle. Mene-
telmän käyttö tähän asti on kuitenkin rajoittunut vain verrattain tasaisten ra-
kenteiden kuvaamiseen, koska monimutkaisempien rakenteiden AFM-kuvat ovat
yleisesti vaikeasti tulkittavia.
Tässä diplomityössä etsitään ratkaisua edeltävään ongelmaan käyttämällä neu-
roverkkoja. Neuroverkot ovat koneoppimismalleja, jotka ovat nopeasti edistäneet
tutkimusta monissa tekoälyyn liittyvissä ongelmissa, mukaan lukien tekstinym-
märryksessä, tietokonenäössä, itseohjautuvien autojen kehityksessä ja pelien pe-
laamissa. Kehityksen ovat mahdollistaneet erityisesti kasvaneet ainestomäärät ja
grafiikkapiirien mahdollistama laskentakapasiteetin kasvu.
Tässä työssä opetetaan konvoluutioneuroverkkomalleja tunnistamaan AFM-
kuvista helposti tulkittavia kuvauksia atomirakenteista. Mallien oppiminen ta-
pahtuu simuloitujen AFM-kuvien avulla, ja malleja testataan sekä simuloiduilla
että kokeellisilla kuvilla. Tulokset ovat yleisesti hyviä simuloiduilla kuvilla, mutta
kokeelliset kuvat osoittautuvat vielä usein haastaviksi.
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1 Introduction
Atomic force microscopy (AFM) has developed into an important tool for charac-
terising microscopic structures on surfaces [1]. In AFM, an atomically sharp tip
attached to a cantilever is brought very close to a sample such that the force inter-
action between the atoms in the tip and the sample produces a measurable signal
[2]. In this thesis we focus on frequency modulation AFM [3], a technique that has
reached reliable atomic resolution in imaging individual molecules. This has been
enabled by the introduction of tip functionalization, where a chemically inert and
flexible tip apex, such as a CO-molecule, is attached to the tip [4]. In addition to
structure discovery, high-resolution AFM has found use in studying, for example,
chemical properties such as bond order [5], on-surface chemical reactions [6], and
biological materials [7].
In the simplest cases of mostly planar molecules, the signal can be interpreted
straightforwardly to learn the atomic structure [4]. However, with more complicated
structures, the measured signal becomes significantly more difficult to translate to
an understanding of what kind of molecular structure is in fact being imaged [8,
9]. The goal of this thesis is to tackle this inverse problem with the use of machine
learning, and more specifically, artificial neural networks (ANNs). With this ap-
proach, AFM with flexible tip apexes could work as a solitary or complementary
method to understanding 3D molecular structures.
In recent years, ANNs have significantly advanced the state of the art in a
variety of highly complicated tasks [10]. In particular, convolutional neural networks
(CNNs), a subset of ANNs, have been successful in solving problems of computer
vision [11–16]. The power of ANNs comes from their ability to learn a highly non-
linear, end-to-end hierarchy of representations of data without the need of feature
engineering. The success of ANNs in recent years has been in large part due to
increased availability of large datasets and the utilization of the parallel-computing
capability of graphics processing units (GPUs) in the training of the models.
We design several descriptors that characterise the atomic positions and charge
distribution of molecules in an easily interpretable way, and train CNN models
that can predict these descriptors from sets of constant-height AFM images. The
training data is generated with simulations [17, 18] from a large database of 3D
molecular structures. The models are validated on a test set of simulated images and
experimental images of 1S-camphor deposited in several configurations on a Cu(111)
surface. The results are promising, but there are some challenges to overcome.
The rest of this thesis is structured as follows. Section 2 explains the background
for the methods used in this thesis. Section 3 describes the more detailed methods
related to the simulation model, the descriptors, the machine learning models, and
how we process the data. Section 4 describes the results for each machine learning
model. Finally, Sec. 5 provides some discussion on the results and some possible
future directions in improving our methods.
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Figure 1: Schematic of an AFM device with a cantilever oscillating above a sample.
2 Background
The topic of this thesis is at the cross-section of two fields of study: atomic force
microscopy and machine learning. This section provides the theoretical background
for understanding these two domains.
2.1 Atomic force microscopy
Compared to methods like optical microscopy and electron scanning microscopy,
which work by "seeing" the sample by detecting particles scattering off the sample,
the principle of an AFM works more like "touching". An AFM device consist of an
atomically sharp tip attached to a cantilever that can be moved both laterally and
vertically over the sample. When the tip is brought very close to the sample, the
interaction force between the atoms in the tip and the sample causes measurable
change in the vertical position or motion of the cantilever. The idea is illustrated
schematically in Fig. 1. An advantage of AFM over methods that require irradiation
is that the spatial resolution is not limited by the diffraction limit and it is possible
to image samples that could be damaged by the irradiation.
The AFM is a member of a larger class of microscopy techniques known as
scanning probe microscopy (SPM). The first SPM device realized was the scanning
tunnelling microscope (STM), invented in 1981 by Binnig et al. [19]. The inventors
were awarded the Nobel prize in physics for their work in 1986, the year which also
saw the introduction of the AFM [2]. An STM has a device structure similar to
an AFM, but instead of the force, the measured signal is the tunnelling current
between the tip and the sample. The relationship between the distance and the
tunnelling current in the simplest cases is exponential, a monotonic function. In
comparison, the force interaction measured in AFM is a non-monotonic function of
the distance, arising from many origins, including van der Waals forces, electrostatic
forces, Pauli repulsion, and chemical interactions. The use of an STM is limited to
materials which are electrically conductive, while no such limitation exists for the
AFM.
Expressed in terms of the interaction potential V and the tip-sample distance
z, the vertical component of the tip-sample force is Fz = −∂V/∂z. In molecular
dynamics simulations [20] the contribution from the van der Waals force and Pauli
repulsion to the potential are approximated with pair-wise interaction potentials
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such as the Lennard-Jones potential
VLJ(r) = ε
(
r12m
r12
− 2r
6
m
r6
)
, (1)
where r is the the distance between the pair of atoms and rm and ε are parameters
that determine the length and energy scale, respectively. The r−12 term approx-
imates the Pauli repulsion, and the r−6 term describes the van der Waals force.
The electrostatic potential can be approximated by Coulomb potential with point
charges on all atoms. There also exist methods such as ReaxFF [21], which ad-
ditionally model chemical interactions between atoms. Another alternative that
encompasses all of the interactions is doing ab initio quantum mechanical calcula-
tions [20], but this is computationally very expensive. The force interaction can also
be understood via Hooke’s law with an effective spring constant kts = −∂Fz/∂z. [3]
In static AFM, the surface of constant deflection above the sample is recorded,
interpreting this as an isosurface of the tip-sample interaction Fz through Hooke’s
law. In order to prevent deformations of the tip and the sample, the spring constant
of the cantilever kc should be smaller than the force constants of the bonds in the
tip and the sample. On the other hand, if the cantilever is too soft, kc < max{kts},
the tip can suddenly jump to contact with the sample. This can be avoided with
a dynamic mode of AFM, where the cantilever is vertically oscillated, either in
amplitude modulation (AM) or in frequency modulation (FM) mode. In this case
the spring constant of the cantilever is also typically much higher. [3]
In AM-AFM, the cantilever with eigenfrequency f0 is driven with a signal of
constant amplitude and frequency close to but not the same as f0. The tip-sample
interaction causes a change in the amplitude and phase of the cantilever oscillation,
which are the measured signals. By contrast, in FM-AFM the cantilever is driven
at the resonance frequency with positive feedback such that the amplitude stays
constant. The measured signal is the frequency shift ∆f = f − f0 of the cantilever
from its eigenfrequency. AM-AFM has an inherent disadvantage in that the time
scale of the changing of the amplitude is very slow. This is especially true in ultra-
high vacuum conditions, where FM-AFM is the preferred technique. [3]
The combined system with the oscillating cantilever and the tip-sample inter-
action form a harmonic oscillator with an effective spring constant k∗, an effective
mass m∗, and an eigenfrequency given by
f =
1
2pi
√
k∗
m∗
. (2)
If kts is constant throughout the oscillation cycle, then k∗ = kc + kts. If we further
approximate that kc  kts and m∗ ≈ m, where m is the mass of the cantilever,
then
f =
1
2pi
√
kc
m∗
√
1 +
kts
kc
≈ 1
2pi
√
kc
m
(
1 +
kts
2kc
)
= f0
(
1 +
kts
2kc
)
, (3)
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Figure 2: Illustration of the imaging mechanism of a functionalized AFM tip. a)
At far distance, the interaction with the sample is weakly attractive. b) At close
approach, the flexible tip apex bends around the sample atoms due to Pauli repul-
sion.
so that the frequency shift is
∆f =
kts
2kc
f0. (4)
More generally, when kts is not constant, the frequency shift is given by Giessibl’s
formula [22]
∆f(z) = − f0
2kc
2
piA2
∫ A
−A
qFz(z − q)√
A2 − q2 dq (5)
=
f0
2kc
2
piA2
∫ A
−A
kts(z − q)
√
A2 − q2dq, (6)
where A is the oscillation amplitude of the cantilever. The formula is of the same
form as the simplified one in Eq. (4), with the difference that the force constant
kts(z) is averaged over the oscillation path as a convolution with a weighting func-
tion.
It has been found that functionalizing the tip with a flexible and chemically
inert tip apex is essential for achieving sharp contrast in high-resolution AFM. The
chemical structure of an individual molecule on a surface was first imaged at atomic
resolution with a CO-molecule-functionalized tip by Gross et al. in 2009 [4]. The
flexibility of the tip apex allows it to bend under the repulsive force at close approach
to the sample atoms. The result is that a strong force interaction is only observed
directly above repulsive potential ridges, yielding a strong contrast between regions
with and without atoms. Figure 2 illustrates this idea and Fig. 3 shows an example
of the high contrast observed in AFM images. This mechanical-relaxation picture
of the imaging mechanism is also supported by computational models [17].
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Figure 3: a) A simulated AFM image and b) the molecular geometry of the pen-
tacene molecule. The AFM image has a sharp contrast over the atoms and bonds
in the carbon ring structure.
2.2 Machine learning
Machine learning consists of a wide range of different methods, most of which will
not be covered here. Instead, this section provides an overview of the general
principles and motivations in machine learning and describes more in detail the
theory of artificial neural networks and convolutional neural networks, which are
used in the computational experiments in this thesis.
2.2.1 General principles
Traditional computer programming is based on defining a logical sequence of actions
to manipulate data in a way that leads to a useful outcome. However, when the
tasks and data grow more complex, it gets more and more difficult to hard-code such
a set of actions. Approaches that have the capability of extracting useful patterns
from data without hard-coded knowledge are referred to as machine learning. In
some sense this kind of pattern extraction attempts to make the learning process
more human-like, since we as humans typically learn new concepts and skills more
intuitively based on examples rather strict definitions.
Mathematically formulated, the task of machine learning is to estimate a func-
tion F : X → Y from a set of examples X × Y ⊂ X × Y that satisfy F (x) =
y, ∀(x, y) ∈ X × Y . In a typical example, one might want to classify photographs
based on whether they contain a cat or a dog. In this example, X is the set of all
photographs containing a cat or a dog, and Y = {cat, dog}. Since the photographs
have a finite resolution and color depth, the set of all possible functions is finite,
but it is quickly seen that trying all the different possibilities is not feasible. In
many applications the size of the domain or codomain may even be infinite.
In machine learning the approach for estimating the true function F is to provide
some model function f with parameters tuned using a set of example inputs and
possibly outputs. Perhaps the simplest model would be a linear function f(x) =
ax + b, where the tunable parameters are a and b. If we are given a set of paired
example inputs X and outputs Y , and some goodness-of-fit metric, in machine
learning context referred to as the loss function, we should be able to find optimal
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values for a and b. A typical loss function to use is the mean squared error
E(X, Y ;w) = 1
N
N∑
i=1
‖fw(xi)− yi‖22, (7)
where (xi, yi) ∈ X × Y are pairs of examples, N = |X| = |Y |, and w is a vector of
parameters. The problem becomes one of minimizing the loss function.
In the above case of linear function and mean squared error, the problem boils
down to a least-squares problem, which has an exact solution. However, most
practically useful models, such as the neural networks discussed below, are highly
non-linear. In this case, there is no exact solution, and iterative methods must be
used instead. The most often used method is gradient descent and variants of it.
The idea of gradient descent is to make some initial guess on the parameters w0 and
then to iteratively update the parameters by taking a step in the opposite direction
of the gradient,
wi+1 = wi − α∇wE(X, Y ;w). (8)
Here, α is a hyperparameter controlling the size of the step, and is often referred
to as the learning rate. Higher learning rates lead to faster convergence, but too
high a learning rate leads to the parameters overstepping the minimum or even
diverging. There exist several more advanced variants that may take the parameter
values from past steps into account or adapt the learning rate automatically for
each parameter [23].
The parameter update rule in Eq. (8) uses all the examples to perform the update
step. However, often due to the complexity of the model or the large amount of
data, it is not computationally efficient to use all the data for every step. Instead,
one might use stochastic gradient descent where just one sample per step is used or
minibatch gradient descent where some small subset of samples per step are used.
One full pass over all the samples is referred to as an epoch. In these methods, the
iteration process is noisier, but is overall much faster and does not get stuck in local
minima as easily.
Even if the parameters have been fitted to the examples with low loss, it is
not yet clear if the model can generalize to new data, because the parameters
could be overfitted to the data used for training. To overcome this problem, the
data is usually divided into training, validation, and test sets. The training set is
only used for fitting the model parameters. The validation set is used for tuning
hyperparameters, i.e., parameters of the model that are not learned from the data,
and monitoring if the model is overfitting. The test set is the final measure of the
performance of the model, and no parameters are fitted to the this data. Generally,
overfitting is reduced if the size of the training set is grown, and the model can also
be regularized, for example, by adding a penalty for large values of the parameters
or adding random noise to the training examples.
There are several different classes of machine learning models which have been
used in a variety of applications. Machine learning approaches can be roughly
divided into two categories: unsupervised and supervised. Unsupervised models
learn patterns and properties from the features provided in the training set without
explicit targets. Supervised models additionally have some target or label which
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Figure 4: Illustration of the structure of an artificial neural network
they learn to predict based on the training set. Some of the numerous approaches
include logistic regression, kernel regression, Bayesian models, support vector ma-
chines, clustering and artificial neural networks. We will discuss the last one in
more depth in the following.
2.2.2 Artificial neural networks
One particular class of machine learning models is the artificial neural network
(ANN). The name comes from the fact that their structure is inspired by the bio-
logical neural networks in the brain. ANNs have been very successful in performing
a variety of tasks that are often associated with the study of artificial intelligence.
Some of these tasks include image classification [11–13], machine translation [24,
25], autonomous cars [26] and playing games [27, 28]. The advantage of an ANN
over many other methods is that it can learn a hierarchical representation of the
data, from the data, instead of having to manually engineer features before the
learning.
The idea of an ANN is not new. The first model of an artificial neuron was
introduced by McCulloch and Pitts in 1943 [29]. Their model of a neuron was
essentially a binary classifier on a weighted sum of binary inputs. In 1958 Frank
Rosenblatt built a machine named perceptron that could learn the weights of a linear
binary classifier [30]. The machine updated the weights with a rule that was inspired
by Hebbian theory of learning, where the strength of connections between correlated
neurons are increased. The modern software counterparts of the perceptron, often
referred to as multi-layer perceptrons, consist of multiple non-linear functions and
can be optimized with gradient-based methods [31]. ANNs have been gaining in
attention in recent times due to increased availability of large datasets and increased
computational capability, both critical factors for successfully training a complex
network. In modern context, the domain of research and application of ANNs is
referred to as deep learning, owing to the depth of the networks used [10].
An ANN divides the problem of function estimation into finding a composition
of m functions, f = f1 ◦ f2 ◦ · · · ◦ fm. Each function is represented by a layer in
the network, as illustrated in Fig. 4. Each layer consists of several neurons, the
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values of which are gathered in vectors a(l). The inputs in the first layer are the
features x from the dataset and the values in the last layer are the output fW (x)
of the network. All the layers between the input and the output are referred to as
hidden layers. The connections between adjacent layers are parametrized by weight
matrices W (l) such that each connection gets one weight. Each layer also has a bias
vector b(l) with one parameter for each neuron. The values of the neurons in the
next layer are calculated as
a(l) = gl(W
(l)a(l−1) + b(l)), (9)
where gl(z) are some non-linear functions, referred to as activation functions. The
output of an ANN is
fW (x) = a
(m)(x) = gm(W
(m)gm−1(. . . g1(W (1)x+ b(1)) . . . ) + b(m)). (10)
Here the necessity of the activation functions is evident: without them the weight
matrices could be multiplied together to produce just a single weight matrix, making
the multiple weight matrices redundant.
There are several activation functions that are often used. A typical example
would be the sigmoid function
σ(z) =
1
1 + e−z
. (11)
The sigmoid function takes values in range (0, 1), which captures the intuition of
neuron activity. A value close to 0 corresponds to an inactive neuron, and a value
close to 1 corresponds to an active neuron. However, the sigmoid function and
other similar functions have a disadvantage in that their gradient is very small
away from the origin. This has resulted in the vanishing gradient problem in deep
neural networks, where early layers train very slowly due to small gradients [32].
An alternative which mitigates this problem is the Rectified Linear Unit
ReLU(z) = max(0, z). (12)
The ReLU function has the advantage that the gradient is constant so it does not
slow down learning even in deep networks. However, the gradient is zero when
x < 0. This can sometimes cause a part of the neurons in the network to "die"
by always having an activation of zero and not being able to update. To solve this
problem, it is possible to add a small contribution on the negative side, to allow
for non-zero gradient even when the neuron is not active [33]. This is the Leaky
Rectified Linear Unit function
LeakyReLUα(z) =
{
z if z ≥ 0
αz if z < 0.
(13)
Figure 5 shows a comparison of the three activation functions defined above. One
more important activation function is the Softmax function, typically used in the
last layer of classification networks,
Softmax(zi) =
ezi∑nm
j=1 e
zj
. (14)
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Figure 5: Comparison of three common activation functions in ANNs. See Eqs. (11),
(12), and (13).
The function normalizes the activations in the layer to be non-negative and sum to
1, so that the activations represent a probability distribution over the classes.
The training of the parameters is accomplished with the use of gradient descent,
as described in the previous section. Since the learned function is a composition, the
gradient must be computed with the use of the chain rule. Let J = J (X, Y ; fW )
be the loss function. The first partial derivative is simply the partial derivative of
the loss function with respect to the output of the network, ∂J /∂fW = ∂J /∂a(m).
For example, for the mean squared error in Eq. (7),
∂J
∂fW
=
2
N
N∑
i=1
(fW (xi)− yi), (15)
where fW (xi) and yi are to be understood as vectors. Now, consider that we know
the derivatives with respect to activations in layer l + 1 ∈ {2, . . . ,m} and want to
know the derivative with respect to activations in the previous layer l. The problem
can be broken down with the chain rule into the part that is known, ∂J /∂a(l+1),
and an unknown part ∂a(l+1)/∂a(l). Component-wise the partial derivative is
∂J
∂a
(l)
k
=
nl+1∑
p=1
∂J
∂a
(l+1)
p
∂a
(l+1)
p
∂a
(l)
k
=
nl+1∑
p=1
∂J
∂a
(l+1)
p
∂gl+1(W
(l+1)a(l) + b(l+1))p
∂a
(l)
k
=
nl+1∑
p=1
∂J
∂a
(l+1)
p
g′l+1(z
(l+1)
p )W
(l+1)
pk , (16)
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where z(l) = W (l)a(l−1) + b(l). Alternatively, in vectorized form
∂J
∂a(l)
=
(
W (l+1)
)T ( ∂J
∂a(l+1)
 g′l+1(z(l+1))
)
, (17)
where  denotes a component-wise product. The derivatives with respect to the
weights in layer l can be calculated by invoking the chain rule once more,
∂J
∂W
(l)
ij
=
nl∑
k=1
∂J
∂a
(l)
k
∂a
(l)
k
∂W
(l)
ij
=
nl∑
k=1
∂J
∂a
(l)
k
∂gl(W
(l)a(l−1) + b(l))k
∂W
(l)
ij
=
nl∑
k=1
∂J
∂a
(l)
k
g′(z(l)k )δika
(l−1)
j
=
∂J
∂a
(l)
i
g′(z(l)i )a
(l−1)
j , (18)
or in vectorized form
∂J
∂W (l)
=
(
∂J
∂a(l)
 g′(z(l))
)(
a(l−1)
)T
. (19)
Similarly, for the bias vector
∂J
∂b(l)
=
∂J
∂a(l)
 g′(z(l)). (20)
All the derivatives can be calculated recursively in this manner, advancing back-
wards through the network. The intermediate results a(l) and z(l) do not need to
be calculated again, since they can be stored on the forward pass of the network.
This process of gradient calculation used in gradient descent in ANNs is referred to
as backpropagation.
Many of the state-of-the-art ANN architectures have millions of parameters,
which make them very expressive, but also prone to overfitting. A simple and often
used form of regularization is dropout, which probabilistically ignores activations
in a layer of the network during training [34]. This can be seen as sampling and
training a larger set of thinned networks, which are averaged during test time.
One important theoretical result for ANNs is the Universal Approximation The-
orem, which states that an ANN with a single hidden layer with a sufficient amount
of neurons and a non-constant, continuous, and bounded activation function is able
to approximate any continuous function over compact subsets of Rn [35]. The im-
plication is that ANNs should, at least in theory, be able to solve most problems
of practical relevance. However, contrary to the theorem, in practice it is found
that having a deep network, rather than a wide one, is more useful. Furthermore,
the often-used ReLU activation does not satisfy the boundedness property. In-
deed, other theoretical results have proven the universal approximation property of
width-bounded ReLU networks on Lebesgue integrable functions [36].
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Figure 6: Illustration of connections in a 1D convolutional neural network layer with
three weights and a single channel. Connections with matching colours indicate
shared weights.
2.2.3 Convolutional neural networks
There are many learning tasks where the information in the input data is spatially
ordered. For example, in images the order of the pixels relative to each other is
important, but the precise location of the pixels is unimportant. This is problematic
for the fully connected ANNs discussed above. If the inputs to the network in Fig. 4
were shifted by one neuron, the output of the network could completely change. This
problem of translational invariance is solved by the convolutional neural network
(CNN). In a CNN, the neurons are only locally connected to the next layer and the
weights are shared across sets of neurons. This idea is illustrated in Fig. 6. In a fully
connected network this corresponds to a sparse weight matrix, which is non-zero
only close to the diagonal, and where the weights are the same in each row. This
sparsity significantly reduces the number of parameters in the network, which also
helps to reduce overfitting. For the connections in Fig. 6, the weight matrix of a
fully connected layer would be
W (l) =

w1 w2 w3
w1 w2 w3 0
. . .
0 w1 w2 w3
w1 w2 w3
 ∈ R(nl−2)×nl , (21)
where w1/2/3 correspond to the blue/red/black connections and nl is the number of
neurons in the layer l. Typically each layer in a CNN has multiple channels, each
of which have their own set of weights. The weights of a CNN can be trained with
backpropagation similar to regular ANNs.
In 1D, if the activations in an input layer are a(l−1), the weights of a filter are
w(l), and b(l) is the bias vector, the output of a convolutional layer is
z
(l)
i,c2
=
nc∑
c1=1
nf−1∑
p=0
a
(l−1)
i+p,c1
w(l)p,c1,c2 + b
(l)
c2
, (22)
where l is the layer index, c1 and c2 are the channel indices in layers l − 1 and
l, respectively, i ∈ {1, ..., nl−1 − (nf − 1)} is the neuron index, nc is the number
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Figure 7: Example of a 2D convolution operation between a 4 × 4 pixel map and
a 2× 2 filter. The red rectangle indicates corresponding locations in the input and
output. The input has been zero-padded on the top and left sides to preserve the
same size in the output.
of channels in the layer, and nf is the size of the filter. The number and size
of the filters are hyperparameters of the model. Technically, this mathematical
operation is cross-correlation, but it is called convolution by convention in deep
learning context. As above, the activation in the following layer is obtained by
applying the activation function, a(l)i,c2 = gl(z
(l)
i,c2
).
The convolutional layer generalizes straightforwardly to any number of dimen-
sions. In 2D and 3D,
2D: z(l)i,j,c2 =
nc∑
c1=1
nf1−1∑
p=0
nf2−1∑
q=0
a
(l−1)
i+p,j+q,c1
w(l)p,q,c1,c2 + b
(l)
c2
(23)
3D: z(l)i,j,k,c2 =
nc∑
c1=1
nf1−1∑
p=0
nf2−1∑
q=0
nf3−1∑
r=0
a
(l−1)
i+p,j+q,k+r,c1
w(l)p,q,r,c1,c2 + b
(l)
c2
. (24)
Figure 7 illustrates the effect in the 2D case. The operation can be seen as sliding
a filter across a 2D pixel map, multiplying and summing the overlapping pixels
to the output map at each location. The filter emphasizes certain features like
edges in specific directions, which are reflected as larger activations in the output.
Using multiple filters in each layer allows the network to encode the information in
the input image in a rich set of features which can be used for learning complex
mappings. Often it is useful to pad the input at the boundary to preserve the size
of the feature map in the output. Possible padding schemes include zero-padding,
reflective boundary, and periodic boundary.
While the convolutional layers respect translational invariance, CNNs often still
have to terminate in fully connected layers, which do not have this property. A way
to overcome this problem is to use pooling layers which summarise local informa-
tion in the feature maps by down-sampling them. The two most common pooling
operations are average pooling and max pooling, which are illustrated in Fig. 8 on
a 2D pixel map. Average pooling takes the arithmetic mean of activations and max
pooling takes the maximum of activations within local regions. In 2D, this can be
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Figure 8: Example of the effect of average pooling and max pooling operations
on a 4 × 4 pixel map with a 2 × 2 kernel and stride. The red rectangle indicates
corresponding locations in the input and output.
viewed as a pooling kernel of size kw×kh sliding over an image in strides of sw×sh,
applying the pooling operation at each location and storing the result in a new
pixel map. The resulting image has size that has been reduced by a factor of sw
in width and sh in height. Usually kw = sw and kh = sh so that the regions of the
pooling operations do not overlap. Pooling operations are applied several times at
different parts of the network before the fully connected layers, so that the network
becomes insensitive to local transformations in the input data. The lower resolution
representations of the data encode the information in a more abstract way that is
not so much dependent on the location of features. The down-sampling additionally
has the benefit of allowing increasing the number of filters in deeper layers with-
out significantly increasing the computational cost of training and evaluating the
network.
Even though CNNs have significantly less parameters than fully connected net-
works, regularization may still be needed. In classification tasks, CNNs often termi-
nate in fully connected layers, which can use dropout for regularization. However,
dropout is usually not used in convolutional layers, where the zeroing of activations
does not have a strong regularizing effect due to nearby activations being highly
correlated. An alternative strategy called Spatial Dropout that randomly zeros out
complete feature maps (channels) has been used in convolutional layers [37]. Other
regularization methods for CNNs include adding random noise to the inputs and
taking random crops, rotations, and flips of the input feature maps. These methods
can be seen as augmenting the dataset to enforce invariances in the model. For
example, a dog flipped left-to-right or viewed at different apparent sizes should still
be recognized as a dog.
An early success for CNNs came in 1989 when LeCun et al. [38] applied back-
propagation to a CNN for recognizing handwritten digits. Previous efforts had used
hand-crafted weights in the convolutional layers. A more recent break-through in
CNNs was AlexNet [11], which in 2012 won by significant margin the ImageNet
Large Scale Visual Recognition Challenge, a competition for classifying over a mil-
lion images into 1000 categories. AlexNet used what is now a fairly standard ar-
chitecture for CNNs: 5 convolutional layers with 3 max-pooling layers and 3 fully
connected layers with dropout regularization. Additionally, AlexNet leveraged the
massive parallel computing capability of GPUs, which allowed the training of more
13
complicated models.
Depending on the task, it may not be necessary to flatten the spatially structured
convolutional layers into fully connected layers. Fully convolutional networks have
been used in, for example, image segmentation tasks [14, 15], where the goal is
to segment an image based on categories of objects present in the image. These
networks have an encoder-decoder type structure, where the image is first down-
sampled with pooling layers and then up-sampled back to the original size. The
representation of the data in the low-resolution part is often said to be in the latent
space of the data. While the pooling is not required for enforcing translational
invariance, it has the advantage of allowing an increased number of filters and
enables the learning of correlations at multiple scales even with small filter kernel
sizes.
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Figure 9: Illustration of the force components between the tip (T), the probe par-
ticle (PP) and the sample (S) in the Probe Particle Model. The S-PP force inter-
action FSPP consist of Lennard-Jones and electrostatic force, and the T-PP force
interaction consist of lateral and radial spring force components FTPP,xy and FTPP,r,
respectively.
3 Methods
This section explains in detail the methods used in the computational experiments
of this thesis. Described are the simulation model for AFM simulations, the design
of the descriptors, the details of the machine learning models, and the methods used
in preprocessing of the data.
3.1 Atomic force microscope simulations
One challenge with high-resolution AFM is that it can take a long time, on the
order of a full day, to get even a single good image of a sample. From a deep-
learning perspective, this is a problem, because training a complex ANN with a large
number of parameters requires a large number of training samples. Additionally, in
experimental AFM, if the imaged sample structure is non-planar, the interpretation
of the recorded signal is highly non-trivial, making accurate labelling by human
labour impossible. These factors lead us into training our deep learning model with
simulated AFM images.
The simulation model that we use is the Probe Particle Model [17, 18]. This is
a mechanical model where a probe particle, modelling the flexible tip apex on the
AFM tip, interacts with the sample through classical force fields. The interaction of
the probe particle with the sample atoms is described by the Lennard-Jones poten-
tial, shown in Eq. (1), and the electrostatic interaction is described by Coulomb’s
law with partial point charges on all atoms. We use the Lennard-Jones parameters
from the OPLS force field [39]. The interaction of the probe particle with the tip is
described by a spring force with a separate spring constant in the lateral and radial
directions. This idea is illustrated in Fig. 9. The tip is initially placed at some
distance above the sample and it then approaches the sample at fixed steps in the
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vertical direction. At each step, the probe particle is allowed to relax until all of the
forces are in equilibrium. The sample plane is scanned by repeating this process at
a grid of xy positions. The forces on the particle trajectories can be integrated with
Giessibl’s formula, shown in Eq. (5), to obtain the frequency shift at all heights.
We use two probe particles in our experiments, CO and Xe. The differently charged
probe particles result in different distortions of the atomic positions in the AFM
image.
The model is implemented in OpenCL [40], enabling GPU acceleration of the
code. As a result, we can simulate ∼ 50 stacks (sets of constant-height) of AFM
images per second, so that the training data can be generated on the fly while the
deep learning model is training.
We do the simulations on a database of mostly organic molecular structures
that are optimized with Density Functional Theory [41] to obtain the positions
and partial charges of all atoms. The database has two distinct sets. The first set
consists of ∼ 134000 light molecules containing the elements H, N, C, O, and F.
The second set consists of ∼ 4300 heavier molecules that additionally contain Si,
P, S, Cl, and Br. The molecules in the light set contain between 3 and 29 atoms,
and the molecules in the heavy set contain between 2 and 47 atoms. Table 1 shows
the distributions of elements in the two molecule datasets. In the light molecule
dataset the elements H, N, C, and O are very common, and in the heavy molecule
dataset, additionally S and Cl are commonly found, but the other elements, F, Si,
P, and Br, are more uncommon.
The datasets are augmented by scanning each molecule from multiple directions.
This is sensible, because AFM is sensitive only to the atoms closest to the probe tip.
An asymmetric molecule rotated to a different configuration will appear completely
different in the AFM image. We choose an initial set of 100 rotations from a
roughly even distribution of points on a sphere and choose 20–30 best rotations,
which maximize the function
S =
Natoms∑
i=1
exp(−β(zi − zclose)), (25)
where Natoms is the number of atoms in the molecule, zi are the z-coordinates of the
atoms in the scanning direction, zclose is the z-coordinate of the atom closest to the
tip, and β is a decay parameter for which we choose the value 1.0Å−1. Choosing
rotations with this criterion maximizes the number of atoms visible in the image,
which helps to maximize the learning value of each training example.
3.2 Descriptors
Chemically, the features that most characterise a molecule are the relative positions
and atomic numbers of the atoms that comprise the molecule. However, a simple
list of atomic numbers and positions is not a suitable learning target for an ANN.
If the molecule undergoes a rigid spatial translation or rotation, or the order of the
atoms in the list is permuted, the prediction target becomes different even though
the molecule itself has not changed. Furthermore, the varying number of atoms in
molecules would make for a target of varying size, which presents a great difficulty in
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Table 1: Statistics on the distribution of elements in the two molecule sets. Here,
Nmol is the number of molecules that contain the given element in the given set.
Multiple instances of the same element in the same molecule are not counted.
Light set Heavy set
Element Nmol % of molecules Nmol % of molecules
H 133835 99.96 4205 97.4
N 82859 61.9 2251 52.1
C 133882 99.998 4246 98.4
O 113938 85.1 2734 63.3
F 2163 1.6 210 4.9
Si 0 0 127 2.9
P 0 0 375 8.7
S 0 0 1705 39.5
Cl 0 0 2122 49.2
Br 0 0 444 10.3
Total 133885 100.0 4317 100.0
the design of the model, although this has been overcome to an extent in recurrent
neural networks.
Some descriptors, such as the Smooth Overlap of Atomic Orbitals [42], encode
the chemical information in a way that respects the above invariances, but they
are not suitable for our case, because they hide the original structural information.
Instead, we have designed several descriptors which are intuitive to a human opera-
tor and are compatible with CNNs, which have an in-built translational invariance.
In addition to the intrinsic invariances of the problem, we are constrained by the
practical limitations of the experimental and simulation methods. The information
should be encoded in a way that is robust to experimental noise and the imperfect
simulation of reality. The descriptor should also not contain information that is
not represented in the AFM image. Notably, atoms that are deep in the scanning
direction contribute very little to the interaction with the probe and should not be
represented in the descriptor.
• Height Map. An isosurface of the z component of the total force field around
the molecule represented as a 2D pixel map. Contributions that are more
than 2Å below the maximum point are cut off. See Fig. 10a for an example.
The Height Map corresponds to the height profile that would be obtained in
constant-force operation mode with a rigid tip apex, which is not achievable
in reality.
• vdW Spheres. Each atom is represented by a sphere with a radius equal to
the van der Waals (vdW) radius of the atom. The value of a pixel is the height
of the closest surface of a sphere in that location. The cut-off is 1.5Å below
the maximum point. Compared to the Height Map which is an aggregate
of force contributions from multiple atoms, the vdW Spheres descriptor is
better suited for identifying individual atoms, and is visually a very intuitive
representation of the atomic structure. See Fig. 10b for an example.
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Figure 10: Examples of the descriptors that we use. a) Atomic Disks, b) vdW
Spheres, c) Height Map, d) Electrostatic Map, e) combined Height Map and Elec-
trostatic Map shown on a 3D surface, and f) the complete molecular structure from
which the descriptors have been calculated. The size of the region in the descriptors
is 16× 16Å2 discretized on a 128× 128 pixel map.
• Atomic Disks. Each atom is represented by a disk that decays conically
away from the center position of the atom in the xy-plane. The width of the
cone is proportional to the covalent radius of the atom, and the value at the
tip of the cone indicates the height of the atom. Atoms with nucleus more
than 1Å below the nucleus of the top atom are cut off. This is a more abstract
descriptor that pinpoints the exact locations of the atoms more precisely than
the vdW Spheres descriptor. See Fig. 10c for an example.
• Electrostatic Map. The electrostatic potential of the molecule is calculated
on the surface corresponding to the Height Map descriptor for a 3D represen-
tation of the charge distribution over the molecule. The electrostatic potential
is calculated as a sum of point charge potentials based on partial charges on
each atom. This descriptor is interesting in terms of the chemical properties
of the molecule and may help in the identification of atomic species. See
Figs. 10d and 10e for examples.
• xyz. The above descriptors provide information on the structure of the
molecule, but they are not readily translatable back to a list of atom co-
ordinates, and due to the reasons discussed above, a list of atom coordinates
has many issues as a learning target. The xyz descriptor sidesteps these is-
sues by using a representation of default grid positions for the objects to be
identified, an idea that has been used in learning bounding boxes of objects
in computer vision [16]. Each atom is assigned to one box on the grid and its
position is expressed as an offset from the default position at the center of that
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Figure 11: xyz descriptor. a) A grid of default positions at the centres of the square
boxes. b) An assignment of atoms into the boxes. The sizes of the circles denote the
relative heights of the atoms. c) The molecular geometry from which the descriptor
is calculated.
box. If multiple atoms would be assigned to the same box, the atom with the
highest z-coordinate is chosen. The zero point in z-direction is at the nucleus
of the highest atom, and those atoms whose nuclei are below −0.7Å are cut
off. See Fig. 11 for a visual illustration of the idea. Each box on the grid
has an associated one-hot encoded class vector with the classes background
and atom based on whether an atom is assigned to the box, and if the class
is atom, it has the off-set xyz-coordinates of the atom. The learning task,
therefore, has two parts: a classification task for the presence of atoms and
a regression task for the positions of the atoms. A prediction of this descrip-
tor assigns each box a confidence level on the classes, so that a list of atom
coordinates can be retrieved by taking the off-set coordinates of those grid
positions with confidence level on the atom-class above some threshold.
3.3 Machine learning models
The design of deep learning architectures is highly empirical in nature. This makes
it difficult to point out the exact purpose or effect that a particular component of
a network has. From a physics perspective it is somewhat unsatisfactory that it
cannot be said what the physical meanings of the parameters are or if there is even
any. However, there are some intuitions and practical concerns governing the design
decisions.
• Learning 3D spatial correlations. The models feature 3D convolution
layers, which are necessitated by the 3D nature of the input data. If only
2D convolution layers were used, the correlations in the z-direction would be
immediately lost in the first layer. 3D CNNs have been considered difficult due
to being computationally expensive, but recently they have been proven useful
in learning spatiotemporal features [43] and in real-time object recognition
[44].
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• Avoiding representational bottlenecks. In the middle of the network,
avoiding layers with too high compression has been deemed a good principle
in the design of CNNs [13]. This principle leads us to choosing an increasing
number of filters with the decreasing size of the feature maps. On the other
hand, having too many parameters easily leads to overfitting, so a balance
must be found. In our case this is especially important, since we train on
simulated data but want to generalize to experimental data.
• Keeping the model computationally tractable. In our initial attempts,
we tried to maintain the xy-dimension of the feature maps throughout the
network. However, especially the 3D convolution layers are very expensive in
both computation time and memory consumption, which made the training
very slow or even impossible with even relative shallow networks. To mitigate
this problem, we instead opt to quickly downsample the feature maps with
pooling layers and then upsample them at the end of the network to match
the original size. The intuitive picture is that the information in the input
AFM image is encoded into an abstract representation that is then decoded
into the desired descriptors.
All of the models used here are fully-convolutional neural networks. We use
three models for three different learning tasks: firstly, the DSH (Disks-Spheres-
Height) model for simultaneously predicting the Atomic Disks, vdW-Spheres, and
Height Map descriptors, secondly, the ES (ElectroStatics) model for simultaneously
predicting the Electrostatic Map and the Height Map, and lastly, the xyz model for
predicting the xyz descriptor. See Fig. 12 for illustrations of the model structures.
The models are implemented in Keras [45] with TensorFlow [46] backend.
The DSH and ES models have an encoder-decoder type architecture. Tables 2
and 3 lists all the layers of these networks. The encoder and decoder parts are the
same for both models. The major differences are in the number of input and output
branches and the layers in the latent space parts of the models.
The encoder consists of three 3D convolution layers with increasing number of
filters from 4 to 8 to 16. Each 3D convolution is followed by an average pooling
layer with kernel size 2× 2× 2, except the last one, which has kernel size 2× 2× 1.
We found not reducing the size in the z-direction in the last pooling layer to yield
better performance, possibly because reducing the size too much would result in an
informational bottleneck. Both average and max pooling were tried, but we found
average pooling to work better. The stride for all pooling layers is equal to the
kernel size so that the pooling operations are non-overlapping.
In the decoder the feature maps are up-sampled in three stages mirroring the
down-sampling stages. Each up-sampling stage consists of a nearest neighbour in-
terpolation followed by a pair of 2D convolutions with 16 filters. We also tried
transposed convolutions for the up-sampling operation. The transposed convolu-
tion, also known as deconvolution, in a sense reverses the effect of a regular con-
volution [47]. However, we found the output from the model to contain patterned
artefacts, which are a known to be a problem with transposed convolutions [48].
All the convolutional layers except the output layers use a LeakyReLU0.1 acti-
vation. We tried using ReLU activations, but this resulted in many layers having
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(a) DSH model
(b) ES model
(c) xyz model
3D Conv + LeakyReLU
Avg Pool
2D Conv
2D Conv + LeakyReLU
2D Conv + ReLU
2D Conv + Softmax
NN upsample
Figure 12: Schematic illustrations of the model architectures. The forward direction
is from left to right. The sizes of the layers represent the relative size of the feature
maps. Not to scale.
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Table 2: DSH model architecture. The factors in parentheses denote parallel layers
for separate output branches. The total number of parameters is 122,811.
Layer type Output dimension Kernel size Activation Parameters
0 Input 128× 128× 10× 1 - - -
1 3D conv 128× 128× 10× 4 3× 3× 3 LeakyReLU0.1 112
2 Avg pool 64× 64× 5× 4 2× 2× 2 - -
3 3D conv 64× 64× 2× 8 3× 3× 3 LeakyReLU0.1 872
4 Avg pool 32× 32× 2× 8 2× 2× 2 - -
5 3D conv 32× 32× 2× 16 3× 3× 3 LeakyReLU0.1 3472
6 Avg pool 16× 16× 2× 16 2× 2× 1 - -
7 Reshape to 2D 16× 16× 32 - - -
8 2D conv 16× 16× 64 3× 3 LeakyReLU0.1 18496
9 2D conv 16× 16× 64 3× 3 LeakyReLU0.1 36928
10 NN-upsample 32× 32× 64(×3) - - -
11 2D conv 32× 32× 16(×3) 3× 3 LeakyReLU0.1 9232(×3)
12 2D conv 32× 32× 16(×3) 3× 3 LeakyReLU0.1 2320(×3)
13 NN-upsample 64× 64× 16(×3) - - -
14 2D conv 64× 64× 16(×3) 3× 3 LeakyReLU0.1 2320(×3)
15 2D conv 64× 64× 16(×3) 3× 3 LeakyReLU0.1 2320(×3)
16 NN-upsample 128× 128× 16(×3) - - -
17 2D conv 128× 128× 16(×3) 3× 3 LeakyReLU0.1 2320(×3)
18 2D conv 128× 128× 16(×3) 3× 3 LeakyReLU0.1 2320(×3)
19 2D conv 128× 128× 1(×3) 3× 3 None/ReLU/ReLU 145(×3)
Table 3: ES model architecture. The factors in parentheses denote parallel layers
for separate input/output branches. The total number of parameters is 169,970
Layer type Output dimension Kernel size Activation Parameters
0 Input 128× 128× 10× 1(×2) - - -
1 3D conv 128× 128× 10× 4(×2) 3× 3× 3 LeakyReLU0.1 112(×2)
2 Avg pool 64× 64× 5× 4(×2) 2× 2× 2 - -
3 3D conv 64× 64× 2× 8(×2) 3× 3× 3 LeakyReLU0.1 872(×2)
4 Avg pool 32× 32× 2× 8(×2) 2× 2× 2 - -
5 3D conv 32× 32× 2× 16(×2) 3× 3× 3 LeakyReLU0.1 3472(×2)
6 Avg pool 16× 16× 2× 16(×2) 2× 2× 1 - -
7 Reshape to 2D 16× 16× 32(×2) - - -
8 2D conv 16× 16× 64(×2) 3× 3 LeakyReLU0.1 18496(×2)
9 Concatenate 16× 16× 128 - - -
10 2D conv 16× 16× 64 1× 1 LeakyReLU0.1 8256
11 2D conv 16× 16× 64 3× 3 LeakyReLU0.1 36928
12 2D conv 16× 16× 64 3× 3 LeakyReLU0.1 36928
13 NN-upsample 32× 32× 64(×2) - - -
14 2D conv 32× 32× 16(×2) 3× 3 LeakyReLU0.1 9232(×2)
15 2D conv 32× 32× 16(×2) 3× 3 LeakyReLU0.1 2320(×2)
16 NN-upsample 64× 64× 16(×2) - - -
17 2D conv 64× 64× 16(×2) 3× 3 LeakyReLU0.1 2320(×2)
18 2D conv 64× 64× 16(×2) 3× 3 LeakyReLU0.1 2320(×2)
19 NN-upsample 128× 128× 16(×2) - - -
20 2D conv 128× 128× 16(×2) 3× 3 LeakyReLU0.1 2320(×2)
21 2D conv 128× 128× 16(×2) 3× 3 LeakyReLU0.1 2320(×2)
22 2D conv 128× 128× 1(×2) 3× 3 None/ReLU 145(×2)
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"dead" channels that have zero or very minimal noisy output, and we found that
LeakyReLU yielded better results in practice. All the convolutional layers have
reflective padding such that the size of the feature map is preserved. The stride
for all convolutional layers is 1 and the kernel size is 3× 3 for 2D convolutions and
3× 3× 3 for 3D convolutions unless otherwise noted.
The DSH model starts with the encoder, after which the 16-channel 3D feature
maps with 2 z-slices are reshaped into 32 channels of 2D feature maps. This is
followed by a pair of 2D convolutions with 64 filters. The small feature maps of
the latent space are then decoded in three separate branches of the decoder, each
with independent weights and outputting a different descriptor. At the end of each
decoder branch there is one more 2D convolution for reducing the channel size to
one. The vdW Spheres and Height Map branches end in ReLU activations, which is
a natural choice, since the output feature maps have zero-point at the cutoff height
and all the relevant features should be positive. However, the Atomic Disks branch
has no activation, because we found that with ReLU activations the model would
learn to predict only zeros. This is likely caused by the fact that the Atomic Disk
descriptor of most structures is quite sparse. Even an all-zero output has fairly low
loss, and the gradient of ReLU is zero on the negative side, so the weights never get
updated in favour of a non-zero prediction.
The ES model features two different input branches, each of which receive a
different channel of information on the imaged molecule structure. Each input
branch consist of the 3D encoder followed by a 2D convolution with 64 filters. The
two input branches are combined by concatenating the feature maps in the channel
dimension for a layer with a total of 128 channels. After the concatenation, there
is a 2D convolution layer with a 1 × 1 kernel. This has the function of reducing
the number of parameters and the computational cost of the following layer. The
rest of the model architecture is the same as in the DSH model except with two
decoder branches. The last layer in the branch for the Electrostatic Map prediction
has no activation function since the values can be both negative and positive, and
the Height Map prediction has a ReLU activation.
The two input branches of the ES model take as input AFM images imaged
with two differently functionalized tips, one with CO (negative), and one with Xe
(positive). The two differently charged tips present two different views of the same
system [49]. Since the different distortions in the images result explicitly from
the difference in electrostatic interaction, this should be very useful in helping the
model differentiate the effect of the electrostatic potential from other interactions.
We initially tried to predict the Electrostatic Map descriptor from just a single AFM
image with a CO-tip, using a model similar to the DSH model with two outputs,
but found that the results were not very accurate or reliable.
The loss functions for the DSH and ES models are weighted sums of the mean
squared losses of the output feature maps averaged over the pixels. The weights for
the DSH model are 20, 0.3, and 0.2 for Atomic Disks, vdW Spheres, and Height
Maps, respectively, and weights for the ES model are 1.0 and 0.1 for the Electrostatic
Map and Height Map, respectively. The weights are necessary for balancing the
contributions from each output to the total loss. The magnitudes of the losses are
different due to the different scales in the descriptors. The values for the weights
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Table 4: xyz model architecture. The factors in parentheses and the two parameter
numbers in the last layer denote parallel layers for separate output branches. The
total number of parameters is 560,941.
Layer type Output dimension Kernel size Activation Parameters
0 Input 128× 128× 10× 1 - - -
1 3D conv 128× 128× 10× 4 3× 3× 3 LeakyReLU0.1 112
2 Avg pool 64× 64× 5× 4 2× 2× 2 - -
3 3D conv 64× 64× 2× 8 3× 3× 3 LeakyReLU0.1 872
4 Avg pool 32× 32× 2× 8 2× 2× 2 - -
5 3D conv 32× 32× 2× 16 3× 3× 3 LeakyReLU0.1 3472
6 Avg pool 16× 16× 2× 16 2× 2× 1 - -
7 Reshape to 2D 16× 16× 32 - - -
8 2D conv 16× 16× 128 3× 3 LeakyReLU0.1 36992
9 2D conv 16× 16× 128 3× 3 LeakyReLU0.1 147584
10 2D conv 16× 16× 128 3× 3 LeakyReLU0.1 147584
11 2D conv 16× 16× 64(×2) 3× 3 LeakyReLU0.1 73792(×2)
12 2D conv 16× 16× 64(×2) 3× 3 LeakyReLU0.1 36928(×2)
13 2D conv 16× 16× (3/2) 3× 3 None/Softmax 1731/1154
were found through empirical testing, trying to balance the importance of each
output.
The details for the layers of the xyz model are listed in Table 4. The model
starts with the encoder as in the other models, but lacks the decoder part, since
the grid of the xyz descriptor is in the coarse resolution of the latent space. The
decoder is followed by three 2D convolutions with 128 filters. After this the network
splits into two branches, one for the classification task and one for the regression
task. Both branches have two 2D convolutions with 64 filters and one more 2D
convolution with 2 filters and Softmax activation in the classification branch and 3
filters with no activation in the regression branch.
The loss function for the xyz model is considerably more complicated than with
the other two models. The loss for the classification task is Focal Loss [50], which
is a modified version of cross-entropy:
FL(p, t) = −
Ngrid∑
i=1
Nclass∑
j=1
αi(1− pij)γtij log(pij), (26)
where p is the prediction, t is the ground truth, Ngrid is the number of grid points,
Nclass = 2 is the number of classes, γ is a hyperparameter and
αi =
{
αn if ti1 = 0 (background)
1− αn if ti1 = 1 (atom),
(27)
where αn is another hyperparameter. The ground truth vectors for each grid posi-
tion are one-hot encoded, meaning that the value at the position of the true class
is equal to 1 and the values for the other classes are 0. The atom class corresponds
to j = 1 and the background class corresponds to j = 2. This means that the
second sum in Eq. (26) picks out the loss only for the correct class at each position.
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The role of the factor γ is to make the loss focus more on those predictions that
are the most wrong, i.e., (1 − pij) close to 1. Larger values of γ lead to stronger
focus. The parameter αn serves to bias the loss more towards the positive exam-
ples (atom) than the negative ones (background). Considering that the grid size is
16× 16 = 256 and typically less than 10 atoms are present in an image, there is a
large class imbalance. The biasing factor αn helps to balance the loss.
The loss on the position prediction is mean squared distance with an additional
factor for discounting predictions on lower lying atoms
PL(r, q) =
1
Np
Ngrid∑
i=1
diti1[(rix − qix)2 + (riy − qiy)2 + (riz − qiz)2], (28)
where r are the predicted position off-sets, q are the true position off-sets, Np =∑
i ti1 is the true number of atoms assigned to the grid, and
di = 1− qiz
2zmin
, (29)
where zmin = −0.7Å is the cut-off height for the atoms. We only train on examples
where Np > 0. In Eq. (28) the factor ti1 ensures that the loss is summed only over
those positions where there is a reference atom position. The motivation for the
scaling factor di is to penalize the model less for incorrectly predicting the position
of those atoms which are less visible. There is naturally more uncertainty in the
locations of those atoms due to noise and low signal level.
The losses for the classification and position prediction are combined to a total
loss as
J(p, t, r, q) = FL(p, t) + βPLPL(r, q), (30)
where βPL is a hyperparameter for balancing the two loss terms. We set the hy-
perparameter values to γ = 1.25, αn = 0.30, and βPL = 0.15. The values for αn
and βPL were found through iterative testing, using intuition and trying to reach
balanced behaviour of the model. The best value for γ was found by testing the
model performance for the values γ ∈ {1.0, 1.25, 1.5, 1.75, 2.0} while holding the
other hyperparameters constant. The search is not meant to be exhaustive, as the
problem of optimizing costly functions is in general a difficult one and beyond the
scope of this thesis.
The performance of the xyz model can be evaluated by methods other than the
loss function. The figures of merit for the classification task are the precision and
recall,
Precision =
TP
TP + FP
, (31)
Recall =
TP
TP + FN
, (32)
where TP = True Positive is the number of positive examples correctly classified,
and FN = False Negative and FP = False Positive are the number of positive and
negative examples, respectively, incorrectly classified. The precision measures how
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a) b)
Figure 13: Example of the effect of non-maximum suppression. The prediction
in a) has overlapping atoms, which have been removed in b). The sizes of the
circles denote the depth of the atoms, and the transparency of the circles denote
the confidence levels.
often the predicted atoms from the model are truly there, and the recall measures
how often the atoms that should have been found were found. In a good model, these
two values should be reasonably balanced. It should be noted that the classification
accuracy of the model is not a good measure of its performance due to the imbalance
in class distribution. For example, even if the model always predicted background,
the accuracy would still be over 95%, because more than 95% of the grid positions
are in the class background.
If the true position of an atom is close to the border between boxes of the
grid, the xyz model often tries to predict that atom from multiple boxes. In those
cases, the prediction can contain multiple predicted atoms on top of each other. We
can remove those atoms systematically by suppressing predictions that are closer
than some distance Rnms to each other such that the predicted atoms with lower
confidence levels are removed. This idea of non-maximum suppression has been
used in the bounding box problem as well [16]. An example of this is shown in
Fig. 13. In principle, two atoms should never be closer than 0.74Å, the length
of the H-H bond [51], but due to uncertainty in the position prediction, we set
Rnms = 0.5Å by default. However, since this is a post-processing step, the value
could be adjusted freely to find the best value for each prediction using physical
intuition.
With all models, the optimizer for gradient descent is the Adaptive Moment
Estimation (Adam) [52] optimizer. We set the learning rate to 0.001, set the decay
to 10−5, and use the default values of β1 = 0.9 and β2 = 0.999 for the moment
decay parameters.
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Figure 14: Illustration of preprocessing steps on simulated AFM stacks. Top: scan-
ning height randomization. Bottom left: A simulated AFM image before the pre-
processing steps. Bottom right: The same image processed with normalization,
noise, pixel shift, and cutouts. See text for explanations.
3.4 Data processing and regularization
In the simulations the equilibrium tilt of the probe particle on the tip is varied
randomly within a circle of radius 1.0Å. This reflects the asymmetric adsorption of
the particle functionalizing the tip that is typical in experiments. After the AFM
image is obtained from the simulation, the image stack is processed in several ways
for regularization and improved training. Figure 14 illustrates the effects of the
pre-processing steps. The pre-processing steps in the order they are applied are
1. Scan height randomization. During experiments, the distance between
the tip and the sample often cannot be known accurately, and there may be
some variation in the heights where the image stack is obtained. To make the
model insensitive to such variations, we randomize the AFM stack heights
as a pre-processing step. The simulation scan always contains 20 slices at
predetermined distances from the closest atom in the scan. From these 20
slices we first choose randomly a continuous stack of 15 z-slices to reflect
possible variations in the tip-sample distance, and from these 15 we then
choose randomly 10 to reflect lost scanning heights. The first step ensures
that there are not too big jumps between adjacent heights in the final stack.
2. Normalization. Each height slice in the AFM stack is normalized by sub-
tracting the mean and dividing by the sample standard deviation of the slice.
Normalizing inputs has been generally found to be essential in many machine
learning applications.
3. Random noise. Uniform random noise in range [−Az, Az] is added to each
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voxel of the image. The amplitude is
Az = 0.5c(vmax − vmin), (33)
where c = 0.1, and vmin/max are the minimum and maximum pixel values in
the corresponding z-slice. The value of c was chosen to visually reflect the
degree of noise that is present in experimental AFM images.
4. Random pixel shifts. Each z-slice is randomly shifted by at most three
pixels in the x- and y-directions. During experiments, it is common for there
to be a slight drift in the xy-plane between the scanning of different heights.
For this reason, the different slices need to be aligned before giving them as
an input to the deep learning model, but the alignment process in not always
accurate.
5. Cutouts. Random rectangular regions in each slice are cut out by setting
them to zero. This kind of regularization method has been shown to improve
the performance of CNNs in image classification tasks [53, 54]. Additionally,
the cutouts bear resemblance to the kind of elongated artefacts, which are
sometimes observed in experimental AFM images.
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4 Results
The models are trained on a dual-GPU setup, where one GPU produces the simu-
lated AFM training data and the other trains the CNN model weights. The training
of one model takes roughly two days on a pair of Nvidia Tesla V100 GPUs. We train
the models on two datasets containing molecules with different elements, as shown
Table 5: The number of molecules used in the training, validation, and test sets
of the two datasets used to train and evaluate the models. See Table 1 for more
details on the datasets.
Dataset 1 Dataset 2
Molecule set Train Validation Test Train Validation Test
Light set 5000 1500 2500 3500 900 1200
Heavy set 0 0 0 2500 600 1200
Total 5000 1500 2500 6000 1500 2400
a) b)
c)
Figure 15: The training and validation losses of the models as functions of the
number of training epochs on the two datasets for a) the DSH model, b) the ES
model, and c) the xyz model.
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Table 6: Losses on the training, validation, and test sets for all the models after the
last epoch.
Dataset 1 Dataset 2
Model Train Validation Test Train Validation Test
DSH model 1.95× 10−3 1.90× 10−3 1.92× 10−3 2.32× 10−3 2.51× 10−3 2.59× 10−3
ES model 3.41× 10−4 3.40× 10−4 3.40× 10−4 4.15× 10−4 4.13× 10−4 4.26× 10−4
xyz model 4.43× 10−3 4.72× 10−3 4.72× 10−3 5.87× 10−3 6.10× 10−3 6.58× 10−3
in Table 5. Dataset 1 contains only light elements and dataset 2 is extended to
additionally contain molecules with heavier elements. For the DSH and ES models
we use 20 rotations per molecule and for the xyz model we use 30 rotations per
molecule.
Figure 15 shows the training curves for all the models and Table 6 lists the final
losses on both datasets. The loss is not significantly improving at around 50 epochs,
where we choose to stop the training. A comparison of the training and validation
losses suggests that there is a slight overfit on dataset 2 for the DSH model and on
both dataset for the xyz model. The loss is higher on dataset 2 than dataset 1 for
all models. This is likely in part due to larger variation of structures in dataset 2,
and partially due to the molecules being on average larger and thus having more
atoms present in the descriptors in dataset 2. More detailed results for each model
are presented in the following sections.
4.1 DSH model
Figure 16 shows a few comparisons between reference solutions and predictions from
the DSH model on simulated AFM images of molecules from the test sets. The
predictions in Figs. 16a, 16b, and 16c represent the worst-, an average-, and the
best-case predictions from the model based on the value of the loss function. Even
in the worst case the model is accurate in locating where in the plane of the image
the relevant features are. In this case, likely a mischaracterization of the bromine,
which is quite rare in the training set, causes the model to misjudge the relative
depths of some of the other atoms. Generally speaking, top-most atoms are clearly
distinguishable, but the lower lying atoms appear more unclear and the prediction
is generally more blurred than the reference. The prediction in Fig. 16d showcases
an interesting scenario where our method presents its utility. Even an expert in
the field would have very hard time correctly interpreting the AFM image, but the
prediction, although somewhat blurred, clearly shows the carbon ring structure of
the molecule.
Directly evaluating the performance of the models on experimental data is not
yet possible, since the correct solution is not known a priori. What we do instead,
is to make predictions on experimental data of a known molecule and compare the
predictions with those from simulations, attempting to find a match. We do sim-
ulations of several hundred uniformly distributed rotations of the known molecule
and match each experimental image to one of the simulated configurations by find-
ing the pairing with highest cross-correlation between the predicted vdW Spheres
descriptors. The advantage of comparing the predicted descriptors instead of the
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Figure 16: Four example predictions of the Atomic Disk, vdW Spheres, and Height
Map descriptors on simulated data with the DSH model. The loss function is
decreasing from a) to c).
AFM images is that the descriptor is not dependent on the exact scanning heights
of the AFM image stack and it should be robust against some of the noise that is
present in the experiments.
We have experimental AFM data of 1S-camphor imaged on a Cu(111) surface
in several configurations. Figure 17 shows the predictions of the vdW-Spheres de-
scriptor on the experimental data along with the matching predictions from the
simulations. The predictions on the experimental data show some scattered arte-
facts around the main atomic features, but otherwise the match with the predictions
from the simulated data is qualitatively good. A qualitative comparison of the AFM
images also confirms the plausibility of the configurations at least in the first four ex-
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Figure 17: Matching between experimental and simulated AFM images of 1S-
camphor. Each row corresponds to one experimental configuration. Columns a,
b, and c show the experimental AFM images at far, middle, and close distance, re-
spectively, and similarly, columns g, h, and i show the simulated AFM images. Only
three out of the ten total slices fed to the model are shown. Columns d and e shown
the predicted vdW Spheres descriptors for the experiment and simulation, respec-
tively. Column f shows the molecular geometries corresponding to the simulations.
Also published in a preprint in Ref. [55].
periments. In the fifth experiment some of the features present in the experimental
AFM image are clearly absent in the simulated one. See discussion in Sec. 5.
4.2 ES model
The performance of the ES model on simulated data is generally very good. Figure
18a shows an example prediction that represents a roughly average performance.
The accuracy of the Height Map is very good, with only some details in the deeper
region being slightly blurry, similar to the DSH model. The accuracy of the Elec-
trostatic Map is similarly good, qualitatively capturing very well the differences
between regions of positive and negative charge and being almost spot-on every-
where except in the deepest parts. The prediction in Fig. 18b is the prediction with
the highest loss in the test set of dataset 1. The high loss in this example is caused
by the model incorrectly predicting the features that are located deeper in the scan-
ning direction. However, even in this case, the prediction of the Electrostatic Map
is qualitatively quite good, since the sign of the charge is correctly predicted in most
parts of the image, although sometimes at the wrong absolute value.
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Figure 18: Two example predictions of the Electrostatic Map and Height Map
descriptors from the ES model on simulated AFM images. The predictions represent
roughly average and worst-case performance of the model.
It should be noted that there is an experimental challenge here. In the simu-
lations, we are free to assume that the system imaged with the two different tips
remains in exactly the same configuration and alignment. This is not a trivial thing
to achieve in a real-world experiment. As such, we do not currently have the data
to evaluate the model performance on experiments.
4.3 xyz model
The xyz model reaches quite a good level of performance on the simulated data.
The model generally finds most of the top atoms with high degree of accuracy and
there is generally more uncertainty in the deeper atoms as shown in the example
prediction in Fig. 19a. In this prediction, one of the deeper atoms is missed and
there are small errors in the positions. The predictions are sometimes more chaotic,
as shown in Fig. 19b, where again some of the deeper atoms are missed and there
are some false predictions. The false positives often make it difficult to distinguish
the correct predictions. Interestingly, though, the model seems to be predicting the
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Figure 19: Two example predictions from the xyz model on simulated AFM images.
The sizes and transparency of the circles denote the relative depths and confidence
levels, respectively. The confidence level threshold for showing the atoms is 0.5.
a) b)
c) d)
Figure 20: Statistics on the predictions from the xyz model on simulations. a,b)
Confusion matrices for the classification task in the xyz descriptor at 0.5 confidence
level for a) dataset 1 and b) dataset 2. The values are normalized by dividing the
number of instance (in parentheses) by the total number of instances of the corre-
sponding true class. c) Precision and recall at different confidence level thresholds.
The points denoted by red dots correspond to a confidence level of 0.5. d) His-
tograms of the L2 error in the position prediction task in the xyz descriptor.
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position of the sulfur atom which is not present in the reference for being too deep.
This indicates that it could be useful to take into account the effective size of the
atoms when making the reference descriptors during training.
The accuracy of the xyz model on the simulations can also be measured quanti-
tatively by statistics on the classification and regression tasks. Figures 20a and 20b
show the confusion matrices for the classification task for the two datasets. Most
of the predictions go to the background class, as would be expected from the class
distribution. Most of the atom-class boxes are also correctly classified, and the false
positives and false negatives are roughly evenly distributed. The rates are slightly
better on dataset 1 than dataset 2. This is also seen in the precision-recall curve in
Fig. 20c, where the curve for dataset 1 captures slightly more area under the curve.
At 0.5 confidence level, the precision and recall for dataset 1 are 0.842 and 0.859,
and for dataset 2 are 0.795 and 0.823, respectively. The histograms of the errors in
the position prediction in Fig. 20d show that the locations of the atoms are mostly
predicted quite accurately. The tail of the distribution is slightly thicker for dataset
2. The mean error and 90th percentile error for dataset 1 are 0.124Å and 0.278Å,
and for dataset 2 are 0.151Å and 0.344Å, respectively. Since the model does not
restrict the position prediction by the box size, there are a few outliers that are off
by several ångströms.
As with the DSH model, the accuracy of the xyz model on experimental data is
hard to gauge reliably. However, we can compare the predictions for the 1S-camphor
data to those obtained from the DSH model to see if they are consistent with one
another. Figure 21 shows the predictions on the same data as in Fig. 17 at select
confidence level thresholds. The highest confidence levels have been selected such
that only a few of the highest-confidence atom predictions are shown and the lower-
threshold predictions show additionally some of the atoms with lower confidence
level. The prediction on experiments 3 looks similar to the prediction from the
DSH model with two distinct atoms at the top, except that the atoms are for some
reason shifted slightly to the down and left in the xyz prediction. The prediction on
experiment 5 is also similar if the down-left atom is neglected in the xyz prediction.
The predictions do not seem very informative on the remaining experiments, where
only a single atom is predicted at confidence level significantly above the rest, and
the atoms of lower confidence level are not very distinctive and do not seem to
correspond to anything in the predictions from the DSH model.
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Figure 21: Predictions of the xyz descriptor on experimental data of 1S-camphor.
Each row corresponds to one experiment, same as in Fig. 17. Each predictions is
shown at three different confidence level thresholds. The sizes and transparency of
the circles denote the relative depths and confidence levels, respectively. On the
right are columns b and d from Fig. 17 for reference.
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5 Discussion and summary
The overall performance of the models on the simulated data was very good. Due to
the nature of the AFM imaging process, there was more uncertainty in predictions of
the deeper features, but the models in most cases captured the most important fea-
tures that were to be predicted. Experimental validation was not as straightforward
since the correctness of the predictions could not be verified directly. However, the
relatively good match between both the predicted descriptors from the DSH model
and the corresponding AFM images gives some grounds for confidence in extending
the method outside just simulations. The purpose of this was to show an exam-
ple application for the method and to show that the model can predict something
sensible even with experimental data on 3D molecules. Validation on experimental
data proved more difficult for the other two models. Firstly, the performance of
the ES model could not be experimentally verified due to lack of compatible data.
Secondly, despite the relatively good result on simulations, the predictions from the
xyz model on experiments did not seem very consistent. Further analysis is required
to discover where the discrepancy originates from.
Since the models are trained on simulated data, a natural concern is the accuracy
of the simulation. Qualitatively, the Probe Particle Model reproduces well the most
distinct features observed in experimental AFM images. However, one important
aspect that it does not model, is the movement of the imaged molecule during the
scanning process. The molecule could shift laterally on the surface, rotate, or bend
slightly when the AFM tip approaches. Likely some of the artefacts we observed
in the experimental images here were caused by such mechanical relaxations of
the imaged molecule, e.g., panel 5c in Fig. 17. The simulation model also has
several parameters that have to be adjusted to match any given experimental setup.
We tried to make the deep learning models somewhat resistant to some of these
changes by randomly varying some of the scanning parameters when generating
and processing the training samples.
Considering the good performance on the simulated data, the models seem quite
well suited to the prediction tasks. However there are some aspects that could be
improved. The first shortcoming is that we cannot differentiate between atomic
species. The Electrostatic Map is already a step towards identifying features be-
yond just the spatial structure of the molecules. The electrostatic potential can be
connected to probable functional groups identifiable by patterns in the potential.
One could go further and divide the predicted descriptors based on the elemen-
tal number or some other grouping of the atoms. This would fit naturally to the
xyz descriptor, where the atom class could be divided into further subclasses. This
could be aided by using more input channels in the model. We already saw with the
ES model that having the same system imaged with two differently functionalized
tips helps the accuracy of the prediction. Adding more channels with yet other tip
functionalizations or other SPM imaging methods could help in further increasing
the accuracy of the predictions.
Secondly, the currently used models are not necessarily very well optimized.
There are several hyper-parameters to be optimized in all of the models, including
the size and number of filters in each layer, and in the case of the xyz model, the loss
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function has hyper-parameters as well. Since the training of a model takes roughly
two days, optimizing the hyper-parameters is very challenging.
Thirdly, the DSH and ES models are of the encoder-decoder-CNN type, but
they lack one property that the encoder-decoder CNNs typically have, namely skip
connections between the encoder and the decoder [14, 15]. Typically the feature
map sizes mirror each other in the encoder and decoder, such that the matching
levels can be connected together. This allows the passing of gradients to early layers
of the network more effectively and helps the decoder in "remembering" the more
finely grained features in the original image that could be lost in the low-resolution
feature maps of the latent space. We have so far opted not to use skip connections,
because the feature maps in the encoder part of our models are 3D, but the feature
maps in the decoder are 2D, and the number of filters do not match either. In
order to implement the skip connections we would have to transform the 3D feature
maps into 2D feature maps. One possibility would be to flatten the 3D feature
maps in the z direction with a 1× 1 convolution kernel and append the them to the
corresponding channel dimension in the decoder layers.
Finally, while our descriptors represent physical properties of the imaged sys-
tem, the models themselves do not know any physics explicitly. In a way this an
advantage of ANNs: they can learn the required knowledge from the data. How-
ever, inserting domain knowledge into either the model or the optimization process
could prove useful. For example, the vdW Spheres and Atomic Disks descriptors
consist of spherical caps and conically decaying disks, but the model is in no way
constrained to predict only spherical caps or conically decaying disks, and indeed,
it often predicts blurry images where some of the features are fused together. One
could imagine modifying the loss function in such a way that the model would be
"encouraged" to predict the correct kind of features. In the xyz model we have the
additional benefit of actually knowing the exact coordinates of the predicted atoms.
These coordinates could be used, for example, to penalize predictions of atoms that
are too close on a physical basis. If combined with the knowledge of the atomic
elements, more complicated relations between the predicted coordinates could be
formed using physical principles.
In summary, we designed CNN models for predicting intuitive descriptors of
atomic geometries from AFM images. The models were trained on simulated images
and evaluated both on simulated and experimental images. The performance on the
simulated images was found to be very good in general. On experimental data, one
of the models produced predictions such that the experiments could be matched
with simulated images in an automated way. However, on the other models, the
predictions either did not seem generally very sensible or experimental validation
could not be done. Despite the current challenges, the work in this thesis presents
promising first steps towards what could be a powerful technique in investigating
molecular systems that were previously out of reach.
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