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Abstract
Let G = (X, Y,E) be a bipartite multigraph. Let µ = (µ1, . . . , µs) be a partition of |E|. A µ-coloring
for G is a proper edge coloring (U1, . . . , Us), such that |Ui | = µi , i = 1, . . . , s. Let ρX be the partition
of |E| whose terms are the degrees of the vertices of X arranged in non-increasing order and let ρ′
X
be its
conjugate partition. A necessary condition for the existence of a ρ′
X
-coloring for G is proved.
An application of this necessary condition to the study of the orthogonality of critical symmetrized
decomposable tensors is presented. As a consequence, a lower bound for the orthogonal dimension of any
critical orbital set is computed.
Finally, a conjecture about the non-orthogonality of a class of critical symmetrized decomposable tensors
associated with square partitions, which is equivalent to a conjecture of Huang and Rota on Latin squares,
is established.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The study of symmetry classes of tensors, Vλ(H) ⊆⊗m V (where V is a complex inner
product space, H is a subgroup of Sm and λ is an irreducible character of H ) requires extensive
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use of basesB = {e∗α : α ∈ },  ⊆ m,n, of Vλ(H), induced by orthonormal bases (e1, . . . , en)
ofV . It is well known that ifλ is linear, i.e.,λ(id) = 1, these bases are orthogonal with respect to the
induced inner product. Then, it is natural to consider the problem of describing those irreducible
characters that share this property with the linear characters, i.e., to find the set of the characters
λ for which there exists an orthogonal basis B = {e∗α : α ∈ } of Vλ(H) (o.b.-characters). This
problem was first raised by Marcus and Chollet in [8]. Since the publication of [8], several
authors considered this issue and gave partial answers to it. They used essentially the following
two strategies: (1) Characterization of the subgroups of Sm whose irreducible characters are all
o.b.-characters; (2) Characterization of the orbital subspaces 〈e∗ασ : σ ∈ H 〉 where the induced
bases B have an “orthogonal restriction”, i.e., the set 〈e∗ασ : σ ∈ H 〉 ∩B is orthogonal.
Within the first approach, a list of groups whose irreducible characters are all o.b.-characters is
already known. See, for instance [3,5,12]. The second approach is based on the fact that an induced
basis B is orthogonal if and only if the restrictions 〈e∗ασ : σ ∈ H 〉 ∩B are orthogonal sets, for
all orbital subspaces. Within the second approach, several authors [1,2,4,11] exhibited irreduc-
ible characters λ and orbital subspaces of Vλ(H) where the induced bases have no orthogonal
restrictions. From this, they concluded that those λ are not o.b.-characters.
We have established in [2] a combinatorial necessary and sufficient condition for the orthogo-
nality of the elements of the critical orbital sets {e∗ασ : σ ∈ Sm} of Vλ(Sm), when λ is associated
with partitions whose Young diagram does not contain [3, 3, 2]. The orthogonal dimension of an
orbital set was defined as the maximum cardinality of its orthogonal subsets. The tools of graph
theory have played a major role, since a bipartite multigraph Gα,β was assigned to each pair α,
β of congruent elements of m,n, and, for a subclass of irreducible characters, it was proved that
(e∗α, e∗β) = 0 if and only if Gα,β has no complete matching. A careful choice of subsets of the
vertices of Gα,β that violate the conditions of the Marriage Theorem of Hall for the existence of
a complete matching on a bipartite graph, allowed the computation of the orthogonal dimension
of a class of critical orbital sets.
In this article, we establish new combinatorial conditions for the orthogonality of the elements
of the critical orbital sets of a symmetry class of tensors associated with an arbitrary irreducible
character of Sm.
In Section 3, we state a necessary condition for the existence of a ρ′(X)-coloring for a bipartite
multigraph G = (X, Y,E).
In Section 4, we prove that the non-existence of a ρ′(X)-coloring for Gα,β is a sufficient
condition for the orthogonality of the pair e∗α, e∗β . By identifying a class of partial multigraphs
of Gα,β which violate the above mentioned condition, an algorithm for the construction of an
orthogonal subset of {e∗ασ : σ ∈ Sm} is proved, and so a lower bound for the orthogonal dimension
of the critical orbital sets is obtained.
Finally, in Section 5, some connections between these problems and the theory of Latin squares
are established, namely a conjecture on the non-orthogonality of certain pairs of tensors which is
equivalent to a conjecture made by Huang and Rota in [6].
2. Notation and background
2.1. Partitions
A partition of m is a non-increasing finite sequence of nonnegative integers whose sum is
m. The nonzero terms of a partition are called parts. The length of a partition is the number of
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its parts. A subsequence of λ with k parts all equal to i is also denoted by ik . Sometimes it is
convenient to use a notation, which indicates the number of times each integer occurs as a part:
λ = (1m1 2m2 . . . rmr . . .) (1)
means that exactly mi of the parts of λ are equal to i. This notation will be called exponential
notation for λ.
If λ=(λ1, . . . , λt ) is a partition of m, from now on we fix λl =0, for l >t . For λ=(λ1, . . . , λt ),
let
λ′i =
∣∣{j ∈ {1, . . . , t} : λj  i}∣∣ i = 1, . . . , λ1.
The sequence λ′ := (λ′1, . . . , λ′λ1) is a partition of m, called conjugate partition of λ.
A partition λ = (λ1, . . . , λt ) is usually represented by a collection of m boxes arranged in t
rows such that, for every i = 1, . . . , t , the number of boxes of row i is equal to λi . This collection
is called Young diagram associated with λ and denoted by [λ], e.g.,
[(4, 3, 2, 2)] =
Let λ and µ be partitions. We say that [λ] contains [µ] if λi  µi , for all i.
A Young tableau tλ with shape [λ] (sometimes called a λ-tableau for short) arises from [λ] by
filling the boxes of [λ] with all the elements of the set {1, . . . , m}, e.g.,
t (4,3,2,2) =
1 8 9 2
3 5 11
7 10
4 6
A generalized Young tableau T λ with shape [λ] arises from [λ] by filling the boxes of [λ] with
elements of the set {1, . . . , m}, e.g.,
T (4,3,2,2) =
1 3 9 2
4 5 4
1 2
2 6
In the set of the partitions of m we consider the dominance partial ordering. Let λ and µ be
partitions of m. We say that µ dominates λ, denoting λ  µ, if
λ1 + λ2 + · · · + λi  µ1 + µ2 + · · · + µi for all i.
Proposition 2.1 [7]. Let γ and ψ be partitions of the same integer m. Then
γ  ψ if and only if ψ ′  γ ′.
Lemma 2.1 [7]. Let γ and ψ be partitions of the same integer m. Let tγ be a γ -tableau. Then
γ  ψ
if and only if there exists a ψ-tableau tψ such that any two elements which occur in tγ in the same
row, occur in tψ in different columns.
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2.2. Symmetry classes of tensors
Let H be a subgroup of Sm, the full symmetric group of degree m, and λ a complex irreducible
character of H . Let V be an n-dimensional inner product space over C. The mth tensor power of
V is denoted by
⊗m
V . For every σ ∈ Sm, P(σ) denotes the linear operator of⊗m V satisfying
P(σ)(v1 ⊗ · · · ⊗ vm) = vσ−1(1) ⊗ · · · ⊗ vσ−1(m), v1, . . . , vm ∈ V.
The linear operators of
⊗m
V belonging to the linear closure of {P(σ) : σ ∈ Sm} are called
symmetrizers. The symmetrizer
T (H, λ) := λ(id)|H |
∑
σ∈H
λ(σ)P (σ),
(|H | denotes the cardinality of H and id the identity of H ) is said to be associated with the
character λ. The range of T (H, λ)
Vλ(H) :=T (H, λ)
( m⊗
V
)
is called the symmetry class of tensors associated with λ. The elements of Vλ(H) of the form
T (H, λ)(v1 ⊗ · · · ⊗ vm) :=v1 ∗ · · · ∗ vm, v1, . . . , vm ∈ V
are called decomposable elements of Vλ(H).
The set of the mappings from {1, . . . , m} to {1, . . . , n} is denoted m,n. A mapping α ∈ m,n
is identified with the sequence (α(1), . . . , α(m)).
Let (e1, . . . , en) be a basis of V . We denote e⊗α :=eα(1) ⊗ · · · ⊗ eα(m) and e∗α :=eα(1) ∗ · · · ∗
eα(m). The set {e⊗α : α ∈ m,n} is a basis of
⊗m
V . Therefore {e∗α : α ∈ m,n} spans the symmetry
class of tensors Vλ(H).
We assume
⊗m
V equipped with the inner product (·, ·) induced by the inner product of V . For
the study of the orthogonality of bases of Vλ(H), extracted from the spanning set {e∗α : α ∈ m,n},
we consider the right action of H on m,n
(α, σ ) 
→ ασ, α ∈ m,n, σ ∈ H
and write
α ∼ β (mod H) if there exists σ ∈ H such that α = βσ.
If α ∼ β (mod H), α and β are said to be congruent modulo H (briefly congruent). The equiva-
lence classes for this relation are called orbits. The system of representatives obtained by choosing
in each orbit the smallest element in the lexicographic order is denoted by . If H = Sm, then
 = Gm,n, the subset of the non-decreasing mappings. We use ¯ to denote the subset ¯ :={α ∈
 : e∗α /= 0}. It is well known (see [10]) that
Vλ(H) =
⊕
α∈¯
〈e∗ασ : σ ∈ H 〉. (2)
Therefore if, for each α ∈ ¯, Bα :={e∗ασ1 , . . . , e∗ασtα } is a basis of the orbital subspace
〈e∗ασ : σ ∈ H 〉,
extracted from the orbital set {e∗ασ : σ ∈ H }, then
B =
⋃
α∈¯
Bα (3)
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is a basis ofVλ(H) extracted from {e∗α : α ∈ m,n}. It is well known that, if the basis (e1, . . . , en) is
orthogonal, then the direct sum (2) is orthogonal. If, for eachα ∈ ¯, we can chooseBα orthogonal,
then the basis B is also orthogonal.
An orthogonal basis of Vλ(H) extracted from {e∗α : α ∈ m,n} will be called a special basis of
Vλ(H).
Marcus and Chollet considered in [8] the problem of finding conditions on λ that ensure the
existence of a special basis of Vλ(H). It is well known (see [10]) that if λ is a linear character then,
for every α ∈ ¯, dim〈e∗ασ : σ ∈ H 〉 = 1. Therefore, for symmetry classes of tensors associated
with these characters, we can find an orthogonal basisBα for each α ∈ ¯, thus a special basis of
Vλ(H).
If the degree of λ is greater than 1, then dim〈e∗ασ : σ ∈ H 〉  λ(id) > 1 and, in general, it is not
known which symmetry classes of tensors Vλ(H) have an orthogonal basisBα of 〈e∗ασ : σ ∈ H 〉
for every α ∈ ¯. Then, it is natural to ask about the maximum cardinality of the orthogonal subsets
of {e∗ασ : σ ∈ H }. This question leads us to consider the following definition.
Definition 2.1. Let {x1, . . . , xs} be a finite set of nonzero vectors of an inner product vector space.
The maximum cardinality of the orthogonal subsets of {x1, . . . , xs} is called the orthogonal dimen-
sion of {x1, . . . , xs}. We denote the orthogonal dimension of {x1, . . . , xs} by dim⊥{x1, . . . , xs}.
It is clear that there exists a special basis of Vλ(H) if and only if
dim〈e∗ασ : σ ∈ H 〉 = dim⊥{e∗ασ : σ ∈ H } for every α ∈ ¯.
In this article, we are interested in symmetry classes of tensors associated with irreducible
characters of the full symmetric group.
Since there is a “standard” one-to-one correspondence between the complex irreducible char-
acters of Sm and the partitions of m, we use the same symbol to denote an irreducible character
of Sm and its corresponding partition of m.
The multiplicity partition of α ∈ m,n, denoted M(α), is the partition of m obtained by reor-
dering in a non-increasing way the n-tuple (|α−1(1)|, . . . , |α−1(n)|).
It is easy to see that
α ∼ β (mod Sm) if and only if |α−1(i)| = |β−1(i)|, i = 1, . . . , n. (4)
Therefore, M(α) = M(β) if α ∼ β (mod Sm).
Merris in [9] proved that, in Vλ(Sm),
e∗α /= 0 if and only if λ  M(α).
The orbital subspace 〈e∗ασ : σ ∈ Sm〉, the orbital set {e∗ασ : σ ∈ Sm} and the tensor e∗α of Vλ(Sm)
are said to be critical, if M(α) = λ.
3. Edge colorings for bipartite multigraphs
Let X and Y be disjoint finite sets and let G = (X, Y,E) denote a bipartite multigraph with
bipartition {X, Y } and family of edges E. We consider the edges of G indexed by the elements of
the set {1, . . . , m}, i.e., E = (ξi)i∈{1,...,m}. For x ∈ X and y ∈ Y , an edge connecting x and y is
denoted {x, y}. The vertices x and y are said to be adjacent if they belong to the same edge. Two
edges are also said to be adjacent if they have at least one vertex in common. The edge ξ is said
to be incident with the vertex v if v ∈ ξ . A vertex is said to be isolated if it has no edges which
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are incident with it. Since G is a multigraph, we allow a pair of vertices to form more than one
edge. The multiplicity of an edge ξ ∈ E, denoted mG(ξ), is the number of times ξ occurs in G. If
mG(ξ) > 1, then we say that ξ is a multiple edge. If U = (ξi)i∈I and W = (ξj )j∈J are subfamilies
of E, we denote by U ∩ W the subfamily (ξk)k∈I∩J and by U ∪ W the subfamily (ξk)k∈I∪J . We
say that U and W are disjoint if I ∩ J =∅. The degree of a vertex v∈X ∪Y , denoted degG(v), is
the sum of the multiplicities of the edges which are incident with the vertex v.
Let F be a subfamily of E. We denote G(F) the partial multigraph of G generated by F ,
i.e., G(F) = (X(F ), Y (F ), F ), where X(F) (respectively, Y (F )) is the subset of vertices of X
(respectively, Y ) which are incident with at least one edge of F .
Let S be a set of vertices of G. We denote by G(S) (briefly (S), when there is no risk of
confusion) the set of the vertices of G which are adjacent to at least one vertex of S.
For eachS ⊆ X, letGS = (S,G(S), E(S)), whereE(S) is the subfamily ofE whose elements
are incident with at least one vertex of S.
Let ρS (respectively, ρ(S)) be the sequence of the degrees of the vertices of S (respectively,
(S)) in GS , arranged in non-increasing order.
It is obvious that ρS and ρ(S) are partitions of |E(S)|. By definition of conjugate partition, the
ith term of ρ′S (respectively, ρ′(S)) is the cardinality of the set of the vertices of S (respectively,
(S)) with degree greater or equal than i in GS . Thus, if G has no isolated vertices, the first
term of ρ′S (respectively, ρ′(S)) is the cardinality of S (respectively, (S)) and the length of ρ′S
(respectively, ρ′(S)) is the maximum degree of the vertices of S (respectively, (S)) in GS .
A matching M in G is a family of pairwise independent edges, i.e., a subfamily of edges no
two of which are adjacent. We can regard a matching M as a one-to-one correspondence of a
subset I of X onto a subset J of Y , such that corresponding vertices of I and J are joined by an
edge of M . We say that M matches I and J . If I = X, then M is called a complete matching. If
I = X and J = Y , then M is called a perfect matching.
Theorem 3.1 (Hall). Let G = (X, Y,E) be a bipartite multigraph. There is a complete matching
in G if and only if
∀S ⊆ X, |S|  |G(S)|.
Definition 3.2. Let G = (X, Y,E) be a bipartite multigraph and let µ = (µ1, . . . , µr) be a par-
tition of m. A partition (U1, . . . , Ur) of E is a proper edge coloring of type µ for G (briefly a
µ-coloring for G) if, for every i = 1, . . . , r , Ui is a matching in G and |Ui | = µi .
Remark that the notion of partition of a family means that the index set is partitioned.
Proposition 3.2. Let G = (X, Y,E) be a bipartite multigraph and let µ be a partition of m. If G
is µ-colorable, then µ  ρ′X and µ  ρ′Y .
Proof. Let (U1, . . . , Ur) be a µ-coloring for G. Let tµ be the Young tableau such that, for each
i = 1, . . . , r , row i is filled with the integers indexing the edges of Ui . Let X = {a1, . . . , ap},
with degG(ap)  · · ·  degG(a1) and Y = {b1, . . . , bq}, with degG(bq)  · · ·  degG(b1). Let
tρ
′
X be the Young tableau with a filling that gathers in the j th column the integers indexing the
edges incident with the vertex aj and, in a similar way, let tρ
′
Y be the Young tableau with a filling
that gathers in the j th column the integers indexing the egdes incident with the vertex bj . Thus,
two elements lying in the same row of tµ must lie in different columns of tρ′(X) and tρ′(Y ), since
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the edges of a matching have no common vertices. By Lemma 2.1, it follows that µ  ρ′X and
µ  ρ′Y . 
Lemma 3.2. Let G = (X, Y,E) be a bipartite multigraph. Let (U1, . . . , Us) be a ρ′X-coloringfor G. Then, for every S ⊆ X, the collection
(U1 ∩ E(S), . . . , Ut ∩ E(S)),
where t is the maximum degree of the vertices of S, is a ρ′S-coloring for GS .
Proof. Let S ⊆ X and ρ′S = (ν1, . . . , νt ). Observe that, for each x ∈ S, degG(x) = degGS (x) and
t  s, since s = max{degG(x) : x ∈ X}. For every i ∈ {1, . . . , t}, let
Wi = Ui ∩ E(S) = {ξ ∈ Ui : ξ ∩ X ∈ S}.
The collection (W1, . . . ,Wt ) is a partition of E(S), since (U1, . . . , Us) is a partition of E and,
for every i = 1, . . . , t, Wi is a matching in GS .
It remains to prove that, for every i = 1, . . . , t, |Wi | = νi .
Claim. For each i = 1, . . . , s, let Xi = {x ∈ X : degG(x)  i}. The mapping ϕi : Ui → Xi such
that ϕi(ξ) = ξ ∩ X is a one-to-one correspondence from Ui onto Xi .
Proof of the claim. We only need to prove that the mappings ϕi are well defined and one-to-one,
since |Ui | = |Xi |.
Let i = 1. If ξ ∈ U1, let ϕ(ξ) = ξ ∩ X = {x}. Then degG(x)  1 and x ∈ U1, so ϕ1 is well
defined. Since U1 is a matching, distinct edges of U1 are incident with distinct vertices of X, thus
ϕ1 is one-to-one.
Let i  2. For each j = 1, . . . , i − 1, let Dj be the set of the vertices of X of degree j . Then,
Xj ⊇ Dj ∪˙ · · · ∪˙ Di−1. Since ϕ1, . . . , ϕi−1 are bijective, we have
ϕ−1j (Xj ) = Rj ⊇ ϕ−1j (Dj ) ∪˙ · · · ∪˙ ϕ−1j (Di−1), j = 1, . . . , i − 1.
Therefore, R1 ∪ · · · ∪ Ri−1 contains all the edges of G which are incident with vertices of X of
degree less or equal than i − 1, since
|ϕ−1j (Dt )| = |Dt |, t = j, . . . , i − 1
and the number of edges of G which are incident in vertices of X of degree less or equal than
i − 1 is
i−1∑
j=1
j |Dj | =
i−1∑
j=1
i−1∑
t=j
|Dt | =
i−1∑
j=1
i−1∑
t=j
|ϕ−1j (Dt )|.
Thus, since Ri ∩ (R1 ∪ · · · ∪ Ri−1) = ∅, the edges of Ri are incident with vertices of X whose
degree in G is greater or equal to i, so ϕi is well defined and it is one-to-one, since Ui is a
matching. 
Since, for each i = 1, . . . , t , ϕ−1i ({x ∈ S : degG(x)  i}) = Ui ∩ E(S) = Wi and ϕi is one-
to-one, we have |Wi | = |{x ∈ S : degG(x)  i}| = νi . 
The previous results lead us to establish a necessary condition for the existence of aρ′X-coloring
for G.
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Theorem 3.2. Let G = (X, Y,E) be a bipartite multigraph. If G is ρ′X-colorable, then
∀S ⊆ X, ρ′S  ρ′(S).
Corollary 1. Let G = (X, Y,E) be a bipartite multigraph. If there exists a vertex v ∈ Y such
that the maximum degree of the elements of (v) is less than the degree of v, then G is not
ρ′X-colorable.
Proof. Let S = (v). Then
max{degGS (x) : x ∈ S} < degGS (v)  max{degGS (y) : y ∈ (S)}.
Thus, ρS  ρ(S) and, by Proposition 2.1, ρ′S  ρ′(S). By Theorem 3.2, it follows that G is not
ρ′X-colorable. 
4. Orthogonality on critical orbital sets
In this section, our main purpose is the computation of a lower bound for the orthogonal
dimension of the critical orbital sets of Vλ(Sm).
The orthogonality of a pair of critical tensors e∗α , e∗β of the same orbital set can be viewed as
the orthogonality of the congruent mappings α, β, by defining α and β to be orthogonal (denoted
by α ⊥ β) whenever (e∗α, e∗β) = 0.
Some definitions and results are recalled from [2].
Definition 4.3. Letα ∈ m,n. Let z ∈ {1, . . . , m}. We define exponent of z inα, denoted bymα(z),
to be the integer
mα(z) :=|α−1(α(z))|. (5)
Let B be a subset of {1, . . . , m}. We define exponent of B in α, denoted by mα(B), to be the
integer
mα(B) := max{mα(z) : z ∈ B}. (6)
A fibre of α is the pre-image of an element of {1, . . . , n}. A subfibre is a subset of a fibre. A
t-subfibre is a subfibre of cardinality t .
The concept of (α, β)-coloring was introduced in [2] and is crucial for the combinatorial
approach followed in the statement of conditions for the orthogonality of the mappings α and β.
Definition 4.4. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ. A set par-
titionN = (N1, . . . , Nλ1) of {1, . . . , m} is an (α, β)-coloring of the set {1, . . . , m} (briefly an
(α, β)-coloring) if (|N1|, . . . , |Nλ1 |) = λ′ and, for every i = 1, . . . , λ1, the restrictions α|Ni and
β|Ni are both one-to-one.
Definition 4.5. α ∈ m,n is said to be normal if |α−1(1)|  · · ·  |α−1(n)|.
Since the terms of the multiplicity partition of α are the cardinalities of the fibres of α arranged
in non-increasing order, we have that α is normal if and only if M(α) = (|α−1(1)|, . . . , |α−1(r)|),
where {1, . . . , r} = α({1, . . . , m}).
If α is normal, then, by (4), every β congruent to α is also normal.
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Remark 4.1. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ. There exists
θ ∈ Sn such that θα and θβ are normal and congruent with multiplicity partition λ. On the other
hand, (N1, . . . , Nλ1) is an (α, β)-coloring if and only if (N1, . . . , Nλ1) is a (θα, θβ)-coloring.
Moreover, since Pθ ⊗ · · · ⊗ Pθ (where Pθ is the linear operator defined by Pθ(ei) = eθ(i), i =
1, . . . , n) is an isometry of V , we have (e∗α, e∗β) = (Pθ ⊗ · · · ⊗ Pθ(e∗α), Pθ ⊗ · · · ⊗ Pθ(e∗β)) =
(e∗θα, e∗θβ) (see [10]), and so α ⊥ β if and only if θα ⊥ θβ.
Since we are interested in determining conditions for the orthogonality of congruent mappings,
the results of this section will be stated for normal mappings of m,n, without loss of generality.
From now on, only normal mappings of m,n are considered.
We now consider certain properties of (α, β)-colorings and further notation and definitions
related to this concept. For details, see [2].
IfN = (N1, . . . , Nλ1) is an (α, β)-coloring, then
α(Ni) = β(Ni) = {1, . . . , λ′i}, i = 1, . . . , λ1.
Let Ni = {mi,1, . . . , mi,λ′i }, with α(mi,j ) = j , j = 1, . . . , λ′i , i = 1, . . . , λ1. Since for all i =
1, . . . , λ1, α|Ni and β|Ni are both one-to-one and α(Ni) = β(Ni) = {1, . . . , λ′i}, the mapping
σi =
(
α(mi,1) · · · α(mi,λ′i )
β(mi,1) · · · β(mi,λ′i )
)
=
(
1 · · · λ′i
β(mi,1) · · · β(mi,λ′i )
)
(7)
is a permutation of {1, . . . , λ′i}.
The permutation σi defined by equality (7) is said to be the permutation associated with the
set Ni .
The sign of an (α, β)-coloringN = (N1, . . . , Nλ1) is defined as the product of the signs of
the permutations associated with N1, . . . , Nλ1 , i.e.,
sign(N) =
λ1∏
i=1
sign(σi).
We say thatN is positive (respectively, negative) if it has sign 1 (respectively, −1). We write
Pos(α, β) (respectively, Neg(α, β))
to denote the number of positive (respectively, negative) (α, β)-colorings of the set {1, . . . , m}.
A generalized Young tableau of shape λ′, denoted by TN, is used to describe N. TN is
constructed by filling the box on the ith row and j th column of [λ′] with β(mi,j ). Therefore, for
every i = 1, . . . , λ1, the ith row of [λ′] is filled with the integers σi(j), j = 1, . . . , λ′i .
A bipartite multigraph Gα,β is assigned to each pair of congruent mappings α, β, with the aim
of describing their “joint behavior”.
Definition 4.6. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ. Then Gα,β
is the bipartite multigraph with bipartition
X = {x1, . . . , xλ′1}, Y = {y1, . . . , yλ′1}
and family of edges E = (ξi)i=1,...,m where
ξi = {xα(i), yβ(i)}, i = 1, . . . , m.
In the next remark, we present some properties of the multigraph Gα,β and the way it is related
to the concept of (α, β)-coloring.
J.A. Dias da Silva, M.M. Torres / Linear Algebra and its Applications 414 (2006) 474–491 483
Remark 4.2. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ and Gα,β =
(X, Y,E). Then
ρX = ρY = λ.
In fact, for every k = 1, . . . , λ′1,
degGα,β (xk) = |α−1(k)| = |β−1(k)| = degGα,β (yk) = λk.
So, for every z ∈ {1, . . . , m}, the exponent of z in α (respectively, β) is equal to the degree of
xα(z) (respectively, yβ(z)) in Gα,β .
Moreover, if we use the exponential notation λ = (1m1 2m2 . . . rmr . . .) (see (1)) since each fibre
of α (respectively, β) corresponds to the set of edges which are incident with the same vertex of
X (respectively, Y ), there are exactly mi vertices of degree i, i = 1, . . . , λ1, in each bipartition
class of Gα,β .
Since each edge of G corresponds to a unique unordered pair {α(i), β(i)}, i = 1, . . . , m,
there is a one-to-one correspondence from the set of the (α, β)-colorings onto the set of the
λ′-colorings for Gα,β . If (U1, . . . , Uλ1) is a λ′-coloring for Gα,β , then (N1, . . . , Nλ1), where
Ni = {j : {xα(j), yβ(j)} ∈ Ui}, i = 1, . . . , λ1, is an (α, β)-coloring. Conversely, if (N1, . . . , Nλ1)
is an (α, β)-coloring, then (U1, . . . , Uλ1), where Ui = ({xα(j), yβ(j)})j∈Ni , i = 1, . . . , λ1, is a
λ′-coloring for Gα,β . Thus, if (U1, . . . , Uλ1) is a λ′-coloring for Gα,β , we can define the sign of
(U1, . . . , Uλ1) as the sign of the corresponding (α, β)-coloring. For the details, see [2, Prop. 7.4].
Example. Let m = 13, n = 5 and λ = (5, 4, 2, 1, 1). Let
α = (1, 1, 1, 1, 1, 2, 2, 2, 2, 3, 3, 4, 5), β = (1, 2, 5, 3, 1, 1, 2, 4, 2, 2, 1, 1, 3).
The set partitionN = (N1, N2, N3, N4, N5, ), with
N1 = {3, 8, 10, 12, 13},
N2 = {4, 7, 11},
N3 = {2, 6},
N4 = {5, 9},
N5 = {1}
is an (α, β)-coloring and
σ1 =
(
1 2 3 4 5
5 4 2 1 3
)
, σ2 =
(
1 2 3
3 2 1
)
, σ3 =
(
1 2
2 1
)
,
σ4 =
(
1 2
1 2
)
, σ5 =
(
1
1
)
.
Then
sign(N1, N2, N3, N4, N5) =
5∏
i=1
sign(σi) = 1.
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The generalized Young tableau TN is
5 4 2 1 3
3 2 1
2 1
1 2
1
The multigraph Gα,β has bipartition X = {x1, . . . , x5}, Y = {y1, . . . , y5} and family of edges
E = (ξj )j=1,...,13, where
ξ1 = {x1, y1}, ξ2 = {x1, y2}, ξ3 = {x1, y5}, ξ4 = {x1, y3}, ξ5 = {x1, y1}
ξ6 = {x2, y1}, ξ7 = {x2, y2}, ξ8 = {x2, y4}, ξ9 = {x2, y2}, ξ10 = {x3, y2},
ξ11 = {x3, y1}, ξ12 = {x4, y1}, ξ13 = {x5, y3}.
The collection (U1, U2, U3, U4, U5), where
U1 = (ξ3, ξ8, ξ10, ξ12, ξ13) = ({x1, y5}, {x2, y4}, {x3, y2}, {x4, y1}, {x5, y3}),
U2 = (ξ4, ξ7, ξ11) = ({x1, y3}, {x2, y2}, {x3, y1}),
U3 = (ξ2, ξ6) = ({x1, y2}, {x2, y1}),
U4 = (ξ5, ξ9) = ({x1, y1}, {x2, y2}),
U5 = (ξ1) = ({x1, y1})
is the λ′-coloring for Gα,β corresponding to the (α, β)-coloring (N1, N2, N3, N4, N5).
Next we refer a combinatorial necessary and sufficient condition for the orthogonality of
congruent mappings.
Theorem 4.3 [2]. Let α, β ∈ m,n be congruent mappings. Then
α ⊥ β if and only if Pos(α, β) = Neg(α, β).
Sufficient conditions for the orthogonality of congruent mappings can be stated as conse-
quences of Theorems 4.3 and 3.2.
Theorem 4.4. Let α, β ∈ m,n be congruent mappings, with multiplicity partition λ. Then α ⊥ β
if there is no λ′-coloring for Gα,β .
Proof. The result follows directly from Theorem 4.3 and Remark 4.2. If there is no λ′-coloring
for Gα,β , then Pos(α, β) = Neg(α, β) = 0. 
Corollary 1. Let α, β ∈ m,n be congruent mappings. Then α ⊥ β if there is no complete match-
ing in Gα,β .
Proof. Let λ be the multiplicity partition of α and β. Observe that λ′1 = |X| = |Y |, so if there is
no complete matching in Gα,β , then Gα,β is not λ′-colorable. Then, by Theorem 4.4, α ⊥ β. 
Corollary 2. Let α, β ∈ m,n be congruent mappings. Then, α ⊥ β if there exists a fibre F of β
such that |F | > mα(F).
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Proof. Let Gα,β = (X, Y,E) and {s} = β(F ). Bearing in mind Remark 4.2, the degree of ys is
|β−1(s)| = |F | and (ys) is the set {xα(z) : z ∈ F }, whose maximum degree is mα(F). Thus,
from Corollary 1 to Theorem 3.2, there is no λ′-coloring for Gα,β . The result follows by Theorem
4.4. 
We need some additional notation.
LetA = (A1, . . . , Ar) be a family of pairwise disjoint subsets of {1, . . . , m}, with the same
cardinality, Ai = {ai,1, . . . , ai,l}, ai,1 < · · · < ai,l , i = 1, . . . , r .
The permutation
l∏
j=1
(a1,j · · · ar,j )
is denoted (A1, · · · , Ar). Note that (A1, · · · , Ar) is the product of l disjoint cycles of length r .
Let α ∈ m,n. For each k > 1, let Fk(α) be the collection of the fibres of α of cardinality
k. For each k  3, letSk(α) be a collection of
⌊
2m2+···+(k−1)mk−1
k
⌋
pairwise disjoint subsets of
m−1α ({2, . . . , k − 1}) (i.e., the set of the elements of {1, . . . , m} which have exponent greater than
or equal to 2 and less than or equal to k − 1) with cardinality k.
LetM(α) be a maximal set (by inclusion) of pairwise disjoint 2-subfibres of α. LetH(α) be
a maximal set (by inclusion) of pairwise disjoint subsets of {1, . . . , m}, which are the union of
two distinct fibres of cardinality 1 of α.
Example. Let α = (1, 1, 1, 1, 2, 2, 2, 3, 3, 3, 4, 4, 5, 5, 6, 6, 7, 8, 9, 10) ∈ 20,10. Then,
F2(α) = {{11, 12}, {13, 14}, {15, 16}},
F3(α) = {{5, 6, 7}, {8, 9, 10}},
F4(α) = {{1, 2, 3, 4}},
m−1α (2) = {11, . . . , 16},
m−1α ({2, 3}) = {5, . . . , 16}.
We can choose
S3(α) = {{11, 12, 13}, {14, 15, 16}},
S4(α) = {{5, 6, 7, 8}, {9, 10, 11, 12}, {13, 14, 15, 16}},
M(α) = {{1, 2}, {3, 4}, {5, 6}, {9, 10}, {11, 12}, {13, 14}, {15, 16}},
H(α) = {{17, 18}, {19, 20}}.
If F = {5, 6, 7} and S = {11, 12, 13}, then (FS) = (5 11)(6 12)(7 13).
If H = {17, 18}, M = {9, 10}, M ′ = {3, 4}, then (MHM ′) = (9 17 3)(10 18 4).
Proposition 4.3. Let k  3. If (F, S), (F ′, S′) ∈Fk(α) ×Sk(α) and (F, S) /= (F ′, S′), then
α ⊥ α(FS) and α(FS) ⊥ α(F ′S′).
Proof. We split the proof into three subcases.
(I) α ⊥ α(FS), F ∈Fk(α), S ∈Sk(α).
S is a fibre of α(FS), since α(FS)(S) = α(F ) and |S| = k > mα(S).
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(II) α(FS) ⊥ α(FS′), F ∈Fk(α), S, S′ ∈Sk(α), S /= S′.
S′ is a fibre of α(FS′), since α(FS′)(S′) = α(F ) and mα(FS)(S′) < k, since α(FS)(S′) =
α(S′). Thus, |S′| = k > mα(FS)(S′).
(III) α(FS) ⊥ α(F ′S), F, F ′ ∈Fk(α), S ∈Sk(α).
F is a fibre of α(F ′S), since α(F ′S)(F ) = α(F ) and mα(FS)(F ) < k, since α(FS)(F ) =
α(S). Thus, |F | = k > mα(FS)(F ).
The result follows by Corollary 2 to Theorem 4.4. 
Proposition 4.4. If (G, T ) ∈Fp(α) ×Sp(α) and (F, S) ∈Fk(α) ×Sk(α), with 3  k < p,
then
α(FS) ⊥ α(GT ).
Proof. First of all, observe that T is a fibre of α(GT ), since α(GT )(T ) = α(G). For each z ∈ T ,
mα(FS)(z) = |(α(FS))−1(α(FS)(z))|
= |(FS)−1(α−1α(FS)(z))|
= |(α−1(α(FS)(z))|
= mα((FS)(z)) ∈ {2, . . . , p − 1}
since (FS)(z) ∈ F ∪ S ∪ T ⊆ m−1α ({2, . . . , p − 1}). Therefore, |T | = p > mα(FS)(T ) and the
result follows by Corollary 2 to Theorem 4.4. 
Lemma 4.3. Let M ∈M(α) and H ∈H(α). If σ ∈ Sm maps H onto M, then
α ⊥ ασ.
Proof. LetH = {h1, h2} and s = α(M) = ασ(H). The multigraphGα,ασ has no conplete match-
ing, since Gα,ασ ({xh1 , xh2}) = {ys}.
The result follows by Corollary 1 to Theorem 4.4. 
Proposition 4.5. If (M,H), (M ′, H ′) ∈M(α) ×H(α), (M,H) /= (M ′, H ′), then
α ⊥ α(MH) and α(MH) ⊥ α(M ′H ′).
Proof. We will split the proof into four subcases.
(I) α ⊥ α(MH), M ∈M(α), H ∈H(α).
Take σ = (MH) and the result follows by Lemma 4.3.
(II) α(MH) ⊥ α(MH ′), M ∈M(α), H,H ′ ∈H(α), H /= H ′.
H is a 2-subfibre of α(MH) and H ′ is the union of two distinct fibres of cardinality 1 of
α(MH). Since α(MH)(MH ′H) = α(MH ′) and (MH ′H)(H ′) = H , the result follows
by Lemma 4.3, by setting σ = (MH ′H).
(III) α(MH) ⊥ α(M ′H), M,M ′ ∈M(α), M /= M ′H ∈H(α).
H is a 2-subfibre of α(MH) and M is the union of two distinct fibres of cardinality 1 of
α(MH).
Since α(MH)(MHM ′) = α(M ′H) and (MHM ′)(M) = H , the result follows by Lemma
4.3, by setting σ = (MHM ′).
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(IV) α(MH) ⊥ α(M ′H ′), M,M ′ ∈M(α), M /= M ′, H,H ′ ∈H(α), H /= H ′.
M ′ is a 2-subfibre of α(MH) and H ′ is the union of two distinct fibres of cardinality 1 of
α(MH).
Since α(MH)(MH)(M ′H ′) = α(M ′H ′) and (MH)(M ′H ′)(H ′) = M ′, the result follows
by Lemma 4.3, by setting σ = (MH)(M ′H ′). 
Lemma 4.4. If (M,H) ∈M(α) ×H(α) and (F, S) ∈Fk(α) ×Sk(α), with 3  k  λ1, then
α(FS) ⊥ α(MH).
Proof. First of all, observe that H is the union of two distinct fibres of cardinality 1 of α(FS). On
the other hand, α(FS)(FS)(MH) = α(MH). Since (FS)(MH)(H) = (FS)(M) and |α(FS)
(FS)(M)| = |α(M)| = 1, we have that (FS)(M) is a 2-subfibre of α(FS). The result follows by
Lemma 4.3, by setting σ = (FS)(MH). 
Theorem 4.5. Let α ∈ m,n, with multiplicity partition λ = (1m1 2m2 . . . λmλ11 ) and let Oα be the
orbit of α. Then
{α} ∪ {α(MH) : (M,H) ∈M(α) ×H(α)} ∪
λ1⋃
k=3
{α(FS) : (F, S) ∈Fk(α) ×Sk(α)}
is an orthogonal subset of Oα with cardinality
1 +
⌊m1
2
⌋ λ1∑
t=2
⌊
t
2
⌋
mt +
λ1∑
k=3
mk
⌊
2m2 + · · · + (k − 1)mk−1
k
⌋
.
Proof. Proposition 4.5 implies that the subset
{α} ∪ {α(MH) : (M,H) ∈M(α) ×H(α)}
is orthogonal.
Proposition 4.3 implies that the subset
{α} ∪ {α(FS) : (F, S) ∈Fk(α) ×Sk(α)}
is orthogonal, for each k = 3, . . . , λ1.
Finally, Proposition 4.4 and Lemma 4.4 imply that all the pairs of mappings of Oα\{α} which
belong to the union of the previous subsets are orthogonal.
There are no repeated elements in the set {α(MH) : (M,H) ∈M(α) ×H(α)} since those
elements are pairwise orthogonal, so
|{α(MH) : (M,H) ∈M(α) ×H(α)}| = |H(α)| × |M(α)| =
⌊m1
2
⌋ λ1∑
t=2
⌊
t
2
⌋
mt .
In a similar way, we have
|{α(FS) : (F, S) ∈Fk(α) ×Sk(α)}| = |Fk(α)| × |Sk(α)|
= mk
⌊
2m2 + · · · + (k − 1)mk−1
k
⌋
.
The result follows by summing the previous equalities. 
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Example. The set {α0, α1, . . . , α21} ⊂ 20,10 is an orthogonal subset of Oα .
α0 = 1 1 1 1 2 2 2 3 3 3 4 4 5 5 6 6 7 8 9 10
α1 = 7 8 1 1 2 2 2 3 3 3 4 4 5 5 6 6 1 1 9 10
α2 = 1 1 7 8 2 2 2 3 3 3 4 4 5 5 6 6 1 1 9 10
α3 = 1 1 1 1 7 8 2 3 3 3 4 4 5 5 6 6 2 2 9 10
α4 = 1 1 1 1 2 2 2 7 8 3 4 4 5 5 6 6 3 3 9 10
α5 = 1 1 1 1 2 2 2 3 3 3 7 8 5 5 6 6 4 4 9 10
α6 = 1 1 1 1 2 2 2 3 3 3 4 4 7 8 6 6 5 5 9 10
α7 = 1 1 1 1 2 2 2 3 3 3 4 4 5 5 7 8 6 6 9 10
α8 = 9 10 1 1 2 2 2 3 3 3 4 4 5 5 6 6 7 8 1 1
α9 = 1 1 9 10 2 2 2 3 3 3 4 4 5 5 6 6 7 8 1 1
α10 = 1 1 1 1 9 10 2 3 3 3 4 4 5 5 6 6 7 8 2 2
α11 = 1 1 1 1 2 2 2 9 10 3 4 4 5 5 6 6 7 8 3 3
α12 = 1 1 1 1 2 2 2 3 3 3 9 10 5 5 6 6 7 8 4 4
α13 = 1 1 1 1 2 2 2 3 3 3 4 4 9 10 6 6 7 8 5 5
α14 = 1 1 1 1 2 2 2 3 3 3 4 4 5 5 9 10 7 8 6 6
α15 = 1 1 1 1 4 4 5 3 3 3 2 2 2 5 6 6 7 8 9 10
α16 = 1 1 1 1 5 6 6 3 3 3 4 4 5 2 2 2 7 8 9 10
α17 = 1 1 1 1 2 2 2 4 4 5 3 3 3 5 6 6 7 8 9 10
α18 = 1 1 1 1 2 2 2 5 6 6 4 4 5 3 3 3 7 8 9 10
α19 = 2 2 2 3 1 1 1 1 3 3 4 4 5 5 6 6 7 8 9 10
α20 = 4 4 3 3 2 2 2 3 1 1 1 1 5 5 6 6 7 8 9 10
α21 = 5 5 6 6 2 2 2 3 3 3 4 4 1 1 1 1 7 8 9 10
Corollary 1. Let λ = (1m1 2m2 . . . λmλ11 ) be a partition of m. The orthogonal dimension of the
critical orbital sets of Vλ(Sm) is greater or equal than
1 +
⌊m1
2
⌋ λ1∑
t=2
⌊
t
2
⌋
mt +
λ1∑
k=3
mk
⌊
2m2 + · · · + (k − 1)mk−1
k
⌋
.
5. Orthogonality and Latin squares
In 1992, Huang and Rota (see [6]) discussed the relations among various conjectures on
Latin squares. In this section, we relate one of these conjectures with the numbers Pos(α, β) and
Neg(α, β).
We say that a partition λ is sign-uniform if all the (α, β)-colorings have the same sign, whenever
α andβ are congruent mappings with multiplicity partitionλ. The set of the sign-uniform partitions
has been characterized in [2].
Theorem 5.6 [2]. A partition λ is sign-uniform if and only if [λ] does not contain [(3, 3, 2)].
On the set of sign-uniform partitions the converse of Theorem 4.4 is true.
Theorem 5.7 [2]. Let λ be a sign-uniform partition and let α, β be congruent mappings with
multiplicity partition λ. Then α ⊥ β if and only if there is no λ′-coloring for Gα,β .
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When λ is not sign-uniform, one can ask conditions for the equality of the numbers Pos(α, β)
and Neg(α, β).
With this aim, we recall some definitions and results from [6].
Definition 5.7. A Latin square of order r is an r × r array of numbers from the set {1, . . . , r}
with the property that no number appears more than once in any row or column. A row inversion
of a Latin square is a pair of numbers in a row, which are out of order. A Latin square is row even
(respectively, row odd) if it contains an even (respectively, odd) number of row inversions. We
write RELS(r) (respectively, ROLS(r)) to denote the number of row even (respectively, row odd)
Latin squares of order r .
Proposition 5.6 [6]. If r is an odd integer, then RELS(r) = ROLS(r).
Huang and Rota presented the following conjecture, which they proved to be equivalent to a
conjecture made by Alon and Tarsi in 1986.
Conjecture 1 [6]. If r is an even integer, then RELS(r) /= ROLS(r).
A bipartite graph is said to be complete if it has no multiple edges and each vertex of each
bipartition class is adjacent to all vertices of the other bipartition class. We denote by Kr,r the
complete bipartite graph, where |X| = |Y | = r .
Latin squares or order r are directly connected to the (rr )-colorings for the complete bipartite
graph Kr,r .
Proposition 5.7. There exists a one-to-one correspondence from the set of the (rr )-colorings for
the complete bipartite graph Kr,r onto the set of the Latin squares of order r .
Proof. Let (U1, . . . , Ur) be an (rr )-coloring forKr,r . Denote byT (U1,...,Ur ) the generalized Young
tableau obtained by filling position (i, j) with l, where l is the unique integer such that {xj , yl}
belongs to Ui . Since each vertex of X is adjacent with the r vertices y1, . . . , yr and each vertex
of Y is adjacent with the r vertices x1, . . . , xr , we have the set {1, . . . , r} in each row and in each
column, so T (U1,...,Ur ) is a Latin square of order r . This correspondence is obviously one-to-one.
Conversely, a Latin square A = (aij ), i, j = 1, . . . , r , assigns a color from the color set {1, . . . , r}
to each of the edges of Kr,r in such a way that adjacent edges are assigned different colors. In
fact, color i is assigned to the edges {xj , yaij }, j = 1, . . . , r . Thus, the set Ui of edges of color i
is a perfect matching of Kr,r and (U1, . . . , Ur) is an (rr )-coloring for Kr,r . 
Example. Let α = (1, 1, 1, 2, 2, 2, 3, 3, 3), β = (1, 2, 3, 1, 2, 3, 1, 2, 3). Then Gα,β = K3,3.
The collection
N1 = ({x1, y3}, {x2, y1}, {x3, y2}),
N2 = ({x1, y2}, {x2, y3}, {x3, y1}),
N3 = ({x1, y1}, {x2, y2}, {x3, y3})
is a (33)-coloring for K3,3. Since
σ1 = (132), σ2 = (123), σ3 = id,
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the sign of (N1, N2, N3) is 1 and
T (N1,N2,N3) =
3 1 2
2 3 1
1 2 3
The collection
M1 = ({x1, y1}, {x2, y3}, {x3, y2}),
M2 = ({x1, y3}, {x2, y2}, {x3, y1}),
M3 = ({x1, y2}, {x2, y1}, {x3, y3})
is another (33)-coloring for K3,3. Since
τ1 = (23), τ2 = (13), τ3 = (12),
the sign of (M1,M2,M3) is −1 and
T (M1,M2,M3) =
1 3 2
3 2 1
2 1 3
Proposition 5.8. Let α and β be congruent mappings such that Gα,β = Kr,r . Then Pos(α, β) =
RELS(r) and Neg(α, β) = ROLS(r).
Proof. Let (U1, . . . , Ur) be an (rr )-coloring for Kr,r . Then, for every i = 1, . . . , r , row i of
T (U1,...,Ur ) is filled with the set σi(1), . . . , σi(r), where σi is the permutation associated with the
matching Ui (see Remark 4.2). The result follows from the fact that the sign of the (rr )-coloring
(U1, . . . , Ur) is positive if and only if T (U1,...,Ur ) is row even and it is negative if and only if
T (U1,...,Ur ) is row odd. 
Theorem 5.8. Let r be an odd integer. Let α and β be congruent mappings such that Gα,β = Kr,r .
Then α ⊥ β.
Proof. Direct consequence of Theorem 4.3 and Propositions 5.6 and 5.8. 
The following conjecture is equivalent to Conjecture 1.
Conjecture 2. Let r be an even integer. Let α and β be congruent mappings, such that Gα,β =
Kr,r . Then α ⊥ β.
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