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This paper offers an insight into the optimality of the European Economic and Monetary 
Union (EMU) and its common monetary policies by evaluating the degree of business cycle 
synchronisation among the EMU member states with respect to the Eurozone aggregate.   
Business cycles for each country, defined by turning points, are extracted from multivariate 
coincident macroeconomic variables by using both classical and modern business cycle dating 
procedures, including the Bry-Boschan Quarterly (BBQ) algorithm, the multivariate dynamic-
factor model and the multivariate dynamic-factor Markov-switching (DFMS) model.  The 
degree of cycle synchronisation between the EMU members and the Eurozone aggregate is 
measured using the index of concordance, the mean corrected index of concordance and 
correlation-coefficients.  The inference provided by the pairwise correlation-coefficients of 
the smoothed recession probabilities in the dynamic-factor Markov-switching model is also 
used to indicate cycle corrections.  Overall, close cycle correlations are found between the 
Eurozone aggregate and the core EMU countries.  A catching-up process of cycle 
convergence is observed in some of the peripheral countries (Spain and Finland), perhaps as a 
result of participating in the ERM and the EMU.  To date there have been few studies 
measuring cycle synchronisation using business cycles extracted from multivariate coincident 
macroeconomic indicators for the EMU countries.  This paper contributes to this area. 
 
  JEL Classification: C14, C22, C32, E32 
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1. Introduction 
On 1st January 1999, 11 of the 15 European Union (EU) members established the 
European Economic and Monetary Union (EMU).
1  Despite some recent EU 
accession states declaring their intention to join the Eurozone, there are ongoing 
questions as to the optimality and sustainability of EMU.  The European Central Bank 
(ECB), established as the supranational central bank, pursues common monetary 
policies for all EMU member economies.  However, it is impossible for such a 
common monetary policy to offset all country-specific shocks.  Therefore, a high 
                                                 
*The author would like to acknowledge the contribution made by Professor Terence Mills and Simon 
Fuller for his useful comments. The usual disclaimer applies. 
1 Greece subsequently joined the EMU on the 1 January 2002. degree of business cycle synchronisation among members is an important prerequisite 
for ensuring the long term feasibility of the EMU.    
 
Theoretical and empirical studies have both investigated the degree of business cycle 
synchronisation among EU members.  However, no consensus on this topic has yet 
been reached.  The main theoretical arguments stem from endogeneity Optimum 
Currency Area (OCA) theory (Frankel and Rose (1997, 1998) and the European 
commission (1990)) and the “Krugman hypothesis” (Krugman (1996)).  The former 
suggests that the operation of monetary union should in itself generate synchronised 
cycle comovement between member countries due to greater trade intensity and 
financial market integration.  In contrast, the latter argues that cycle divergence might 
occur as the result of further economic integration.  This is based on trade theory, 
economies of scale and agglomeration effects, which indicate that further economic 
and monetary integration will induce greater specialization.  Given the different 
outcomes suggested by the theoretical literature, many empirical studies have been 
undertaken to measure the degree of cycle synchronisation within the monetary union.  
The results have again been conflicting.  Some researchers, including Artis and Zhang 
(1997, 1999), Altavilla (2004) and Artis et al. (2004), find evidence in favour of 
greater synchronisation, while others, including Inklaar and de Haan (2001) and 
Harding and Pagan (2001), do not.  Moreover, Artis and Marcellino (2004) obtain 
mixed results depending on the approach taken to identify business cycles and to 
measure cycle convergence.  
 
To date, much of the empirical literature, including that mentioned above, has 
measured EMU business cycle synchronisation using cycles extracted from univariate 
real GDP series.  However, real GDP may not be an optimal indicator of business 
cycle dates as it is less cyclical and subject to more frequent revisions than other 
macroeconomic indicators.  Moreover, a large number of studies, including the 
seminal research of Burns and Mitchell (1946), have highlighted the dominant feature 
of business cycles: the comovement of many macroeconomic variables through the 
cycle.  This feature cannot be analysed by looking solely at real GDP as previous 
studies have done.  Therefore, this paper applies a test strategy suggested by Harding 
and Pagan (2001) in which business cycle turning points are identified from an index 
of multivariate series.  The dynamic-factor model proposed in Stock and Watson (1991) is used to derive this index to summarise the variables used to date business 
cycles.  
 
This paper also utilises an alternative strategy, known as the modern business cycle 
approach, which is based on the dynamic-factor Markov-switching model. This 
approach incorporates the two business cycle features defined in Burns and Mitchell 
(1946), comovement among economic variables and asymmetry between expansions 
and recessions.  Kim and Nelson (1998) and Mills and Wang (2003) previously 
applied this model to the US and UK.  However, few studies have applied it to the 
EMU countries. 
 
The purpose of this paper is to determine whether there is a higher degree of cycle 
synchronisation among EMU members, compared to the cycle correlation between 
EMU and non-EMU countries.  Two key issues are considered.  First, is there a 
greater degree of synchronisation between the Eurozone cycle and the core EMU 
countries (Germany, France, Belgium, Austria, the Netherlands), than with those on 
the periphery (i.e., Spain, Portugal and Finland) and with non-EMU economies, such 
as the UK, US and Canada?  Second, has cycle synchronisation increased as a result 
of closer monetary union?  
 
The remainder of this paper is split into six sections.  Section 2 describes the data 
used.  The classical and modern business cycle dating procedures are presented in 
sections 3 and 4 respectively, with the results obtained discussed in section 5.  In 
section 6, the degree of business cycle synchronisation between each pair of countries 
is analysed.  Section 7 concludes. 
 
2. Data 
Five coincident macroeconomic indicators, real GDP, gross fixed capital formation 
(GFCF), industrial production (IP), total retail trade volume and civilian employment 
(EMP), are collected for the Eurozone aggregate and the following member states: 
Germany, France, Italy, Austria, Belgium, the Netherlands, Spain, Portugal and Finland.
2  A group of non-EMU countries (the US, Canada and the UK) are also 
included as benchmarks for the degree of cycle synchronisation.  All series are 
seasonally adjusted, quarterly observations and expressed in logarithms (times 100).  
The real GDP and gross fixed capital formation datasets are taken from the OECD 
Quarterly National Accounts database.  Industrial production and total retail trade 
volume are from the OECD Industrial and Service component of the Main Economic 
Indicators (MEI) database.
3  Civilian employment for most countries is taken from the 
OECD’s Labour Force Statistics, the others are from Datastream and the data set 
constructed by Fagan et al. (2001).
4 
 
3. The Classical Approach: Bry-Boschan Quarterly (BBQ) Algorithm 
In this section, business cycle turning points are identified using the test strategy 
mentioned in Harding and Pagan (2001).  Using this approach allows the business 
cycles for each country to be extracted from an index of multivariate macroeconomic 
indicators using the BBQ algorithm.  This algorithm has been closely associated with 
the NBER cycle dating procedure.  It defines a peak (trough) at time t as the 
maximum (minimum) value during the period from  k t −  to  k t + , where  2 = k  for 
quarterly data.  This can be expressed in the following equations, 
 
⑴   peak at  t =  )} , ( ) , {( 2 1 1 2 + + − − > < t t t t t y y y y y  
trough  at t =) } , ( ) , {( 2 1 1 2 + + − − < > t t t t t y y y y y   
                                     
Here  t y  denotes the index of multivariate series summarising the state of the whole 
economy.  In other words, a recession is declared if  t y  declines for two consecutive 
quarters.  Recessions and expansions are highlighted after the identification of turning 
points.  A recession is defined as the period from a peak to the following trough, 
whilst an expansion is from a trough to the following peak.  
                                                 
2 Due to problems acquiring comparable data, three EMU countries are excluded from the study: 
Ireland, Greece and Luxemburg. 
3 For Spain and the Eurozone aggregate, passenger car registrations are used to proxy the retail trade 
volume.  
4 Employment data for France, Belgium and the Netherlands are taken from Datastream, with the series 
codes of FROCFEMPO, BGOCFETNO and NLOCFETNO respectively.  Eurozone aggregate 
employment data is from the dataset constructed at the ECB by Fagan et al. (FHM) and updated using 
Datastream, data code EMEMPTOTO.  
The dynamic-factor model proposed by Stock and Watson (1991) is used to derive the 
index of multivariate macroeconomic variables for each country.  This model is based 
on the concept that the comovement of economic variables stems from a single 
underlying factor.  By applying the Kalman filter to a state-space model, an index 
reflecting aggregate economy can be constructed.  Since the variables used by Stock 
and Watson (1991) were integrated of order one, but not cointegrated, the multivariate 
dynamic-factor model was specified in first differences,  
 
(2)   it t i i it e C L D Y + Δ + = Δ ) ( γ ,  , 4 , 3 , 2 , 1 = i  
(3)   , ) ( t t C L ν δ φ + = Δ   ) 1 , 0 ( . . . ~ N d i i t ν , 
(4)   it it i e L ε ψ = ) (,   ) , 0 ( . . . ~
2
i it N d i i σ ε , 
 
In equation (2), the growth rate of each variable consists of two stochastic 
components: a common factor, denoted as t C Δ , and individual components, 
it i e D + , 4 , 3 , 2 , 1 = i  . Both  t C Δ  and  it e  are assumed to follow stationary ) 2 ( AR  linear 
data generating processes, with the roots of  0 ) 1 (
2
2 1 = − − L L φ φ  and 
0 ) 1 (
2
2 1 = − − L L i i ψ ψ  lying outside the unit circle.  In addition,  it ε  and  t ν  are the 
innovations of  it e  and t C Δ , which are assumed to be mutually and serially 
uncorrelated.  The ) (L i γ , 4 , 3 , 2 , 1 = i  are polynomials in the lag operator  ) (L  and 
contain the parameters associated with current and lagged values of  t C Δ , which 
measure the sensitivity of each variable to movements in the common factor.
 5   
 
It is worth noting that the mean growth rate of each variable,  it Y Δ , consists of two 
parameters:  . δ γ i i i D Y + = Δ   However, i D  and δ  are unable to be estimated 
separately using the above model.  Therefore, Stock and Watson (1991) suggest 
standardising the variables to have zero mean and unit variance to remove the 
                                                 




2 1 0 L L L L i i i i i γ γ γ γ γ + + + = 4 = i , when the growth of employment is the 
dependent variable, otherwise it is set simply as  3 , 2 , 1 , ) ( = = i L i i γ γ . δ γ i i D +  terms from the estimation and increase the speed of convergence in the 
model.  Using demeaned series, the model can be respecified as,  
 
(5)   it t i it e c L y + Δ = Δ ) ( γ ,  , 4 , 3 , 2 , 1 = i  where i it it Y Y y Δ − Δ = Δ  
(6)   , ) ( t t c L ν φ = Δ   ) 1 , 0 ( . . . ~ N d i i t ν , where δ − Δ = Δ t t C c  
(7)   it it i e L ε ψ = ) (,   ) , 0 ( . . . ~
2
i it N d i i σ ε ,  
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,      ( t t t F ε β β + = −1 ) 
 
where equations (8) and (9) are the measurement and transition equations of the state-
space model.  Maximum Likelihood Estimation (MLE) is applied to estimate the 
model’s hyperparameters:  i φ ,  i ψ ,  i γ , 
2
i σ , based on the decomposition of the 
prediction error.  Given these ML estimates, the Kalman filter calculates the 
unobserved vector t β , with the (1,1) element being  t c Δ . 
 
Since the BBQ algorithm identifies turning points as the local maxima and minima in 
the level of economic activity, the levels of the common factor,  t t C ,  T t ,..., 2 , 1 = , are 
calculated as,  
 
(10)   δˆ
1 + Δ + = − t t t t t t c C C ,  
 
where δ ˆ  is the estimated mean of  t C Δ .
6  
 
4. The Modern Approach: Dynamic-Factor Markov-Switching Model 
The alternative approach applied in this paper is the dynamic-factor Markov-
switching (DFMS) model.  It was first proposed in Diebold and Rudebusch (1996) 
and applied by Chauvet (1998), Kim and Yoo (1995), Kim and Nelson (1998) and 
                                                 
6 The steps taken to derive the levels of the common factor are outlined in Kim and Nelson (1998). Mills and Wang (2003) to US and UK data.  The advantage of this model is that it can 
capture both regime shifts and comovements by combining the dynamic-factor model 
with the Markov-switching framework proposed in Hamilton (1989).  
 
In contrast to the dynamic-factor model, the common factor specified in the DFMS 
model follows a nonlinear data generating structure. A Markov-switching intercept is 
thus included in Equation (6),  
 
(11)   , ) ( t t t s c L ν μ φ + = Δ   ) 1 , 0 ( . . . ~ N d i i t ν  
(12)   t t t S S s 1 0 ) 1 ( μ μ μ + − = ,} 1 , 0 { = t S  
 
where  t s μ  switches between regimes of the economy.   0 = t S  denotes an economy in 
recession, likewise 1 = t S  during an expansion.   0 μ  and  1 μ  are the intercepts of 
recessions and expansions respectively.  Transitions between regimes are controlled 
by the transition probabilities specified as, 
 
(13)  00 1 ] 0 / 0 Pr[ p S S t t = = = −  
11 1 ] 1 / 1 Pr[ p S S t t = = = − , 
 
As defined in Hamilton (1989), the regimes of an economy are inferred from the 
smoothed probabilities.  In the simplest case of two regimes, an observation (i.e., t y Δ ) 
is classified into regime 0 if the smoothed probabilities at time t estimated using the 
full sample information, expressed as  ) 0 Pr( T t Y S = , is greater than 0.5.  Likewise, it 
is allocated to regime 1 if  5 . 0 ) 0 Pr( < = T t Y S .   In a three-regime Markov-switching 
model, the observation should be assigned to the regime with the highest value of 
) Pr( T t Y m S = , where  2 , 1 , 0 = m (Krolzig (2003)). 
 
In the next section the cycle dates obtained by the DFMS model are compared with 
the dates produced by the classical approach.  Different results are expected as the 
two methodologies differ.  In the classical approach, the recessions identified by the 
BBQ algorithm represent absolute falls in the level of economic activity over two consecutive quarters.  With the DFMS model, recessions are identified by the 
smoothed recession probabilities and transitions between regimes are controlled by a 
first-order Markov process. 
 
5. Empirical Results  
Given the number of countries analysed, and the difficulties involved in getting the 
models to converge, four of the five variables mentioned in section 2 were used in the 
dynamic-factor model, and three were included in the DFMS model for each country, 
to reduce the number of hyperparameters estimated by MLE.  Although there is no set 
rules as to which variables should be used to date business cycles, real GDP and 
civilian employment are the preferred indicators in this paper.  GDP reflects the 
performance of the economy as a whole.  In addition, the degree of comovement 
between employment and the estimated common factor should provide some 
indication of labour market flexibility, an important criteria when judging the 
optimality of a monetary union.  Table 1 presents the variables and sample period 
used for each country. 
 
To examine whether the models outlined above are appropriate for the data used in 
this paper the Augmented Dickey-Fuller (ADF) and Johansen cointegration tests are 
conducted.
7  The ADF tests are unable to reject the null hypothesis that each series 
has a unit root against the alternative of the series being stationary.  However, the 
Johansen cointegration tests reject the null of no cointegration among the four 
variables used in the dynamic-factor model for France, Belgium, Italy, the 
Netherlands, Spain, the US, the UK and Canada, and the three variables included in 
the DFMS model for Germany, France, Belgium, the Netherlands, the US and the 
Eurozone aggregate.  Therefore, equation (5) is modified as, 
 
(13)   it t i t i it e ecm c L y + + Δ = Δ −1 ) ( α γ ,  
 
with an error correction term, denoted as  1 − t ecm , included in the model.  To facilitate 
the estimation,  1 − t ecm  is estimated independently using the VECM technique.  
                                                 
7 Results are available upon request.  
The results obtained by estimating the above models are discussed in the following 
subsections. Given the large number of countries analysed, detailed interpretation is 
only provided for the Eurozone aggregate, Germany, France, the UK and US.   
 
5.2. Empirical Results for the Classical Approach 
The Eurozone aggregate.  Since no cointegration was found among the four 
variables used to date the Eurozone aggregate business cycle, the model was just 
specified in first differences.  The ML estimates of the hyperparameters are displayed 
in table 2.  The common factor, which summarises the Eurozone aggregate economy, 
exhibits a second-order autoregressive process with both  1 φ and  2 φ  being positive and 
statistically significant.  In addition, all the estimated  i γ  are positive, with  1 γ  being 
the largest followed by 2 γ ,  3 γ  and  40 γ .  These results imply that all four variables 
follow a pro-cyclical pattern with respect to the common factor.  Standardised real 
GDP responds the most to the common factor.  Standardised employment appears to 
be the least sensitive and lags behind the common factor fluctuations with  41 γ , the 
parameter associated with the first lag of  t c Δ , found to be significant. 
 
Figure 1 plots the time series of the Eurozone aggregate common factor.  Three 
recessions are identified by the BBQ algorithm during 1980Q1-1980Q3, 1982Q1-
1982Q3 and 1992Q1-1993Q2.  Whilst not all of these results are consistent with the 
cycle dates produced by the Centre for Economic Policy Research (CEPR) business 
cycle dating committee, the fact that no recessions are detected during the 2000s is in 
line with the committee’s findings.   
  
Germany.  Again, no cointegration was found among the four variables used to 
identify the German business cycle.  Since German civilian employment data ends in 
2004Q4, the sample period 1970Q1-2004Q4 is used.  It can be seen from table 3 that, 
in contrast to the data generating structure of the Eurozone aggregate common factor, 
the German common factor follows a white noise process with both  1 φ  and  2 φ  being 
insignificant.  As suggested by the estimated  i γ , and in line with the findings for the 
Eurozone aggregate, standardised employment appears to be the least cyclical among the four variables analysed.  The employment variable also lags the common factor, 
with the parameters associated with the first and third lags of  t c Δ  being positive and 
significant in the employment equation.  These findings partly reflect the comparative 
rigidity of the German labour market.  In total, five recessions are found over the 
sample period, as outlined in figure 2.  Among the recessions, those in the 2000s have 
the shallowest contractions, reflecting the increased moderation of the German 
business cycle.  
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Note: The vertical bars indicate recessions. 
 
France. In contrast to the Eurozone aggregate and Germany, one cointegration vector 
was determined by the Johansen cointegration test among the four variables used to 
date the French business cycle.  Therefore, the modified model discussed above was 
applied, with  1 , 1 , 1 , 1 , 1 12 . 0 51 . 1 50 . 0 78 . 11 − − − − − + − + − = t in t ip t gdp t em t y y y y ecm  included in the 
system equations.  Significant adjustment parameters are found in the equations when 
real GDP and industrial production are the dependent variables, confirming the 
existence of a long-run relationship among the four variables.  Both  42 γ  and  43 γ  are 
found to be significant in table 4.  Again, this probably stems from the relative rigidity 
of France’s labour market and its historically strong labour unions.  The time path of 
the French common factor, along with four recessions, are plotted in figure 3.  It can 
be seen that, although no recessions are detected during the 2000s, the French 
economy has slowed after a period of comparatively strong growth at the end of 
1990s.  
 The UK.  The variables used to date the UK business cycle are also cointegrated of 
order() 1 , 1 .  Therefore,  1 , 1 , 1 , 1 , 1 35 . 0 17 . 0 28 . 0 87 . 11 − − − − − − − + − = t in t ip t gdp t em t y y y y ecm  is 
included in the model.  The existence of a long-run relationship is confirmed by the 
statistically significant adjustment parameters in the GDP and employment equations.  
Analysing the values of  i γ  presented in table 5 reveals that again standardised civilian 
employment is the least cyclical variable and lags the estimated UK common factor.  
This runs contrary to the general view that the UK labour market is more flexible than 
France and Germany.  However, this finding can be explained in part by the fact that 
the labour market deregulation which commenced in the early 1980s will not be 
reflected when estimating the sample average.  Overall, five recessions are identified 
by the BBQ algorithm.  These occurred during 1971Q3-1972Q1, 1973Q2-1974Q1, 
1974Q3-1975Q3, 1979Q2-1981Q1 and 1990Q2-1991Q3.  It can be seen from figure 4 
that, in contrast to the two core EMU countries presented above, the UK economy has 
performed consistently well since the mid-1990s. 
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The US.  Instead of using the monthly data applied by the NBER business cycle 
dating committee, four quarterly variables are utilised to extract the US business 
cycle, including real GDP, industrial production, retail trade volume and civilian 
employment.  One cointegrating relationship is found among these variables and so an 
error correction term  1 , 1 , 1 , 1 , 1 65 . 0 04 . 0 95 . 0 69 . 0 − − − − − + − − + = t sales t ip t gdp t em t y y y y ecm  is 
included in the model specification.  The adjustment parameters appear to be 
significant when retail trade volume and civilian employment are the dependent 
variables.  This confirms the presence of a long-run relationship among the four variables.  It is worth noting that the value of  40 γ  in the US model is found to be 
larger than in the other countries analysed, possibly reflecting the greater flexibility of 
the US labour market.  Five recessions are identified by the BBQ algorithm 
throughout the time path of  t t C  as plotted in figure 5.  All are closely correlated to the 
cycle dates recorded by the NBER. 
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Due to space limitations, only the plots of the common factors are presented in this 
paper for the other EMU countries.  The common factors for Austria, Belgium and 
Italy are plotted in figures 6, 7 and 8.  All three economies appear very volatile, with 
more recessions identified over the sample period compared to the countries analysed 
above.  It is also interesting to note that the break down of the “Dutch miracle”
8 is 
clearly observed in figure 9, with one recession observed during 2001Q3-2004Q1 
followed by a shallower expansionary phase.    
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8 The Dutch miracle refers to the period of strong GDP and employment growth between the mid 1980s 
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Three of the more peripheral EMU countries are analysed in this paper, Spain, 
Finland and Portugal.  The Spanish economy has grown strongly since 1994 due, in 
part, to the funding from the European Regional Development Fund and strong 
growth in the construction sector.  This is clearly observed in figure 10.  The Finnish 
common factor is plotted in figure 11.  Five recessions are identified by the BBQ 
algorithm.  Among these, the recession triggered by the collapse of exports to the 
Soviet Union during 1990Q1-1993Q2 was particularly severe.  More recently, Finnish 
economic growth has remained robust since 1994.  For Portugal, long historical data 
is not available and so a sample period from 1990Q1 to 2006Q4 is used.  As with 
Spain, Portugal has received significant structural funding from the EU to help it meet 
the EU convergence criteria.  However, its economic growth has been sluggish in 
recent years with three recessions identified during 2002Q2-2003Q2, 2004Q2-
2004Q4 and 2006Q2-2006Q4.  Moreover, the economy’s growth during its last two 
expansionary phases has been slow.    
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The Canadian recessions are presented in figure 13.  These dates are highly correlated 
with the US business cycle, indicating a close economic link between these two 
countries as would be expected given their geographical proximity.  
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5.4. Empirical Results for the Dynamic-Factor Markov-Switching Model 
In this section, the results for the US and UK are presented first as these can be 
compared with the previous studies which have applied the same methodology.   
 
The US. The Johansen cointegration test indicates that the three variables used for the 
US are cointegrated of order (1,1), with the long-run error estimated as 
. 58 . 0 93 . 0 54 . 0 1 , 1 , 1 , 1 − − − − + − + = t sales t gdp t em t y y y ecm 2 α  is the only adjustment parameter 
which appears to be significant.   
 
Figure 14 plots the first differences of the US common factor and filtered and 
smoothed recession probabilities. Four recessions are detected by the smoothed 
recession probabilities during the periods 1973Q4-1975Q1, 1979Q4-1980Q2, 
1981Q1-1982Q2 and 1990Q1-1991Q1.  These dates closely correspond with the dates 
produced by the NBER.  However, the contraction during 2001Q1- 2001Q3 identified 
by the NBER is not clearly identified by the recession probabilities.  This is due to the 
model's assumption that the steepness of recessions is constant throughout the sample 
period, resulting in shallower recessions not being identified.  
 A closer look at the ML estimates in table 7 reveals a significantly negative intercept 
in state 0 (i.e., recessions) and a significantly positive intercept in state 1 (i.e., 
expansions).  The transition probabilities associated with the two states are 0.69 and 
0.96 and so the average duration of recessions and expansions are calculated as 
()25 . 3 1
1
00 = −
− p  and () 83 . 22 1
1
11 = −
− p  quarters respectively.  The finding that 
1 0 μ μ >  and  11 00 p p <  supports the hypothesis that US business cycles are 
asymmetric.  This result is consistent with the findings of Kim and Nelson (1998).  
Moving to the idiosyncratic components of the model, the values of  i γ  suggest that 
civilian employment is the least cyclical variable and slightly lags the US common 
factor. 





























Notes: The upper figure displays the growth rate of the common factor, and the lower figure 
plots the filtered (dashed line) and smoothed recession probabilities (solid line). 
 
The UK.  No cointegrating relationship is found among the variables used to study 
the UK cycle and so the model is specified in first differences.  The UK MS common 
factor and recession probabilities are plotted in figure 15.  Consistent with Mills and 
Wang (2003), the MS common factor shows greater volatility during the 1970s and 
early 1980s before stabilising.  The business cycle turning points indicated by the 
smoothed recession probabilities also mirror the cycle dates reported by the above 
authors. 
 
Looking at the ML estimates presented in table 8, both recession and expansion 
intercepts are significantly different from zero and have the expected signs, although they are larger than the values estimated by Mills and Wang (2003).   In addition, this 
paper finds that the average duration of recessions is shorter whilst expansions are 
longer, with ()94 . 4 1
1
00 = −
− p  and ( ) 68 . 22 1
1
11 = −
− p .  This is due in part to 
differences in the sample period used, as several short recessions during the 1960s 
were included in the sample used by Mills and Wang (2003).  Overall the UK 
business cycle also supports the conjecture that recessions are generally steeper and 
shorter than expansions.    
 
Since standardised data with unit variance have been used in this paper,  i γ  should be 













i c e s
y e s
γ , to allow comparison with the corresponding values 
obtained in Mills and Wang (2003).  As retail trade volume has the highest standard 
deviation (1.34), followed by real GDP (0.97) and employment (0.55), the adjusted  i γ  
indicate that retail trade responds the most to changes of economic conditions, whilst 
civilian employment is the least cyclical.  This is consistent with the findings of Mills 
and Wang (2003)  
 
The Eurozone aggregate.   One cointegrating vector was identified from the three 
variables used to date the Eurozone business cycle.  Therefore, one error correction 
term  1 , 1 , 1 , 1 56 . 1 82 . 1 1 . 18 − − − − − + − = t ip t gdp t em t y y y ecm  is included in the model 
specification, with a significant adjustment parameter found in the GDP equation.  As 
illustrated in figure 16, three main recessions are found by the recession probabilities 
during 1974Q1-1975Q2, 1980Q1-1982Q3 and 1992Q1-1993Q2. These dates are 
consistent with the cycle dates reported by the CEPR.  The recession probabilities also 
identify a few brief recessions during the mid-1980s, probably due to the frequent 
realignments of the EMS central rate in this period.  A small decline is also reported 
during 2001Q2-2001Q4, but it is not severe enough to be declared a recession.  These 
findings are also consistent with the CEPR’s results. 
 
As shown in table 9, both recession and expansion intercepts are significant.  The 
average duration of recessions and expansions are ( ) 58 . 4 1
1
00 = −
− p  and 
() 65 . 21 1
1
11 = −
− p  quarters.  As with the other countries discussed above, the Eurozone’s recessions are steeper and shorter than their expansions.  Similarly, the i γ  
again suggest that employment responds the least to the movements in the business 
cycle. 
 
Germany.  The variables used for Germany are also cointegrated in order (1,1), with 
. 64 . 0 63 . 0 34 . 4 1 , 1 , 1 , 1 − − − − + − − = t in t gdp t em t y y y ecm    1 α , the adjustment parameter in the 
GDP equation, becomes significant when both  2 α  and  3 α  are restricted to zero.  Five 
major recessions are established during 1974Q4-1975Q2, 1980Q1-1980Q3, 1982Q1-
1982Q4, 1992Q1-1993Q2 and 2001Q2-2001Q4.  The average duration of recessions 
is calculated to be ()39 . 2 1
1
00 = −
− p , which is shorter than that obtained from the 
classical approach.  Expansions are found to last ( ) 77 . 16 1
1
11 = −
− p quarters on 
average.  As with the other countries analysed, the German recessionary phases 
appear steeper and shorter than its expansionary phases.  In addition, standardised 
German employment is again the least responsive to business cycle fluctuations.  
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France.  The two statistics generated by the Johansen cointegration test provide 
conflicting indications as to whether the variables used to date the French business 
cycle are cointegrated.  The trace test rejects the null of no cointegration at the 5% 
significance level, whilst the max-eigenvalue test is unable to reject the null.  One 
error correction term  1 , 1 , 1 , 1 64 . 0 13 . 0 76 . 9 − − − − − + − = t sales t gdp t em t y y y ecm  was included in 
the system equations.  The results support the trace test, as both  1 α  and  3 α  are found 
to be significant.     
More importantly, a three-regime Markov-switching process is fitted to the data to 
capture the period of fast growth at the end of 1990s.  Therefore, equation (4) in the 
above model is set to,  
 
(11)   t t t t S S S s 2 2 1 1 0 0 μ μ μ μ + + = ,  
 
The transition probabilities of these regimes are specified as  
 
 (12)    1 = jt S , if  j St = , and  , 0 = jt S  otherwise,  , 2 , 1 , 0 = j  







ij p , 
 
In the results presented in table 11,  1 μ  is restricted to zero as it appears to be 
insignificant, whilst 0 μ  and  2 μ  appear to be significant and have the correct signs.  
The average durations of these states are calculated to be ( ) 67 . 6 1
1
00 = −
− p , 
() 67 . 16 1
1
11 = −
− p  and  ()56 . 5 1
1
22 = −
− p  quarters, respectively.  The results of the 
estimated  i γ  in the French DFMS model contradict the corresponding values in the 
dynamic-factor model, but the recessionary periods of both models are closely 
correlated. 
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 For the other countries analysed, only the results for the MS common factors and 
recession probabilities are presented.  In general, the DFMS model is more successful 
at identifying business cycle turning points for larger economies than smaller ones, 
such as Belgium, Austria, Italy and Portugal.  This is partly due to the countries in this 
second group experiencing significant variations in the severity of their recessions 
over time, which leads to the estimated recession intercepts being considerably 
negative.  As such, the recession probabilities only identify the major recessions 
whilst the others are overlooked, and this is especially true for Austria and Italy. 
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In short, the constant recession intercept estimated from the DFMS model is unable to 
identify all the recessions in a sample period when some recessions are much steeper 
than others.  As a consequence, these results differ from those produced by the BBQ 
algorithm where business cycles were identified as the absolute declines in the level 
of economic activity over two consecutive quarters.  
 
6. Evaluating Business Cycle Synchronisation 
Having identified business cycle turning points for each country, binary variables are 
constructed to indicate the states of an economy, with unity representing expansions and zero denoting recessions.  The pairwise cycle synchronisation can then be 
evaluated using the statistics suggested in Harding and Pagan (2001).   
 
The index of concordance (IC), which measures the length in quarters that two 
business cycles spend in the same phase, is first calculated.  Let  it S  and jt S  denote the 
binary series for countries i and j .  IC is computed as follows, where T  is the sample 
size, 
 
(14)   ∑
=
− − − + =
T
t
it jt it jt S S S S T IC
1
1 )} 1 )( 1 ( { 
 
As stressed in both Harding and Pagan (2001) and Artis et al. (2003), IC may 
generate a high value due to the large fraction of time spent in expansions, even if two 
binary series are independent with a zero correlation coefficient.  Therefore, the mean 
corrected index of concordance (MCIC) is computed to cross-check the IC values.  
The MCIC is calculated as, 
 
(15)   () () {} ∑
=
− − − =
T
t
j jt i it S S S S T MCIC
1
1 2  





it i S T S
1









The IC for each pair of countries analysed are presented in the upper triangles of table 
12.  The numbers in italic in the lower triangles are the MCICs.  These statistics are 
only computed for the business cycles identified using the classical approach 
presented in subsection 5.1.  As suggested by the values of MCIC, a higher degree of 
cycle synchronisation is observed between the core EMU countries and the Eurozone 
aggregate, compared to the peripheral EMU and non-EMU countries.  The average 
MCIC for the core countries is 0.10 and 0.05 for the others.  The values of MCIC and 
IC also suggest that the Austrian, Belgian and Dutch business cycles are most in 
synchronisation with Germany, whilst the French cycle is more closely correlated 
with Belgium and Spain.  In addition, the UK business cycle is more correlated with 
the US than the Eurozone aggregate.  The correlation-coefficients (CC) calculated for each pair of binary variables, presented in the upper triangles of table 13, produce 
similar results.  
 
For the business cycles identified by the DFMS models, the CCs for each pair of 
smoothed recession probabilities are calculated to indicate the business cycle 
correlations.  The results are presented in the lower triangles of table 13.  Again, the 
business cycles of the core EMU countries appear more closely correlated with the 
Eurozone aggregate, with an average cycle correlation of 0.61 compared to 0.38 for 
the other countries analysed.  However, the cycle synchronisations of Germany and 
France with respect to the Eurozone aggregate are much higher than the 
corresponding variables presented in the upper triangles.  Moreover, in contrast to the 
above findings, the Dutch business cycle appears the least correlated with the German 
cycle under this approach. 
  
The next stage is to test whether the introduction of monetary union has, in itself, 
increased business cycle synchronisation among member states.  To do this, changes 
in cycle correlations are examined by splitting the sample into two subsamples.  The 
samples are split at 1990Q4 as a number of important events happened around this 
time.  These include German reunification in October 1990, the ERM crisis in 1992-
1993 and the adoption of the Maastricht treaty in November 1993.  These events can 
all be expected to have had significant influences on the cycle correlations between 
member states.  
 
The CCs of the smoothed recession probabilities for each pair of countries are 
computed from the two subsamples mentioned above (pre and post-1990Q4), with 
results displayed in the lower triangles of tables 14 and 15.  The numbers in the upper 
triangles are the corresponding values calculated using binary variables.  Analysing 
the values presented in tables 14 and 15, similar changes in cycle correlations over 
time are observed across countries.  First, the business cycles of most core EMU 
countries converge with the Eurozone aggregate during the second sample period, 
with the values of CC being over 0.50.  A catching-up process of cycle convergence is also found in some of the peripheral countries, notably Spain and Finland.
9  Second, 
the French business cycle becomes one of the most synchronised with the Eurozone 
aggregate.  The cycle correlations of most EMU countries with respect to France also 
increase dramatically over time.  Third, the divergence of the Dutch business cycle 
from the Eurozone aggregate, Germany and France is clearly observed from both sets 
of results.  Last but not least, the business cycles of the non-EMU countries diverge 
from the EMU countries. 
 
It is also worth noting the contradiction in results between the German cycle and other 
EMU countries.  The cycle correlations computed using binary variables presented in 
the upper triangles of tables 14 and 15 illustrate that the German business cycle has 
significantly diverged from the Eurozone aggregate and the other EMU members 
during the second period, whilst the corresponding values calculated using the 
smoothed recession probabilities suggest the opposite result. This difference is due in 
part to the relatively long recessionary period which the classical approach identified 
in Germany during the 2000s.  However, this recession is not clearly identified in the 
DFMS model as it appears shallower than previous downturns.  
 
The ICs and MCICs for each pair of binary variables are also calculated from the 
above two subsamples, with the results displayed in tables 16 and 17.  The changes in 
cycle correlation implied by these values is consistent with the CCs displayed in the 
upper triangles of table 14 and 15.  
 
7. Conclusions 
This paper has used both classical and modern business cycle dating approaches to 
identify business cycle turning points using multivariate coincident macroeconomic 
indicators.  Comparing the results shows that the cycle dates produced by the classical 
approach are preferred.  Whilst the DFMS model is successful at identifying the 
business cycles for large economies, it is less effective for smaller economies. 
 
                                                 
9 Due to a lack of historical data, it is not possible to identify changes in cycle correlation between 
Portugal and the other countries analysed. Pairwise business cycle synchronisation was evaluated using both binary variables 
constructed from the classical approach, and smoothed recession probabilities 
estimated using the modern procedure.  These results suggest similar features 
concerning the cycle correlations.  In general, a higher degree of cycle 
synchronisation is observed between the core EMU countries and the Eurozone 
aggregate compared to the peripheral EMU and non-EMU countries.  With the 
exception of the Netherlands, cycle correlation between most core EMU countries and 
the Eurozone aggregate has also increased over time.  Significant increases in cycle 
correlation between Spain and Finland with respect to the Eurozone aggregate are also 
revealed.  However, the business cycles of the non-EMU countries are found to have 
increasingly diverged from the EMU members.  These results may imply that 
monetary unions – ERM and EMU – result in members’ business cycles becoming 
increasingly correlated. 
 
However, despite this apparent increase in synchronisation, it is worth noting that 
growth in the Eurozone continues to be unbalanced. In recent years the German, 
Italian, Portuguese and Dutch economies have been characterised by recessions and 
below trend growth, whilst the Spanish, Finnish and Irish economies have been 
growing robustly.  Such variations in economic performance will lead to diverging 
monetary policy requirements and, consequently, will reduce the appropriateness of 
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10 As there are significant differences in the methodologies used to deseasonalise real GDP and GFCF 
for Austria pre and post 1988, these two variables were not used to date Austrian business cycle. 
  The Dynamic-Factor Model        The DFMS model  
  Variables   Sample   Variables   Sample  
Eurozone   Real GDP   1975Q3-2006Q4 Real GDP   1970Q1-2006Q4 
 GFCF      GFCF   
 IP    Total  EMP   
 Total  EMP      -   
        
Germany  Real GDP   1970Q1-2004Q4 Real GDP   1970Q1-2004Q4 
 GFCF      IP   
  IP     Civilian EMP  
  Civilian EMP     -   
        
France   Real GDP   1975Q4-2006Q4 Real GDP   1975Q4-2006Q4 
  GFCF     Retail Trade   
 IP    Total  EMP   
  Civilian EMP     -   
        
Austria 
10 IP  1973Q1-2006Q4 IP  1973Q1-2006Q4 
 IMP   IMP  
  Retail Trade    Civilian EMP  
 Civilian  EMP    -   
        
Belgium   Real GDP    Real GDP   1970Q1-2006Q4 
 Retail  Trade    IP   
 IP    Total  EMP     
 Total  EMP      -   
        
Italy  Real GDP   1970Q1-2006Q4 Real GDP   1970Q1-2006Q4 
 GFCF      GFCF   
 IP    Civilian  EMP  
  Civilian EMP     -   
        
The Neth  Real GDP   1970Q1-2006Q4 Real GDP   1970Q1-2006Q4 
  Retail Trade    Retail Trade   
 IP    Total  EMP   
 Total  EMP      -   
        
Spain   Real GDP  1972Q3-2006Q4 Real GDP   1972Q3-2006Q4 
 GFCF    GFCF   
 IP    Civilian  EMP  

























Finland  Real GDP  1970Q1-2006Q4 Real GDP   1970Q1-2006Q4 
  Retail Trade    Retail Trade   
 IP    Total  EMP   
 Total  EMP    -   
       
Portugal   Real GDP   1990Q1-2006Q4 Real GDP   1990Q1-2006Q4 
 GFCF      GFCF   
 IP    Total  EMP   
  Civilian EMP     -   
       
The UK  Real GDP   1970Q1-2005Q1 Real GDP   1970Q1-2004Q4 
 GFCF      Retail Trade   
  IP     Civilian EMP  
  Civilian EMP     -   
       
The US   Real GDP   1970Q1-2006Q4 Real GDP   1975Q4-2006Q4 
  Retail Trade    Retail Trade   
 IP    Civilian  EMP  
  Civilian EMP     -   
       
Canada  Real GDP   1970Q1-2006Q4 Real GDP   1970Q1-2006Q4 
  Retail Trade    Retail Trade   
 IP    Civilian  EMP  



















Note: the numbers in brackets are the standard errors. * denotes the significance at 5% 
 
Table_3: Hyperparameters of Dynamic-Factor Model: Germany 
Common factor:  
1 φ   0.02 (0.10) 
2 φ   0.05 (0.10) 
Idiosyncratic component: 
( t GDP Δ )  1 γ   - - - 
11 ψ   12 ψ  
2
1 σ  
 0.93  * 
(0.08) 






( t IP Δ )  2 γ   - -  
21 ψ   22 ψ  
2
2 σ  
 0.62* 
(0.08) 






( t GFCF Δ )  3 γ   - - - 
31 ψ   32 ψ  
2
3 σ  
 0.71* 
(0.07) 






( t EMP Δ )  40 γ   41 γ   42 γ   43 γ   41 ψ   42 ψ  
2





















Common factor:  
1 φ   0.27 (0.10)* 
2 φ   0.28 (0.10)* 
 Idiosyncratic component: 
( t GDP Δ )  1 γ   - - - 
11 ψ   12 ψ  
2
1 σ  
 0.84* 
(0.07) 






( t IP Δ )  2 γ   - - - 
21 ψ   22 ψ  
2
2 σ  
 0.66* 
(0.08) 






( t GFCF Δ )  3 γ   - - - 
31 ψ   32 ψ  
2
3 σ  
 0.66* 
(0.07) 






( t EMP Δ )  40 γ   41 γ   42 γ   43 γ   41 ψ   42 ψ  
2















Log likelihood:  -89.17 Table_4: Hyperparameters of Dynamic-Factor Model: France 
Common factor:  
1 φ    0.38(0.11)* 
2 φ    0.34(0.11)* 
Idiosyncratic component: 
( t GDP Δ )  1 γ   - - - 
1 α   11 ψ   12 ψ  
2
1 σ  
 0.73* 
(0.08) 








( t IP Δ )  2 γ   - - - 
2 α   21 ψ   22 ψ  
2
2 σ  
 0.61* 
(0.07) 








( t GFCF Δ )  3 γ   - - - 
3 α   31 ψ   32 ψ  
2
3 σ  
 0.58* 
(0.08) 








( t EMP Δ )  40 γ   41 γ   42 γ   43 γ   4 α   41 ψ   42 ψ  
2

















Log likelihood: -83.74 
 
Table_5: Hyperparameters of Dynamic-Factor Model: The UK 
Common factor: 
1 φ    0.02(0.12) 
2 φ    0.00(0.11) 
Idiosyncratic component: 
( t GDP Δ )  1 γ   - - - 
1 α   11 ψ   12 ψ  
2
1 σ  
 0.89* 
(0.09) 








( t IP Δ )  2 γ   - - - 
2 α   21 ψ   22 ψ  
2
2 σ  
 0.33* 
(0.09) 








( t GFCF Δ )  3 γ   - - - 
3 α   31 ψ   32 ψ  
2
3 σ  
 0.76* 
(0.08) 








( t EMP Δ )  40 γ   41 γ   42 γ   43 γ   4 α   41 ψ   42 ψ  
2























 Table_6: Hyperparameters of Dynamic-Factor Model: The US 
Common factor: 
1 φ    0.64(0.10)* 
2 φ    -0.10(0.03)* 
Idiosyncratic component: 
( t GDP Δ )  1 γ   -  - - 
1 α   11 ψ   12 ψ  
2
1 σ  
 0.69* 
(0.06) 








( t IP Δ )  2 γ   -  - - 
2 α   21 ψ   22 ψ  
2
2 σ  
 0.69* 
(0.06) 








( t RT Δ )  3 γ   -  - - 
3 α   31 ψ   32 ψ  
2
3 σ  
 0.50* 
(0.06) 








( t EMP Δ )  40 γ   41 γ   42 γ   43 γ   4 α   41 ψ   42 ψ  
2

















Log likelihood: -91.51 
 
Table_7: Hyperparameters of DFMS model: The US 
Common factor: 














( t GDP Δ )  1 γ   - -  1 α   11 ψ   12 ψ  
2
1 σ  
 
0.62* 









( t RT Δ )  2 γ   - -  2 α   21 ψ   22 ψ  
2
2 σ  
 
0.49* 









( t EMP Δ )  30 γ   31 γ   32 γ   3 α   31 ψ   32 ψ  
2


























 Table_8: Hyperparameters of DFMS model: The UK 
Common factor: 














( t GDP Δ )  1 γ   - -  11 ψ   12 ψ  
2
1 σ  
 
0.61* 







( t RT Δ )  2 γ   - -  21 ψ   22 ψ  
2
2 σ  
 
0.47* 







( t EMP Δ )  30 γ   31 γ   32 γ   31 ψ   32 ψ  
2














Log likelihood:  -135.54 
 
Table_9: Hyperparameters of DFMS model: The Eurozone aggregate 
Common factor:  














( t GDP Δ )  1 γ  
- - 
1 α   11 ψ   12 ψ  
2
1 σ  
 0.60* 
(0.07) 








( t GFCF Δ )  2 γ  
- - 
2 α   21 ψ   22 ψ  
2
2 σ  
 0.63* 
(0.08) 








( t EMP Δ )  30 γ   31 γ   32 γ   3 α   31 ψ   32 ψ  
2










































Notes:  2 α and  3 α are restricted to be zero. 
 
Table_11: Hyperparameters of DFMS model: France 
Common factor:  
























( t GDP Δ )  1 γ   - -  1 α   11 ψ   12 ψ  
2
1 σ  
 
0.26* 









( t RT Δ )  2 γ   - -  2 α   21 ψ   22 ψ  
2
2 σ  
 
0.12* 









( t EMP Δ )  30 γ   31 γ   32 γ   3 α   31 ψ   32 ψ  
2
















Log likelihood: -89.83 











Common factor:  













Idiosyncratic component:   
( t GDP Δ )  1 γ   - -  1 α   11 ψ   12 ψ  
2
1 σ  
 
0.54* 









( t IP Δ )  2 γ   - -  2 α   21 ψ   22 ψ  
2
2 σ  
 
0.75* 







( t EMP Δ )  30 γ   31 γ   32 γ   3 α   31 ψ   32 ψ  
2














Log likelihood:  -137.94 Table 12:  IC and MCIC  
IC 
  EMU GER  FRA  AUS BEL  ITA NETH SPA FIN  UK US CAN
EMU   0.81  0.86 0.88  0.86 0.84 0.84  0.86 0.86 0.86 0.89 0.86 
GER  0.10    0.72 0.80  0.79 0.76 0.82  0.75 0.72 0.70 0.79 0.77 
FRA  0.10 0.07  0.81  0.88 0.81  0.78  0.86 0.78 0.76 0.77 0.73 
AUS  0.10 0.17 0.11   0.84 0.77  0.84  0.81 0.80 0.77 0.81 0.81 
BEL  0.11 0.17 0.21 0.19   0.82  0.85  0.82 0.75 0.74 0.78 0.77 
ITA  0.08 0.11 0.13 0.09 0.16   0.74  0.72 0.75 0.69 0.76 0.78 
NETH  0.08 0.21 0.10 0.18 0.22 0.08   0.79 0.72 0.73 0.76 0.76 
SPA  0.09 0.11 0.16 0.13  0.16 0.04 0.12    0.81 0.77 0.75 0.75 
FIN  0.06 0.05 0.06 0.09  0.07 0.04 0.05  0.09   0.83  0.79 0.83 
UK  0.02 0.03 0.03 0.06 0.07 -0.02 0.07  0.06  0.10    0.83 0.81 






CAN  0.02 0.08 -0.01  0.07 0.06 0.04  0.06  0.02 0.05 0.04 0.15  
 
Table 13:  Pairwise Correlation-Coefficients 
CCs of  Binary Variables  
  EMU GER FRA AUS BEL ITA  NETH SPA FIN  UK  US  CAN 
EMU   0.43  0.49  0.52  0.53 0.40 0.40 0.44  0.33  0.11  0.31 0.11 
GER  0.74   0.20  0.47  0.45 0.31  0.54  0.31 0.16 0.08  0.38 0.28 
FRA  0.68 0.50  0.36  0.63 0.42  0.31  0.54  0.22  0.11  0.10 -0.03
AUS  0.60 0.64 0.23   0.55 0.29  0.53  0.41  0.31  0.22  0.35 0.29 
BEL  0.52 0.55 0.35  0.53  0.47  0.59  0.48  0.22  0.22  0.28 0.24 
ITA  0.54 0.65 0.47  0.43 0.36   0.24  0.12 0.13 -0.06 0.13 0.18 
NETH  0.55 0.31 0.36  0.31 0.51 0.13  0.37  0.16  0.21  0.27 0.22 
SPA  0.57 0.41 0.59  0.32 0.33 0.32 0.31   0.32  0.22  0.08 0.07 
FIN  0.21 0.35 0.25  0.00 0.15 0.46 -0.05 0.28   0.37  0.13 0.23 
UK  0.40 0.25 0.26  0.27 0.28 0.14 0.40  0.42  0.42   0.31 0.18 















































 Table 14:  Pairwise Correlation-Coefficients (Pro 1990Q4) 
CCs of  Binary Variables 
  EMU  GER  FRA  AUS  BEL ITA NETH SPA FIN UK US  CAN 
EMU    0.60 0.28 0.46 0.41 0.26  0.54  0.13 -0.09 0.26 0.64 0.26 
GER  0.71    0.31 0.60 0.64 0.25  0.69  0.42 0.11 0.28  0.62 0.46 
FRA  0.54 0.42    0.23 0.48 0.36  0.43  0.37 0.08 0.15  0.15 -0.06 
AUS  0.63 0.79 0.12    0.50  0.22 0.68 0.28  0.17  0.26  0.32 0.25 
BEL  0.50 0.59 0.30 0.57    0.47 0.70 0.34  0.15  0.28  0.40 0.36 
ITA  0.38 0.57 0.01 0.74 0.46    0.27  -0.05 -0.05 0.03 0.27 0.34 
NETH  0.63 0.35 0.43 0.31 0.58 0.21   0.43  0.26  0.32  0.43 0.39 
SPA  0.47 0.36 0.43 0.26 0.25 0.20  0.39   0.25  0.24  0.06 0.06 
FIN  -0.11 -0.09 -0.15 -0.06 -0.03 -0.03 -0.08  -0.14  0.43  0.02 0.18 
UK  0.47 0.29 0.27 0.26 0.27  0.33 0.51 0.26  0.34   0.30 0.13 

































CAN  0.34 0.18 0.02 0.14 0.10 -0.02 0.20 0.12  0.49  0.15  0.55  
 
Table 15:  Pairwise Correlation-Coefficients (Post 1990Q4) 
CCs of  Binary Variables 
  EMU  GER  FRA  AUS BEL  ITA NETH SPA FIN  UK US CAN 
EMU   0.30 0.83 0.64  0.72 0.50 0.29  1.00 0.61 -0.07 -0.08 -0.08
GER  0.89    0.19 0.41  0.30 0.33 0.41  0.30 0.18 -0.17 0.09  0.09 
FRA  0.89 0.69   0.52 0.87 0.61  0.20  0.83 0.47 -0.09 -0.09 -0.09
AUS  0.55 0.60 0.47   0.58 0.49  0.32  0.64 0.60 -0.09 0.32  0.32 
BEL  0.55 0.54 0.42 0.34    0.60  0.35  0.72 0.38 -0.10 -0.10 -0.10
ITA  0.92 0.75 0.90 0.47  0.38   0.25  0.50 0.28 -0.15 0.00  0.00 
NETH  0.22 0.27 0.16 0.29  0.17 0.14   0.29 0.06 -0.13 -0.13 -0.13
SPA  0.69 0.60 0.81 0.44  0.45 0.66 0.03    0.61 -0.07 -0.08 -0.08
FIN  0.65 0.64 0.67 0.45  0.44 0.60 0.01  0.88    0.46 0.37 0.37 
UK  0.11 0.22 0.17 0.18  0.24 0.04 -0.10 0.63  0.80   0.24  0.24 
















































 Table 16:  IC and MCIC (Pro 1990Q4) 
IC 
  EMU  GER  FRA  AUS BEL  ITA NETH SPA FIN  UK US CAN
EMU   0.90  0.75 0.82  0.77 0.85 0.87  0.72 0.84 0.85 0.92 0.85 
GER  0.11   0.75 0.85  0.85 0.79 0.88  0.77 0.77 0.76 0.89 0.85 
FRA  0.06 0.11  0.70  0.78 0.77  0.78  0.75 0.70 0.70 0.70 0.63 
AUS  0.10 0.22 0.09   0.79 0.72  0.87  0.70 0.72 0.72 0.75 0.75 
BEL  0.09 0.23 0.20 0.21    0.79  0.88  0.71 0.69 0.71 0.76 0.75 
ITA  0.05 0.07 0.12 0.07  0.16   0.74  0.61 0.75 0.70 0.80 0.84 
NETH  0.11 0.24 0.15 0.26  0.30 0.09   0.77 0.74 0.74 0.79 0.78 
SPA  0.03 0.16 0.15 0.11  0.15 -0.02 0.17    0.73 0.70 0.64 0.66 
FIN  -0.01 0.03 0.02 0.05 0.05 -0.01 0.08  0.07  0.83  0.75 0.81 
UK  0.05 0.09 0.05 0.10  0.11 0.01 0.12  0.09  0.12    0.78 0.74 






CAN  0.05 0.12 -0.02 0.08  0.11 0.08  0.12  0.02 0.04 0.04 0.18  
 
Table 17:  IC and MCIC (Post 1990Q4) 
IC 
  EMU  GER  FRA  AUS  BEL ITA NETH SPA  FIN  UK US CAN
EMU   0.67 0.91 0.88 0.88 0.78 0.81  0.94  0.89 0.80 0.81 0.81 
GER  0.08   0.68 0.75 0.71 0.67 0.75  0.71  0.66 0.61 0.66 0.66 
FRA  0.14 0.06   0.91 0.97 0.86 0.78  0.97  0.86 0.73 0.83 0.83 
AUS  0.11 0.13 0.10   0.91 0.83 0.81  0.94 0.89  0.82  0.89 0.89 
BEL  0.13 0.11 0.19 0.13   0.86 0.81  0.94 0.83  0.79  0.80 0.80 
ITA  0.12 0.14 0.16 0.13 0.18   0.73  0.83  0.75 0.67 0.72 0.72 
NETH  0.06 0.16 0.05 0.08 0.10 0.09   0.81  0.70 0.72 0.73 0.73 
SPA  0.14 0.08 0.14 0.11 0.13 0.12 0.06    0.89 0.86 0.86 0.86 
FIN  0.13 0.07 0.12 0.15 0.10 0.09 0.02  0.13  0.84  0.84 0.84 
UK  -0.01 -0.04 -0.10 -0.01 -0.02 -0.03 -0.02  -0.01 0.08  0.91 0.91 






CAN  -0.01 0.02 -0.01 0.05 -0.02 0.00 -0.03 -0.01  0.07  0.03  0.12  
 
 
 
 
 
 