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A matroidal family V is defined to be a collection of graphs such that, for any 
given graph G, the subgraphs of G isomorphic to a graph in V satisfy the matroid 
circuit-axioms. Here matroidal families closed under homeomorphism are con- 
sidered. A theorem of Simks-Pereira shows that when only finite connected 
graphs are allowed as members of Q, two matroids arise: the cycle matroid and 
bicircular matroid. Here this theorem is generalized in two directions: the graphs 
are allowed to be infinite, and they are allowed to be disconnected. In the first 
case four structures result and in the second case two infinite families of rnatroids 
are obtained. The main theorem concerns the structures resulting when both 
restrictions are relaxed simultaneously. 
We will use standard graph theory terminology as far as possible, as found 
in [l], [2], or [13]. All graphs will be undirected and possibly infinite, and 
loops and multiple edges will be allowed. If G is a graph, E(G) denotes the 
set of edges of G and G\e denotes the graph obtained from G by deleting the 
edge e. A graph H is homeomorphic from G if it is isomorphic to a graph 
obtained from G by replacing each edge by a finite path and a graph K is 
homeomorphic to G if there exists some graph H such that G and K are both 
homeomorphic from H. 
The matroid theory terminology will follow [12]. One of the many ways to 
define a matroid on a finite set is by means of its collection % of circuits, 
which satisfies the following two axioms: 
(Cl) No member of V properly contains another. 
(C2) If C, and C, are distinct members of V with e E C, n C, then for 
some member C, of V we have C, C C, u C,\(e). 
The axioms (Cl) and (C2) are equivalent to the axioms (Cl) and (C2’), 
where (C2’) is the following condition (see, for example, [5]): 
(C2’) If C, and C, are members of V, e E C, n C, , and f E C,\C, , 
then for some member C, of % we have f E C, C Cl u C,\(e). 
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For infinite sets (C2’) is strictly stronger than (C2). However, both sets of 
axioms are relevant when we try to generalize the concept of a matroid to 
infinite sets. In this context we mention the following theorem of Klee con- 
cerning the structures EC-matroids and wIEC-matroids defined in [4]. 
THEOREM 1 [4]. Let V be a collection of subsets of a set S. Then 
(i) V is the collection of circuits of an EC-matroid on S ifand only if?? 
satisfies (Cl) and (C2); 
(ii) g is the collection of circuits of a wIEC-matroid on S ifandonly if’+? 
satisfies (Cl) and (C2’). 
If in either case each member of V is finite, then %? is the collection of circuits 
of an independence space. 
We will be concerned with matroids defined on the set of edges of a graph. 
We reserve the word “circuit” to refer to a minimal dependent set in a 
matroid and “cycle” for a minimal closed path in a graph. If A is a set of edges 
of a graph G, A will often be identified with the subgraph of G consisting of 
the edges in A and those vertices of G incident with an edge of A. (Hence, 
isolated vertices are usually ignored.) 
The usual matroid defined on the set of edges of a graph G is the well- 
known cycle matroid which has as its circuits the cycles of G. It may be asked 
which other subgraphs of G form the circuits of a matroid on E(G), and this 
question has been considered by Sirnoes-Pereira [9-111. 
A nonempty family % of graphs is called a matroidal family if, given any 
graph G, the subgraphs of G isomorphic to a member of %? satisfy axioms (Cl) 
and (CZ). A matroidal family is homeomorphic if it is closed under homeo- 
morphism, that is, if A E V and B is homeomorphic to A then BE %?. In 
dealing with a homeomorphic matroidal family we can select a representative 
from each homeomorphism class (equivalence class under homeomorphism) 
in V and then consider subgraphs homeomorphic to one of these. We will be 
concerned with homeomorphic matroidal families. The following theorem 
of Sirnoes-Pereira characterizes the homeomorphic matroidal families of 
finite, connected graphs. 
THEOREM 2 [9]. The oniy homeomorphic matroidal families of finite, 
connected graphs are the following: 
(i) the collection I’, of all cycles; and 
(ii) the collection r, containing all graphs homeomorphic to one of the 
graphs BI , B, , and B3 of Fig. 1. 
p, gives rise to the cycle matroid of a finite graph; the family rz gives the 
bicircular matroid, investigated in [6]. Both families give independence 
spaces on the set of edges of an infinite graph. 
W427/3-3 
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FIGURE 1 
The aim of this paper is to generalize Theorem 2 in two directions: first, 
when the connectedness condition is dropped, and second, when infinite 
graphs are considered. 
A minimal connected graph containing two cycles (that is, a graph homeo- 
morphic from one of the graphs B1 , Bz, or B3 of Fig. 1) will be called a 
bicycle [6]. (The term “bicycle” has also been used (see, for example, [S]) to 
refer to a cycle which is also a cocyle.) 
A graph will be said to contain k independent cycles if the removal of some 
set of k edges results in an acyclic graph but at least one cycle remains after 
the deletion of any set of k - 1 edges. A graph is k-cycle-minimal if it 
contains k independent cycles but no proper subgraph does. Similar defini- 
tions apply to bicycles. We denote by %‘k (respectively, .99’lc> the set of all 
k-cycle-minimal (respectively, k-bicycle-minimal) graphs. 
THEOREM 3. Let %? be a homeomorphic matroidal family consisting of 
finite graphs. Then either 
(i) for some positive integer k, %Z = V, ; or 
(ii) for some positive integer k, % = glc . 
For finite graphs the two infinite families of matroids arising from (i) and 
(ii) in Theorem 3 are the elongations of the cycle matroids and bicircular 
matroids, respectively. (If M is a matroid of rank r on a set S, then the 
elongation to height h of M has as bases all spanning sets of M of cardinality 
h (r < h < 1 S I); see, for example, [12].) 
We now allow the circuits of Theorem 2 to be infinite: 
THEOREM 4. The onIy homeomorphic matroidal families of (possibly 
inf;nite) connected graphs are the following: 
(i) the family I’, of Theorem 2; 
(ii) the family r, of Theorem 2; 
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(iii) the family r, consisting of all cycles, together with a two-way 
infinitepath; 
(iv) the family I’, consisting of all graphs homeomorphic from one of 
the$ve graphs Bl , B, , B3 , B4 , and B5 of Fig. 1, where an arrow denotes a ray 
(that is, a one-way injinitepath). 
The structures arising from I’, (called “two-way path matroids” in [12]) 
have been considered by Higgs [3]. The family r, was cited as an example by 
Klee [4] and has been further investigated in [7]. 
Theorems 3 and 4 are proved at the end of this paper and are both con- 
sequences of our main result, Theorem 5 below, which allows circuits to be 
both infinite and disconnected. Before stating this result, we introduce some 
more terminology. 
We will find it convenient to call the two-way-infinite path (B5 in Fig. 1) 
an injinite cycle and the graphs B4 and B5 of Fig. 1 collectively infinite bi- 
cycles. 
We shall say that a graph G contains k independent cycles and I independent 
infinite cycles if the deletion of k edges is required to destroy all cycles and a 
further 1 edges must be deleted to destroy all infinite. cycles. G is (k, Z)- 
cycle-minimal if in addition no proper subgraph of G has this property. (We 
continue to call a finite (k, 0)-cycle-minimal graph simply k-cycle-minimal.) 
Similar terminology will apply to bicycles. 
Let c > 0 and d > 0 be integers. Then the pair (k, I) of integers is (c, d)- 
feasible if 
(i) k = c and I = 0; or 
(ii) k=c-iandl=d+i(fori=1,2 ,..., c). 
For a given pair (c, d), V,,, (respectively, gC,J denotes the collection of all 
graphs which are (k, &cycle-minimal (respectively, (k, Q-bicycle-minimal) 
for some (c, d)-feasible pair (k, 1). As an example, V1,i consits of all graphs 
homeomorphic to one of the three graphs (the third having two components) 
of Fig. 2. Note that Vi,, = r, and gl,O = I’, . 
FIGURE 2 
To obtain a common generalization of Theorems 3 and 4 it has been 
necessary to suppose that %? has a finite number of homeomorphism classes. 
It will be shown at the end of this paper that this condition is satisfied auto- 
matically either when all graphs in %? are finite or when all graphs in V are 
connected. 
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%EoREM 5. Let V be a homeomorphic matroidal family of graphs with a 
finite number of homeomorphism classes. Then either 
(i) 9 = V, or aK (for some integer k > 0); or 
(ii) %? = %c,d or 9?G,d (for some integers c > 0, d > 0). 
Before proving Theorem 5, we prove that the collections appearing in the 
statement of Theorem 5 are all matroidal families. (They are clearly closed 
under homeomorphism and have a finite number of homeomorphism 
classes.) 
PROPOSITION 1. The collections V, , SYk , V,,, , and 9Ye,d defined above are 
matroidal families of graphs. 
Proof. The proof will be given for %?c,d. The proof for V, is similar but 
less complicated, and exactly the same method works for 3Yk and .%?c,d . 
By minimality, (Cl) is immediate. 
Suppose now that C, and C, are subgraphs of a graph G isomorphic to 
members of Vc,& , with e E C, n C, and f E C,\C, . Let C, have k independent 
cycles and I independent infinite cycles. We will use the term r,-circuit (see 
Theorem 4) to refer to either a cycle or an infinite cycle. 
By minimality of C, , there is some r,-circuit C such that e E C C C, . 
Similarly, f 6 D C C, for some r,-circuit D. Suppose that e E D. Then we 
have e E D n C and f E D\C, so by (C2’) applied to the collection of r,- 
circuits of G, there is a r,-circuit D’ such that f E D’ 2 D U C\(e). Thus we 
have a I’,-circuit D’ contained in C, u C, such that f E D’ but e $ D’. For 
the case e # D we can take D’ = D. 
Now D’ is independent of all .l’,-circuits of C,\(e) since none of these 
circuits contains f. We will show that E = C, u C,\(e) contains a member of 
w  0.d * 
Let C,\(e) have k’ independent cycles and I’ independent infinite cycles. We 
have two cases to consider. 
Case (I): k = c - i and I = d + i (i = 1,2,..., or c). In this case either 
k’=c-iandI’=d+i-1 ork’=c-i-1 andl’=d+i,andso 
(C,\(e)) u D’ contains at least k” independent cycles and I” independent 
cycles, where (k”, I”) is one of the pairs (k, l), (k - 1, I + I), or (k + 1, I- 1). 
Now (k, I) is always (c, d)-feasible, and whenever (k - 1, I + 1) occurs, 
i < c and so (k - 1, I + 1) is (c, d)-feasible. Moreover, (k + 1, I - 1) is 
(c, d)-feasible for i > 1, and if i = 1 then E contains c independent cycles. 
Hence E always contains some member of ‘Xc,&. 
Case (II): k = c, I = 0. In this case k’ = c - 1 and I’ = 0. If D’ is a 
cycle, E contains at least c independent cycles. Otherwise, C, is infinite and 
so contains at least (d + 1) independent infinite cycles, for as C\(e) C E the 
removal of e cannot destroy any of these infinite cycles. 1 
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However, it is easily verified that the member of V,,, constructed in the 
proof of the proposition can be chosen to contain the edgef. Thus (C2’):is 
satisfied and all the matroidal families of Theorem 5 give rise to wIEC- 
matroids by Theorem 1. 
The proof or Theorem 5 will use a series of lemmas. 
In what follows, VZ will denote a homeomorphic matroidal family of 
graphs. We will also assume that % has a finite number of homeomorphism 
classes, although this assumption is used only in Lemmas 3, 5, 8, 10, and 11. 
The symbol fi will be used to denote the end of a proof. The first lemma is 
proved by Sirnoes-Pereira for connected graphs in [9]. The proof given here 
does not rely on connectedness. 
LEMMA 1 [9]. No member of ‘37 has a pendant edge. 
Proof: Suppose that the graph C in % has a pendant edge {u, v} withthe 
vertex v of degree one. Let G be the graph consisting of C together with an 
edge e joining v to a new vertex w. Then E(G) and E(G)\(e) both form sub- 
graphs homeomorphic from C, violating axiom (Cl). 1 
The following lemma is also very similar to one proved by Sirnoes-Pereira 
in [9]. We will call a graph type-l if it contains a component consisting of a 
loop, and type-2 if it contains a loop adjacent to exactly one other edge, the 
latter not being a loop. 
LEMMA 2. V contains a type-l graph or a type-2 graph. 
ProoJ: Let C be a member of %? and let C’ be a graph homeomorphic from 
C with two adjacent vertices ZJ and v of degree two. Denote by e,, the edge 
joining u and v, e, the other edge incident with u, and e, the other edge 
incident with v. Form a graph G by replacing the edge e, by two parallel 
edges e, and e2, and apply axiom (C2) in G with C, = E(G)\(e,), C, = 
E(G)\{e,} and taking e, as the edge e E C, n C, . This type of construction 
will be used frequently and is illustrated in Fig. 3, where edges of C, and C, 
are denoted by solid and dashed lines, respectively. We will refer to the edge 
of C, n C, used in the application of axiom (C2) as the edge to be blocked. 
By (C2) there is some member C, of V contained in C, u C,\(e). By (Cl) 
both e, and e2 must be in C, , and so V contains a graph of type-l or type-2 
depending on whether or not C, contains e, . g 
FIGURE 3 
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We shall call V class 1 if it contains a graph of type-l and class 2 if it 
contains a graph of type-2. Thus, Lemma 2 shows that all matroidal families 
are class 1 or class 2; it will be shown later (Lemma 5) that these cases are 
mutually exclusive. 
L, will denote the graph consisting of r components, each a loop, and IV, 
will denote the graph consisting of r mutually parallel edges. The symbol u 
will denote (vertex-disjoint) union of graphs. 
LEMMA 3. If +? is class 1 then for some k, Lt E Q. 
Proof. Suppose that % is class 1. Consider those values of k for which %? 
contains some graph of which k components are loops. Temporarily call 
these values of k attained. As g is class 1 we know that 1 is attained. More- 
over, all attained k are finite, for a graph having infinitely many loop- 
components is homeomorphic to a proper subgraph of itself, contradicting 
axiom (Cl). 
Suppose now that k is attained and that V contains the graph C of which k 
components are loops. Denote by A the set of the remaining edges of C. We 
will show, by induction, that for 1 < r < k, %’ also contains the graph 
Lk-r u M~+l u A. This is trivially true for r = 1. Suppose that it is true for a 
given value of r. Applying (C2) to two subgraphs of the form L!,-, u M, u A 
in the graph Lk-, u M7+1 u A and blocking an edge of Lk-, , we obtain a 
graph L, u Mt u A’ in V, where s < k - r - 1, t < r + 2, and A’ C A. 
However, by considering two subgraphs of the form L, u Mt u A’ in the 
graph L+l u Mt u A’ and blocking an edge of Mt , it is easily seen that we 
may reverse the process to obtain a graph L,, u Aft, u A”, where s’ < s + 1, 
t’ < t - 1, and A” C A’. Now by (Cl), A” = A and hence A’ = A; similarly, 
s = r + 1 and t = k - r - 1 as required. 
Now only finitely many components of A are loops (by (Cl)) and so no two 
of the k graphs just constructed can be homeomorphic. Thus as V has 
finitely many homeomorphism classes, the values of k which are attained are 
bounded above by some finite number. 
Let k be attained, and maximal in the sense that no larger integer is 
attained. Then %? contains a graph of the form LI, u A. Suppose that A is 
nonempty. Then we can apply (C2) in the graph Lk+l U A, blocking an 
edge of A, to obtain a member of V having, by (Cl), at least k + 1 loop- 
components, contradicting the maximality of k. Hence A is empty, and LI, E V 
as required. 1 
LEMMA 4. Let % be a class 1 family contaihing LI, . Then V? contains all 
k-cycle-minimal graphs. (That is, wl, c fl. 
Proof. We will show by induction that for s < k, V contains Lk-.$ U G 
for each s-cycle-minimal graph G. This is true for s = 1 by Lemma 3. 
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Suppose the statement is true for a given value of s (1 < s < k) and let G 
be any (s + I)-cycle-minimal graph. Then G\e has s independent cycles. 
Denote by G, the graph obtained from G\e by deleting further edges until the 
graph is s-cycle-minimal. An edge h is deleted in this process if all the cycles 
of G containing h also contain e. As s > 1, G, is nonempty. Choose an edge 
f of G, and consider the graphs G, and G, . 
By inductive hypothesis, %7 contains G, u Llc--s and Gf v L,-, . Now 
apply (C2) to subgraphs G, v Lk+ and G, v Lkc-* in the graph G u LKpS 
(blocking an edge of L&, where G, and Gf are embedded in G in the natural 
way. By (C2) there is a member of V of the form L,, u A where s’ < k - 
s + 1 and A C G. 
In fact, it is easily shown that A = G and s’ = k - s + 1. For otherwise, 
by the minimality of G, A would contain fewer than (s + 1) independent 
cycles. Then by repeated application of (C2), blocking an edge of A con- 
tained in a cycle at each stage, we could obtain a member of the form L,, 
(k’ < k), contradicting (Cl). 
Hence g contains G U LK--(s+l) as required. a 
LEMMA 5. No family V is both class 1 and class 2. 
Proof. Suppose that V is class 1 and class 2. 
As V is class 2, it contains a type-2 circuit C consisting of a loop, a bridge 
adjacent to this loop, and a set A of other edges. Applying (C2) to the graph 
G of Fig. 4, blocking the edge e as shown, we obtain a member of V con- 
sisting of a subgraph of B, (see Fig. 1) together with a subset A’ of A. By (Cl) 
and Lemma 1, the subgraph of B, must be B, itself or L, . 
G H 
FIGURE 4 
In the latter case, application of (C2) in the graph H of Fig. 4 leads to a 
violation of (Cl), so the former case must hold. 
We can now use a reduction argument similar to that used in Lemma 3 to 
show that for some finite m the graph G, of Fig. 5 is in V. 
Go G, Gz 
FIGURE 5 
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As V is class 1, Lemma 4 shows that, for some finite k, all k-cycle-minimal 
graphs are in V. Hence the graphs G, and Gz of Fig. 5 are members of V. 
But now by (Cl) we have k - 1 > m > k - 2, a contradiction. 1 
LEMMA 6. Let V be a class 1 family containing Lk . Then all finite graphs 
in V are k-cycle-minimal. 
Proof. By Lemma 4, all such graphs are members of g. Let C E %? and 
suppose that it has i independent cycles, By (Cl), i < k. Suppose that i < k. 
Then by (Cl), C cannot be i-cycle-minimal. Thus there exists a bridge b of C. 
By Lemma 1, i > 1 and so G\b has some edge e which is contained in a cycle. 
Take a graph G obtained from C by replacing b by the two parallel edges b, 
and b, . By axiom (C2) applied to the subgraphs G\b, and G\b, of G with the 
edge e blocked, there exists some member C’ of V which has at least one 
fewer bridges than C, or at least one fewer independent cycles than C. 
Since C is finite, it has a finite number of bridges. Thus the process may be 
repeated to obtain aj-cycle-minimal graph with 1 < j < i < k, contradicting 
(Cl). Hence we must have i = k, and in this case, again by (Cl). C is minimal 
as required. 1 
We now consider infinite members of a class I family Y. By Lemma 6 and 
(Cl), each such graph can contain at most finitely many independent (finite) 
cycles. It follows that in an infinite member of +? any two rays (one-way 
infinite paths) only finitely many vertices in common. We will call two rays, 
with edges (e, , e2 ,... ) and (fi , fi ,...), respectively, equivalent if, for some 
integers n and m, e, = fm and thereafter e,+i = fm+ (i = 1, 2...). An infinite 
pendant tree at a vertex v of a graph G is an acyclic connected subgraph T 
of G, with no vertices of degree one (except possibly v) such that an edge of 
T is adjacent to an edge of G not in T if and only if their common vertex is v. 
LEMMA I. If G is a member of % then any infinite pendant tree at a vertex 
v of G contains a ray with vertices vI = v, v2, vg ,..., such that, for some 
positive integer n, v,, is of degree two in G for all n’ > n. 
Proof. Suppose that G is a member of E4 with an infinite pendant tree T 
at the vertex v not satisfying the condition. If e is an edge of T, denote by 
T[e] the subgraph of T consisting of all those edges f of T for which the path 
in T from f to v passes through e (that is, T[e] is the set of edges “beyond” e 
in the tree). We refer to such a subgraph as a branch of T. Call a cardinal 
recurrent if every branch of T contains a vertex of degree greater than or 
equal to the cardinal. By our supposition, 3 is recurrent. 
Consider first the case that all cardinals are recurrent. Let e be an edge of 
T and let u be a vertex of degree at least three in T[e]. Let the edges incident 
with u be e, and ei (i E Z) where the labeling is chosen such that ei E T[e,] for 
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all i E I. Let V, be the set of vertices of T[e,J. We will construct an injection 
from V, to V,, such that the image under this mapping determines a proper 
subgraph of T[e,] which is, however, homeomorphic to the whole branch 
T[e,]. This will violate (Cl) and give a contradiction. 
Let the edge ei have endpoints u and xi (for each i E I). Pick an element 
k E I and consider the branch T[eJ. By supposition there exists in T[e,] a 
vertex w  with degree greater than or equal to that of u. Label the edges inci- 
dent with w: fO and J; (j E .I), where fi E T[f,] for all j E J. Now [ J 1 3 1 I 1 ; 
we may assume without loss of generality that I is a subset of J. To start the 
construction of the injection, map the vertex u to the vertex ~9. Using the 
hypothesis that all cardinals are recurrent, we can now continue, for each 
i E I, to map vertices in r[eJ to vertices in T[J;:]; since each edge of T is at a 
finite distance from u this process defines an injection from V,, to V,, . The set 
of all edges in paths joining two vertices in the image of this injection forms a 
subgraph of T[e,]; by construction this is homeomorphic to T[e,], but since 
1 I ) >, 2 it is a proper subgraph. 
Second, consider the case when there exists a nonrecurrent cardinal. 
Since 3 is recurrent, there exists a minimal nonrecurrent cardinal t. By defini- 
tion there exists a branch T’ of Tin which each vertex has degree less than t. 
The degree of each vertex in T’ is now a recurrent cardinal and so the argu- 
ments of the previous paragraph are applicable. 1 
Note that (C2) was not used at all in this proof; however, the Axiom of 
Choice has been assumed. 
T, denotes the graph with r components, each an infinite cycle, and, as 
before, L, denotes the graph consisting of r loop-components. 
LEMMA 8. Let %? be a class 1 family containing infinite graphs. Then, for 
somejinite k and 1 with 1 > 0, % contains the graph LI, v Tz . 
Proof. Let C be an infinite member of %? and let m be the number of 
components of C forming infinite cycles. By (Cl), m is finite. Let A denote 
the set of remaining edges of C. 
If A is nonempty and contains a ray with vertices (uI , v2 ,...), then by 
Lemma 7 there is some finite n such that, for all n’ > II, v,’ is of degree two. 
Construct a graph G by adding to C a one-way infinite path of new edges and 
vertices, starting from the vertex v,+~ . An application of (C2) in G with the 
edge iv, , v,+~ } blocked now shows that there is some member C’ of % of the 
form T,+l U A’ for some A’ C A. 
As C has only m infinite-cycle-components and m is finite, C’ is not homeo- 
morphic to C. If A’ has any one-way infinite paths we may repeat this 
process to obtain a graph c” in V which is not homeomorphic to C or c’. 
Since V has a finite number of homeomorphism classes, we may continue 
until a graph in % is obtained which consists of a finite graph and a finite 
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number of infinite-cycle-components. It is then easy to see that V contains a 
graph of the required form. 1 
LEMMA 9. Let V be a class 1 family containing Lk v Tz for some k > 0, 
1 > 1. Then there exist integer parameters c > 0 andd 3 0 such that V,,, _C V. 
Proof. If V? contains L, v Tb , where b 3 1, then it is easily verified that 
% also contains L,, u T,, where a’ < a + 1 and b’ < b - 1. If in addition, 
a 2 1, then % contains L,” v Tbl where a” < a - 1 and b” < b + I. Thus 
if V contains L, v T8 where b > 1, it also contains L,-, v T,,,, and either 
L a+1 u Tb-l or La+, . 
Thus the existence in %? of Lk v Tt implies that L, v Tb E V for (a, b) = 
(k - 1, I + l), (k - 2, I + 2) ,..., (1, k + I - l), and (0, k + 1). Moreover, 
in the other direction, there is some r (0 < r < 1) for which V contains 
L, V Tb where (a, b) = (k + 1, I - 1) ,..., (k + r - 1, 1 - r + l), and 
(k + r, 0). We may now take c = k + r > 0 and d = 1 - r > 0. 
The proof is completed by showing that if g contains the graph LI, v TC 
then it also contains all (k, I)-cycle-minimal graphs. 
We will use induction and the proof is similar to the proof of Lemma 4. 
Suppose that L, v Tz E V. The induction hypothesis is that if G is an (s, t)- 
cycle-minimal graph, then G v L,-, v T,_, E %?. This hypothesis is trivially 
true in the cases s < 1, t < 1 and s < 1, t < 1, and may be easily verified 
forthecases= t = 1. 
Suppose the hypothesis to be true for a given value of s and t. Then if G is 
an (s + 1, t)-cycle-minimal graph (s 3 l), we may use an argument analo- 
gous to that of Lemma 4 to show that the graph G v Lk--(s+l) v T,-, is a 
member of g. 
Finally suppose that G is (s, t + l)-cycle-minimal, where t 3 1. As s and t 
are finite, for each ray R in G there is a vertex u(R) such that all the vertices 
of R beyond u(R) are of degree two in G. We may take u(R) to be the first 
such vertex on R. Suppose that G has a component containing three non- 
equivalent rays R, , R, , and R, . Then deleting Ri from G (from the vertex 
tc(RJ onward) gives an (s, t)-cycle-minimal graph Gi (i = 1, 2). By induction, 
G( v L,-, v T,-, E %? (i = 1,2), and so we may apply (C2) in the graph 
G v LkeS v Tz-, , blocking an edge of T,-, , to deduce that G v L,-, V 
TC-(t+I) is a member of w  as required. 
There remains the case when each component of G has at most two non- 
equivalent rays. As G is minimal, each component of G is finite or has exactly 
two nonequivalent rays. We may clearly suppose that no component of G is 
itself an infinite cycle. 
Since t > 1, there are at least two components of G with two nonequivalent 
rays. Let A and B be two such components with rays A,, A, and BI , B2 
respectively. Now deleting A, and A, from G leaves an (s, t)-cycle-minimal 
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graph A’, and similarly deleting B1 and B, gives an (s, t)-cycle-minimal graph 
B’. Now applying (C2) in the graph G u Lk+ u T,-,, blocking an edge of 
T,-,p with A’ and B’ embedded in G in the obvious way, we deduce that 
G u L,-, u Tl-(t+l) E V as required. 1 
LEMMA 10. Let %? be class 1. Then %’ = SF?~ (for some k > 0) or V = VC,d 
(for some c > 0, d 3 0). 
Proof. If all members of V? are finite, the result follows from Lemmas 3,4, 
and 6. We may therefore assume that V contains infinite graphs. By Lemmas 8 
and 9, %Yc,d C V for suitable parameters c and d. Suppose that C is a member 
of %? and that it has k independent cycles and I independent infinite cycles; 
we will show that C E 5?YcPd . 
Suppose that C has an infinite component which contains a (finite) cycle 
C, , and let f be an edge of C, . Insert new vertices u and tr in the edgef, and 
replace the edge {u, v> by the edges e, and e2 as indicated in Fig. 3. By (C2) 
applied to this graph with the edge e, (see Fig. 3) blocked, there is a member 
C’ of % for which (by Lemma 5) the number of independent cycles in infinite 
components is strictly less than the corresponding number for C. As the 
number of independent cycles in C is finite this process may be repeated 
until a member C” of %? is obtained in which no infinite component contains 
a cycle. 
For C”, the only edges not contained in cycles or infinite cycles are bridges 
in finite components. The number of such bridges is finite, since the number 
of independent cycles in C” is at most k, and by Lemma 1, C” has no pendant 
edges. We can now use the method of Lemma 6 to obtain a circuit C, in 
which every edge is contained in a cycle or infinite cycle of C, . Thus C, is 
(k’, Z’)-cycle minimal for some k’ < k and 2’ < 1. 
We now claim that (k, I) is (c, d)-feasible. Certainly 0 < k < c, for if 
k > c then C properly contains some c-cycle-minimal graph, which contra- 
dicts (Cl) as V e,d C V. Let & be the integer such that (k, I,,) is (c, d)-feasible 
(that is, I, = 0 if k = c and I, = c + d - k otherwise). Then I< I,, , for 
if I > Z,, , then C would again properly contain some member of V,,, . How- 
ever, if I < I, then k’ < k ,( c and I’ < 1 < I,, and thus the (k’, Z’)-cycle- 
minimal graph C, constructed in the last paragraph is properly contained 
in a member of %?,,,I again contradicting (Cl). 
Since (k, I) is (c, d)-feasible, (Cl) implies that C is (k, &cycle-minimal. 
Thus C E %e,d as required. m 
LEMMA 11. Let V be class 2. Then V = a(k (for some k > 0) or V = 9(c,d 
(for some c > 0, d 3 0). 
Proof: The proof of this lemma follows closely the arguments for the 
class 1 families. Throughout, the graph consisting of k components, each 
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isomorphic to Bl of Fig. 1, is used in place of Lk , and frequent use is made 
of Lemma 5. There are several minor modifications, but the details of the 
proof will be omitted here. 1 
This iemma completes the proof of Theorem 5. 
Proof of Theorem 3. Suppose that V is a homeomorphic matroidal 
family of finite graphs. By Lemma 2, %? is class 1 or class 2. If % is class 1, 
then L, U A E V for some graph A. However, A must be finite, so repeated 
application of (C2), blocking an edge of A at each stage, leads after a finite 
number of steps to a member Lk of V for some k 3 1. By Lemma 6, % has a 
finite number of homeomorphism classes. Similarly, any class 2 family has a 
finite number of homeomorphism classes. 
We may now apply Theorem 5. The families V, and kgk as required for 
Theorem 3 are obtained by selecting the families in the statement of Theorem 
5 which contain only finite graphs. 1 
Proof of Theorem 4. Suppose that %? is a homeomorphic matroidal 
family of connected graphs. If V is class 1, then since all members of V are 
connected, L, E %?. By (Cl) and Lemma 1, % = r, or % contains an infinite 
acyclic graph with no pendant edges. It is now easily deduced (using Lemma 
7) that Tl E %, and so, again by (Cl), %’ = r, . Similarly, if V? is class 2 then 
V = r, or r, . 1 
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