In the standard geometric approach, the entanglement of a pure state is sin 2 θ, where θ is the angle between the entangled state and the closest separable state of products of normalised qubit states. We consider here a generalisation of this notion by considering separable states that consist of products of unnormalised states of different dimension. The distance between the target entangled state and the closest unnormalised product state can be interpreted as a measure of the entanglement of the target state. The components of the closest product state and its norm have an interpretation in terms of, respectively, the eigenvectors and eigenvalues of the reduced density matrices arising in the Schmidt decomposition of the state vector. For several cases where the target state has a large degree of symmetry, we solve the system of equations analytically, and look specifically at the limit where the number of qubits is large.
I. INTRODUCTION
With recognition of its role as a resource in quantum computing [1] , the nature of entanglement in quantum systems is a problem of much current interest [2] [3] [4] . Of particular importance is a quantitative measure of entanglement [5] . Two of the more commonly used measures are the von Neumann entropy, which is based on reduced density matrices [2] , and a geometric measure, which is based on the distance to the nearest product state [6] [7] [8] [9] [10] . In this paper we introduce a geometric measure of entanglement based on the distance between an unnormalised product state and a target entangled state. The norm of the closest product state can be related to both the distance and angle between the product and target states. This result motivates the interpretation of the distance to the closest product state as a measure of the entanglement of the initial state.
We begin by defining our notation. We consider a system ofubits. The dimension of the corresponding Hilbert space is n = 2 q . We will decompose the system into a set of subsystems. The subsystems are labelled A, B, C, · · · They have dimension u, v, w, · · · such that n = u · v · w · · ·. An arbitrary set of basis states of system A is labelled |i , the basis states of B are |j , the basis states of C are |k , etc. Using this notation we write: 
We consider an arbitrary normalised entangled pure state and write its wave-function: 
In this paper we introduce a new geometric measure of the entanglement of this state. The paper is organised as follows. In section II we introduce our geometric measure of entanglement. In section III we show that, for a given entangled state, a connection can be established between the components and norm of the closest product state, and the basis states and eigenvalues of the Schmidt decomposition of the entangled state. In section IV we study some general symmetries of our measure. In section V we derive some exact solutions for cases where the target state |ψ has a large degree of symmetry, and in section VI we present our conclusions.
II. OPTIMUM EUCLIDEAN DISTANCE
In this section we introduce a new geometric measure of entanglement. We look at the distance between the pure entangled state (2) and an arbitrary unnormalised product state. Extremizing this distance allows us to identify the closest product state. The distance between the state |ψ and this closest product state is our geometric measure of the entanglement of |ψ .
We consider the product state:
The state |φ is not assumed to be normalised:
The distance between the states |ψ and |φ is:
We extremize this distance with respect to the coordinates of |A , |B , . . .
Rewriting Eq. (6), we have:
In exactly the same way we could extremize the distance in Eq. (5) with respect to the coordinates of A|, B|, . . . and obtain: N A N B N C . . . = φ|ψ . Substituting these results into (5) we find that at the extrema the distance between |ψ and |φ is: where we have defined the critical angle θ C as the angle between |ψ and |φ at the extrema:
In order to demonstrate the consistency of these results, we look at the Cauchy-Schwartz inequality which requires:
Using (4) and (5) we have:
Using (7) and (8) we find that at the extrema
This inequality guarantees that the cosine of the critical angle (Eq. (9)) is a real number which satisfies 1 > cos θ C > −1, and that the square of the critical distance (Eq. (8)) is real and positive.
We can compare the results in Eqs. (8), (9) with those that would be obtained using a product of normalised states. We use A|A = B|B = · · · = 1. We take the derivative of D 2 with respect to a i as before, but now we insert a Lagrange multiplier term of the form λ A|A . This approach produces the same critical angle as before (Eq. (9)). The corresponding minimal distance is:
which can be compared with the result for unnormalised product states (Eq. (8)).
III. CONNECTION TO THE SCHMIDT DECOMPOSITION
The equations in (6) which determine the extremal points of the distance to the closest product state are non-linear and must be solved numerically, except in special cases. One of the special cases for which a closed-form solution exists occurs when the n-dimensional system is decomposed into two subsystems. We consider a u-dimensional subsystem A, and a v-dimensional subsystem B, such that n = uv. In this case the equations (6) decouple to yield:
Each of these equations can be solved for the product N A N B and give, respectively:
These solutions can be related to the eigenvalues of the reduced density matrix. We consider the n-dimensional state in Eq. (2) and write its wave-function and density matrix in the computational basis:
Decomposing the system into a u-dimensional subsystem A and a v-dimensional subsystem B, we obtain:
Next we calculate the reduced density matrices. The reduced density matrix ρ A is obtained by tracing over the subsystem B, and the reduced density matrix ρ B is obtained by tracing over the subsystem A. The definitions are:
where 1 A and 1 B are the identity matrices in the subspaces of A and B, respectively. We obtain:
or, in terms of components:
Similarly, the reduced density matrix ρ B = Tr A (ρ) is obtained by tracing over the subsystem A and can be written:
Using Eqs. (20) and (21) we can rewrite the extremal conditions of Eqs. (14) in the form:
Equation (22) shows that N A N B are the eigenvalues corresponding to the eigenvectors a i and b j of the reduced density matrices ρ A and ρ B .
This result can be interpreted in terms of the Schmidt decomposition as follows [1, [11] [12] [13] [14] [15] . Let us write the extrema conditions of Eq.(6) as
where where the columns of the (unitary) matrices A and B are, respectively, the vectors a i and b j , and Σ is a diagonal matrix whose elements are the singular values σ. This can be used to rewrite the state |ψ in (17) in terms of the Schmidt decomposition involving a single summation:
where the Schmidt coefficients p k , which are identified with the singular values σ, satisfy k p k = 1, and the states |α k and |β k are identified with, respectively, the left-singular and right-singular vectors a i and b j . Calculating the corresponding reduced density matrices using (18) we obtain:
from which one can see that |α k are the eigenvectors of ρ A = Tr B (ρ) and |β k are the eigenvectors of ρ B = Tr A (ρ) with corresponding eigenvalues p k . We remark that the Schmidt decomposition gives rise to several other measurements of entanglement. The reduced density matrices ρ A and ρ B in (26) have the same non-zero eigenvalues and, for a product state, only one non-zero eigenvalue is present. As a result, for a non-product state, the eigenvalues of the reduced density matrix can be used to quantify the degree of entanglement. One commonly used measure of entanglement is the von Neumann entropy:
It is interesting to consider the particular case that the n-dimensional space is split into the product of a single qubit space and another space of dimension u = n/2. In this case, one of the equations in (15) will become a quadratic equation for the product N A N B with solutions:
The Schmidt decomposition (Eq. (25)) becomes:
Using Eq. (9) we can relate the eigenvalues N A N B = µ ± to the cosine of the angle between |ψ and the closest product state |φ . Since µ + is the larger of the two eigenvalues we write cos θ max ≡ µ + and Eq. (29) becomes:
If |ψ was a product state, the reduced density matrix would have only one non-zero eigenvalue and we would have µ − = sin 2 θ max = 0. This result is consistent with our geometric approach: from Eq. (8), sin 2 θ max = 0 corresponds to a zero minimal distance between the state |ψ and the nearest product state, which means that |ψ is itself a product state.
The Schmidt decomposition can also be applied to multipartite pure states [14] . One starts with a state |ψ and decomposes it into two subsystems: a single qubit system A, and a subsystem (BC . . . Z) containing all other qubits. Using a Schmidt decomposition we can write:
One then decomposes |ψ 
This process is continued until the last two qubit spaces Y and Z are reached, with the result: 
Finding the extremal points of this distance will result in a system of (linear) equations, as in Eq. (15), which determine the components of the state |φ A;BC...Z . There is a direct correspondence between the coefficients of the closest product state and the basis states of the Schmidt decomposition (Eq. (31)), and the norm of the closest product state is related to the corresponding Schmidt coefficients.
We can then consider the distance between the state |φ BC...Z and a state |φ B;CD...Z = |φ B ⊗ |φ CD...Z :
where |φ B is a single qubit state and |φ CD...Z is the state of the remaining qubits. Extremizing this distance will again result in a system of linear equations determining the components of the state |φ B;CD...Z . Once again, there is a direct correspondence between the coefficients of the closest product state and the basis states of the Schmidt decomposition (Eq. (32)), and the norm of the closest product state is related to the corresponding Schmidt coefficients.
This process may be continued until the last two qubit states |φ Y and |φ Z are reached. In analogy with Eq. (9), we can define the cosine of the critical angle θ C :
The quantity sin 2 θ C = 1 − cos 2 θ C is a measure of the entanglement of the original multipartite state. The advantage of this procedure is that it involves solving a series of linear equations, as compared to the approach of Section II which produces the non-linear equations of Eq. (6). The disadvantage is that the result depends on the order that the series of decompositions is made: the sequence ABC . . . Y Z described above will differ from the sequence BC . . . ZA. In Ref. [14] , the entanglement is given by the minimal value obtained by looking at all permutations of the possible orders of the decompositions.
IV. SYMMETRIES
The equation that gives the distance between the target entangled state and the nearest product state (Eq. (8)) is invariant under certain transformations of the parameters {a i , b i , . . .}. In order to see these symmetries explicitly we can reparameterize each set of coefficients. For the coefficients a i we write:
with similar equations for the coefficients {b i , c i , . . .}. Using generalised spherical coordinates in n dimensions we can rewrite the set of real variables A i in terms of a magnitude A and (n − 1) angles θ i :
. . .
We can also parameterise the phase angles α a i as:
where β 1 ≡ 0. Using this notation we write:
We can use this parameterisation to rewrite the distance function (8) . We make the definitions:
Note that the first line in (41) gives:
Using these definitions the distance in Eq. (5) becomes:
Extremizing we obtain:
which means that at the extrema:
We note that Eqs. (42) and (45) are consistent with (8) .
To make this result more clear, we can look explicitly at the dependence of the distance function on the overall phase of the coefficients of the product state. We define the overall phase angle δ = α 
which gives:
From Eq. (43) we have:
which means that at the extrema, Im ψ|φ = 0. From Eq. (44) we obtain that at the extrema:
This means that the critical angle defined by:
is the same critical angle as in Eq. (9).
V. EXACT SOLUTIONS
In this section we look at some states with a large degree of symmetry for which the equations (6) can be solved exactly. We consider a system ofubits and divide the Hilbert space of dimension n = 2 q into q spaces, each of dimension 2. Using the notation of section I we have n = u · v · w · · · with u = v = w = · · · = 2. The basis states in each single qubit system are:
The product state in Eq. (3) becomes:
We look for a solution of the form:
which means N A = N B = · · · ≡ N .
Case 1
Consider:
The only two non-zero components of ψ ijk··· are:
and Eq. (6) becomes:
Using Eq. (53), Eq. (56) becomes:
Solving this set of equations we obtain:
Rearranging we obtain:
We can look at the large q limit. Defining A = p 1/(q−2) + (1 − p) 1/(q−2) q−2 we have,
which gives
Case 2 Consider:
The only non-zero coefficients ψ ijk··· are:
Using Eq. (53), Eq. (65) becomes:
Solving the set of equations in (66) we obtain:
.
Case 3 Consider:
The only non-zero coefficients ψ ijk··· are: 
Solving the equations in (72) we obtain:
which gives: 
Rearranging we extract: 
VI. CONCLUSIONS
We have considered a generalisation of the usual geometric measure of entanglement of pure states using the distance to the nearest unnormalised product state. This definition does not lead to any computational advantages, since the set of equations that determine the measure are still non-linear in general. However, our definition does provide an interpretation of the standard entanglement measure as the distance to the closest product state. We have also found a relationship between the norm and components of the closest separable state, and the coefficients and basis states of the Schmidt decomposition of the state |ψ . For several cases where the target state has a large degree of symmetry, we have solved the system of non-linear equations analytically, and looked specifically at the limit where the number of qubits is large. These results indicate that our new definition of entanglement, while similar to other definitions that can be found in the literature, is worthy of further study.
