The present paper deals with monotonic and dual monotonic language learning from positive as well as from positive and negative examples. The three notions of monotonicity reect dierent formalizations of the requirement that the learner has to produce better and better generalizations when fed more and more data on the concept to be learned.
Introduction
The process of hypothesizing a general rule from eventually incomplete data is called inductive inference. Many philosophers of science have focused their attention on problems in inductive inference. Some of the principles developed are very much alive in algorithmic learning theory, a rapidly emerging science that started with the seminal papers of Solomono (1964) and of Gold (1967) . The state of the art is excellently surveyed by Smith (1983, 1987) . For more information concerning recent developments in inductive inference, the reader is referred to the annual Workshops on Computational Learning Theory, COLT (cf., e.g., Rivest et al. (1989) , Fulk and Case (1990) and Haussler (1992) ), the International Workshops on Algorithmic Learning Theory, ALT (cf., e.g., Arikawa et al. (1990 Arikawa et al. ( , 1991 ) and the workshops on Analogical and Inductive Inference, AII (cf., e.g., Jantke (1989 Jantke ( , 1992 ).
The present paper deals with formal language learning in the limit. In this eld, many interesting and sometimes surprising results have been obtained within the last decades (cf., eg., Osherson et al. (1986) , Case (1988) , Fulk (1990) , Shinohara (1990) ). The general situation investigated in language learning in the limit can be described as follows: Given more and more information concerning the language to be learned, the inference device has to produce, from time to time, a hypothesis about the phenomenon to be inferred. The set of all admissible hypotheses is called the space of hypotheses, or, synonymously, the hypothesis space. The information given may contain only positive examples, i.e., eventually all the strings contained in the language to be learned, or both positive and negative examples, i.e., arbitrary strings over the underlying alphabet which are classied with respect to their containment in the unknown language. The sequence of hypotheses has to converge to a hypothesis correctly describing the object to be learned. There are many possible requirements on the sequence of hypotheses actually created. Consider the following scenario: A potential user of a learning system might prefer a particular representation of all the objects to be learned. For example, let 6 = fa; b; ::g be any non-empty nite alphabet. Furthermore, let X = fx 0 ; x 1 ; x 2 ; :::g be an innite set of variables such that 6 \ X = ;. Patterns are non-empty strings from 6 [ X, e.g., ab; ax 1 ccc; bx 1 x 1 cx 2 x 2 are patterns. If p is a pattern, then L(p), the language generated by pattern p, is the set of strings which can be obtained by substituting non-null strings s i 2 6 3 for each occurrence of the variable x i in the pattern p. Thus aabbb is generable from pattern ax 1 x 2 b, while aabba is not. Pattern languages were introduced by Angluin (1980a) . Nix (1983) outlined interesting applications of pattern inference algorithms. Recently, Kearns and Pitt (1989) studied the learnability of pattern languages in the PAC{learning model, and Lange and Wiehagen (1991) dealt with polynomial time learnability of all pattern languages.
Consequently, looking at the potential applications, a user of a learning system might be highly interested in getting just patterns as hypotheses. On the other hand, there are many other possible representations of pattern languages, e.g., by context-sensitive grammars. Hence, it is only natural to ask whether the demand of our hypothetical user seriously aects the capabilities of learning systems. For the sake of presentation, we introduce some notations. Let L = L 0 ; L 1 ; ::: be any family of target languages, i.e.; we are given a particular enumeration of L and a particular description for every L 2 L. If the family L is inferable with respect to the hypothesis space L then L is said to be exactly learnable. Furthermore, we call a target family L learnable by a class preserving learning algorithm, if there is a hypothesis space G = G 0 ; G 1 ; ::: such that every G j describes a language that is contained in L, and the learning algorithm infers L with respect to G. In particular, every L 2 L has to possess a description G j in G, since otherwise no learning algorithm can infer L with respect to G. This means that when dealing with class preserving language learning we are free to choose a possibly dierent enumeration of L and possibly dierent descriptions for the target languages L 2 L. However, we demand that all the hypotheses produced describe a language that is contained in the family of all target languages. At rst glance, this requirement seems to be a very natural one, since any hypothesis not fullling it cannot be correct. Nevertheless, as previously obtained results show, at the least the eciency of learning may be seriously aected if one insists on class preserving learning (cf., e.g., Pitt and Valiant (1988) , Blum and Singh (1990) , Lange and Zeugmann (1993b) ). Therefore, we sometimes consider class comprising learning, too. In this setting a learning algorithm is allowed to use any hypothesis space G = G 0 ; G 1 ; ::: such that any L 2 L possesses a description G j but G may additionally contain elements G k describing languages from outside L.
The main goal of this paper consists in partially answering the question of what a natural learning algorithm should look like. We believe that the answer to this question should be related to the classes of learning problems one wants to deal with. The starting point of our investigations goes back to dierent learning strategies that have controversially been discussed in the machine learning community. Clearly, whenever one learns inductively from examples one has to perform a generalization. On the other hand, it is by no means obvious whether one should generalize only as little as necessary or as much as possible. In the rst case, the learning algorithm might achieve the learning goal by producing a sequence of better and better generalizations. The second approach might lead to an algorithm that initially outputs a most general hypothesis. Afterwards, the learning algorithm might specialize its actual hypotheses till it eventually reached a correct guess. Finally, it is plausible to combine the two strategies, i.e., to learn by a suitable interplay between generalization and specialization. There has been extensive debate in the machine learning community for and against each of these learning modes (cf., e.g., Michalski et al. (1984 Michalski et al. ( , 1986 or Kodrato and Michalski (1990) ). Looking for mathematically sound formalizations of the concept of generalization, Jantke (1991a Jantke ( , 1991b ) discovered an interesting connection to the problem whether or not a learning algorithm has to use non-monotonic reasoning in order to learn. Subsequently, Wiehagen (1991) rened Jantke's (1991a) approach, and Kapur (1992) introduced the dual version of it. This led to the following learning models:
Interpreting generalization and specialization in their strongest sense means that we are forced to produce an augmenting (descending) chain of languages, i.e., L i L j (L i L j ) in case L j is guessed later than L i (cf. Denitions 4 and 6, part (A)). Wiehagen (1991) proposed to interpret \better generalization" with respect to the
appears later in the sequence of guesses than L i does (cf. Denition 4 (B)). This means that a new hypothesis is never allowed to reject some string that a previously generated guess already correctly includes.
On the other hand, it is only natural to consider the dual version of the latter requirement as well. Intuitively, dual monotonicity describes the following requirement: If, at any stage, the learner outputs a hypothesis correctly excluding a string s from the language to be learned, then any subsequent guess must also exclude that string (cf. Denition 6 (B)).
The third version of monotonicity, which we call weak-monotonicity and dual weakmonotonicity, respectively, is derived from non-monotonic logic. In classical logic it is required that more assumptions do not lead to a decrease of the set of derivable theorems. This requirement is the so-called monotonicity principle. If we interpret the data that a learning algorithm is fed as assumptions about the target language then we directly see that strong-monotonic inference is just the learning model that realizes this classical approach. On the other hand, non-monotonic logic aims to model common sense that cannot be formalized in classical logic. Hence, it is only natural to ask whether or not nonmonotonic reasoning has to be taken into account in the design of learning algorithms. A natural weakening of the monotonicity principle is cumulativity (cf., e.g., Brewka (1991) ). In a cumulative logic the monotonicity principle has to be fullled as long as new assumptions added to the set of assumptions do not contradict the theorems derivable from it. Transforming cumulativity and its dual analogue to learning results in requiring L i L j (L i L j ) as long as there are no data fed to the inference device after having produced L i that contradict L i (cf. Denitions 4 and 6, part (C)).
In the following we restrict ourselves to deal exclusively with the learnability of indexed families of non-empty uniformly recursive languages. This case is of special interest with respect to potential applications. The rst problem arising naturally is to relate the learning power of all types of monotonic language learning to one another as well as 3 to previously studied modes of inference. This question has been completely answered in and in Lange and Zeugmann (1993c) . In this paper, we mainly concentrate ourselves to study what all the described learning models have in common and what their dierences are. It turns out that characterizations are a very useful method of achieving this goal. In Lange and Zeugmann (1994) , we presented characterization theorems for all types of class preserving monotonic and dual monotonic language learning from positive and negative data. In particular, we showed that there is essentially one learning algorithm which can perform any of the inference tasks described above. This insight has been achieved by a suitable modication of Angluin's (1980b) characterization of learning in the limit from positive data in terms of nite and non-empty tell-tale sets. In this paper, we will present a unifying framework for learning from positive data under the various monotonicity constraints. Although the situation is much more subtle than in the case of learning from positive and negative data, the overall insight remains the same. In essence, there is one learning algorithm that may be applied to all inference tasks. The particular dierences between the dierent models of monotonic and dual monotonic language learning may be described mainly by the specic properties of the relevant nite and non-empty tell-tale sets. As we shall see, our characterization theorems may successfully be applied to deciding what the relevant \natural learning algorithms" should look like. Since within the current level of precision nothing more satisfactory can be added, we will discuss these issues in more detail throughout the paper.
The paper is structured as follows. Section 2 presents preliminaries, i.e., notations and denitions. The characterization theorems are established in Section 3 and the subsections therein. Moreover, Subsection 3.4 is devoted to applications of our characterization theorems. Finally, in Section 4 we discuss the results obtained and outline open problems. All references are given in Section 5.
Preliminaries
Let IN = f0; 1; 2; :::g be the set of all natural numbers. By c : IN 2 IN ! IN we denote Cantor's pairing function, i.e., c(x; y) = ((x + y) 2 + 3x + y)=2 for all x; y 2 IN.
In the sequel we assume familiarity with formal language theory (cf., e.g., Hopcroft and Ullman (1969) ). By 6 we denote any xed nite alphabet of symbols. Let 6 3 be the free monoid over 6. The length of a string s 2 6 3 is denoted by jsj. Any subset L 6 3 is called a language. By co 0L we denote the complement of L, i.e., co0L = 6 3 n L: Let L be a language and t = s 0 ; s 1 ; s 2 ; ::: an innite sequence of strings from 6 3 such that range(t) = fs k k 2 INg = L. Then t is said to be a text for L or, synonymously, a positive presentation. Furthermore, let i = (s 0 ; b 0 ); (s 1 ; b 1 ); ::: be an innite sequence of elements of 6 3 2 f+; 0g such that range(i) = fs k k 2 INg = 6 3 , i + = fs k (s k ; b k ) = (s k ; +); k 2 INg = L and i 0 = fs k (s k ; b k ) = (s k ; 0); k 2 INg = co0L.
Then we refer to i as an informant. If L is classied via an informant then we also say that L is represented by positive and negative data. Moreover, let t, i be a text and an informant, respectively, and let x be a number. Then t x , i x denote the initial segment of t and i of length x + 1, respectively, e.g., i 2 = (s 0 ; b 0 ); (s As an example, we consider the set L of all context-sensitive languages over 6. L may be regarded as an indexed family of uniformly recursive languages (cf. Hopcroft and Ullman (1969) ). In the following we refer to indexed families of uniformly recursive languages as indexed families for short. Moreover, we sometimes denote an indexed family and its range by the same symbol L. The meaning will be clear from the context. As in Gold (1967) , we dene an inductive inference machine (abbr. IIM) to be an algorithmic device which works as follows: The IIM takes as its input larger and larger initial segments of a text t (or an informant i) and it either requests the next input string, or rst outputs a hypothesis, i.e., a number encoding a certain computer program, and then it requests the next input string (cf., e.g., Angluin (1980b) ).
At this point we have to clarify what space of hypotheses we should choose, thereby also specifying the goal of the learning process. Gold (1967) and Wiehagen (1977) pointed out that there is a dierence in what can be inferred depending on whether we want to synthesize in the limit grammars (i.e., procedures generating languages) or decision procedures, i.e., programs of characteristic functions. Case and Lynes (1982) investigated this phenomenon in detail. As it turns out, IIMs synthesizing grammars can be more powerful than those ones which are requested to output decision procedures. However, in the context of identication of indexed families, both concepts are of equal power. Nevertheless, we decided to require the IIMs to output grammars. This decision has been caused by the fact that there is a big dierence between the possible monotonicity requirements. A straightforward adaptation of the approaches made in inductive inference of recursive functions directly yields analogous requirements with respect to the corresponding characteristic functions of the languages to be inferred. On the other hand, it is only natural to interpret monotonicity with respect to the language to be learned, i.e., to require containment of languages as described in the introduction. It turns out that this latter approach considerably increases the power of all types of monotonic and dual monotonic language learning. Furthermore, since we exclusively deal with the learnability of indexed families L = (L j ) j 2IN we always take as the hypothesis space an enumerable family of grammars G 0 ; G 1 ; G 2 ; ::: over the terminal alphabet 6 satisfying L fL(G j ) j 2 INg. Moreover, we require that membership in L(G j ) be uniformly decidable for all j 2 IN and all strings s 2 6 3 . As it turns out, it is sometimes very important to choose the space of hypotheses appropriately in order to achieve the desired learning goal. When an IIM outputs a number j, we interpret it to mean that the machine is hypothesizing the grammar G j .
Let be a text or informant, respectively, and x 2 IN. Then we use M( x ) to denote the last hypothesis produced by M when successively fed x . The sequence (M( x )) x2IN is said to converge in the limit to the number j if and only if either (M( x )) x2IN is innite and all but nitely many terms of it are equal to j, or (M( x )) x2IN is non-empty and nite, and its last term is j. Now we are ready to dene learning in the limit. Denition 1. (Gold, 1967) Since, by the denition of convergence, only nitely many data of L were seen by the IIM up to the (unknown) point of convergence, whenever an IIM identies the language L, some form of learning must have taken place. For this reason, from here on the terms infer, learn, and identify are used interchangeably.
In Denition 1, LIM stands for \limit." Furthermore, the prex C is used to indicate class comprising learning, i.e., the fact that L may be learned with respect to some hypothesis space comprising range(L). The restriction of CLIM to class preserving inference is denoted by LIM. This means that LIM is the collection of all indexed families L that can be learned in the limit with respect to a hypothesis space G = (G j ) j 2IN such that range(L) = fL(G j ) j 2 INg. Moreover, if a target indexed family L has to be inferred with respect to the hypothesis space L itself, then we replace the prex C by E, i.e., ELIM is the collection of indexed families that can be exactly learned in the limit. We adopt this convention in the denitions of the learning types below. The following proposition claries the relations between exact, class preserving, and class comprising learning in the limit. Proposition 1. (Lange and Zeugmann, 1993b) (
Note that, in general, it is not decidable whether or not M has already inferred L. With the next denition, we consider a special case where it is required that the IIM declares that it has nished the learning task.
Denition 2. (Gold, 1967; Trakhtenbrot and Barzdin, 1970) Next, we want to formally dene strong-monotonic, monotonic and weak-monotonic inference. But before doing this, we rst dene consistent identication. Consistently working learning devices have been introduced by Barzdin (1974) . Intuitively, consistency means that the IIM has to correctly reect the information it has already been fed. Now we are ready to formally dene the three types of monotonic language learning introduced in Section 1.
Denition 4. (Jantke, 1991a , Wiehagen, 1991 
In particular, Requirement (C) means that M has to work strong-monotonically as long as its guess j x is consistent with all the data fed to M both before and after M has output j x .
We denote by CSMON 0TXT; CSMON 0INF; CMON 0TXT; CM ON 0INF, CWMON 0TXT, CWMON 0INF the collections of all those indexed families L for which there is a hypothesis space G and an IIM inferring them strong-monotonically, monotonically, and weak-monotonically from text or informant with respect to G, respectively.
Note that even SM ON 0TXT contains interesting \natural" families of formal languages. For example, let DPAT be the family of all languages L for which there are nitely many patterns p i 1 ; :::
. Then there exist a class preserving hypothesis space G and an IIM M such that M strong-monotonically identies DPAT with respect to G (cf. Zeugmann (1992, 1993a) ).
Figure 1 summarizes the known results concerning monotonic language learning (cf. Zeugmann (1992, 1993a) ). We restrict ourselves to the class preserving case, since this case already conveys the characteristic relations between the monotonic learning models dened above. Each learning type is represented as a vertex in a directed graph. A directed edge (or path) from vertex A to vertex B indicates that A is a proper subset of B, a bidirectional edge represents A = B, and no edge (or path) between these vertices implies that A and B are incomparable.
Monotonic Next, we dene conservative IIMs. Intuitively speaking, conservative IIMs maintain their actual hypotheses at least as long as they have not seen data contradicting them.
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Hence, whenever a conservative IIM performs a mind change it is because it has perceived clear inconsistency between its guess and the input.
Denition 5. (Angluin, 1980b) The collections of sets CCONSERVATIVE{TXT and CCONSERVATIVE{INF are dened in a manner analogous to that above.
Note that WMON 0TXT = CONSERVATIVE{TXT as well as WMON 0INF = CONSERVATIVE{INF for all 2 fC; "; Eg, where " denotes the empty string (cf. Lange and Zeugmann (1993a) ).
We continue by formally dening the three types of dual monotonic language learning introduced in Section 1. Figure  1 , the similarities as well as the dierences between the various types of monotonic and dual monotonic inference are clearly illustrated.
Dual Monotonic Learning from Text versus Dual Monotonic
Inference from Informant Note that the notions of monotonicity and of dual monotonicity are truly duals of each other. Next, we combine the monotonicity constraints from Denition 4 and Denition 6. As we shall see, this helps us to gain a better understanding of the relationships between monotonic inference of languages and other well-known types of language learning. Finally, we present two gures relating all types of class preserving monotonic language learning to all types of dual monotonic inference of indexed families. For the sake of readability, we separate the results for language learning from text ( Fig. 3 ) from those ones dealing with language learning from positive and negative data (Fig. 4) . Again, we restrict ourselves to the class preserving case, since it reects the typical relations between the introduced learning types. Note that missing edges between learning types not connected by a path in the underlying graph are incomparable. Additional results which give further insights into the relations between the dened learning types can be found in as well as in Zeugmann (1993c, 1994 The next gure relates monotonic and dual monotonic language learning on informant. In this section, we present characterizations of all types of monotonic and of dual monotonic language learning from positive data. Characterizations play an important role in that they lead to deeper insights into how algorithms performing the inference process may work (cf., e.g., Blum and Blum (1975) , Wiehagen (1977 Wiehagen ( , 1991 , Angluin (1980b) , Zeugmann (1983) , Jain and Sharma (1989) ). Starting with the pioneering paper of Blum and Blum (1975) , several theoretical frameworks have been used for characterizing learning types. For example, characterizations in inductive inference of recursive functions have been formulated in terms of complexity theory (cf. Blum and Blum (1975) , Wiehagen and Liepe (1976) , Zeugmann (1983) ) and in terms of computable numberings (cf., e.g., Wiehagen (1977 Wiehagen ( , 1991 and the references therein). Surprisingly, some of the mentioned characterizations have been successfully applied to solve non-trivial problems in abstract complexity theory. For example, by characterizing the reliably identiable function classes in two quite dierent ways, Blum and Blum (1975) proved that the operator-honest recursive functions are precisely the everywhere operator-compressed recursive functions. Other examples of techniques par solving problems in abstract complexity theory via the characterization of inferable function classes are outlined in Zeugmann (1983, 1988) . Moreover, how to solve the same problems without using these characterizations remains open. It seems that characterizations help to gain a deeper understanding of the theoretical framework the concepts for characterizing learning types are borrowed from. Furthermore, characterizations may help us to gain a better understanding of the properties objects should have in order for them to be inferable in the desired sense. A very illustrative example is Angluin's (1980b) characterization of those indexed families for which learning in the limit from positive data is possible. In particular, this theorem provides insight into the problem how to deal with overgeneralizations. Theorem 17 below oers an alternative way to resolve this question.
Proposition 2. (Angluin, 1980b ) Let L be an indexed family of recursive languages. Then L 2 LIM0T XT if and only if there is an eective procedure which on any input j 2 IN enumerates a tell-tale set T j of strings such that
(1) for all j 2 IN, T j is nite,
Originally, this theorem characterized all those indexed families L of recursive languages which are inferable with respect to L. However, a straightforward application of Proposition 1 yields that Proposition 2 completely characterizes indexed families which are inferable in the limit from positive data.
Although Angluin (1980b) established a sucient condition that guarantee exact conservative learning from positive data, it remained open whether ECONSERVATIVE{ TXT may be characterized in terms of nite non-empty sets. In the following subsection we present a solution to this longstanding open problem. However, when dealing with conservative learning the situation turns out to be more subtle than in the case of learning in the limit. The new feature we have to take into account is that conservative learning is sensitive to the particular choice of the hypothesis space. Remember that WMON 0TXT = CONSERVATIVE{TXT for all 2 fC; "; Eg. As a matter of fact, we have the following proposition.
Proposition 3. (Lange and Zeugmann, 1993c) EWMON 0TXT WMON 0TXT CWMON 0TXT LIM 0TXT.
As a consequence, in characterizing class preserving and class comprising conservative learning one has to construct an appropriate hypothesis space. Furthermore, we combine this construction with an eective procedure generating recursive tell-tale sets rather than recursively enumerable ones as in Proposition 2. Finally, we state the announced theorems as characterizations of weak-monotonic language learning from positive data.
The Characterization of Weak-Monotonic Inference
In this subsection we characterize exact, class preserving, and class comprising weakmonotonic inference. For the sake of readability, we start with the class preserving case, since it best represents the developed proof technique. As already mentioned, we characterize WMON 0TXT in terms of recursively generable nite tell-tales. A family of nite sets (T j ) j 2IN is said to be uniformly recursively generable i there is a total eective procedure g which, on input j, generates all elements of T j and stops. If the computation of g(j) stops and there is no output, then T j is considered to be empty. 
Proof. Necessity: Let L 2 WMON 0TXT = CONSERVATIVE{TXT. Then there are an IIM M and a hypothesis spaceĜ = (Ĝ j ) j 2IN such that M infers any L 2 L conservatively with respect toĜ. We proceed in showing how to construct G = (G j ) j 2IN . This is done in two steps. First, we construct a space of hypothesesG = (G j ) j2IN as well as a recursively generable family (T j ) j 2IN of nite but possibly empty sets. Then, we describe a procedure enumerating a certain subset ofG which we call G. . Clearly, it has output a correct guess for the language it should learn. Therefore, it seems very reasonable to collect all these initial segments in the family (T j ) j 2IN . But we can do even better, i.e., it suces to collect the ranges of all these initial segments.
The desired space of hypotheses G is obtained fromG by simply striking o all grammarsG c(k;x) for whichT c(k;x) = ;. Analogously, (T j ) j 2IN is obtained from (T j ) j 2IN . Obviously, (T j ) j 2IN is a recursively generable family of nite and non-empty sets. In order to preserve notational convenience, we refer to T j as to T c(k;x) , i.e., we omit the corresponding mapping yielding the enumeration of the sets T j fromT z . It remains to show that G = (G j ) j 2IN and (T j ) j 2IN do fulll the announced properties. Due to our construction, (2) holds obviously. In order to prove (1), let L 2 L. We have to show that there is at least a j 2 IN such that for j = c(k; x) we have L = L (G c(k;x) ). For this purpose, due to our construction, it suces to show thatT c(k;x) 6 = ;. Let t be L's canonically ordered text. Since M has to infer L from t, there are k; y 2 IN such that for all z < y; M (t z ) 6 = k; M(t y ) = k, and L = L(Ĝ k ). Consequently,T c(k;y) = range(t y ).
Hence, by the convention made above, we get that T c(k;y ) = range(t y ). Moreover, it immediately follows that L = L(G c(k;x) ) for any x y. This proves Property (1).
Finally, we have to show (3). It results from the requirement that any conservatively working IIM is never allowed to output an overgeneralized hypothesis, i.e., a guess that generates a proper superset of the language to be inferred. To see this, suppose the converse, i.e., that there are j; z 2 IN such that T j L(G z ) and L(G z ) L(G j ). By denition, there are uniquely determined k; x 2 IN such that j = c(k; x). Let s 0 ; :::; s y be the sequence of strings of T j in canonical order with respect to L(G c(k;x) ) such that M(s 0 ; :::; s y ) = k. Now we conclude that s 0 ; :::; s y is an initial segment of the canonically (k;x) ). Finally, M has to infer L(G z ) on its canonically ordered text. Thus, it has to perform a mind change in some subsequent step which cannot be caused by an inconsistency. This contradiction yields (3).
Suciency Kapur and Bilardi (1992) also established a characterization of class preserving conservative learning. Their main characterization diers at least conceptually from the one presented above. In order to see the dierence, we need the following notion. Let A be a nite set and let L be an indexed family. A language L 2 L is said to be a least upper bound of A i A L and any languageL 2 L containing A is not a proper subset of L. Kapur and Bilardi (1992) showed that conservative learning is equivalent to the existence of a recursive enumeration of pairs of nite sets and grammars such that, in each pair, the language corresponding to the grammar is a least upper bound of the corresponding nite set, and, for each L 2 L, there is at least a corresponding pair. Consequently, this characterization is conceptually based on the judicious use of a function computing least upper bounds. Our approach is in some sense the converse in that we construct a suitable enumerationL of L and for every languageL 2L a recursive and nite setT such thatL is a least upper bound ofT.
The next theorem establishes the characterization of exact weak-monotonic language learning from positive data. Hence, it solves the problem that remained open in Angluin (1980b) . Proof. The proof is very similar to that of Theorem 1. The only dierence is that one has to use the indexed family L itself as hypothesis space. Suppose there is a language L 2 L that appears more than once in the enumeration of L. Then it might well happen that there are indices of L that do not appear in the sequence of hypotheses produced by M when fed the canonical text of L. Therefore, (T y j ) j;y2IN may contain empty sets, too. On the other hand, every language is learned by M. Hence, for every L there has to be an index j such that T y j 6 = ; for all but nitely many y 2 IN. The rest is proved mutatis mutandis as in the demonstration of Theorem 1. For a complete proof, the reader is referred to Lange and Zeugmann (1993e) .
Q.E.D. Finally, we consider class comprising weak-monotonic learning. Although the following theorem looks very similar to Theorem 1 the proof has to handle a new problem. This is caused by the fact that a priori it is hard to say how an IIM behaves on languages that do not belong to the given indexed family. In particular, it is nowhere required that an IIM fullls the weak-monotonicity constraint when fed a text of a language L = 2 L. However, we have found a method of overcoming these diculties. On the other hand, it seems that our developed technique does not generalize to handle, for example, class comprising strong monotonic inference. Therefore, we skip the proof here, and refer the interested reader to Lange and Zeugmann (1993d) . 
The Characterization of Strong-Monotonic Inference
This subsection deals with the characterization of strong-monotonic inference. Again, we have to take into account that the learning power of strong-monotonic inference depends on the allowed classes of hypothesis spaces.
Proposition 4. (Lange and Zeugmann, 1993c) ESMON 0TXT SMON 0TXT CSMON 0TXT.
In the following we present characterizations of all types of strong-monotonic inference. As it turned out, the proof technique presented above applies mutatis mutandis to the following theorem. 
Proof. Necessity: Let M be any IIM witnessing L 2 SMON 0TXT w.r.t. some hypothesis spaceĜ. The hypothesis space G and the uniformly recursively generable family (T j ) j 2IN of nite and non-empty sets are analogously dened as in in the proof of Theorem 1. Using the same arguments as above, one immediately obtains Properties (1) and (2). In order to prove (3), let T j L(G z ). We have to show that L(G j ) L(G z ). Let k; x be the uniquely determined numbers with j = c(k; x). Furthermore, let s 0 ; :::; s y be the strings of T j in canonical order with respect to L(G c(k;x) ) such that M(s 0 ; :::; s y ) = k for the rst time. Since T j L(G z ), we see that s 0 ; :::; s y is also an initial segment of some text for L(G z ). Consequently, s 0 ; :::; s y may be extended to a text for L(G z ) . In case there exists one j fullling the test, output the minimal one and request the next input. Otherwise output nothing and request the next input." Now, it is not hard to prove that M infers L strong-monotonically with respect to G.
We omit the details.
Q.E.D.
Next, we present a characterization of ESMON 0TXT. Proof. The proof is a straightforward modication of the demonstration of Theorem 4 and therefore omitted.
Q.E.D. Despite the simplicity of their proofs, the theorems presented in this subsection allow several interesting applications which we present in Subsection 3.4.
Finally, we characterize class comprising strong-monotonic inference. The main problem we have to deal with is similar to the one we faced when characterizing class comprising weak-monotonic learning. Proposition 4 tells us that every IIM inferring an indexed family L 2 CSMON 0TXT n SMON 0TXT has to output hypotheses which do not describe a language from L. Therefore, our standard tell-tale construction provides only information concerning languages that belong to L. Hence, we may try to rene the tell-tale denition as we did in the proof of Theorem 3. But this is easier said than done. Alternatively, we could try to develop a new technique to handle the suciency part. As it turned out, the latter approach succeeded. As a consequence, the following characterization has an interesting feature distinguishing it from the theorems presented above. All the previous characterizations share the following structure. They establish necessary and sucient conditions in terms of a suitable hypothesis space G and a tell-tale family that is dened with respect to it. Moreover, in the suciency part we always proved inferability with respect to G provided the stated conditions are fullled. The following characterization diers from the previously obtained ones, since it yields a slightly weaker conclusion. Assuming that the stated conditions are satised we may only prove that there exists a suitable hypothesis space with respect to which the indexed family under consideration is strong-monotonically learnable. 
Proof. The necessity can be proved in the same way as in Theorem 4, since Assertion (3) deals exclusively with languages that belong to L. 
Otherwise, output j and and request the next input."
We leave it to the reader to verify that M strong-monotonically learns L w.r.t.Ĝ. Q.E.D. below. Note that a slightly weaker theorem has been obtained independently by Mukouchi (1992) . The dierence is caused by Mukouchi's denition of nite identication from text, which demands that any indexed family L be nitely inferred with respect to L itself. Consequently, one should ask whether or not the latter requirement might lead to a decrease in the inferring power. It does not, as we shall see.
Our next characterization has some special features distinguishing it from the characterizations previously given. As pointed out above, dealing with characterizations has been motivated by the aim to elaborate a unifying approach to monotonic inference. Concerning weak-monotonic and strong-monotonic language learning, this goal has been completely met by showing that there is essentially one algorithm, i.e., that described in the proofs of Theorem 1 and Theorem 4, respectively, which can perform the desired inference task, if the hypothesis space is appropriately chosen. The next theorem yields an even stronger implication. Namely, it shows that, if there is a class preserving hypothesis space at all such that L 2 F IN0T XT with respect to this space, then one can always use L itself as a space of hypotheses, thereby again applying essentially one and the same inference procedure. We have to show that (T j ) j2IN fullls the announced properties. Due to our construction, Property (1) holds obviously. It remains to prove (2). Suppose z; y 2 IN such that T z L y . In accordance with our construction, there is an index k such that T z =T k .
Moreover, by construction, there is an initial segment of the canonically ordered text t In case there exists one j fullling the test, output the minimal one and stop. Otherwise output nothing and request the next input."
We leave it to the reader to show that M nitely learns L w.r.t. L.
Q.E.D. As a direct consequence of Theorem 7 we obtain the equality of exact and class preserving nite learning. Hence, we additionally get that ESMON
Moreover, a closer look at the proof of Theorem 7 immediately allows the following corollary.
Corollary 8. Let L be an indexed family such that L 2 F IN 0TXT. Furthermore, let G be any class preserving hypothesis space for L. Then L 2 F IN0TXT with respect to G.
Intuitively speaking, the latter corollary says that class preserving nite language learning from positive data is invariant with respect to the particular choice of the hypothesis space. Consequently, class preserving dual strong-monotonic inference from positive data is invariant with respect to the choice of the class preserving hypothesis space. This subsection is devoted to applications of the theorems achieved so far to particular learning problems as well as to further theoretical questions. As outlined in the Introduction, the main goal of this paper consists in answering the question of what a natural learning algorithm should look like. Comparing the IIMs presented in the proofs of Theorem 1 through 7 we see that there is essentially one learning algorithm. Moreover, the dierence in the learning power of weak-monotonic, strong-monotonic, and dual strongmonotonic inference is completely characterized by the dierent properties of the relevant uniformly recursively generable families of nite tell-tale sets. Therefore, the question of whether a particular indexed family may be inferred under a certain monotonicity constraint reduces to the following: Prove or disprove the existence of a tell-tale family that fullls the relevant properties. Let us exemplify this approach using the pattern languages over some xed nite alphabet 6.
First, recall our discussion in the Introduction, where we mentioned that one goal of our study was to determine under what monotonicity constraints the pattern languages are exactly learnable. From a practical point of view it is highly desirable to choose the hypothesis space as small as possible. For that purpose we use the canonical form of patterns (cf. Angluin (1980a) ). A pattern p is in canonical form provided that if k is the number of variables in p, then the variables occurring in p are precisely x 0 ; :::; x k01 .
Moreover, for every j with 0 j < k 0 1, the leftmost occurrence of x j in p is left to the leftmost occurrence of x j +1 in p. If a pattern p is in canonical form then we refer to p as a canonical pattern. Let Patc denote the set of all canonical patterns. Clearly, for every pattern p there exists a unique q 2 Patc such that L(p) = L(q). Finally, choose any repetition free eective enumeration p 0 ; p 1 ; ::: of Patc and dene PAT = (L(p j )) j 2IN . Then PAT establishes an indexed family (cf. Angluin (1980a) ).
Lemma 9. PAT 2 EWMON 0TXT. Proof. For every pattern p 2 Patc we dene T (p) to be precisely the set of all strings s 2 L(p) that have minimal length. Obviously, (T(p j )) j 2IN is a uniformly recursively generable family of nite and non-empty sets that fullls Property (1) through (3) of Theorem 2. Hence, PAT 2 EWMON 0TXT.
Q.E.D. Furthermore, a closer look at the IIM dened in the proof of Theorem 2 shows that PAT can be learned by an IIM that is both consistent and conservative.
Next we ask whether we can strengthen the result above. This question is mainly motivated by the following observation. Since we are dealing with learning in the limit, a potential user of our learning algorithm never knows whether it has already converged. Consequently, she has to use the actual hypothesis as if it were a correct one. Clearly, under such circumstances it is obviously preferable to learn strong-monotonically or monotonically. Our next theorem establishes the equivalence of exact and class preserving strong-monotonic and monotonic learning provided the indexed family contains the maximal element with respect to set inclusion.
Theorem 10. Let L = (L j ) j 2IN be an indexed family such that L = S j 2IN L j 2 L. Then L 2 SMON 0TXT if and only if L 2 M ON 0TXT for 2 fE; "g.
Proof. Since the`if' direction is obvious, it suces to show that L 2 MON 0TXT implies L 2 SMON 0TXT. Let M be an IIM and let G = (G j ) j 2IN be a hypothesis space such that L 2 MON 0TXT w.r.t. G. We show that M strong-monotonically infers L w.r.t. G. LetL 2 L andt be a text forL. Furthermore, let j x = M(t x ) and j x+r = M(t x+r ) be any two consecutive hypotheses output by M when fedt. Taking into account that L = S j 2IN L j we get thatt x as well ast x+r are initial segments of a text t for L. By the monotonicity constraint we get that
Q.E.D. The latter theorem easily applies to the pattern languages, because L(x 0 ) = 6 + .
Consequently, it suces to ask whether PAT 2 SMON 0TXT. The following lemmata reduce this question to the decidability of L(p) L(q) for all p; q 2 Patc.
Lemma 11. Let L be an indexed family such that L 2 SMON 0TXT. Then there exists a class preserving hypothesis space G = (
Proof. Let L 2 SMON0T XT . By Theorem 4 there are a class preserving hypothesis space G = (G j ) j 2IN and a uniformly recursively generable family (T j ) j 2IN of nite and non-empty sets such that Properties (1) through (3) are fullled. Let k; j 2 IN be arbitrarily xed. By Property (2) 
. Since the sets (T j ) j2IN are uniformly recursively generable and nite, the lemma follows.
Q.E.D. However, in general the above lemma does not imply the decidability of the inclusion problem for the indexed family L itself. Nevertheless, there is a special case that applies to the pattern languages.
Lemma 12. Let L be an indexed family. Then L 2 SMON 0TXT \ F IN 0INF implies the decidability of the inclusion problem for L.
Proof. By Lemma 11 there exists a class preserving hypothesis space G such that L 2 SM ON 0TXT w.r.t. G, and L(G k ) L(G j ) is uniformly decidable for all k; j 2 IN.
Moreover, using the same ideas as in the proof of Corollary 8 it is not hard to show that there is an IIM M that nitely infers L from informant with respect to the same hypothesis space G. The only dierence is that one has to apply the construction outlined in the characterization of F IN0INF instead of the one described in Theorem 7 (cf. Q.E.D.
The latter lemma directly applies to PAT. First, PAT 2 F IN 0INF Zeugmann (1992, 1993a) ). Next, Jiang et al. (1993) Zeugmann (1992, 1993a) ). Thus, PAT 2 CSMON 0TXT with respect to G. For example, can we require an IIM to be semantically nite? An IIM is called semantically nite if the hypothesis it converges to is the rst correct one in the sequence of all its guesses. Another favorable property is order independence. By denition, the output of an IIM may depend on the range, the order, and the length of its actual input. Clearly, the best one hopes to achieve is that its output exclusively depends on the range of its input. IIMs fullling this property are said to be set-driven (cf. Wexler and Culicover (1980) ). However, in general set-drivenness is a very restrictive requirement (cf. Osherson et al. (1986) , Fulk (1990) ). On the other hand, Fulk (1990) proved that any IIM M may be replaced by an IIM M 0 which is rearrangement-independent. An IIM M is said to be rearrangement-independent i its output depends only on the range and length of its input. Unfortunately, Fulk's transformation does not preserve any type of monotonicity. Nevertheless, strong-monotonic inference may always be performed by a rearrangement-independent IIM as the proof of Theorem 4 shows. But this particular IIM is not necessarily semantically nite. It may, however, be replaced by an IIM M 0 that is rearrangement-independent and semantically nite and that fullls the strong-monotonicity constraint. In fact, M 0 works exactly as M does but it uses a possibly dierent hypothesis space. By Lemma 11 we know that inclusion for languages 23 is decidable. Therefore, equality of languages is decidable, too. Hence, we may replace the hypothesis space G constructed in the proof of Theorem 4 by a hypothesis spaceĜ that contains each language exactly ones. Surprisingly enough, the IIM described in the proof of Theorem 1 is semantically nite but not rearrangement-independent. But again, it may be replaced by an IIM M 0 that is both, semantically nite and rearrangementindependent, and that satises the weak-monotonicity constraint. For that purpose one has to redene the relevant families of uniformly recursively generable tell-tale sets. Moreover, this construction is uniform in the tell-tale families dened in the proof of Theorem 1. We have investigated these questions in detail. The curious reader is referred to Lange and Zeugmann (1993e) . Next, we characterize MON 0TXT. As it turns out, characterizing M ON 0TXT is much more complicated. Intuitively this is due to the following observations: One has to construct a uniformly recursively generable family of nite tell-tales that should contain information concerning both, the corresponding language as well as concerning possible intersections of this language L with those languages L 0 which may be taken as candidate hypotheses. However, these intersections may yield languages outside the indexed family. Moreover, as long as the output of the IIM M performing the monotonic inference really depends on the range, the order and the length of M's input one has to deal with a nonrecursive component. The non-recursiveness directly results from the requirement that M has to infer each L 2 L from any text, i.e., one has to nd suitable approximations of the uncountable many non-recursive texts. However, assuming that an indexed family can be monotonically learned by a semantically nite and rearrangement-independent IIM (abbr. L 2 MONR0T XT ) one can characterize its monotonic inferability mutatis mutandis as in the case of weak-monotonic or strong-monotonic learning. 
On the other hand, for weak-monotonic, strong-monotonic, and dual strong-monotonic inference we could successfully apply the characterization theorems to prove that semantic niteness and rearrangement-independence do not restrict their learning power. Now, we have the opposite situation. This led to the conjecture that rearrangement-independence is a severe restriction for exact and class preserving monotonic language learning from positive data. And indeed, this conjecture is true (cf. Lange and Zeugmann (1993e) 
Proof. Necessity: Let M be an IIM inferring L without loss of generality monotonically and consistently with respect to some spaceĜ = (Ĝ j ) j 2IN of hypotheses (cf. Zeugmann (1992, 1993a) ). First, we construct a space of hypothesesG = (G j ) j 2IN as well as a recursively generable family (T j ) j 2IN of nite but possibly empty sets. Then, we describe a procedure enumerating a certain subset ofG which we call G. Finally, we dene the desired relation . Let 0 ; 1 ; 2 ; ::: be an eective enumeration of all nite, non-null sequences of strings from 6 3 such that x < y implies x < y for all x; y 2 IN. Furthermore, for all n; x 2 IN we setG c(n;x) =Ĝ n . The family (T c(n;x) ) n;x2IN is dened as follows. Obviously, (T c(n;x) ) n;x2IN is a uniformly recursively generable family of nite sets. Furthermore, by construction we have L(G) = range(L).
Claim 1. For all L 2 L there exists an index c(n; x) such thatT c(n;x) 6 = ; and L(G c(n;x) ) = L.
Let t be the canonical text of L. Since M learns L, there exists n; y 2 IN such that M(t y ) = n and L = L(Ĝ n ). Moreover, t y is a nite, non-null sequence. Hence, there has to be an x such that x = t y . Consequently,T c(n;x) 6 = ;, and L(G c(n;x) ) = L. This proves the claim.
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We proceed with the denition of the desired hypothesis space G and the relation .
For that purpose we dene a recursive function f as follows. Let f(0) be the least j with T j 6 = ;, and for all j 1 let f (j) = j; ifT j 6 = ;; f (j 0 1); otherwise:
Furthermore, we dene G j =G f (j) and T j =T f (j) for all j 2 IN. Finally, let k; j 2 IN, and let m; n; x; y be the uniquely determined numbers such that f(k) = c(m; y) and f(j) = c(n; x). Then we dene k j if and only if m 6 = n and y < x .
Clearly, (T j ) j2IN is a uniformly recursively generable family of nite and non-empty sets and the relation is computable. It remains to show that Properties (1) has not yet converged to a correct hypothesis for L. Now, let t be the canonical text of L.
Since A L, there exists an a 2 IN such that A t + a . Moreover, M has to learn L from every text for it. Consequently, there has to be an r 2 IN such that for n = M( y t a+r ) the condition L(Ĝ n ) = L is satised. Furthermore, since y t a+r is a nite sequence, there exits an index x with x = y t a+r . By construction we get ; 6 =T c(n;x) L(G c(n;x) ) = L.
Thus, there is a number j such that f(j) = c(n; x), and for every j with f (j) = c(n; x) we get y < x and m 6 = n. Therefore, k j, and (3) is proved.
We proceed with the demonstration of (4). Looking at the denition of the relation we immediately realize that k j implies T k T j . Suppose there is an innite sequence (k j ) j 2IN such that k j k j +1 and S j 2IN T k j = L. Since T k j T k j+1 , we get in the limit a text t of L on which M changes its mind innitely often, a contradiction. Hence, (4) is proved.
Finally, we demonstrate (5). Let L 2 L, and let k; j 2 IN such that k j and T j L. Furthermore, let m; n; x; y 2 IN be the uniquely determined numbers such that f(k) = c(m; y) and f (j) = c(n; x). Recalling the denition of the relation we get y < x as well as m 6 = n. Moreover, M( y ) = m and M ( x ) = n by the denition of the tell-tale family. Since T j = + x and T j L, we see that x is an initial segment of some text t for L on which M, when successively fed it, outputs m and in some subsequent step n. Taking into account that M works monotonically, we obtain
Finally, in accordance with our construction we know that Proof. For a proof the reader is referred to Zeugmann et al. (1992) . Q.E.D. Note that the IIM dened in the proof of Theorem 16 uses a new technique to detect that its actual hypothesis may be incorrect. Clearly, no IIM can prove that its actual guess is really correct, unless it nitely learns. Hence, the machine has to collect evidence allowing it to decide whether it should prefer a new guess instead of maintaining its actual one. The machine dened in the proof of Theorem 16 achieves this goal by using a priori knowledge concerning the hypothesis space as well as concerning the family of tell-tale sets. This a priori knowledge is provided by the computable relation. We believe that this approach considerably renes Angluin's (1980b) method for detecting overgeneralization. Finally, it should be mentioned that a conceptually similar, but technically dierent approach has been successfully applied to limit learning of recursive functions (cf. Wiehagen (1991) ). T j L, it follows that x constitutes an initial segment of a text t for L. We claim that L(G j )nL(G k ) L. Suppose the converse, i.e., there is a string s such that s 2 L(G j ) n L(G k ) and s 6 2 L. Hence, s 2 co0L \ co0L(G k ) but s 6 2 co0L \ co0L(G j ). Therefore, co0L(G k ) \ co0L 6 co0L(G j ) \ co0L and consequently, M does not work dual monotonically. Thus, (i) is proved. We proceed to show (ii). Suppose there is a string s 2 (L(G k ) n L(G j )) \ L. Then s 2 L(G k ) \ L and s 6 2 L(G j ). Therefore, s 6 2 L(G j ) \ L. However, the latter statement contradicts the monotonicity requirement L(G k ) \ L L(G j ) \ L. Hence, (ii) is proved.
Suciency: The suciency can be shown mutatis mutandis as in the proof of Theorem 16. Therefore, it is omitted here.
Conclusions and Open Problems
Dierent notions of monotonicity and of dual monotonicity have been dened and almost all the resulting models of inference from positive data have been characterized in terms of nitely generable tell-tale sets. In particular, the characterizations of weakmonotonic learning comprehensively solved the longstanding open problem of how to characterize inference algorithms that avoid overgeneralization. Furthermore, applying the established characterization for strong-monotonic learning as well as the recently obtained result by Jiang et al. (1993) , we completely solved the open problem of Jantke (1991b) of whether or not the pattern languages are strong-monotonically inferable from text.
Moreover, we obtained a unifying approach to monotonic language learning by describing general algorithms that perform any monotonic inference task. As we have seen, essentially one easily programmable learning algorithm may be used. Hence, we additionally obtain an answer to the question of what is more appropriate in a specic situation, learning by generalization or learning by specialization. All the dierences between these two global strategies can be expressed in terms of properties the hypothesis space and the nite tell-tale sets must have. Thus, deciding what learning strategy one should choose to solve a particular learning problem reduces to elaborating characteristic features of the target indexed family that may be incorporated into suitable descriptions of the target objects and that can be described by nite tell-tale sets. As demonstrated in Subsection 3.4, it is the interplay between the properties of the hypothesis space and the relevant tell-tale sets that makes or does not make a learning problem solvable. We present one more example to illustrate this insight. As we have seen, the decidability of set inclusion of languages is necessary for SMON 0TXT identication. However, it is not sucient. In Zeugmann (1992, 1993a) , we have shown that there is an indexed family for which set inclusion is uniformly decidable but is not monotonically inferable, even from informant. Next, the established characterization theorems may help to answer the question whether or not natural learning algorithms do almost always exist. For example, one may investigate the problem whether the combination of certain monotonicity constraints with additional desirable requirements, e.g., set-drivenness, rearrangement-independence, or semantic niteness, does seriously aect the capabilities of learning algorithms. We have successfully attacked this problem by applying the characterizations presented in the present paper. For more information, the reader is referred to Lange and Zeugmann (1993e) .
It has been suggested that our tell-tale subset characterizations may have connections with the concept of key arrays in recursive function theory (cf. Rice (1956) ). In fact, the two concepts are quite dierent. For one, in the case of completely r.e. sets, all indices of the language are included, not some. Furthermore, the key arrays are also part of the completely r.e. sets, while the tell-tale subsets (for innite languages, in particular) are denitely not part of the family. In the case of tell-tale subsets, we are only concerned that there be no intervening language (between the tell-tale subset and the language whose tell-tale it is) in the family. In case of key arrays, all the r.e. supersets of the key arrays must be in the completely r.e. set.
Finally, we point out another interesting aspect of Angluin's (1980b) as well as of our characterizations. Freivalds et al. (1993) introduced inference from good examples, i.e., instead of successively inputting the whole graph of a function now an IIM obtains only a nite set of pairs (argument,value)|the so-called \good examples." Then, it nitely infers a function i it outputs a single correct hypothesis. Surprisingly, nite inference of recursive functions from good examples is more powerful than identication in the limit. The same approach may be undertaken in language learning (cf. Lange and Wiehagen (1991) ). Obviously the most exciting case is to consider learning from good examples exclusively chosen from the language to be learned. We conjecture that the nite telltale sets dened in accordance with our characterizations may also serve as sets of good examples.
Furthermore, as our results show, all types of monotonic language learning have special features distinguishing them from monotonic inference of recursive functions. Therefore, it would be very interesting to study monotonic language learning in the general case, i.e., not restricted to indexed families.
