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Stationary motion of a self-gravitating toroidal
incompressible liquid layer
Giorgio Fusco,∗ Piero Negrini† and Waldyr M. Oliva ‡
Abstract
We consider an incompressible fluid contained in a toroidal stratum which is only
subjected to Newtonian self-attraction. Under the assumption of infinitesimal tickness
of the stratum we show the existence of stationary motions during which the stratum
is approximatly a round torus (with radii r, R and R >> r) that rotates around
its axis and at the same time rolls on itself. Therefore each particle of the stratum
describes an helix-like trajectory around the circumference of radius R that connects
the centers of the cross sections of the torus.
1 Introduction
The problem of the determination of the figures of equilibrium of a self-gravitating rotating
mass has received a lot of attention in the classical literature beginning with the work of
Newton on the oblateness of the earth [2],[1] and [3]. The method of canals introduced by
Newton was exploited by Maclaurin and Jacobi who discovered several families of ellipsoids
of equilibrium. The search for stationary motions in ellipsoidal regions, including ellipsoids
of equilibrium, of self-gravitating incompressible fluids was completed by Riemann [4]
who developed ideas of Dirichlet [5]. Poincare´ [6] adopted a global point of view and
introduced the concept of bifurcation in the attempt of describing the whole set of figures of
equilibrium of rotating self-gravitating masses. More recently several papers have appeared
approaching this classical problem with variational techniques [8] [9] [10]. The case of a
rotating solid torus T was first considered by Poincare´ [6], see also [7], and revisited in
[8]. It is natural to expect that the motion studied in these papers belongs to a family
of stationary motions where, beside rotating around its axis, the torus rolls on itself so
that the fluid particles describe a helix-like path around the circumference C of radius
R that connects the centers of the cross sections of the torus. We can also conjecture
that beside this class of stationary motions of solid self-gravitating torii, there is also the
possibility of similar stationary motions of self-gravitating toroidal strata. This last class
of motions however will not contain as a special case the case of relative equilibrium since
for a toroidal stratum the pressure cannot compensate the self attraction that tries to
collapse the torus to the circumference C. Assuming that this set of motions does exist,
then rigid helicoidal motions of cylindrical strata should be in the closure of the set in
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Figure 1: The geometry of TR.
the sense that, in the singular limit R→ +∞, the motion of the toroidal stratum should
converge to the motion of a cylindrical stratum. In this note we adopt this point of view
and focus on the case of an incompressible self-gravitating toroidal stratum TR of very
small (infinitesimal) thickness and prove the existence of stationary motions of TR of the
type alluded to above for R >> 1 (cfr. Theorem 1.1).
We represent TR in the form, see Figure1

TR = {x ∈ R3 : x = Rǫ1(φ) + (r(θ) + λ)ǫr(θ, φ),
(θ, φ) ∈ S1 × S1, λ ∈ [− s(θ)2 , s(θ)2 ]}
ǫ1(φ) = cosφe1 + sinφe2,
ǫr(θ, φ) = cos θǫ1(φ) + sin θe3,
where ej , j = 1, 2, 3 are the vector of the standard basis of R3 , θ → r(θ) ≃ r0 is the polar
representation of the cross section of the middle fiber T 0R = {x ∈ TR : λ = 0} of TR and
s(θ) ≃ s0 is the thickness of the stratum. We let r0 the average of r(θ) and consider the
case where ε := r0
R
<< 1. Under this assumption we regard the stationary motion of the
toroidal stratum as a perturbation of the limit helicoidal motion of a cylindrical stratum
that we can ideally associate to ε = 0. Since cylinder and torus are different topological
objects, the problem of continuing the motion of the fluid in the cylindrical stratum into
a stationary motion in the toroidal stratum TR is a singular perturbation problem. From
a mathematical point of view the singularity cylinder-torus manifest itself in the fact that
r(θ) and s(θ) and the other functions ω(θ),Ω2(θ) that we introduce to describe the velocity
field on TR can not be expanded in powers of ε but terms of the form εk log 1ε , k ∈ N,
must be included.
Set
X(θ, φ) = Rǫ1(φ) + r(θ)ǫr(θ, φ).(1.1)
Under the standing assumption of infinitesimal thickness the velocity field v = v(θ, φ, λ)
on TR does not depend on λ and can be computed on the middle fiber T 0R = {x =
X(θ, φ), (θ, φ) ∈ S1 × S1}. Therefore we have v = Xθ θ˙ + Xφφ˙ where subscripts denote
partial differentiation and˙time differentiation. Since we look for stationary motions which
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are invariant under rotations around the symmetry axis of TR we have{
θ˙ = ω(θ),
φ˙ = Ω(θ),
(1.2)
for some 2π−periodic functions Ω, ω and therefore the velocity and acceleration vector
fields on T 0R are {
v = Xθω +XφΩ,
a = vθω + vφΩ.
(1.3)
From (1.1) that implies
Xθ = (rǫr)θ, Xφ = (R + r cos θ)ǫ2, Xθ ·Xφ = 0,(1.4)
and (1.2)(1.3) and a routine computation we get
v(θ, φ) = ω(rǫr)θ +Ω(R+ r cos θ)ǫ2(1.5)
= ω(r′ǫr + rǫθ) + Ω(R+ r cos θ)ǫ2,
and
a(θ, φ) = [(r′′ − r)ω2 + r′ω′ω − (R+ r cos θ) cos θΩ2]ǫr
+ [((R + r cos θ)Ω)′ω + (r cos θ)′ωΩ]ǫ2
+ [2r′ω2 + rω′ω + (R+ r cos θ) sin θΩ2]ǫθ,(1.6)
where ǫr is defined in (1.1) and ǫθ = − sin θǫ1 + cos θe3, ǫ2 = − sinφe1 + cosφe2. Let
n = n(θ, φ) =
Xφ∧Xθ
|Xφ∧Xθ| the exterior unit normal to T 0R at X(θ, φ) and δ = δ(θ) the
thickness of the stratum along n that is δ = sn · ǫr. The balance between inertial forces
and newtonian self-attraction at the typical point X(φ, θ) of T 0R reads
a(φ, θ) = Gµ
∫ ∗
S1×S1
X(α, β) −X(θ, φ)
|X(α, β) −X(θ, φ)|3 |Xφ ∧Xθ|(α, β)δ(α)dαdβ,(1.7)
where the integral in the r.h.s. is to be intended in the sense of Cauchy principal value.
That is ∫ ∗
S1×S1
= lim
l→0+
∫
(S1×S1)\Bl
with Bl a ball or radius l centered at X(φ, θ).
Explicit expressions of the components of the newtonian force and of their dependence
on R will be presented in Section 3. Here we only observe that, due to the axial symmetry
of the mass distribution in TR the component on ǫ2 of the r.h.s. of (1.7) vanishes and
therefore (1.6) and (1.7) imply the first integral
(R+ r cos θ)2Ω = J(R),(1.8)
that expresses the conservation of momentum of momentum with respect to the symmetry
axis of TR. Equation (1.7) must be complemented with the continuity equation that
expresses the constance of the flux through the section Sθ of TR obtained by cutting TR
at right angle with respect to T 0R along the line θ = const :
|Sθ|v · ǫt = C(R),(1.9)
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where |Sθ| is the measure of Sθ and ǫt = n ∧ ǫ2 is a unit vector tangent at X(θ, φ) to the
line φ = const on T 0R . Observing that

ǫt =
(rǫr)θ
|(rǫr)θ| =
r′ǫr + rǫθ√
r′2 + r2
,
n =
rǫr − r′ǫθ√
r′2 + r2
,
δ =
sr√
r′2 + r2
,
|Sθ| = 2π(R + r cos θ)δ,
(1.10)
where ′ denotes differentiation with respect to θ, we can rewrite (1.9) in the explicit form
(R+ r cos θ)srω = C(R).(1.11)
By means of the first integral (1.8) and the continuity equation (1.11) we can determine
s and Ω once r and ω are known. This allows for transforming system (1.7), (1.11) into
an equivalent system, see (2.7) below, for the unknowns r and ω. We let r0 and ω0 be the
averages of r and ω and we represent the unknowns r and ω in the form
r = r0(1 + ερ),(1.12)
ω = ω0(1 + εw),
where ε := r0
R
is regarded as a small parameter and ρ and w are 2π−periodic functions
with zero average. We observe that the representation of TR in (1.1) is not unique. Indeed
a slight change of R can be exactly compensated by a corresponding change of the function
θ → r(θ). To make the representation (1.1) of TR unique we impose on the unknown ρ
the conditions
{ ∫
S1
ρ cos θ = 0,∫
S1
ρ sin θ = 0.
(1.13)
Our main result is the following
Theorem 1.1. Given r0 > 0 and ω0 > 0, there exists ε0 > 0 such that for each ε =
r0
R
< ε0
system (2.7), has a 2π−periodic solution r = r0(1 + ερ), ω = ω0(1 + εw) such that:
(i) The maps ρ and w are of class C2,γ and C1,γ respectively for some γ ∈ (0, 1). Moreover
ρ and w have zero average and ρ satisfies (1.13).
(ii) ρ and w satisfy the estimates
lim
ε→0+
‖ρ‖W 2,2 = 0,
lim
ε→0+
‖w − w¯‖W 1,2 = 0,
where w¯ := −14 cos θ.
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(iii) The solution is unique in the set of maps that satisfy:
‖ρ‖W 2,2 + ‖w‖W 1,2 ≤ 2 ‖w¯‖W 1,2 .
(iv) The function s is of class C1,γ and the function Ω is of class C2,γ. Moreover
‖s− s¯‖W 1,2 = o(ε),∥∥Ω−Ω∥∥
W 2,2
= o(ε),
where s¯ =
ω2
0
r0
2piµG (1− ε34 cos θ) and Ω = ω02√piεν(ε) with
ν(ε) = O(
√
log
1
ε
).
Theorem1.1, in the limit case of infinitesimal thickness, yields an example of a station-
ary motion of a self-gravitating fluid which can not be reduced to relative equilibrium. It
is natural to expect that many other mass distribution of a self-gravitating fluid can allow
for a similar situation. For instance several toroidal strata like TR one inside the other
with suitable choice of the functions r, s, ω,Ω for each stratum should do.
The paper is organized as follows. In sec.2 we reduce system (1.7), (1.11) to a system,
see (2.7), of two scalar equation for the unknowns r, ω after eliminating s and Ω via the
continuity equation (1.11) and the first integral (1.8). In Sec.3 we analyze in detail the
newtonian forces and study their dependence on the parameter R. Using the analysis in
sec.2 we can write the system for r, ω as a weak nonlinear equation which, for R >> 1,
can be solved leading to the proof of Theorem 1.1.
We denote by φ0, φ
j
n, j = 1, 2, n = 1, · · · the Fourier coefficient of a 2π−periodic
integrable function φ.
2 The system for r and ω
In the following, if h : R → R is a 2π-periodic function, we set
〈h〉 =
∫
S1
h(θ)dθ.(2.1)
Let F the integral term on the r.h.s. of (1.7), that is the force of newtonian interaction.
Define
f r = F · ǫr, f θ = F · ǫθ, f = F · ǫ1 = f r cos θ − f θ sin θ.(2.2)
The axial symmetry of the problem implies that, as can be also verified by inspecting the
expression of F , the components f r, f θ, f depend only on the variable θ. Rewrite (1.7)
in the form
vθω + vφΩ = F.(2.3)
From the kinematic identity
vθ · ǫ1 = (v · ǫ1)θ ⇒ 〈(v · ǫ1)θ〉 = 0,(2.4)
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and (2.3) it follows
〈vφ · ǫ1Ω
ω
〉 = −〈(R+ r cos(·))Ω
2
ω
〉 = 〈f
ω
〉,(2.5)
where we have also used (1.5) that implies vφ · ǫ1 = −(R+ r cos θ)Ω. From (1.8) and (2.5)
we obtain 

J2(R) = − 〈
f
ω
〉
〈 1
ω(R+r cos(·))3 〉
,
Ω2(θ) = − 1
(R+ r cos θ)4
〈 f
ω
〉
〈 1
ω(R+r cos(·))3 〉
.
(2.6)
By means of this expressions of Ω2 and (2.2), (1.6), from (1.7), after dividing by ω, it
follows 

(r′′ − r)ω + r′ω′ = − cos(·)
ω(R+ r cos(·))3
〈 f
ω
〉
〈 1
ω(R+r cos(·))3 〉
+
f r
ω
2r′ω + rω′ =
sin(·)
ω(R+ r cos(·))3
〈 f
ω
〉
〈 1
ω(R+r cos(·))3 〉
+
f θ
ω
.
(2.7)
From (1.4), (1.10) we obtain
δ|Xθ ∧Xφ| = rs√
r′2 + r2
√
r′2 + r2(R+ r cos(·))(2.8)
= rs(R+ r cos(·)) = C(R) 1
ω
.
We note that from (2.8), we have∫
S1×S1
hδ|Xθ ∧Xφ|dθdφ = C(R)
∫
S1
〈h
ω
〉dφ,(2.9)
for each function h : S1 × S1 → R. As observed f r, f θ, f depend only on the variable θ,
and therefore it suffices to compute these components at φ = 0. From this observation
and (2.8) it follows

f r =
GµC(R)
R2
∫
S1×S1
1
ω(α)
N r(α, β, θ)
D3(α, β, θ)
dαdβ,
f θ =
GµC(R)
R2
∫
S1×S1
1
ω(α)
N θ(α, β, θ)
D3(α, β, θ)
dαdβ,
(2.10)
where

RN r = (X(α, β) −X(θ, 0)) · ǫr(θ, 0)
= −(1− cosβ)(R + r(α) cosα) cos θ + r(α) cos(α− θ)− r(θ),
RN θ = (X(α, β) −X(θ, 0)) · ǫθ(θ, 0)
= (1− cos β)(R + r(α) cosα) sin θ + r(α) sin(α− θ),
(2.11)
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and
R2D2 = |X(α, β) −X(θ, 0)|2(2.12)
= ((R + r(α) cosα) cos β − (R+ r(θ) cos θ))2
+(R+ r(α) cosα)2 sin2 β + (r(α) sinα− r(θ) sin θ)2.
= 2(1 − cosβ)(R2 +R(r(α) cosα+ r(θ) cos θ) + r(α)r(θ) cosα cos θ)
+2(1− cos(α− θ))r(α)r(θ) + (r(α)− r(θ))2.
In the following we denote by a
r
ω
, a
θ
ω
and by Fr, Fθ the expressions on l.h.s. and on the
r.h.s of (2.7) respectively. For later reference we list the identities
〈a
r
ω
cos(·)− a
θ
ω
sin(·)〉 = 0 = 〈Fr cos(·)−Fθ sin(·)〉(2.13)
〈a
r
ω
sin(·) + a
θ
ω
cos(·)〉 = 0 = 〈Fr sin(·) +Fθ cos(·)〉.(2.14)
The first two are just a rewriting of (2.4) and (2.5), the third is equivalent to 〈((r sin(·))′ω)′〉 =
0 and says that the component of the acceleration of the center of mass of TR on the axis
of TR is zero. The fourth identity is equivalent to 〈F ·e3ω 〉 = 0 which is a consequence of the
fact that there are no exterior forces acting on TR. In the following we will also use the
identities
〈ω(r′Fr + rFθ)〉 = 0,(2.15)
〈r′ar + raθ〉 = 0.
The identity (2.15)1 says that the power p of the conservative field of force Φ sum of the
newtonian and centrifugal forces on the stationary motion of the torus is zero. To derive
(2.15)1 we note that (2.9) implies:
0 = p =
∫
S1×S1
Φ · vδ|Xθ ∧Xφ|dθdφ = C(R)
∫
S1
〈Φ · v
ω
〉dφ(2.16)
= 2πC(R)〈ω(r′Fr + rFθ)〉,
where we have also used the definition of Fr, Fθ and (1.5) that implies Φ·v
ω
= ω(r′Fr +
rFθ). The kinematic identity (2.15)2 follows from
〈r′ar + raθ〉 = 〈ω[r′((r′′ − r)ω + (r2ω)′]〉(2.17)
= 〈ω[(r′2ω)′ − ω
2
(r2 + r′2)′ + (r2ω)′]〉
= 〈−(r′2ω)ω′ + (ω
2)′
2
(r2 + r′2)− (r2ω)ω′〉
= 0.
We can replace (2.7) with the equivalent system{
ar
ω
= Fr,
aθ
ω
= Fθ + r′
r
(Fr − ar
ω
).
(2.18)
The advantage of (2.18) with respect to the original system (2.7) is that (2.15) imply
that, in the analysis of (2.18), we don’t need to consider the projection of (2.18)2 on
the subspace of constants functions. This is a consequence of the following lemma for
f = ω(r′Fr + rFθ)− (r′ar + raθ) and h = 1
rω
.
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Lemma 2.1. Let f, h be 2π−periodic L2(−π, π) functions. Assume that c ≤ h ≤ C for
some constants c, C > 0. Let g = hf, k = 1
h
. Then a necessary a sufficient condition in
order that g = 0 is that f0 = 0 and g
j
n = 0, n = 1, · · · ; j = 1, 2.
Proof. A standard computation reveals that
f0 = k0g0 +
∑
n≥1
(king
1
n + k
2
ng
2
n).(2.19)
The lemma follows from this and from the assumptions on h that imply k0 > 0.
3 The Newtonian Forces
In this section we assume that the unknowns ρ and w in (1.12) are 2π−periodic functions
such that
ρ ∈ C1,γ , w ∈ C0,γ , γ ∈ (0, 1)(3.1)
||ρ||C1,γ ≤ C, ||w||C0,γ ≤ C.
We analyze the smoothness and the dependence on ε = r0
R
of the forcing terms Fr, Fθ
on the r.h.s. of (2.7). This analysis involves the study of certain integral operators with
singular kernels which, even though are of the type considered in the literature [12], are
extended to a manifold which depends on the singular parameter ε. For this reason, in
order to estimate the dependence on ε << 1 of the norms of these operators we develop a
direct analysis.
By using (1.12), after setting
z(t) = 2(1− cos t),(3.2)
we rewrite (2.11) as

N r = 12 (−z(β) cos θ + ε(−z(β) cos α cos θ − z(α− θ))
+ε2(−z(β)ρ(α) cos α cos θ − z(α − θ)ρ(α) + 2(ρ(α) − ρ(θ)))),
N θ = 12 (z(β) sin θ + ε(z(β) cosα sin θ + 2 sin(α− θ))
+ε2(z(β)ρ(α) cos α sin θ + 2ρ(α) sin(α− θ))).
(3.3)
A similar computation leads to
D2 = z(β)[1 + ε(cosα+ cos θ)(3.4)
+ε2(cosα cos θ + ρ(α) cosα+ ρ(θ) cos θ)
+ε3(ρ(α) + ρ(θ)) cosα cos θ + ε4ρ(α)ρ(θ) cosα cos θ]
+ε2z(α− θ)[1 + ε(ρ(α) + ρ(θ)) + ε2(ρ(α)ρ(θ)
+
(ρ(α) − ρ(θ))2
z(α− θ) )].
Lemma 3.1. The components f r and f θ given by (2.10) can be expressed in the form:{
f r = GµC(R)2ω0R2
∑3
h=1
∫
S1×S1 K
r
h(β, α− θ, ε)(1 + Srh(ρ,w;α, β, θ, ε))dαdβ,
f θ = GµC(R)
2ω0R2
∑2
h=1
∫
S1×S1 K
θ
h(β, α − θ, ε)(1 + Sθh(ρ,w;α, β, θ, ε))dαdβ,
(3.5)
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where
Kr1 =
2ε2(ρ(α) − ρ(θ))
(z(β) + ε2z(α− θ)) 32
,(3.6)
Kr2 =
1
ε
K2 = − εz(α − θ)
(z(β) + ε2z(α − θ)) 32
,
Kr3 = − cos(θ)K3 = −
z(β) cos θ
(z(β) + ε2z(α − θ)) 32
,
Kθ1 =
1
ε
K1 =
2ε sin(α− θ)
(z(β) + ε2z(α− θ)) 32
,
Kθ2 = sin(θ)K3 =
z(β) sin θ
(z(β) + ε2z(α− θ)) 32
,
and, under the assumption (3.1), Srh(ρ,w) and S
θ
h(ρ,w) are C
0,γ functions such that
||Srh(ρ,w)||C0,γ , ||Sθh(ρ,w)||C0,γ ≤ Cε,(3.7)
||Srh(ρ1, w1)− Srh(ρ2, w2)||C0,γ ≤ Cε||(ρ1, w1)− (ρ2, w2)||,
||Sθh(ρ1, w1)− Sθh(ρ2, w2)||C0,γ ≤ Cε||(ρ1, w1)− (ρ2, w2)||,
where ||(ρ,w)|| := ||ρ||C1,γ + ||w||C0,γ .
Proof. If we factor out D20(β, α − θ) = z(β) + ε2z(α − θ) from the expression of D2
given by (3.4) we get D2 = D20(1 + d(ρ;α, β, θ, ε)) with
d(ρ;α, β, θ, ε) =
z(β)
D20(β, α − θ)
(ε(cosα+ cos θ)(3.8)
+ε2(cosα cos θ + ρ(α) cosα+ ρ(θ) cos θ)
+ε3(ρ(α) + ρ(θ)) cosα cos θ + ε4ρ(α)ρ(θ) cosα cos θ)
+
ε2z(α − θ)
D20(β, α − θ)
(ε(ρ(α) + ρ(θ)) + ǫ2(ρ(α)ρ(θ)
+
(ρ(α)− ρ(θ))2
z(α− θ) )).
From (3.1) and (3.8) it follows
‖d(ρ)‖C0,γ ≤ Cε(1 + ||ρ||C1,γ ),(3.9)
‖d(ρ1)− d(ρ2)‖C0,γ ≤ Cε||ρ1 − ρ2||C1,γ .
and therefore we have
1
D3
=
1
D30(β, α − θ)
(
1 +
∞∑
n=1
( −32
n
)
d(ρ;α, β, θ, ε)n
)
,(3.10)
where, if ε ∈ (0, ε0] for some εo > 0, the series on the r.h.s converges absolutely and
uniformly on S1 × S1 × S1.
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Similarly
1
ω
=
1
ω0
(
1 +
∞∑
m=1
εm
( −1
m
)
wm
)
=
1
ω0
(
1 +
∞∑
m=1
(−1)mεmwm
)
.(3.11)
In conclusion we can rewrite (2.10) in the form
f r =
GµC(R)
2ω0R2
∫
S1×S1
2N r
D30
(1 + S(ρ,w)) dαdβ,(3.12)
f θ =
GµC(R)
2ω0R2
∫
S1×S1
2N θ
D30
(1 + S(ρ,w)) dαdβ.
where
S(ρ,w) =
∞∑
n=1
n∑
m=0
(−1)mεm
( −32
n−m
)
wmd(ρ)n−m(3.13)
From (3.9) and the inequalities
||Πn1uj ||C0,γ ≤ (n+ 1)Πn1 ||uj ||C0,γ(3.14)
||Πn1uj −Πn1vj ||C0,γ ≤
n
n∑
h=1
Πh−10 ||vj ||C0,γΠnh+1||uj ||C0,γ ||uh − vh||C0,γ
valid for uj, vj ∈ C0,γ , j = 1, . . . , n, u0 = un+1 = v0 = vn+1 = 1 we see that
||S(ρ,w)||C0,γ ≤
∞∑
n=1
εn(n+ 1)Cn
n∑
m=0
∣∣∣∣
( −32
n−m
)∣∣∣∣(3.15)
≤
∞∑
n=1
εnCn1
||S(ρ1, w1)− S(ρ2, w2)||C0,γ ≤
∞∑
n=1
εnn2Cn−1
n∑
m=0
∣∣∣∣
( −32
n−m
)∣∣∣∣ ||(ρ1, w1)− (ρ2, w2)||
≤
∞∑
n=1
εnCn1 ||(ρ1, w1)− (ρ2, w2)||,
where C and C1 are constants independent on n. From this and the expressions (3.3) of
N r and N θ that we rewrite as

2N r = −z(β) cos θ(1 + ε cosα+ ε2ρ(α) cosα)
−εz(α− θ)(1 + ερ(α)) + 2ε2(ρ(α) − ρ(θ)),
2N θ = z(β) sin θ(1 + ε cosα+ ε2ρ(α) cosα)
+2ε sin(α− θ)(1 + ερ(α)),
(3.16)
the lemma follows.
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Lemma 3.2. Let σ : S1 × S1 × S1 →R a map of class C0,γ , γ ∈ (0, 1). Then
Kr1σ(θ) =
∫ ∗
S1×S1
Kr1(α, β, θ, ε)σ(α, β, θ)dαdβ,(3.17)
Kjσ(θ) =
∫ ∗
S1×S1
Kj(α, β, θ, ε)σ(α, β, θ)dαdβ, j = 1, 2, 3,(3.18)
define continuous linear maps Kr1,Kj : C0,γ → C0,γ
′
, j = 1, 2, 3 for all 0 < γ′ < γ1+γ .
Moreover:
||Kr1|| < Cγ′ ||ρ||C1,γ ,(3.19)
||K1|| < Cγ′ ,
||K2|| < C,
||K3|| < C(1 + log 1
ε
),
where C and Cγ′ are constants and limγ′→ γ
1+γ
Cγ′ = +∞.
Proof. If we replace α with α+ θ in (3.17)1, we have
Kr1σ(θ) =
∫ ∗
(−pi,pi)2
Kr1(α+ θ, β, θ, ε)σ(α + θ, β, θ)dαdβ.(3.20)
Given ψ : (S1)3 →R let
ψ±(α+ θ, β, θ) =
1
2
(ψ(α + θ, β, θ)± ψ(−α+ θ, β, θ)),(3.21)
and observe that ψ ∈ C0,γ ⇒ ||ψ±||C0,γ ≤ ||ψ||C0,γ and moreover that:
(i) ψ ∈ Ck,γ, k = 0, 1 ⇒
|ψ−(α+ θ, β, θ)| ≤ ||ψ||C0,γ |α|γ , if k = 0,
|ψ−(α+ θ, β, θ)| ≤ ||ψ||C1,γ |α|, if k = 1,
(ii) ψ ∈ C1,γ , and ψ(θ, β, θ) = 0 ⇒
|ψ+(α+ θ, β, θ)| ≤ ||ψ||C1,γ |α|1+γ ,
(iii) ψ ∈ C0,γ ⇒
|ψ−(α+ θ1, β, θ1)− ψ−(α+ θ2, β, θ2)| ≤ ||ψ||C0,γ |α|ν |θ1 − θ2|γ−ν .
If ψ(θ, β, θ) = 0, the same is true for ψ+. Otherwise it results
|ψ+(α+ θ1, β, θ1)− ψ+(α+ θ2, β, θ2)| ≤ ||ψ||C0,γ |θ1 − θ2|γ
(iv) ψ ∈ C1,γ ⇒
|ψ−(α+ θ1, β, θ1)− ψ−(α+ θ2, β, θ2)| ≤ ||ψ||C1,γ |α|1−ν
′ |θ1 − θ2|ν′ ,
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(v) ψ ∈ C1,γ , and ψ(θ, β, θ) = 0 ⇒
|ψ+(α+ θ1, β, θ1)− ψ+(α+ θ2, β, θ2)| ≤ ||ψ||C1,γ |α|(1+γ)(1−ν
′)|θ1 − θ2|ν′ ,
where ν ∈ [0, γ] and ν ′ ∈ [0, 1] are arbitrary numbers. Let Kr,±1 the operator defined by
(3.20) when Kr1 is replaced by K
r,±
1 . Then we have:
Kr,±1 σ∓ = 0,
and therefore:
Kr1σ = Kr,+1 σ+ +Kr,−1 σ−.
Applying (ii) to the function ρ(α)− ρ(θ) we get after setting β = εη
|Kr,+1 σ+| ≤ ||ρ||C1,γ ||σ||C0,γ
∫ pi
−pi
∫ pi
−pi
dαdη
|α|1+γ
(η2 z(εη)
ε2η2
+ z(α))
3
2
(3.22)
≤ Const||ρ||C1,γ ||σ||C0,γ ,
where we have also observed that
1 >
z(s)
s2
≥ 4
π2
, s ∈ (0, π].(3.23)
Applying (i) with k = 1 to ρ(α) − ρ(θ) and (i) with k = 0 to σ we see that the estimate
(3.22) is valid for |Kr,−1 σ−| too and we conclude that
||Kr1σ||C0 ≤ Const||ρ||C1,γ ||σ||C0,γ .(3.24)
We also have
|Kr,+1 σ+(θ1)−Kr,+1 σ+(θ2)| ≤(3.25)∫
(−pi,pi)2
|Kr,+1 (θ1)−Kr,+1 (θ2)||σ+|dαdβ +
∫
(−pi,pi)2
|Kr,+1 ||σ+(θ1)− σ+(θ2)|dαdβ.
To estimate the first integral in (3.25) we apply (v) with ν ′ = γ′ < γ1+γ to ρ(α)− ρ(θ), for
the second integral we use instead (ii) for ρ(α) − ρ(θ) and (iii) for σ. With the change of
variable β = εη this yields
|Kr,+1 σ+(θ1)−Kr,+1 σ+(θ2)| ≤ ||ρ||C1,γ ||σ||C0,γ |θ1 − θ2|γ
′
(3.26) ∫ pi
−pi
∫ pi
ε
−pi
ε
|α|(1+γ)(1−γ′) + |α|1+γ
(η2 z(εη)
ε2η2
+ z(α))
3
2
dαdη.
It follows
|Kr,+1 σ+(θ1)−Kr,+1 σ+(θ2)|
|θ1 − θ2|γ′ ≤ Cγ
′ ||ρ||C1,γ ||σ||C0,γ ,(3.27)
where Cγ′ depends on 0 < γ
′ < γ1+γ . This and (3.24) imply
||Kr,+1 σ+||C0,γ′ ≤ Cγ′ ||ρ||C1,γ ||σ||C0,γ .
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In a similar way we establish that also Kr,−1 σ
− satisfies (3.27). Indeed, after writing (3.25)
for Kr,−1 σ
−, we use, for the first integral, (iv) with ν ′ = γ′ for ρ(α) − ρ(θ) and (i) with
k = 1 for σ and for the second integral (i) with k = 0, for ρ(α) − ρ(θ) and (iii) with
ν = γ − γ′ for σ. This concludes the proof for the operator Kr1. The analysis of the other
operators follows the same path but it is simpler due to the fact that the corresponding
kernels depend on α and θ only through the difference α− θ. Moreover the singularity of
the kernel K1 is weaker while the kernels K2 and K3 are not singular. To estimate the
norms of K3 we use again the change of variable β = εη. Then we have
K3 = 4
∫ pi
0
∫ pi
ε
0
dαdη
η2
z(εη)
ε2η2
(η2 z(εη)
ε2η2
+ z(α))
3
2
(3.28)
= 4
∫ pi
0
∫ pi
ε
1
dαdη
η2
z(εη)
ε2η2
(η2 z(εη)
ε2η2
+ z(α))
3
2
+ C,
and therefore using also (3.23)
K3 ≤ 2π2
∫ pi
ε
1
dη
η
+C ≤ C1(1 + log 1
ε
).(3.29)
This completes the proof.
Remark 3.1. We also have
K3 ≥ c1(1 + log 1
ε
).(3.30)
This follows from (3.28) (3.23) and the fact that x → x3
(x2+a)
3
2
, a > 0, is increasing for
x ∈ (0,+∞) and therefore
∫ pi
0
∫ pi
ε
1
dαdη
η2
z(εη)
ε2η2
(η2 z(εη)
ε2η2
+ z(α))
3
2
≥
∫ pi
0
dα
( 4
pi2
)
3
2
( 4
pi2
+ z(α))
3
2
∫ pi
ε
1
dη
η
,(3.31)
which implies (3.30).
In the following the symbol O(εk)0,γ
′
stands for a map h(ρ,w;α, θ, ε) which, provided
assumption (3.1) holds, is such that
||h(ρ,w)||C0,γ′ ≤ Cεk,(3.32)
||h(ρ1, w1)− h(ρ2, w2)||C0,γ′ ≤ Cεk||(ρ1, w1)− (ρ2, w2)||,
for some constant C > 0 independent of ε.
If instead (3.32) holds with a constant C = C(ε) that depends on ε and limε→0+ C(ε) =
0 we say that h(ρ,w;α, θ, ε) = o(εk)0,γ
′
. A key step in the proof of Theorem 1.1 is the
characterization and the analysis of the terms of order 1 and ε of the expressions Fr, Fθ
on the r.h.s of (2.7).
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Lemma 3.3. Set c(ε) = GµC(R)
2ω3
0
r2
0
R
then
Fr
ω0r0
= εc(ε)(
1
ε
K2 + (Kr1 +K2σ − wK2)(3.33)
−cos(·)
2π
〈cos(·)(Kr1 +K2σ − wK2)− sin(·)K1σ〉) + o(ε)0,γ
′
,
Fθ
ω0r0
= εc(ε)(K1σ
+
sin(·)
2π
〈cos(·)(Kr1 +K2σ − wK2)− sin(·)K1σ〉) + o(ε)0,γ
′
,
where
σ = ρ(α)− w(α)(3.34)
−3
2
(
z(β)
D20(β, α− θ)
(cosα+ cos θ) +
ε2z(α− θ)
D20(β, α − θ)
(ρ(α) + ρ(θ)).
Proof. From (3.13) it follows S(ρ,w) = −εw + 32d(ρ) + o(ε)0,γ
′
. This, (3.12), (3.16)
and (3.11) imply
f r
ω
=
GµC(R)
2ω20R
2
(1− εw)(Kr1 +Kr3 +Kr2 + εKr2ρ)(3.35) (
1− εw − 3
2
d(ρ)
)
+ o(ε)0,γ
′
,
= ω0r0εc(ε)(Kr1 − cos θK3 +
1
ε
K2 +K2(ρ− w − 3
2ε
d(ρ)) − w(θ)K2) + o(ε)0,γ′ ,
= ω0r0εc(ε)(Kr1 − cos θK3 +
1
ε
K2 +K2σ −w(θ)K2) + o(ε)0,γ′ ,
f θ
ω
=
GµC(R)
2ω20R
2
(1− εw)(Kθ2 +Kθ1 + εKθ1ρ)(
1− εw + 3
2
d(ρ)
)
+ o(ε)0,γ
′
= ω0r0εc(ε)(sin θK3 +K1(ρ− w − 3
2ε
d(ρ)) + o(ε)0,γ
′
= ω0r0εc(ε)(sin θK3 +K1σ) + o(ε)0,γ′ ,
where we have also used definitions (3.6), the estimates (3.19), the observation that con-
stant functions are in the kernel of the operator Kθ1 and (3.8) for computing the term of
O(ε) of d(ρ). From (3.35), keeping also into account that K2 maps constants into constants,
we obtain
〈f
ω
〉(3.36)
= ω0r0εc(ε)(〈cos(θ)(Kr1 +K2σ − w(θ)K2)− sin θK1σ〉 − 2πK3) + o(ε)0,γ
′
.
The lemma follows from this (3.35) and
1
ω(R+ r cos(·))3
1
〈 1
ω(R+r cos(·))3 〉
=
1
2π
+O(ε)0,γ .(3.37)
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If φ : R → R is a 2π−periodic function we let 12φ0 +
∑∞
1 (φ
1
n cos(n·) + φ2n sin(n·)) be the
Fourier series of φ. In particular for the unknowns ρ and w we have:{
ρ =
∑∞
2 (ρ
1
n cos(n·) + ρ2n sin(n·)),
w =
∑∞
1 (w
1
n cos(n·) + w2n sin(n·)),
(3.38)
where we have used the fact that ρ and w have zero average and (1.13).
Lemma 3.4. The function Kr1 can be represented in the form
Kr1(θ) = −4π
∞∑
n=2
n(ρ1n cosnθ + ρ
2
n sinnθ) + o(ε)
0,γ′ .(3.39)
Proof. From (3.6) and the discussion in Lemma 3.2 it follows
Kr1 = Kr,+1 =
∫ pi
−pi
∫ pi
−pi
2ε2ρ+(α+ θ, θ)
(z(β) + ε2z(α))
3
2
dαdβ,(3.40)
where ρ+(α + θ, θ) = 12(ρ(α + θ) + ρ(−α + θ) − 2ρ(θ)). With the change of variable
z(β) = ε2ξ2, that implies
√
1− (εξ2 )2dβ = εdξ, Kr1 takes the form
Kr1 = 4
∫ pi
0
∫ 2
ε
0
2ε2ρ+(α+ θ, θ)
(ξ2 + z(α))
3
2
dαdξ√
1− (εξ2 )2
(3.41)
= 8
∫ pi
0
∫ ∞
0
ρ+(α+ θ, θ)
(ξ2 + z(α))
3
2
dαdξ − 8
∫ pi
0
∫ ∞
2
ε
ρ+(α+ θ, θ)
(ξ2 + z(α))
3
2
dαdξ
+8
∫ pi
0
∫ 2
ε
0
ρ+(α+ θ, θ)
(ξ2 + z(α))
3
2
1−
√
1− (εξ2 )2√
1− (εξ2 )2
dαdξ = I1 + I2 + I3.
From (ii) and (v) in the proof of Lemma 3.2 we have
|I2| ≤ 8 ‖ρ‖C1,γ
∫ pi
0
∫ ∞
2
ε
|α|1+γ
ξ−3
dξ ≤ C ‖ρ‖C1,γ ε2,(3.42)
|I2(θ1)− I2(θ2)|
|θ1 − θ2|ν′ ≤ 8 ‖ρ‖C1,γ
∫ pi
0
∫ ∞
2
ε
|α|(1+γ)(1−ν′)
ξ−3
dξ ≤ C ‖ρ‖C1,γ ε2
⇒ I2 = o(ε)0,γ′ ,(3.43)
where to conclude that I2 is o(ε)0,γ
′
we have used (3.42)1 and (3.42)2 that show I
2 is Ho¨lder
continuous and the linear dependence of I2 from ρ. To estimate I3 we set q(s) =
1−
√
1−( s
2
)2√
1−( s
2
)2
and observe that q(s) ≤ Cs2, s ∈ (0, 1); q(s) ≤ C 1√
1− s
2
, s ∈ (1, 2). Then we have
|I3| ≤ C ‖ρ‖C1,γ
∫ pi
0
∫ 2
ε
0
|α|1+γ
(ξ2 + z(α))
3
2
q(εξ)dαdξ(3.44)
≤ C ‖ρ‖C1,γ
∫ pi
0
∫ 1
ε
0
|α|1+γ
(ξ2 + z(α))
3
2
(εξ)2dαdξ
+C ‖ρ‖C1,γ
∫ pi
0
∫ 2
ε
1
ε
|α|1+γ
(ξ2 + z(α))
3
2
1√
1− εξ2
dαdξ
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and ∫ pi
0
∫ 1
ε
0
|α|1+γ
(ξ2 + z(α))
3
2
(εξ)2dαdξ ≤ ε2
∫ pi
0
∫ 1
0
|α|1+γ)dαdξ
(ξ2 + z(α))
3
2
(3.45)
+Cε2
∫ 1
ε
1
1
ξ
dξ
≤ Cε2(1 + log 1
ε
),∫ pi
0
∫ 2
ε
1
ε
|α|1+γ
(ξ2 + z(α))
3
2
1√
1− εξ2
dαdξ ≤ C
∫ 2
ε
1
ε
1
ξ3
√
1− εξ2
dξ
= Cε2
∫ 2
1
1
s3
√
1− s2
ds.
Proceeding as in (3.44) and (3.45) we also get that |I3(θ1)− I3(θ2)| ≤ Cε2 log 1ε |θ1− θ2|ν
′
.
From these estimates and the linearity of I3 in ρ we conclude that, as I2, also I3 is o(ε)0,γ
′
.
From this and (3.42), (3.44) and (3.45) we conclude that
Kr1 = 8
∫ pi
0
∫ ∞
0
ρ+(α+ θ, θ)
(ξ2 + z(α))
3
2
dαdξ + o(ε)0,γ
′
= I1 + o(ε)0,γ
′
.(3.46)
To compute the Fourier expansion of I1 = I1(θ) we begin by observing that by Fubini
theorem and the identity
∫∞
0
a
(ξ2+a)
3
2
dξ = 1, valid for a > 0, we have
I1 = 8
∫ pi
0
ρ+(α+ θ, θ)
z(α)
dα.(3.47)
Therefore the Fourier coefficients (I1)in, i = 1, 2 of I
1 are given by
(I1)1n =
8
π
∫ pi
−pi
cosnθ(
∫ pi
0
ρ+(α+ θ, θ)
z(α)
dα)dθ, n ≥ 0,(3.48)
(I1)2n =
8
π
∫ pi
−pi
sinnθ(
∫ pi
0
ρ+(α+ θ, θ)
z(α)
dα)dθ, n ≥ 1.
Since we have |ρ+(α+θ,θ)
z(α) | ≤ ‖ρ‖C1,γ |α|γ−1 the functions cosnθ ρ
+(α+θ,θ)
z(α) , sinnθ
ρ+(α+θ,θ)
z(α) are
integrable in (−π, π)×(0, π) and therefore by Fubini theorem we can interchange the order
of integration in (3.48). From this and
ρ+(α+ θ, θ) =
∞∑
n=2
(cosnα− 1)(ρ1n cosnθ + ρ2n sinnθ)(3.49)
we obtain
(I1)10 = 0,(3.50)
(I1)in = −4ρin
∫ pi
0
1− cosnα
1− cosα dα = −4nπρ
i
n, n ≥ 1, i = 1, 2.
Since ρj1 = 0, j = 1, 2 we also have (I
1)j1 = 0, j = 1, 2. This concludes the proof.
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Lemma 3.5. Set
φ˜ = −3
2
(
z(β)
D20(β, α − θ)
φ(α); φˆ = −3
2
ε2z(α− θ)
D20(β, α− θ)
φ(α),(3.51)
and define K˜j , Kˆj by K˜jφ := Kφ˜, Kˆjφ := Kφˆ Then:
(K1φ)(θ) = 4π
∞∑
1
(φ2n cosnθ − φ1n sinnθ) + o(ε)0,γ
′
(3.52)
(K˜1φ)(θ) = −2π
∞∑
1
(φ2n cosnθ − φ1n sinnθ) + o(ε)0,γ
′
,
(Kˆ1φ)(θ) = −4π
∞∑
1
(φ2n cosnθ − φ1n sinnθ) + o(ε)0,γ
′
.
(K2φ)(θ) = −2πφ0 + o(ε)0,γ′(3.53)
(K˜2φ)(θ) = πφ0 + o(ε)0,γ′ ,
(Kˆ2φ)(θ) = 2πφ0 + o(ε)0,γ′ .
Proof. The same arguments used in the proof of Lemma 3.4 to establish (3.46) lead to
K1φ = 4
∫ pi
−pi
∫ ∞
0
sinαφ−(α+ θ)
(ξ2 + z(α))
3
2
dαdξ + o(ε)0,γ
′
(3.54)
K1φ˜ = −6
∫ pi
−pi
∫ ∞
0
ξ2 sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
dαdξ + o(ε)0,γ
′
K1φˆ = −6
∫ pi
−pi
∫ ∞
0
z(α) sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
dαdξ + o(ε)0,γ
′
.
We sketch the computation for the function K1φ˜. We set z(β) = ε2ξ2 as in the proof of
Lemma 3.4 and rewrite K1φ˜ in the form
K1φ˜ = −6
∫ pi
−pi
∫ 2
ε
0
ξ2 sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
dαdξ√
1− (εξ2 )2
(3.55)
= −6
∫ pi
−pi
∫ ∞
0
ξ2 sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
dαdξ + 6
∫ pi
−pi
∫ ∞
2
ε
ξ2 sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
dαdξ
−6
∫ pi
0
∫ 2
ε
0
ξ2 sinαφ−(α+ θ)
(ξ2 + z(α))
5
2
q(εξ)dαdξ = J1 + J2 + J3,
where as before q(s) =
1−
√
1−( s
2
)2√
1−( s
2
)2
. We can then estimate J2 and J3 as we have estimated
I2 and I3 in Lemma 3.4.
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The same procedure yields
K2φ = −2
∫ pi
−pi
∫ ∞
0
z(α)φ(α + θ)
(ξ2 + z(α))
3
2
dαdξ + o(ε)0,γ
′
,(3.56)
K2φ˜ = 3
∫ pi
−pi
∫ ∞
0
ξ2z(α)φ(α + θ)
(ξ2 + z(α))
5
2
dαdξ + o(ε)0,γ
′
,
K2φˆ = 3
∫ pi
−pi
∫ ∞
0
z(α)2φ(α + θ)
(ξ2 + z(α))
5
2
dαdξ + o(ε)0,γ
′
.
The expressions (3.53) are a straightforward consequence of (3.56) and the identities
∫ ∞
0
a
(ξ2 + a)
3
2
dξ = 1,
∫ ∞
0
ξ2a
(ξ2 + a)
5
2
dξ =
1
3
,
∫ ∞
0
a2
(ξ2 + a)
5
2
dξ =
2
3
, a > 0.(3.57)
From (3.54) and (3.57) we obtain
K1φ = 4I + o(ε)0,γ′ ,(3.58)
K1φ˜ = −2I + o(ε)0,γ′ ,
K1φˆ = −4I + o(ε)0,γ′ ,
with
I =
∫ pi
−pi
sinα
z(α)
φ−(α+ θ)dα,
To compute the Fourier coefficients of I = I(θ) we observe that Fubini theorem implies
I1n =
1
π
∫ pi
−pi
sinα
z(α)
(
∫ pi
−pi
φ−(α+ θ) cosnθdθ)dα,(3.59)
I2n =
1
π
∫ pi
−pi
sinα
z(α)
(
∫ pi
−pi
φ−(α+ θ) sinnθdθ)dα.
From (3.59) and φ−(α+ θ) =
∑∞
n=1 sinnα(−φ1n sinnθ + φ2n cosnθ) it follows
I1n = φ
2
n
∫ pi
−pi
sinα sinnα
2(1 − cosα)dα = πφ
2
n,
I2n = −φ1n
∫ pi
−pi
sinα sinnα
2(1− cosα)dα = −πφ
1
n.
The expressions (3.52) follow from this and (3.58). The proof is concluded.
We are now in the position of deriving explicit expressions of Fr and Fθ in term of
the Fourier coefficients of ρ and w.
Proposition 3.1. We have
Fr
ω0r0
= −4πc(ε)(3.60)
+4πεc(ε)[
1
2
cos θ +
∞∑
2
(1− n)(ρ1n cosnθ + ρ2n sinnθ) + w(θ)] + εN rF ,
Fθ
ω0r0
= 4πεc(ε)[
∞∑
1
(−w2n cosnθ + w1n sinnθ) +
1
2
sin θ] + εN θF .
where N rF = N rF (ρ,w; θ, ε), NF θ = N θF (ρ,w; θ, ε) are o(ε0)0,γ
′
.
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Proof. From Lemma 3.4 and Lemma 3.5 we have
Kr1 + (
1
ε
− w)K2 = −4π[
∞∑
2
n(ρ1n cosnθ + ρ
2
n sinnθ) +
1
ε
−w(θ)] + o(ε0)0,γ′(3.61)
From the definition of σ in Lemma 3.3 and the definition of the operators K˜j, Kˆj in
Lemma 3.5 we see that (3.53) implies:
K1σ = K1(ρ− w) + K˜1(cos(·) + cos(θ)) + Kˆ1(ρ+ ρ(θ))(3.62)
= 4π[
∞∑
1
(−w2n cosnθ + w1n sinnθ) +
1
2
sin θ] + o(ε0)0,γ
′
,
K2σ = K2(ρ− w) + K˜2(cos(·) + cos(θ)) + Kˆ2(ρ+ ρ(θ))
= 4π(ρ(θ) +
1
2
cos(θ)) + o(ε0)0,γ
′
.
From (3.61) and (3.62) we obtain
〈cos(·)(Kr1 − wK2 +K2σ)− sin(·)K1σ〉 = o(ε0)0,γ
′
.(3.63)
Equations (3.60)1 and (3.60)2 follow from (3.33) and (3.61), (3.62) and (3.63).
Remark 3.2. From the estimate (3.63) and (3.36) it follows
〈f
ω
〉 = −2πω0r0εc(ε)K3 + o(ε)0,γ′ .(3.64)
4 The proof of Theorem 1.1
We let X the set of the pairs (ρ,w) of 2π−periodic functions ρ ∈ W 2,2(−π, π), w ∈
W 1,2(−π, π) that satisfy
ρ0 = 0, w0 = 0,(4.1)
ρ
j
1 = 0, j = 1, 2.
X is a Banach space with the norm ‖(ρ,w)‖X := ‖ρ‖W 2,2 +‖w‖W 1,2 . We assume through-
out that (ρ,w) is bounded by some constant M that will be fixed later:
‖(ρ,w)‖X ≤M.(4.2)
We say that a map h(ρ,w; θ, ε) that satisfies (4.2) is OX(ε
k) if h is such that
||h(ρ,w)||L2 ≤ Cεk,(4.3)
||h(ρ1, w1)− h(ρ2, w2)||L2 ≤ Cεk||(ρ1, w1)− (ρ2, w2)||X ,
for some constant C > 0 independent of ε.
If instead (4.3) holds with a constant C = C(ε) that depends on ε and limε→0+ C(ε) = 0
we say that h(ρ,w;α, θ, ε) = oX(ε
k).
Remark 4.1. If (ρ,w) ∈ X then
h(ρ,w; θ, ε) = O(εk)0,γ
′ ⇒ h(ρ,w; θ, ε) = OX(εk),(4.4)
h(ρ,w; θ, ε) = o(εk)0,γ
′ ⇒ h(ρ,w; θ, ε) = oX(εk)
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From the expressions of a
r
ω
, a
θ
ω
and (1.12) we obtain
1
ω0r0
ar
ω
= −1 + ε(ρ′′ − ρ− w) + εN ra ,(4.5)
1
ω0r0
aθ
ω
= ε(2ρ′ + w′) + εN θa .
where N ra = N ra (ρ,w; θ, ε) and N ra = N ra (ρ,w; θ, ε) are oX(ε0). We are now in the position
of transforming the equations (2.18) into an infinite set of equations for the Fourier coef-
ficients of the unknowns ρ =
∑∞
2 (ρ
1
n cosnθ + ρ
2
n sinnθ), w =
∑∞
1 (w
1
n cosnθ + w
2
n sinnθ).
From (4.5) and Proposition 3.1 it follows that we can rewrite (2.18) in the form
−1 + ε(ρ′′ − ρ− w) = −4πc(ε)(4.6)
+4πεc(ε)[
1
2
cos θ +
∞∑
2
(1− n)(ρ1n cosnθ + ρ2n sinnθ) + w(θ)] + εN r,
ε(2ρ′ + w′)
= 4πεc(ε)[
∞∑
1
(−w2n cosnθ + w1n sinnθ) +
1
2
sin θ] + εN θ,
where we have set N r = N rF −N ra and N θ = N θF −N θa . From Remark 4.1 and (4.5) and
Proposition 3.1 it follows that N r and N θ are oX(ε0).
By taking the inner product of (4.6) with 1√
2pi
we obtain
c(ε) =
1
4π
− 1
8π
εN r0 .(4.7)
As we have remarked after introducing system (2.18), on the basis of Lemma 2.1 we don’t
need to consider the projection of (2.18)2 on the subspace of constant functions. Using
(4.7) we rewrite (4.6) in the form
ρ′′ − ρ− w − [
∞∑
2
(1− n)(ρ1n cosnθ + ρ2n sinnθ) + w(θ)] =
1
2
cos θ + N˜ r,(4.8)
2ρ′ + w′ − [
∞∑
1
(−w2n cosnθ + w1n sinnθ)] =
1
2
sin θ + N˜ θ,
where N˜ r and N˜ θ are = oX(ε0) and N˜ r0 = 0. On the basis of Lemma 2.1 and (2.15) we can
also assume N˜ θ0 = 0. Moreover we can replace (4.8)2 with its projection on the orthogonal
complement of the subspace generated by cos θ and sin θ. Indeed the projection of (4.8)2
on this subspace is an automatic consequence of (2.18)1. This follows from the identities
(2.13) that imply (a
r
ω
− Fr)11 = (a
θ
ω
− Fθ)11 and (a
r
ω
− Fr)21 = −(a
θ
ω
− Fθ)21 and from the
particular structure of the r.h.s. of (2.18)2. Therefore we can assume (N˜ θ)j1 = 0, j = 1, 2
and rewrite (4.8) in the form
∞∑
2
(−n2 + n− 2)(ρ1n cosnθ + ρ2n sinnθ)− 2
∞∑
1
(w1n cosnθ + w
2
n sinnθ) = N˜ r,(4.9)
∞∑
2
2n(ρ2n cosnθ − ρ1n sinnθ) +
∞∑
2
2n(w2n cosnθ − w1n sinnθ) = N˜ θ,
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where we have also used the Fourier series of ρ, w, ρ′, w′, ρ′′.
Let Y the set of pairs (p, v) of 2π−periodic functions p, v ∈ L2(−π, π) that satisfy
(4.1) (with ρ = p, w = v). Y is a Banach space with the norm ‖(p, v)‖Y := ‖p‖L2 +‖v‖L2 .
Lemma 4.1. Let L(ρ,w) the l.h.s. of (4.9). Then
(i) L(ρ,w) ∈ Y, (ρ,w) ∈ X.
(ii) The map L : X → Y defined by
X ∋ (ρ,w)→ L(ρ,w) ∈ Y,(4.10)
is linear and bounded and has a bounded inverse L−1 : Y → X.
Proof. By inspecting (4.9) and by observing that (ρ,w) ∈ X implies that the series in
(4.9) are well defined L2 functions proves (i) and also that L is bounded. To show that
L−1 exists and is bounded we note that from (4.9) the equation
L(ρ,w) = (p, v),(4.11)
is equivalent to the system {
w11 = p
1
1,
w21 = p
2
1,
(4.12)
{
(2− n+ n2)ρ1n + 2w1n = −p1n,
(2− n+ n2)ρ2n + 2w2n = −p2n, , n ≥ 2,(4.13)
{
2nρ2n + (n+ 1)w
2
n = w
1
n,
2nρ1n + (n+ 1)w
1
n = w
2
n,
, n ≥ 2,(4.14)
where (4.12) and (4.13) follow from (4.8)1 and (4.14) from (4.8)2. Equations (4.13) and
(4.14) imply (
ρ1n
w1n
)
=
1
2− 3n+ n3
(
n+ 1 −2
−2n 2− n+ n2
)( −p1n
v2n
)
,(4.15) (
ρ2n
w2n
)
=
1
2− 3n+ n3
(
n+ 1 −2
−2n 2− n+ n2
)( −p2n
v1n
)
,
and therefore 

|ρjn| ≤ Cn2
∑
i=1,2(|pin|+ 1n |vin|),
|wjn| ≤ Cn
∑
i=1,2(
1
n
|pin|+ |vin|),
, n ≥ 2.(4.16)
These inequalities and (4.12) show that the Fourier coefficients ρjn, j = 1, 2; n = 2, · · · and
w
j
n, j = 1, 2; n = 1, · · · define functions ρ ∈W 2,2 and w ∈W 1,2 that satisfy (4.1).
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From Lemma 4.1 it follows that (4.9) is equivalent to the equation
(ρ,w) = (0, w¯) + L−1
( N˜ r(ρ,w)
N˜ θ(ρ,w)
)
:= G(ρ,w),(4.17)
where we have set w¯ = −14 cos θ. Therefore the problem of solving (4.9) is reduced to the
existence of a fixed point for the map G : X → X.
Fix M = 2 ‖(0, w¯)‖X in (4.2) and let X = {(ρ,w) ∈ X : |(ρ,w)‖X ≤ M}. Then from
the fact that N˜ r and N˜ θ are oX(ε0) and from Lemma 4.1 we have:
(ρ,w) ∈ X ⇒(4.18)
‖G(ρ,w)‖X ≤ |(0, w¯)‖X +C(ε),
‖G(ρ,w) −G(ρ˜, w˜)‖X ≤ C(ε) ‖(ρ,w) − (ρ˜, w˜)‖X .
Therefore, for ε > 0 smaller than some ε0 > 0, G : X → X is a contraction and (4.17) has
a unique solution (ρ∗, w∗) ∈ X . Due to the equivalence between (4.17) and (4.9), (ρ∗, w∗)
is a solution of (1.7), (1.11). Moreover (4.18) imply:
‖ρ∗‖W 2,2 ≤ C(ε),(4.19)
‖w∗ − w¯‖W 1,2 ≤ C(ε),
where C(ε) → 0 as ε → 0+. From these estimates, Lemma 3.1 and Lemma 3.2 it follows
that the r.h.s. of system (2.7) computed for (ρ,w) = (ρ∗, w∗) is of class C0,γ . Therefore
we can regard (2.7) as a system of ode with a Ho¨lder continuous r.h.s. This shows that
ρ∗ ∈ C2,γ and w∗ ∈ C1,γ. The uniqueness in (iii) is just a restatement of the fact that
that (ρ∗, w∗) is the unique fixed point of a contraction on X . The properties of s in (iv)
follow (1.11) and from (i) and (ii) recalling also the expression of c(ε) in Lemma 3.3 and
(4.7). The statement on the smoothness of Ω follows from (2.6)2 and (i) and (ii). The
expression of Ω follows from (2.6)2 and from Remarks 3.64 and 3.1. The proof of Theorem
1.1 is concluded.
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