AbstractÐWe present an efficient and robust ray-casting algorithm for directly rendering a curvilinear volume of arbitrarily-shaped cells. By projecting cell-faces onto the image plane, we have effectively addressed three critical steps of the ray-casting process, namely finding the entry cell-faces for a ray, traversing along the ray from one cell to another, and reconstructing data values at the ray/ cell-face intersections. Our algorithm significantly reduces rendering time, alleviates memory space consumption, and overcomes the conventional limitation requiring cells to be convex. Application of this algorithm to several commonly used curvilinear data sets has produced a favorable performance when compared with recently reported algorithms.
INTRODUCTION
A discrete grid structure, associated with every volumetric data set, is commonly classified as rectilinear, curvilinear, or unstructured based on its regularity and connectivity [4] , [24] . While a great deal of effort has been devoted to the rendering of rectilinear volumes (even special hardware architectures are currently being developed [13] , [14] ), visualization of curvilinear and unstructured volumes is still relatively underexplored.
In this work, we focus on volume rendering of curvilinear data. A curvilinear grid can be considered as the result of a rectilinear grid of cubic voxels subjected to nonlinear transformations so as to fill or wrap around an object of complex shapes while preserving its grid topology (see Fig. 1 ). Generally, the rectilinear grid is called computational-space (or C-space) and the warped structure is called physical-space (or P-space). The curvilinear grid enjoys the same implicit connectivity as the rectilinear grid; yet, unlike the rectilinear grid, the 3D locations of its grid vertices must be explicitly defined. Usually, each quadrilateral cell-face is slightly nonplanar [30] and, hence, each six-sided cell is not necessarily convex.
As a flexible and compact representation format, the curvilinear grid is commonly used in a variety of applications, such as scientific computing and computer-based modeling. For example, in a computational fluid dynamics (CFD) simulation, a curvilinear grid can be employed to efficiently model the surrounding area of an aerodynamic object [22] . Another example is dynamic simulation [1] , [32] , where a deformable object may initially be represented as a rectilinear volume. Due to the influence of internal and external factors (e.g., when colliding with another object), the volumetric object dynamically changes its underlying grid structure and soon becomes curvilinear. However, compared to rectilinear volumes, the irregularity of curvilinear grids not only requires more memory space to store the locations of the grid vertices, but also imposes a much higher complexity on the visualization.
Related Work
There are several ways to render a curvilinear volume. The simplest one is to superimpose a rectilinear grid of certain resolution over the curvilinear grid and, subsequently, interpolate the data values at the grid vertices of the rectilinear volume from the original curvilinear volume [15] . This new volume can then be rendered with algorithms for rectilinear data. Since the curvilinear grid may consist of cells of drastically different sizes (the difference in cell sizes can be as much as 10,000 times in some data sets), a significantly large rectilinear volume has to be employed to preserve details of the smallest curvilinear cells, which usually include data of ultimate importance. In addition, the resampling abandons the original grid structure and may introduce sampling errors [3] , [25] .
A widely used alternative is to decompose each curvilinear cell into five tetrahedra and then further render the tetrahedral representation (a special unstructured grid) [4] , [12] , [19] , [20] , [23] , [28] , [30] , [31] . Such a subdivision approach multiplies the cell number by five and destroys the implicit connectivity of the curvilinear grid. As a result, a significant amount of memory space has to be allocated to explicitly define the connectivity of the tetrahedral cells. Commonly, the required extra storage is many times the amount of space needed to store the original curvilinear volume.
Yet another approach is to perform the rendering directly on the curvilinear volume, without converting it into an intermediate grid. In general, these algorithms can be further classified into two categories: projection and raycasting. In Mao et al. [10] , we proposed a projection algorithm which adaptively resamples a curvilinear grid into a set of randomly distributed spheres and ellipsoids. These spheres and ellipsoids act as an approximation to the energy function of the curvilinear volume and are splatted onto the image plane according to a precomputed visibility order to generate volume-rendered images. Alternatively, in Van Gelder and Wilhelms [5] , each curvilinear cell is projected onto the image plane according to a certain visibility order, with the cell's contributions to the image pixels being calculated with graphics hardware. To obtain the visibility order, the cells are approximated as convex hexahedra and sorted using a linear-time topological sorting algorithm. In order to handle the potential problem that the cell visibility order may be impossible to find (e.g., there are cases where the visibility ordering graph contains a cycle [21] , [29] , [30] ), Wilhelms et al. [27] developed an algorithm which considers each cell-face as a projection primitive and independently scan-converts the cell-faces in software. All the polygons contributing to a particular image pixel are subsequently sorted by depths obtained from the scan-conversion and correctly composited to produce the pixel color.
Using ray-casting to directly render a curvilinear volume has also been investigated [3] , [16] , [22] . Generally speaking, there are two classes of ray-casting algorithms, namely the C-space-based approach [3] and P-space-based approach [16] , [22] . Fru È hauf [3] proposed traversing and interpolating along the rays in C-space by exploiting the unique relationship between C-space and P-space of the curvilinear grid. However, as we demonstrated in [7] , due to the usage of Jacobian matrices in mapping vectors between C-space and P-space, Fru È hauf's C-space-based technique may not generate rendering results as accurately as its P-space-based counterpart. When performing the ray-casting in P-space, both Uselton [22] and Ramamoorthy and Wilhelms [16] approximated each quadrilateral cell-face to be planar and adapted Garrity's ray-casting algorithm for tetrahedral grids [4] to the curvilinear domain. Ramamoorthy and Wilhelms [16] also described their efforts in accelerating the ray-casting at the expense of extra memory space.
Our Contribution
This work was primarily motivated by our project on dynamic simulation of deformable objects [1] , [32] . The goal of that project is to simulate how deformable objects dynamically change their shapes under certain circumstances. In our voxel-based finite element method (FEM) simulation model, a deformable object is initially represented as a rectilinear volume. Under the influence of internal and external factors, the volumetric object quickly becomes curvilinear. Subsequently, at each time step of the simulation, the curvilinear grid is likely to deform into another curvilinear grid. The fact that an object's grid structure changes dynamically imposes the following challenges on the rendering algorithm:
. Speed: The algorithm needs to produce high-quality images as fast as possible. It is undesirable to rely on an extensive computation whenever the grid structure changes. . Memory: Due to the extraordinary amount of memory space consumed by the simulation, the algorithm should not require too much extra storage. . Robustness: The simulation is likely to produce quadrilateral cell-faces that are nonplanar. Therefore, the algorithm should be robust enough to handle both convex and concave cells. . Extendability: The algorithm is highly expected to be extended in the future to visualize multiple volumetric/geometric objects and produce realistic effects such as shadows and reflections. After thoroughly evaluating the pros and cons of existing techniques, we found that none satisfied all these requirements. Therefore, we embarked on developing a new rendering algorithm, which is presented in this paper.
Like the previous work of Uselton [22] and Ramamoorthy and Wilhelms [16] , our algorithm is also a P-spacebased ray-casting technique directly generating images from a curvilinear volume. Our major contribution is that we have successfully incorporated the projection approach into our ray-casting process to speed up the critical steps of traversing along the rays and interpolating data at ray/cellface intersections. Specifically, to find the first-entry and reentry cell-faces for a ray, we scan-convert the exterior cellfaces on the image plane and employ a pixel bucket to depth-sort those exterior cell-faces intersecting with the ray. As the ray enters a cell, to identify the cell-face from which the ray exits the cell, we project the candidate cell-faces onto the image plane and efficiently perform the ray/cell-face intersection tests. These ray/cell-face intersection tests also enable us to overcome the limitation of Garrity's algorithm [4] which requires the cell to be convex. Furthermore, these tests make it easy to reconstruct the data values at the intersection between the ray and the exiting cell-face. The resulting data values are subsequently used to accumulate the color and opacity along the ray. The ray-casting algorithm described in this paper is an improved version of our earlier work [8] . While using the same projection-based techniques as in our earlier work to find the entry cell-faces for the rays and reconstruct the data values at the ray/cell-face intersections, in Section 2.2, we present a newly developed method to check whether a ray intersects with a cell-face. This development was driven by the observation that, in our earlier implementation [8] , the ray/cell-face intersection tests consumed a significant portion of the overall rendering time. As reported in Section 3, this enhancement further dramatically reduces the rendering time, without incurring extra memory space.
In the next section, we describe each step of our projection-based ray-casting algorithm. In particular, from Section 2.1 to Section 2.3, we elaborate why and how we use the projection paradigm to find the entry cell-faces for a ray, to traverse along the ray from one cell to another, and to reconstruct the data values at the ray/cell-face intersections. Finally, in Section 3, we apply our algorithm on several well-known curvilinear data sets and compare its performance with two recently reported algorithms [20] , [31] , as well as our earlier algorithm [8] .
PROJECTION-BASED RAY-CASTING
In the ray-casting, typically a ray is cast from the virtual camera through each image pixel into the curvilinear volume, as illustrated in Fig. 2 . To accumulate the color and opacity o along the ray for a pixel xY y, a function in the form of CastOneRayxY yY Y o (see Fig. 3 ) is used. As pointed out by Fru È hauf [3] and Ramamoorthy and Wilhelms [16] , due to the irregularity of the curvilinear grid, steps P, Q, Q, and R of function CastOneRay are the most time-consuming operations. In the following, we describe how to incorporate the projection approach into the ray-casting process to accelerate these critical steps so as to improve the overall rendering speed.
Determining Entry Cell-Faces
As shown in Fig. 2 , while traversing along a ray, we need to find the exterior cell-face 1 from which the ray first enters the volume. Additionally, since the grid is likely to be concave, after the ray exits the volume from an exterior cell-face, it can potentially reenter the grid multiple times. In order to quickly locate the first-entry and reentry exterior cell-faces, both Garrity [4] and Ramamoorthy and Wilhelms [16] suggested superimposing a rectilinear grid of certain resolution over the curvilinear grid. At a preprocessing step, each voxel of the embedded rectilinear grid is associated with a list of exterior cell-faces that are totally or partially within the voxel. During the rendering, when there is a need to find the first-entry cell-face (step 2 of function CastOneRay in Fig. 3 ) or check whether the ray reenters the volume (step R of function CastOneRay), those rectilinear voxels intersecting with the ray are identified and their associated exterior cell-faces are tested against the ray.
The fact that, in our dynamic simulation application, the grid structure changes constantly over time makes it inefficient to use such an embedding scheme which was originally designed as a precomputation for a static grid. This is because, in addition to the extra storage needed for the embedded rectilinear grid, a new curvilinear grid at each time step of the simulation would require that both the bounding box of the rectilinear grid be reconfigured to enclose the new curvilinear grid and the exterior cell-faces of the new curvilinear grid be redistributed into the voxels of the rectilinear grid. By leveraging the projection paradigm, we have developed an alternative approach to determine the entry cell-faces in our algorithm, as illustrated in the simplified 2D example of Fig. 4 .
Without incurring any extra storage, throughout our raycasting process we implicitly subdivide each quadrilateral cell-face (both exterior and interior) into two triangles. The triangle approximation is chosen over a bilinear patch because of our wish to maximally improve the rendering speed and our tolerance for the rendering error introduced by such an approximation. This trade-off between rendering time and image quality has also been commonly employed by other approaches, such as cell subdivision [4] , [12] , [19] , [20] , [23] , [28] , [30] , [31] . Note that there are two possible ways of triangulating a cell-face, which may affect the data values reconstructed at the ray/cell-face intersections. For simplicity, we arbitrarily choose one triangulation and consistently use it during the rendering. Now that each cell-face is subdivided into two triangles, the function LocateEntryTriangles(), as shown in Fig. 5 , is applied at the beginning of the ray-casting process to find the entry triangles for all the rays. Specifically, at step P of the function, the tuple idY z generated by the scanconversion indicates that a ray cast from the pixel xY y intersects with the exterior triangle id at depth z. At step Q, each pixel bucket is associated with a list of tuples which represent the exterior triangles intersecting with the ray cast from the pixel. As we subsequently traverse along a ray, those sorted tuples from the corresponding pixel bucket are retrieved to assist us in determining the first-entry and reentry triangles.
Function LocateEntryTriangles is conceptually similar to Wilhelms et al. [27] . However, unlike their algorithm, where both exterior and interior cell-faces are scan-converted and depth-sorted, in this function we only process those exterior triangles to locate the entry triangles for each ray. As for a
1. An exterior cell-face is a cell-face belonging to the grid boundary and exclusively owned by a cell, while an interior cell-face is the common wall shared by two adjacent cells. typical curvilinear volume, a ray usually reenters the grid a limited number of times. Therefore, the space consumed by our pixel buckets is mostly determined by the image resolution and should not be significant when compared with the embedding scheme [4] , [16] .
Identifying Exiting Cell-Faces
Once a ray enters a cell from one of its six cell-faces, it is necessary to find the cell-face from which the ray exits the current cell and enters the next cell. As observed by Garrity [4] , for a convex cell, one can intersect the ray with the 3D planes containing the candidate cell-faces. The cell-face whose intersection lies after the entry point and has the smallest distance from the entry point is the exiting cellface. This technique was extended to the curvilinear domain by Uselton [22] and Ramamoorthy and Wilhelms [16] . Both groups employed a planar quadrilateral to approximate each cell-face. Furthermore, to speed up the ray/cell-face intersections, Ramamoorthy and Wilhelms [16] precomputed the 3D planes containing the cell-faces and stored them using extra memory space.
Unfortunately, Garrity's method is no longer valid for a nonconvex cell. A simple counter-example is shown in Fig. 6 . In this case, a ray enters a concave cell efgh through cell-face eh. Following Garrity's technique, fg will be chosen as the exiting cell-face, although gh is the correct exiting cell-face. It can be seen that, for a correct method, the additional requirement needed is that the ray/ plane intersection must be inside the exiting cell-face. In other words, to handle both convex and concave cells, the algorithm would have to compute the 3D plane containing each candidate cell-face, find the 3D location of the ray/ plane intersection, and check whether the intersection lies inside the cell-face. This could involve a great deal of computation and negatively affect the rendering performance. One may argue that, for curvilinear grids used in scientific computing, the cells are unlikely to be concave. However, even a small likelihood [30] could become a serious threat to the robustness of the algorithm [16] . More importantly, from the generality perspective, it is undesirable to require the cells to be strictly convex. This limitation would prevent the algorithm from being applied on those curvilinear data where cell convexity can not be readily guaranteed. Again, by utilizing the projection technique, we have designed an efficient alternative which can handle both convex and concave cells, as described in the following.
Since each cell-face is subdivided into two triangles, we have 12 triangles in total for a cell. As the ray enters a cell from one triangle, we check the ray against the other 11 triangles of the cell to find the exiting triangle. In our earlier implementation [8] , we tested the ray individually against each candidate triangle to see if the ray intersected with the triangle in 3D. More specifically, for each candidate triangle , we projected it onto the image plane and checked whether the 2D projected triangle H contained the pixel xY y from which the ray was cast. Note that, functionally, this method is equivalent to the operations of computing the ray/triangle intersection in 3D and checking whether the intersection lies within the triangle . Unfortunately, our experimental results [8] indicated that, with this method, the ray/cell-face intersection tests accounted for about WS percent of the overall rendering time.
Recently, we have developed a new method which treats the 11 candidate triangles together as a group and uses the well-known ray-crossings technique [6] to find which triangles intersect with the ray cast from the pixel xY y. According to the ray-crossings scheme [6] , a point xY y is inside a 2D polygon if and only if the horizontal ray starting from and shooting infinitely to the right crosses the polygon edges an odd number of times. Note that the horizontal ray of is completely different from the ray cast from the pixel xY y. Using this technique, we first project all the edges of the 11 candidate triangles onto the image plane. Then, we compute how many times the horizontal ray of pixel xY y crosses each 2D projected edge. Finally, we test whether a 2D projected triangle H contains the pixel xY y based on how many times the horizontal ray of pixel xY y crosses the three edges of H . Given three points v H xY y, v I x I Y y I , and v P x P Y y P , function RayCrossingsxY yY x I Y y I Y x P Y y P of Fig. 7 calculates how many times the horizontal ray of v H crosses the edge v I v P . Specifically, steps I and P of the function check whether both v I and v P are above or below the horizontal line going through v H .
Step Q tests if both v I and v P are on the left side of the vertical line going through v H . Since, from steps I and P, we have deduced that v I and v P are on opposite sides of the horizontal line of v H , at step R, the horizontal ray of v H will cross v I v P if both v I and v P are on the right side of the vertical line of v H . Finally, at steps S and T, more expensive computation is used to perform the raycrossings test. Functionally, these two steps are equivalent to the operations of calculating the intersection between v I v P and the horizontal ray of v H and checking if the intersection is on the right side of v H . Note that steps I-T are operations of progressively increasing complexity. They are designed in such a way so as to quickly return from the function with the ray-crossings number.
Once the ray enters a cell iY jY k, we can use function RayCrossings to identify the exiting triangle from the 11 candidate triangles, as shown in function IntersectAllTrianglesxY yY iY jY kY Y z of Fig. 8 . Specifically, at step P of the function, among the 18 edges shared by the candidate triangles, 12 coincide with the edges of the cell and the other six are the subdivision diagonals of the six cell-faces. At step Q, the ray-crossings number of a triangle is the sum of the ray-crossings number of its three edges relative to the pixel xY y. In the case where the raycrossings number of the triangle is exactly one, the pixel xY y is confirmed to be inside the triangle and a linear interpolation scheme similar to the 2D scan-conversion is used to reconstruct depth z of the intersection from the triangle vertices. Otherwise, the ray cast from the pixel xY y does not intersect with the corresponding candidate triangle in 3D and we can safely exclude this triangle from further consideration. Finally, at step R, based on the testing results of the 11 candidate triangles, if more than one triangle has exactly one ray-crossings number (i.e., the ray intersects with the cell multiple times), we designate the exiting triangle as the one whose intersection lies after the entry point and has the smallest depth value. This allows the ray to reenter the same cell at a later stage.
Reconstructing Data at Intersections
As shown in step Q of function CastOneRay (see Fig. 3 ), in addition to the depth z, the scalar s at each ray/cell-face intersection also has to be reconstructed from the grid vertices of the curvilinear volume to accumulate the color and opacity o along a ray. That is, given the scalar values at the four grid vertices of a quadrilateral cell-face, one needs to find the scalar data for a sample point within the cellface. A commonly used technique [16] is to transform the cell-face from its arbitrary 3D orientation to one of the coordinate planes (e.g., the -plane) and solve a set of equations to find the bilinear interpolation offsets in 2D. Unfortunately, this method requires a considerable amount of computation.
Since we have used two triangles in our algorithm to approximate each quadrilateral cell-face, the reconstruction task is reduced to interpolating the scalar data at the intersection from the triangle vertices. Taking advantage of the 3D-to-2D projection transformation already performed at step I of function IntersectAllTriangles (see Fig. 8 ), we implement the data interpolation as part of the ray/triangle intersection test. More specifically, at step Q of the function, if the ray-crossings number of the triangle is exactly one, we interpolate not only depth z but also scalar s from the triangle vertices. In other words, the function changes from IntersectAllTrianglesxY yY iY jY kY Y z to IntersectAllTrianglesxY yY iY jY kY Y zY s. Although accommodating this extra interpolation of scalar data may slightly increase the execution time of IntersectAllTriangles, it completely eliminates a separate data reconstruction phase required by the existing ray-casting algorithms [16] , [22] .
As adapted by most of the rendering algorithms for nonrectilinear volumes [4] , [5] , [12] , [16] , [20] , [22] , [27] , the strategy of sampling only at the ray/cell-face intersections provides a rational trade-off between rendering time and image quality. Since the rendering speed in our application is also of a major concern, this compromise is acceptable in most cases. In the event that sample points between two consecutive ray/cell-face intersections (i.e., sample points lying within the cells) are needed [30] , one can use an expensive method such as the Newton-Raphson iteration [18] to find the trilinear interpolation offsets uY vY w at the sample points and, then, employ the trilinear interpolation function to reconstruct the scalar data. In the following, we describe a rapid alternative to compute the trilinear interpolation offsets at the sample points.
Following the line of thought in the previous paragraphs, as we try to determine the triangle from which the ray exits a cell, we associate a tuple of trilinear interpolation offsets uY vY w with each grid vertex of the cell. For example, a tuple of HY HY H is assigned to the grid vertex iY jY k, and a tuple of IY HY H is assigned to the grid vertex i IY jY k, etc. At step Q of function IntersectAllTriangles, in addition to the scalar s and depth z, we interpolate the trilinear interpolation offsets u, v, and w from the triangle vertices as well. That is, the function becomes IntersectAllTrianglesxY yY iY jY kY Y zY sY uY vY w.
To maintain the accuracy of the grid representation, a curvilinear cell is unlikely to be highly deformed. Under this assumption, for the ray segment ef resulting from the intersection between a ray and a cell in P-space, we approximate its C-space counterpart e H f H with a straightline segment (see Fig. 9 for a simplified 2D example). After obtaining the trilinear interpolation offsets for both e H and f H from function IntersectAllTriangles, we can now take as many samples as desired on the ray segment e H f H and linearly interpolate the trilinear interpolation offsets from e H and f H for the inner sample points. Without involving any iterative methods, this scheme provides a fast way of conducting additional samples along the ray to achieve rendering of higher quality. Now that we have obtained the depth z and scalar s at the sample points, we need to accumulate the color and opacity o along the ray using the ray integral equations which take into account the varying distances between consecutive samples [11] , [26] , as shown in step Q of function CastOneRay (see Fig. 3 ). In our implementation, similar to Ramamoorthy and Wilhelms [16] , we employ the homogeneous material model of Wilhelms and Van Gelder [26] for the color and opacity compositing. In our project, the ray-casting algorithm and the FEM simulation model have been developed simultaneously. Before the simulation model had been well-defined, we used several well-known curvilinear data sets to evaluate the consumption of CPU power and memory space by our rendering algorithm. These included the Blunt Fin (RH Â QP Â QP) [9] , Liquid Oxygen Post (QV Â UT Â QV) [17] , and Delta Wing (ST Â SR Â UH) [2] , all freely available from NASA. In the following, we describe our testing results on these three data sets, instead of reporting the rendering performance on our proprietary simulation data. Although several features of our algorithm (e.g., our ability to efficiently handle dynamic grid structures) cannot be shown in these static testing cases, using these well-known data sets makes it possible to compare our algorithm with some existing techniques. See [1] , [32] for our recent work on the FEM simulation of volumetric muscle deformation.
Testing
Our ray-casting algorithm was implemented on an SGI Octane (one 195MHz R10000 processor, 128MB memory, Maximum Impact graphics). Using the algorithm, we generated an animation which depicts a flight around the Blunt Fin. This animation consists of 200 individual frames with the virtual camera looking at the Blunt Fin from different angles. All images were rendered using the same transfer functions, with low density mapped to green and high density mapped to red. Fig. 10 shows two frames of the animation. Table 1 illustrates the wall-clock time and memory space consumed by ray-casting this data set with three different image sizes. The memory usage includes the space needed to specify the scalar and coordinate values at each grid vertex of the curvilinear volume, as well as the space required by the pixel buckets which are used to find the entry triangles. While the former remains constant for various image sizes, the latter scales linearly with the image resolution. Table 1 also provides the average number of nonblack pixels for each image resolution. A nonblack pixel indicates that the ray cast from the pixel intersects with some portion of the curvilinear grid. Similarly, we generated two animations for the Liquid Oxygen Post and Delta Wing. Fig. 11 shows two images produced by rendering the energy scalar field of the Liquid Oxygen Post, where low energy is mapped to green and high energy is mapped to red. The rendering performance for this data set is illustrated in Table 2 . Additionally, two images of the Delta Wing are shown in Fig. 12 , with low density mapped to red and high density mapped to green. Table 3 illustrates the rendering performance. Note that the opacity transfer functions used in these three animations were specified to make the images relatively transparent. If more opaque transfer functions had been employed to accumulate the opacity along the rays, many rays could have been terminated earlier, further reducing the rendering time.
Comparison
In the following, we compare our algorithm with two techniques recently proposed by Silva and Mitchell [20] and Yagel et al. [31] . These two algorithms have been chosen because they represent state-of-the-art research on rendering of nonrectilinear volumes and provide testing results on the same three data sets. Although several other rendering algorithms have been reported in the literature, most of the performance measurements involved some proprietary data sets that are not widely available. Also, we do not compare against the existing ray-casting techniques [16] , [22] , due to the fact that they were developed several years ago on platforms now considered out-of-date.
Unlike our algorithm, which performs the ray-casting directly on the curvilinear volume, both Silva and Mitchell Tables 4, 5 , and 6 show the performance comparison on the three data sets of Blunt Fin, Liquid Oxygen Post, and Delta Wing, respectively. For reference purposes, we also include the rendering results reported in our earlier paper [8] . As described in Section 2.2, the key improvement of our new algorithm over our earlier work [8] is the crucial technique used for the ray/triangle intersection tests. This improvement results in reducing the overall rendering time by about 50 percent. In comparison with our previous experimental results, the slight increase in memory usage is not due to the introduction of this new ray/triangle Fig. 10 . Images of the Blunt Fin from two different viewing angles (low density is mapped to green and high density is mapped to red). Fig. 11 . Images of the Liquid Oxygen Post from two different viewing angles (low density is mapped to green and high density is mapped to red).
intersection testing technique, but to the fact that more nonblack pixels were used in our new experiments.
When interpreting these tables, note that the rendering performance can be affected by many factors, among which computer platform and image quality are major. In terms of platforms, Silva and Mitchell performed the measurements on a single processor of an SGI Power Challenge (16 195MHz R10000 processors, 3GB memory, IR graphics). Yagel et al. obtained the timing from an SGI Crimson (one 100MHz R4000 processor, 64MB memory, RE graphics), using only SH slicing planes. Our earlier algorithm was tested on an SGI Onyx (one 195MHz R10000 processor, 640MB memory, RE2 graphics). With regard to image quality, although our technique is comparable to that of Silva and Mitchell, Yagel et al.'s algorithm may not approach our image quality. This is because, instead of adaptively sampling along each individual ray to account for the change of the grid density, even the adaptive slicing scheme proposed by Yagel et al. imposes the same screen-z sampling rate for all the image pixels. Consequently, some areas of the curvilinear grid may be under-sampled, while others may be over-sampled. To capture details of small cells, a much higher number of slicing planes would have been required by their algorithm, leading to a significant increase in both rendering time and memory usage.
CONCLUSIONS
In this paper, we have shown the feasibility of using raycasting to directly render curvilinear volumes. Introducing the projection paradigm into the ray-casting process enables our algorithm to efficiently handle both convex and concave cells. More importantly, as demonstrated in the experimental studies, with our projection-based algorithm, we have successfully achieved the dual goal of improving rendering speed and alleviating memory space consumption. In comparison with our earlier work [8] , using the Fig. 12 . Images of the Delta Wing from two different viewing angles (low density is mapped to red and high density is mapped to green). [8] , and Our New Algorithm on the Liquid Oxygen Post Data Set newly developed technique for the ray/cell-face intersection tests further reduces rendering time significantly, without requiring more memory space. To the best of our knowledge, our rendering time and memory usages on the Blunt Fin, Liquid Oxygen Post, and Delta Wing are the best reported to date in the literature. Although this work was originally driven by our application of dynamic simulation, the generality and favorable performance of our algorithm also make it an appealing alternative to existing rendering techniques.
As for future work, we plan to extend the proposed acceleration techniques to the rendering of unstructured grids. Since the projection methods employed in our algorithm do not inherently depend on the structure of curvilinear cells, it should be applicable to unstructured cells as well. Another plan for future research is the antialiasing rendering of nonrectilinear grids. Although the ray-casting approach has taken into account the changing grid density along the screen-z direction, the potential under-sampling/over-sampling problem in the screen-x and screen-y directions needs to be investigated as well. 
