Abstract. In this paper we obtain an upper bound for the L 2 norm for maximal operators associated to arbitrary finite sets of directions in R 2 .
Introduction
Let Ω N denote a collection of N unit vectors in R n . The Kakeya maximal operator M Ω N is defined on locally integrable functions f on R n as
where B Ω denotes the class of all rectangles with longest side parallel to some ω in Ω N , and where |A| represents the Lebesgue measure of A.
It is conjectured that M Ω N satisfies the following estimate:
where C n is independent of f and Ω N . This estimate was proved for the case of radial functions by Carbery, Hernández and Soria in [CHS] . For n = 2 the cases of uniformly distributed directions and of a lacunary sequence have been solved for some time. We refer to Stein's book [St] and references therein (see also Wolff [W] ) for much more about related maximal functions and its applications to other problems in harmonic analysis. For dimensions higher than two, the lacunary case was established by Carbery in [Ca] and the case of uniformly distributed directions along a curve of finite type was proved by the author in [B2] .
In this paper we prove the following partial result for dimension 2.
Theorem 1. There exists a constant
where N = 2/ √ log N and C is an absolute constant.
For every N , define
where ||S|| denotes the L 2 -operator norm of S and the sup is taken over all finite subsets of S 1 with N elements. Clearly Φ N is well defined since one has the obvious estimate Φ N ≤ CN . Also, it is known from the uniformly distributed case that Φ N ≥ C log N .
In what follows C will denote a constant not necessarily the same on each occurrence but which is independent of N and f .
Proof
The proof of Theorem 1 is based on a variant of the "T T method". Earlier versions of the method are in Stein [St] p. 317 and references in there. Other variants were independently developed by Nevo [Nevo] and the author [B1] for different purposes.
For simplicity we will assume that
where k is an integer and i belongs to {1, . . . , N} define
Note that the for each m, T Ω N m is a positive self-adjoint linear operator. Then a simple geometric argument shows that for any non-negative f one has:
and we are left to prove
and since (3) is independent of Ω N ⊂ S 1 a similar estimate for Φ N will follow.
The proof of (3) is based in the following pointwise estimate valid for f ≥ 0 and 0 < α < 1:
where: 
Assuming (4) for the moment one argues as in the proof of proposition 1.1 of [B1] obtaining
Starting with the bound Φ N ≤ CN we repeatedly apply (5) with the appropriate value of α on each step. This gives:
The minimum of the right hand side of (6) is achieved for p = N . Thus, in order to prove the theorem we only need to establish (4).
The proof uses the following simple geometric fact whose proof is contained in [B1] Proposition 2.4:
where R is a rectangle with dimensions 2 i+1 × 2 j+1 sin θ with longest side parallel to ω k , θ is the angle between ω k and ω r , and χ R is the indicator function of R.
We divide the proof in two cases: a): ω k "near" ω r : that is, sin θ ≤ ∆ n , where
This gives
with
where S Ω 1 N n f (x) = T Ω N n restricted to a subset of N 1−α directions. Combining (8) and (9) with the appropriate symmetries in m and n, gives (4). This completes the proof.
Remarks. It is possible to obtain a power of N slightly better than N in Theorem 1 by a more careful analysis of (4). We do not pursue this here in order to keep the presentation simple. On the other hand one can verify that in order to obtain the conjectured log N estimate by this method, one must improve (4).
