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Abstract. The one-dimensional asymmetric simple exclusion process (ASEP), where
N hard-core particles hop forward with rate 1 and backward with rate q < 1, is consid-
ered on a periodic lattice of L site. Using KPZ universality and previous results for the
totally asymmetric model q = 0, precise conjectures are formulated for asymptotics at
finite density ρ = N/L of ASEP eigenstates close to the stationary state. The conjec-
tures are checked with high precision using extrapolation methods on finite size Bethe
ansatz numerics. For weak asymmetry 1− q ∼ 1/√L, double extrapolation combined
with an integer relation algorithm gives an exact expression for the spectral gap up to
10-th order in the asymmetry.
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1. Introduction
The one-dimensional asymmetric simple exclusion process (ASEP) [1, 2] is a Markov
process describing hard-core particles moving locally on a lattice, with the exclusion
constraint that each site is either empty or contains a single particle. The particles hop
of one site in the forward direction with rate 1 and of one site in the backward direction
with rate q, 0 ≤ q < 1, if the destination site is empty. We consider in this paper the
model with N particles on a periodic lattice of L sites, in the limit L,N → ∞ with
fixed density ρ = N/L, 0 < ρ < 1.
It is expected that the only influence of the asymmetry parameter q on the large
scale behaviour is a rescaling of time by a factor 1 − q for fixed q < 1. This was
shown for the model defined on the infinite line Z [3, 4] and for stationary fluctuations
in the periodic model [5, 6]. More generally, ASEP belongs at large scale to KPZ [7]
universality [8, 9, 10, 11], which also describes fluctuations in some classes of driven
diffusive systems, interface growth models and directed polymers in random media.
KPZ universality is characterized in one dimension by a dynamical exponent z = 3/2.
For a finite system of L sites, it leads to different behaviours at short time and long
time, with a crossover on the relaxation scale t ∼ L3/2. The short time behaviour
corresponds to the model defined on the infinite line, where there is much evidence for
KPZ universality [12, 13], and where fluctuations are characterized by Tracy-Widom
distributions from random matrix theory. The long time behaviour corresponds to the
non-equilibrium steady state, and there is also reasonable evidence for the universality of
KPZ fluctuations there, with the Derrida-Lebowitz stationary large deviation function
appearing for several models [5, 14, 6, 15, 16, 17].
ASEP is an exactly solvable model. Its generator is the Hamiltonian of a twisted
XXZ spin chain with anisotropy ∆ = (q1/2+ q−1/2)/2 > 1, which is diagonalizable using
Bethe ansatz. The study of the large scale behaviour of ASEP requires asymptotics
of the eigenvalues and the eigenvectors of the generator. Very explicit formulas were
obtained recently [18] for such asymptotics in the totally asymmetric model (TASEP)
q = 0, due to the special structure of the Bethe equations when ∆ → ∞, leading to
exact expressions for fluctuations on the relaxation scale. Another approach based on
the propagator is also possible [19]. Under the assumption that KPZ universality holds
in the crossover between the short and long time limits, the TASEP asymptotics should
also be valid for ASEP with 0 < q < 1. Precise conjectures are formulated in this paper
for the eigenstates. They are checked numerically with high precision using powerful
extrapolation methods applied to finite size Bethe ansatz numerics. The extrapolation
methods also allow to probe the weakly asymmetric regime 1−q ∼ 1/√L corresponding
to a crossover to equilibrium fluctuations, which we illustrate for the spectral gap.
In section 2, we summarize various finite size Bethe ansatz formulas for the
eigenstates of ASEP, with the algebraic formulation of Bethe ansatz recalled in
Appendix A, and numerical schemes for solving the Bethe equations discussed in
Appendix B. Conjectures for asymptotics of ASEP eigenstates and their consequences
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for current fluctuations are stated in section 3. The asymptotics are checked numerically
using extrapolation methods in section 4, where the case of the spectral gap for weak
asymmetry is also discussed.
2. Bethe ansatz for ASEP
In this section, we summarize known finite size Bethe ansatz formulas for the eigenstates
of ASEP. Some of them were already known in the context of ASEP, others are translated
from the literature on the XXZ spin chain.
2.1. Master equation
ASEP is a Markov process. The probability Pt(C) to observe the system in a
configuration C at time t is given by a master equation. Then
|Pt〉 = etM |P0〉 (1)
with M the Markov matrix, 〈C|Pt〉 = Pt(C), and 〈C0|P0〉 the initial probabilities at time
0. We consider the (time-integrated) current Q0 between site L and site 1 up to time
t, defined as the number of moves of particles from site L to site 1 minus the number
of moves from site 1 to site L. The generating function of Q0 can be computed using
a deformation M(γ) of the Markov matrix, with γ a fugacity conjugate to the current
and M(0) =M . The deformed generator M(γ) can be written M(γ) =
∑L
i=1Mi,i+1(γ)
with local operators Mi,i+1(γ) acting only on sites i and i+1. Their matrix in the local
basis (1i 1i+1, 1i 0i+1, 0i 1i+1, 0i 0i+1), with 1 and 0 denoting respectively occupied and
empty sites, is
Mi,i+1(γ) =


0 0 0 0
0 −1 q e−γ 0
0 eγ −q 0
0 0 0 0


i,i+1
. (2)
The generating function of the current is then equal to [18]
〈eLγQ0〉 =
∑
C
〈C|e−γSetM(γ)eγS |P0〉 . (3)
The operator S, diagonal in configuration basis, is defined by S|C〉 = (∑Nj=1 xj)|C〉. The
xj ’s, 1 ≤ xj ≤ L, are the positions of the particles counted from site 1.
2.2. Bethe ansatz
The matrix M(γ) can be diagonalized using Bethe ansatz, see e.g. [5]. Each eigenstate
is completely characterized by N complex numbers yj, j = 1, . . . , N , the Bethe roots,
that satisfy a set of N polynomial equations called the Bethe equations:
eLγ
( 1− yj
1− qyj
)L
= −
N∏
k=1
yj − qyk
qyj − yk . (4)
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The corresponding eigenvalue of M(γ) is equal to
E = (1− q)
N∑
j=1
( 1
1− yj −
1
1− qyj
)
, (5)
and the eigenvalue of the translation operator is
e2iπp/L = eNγ
N∏
j=1
1− yj
1− qyj (6)
with p ∈ Z the total momentum.
The right and left eigenvectors of M(γ), defined from the algebraic Bethe ansatz
in Appendix A, can be written explicitly in coordinate form. For a configuration with
positions x ordered as 1 ≤ x1 < . . . < xN ≤ L, one has
〈x|ψ〉 = (1− q)Ne−N(N+1)2 γ
∑
σ∈SN
N∏
j=1
(
eγxjyj
1− yj
( 1− yσ(j)
1− qyσ(j)
)xj)
(7)
×
N∏
j=1
N∏
k=j+1
yσ(j) − qyσ(k)
yσ(j) − yσ(k)
〈ψ|x〉 = (1− q)Ne−N(N+1)2 γ
∑
σ∈SN
N∏
j=1
(
eγ(1−xj )
1− yj
( 1− yσ(j)
1− qyσ(j)
)1−xj)
(8)
×
N∏
j=1
N∏
k=j+1
qyσ(j) − yσ(k)
yσ(j) − yσ(k) ,
with SN the set of N ! permutations of {1, 2, . . . , N}. Since M(γ) is not Hermitian, the
left and right eigenstates are different. They verify however (
∏N
j=1 y
−1
j )〈x|ψ〉 = 〈ψ|x˜〉
with x˜ related to x by space reversal, x˜j = L+1−xN+1−j , j = 1, . . . , N , since transposing
M(γ) is the same as reversing space.
Completeness of the Bethe ansatz is the hypothesis that the Bethe equations (4)
have exactly Ω =
(
L
N
)
acceptable solutions such that the corresponding eigenvectors
form a complete basis of the space generated by configurations with N particles.
Completeness is widely believed to be true based on numerics for small systems, but
is difficult to prove rigorously, see however [20, 21, 22] for mathematical results for the
exclusion process.
2.3. Scalar product of Bethe eigenstates
The Bethe eigenstates are not normalized. Their scalar product is given by the Gaudin
determinant [23, 24]
〈ψ|ψ〉 = (−1)N(1− q)Ne−N2γ
( N∏
j=1
yj
)( N∏
j=1
N∏
k=j+1
(yj − qyk)(qyj − yk)
(yj − yk)2
)
× det
(
∂yi log
(( 1− yj
1− qyj
)L N∏
k=1
qyj − yk
yj − qyk
))
i,j=1,...,N
. (9)
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The derivative with respect to yi in the determinant has to be computed before setting
the yj’s equal to a solution of the Bethe equations (4). At q = 0, the determinant can
be calculated explicitly [25], which allows the asymptotic analysis for large L, N [26].
The Gaudin determinant is a consequence of the Slavnov determinant [27] for the
scalar product between a Bethe eigenstate ψy with Bethe roots yj and a Bethe vector
ψw with arbitrary parameters wj not solution of Bethe equations,
〈ψy|ψw〉 = (−1)
N(N−1)
2
( N∏
j=1
N∏
k=1
(wj − yk)
)
(10)
×
( N∏
j=1
N∏
k=j+1
1
(wj − wk)(yj − yk)
)
det
[
∂yjE(wk)
]
j,k
.
The quantity
E(w) = e−Nγ
N∏
j=1
w − qyj
w − yj + e
(L−N)γ
( 1− w
1− qw
)L N∏
j=1
qw − yj
w − yj (11)
is the eigenvalue of the transfer matrix T (w), a fundamental object in the algebraic
formulation of Bethe ansatz, see Appendix A.
2.4. Special configurations
In order to compute the statistics of the current for a given initial condition
from the expansion of (3) over eigenstates, the scalar product between the initial
configuration and the eigenvectors is needed. Two particularly interesting classes of
initial conditions are the flat configurations, where particles are equally spaced, and the
step configurations, for which particles occupy consecutive sites. Exact formulas can be
written for these two cases, translating previous results for the XXZ spin chain.
Let F be the flat configuration of a half-filled system N = L/2 with particles at
positions xj = 2j, j = 1, . . . , N . Then, the XXZ result for the Ne´el state [28] implies
〈ψ|F〉 = (−1)
N(N−1)
2 e
N(N+3)γ
2
2N(N+1)
( N∏
j=1
(1− yj)L+2
yj(1− qyj)(1− qy2j )
)
(12)
×
( N∏
j=1
N∏
k=j+1
1
(yj − yk)(1− qyjyk)
)
det
((1 + yk
1− yk
)2j
−
(1 + qyk
1− qyk
)2j)
j,k
.
Let S be the step configuration with particles at positions xj = j, j = 1, . . . , N for
arbitrary density ρ = N/L. Another result for the XXZ spin chain gives [29]
〈ψ|S〉 = e− 2ipipNL (−1)N(N+1)2
( N∏
j=1
(1− yj)N
yj
)( N∏
j=1
N∏
k=j+1
1
yj − yk
)
(13)
× det
(
1
(1− qyk)j −
1
(1− yk)j
)
j,k
.
Both (12) and (13) already assume that the yj’s are solution of the Bethe equations.
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2.5. Sum over configurations
Computing current fluctuations from (3) requires the scalar product between
∑
C〈C|e−γS
and the right eigenstates. The scalar product between left eigenstates and
∑
C e
γS|C〉
is also needed for the stationary initial condition |P0〉 ∝
∑
C |C〉. These scalar products
can be computed from the Slavnov determinant (10) similarly to what is done in [30]
for TASEP. Indeed, in the limit where all wj’s converge to 0, the Bethe vectors reduce
to
|ψw〉 ≃ e−
N(N+1)γ
2
( N∏
j=1
(wj(1− qj))
)
eγS
∑
C
|C〉 (14)
〈ψw| ≃ e(NL−
N(N−1)
2
)γ
( N∏
j=1
(1− qj)
)∑
C
〈C|e−γS , (15)
and one finds ∑
C
〈C|e−γS|ψ〉 = e−N(N+1)2 γ
N−1∏
j=0
(1− e−Lγqj) (16)
∑
C
〈ψ|eγS|C〉 = e−N(N−1)2 γ
( N∏
j=1
y−1j
)N−1∏
j=0
(eLγ − qj) . (17)
Furthermore, the mean value and stationary two-point function of the density can be
computed by inserting in (3) operators ηi counting the number of particles (0 or 1)
at site i. Formulas similar to (16), (17) are then needed with the operator 1{η1(C)=0}
inserted. We conjecture
∑
C
1{η1(C)=0}〈C|e−γS|ψ〉 = e−
N(N+1)
2
γ(e
2ipip
L
−Nγ − e−Lγ)
(N−1∏
j=1
(1− e−Lγqj)
)
(18)
∑
C
1{η1(C)=0}〈ψ|eγS|C〉 = e−
N(N−1)
2
γ
( N∏
j=1
y−1j
)
(eLγ − e− 2ipipL +Nγ)
(N−1∏
j=1
(eLγ − qj)
)
. (19)
These expressions were first guessed using a computer algebra system for N = 1, 2, 3
and L arbitrary, by calculating explicitly the sum over all configurations and replacing
each occurrence of (1 − qyj)L by its expression coming from the Bethe equations (4).
The formulas were then confirmed for all Ω =
(
L
N
)
eigenstates of all systems with
1 ≤ N < L ≤ 9, q = 0.1 and a generic value for γ, by solving numerically the Bethe
equations for the eigenstates using the method of Appendix B.
3. Asymptotics of ASEP eigenstates
In this section, we consider the first eigenstates of ASEP, whose eigenvalues have a
real part scaling as L−3/2. We first recall the TASEP results, and then state precise
conjectures for ASEP asymptotics guided by KPZ universality.
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3.1. First eigenstates of TASEP
Each eigenstate of TASEP, and also of ASEP by continuity, is characterized by a set
of N (half-)integers kj, j = 1, . . . , N , defined in (B.1). In order to study ASEP on the
relaxation scale t ∼ L3/2, only the eigenstates ofM(γ)−(1−q)ρ(1−ρ)Lγ1 corresponding
to eigenvalues with a real part ∼ L−3/2 are needed. For TASEP, such eigenstates can
be described as quasiparticle-hole excitations over the Fermi sea k0j = j − (N + 1)/2
representing the stationary state [31, 32], see also [33] for the case with open boundaries.
These eigenstates are denoted in the following by the subscript r. Each one is described
by two finite sets of half integers P,H ⊂ Z+ 1
2
, as
{k1, . . . , kN} = {k01, . . . , k0N}
⋃{N
2
+ a, a ∈ P+
}⋃{
− N
2
+ a, a ∈ P−
}
∖ {N
2
+ a, a ∈ H−
} ∖ {
− N
2
+ a, a ∈ H+
}
, (20)
where P±,H± represent the positive and negative elements of P and H. The elements
of P and H represent respectively momenta of quasiparticle and hole excitations, with
total momentum pr =
∑
a∈P a−
∑
a∈H a. The cardinals of the sets verify the constraints
|P+| = |H−| and |P−| = |H+|. In particular, both P and H have the same cardinal
mr = |P| = |H|.
Many TASEP asymptotics of eigenstates are expressed in terms of the function
χr(v) = χ0(v) +
∑
a∈P
ω3a(v)
3
+
∑
a∈H
ω3a(v)
3
, (21)
with χ0 defined in terms of the Hurwitz ζ function as
χ0(v) =
8pi3/2
3
(√−i ζ(− 3
2
,
1
2
+
iv
2pi
) +
√
i ζ(− 3
2
,
1
2
− iv
2pi
)
)
, (22)
and the elementary excitation with momentum a
ωa(v) = 2
√
sgn(a)ipi
√
|a|+ sgn(a) iv
2pi
. (23)
The function χ0 is analytic for v in D = C\(i[pi,∞) ∪ −i[pi,∞)). This is also the case
for ωa when a ∈ Z+ 1/2, and thus for χr for any eigenstate r. The function χ0 has an
alternative expression as a polylogarithm, χ0(v) = −(2pi)−1/2Li5/2(−ev) when Re v < 0
or Re v > 0, |Im v| < pi.
Asymptotics of eigenstates of M(γ) for TASEP with finite rescaled fugacity
s =
√
ρ(1− ρ)L3/2γ (24)
also involve the quantities νr solution of
χ′r(νr) = s , (25)
and the function
Dr(ν) =
( iπ
2
)m
2
r
(2pi)mr
( ∏
a,b∈P
a>b
(a− b)
)( ∏
a,b∈H
a>b
(a− b)
)
(26)
× exp
(
lim
Λ→∞
−m2r log Λ +
∫ ν
−Λ
dv
χ′′r(v)
2
2
)
.
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An alternative expression for Dr(ν) as a Cauchy determinant exists [18].
3.2. Numerical conjectures for ASEP eigenstates
From KPZ universality, the eigenvalues of ASEP should be the same as the ones of
TASEP in the thermodynamic limit L→∞ with fixed density ρ and rescaled fugacity
s, up to a global factor 1− q: |EASEPr − (1− q)ETASEPr | ≪ 1L3/2 . This was already shown
for the gap r = 1 when γ = 0 [34] and for the stationary state r = 0 when γ ∼ L−3/2
[6]. For a general eigenstate of ASEP, obtained by continuity after increasing q starting
from the TASEP eigenstate with r = (P,H), it leads to
Er
1− q ≃ ρ(1− ρ)Lγ −
2ipi(1− 2ρ)pr
L
+
√
ρ(1− ρ) χr(νr)
L3/2
, (27)
with χr defined in (21), and νr the solution of (25) with rescaled fugacity (24).
From KPZ universality, one also expects that in the thermodynamic limit the Bethe
eigenvectors of ASEP are the same as those of TASEP, up to a normalization factor λ(q)
independent of the eigenstate. From (16) or (18),
λ(q) =
∞∏
j=1
(1− qj) = (q; q)∞ . (28)
Then (17) and (19) suggest that the asymptotics of the product of the yj’s is independent
of q. From [32],
∏N
j=1 yj ≃ eL[ρ log ρ+(1−ρ) log(1−ρ)] eνr and one finds∑
C
〈C|e−γS|ψ〉 ≃ λ(q) e−
ρ2s
√
L
2
√
ρ(1−ρ)
s√
ρ(1− ρ)√L (29)
1
Ω
∑
C
〈ψ|eγS|C〉 ≃ λ(q) e
ρ(2−ρ)s
√
L
2
√
ρ(1−ρ)
√
2pi s e−νr (30)
∑
C
1{η1(C)=0}〈C|ψ〉γ=0 ≃ λ(q)
2ipipr
L
(31)
1
Ω
∑
C
1{η1(C)=0}〈ψ|C〉γ=0 ≃ λ(q)
2ipipr
√
2pi
√
ρ(1− ρ) e−νr√
L
. (32)
TASEP results also lead to a conjecture for the asymptotics of the norm (9) of
Bethe eigenstates:
〈ψr|ψr〉 ≃ λ(q)2 e
√
ρ(1−ρ) s√L√
ρ(1− ρ)√L
χ′′r(νr)
Dr(νr)2
. (33)
Finally, TASEP asymptotics for the components of eigenstates corresponding to a flat
configuration (at half-filling ρ = 1/2) and to a step configuration (at arbitrary filling ρ
with sites 1 through N occupied) lead to
〈ψr|F〉 ≃ 1{P=H}λ(q)es
√
L/4 i
mre−νr/4
(1 + e−νr)1/4Dr
(34)
and
〈ψr|S〉 ≃ λ(q)e−2iπprρ . (35)
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Figure 1. First cumulants of the current 〈(−ξτ/τ1/3)k〉c plotted as a function of the
rescaled time τ , for TASEP (left) and ASEP at q = 0.5 (right), with stationary initial
condition (top row), flat initial condition (middle row) and step initial condition at
position x = 0 (bottom row). In all the plots, the cumulants correspond from top to
bottom to k = 2, 3, 4, 1. The solid lines, computed from (38)-(40), are independent of
the asymmetry q. The marks on the left are the respective Tracy-Widom values for the
cumulants. The dots are results of simulations with N = 1024 particles on L = 2048
sites averaged over 5× 105 independent realizations.
3.3. Current fluctuations
The previous asymptotics lead to exact expressions for the current fluctuations in the
large L limit with fixed rescaled time
τ =
(1− q)t
2L3/2
(36)
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and fixed density of particles ρ = N/L. In order to avoid the need of a moving reference
frame, required by the typical velocity 1 − 2ρ of density fluctuations, we consider only
the half-filled case ρ = 1/2.
We define the current fluctuations as
ξτ =
Qi − (1− q)t/4−RL√
L/2
. (37)
The term R can be understood from Burgers’ hydrodynamic evolution in the time
scale t ∼ L [35]. It is equal to R = 0 for flat and stationary initial condition and
R = −|x|/2 for step initial condition with the current Qi counted at site i = (x+1/2)L,
−1/2 < x < 1/2.
Expanding (3) over eigenstates and gathering all the asymptotics, one finds for the
generating function of current fluctuations
〈esξτ 〉stat =
√
2pis2
∑
r
D2r(νr) e
τχr(νr)
eνrχ′′r(νr)
(38)
〈esξτ 〉flat = s
∑
r
1{P=H}
imrDr(νr) e
τχr(νr)
eνr/4(1 + e−νr)1/4χ′′r(νr)
(39)
〈esξτ 〉step = s
∑
r
e2iπprx
D2r(νr) e
τχr(νr)
χ′′r(νr)
. (40)
The first cumulants of ξτ corresponding to (38)-(40) are plotted in figure 1 along with
results from simulations of TASEP and ASEP with q = 1/2. The agreement is excellent
for TASEP, except for the mean value in the step case due to 1/
√
L finite size corrections
instead of 1/L for all the other cumulants. The agreement is also good for ASEP, except
for the mean value with flat and step initial condition.
The functions χr, Dr and the quantities νr are defined in section 3.1. At long time
(38)-(40) imply that the large deviation function of ξτ is the Derrida-Lebowitz function,
while at short time numerical evaluations of (38)-(40) indicate that the statistics of
τ−1/3ξτ is described by a Tracy-Widom distribution, in agreement with the results on
the infinite line [18].
The asymptotics of eigenstates also give the mean value and stationary two-
point function of the density by setting γ = 0 in (3). By translation invariance,
〈ηi〉stat = 〈ηi〉flat = 1/2. For step initial condition with sites 1 through N occupied,
the density fluctuations σ(x, τ) = 2
√
L(ηi− 12) at site i = (ρ+ x)L are equal on average
to
〈σ(x, τ)〉step = −2ipi
∑
r>0
e2iπprx
prD
2
r(νr) e
τχr(νr)
χ′′r(νr)
. (41)
The sum is over all eigenstates r = (P,H) except the stationary eigenstate. The exact
expression (41), plotted in figure 2, agrees very well with simulations of TASEP and
ASEP.
Similarly, one finds for the stationary two-point function of the density
〈σ(0, 0)σ(x, τ)〉stat = −(2pi)5/2
∑
r>0
e2iπprx
p2rD
2
r(νr) e
τχr(νr)
eνrχ′′r(νr)
. (42)
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Figure 2. Average density of particles 2τ〈σ(x, τ)〉 with step initial condition, plotted
for TASEP (left) and ASEP at q = 0.5 (right) as a function of the position x, for times
τ = 0.05, 0.1, . . . , 0.4 from largest to smallest amplitude. The shock obtained at short
time is represented in grey. The solid lines, computed from (41), are independent of the
asymmetry q. The dots are results of simulations with N = 1024 particles on L = 2048
sites averaged over 5× 105 independent realizations and 128 consecutive sites.
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Figure 3. Stationary two-point function of the density of particles 〈σ(0, 0)σ(x, τ)〉,
plotted for TASEP (left) and ASEP at q = 0.5 (right) as a function of the position x,
for times τ = 0.04, 0.08, . . . , 0.28 from largest to smallest amplitude. The solid lines,
computed from (42), are independent of the asymmetry q. The dots are results of
simulations with N = 256 particles on L = 512 sites averaged over 107 independent
realizations and 32 consecutive sites.
The stationary two-point function is plotted in figure 3. The agreement with simulations
is good, although noticeably worse than for the one-point function due to the smaller
system size studied, which was imposed by the much larger number of realizations
needed in order to compute accurately the average.
The expressions (38)-(42) are identical to the ones obtained for TASEP in [18]. They
look quite similar to discretized functional integrals with the action
∫ ν
−∞ dv(ϕ
′(v)2 +
τϕ(v)) of a scalar field in a linear potential. The kinetic part of the action is hidden
in D2r(ν). The discrete realizations ϕr of the field ϕ are related to the functions χr by
ϕr(v) = χ
′
r(v). Since the value of ϕr at the upper limit of the integral in the action is
equal to ϕr(νr) = s, one can identify ϕr as a field conjugate to the current.
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4. Extrapolation methods for asymptotics of eigenstates
Exact calculations for TASEP [32, 26] indicate that quantities such as eigenvalues,
normalization of Bethe states, and components of Bethe states for simple configurations
have a clean asymptotic expansion with exponent θ = 1/2
∞∑
k=0
akz
θk (43)
in the variable z = 1/L. Assuming that the same is true for ASEP, which is supported
by the exact calculation [34] of the gap, powerful extrapolation methods can be used
to extract numerical evaluations with high accuracy of large L asymptotics from the
knowledge of a few finite size values. We believe that extrapolation methods should also
be very successful in many other integrable models, due to the the availability of finite
size expressions that can be evaluated numerically with high precision for moderately
large systems combined with the existence of clean asymptotic expansions (see e.g. [36]
for an example in the XXZ spin chain, where expansions with θ = 1 are found).
4.1. Richardson extrapolation
Expansions of the form (43) allow an extremely precise evaluation of the leading term
a0 from the knowledge of a few values f(z1), . . . , f(zn) with 0 < z1 < . . . < zn, by
removing step by step the contributions of a1, a2, . . . , an−1. Starting from the values
f 1m = f(zm), m = 1, . . . , n, one builds the triangle
f 11 f
1
2 . . . f
1
n−1 f
1
n
f 21 f
2
2 . . . f
2
n−1
. . . . . . . . .
fn−11 f
n−1
2
fn1
(44)
by some iteration procedure, defining f pm in terms of some f
k
j with (j, k) close to (m, p)
and k < p. The extrapolated value of a0 is then f
n
1 , and a possible estimation for the
order of magnitude of the error is |fn1 − fn−11 |+ |fn1 − fn−12 |+ |fn−11 − fn−12 |.
This procedure is called Richardson extrapolation. Several versions exist depending
on the precise choice of the iteration. The Aitken-Neville step
f pm = f
p−1
m+1 +
f p−1m+1 − f p−1m
( zm+1
zm+p+1
)θ − 1 (45)
corresponds to polynomial extrapolation: it leads to fn1 = P (0) with P the unique
interpolating polynomial of degree n − 1 such that P (zj) = f(zj), j = 1, . . . , n. The
Bulirsch-Stoer method [37], which we use in this paper, has
f pm = f
p−1
m+1 +
f p−1m+1 − f p−1m
( zm+1
zm+p+1
)θ
(
1− f
p−1
m+1−fp−1m
fp−1m+1−fp−2m+1
)
− 1
(46)
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L finite size extrapolation
10 1.26682 + 0.65827i 1.+ 0.i
20 1.26803 + 0.64323i 1.3 + 0.6i
30 1.26771 + 0.63903i 1.3 + 0.6i
40 1.26709 + 0.63737i 1.2602 + 0.6370i
50 1.26648 + 0.63661i 1.26017 + 0.63698i
60 1.26593 + 0.63622i 1.260174 + 0.636979i
70 1.26546 + 0.63601i 1.2601739 + 0.6369793i
80 1.26506 + 0.63590i 1.26017394 + 0.63697930i
90 1.26471 + 0.63585i 1.2601739429 + 0.6369792988i
100 1.26440 + 0.63582i 1.26017394293 + 0.63697929878i
110 1.26414 + 0.63582i 1.260173942929 + 0.636979298781i
120 1.26390 + 0.63583i 1.260173942929 + 0.636979298781i
130 1.26370 + 0.63585i 1.260173942929154+ 0.636979298780668i
140 1.26351 + 0.63587i 1.2601739429291542+ 0.6369792987806681i
150 1.26334 + 0.63589i 1.26017394292915417+ 0.63697929878066807i
160 1.26319 + 0.63591i 1.2601739429291541672+ 0.6369792987806680721i
170 1.26306 + 0.63594i 1.26017394292915416715+ 0.63697929878066807205i
180 1.26293 + 0.63596i 1.260173942929154167146+ 0.636979298780668072053i
190 1.26282 + 0.63599i 1.2601739429291541671458+ 0.6369792987806680720532i
Table 1. Extrapolation for the scalar product of the stationary eigenstate√
L e−s
√
L/2〈ψ0|ψ0〉 at density ρ = 1/2, asymmetry q = 0.1 and rescaled fugacity
s = 0.2+i. The second column corresponds to finite size values. The element at a given
row L of the last column is the result of rational extrapolation applied to all finite size
values with even system sizes ≤ L computed with 1000 digits precision. A numerical
evaluation of (33) gives
√
L e−s
√
L/2〈ψ0|ψ0〉 ≈ 1.26017394292915416714584555428 +
0.6369792987806680720531597991129i.
with f 0m = 0. The iteration corresponds to rational extrapolation: it leads to f
n
1 = R(0)
where R is the unique interpolating rational function with numerator and denominator
of respective degrees ⌊(n − 1)/2⌋ and ⌊n/2⌋ such that R(zj) = f(zj), j = 1, . . . , n.
Rational extrapolation gives usually better results, especially when f has singularities
close to 0.
Both iteration procedures require for large n the knowledge of the f(zj) with high
precision. Typically, one needs better precision than the standard 16 digits double
precision in order for the result of the extrapolation to improve when increasing n to
values larger than 10 or 15.
4.2. Application to asymptotics of ASEP eigenstates
We used the rational extrapolation method in order to check the conjectures of section
3 for the asymptotics of ASEP eigenstates. All the computations were done for the
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generic value of the fugacity s = 0.2 + i.
Numerics for finite systems with ≈ 1000 digits precision were obtained from
the resolution of the Bethe equations using the procedure detailed in Appendix B.
We used the variant with Newton’s method, which seemed generally faster for our
computations, especially for larger systems. This might however be due to our particular
implementation, and more advanced methods to solve the system of differential
equations in the other variant discussed in Appendix B might be faster, in conjunction
with Newton’s method in the end to get arbitrary high accuracy.
The finite size calculations were performed at density ρ = 1/2, ρ = 1/3 and ρ = 1/4
with asymmetry q = 0.1 (respectively q = 0.5), for all 18 (resp. 8) eigenstates r = (P,H)
with M =
∑
a∈P |a| +
∑
a∈H |a| ≤ 3 (resp. M ≤ 2). The system sizes considered were
L = ρ−1(M + 1), . . . , Lmax − ρ−1, Lmax with Lmax equal for density ρ = 1/2, 1/3, 1/4 to
Lmax = 300, 390, 520 (resp. Lmax = 260, 390, 520).
The asymptotics (27) for the eigenvalues was checked by subtracting from the finite
size values the first two terms of the asymptotics and multiplying everything by L3/2
before using the extrapolation method. The asymptotics (29)-(35) were checked by
computing the ratio between the finite size values and the divergent factors of the
asymptotics before using the extrapolation method. The finite size values are computed
for all system sizes up to the maximal system size considered. The result of the
extrapolation method truncated at the estimation of the error is then compared with
the conjectured asymptotics. A perfect match was found within the estimated error of
the extrapolation method, which corresponds to at least 22 digits precision in all cases
with q = 0.1 and to at least 8 digits precision in all cases with q = 0.5.
4.3. Application to the spectral gap of WASEP: double extrapolation
The extrapolation method can also be useful in cases where asymptotics are not known.
We illustrate this here in the weakly asymmetric regime (WASEP), where
1− q = µ√
L
(47)
with fixed µ. This regime corresponds to the crossover between KPZ and equilibrium
fluctuations, for which few analytical results have been obtained so far with periodic
boundary conditions. We focus on half-filled case ρ = 1/2 with fugacity γ = 0 and
consider the spectral gap E1, equal to the non-zero eigenvalue with largest real part.
One expects
E1 ≃ e1(µ)
L2
. (48)
The function e1 is plotted in figure (4). For the symmetric exclusion process q = 1,
E1 ≃ −4pi2/L2 [31], thus e1(0) = −4pi2. Extrapolation of finite size numerics with
L = 2, 4, . . . , 70 for µ = 1, 0.1, 0.01, 0.001 strongly indicates e1(µ) ≃ −4pi2 − µ2/2 near
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µ = 0. This suggests an expansion of the form
e1(µ) =
∞∑
j=0
dj µ
2j , (49)
with d0 = −4pi2 and d1 = −1/2. A precise numerical value of d2 can be obtained
using the extrapolation method twice, by first extrapolating finite size values of the
gap in the variable L with exponent θ = 1/2 for several values of µ, and then
extrapolating (e1(µ) − d0 − d1µ2)/µ4 in the variable µ with exponent θ = 2. We find
d2 ≈ 0.0040840926890. Using an integer relation algorithm to seek a linear combination
with small integer coefficients of d2, 1 and pi
−2 equal to zero, we recognize that d2
is equal to 1/96 − 1/(16pi2). One can then iterate and guess exact expressions for
the first dj’s. Computing the finite size value of the gap for L = 2, 4, . . . , 140 and
µ = 0.01, 0.02, . . . , 1.39, 1.4, we obtain
d0 = −4pi2 (50)
d1 = −1
2
d2 =
1
96
− 1
16pi2
d3 = − 1
11520
+
1
384pi2
− 7
256pi4
(51)
d4 =
11
3870720
+
1
30720pi2
+
7
4096pi4
− 77
4096pi6
d5 = − 23
185794560
− 11
7741440pi2
+
3
163840pi4
+
77
49152pi6
− 1093
65536pi8
d6 ≈ 1.2205309593117315487139207309742230× 10−8 .
The first dj ’s, j ≥ 1 have some structure (the denominators are highly factorizable, the
second term of dj+1 is equal to ±j/(8pi2) times the first term of dj, the next-to-last term
of dj+1 is equal to −j/48 times last term of dj+1). We were however not able to find a
full recursion formula to build the dj’s.
At large µ, the ASEP result E1 = (1−q)eTASEP1 /L3/2 leads to e1(µ) ≃ eTASEP1 µ with
eTASEP1 ≈ −6.50918933798847. Higher order corrections e1(µ) ≃ eTASEP1 µ+c1µ−2+c2µ−4
with c1 = −128pi2ζ(3) and c2 ≈ 119833.6381 were obtained in [34]. The double
extrapolation for µ = 1.5, 1, . . . , 14.5, 15 and even system sizes µ2 < L ≤ Lmax with
Lmax increasing between Lmax = 74 at µ = 1.5 and Lmax = 280 at µ = 15 gives
limµ→∞ µ4[e1(µ)− (eTASEP1 µ+ c1µ−2)] ≈ 1.198× 105, in reasonable agreement with c2.
5. Conclusions
We have shown in this paper that ASEP and TASEP have exactly the same fluctuations
on the relaxation scale, which confirms that KPZ universality extends to the whole
crossover between short time transient fluctuations and stationary fluctuations. This
result follows from high precision evaluations of asymptotics of eigenvalues and
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Figure 4. Spectral gap for ASEP with weak asymmetry 1 − q = µ/√L (WASEP)
in the limit L → ∞. The dots are the result of the extrapolation method applied on
finite size Bethe ansatz numerics. The solid curve at small µ is
∑5
j=0 dj µ
2j with the
dj ’s given by (50). The solid curve at large µ is e
TASEP
1 µ+ c1µ
−2 + c2µ
−4.
eigenvectors using extrapolation methods on finite size Bethe ansatz numerics. The
eigenvalues and eigenvectors of ASEP and TASEP are conjectured to be essentially
the same, which leads to several formulas (27), (29)-(35) for asymptotics of ASEP
eigenstates.
We believe that proving these conjectured asymptotics would be a necessary first
step in probing the crossover between equilibrium and KPZ fluctuations, which occurs
in the weakly asymmetric regime 1 − q ∼ 1/√L. Exact calculations for ASEP are
however much more complicated than their counterparts for TASEP because of more
complicated Bethe ansatz equations, and because of the presence of determinants that
are not of Vandermonde type in the scalar products of Bethe vectors.
The extrapolation methods used in this paper to check the asymptotics should
be useful for many other integrable models, at least in order to check asymptotic
expressions, or even to guess new formulas as illustrated in the case of the spectral
gap for ASEP with weak asymmetry.
Appendix A. Algebraic Bethe ansatz for ASEP
In this appendix, we summarize briefly the algebraic Bethe ansatz construction of the
eigenstates of the generator of ASEP as products of creation operators acting on a
reference state. For more details, we refer to [2].
The creation operators, B and C, are built from the monodromy matrix
Ta(µ) = LaL(µ) . . .La2(µ)La1(µ) =
(
A(µ) B(µ)
C(µ) D(µ)
)
. (A.1)
The monodromy matrix acts on the space Va ⊗ V1 ⊗ . . .⊗ VL with Vi, i = 1, . . . , L the
two-dimensional vector space corresponding to the site i of an exclusion process, and Va
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an auxiliary space, also taken two-dimensional here. The space Vi is generated by the
vectors |1〉i, |0〉i, corresponding respectively to an occupied site and to an empty site.
The Lax operator Lai(µ) acts non-trivially only on the auxiliary site a and on site i. Its
local matrix in the basis (|1〉a ⊗ |1〉i, |1〉a ⊗ |0〉i, |0〉a ⊗ |1〉i, |0〉a ⊗ |0〉i) is
Lai(µ) =


1 0 0 0
0 eγ 1−µ
1−qµ
1−q
1−qµ 0
0 (1−q)µ
1−qµ q e
−γ 1−µ
1−qµ 0
0 0 0 1

 . (A.2)
It can be shown that
|ψ〉 = C(y1) . . . C(yN)|∅〉 (A.3)
is an eigenvector ofM(γ) if the Bethe roots y1, . . . , yN are solution of the Bethe equations
(4). The reference state |∅〉 corresponds to the configuration with no particles. The left
eigenvectors are built similarly, using the creation operators B(y) instead,
〈ψ| = 〈∅|B(y1) . . .B(yN) . (A.4)
A key point for the integrability of ASEP is that the Lax operators satisfy the
Yang-Baxter equation
Rab(µ/ν)La(µ)Lb(ν) = La(ν)Lb(µ)Rab(µ/ν) , (A.5)
with Rab(µ) = PabLab(µ) and Pab the operator permuting the two auxiliary sites a and
b. By construction, the Yang-Baxter equation also holds when replacing Lax operators
L by monodromy matrices T, which implies that the transfer matrix
T (µ) = tra Ta(µ) = A(µ) +D(µ) (A.6)
verifies the commutation relation T (µ)T (ν) = T (ν)T (µ) for all µ, ν. The existence
of this commuting family of operators, to which belongs the deformed Markov matrix
M(γ) = T ′(0)T−1(0), is at the heart of the integrability of ASEP. In particular, (A.3)
and (A.4) are eigenvectors of T (µ) for all µ, with eigenvalue E(µ) defined in (11).
The Yang-Baxter equation gives a quadratic algebra for the operators A, B, C, D
defined in (A.1), in particular B(µ)B(ν) = B(ν)B(µ) and C(µ)C(ν) = C(ν)C(µ),
which means that the order of the operators in (A.3) and (A.4) does not matter:
the eigenvectors are symmetric functions of the Bethe roots. Explicit expressions for
the components of the eigenvectors for configurations with particles at positions xj ,
j = 1, . . . , N , are given by the coordinate form of the Bethe ansatz (7), (8), see e.g. [38]
for a derivation from (A.3), (A.4).
Appendix B. Numerical solution of the Bethe equations
In this appendix, we explain the method used in this paper to solve numerically the
Bethe equations (4). The method has two steps: we first solve the Bethe equations
for TASEP using their simple structure when q = 0. We then use the TASEP result
as a starting point for solving the Bethe equations of ASEP for a small value of q,
Extrapolation methods and Bethe ansatz for ASEP 18
and then iterate up to a target value with 0 < q < 1. Two iteration procedures
are considered, either formulating the problem as a system of differential equations
obtained by taking the derivative of the Bethe equations with respect to q, or using
multidimensional Newton’s method for solving directly the Bethe equations.
Appendix B.1. First step: TASEP
At q = 0, taking both sides of the Bethe equations (4) to the power 1/L gives
g(yj) = e
2ipikj
L
−b , (B.1)
where the kj ’s, distinct modulo L, characterize the eigenstates. The kj’s are integers
(half-integers) if N is odd (even). The function g is defined by
g(y) =
1− y
yρ
, (B.2)
and b is solution of
b− γ = 1
L
N∑
j=1
log yj . (B.3)
This last equation can be solved numerically for b using Newton’s method, repeatedly
replacing b by
bnew = b−
b− γ − 1
L
∑N
j=1 log yj(b)
1
N
∑N
j=1
yj(b)
ρ+(1−ρ)yj (b)
(B.4)
until the desired precision is reached. At each step, the yj(b), j = 1, . . . , N are computed
by inverting g in (B.1) also using Newton’s method: y = g−1(z) is obtained by repeatedly
replacing y with
ynew =
1 + ρ− ρ y − z yρ
1− ρ+ ρ/y . (B.5)
Appendix B.2. Second step: ASEP (from derivatives with respect to q)
In order to solve the Bethe equations for ASEP, one can consider the yj’s as functions
of q and take the derivative of the logarithm of Bethe equations (4) with respect to q.
We obtain the system of N ordinary differential equations
− y
′
j
1− yj +
1
L
N∑
k=1
yj + qy
′
j − y′k
qyj − yk = −
yj + qy
′
j
1− qyj +
1
L
N∑
k=1
y′j − yk − qy′k
yj − qyk , (B.6)
where y′j is the derivative of yj with respect to q. We write y
′(q) = f(q,y(q)) and evolve
(B.6) from the TASEP solution y(0) to a target value q in M steps with increments
δq = q/M using the modified midpoint method. It consists in writing approximations Ym
of y(mδq), m = 0, . . . ,M calculated iteratively by Y0 = y(0), Y1 = Y0 + δqf(0, Y0) and
Ym+1 = Ym−1+2δqf(mδq, Ym), m = 1, . . . ,M − 1. Then, one chooses as approximation
for y(q) the quantity yM(q) = 12(YM−1+YM +δqf(q, YM)). The crucial point is that the
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error from the modified midpoint method has a largeM , fixed q asymptotic expansion of
the form yM(q)− y(q) ≃∑∞ℓ=1 aℓM−2ℓ if the integer M is even. Applying the modified
midpoint method several times for M = 2, 4, . . . , 2K, it is then possible to use the
extrapolation described in section 4 to estimate the value of y(q). The combination of
the modified midpoint method and rational Richardson extrapolation, usually called the
Bulirsch-Stoer method, is a classical method for solving ordinary differential equations
with high precision, i.e. several hundreds or thousands of digits.
Appendix B.3. Second step: ASEP (from multidimensional Newton’s method)
An alternative method to solve the Bethe equations for ASEP is to use Newton’s method
iteratively, and increase q slowly enough so that one does not end up with another
solution of the Bethe equations. Once one has reached the target value q, one can
apply Newton’s method again with higher precision. Each step of the multidimensional
Newton’s method used here consists in replacing the yj’s with y
new
j ’s solution of the
linear system
N∑
k=1
(ynewk − yk)
[
δj,k
( 1
1− yj −
q
1− qyj
)
+
δj,k
L
N∑
ℓ=1
( 1
yj − qyℓ −
q
qyj − yℓ
)
(B.7)
+
1
L
( 1
qyj − yk −
q
yj − qyk
)]
=
1
L
log
[
− eLγ
( 1− yj
1− qyj
)L N∏
ℓ=1
qyj − yℓ
yj − qyℓ
]
.
This second method, although much cruder than the one of Appendix B.2, performs in
practice very well.
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