It is shown that an interaction between magnetic and lattice degrees of freedom exists in magnetic materials resulting in a combined magnetization and lattice dynamics. Specifically, the magneto-elastic interaction is mediated by the back-ground electronic structure, which leads to an effective bi-linear interaction between the magnetic moments and the ionic displacements. It is shown that the global time reversal symmetry of this interaction is preserved. This interaction results in a finite dissipation between the spin and lattice subsystems in their dynamical evolution. It is demonstrated how the exchange interactions and damping parameters of the effective coupling equations can be obtained from first-principles calculations. PACS numbers: 75.80.+q, Magnetic interactions and dynamics is a field of great interest as it presents major challenges ranging from fundamental physics [1] [2] [3] [4] [5] [6] [7] [8] to technological applications [9] [10] [11] . Magnetization dynamics is conventionally understood in terms of the phenomenological Landau-Lifshitz-Gilbert (LLG) [12, 13] approach, in which the dynamics is governed by the internal magnetic field and damping parameters, parameters which are justified by methods of varying degree of sophistication. Recently great effort has been devoted to improve the LLG approach by calculating the damping tensor directly from the electronic structure [14, 15] and adding contributions, e.g., moment of inertia [15, 16] Stimulated by recent experimental observations of ultrafast magnetization dynamics [1, 6, 17] , there is a growing interest in including effects from mechanical degrees of freedom into the computational scheme [18] [19] [20] [21] [22] , since rapid ionic motion has been shown to cause non-trivial temporal fluctuations of the magnetic properties [3, 5, 7, 23, 24] . Typically, such effects are included by utilizing the distance dependence of the magnetic exchange interactions. An indirect coupling to the ionic motion is then achieved by expanding the exchange interaction parameters around some equilibrium value for small ionic displacements [25] . In this way, one effectively arrives in magneto-elastic three body interactions, with two magnetic and one lattice component [26] . The resulting equations of motion are limited to extremely small ionic displacements and cannot directly be applied to general non-equilibrium situations. However, they can be shown to give rise to a renormalization of the magnon and phonon frequencies [20, 27] which is most pronounced near magnetic phase transitions [28] .
It is shown that an interaction between magnetic and lattice degrees of freedom exists in magnetic materials resulting in a combined magnetization and lattice dynamics. Specifically, the magneto-elastic interaction is mediated by the back-ground electronic structure, which leads to an effective bi-linear interaction between the magnetic moments and the ionic displacements. It is shown that the global time reversal symmetry of this interaction is preserved. This interaction results in a finite dissipation between the spin and lattice subsystems in their dynamical evolution. It is demonstrated how the exchange interactions and damping parameters of the effective coupling equations can be obtained from first-principles calculations. Magnetic interactions and dynamics is a field of great interest as it presents major challenges ranging from fundamental physics [1] [2] [3] [4] [5] [6] [7] [8] to technological applications [9] [10] [11] . Magnetization dynamics is conventionally understood in terms of the phenomenological Landau-Lifshitz-Gilbert (LLG) [12, 13] approach, in which the dynamics is governed by the internal magnetic field and damping parameters, parameters which are justified by methods of varying degree of sophistication. Recently great effort has been devoted to improve the LLG approach by calculating the damping tensor directly from the electronic structure [14, 15] and adding contributions, e.g., moment of inertia [15, 16] observed in Ref. [1] , allowing for shorter time scales.
Stimulated by recent experimental observations of ultrafast magnetization dynamics [1, 6, 17] , there is a growing interest in including effects from mechanical degrees of freedom into the computational scheme [18] [19] [20] [21] [22] , since rapid ionic motion has been shown to cause non-trivial temporal fluctuations of the magnetic properties [3, 5, 7, 23, 24] . Typically, such effects are included by utilizing the distance dependence of the magnetic exchange interactions. An indirect coupling to the ionic motion is then achieved by expanding the exchange interaction parameters around some equilibrium value for small ionic displacements [25] . In this way, one effectively arrives in magneto-elastic three body interactions, with two magnetic and one lattice component [26] . The resulting equations of motion are limited to extremely small ionic displacements and cannot directly be applied to general non-equilibrium situations. However, they can be shown to give rise to a renormalization of the magnon and phonon frequencies [20, 27] which is most pronounced near magnetic phase transitions [28] .
The purpose of this Letter is to propose a theoretical framework in which the magnetic and mechanical degrees of freedom are treated on the same footing for systems both in and out-of-equilibrium. To this end we derive coupled equations for the mechanical displacement Q and magnetization M dynamics that provides a natural extension of harmonic lattice dynamics, on the one hand, and the LLG description of the magnetization, on the other. The desired result can in the long wave-length limit be written on the forṁ
Here, the effective magnetic field B includes both the external and internal magnetic fields, of which the latter comprises magnetic exchange interactions and both purely magnetic anisotropy fields and anisotropy fields arising from the magneto-elastic coupling. Analogously, the effective force field γ E E comprises both the purely lattice dynamical forces and the forces generated on the lattice by the magnetic field fluctuations, as well as the forces exerted by an external electric field. The potential V essentially provides a spring constant for the displacement. Furthermore, the damping tensorŝ G pq , (p, q = c, s, where c and s denote charge and spin degrees), account for intra-and inter-subsystem dissipation, emphasizing that dissipation cannot be considered as confined to the subsystems but rather is a property of the whole system. In the limit of vanishing spin-lattice interactions in Eq. (1), the lattice and magnetic dynamics decouple. Then Eq. (1a) reduces to the LLG equation whereas Eq. (1b) describes damped driven harmonic oscillator motion.
The system displayed in Eq. (1) can be derived from a minimal microscopical model in which there is no ad hoc coupling between the lattice and magnetic degrees of freedom, Q and M. By contrast, these quantities are assumed to only couple locally to the itinerant electrons in the material and we demonstrate that the electronic structure mediates the effective interactions between Q and M.
For the sake of argument we introduce a model by assuming that the magnetization M(x), x = (r, t), interacts with the surrounding spin density s s (x) while the ionic displacement Q(x) interacts with the charge density n(x) = s c (x), through exchange J(r, r ′ ) and electron-lattice g(r, r ′ ) interactions, respectively. Here,
, where σ is the vector of Pauli matrices and σ 0 is the unit matrix, whereas g(r, r ′ ) is the gradient of the electron-ion interaction at r due to ionic displacements at r ′ . Then the corresponding actions take the form
Given the general non-equilibrium conditions in the system, e.g., the possibility of temporal fluctuations and currents, we define the full action on the Keldysh contour [29] [30] [31] by
Here, S 0 describes the portion of the electronic structure that is without any explicit coupling to M and Q, S latt represents the free lattice, S WZWN describes the Berry's phase accumulated by the spin, and S ext provides the external electric and magnetic fields. Here we assume a general S 0 which includes both spin polarization due to a magnetic texture as well as relativistic spin-orbit (SO) coupling.
We obtain an effective action S MQ for the coupled magnetization and lattice dynamics by integrating out the fast electronic degrees of freedom, see e.g. Refs. [32] [33] [34] [35] ,
where we have defined the interaction tensor
with Ξ c (r, ρ) = g(r, ρ) and Ξ s (r, ρ) = −J(r, ρ), in terms of the propagator
. The propagator K pq (x, x ′ ) describes the correlations between delocalized electrons s p and s q at the points x and x ′ . A crucial observation in the effective magneto-elastic model, Eq. (4), is that the mechanical and magnetic degrees of freedom are treated on the same level. This is legible in the bi-linear coupling both within (first [36] and last terms) and between (second and third terms) the subsystems. The latter has, to our knowledge, not been obtained in any previous formulation of magnetoelastic models. The presence of this contribution leads, as we shall see below, to non-trivial contributions to the internal magnetic and electric fields and to the damping which allow dissipation to flow between the subsystems.
The presence of terms that are linear in M may be expected to violate time-reversal symmetry. This is avoided, however, by requiring that the interaction tensor, e.g., D cs absorbs this possible violation such that the product Q · D cs · M preserves both time-reversal and space inversion symmetries. Below we show that this is indeed the case.
The equations of motion for the magnetization M and displacement Q are found by variation of the total action S with respect to fast fluctuations, see e.g. Ref. [15] for details. Re-
where the superscript r refers to retarded propagators, whereas V rr ′ ≡ ∇ r (∇ r ′ V 0 ) is the ionic contribution to the interatomic force constant with the ionic electrostatic potential V 0 . The system in Eq. (6) for M and Q provides a general framework for a coupled treatment of magnetization and lattice dynamics. Eq. (6) emphasizes that the temporal and spatial evolution of both Q and M depend non-locally on both the time-dependent magnetization and ionic displacements for the entire structure.
Here it is worth pointing out that the uncoupled version of Eq. (6b) which describes the ionic vibrations, or phonons for a periodic system, is related the linear response equations commonly used to for such calculations [37] . At first glance they look different, but it is easy to show that they are closely connected to one formulation of linear response, the so-called dielectric approach [38, 39] .
The effective action, Eq. (4), as well as the effective equations of motion in Eq. (6), contain lattice-lattice, spin-lattice, and spin-spin interactions, represented by the first, second and third, and fourth terms, respectively. The lattice-lattice interaction is mediated by electronic retarded density-density correlations (D r cc ) and scales with g 2 , while the spin-lattice (D r sc , D r cs ) and spin-spin (D r ss ) contributions, which scale with Jg and J 2 , respectively, are mediated by different combinations of the retarded correlations between charge and spin densities as well as charge and spin currents, as will be discussed below.
We analyze the properties of the interactions D r pq , by expressing K pq in terms of the electronic Green func-
, where D r pq (r, r ′ ; ω) is provided in Ref. [15] with obvious modification in the notation. We emphasize that this expression presents a generalized form of the exchange interaction in both magnetic and lattice subsystems as well as between the two of them.
More insight to the nature of these interactions can be drawn by expanding the GF with respect to its spin dependence G r = G (0) σ 0 + G (1) · σ, where G (0) and G (1) denote charge and magnetic components, respectively. It is then straight forward to obtain the tensorial structure of the lattice-lattice interaction, D r cc , or the electronic part of the interatomic force constants [38] , as g 2 
, which is finite also in a non-magnetic back-ground, as expected. We conclude by observing that a possible magnetic texture (leading to G (1) 0) only change the amplitude of the interaction while possible anisotropies stem solely from anisotropies in g.
We further notice that the intrinsic magnetic interactions, D r ss , can be expanded in terms of isotropic Heisenberg (1) ], and anisotropic Ising J 2 [G (1) G (1) +  (G (1) G (1) ) t ] and Dzyaloshinski-Moriya (DM) iJ 2 [G (0) G (1) −  G (1) G (0) ] interactions, in agreement with, e.g., [31, [40] [41] [42] .
Finally, the spin-lattice interactions, which is of main focus in this Letter, are provided by (1) ]. It can easily be deduced that D r cs (r, r ′ ; ω) = D r sc (r ′ , r; ω). The form of this interaction indicates that the magneto-elastic coupling directly impacts both the lattice and magnetization dynamics whenever J ∼ g and there is a finite magnetic texture in S 0 , relevant, e.g., for manganites [3] .
It is worth mentioning that the magneto-elastic coupling does not only depend on the background electronic structure, but also to large extent on the coupling J between the local spins and the electronic structure, on the one hand, and the potential landscape and its gradient g experienced by the electrons, on the other. It is, hence, easily understood that materials with weak electron-lattice coupling g ≈ 0, are expected to have weak or negligible magneto-elastic coupling.
The influence from the lattice distortions and their dynamics on the dynamics of the magnetization can be studied in the limit g ≫ J. Then, the phonon dynamics is essentially unperturbed while the magneto-elastic coupling between the two equations effectively generates anisotropic contributions to the magnetic interactions. This can be seen by integrating Eq. (6b) and substituting into Eq. (6a), givinġ
Here, the mechanically induced magnetic field B Q ∼ D r sc · V · Q is oriented in the direction of the magnetic texture of S 0 and driven by the electronic structure perturbations caused by the lattice displacements. The tensor A r ∼ D r sc · D r cs is the effective spin-spin interaction arising from the spin-lattice coupling that connects M at different points x and x ′ via lattice displacements. This interaction contributes to the magnetic anisotropy field, which can be seen through the following argument. The contribution M × A r · M in Eq. Similarly, in the opposite limit (g ≪ J) the effective equations of motion for the lattice dynamics comprise an additional internal electrostatic field E M ∼ −γD cs ·(M×B)/γ E and a shift to the ionic potential V M ∼ D cs · (M × D sc ). The structure of the tensor D cs ∼ gσ implies that the induced fields renormalize the intrinsic fields along g and gg. Hence, the anisotropy of the lattice dynamics remains unaltered by the effects from magnetic subsystem. The new contribution to the ionic potential scales as (Jg) 2 which leads to that the effective phononphonon interaction scales as [1 + J 2 ]g 2 , in strong analogy with the discussion above.
Next, we illustrate how the non-local equations of motion, Eq. (6), in the adiabatic limit can be reduced to a form suggested in Eq. (1). For slow magnetization and lattice dynamics compared to the electronic processes, assuming small spatial lattice fluctuations close to a ferromagnetic ground state [15] , we can write the equations of motion as in Eq. (1). Due to the restricted range of validity resulting from the introduced degree of approximations, Eq. (1) is unsuitable for a combined atomistic spin and lattice dynamics. Replacing the damping contributions, however, by non-local summation over the lattice and reducing to a discrete lattice, the equations of motion that are suitable for atomistic simulations reaḋ
The magnetic, mechanical, and magneto-elastic damping tensors are defined throughĜ pq (r,
pq (r, r ′ ; ω). In the limit ω → 0, the damping as well as the exchange interaction, can be written on the forms provided in Ref. [15] . One can notice that the mechanical dampingĜ cc is closely connected to the electro-phonon coupling as calculated in, e.g., Ref. [39] . We have, moreover, identified the internal magnetic and electric fields by
Next, we move to a discussion of the coupling factors in the equations of motion. We gain deeper insight to the properties of the exchange interactions and damping tensors by expanding the GF further G r = (G (00) + G (01) )σ 0 + (G (10) + G (11) ) · σ. In this expansion, the first superscript is the same as before, whereas the second superscript indicates 0 for density and 1 for current. From this definition it follows that G (00) and G (10) are parity even while G (01) and G (11) are odd. Although the GFs G (01) and G (11) themselves do not represent currents, these are the only non-vanishing components under the current operator since only these are parity odd. It is therefore natural to refer to them as representing charge and spin currents. It is easy to verify that G (00) and G (11) are even under time-reversion, while G (01) and G (10) are odd. It is, moreover, possible to deduce that the current contributions only exist spontaneously in presence of SO coupling.
Thus for example, in this two-index notation the DM interaction is found to take the form G (00) G (11) + G (01) G (10) , as those are the only two combinations with odd parity in the one-index expansion of the DM interaction above. Here, the first contribution represents the product of the charge density and spin current, pertaining only to media with finite SO coupling. This is true also for the second contribution which includes charge currents and spin density and would be finite in spin-polarized media with orbital currents. While this is valid in equilibrium, it should be noted that a finite DM-like interaction may also be obtained in systems without SO coupling but with odd parity under non-equilibrium conditions [41, 42] .
Turning to the magneto-elastic coupling D cs , we find that only contributions on the form G (00) G (10) + G (01) G (11) are retained. Both these terms are odd in both parity and timereversal symmetry, as G (10) is odd in both, while G (01) is time odd and G (11) is space odd. It is this symmetry property that allows a coupling between a time odd, M, and a space odd, Q, quantity. Explicitly, the exchange interactions and damping tensors can be written
They are both mediated through the charge and spin densities (first contribution) provided there is a finite spin-polarization, and orbital and spin currents (second contribution) when there is a non-trivial magnetic texture and a finite SO. The first contribution is particularly interesting as it may suggest that the quantization axis for M is fixed to the lattice through the spin density of the back-ground even in the absence of SO. This conclusion is not correct, however, since arbitrary rotation of the quantization axis of M has to be accompanied by a simultaneous rotation of the reference system contained in S 0 . Hence, the lattice and spin subsystems remain independent of one another in the absence of SO coupling. In SO coupled systems it is, nonetheless, well known that magnetic dissipation is conveyed into the lattice and that the magnetic anisotropies cause spatial anisotropies and vice versa.
It should be noticed that the damping contain additional contributions, third and fourth terms in Eq. (10b), which are orthogonal to both the spin density and spin current contributions. The former of those contributions tends to be an important Fermi surface effect, such that large spin densities and spin currents around the Fermi level give a large effect on the damping. Clearly, spin-dependent flat bands around the Fermi level should be an important source for dissipation flow between the subsystems. The latter contribution, on the other hand and in contrast to the pure spin and phonon dampings, involves the variations of all occupied states. This suggests that strong spin density variations do not have to be confined to the Fermi surface to make an important impact on the dissipation flowing between the lattice and spin subsystems. This is very interesting as this damping can exist also for insulators, and is, hence, relevant for studies of combined spin and lattice dynamics of, e.g., multi-ferroics.
As for the magnetic subsystem, the magneto-elastic coupling essentially provides an anisotropic contribution to both the magnetic exchange and damping energies, which can be understood by considering Eq. (7) The anisotropic components to the Gilbert damping should, therefore, be strong in materials with a strong electron-phonon coupling provided that the electronic structure has a finite magnetic texture.
We have provided the magneto-elastic interaction and damping terms are given in Eqs. (10a) and (10b), while the corresponding expressions for magnetic exchange interaction D r ss and dampingĜ ss terms were provided in Ref. [15] . The corresponding ionic displacement exchange (the electronic contribution to the interatomic force constants) D r cc and dampingĜ cc are given by trivial extensions of these expressions. All these terms can be implemented in first principles calculations in a similar manner as for the magnetic exchange interactions, which is nowadays a standard tool in various codes.
In summary, we have developed a formalism to address the coupled dynamics for spin and lattice degrees of freedom, due to a derived bilinear coupling M·D sc ·Q, between the spin and lattice components. The novelty of our results lies in the fact that spin and ionic dynamics are treated on the same footing by means of local couplings of the electronic structure with the magnetization on one hand and with lattice distortions on the other hand. These local couplings lead to an effective electron mediated spin-lattice coupling. Within the formalism, higher order interactions, as three and four body interactions including lattice anharmonicity, are accessible in a systematic way, something which would be of great value for deeper investigations of non-equilibrium dynamics on ultrafast timescales.
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