We propose and demonstrate a new technique for measuring the temporal variations of the surface slope of an object. This real-time shearometric arrangement takes advantage of the dynamic properties of holograms in photorefractive crystals. The accuracy of the measurements should make this technique suitable for real-time structural intensity determinations.
Introduction
Photorefractive materials are attractive recyclable holographic media for holographic interferometry. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] The holograms automatically self-develop in these indefinitely reusable materials. Most of the experiments are conducted in a real-time configuration, which is one of the simplest configurations. First a hologram of the object is recorded by the interference of the object beam with a reference beam. Subsequently, after the object has moved or during this movement, the object beam interferes with the beam reconstructed by diffraction from the reference beam and is recorded by a CCD camera. These two wavefronts represent the current state of the object and the object in its previous state, respectively, as it was during hologram recording. The interferograms are thus grabbed by the CCD camera in real time, and their analyses give information about the object deformations. This real-time configuration allows monitoring of the object movement by taking a succession of interferograms with the same reference hologram.
Although photorefractive crystals are less sensitive than silver halide plates, their resolution is also very high: The minimum fringe spacing that can be efficiently recorded in photorefractive crystals is usually of the order of a few hundred nanometers. The resolution of the hologram is thus limited only by the optical lenses but not by the photorefractive material. This very high resolution leads to high-quality interferograms. 8 -10 The analyses of these interferograms thus produce more-accurate measurements than those obtained with speckle interferometry 6 : Measurement errors smaller than ͞40 rms are obtained on each pixel of the CCD camera whose size is typically 512 ϫ 512 pixels. 10 This quality, combined with the simplicity of the experimental setup, makes photorefractive crystals good candidates for replacing silver halide plates. In spite of these obvious advantages, interferometry with photorefractive materials usually suffers from the same drawbacks as classical holographic interferometry:
Y Unless expensive pulsed lasers are used, the hologram must be recorded with the object at rest with vibration isolation equipment.
Y If the laser is not fixed to the optical setup, the reference beam must be readjusted each time the optical setup is moved.
Y The laser coherence length must be larger than the maximum optical path difference between the reference and the object beams. This optical path is imposed by the field of view and the object depth. Single-mode lasers are thus required.
Shearography was proposed for relaxing some of these constraints: It does not require large coherence lengths and the absence of a reference beam avoids any need for alignment before the measurements. [11] [12] [13] However, shearographic measurements are usually less accurate than holographic measurements.
In this paper we propose an alternative solution that combines some advantages of real-time photorefractive holographic interferometry with those of shearography. With this new technique we can continuously monitor the gradient of the normal displacement of an object. The self-referenced hologram is recorded while the object moves, and the absence of any reference beam makes this system relatively insensitive to environmental noise.
This technique could be the basis of a device aimed at measuring the structural intensity in plates. 14 -16 Indeed structural intensity calculations require knowledge of the first and the second spatial derivatives of the normal displacement. As described below, this structural intensity could be computed from the simultaneous measurements of the gradient displacements on some adjacent points by the same probe.
After a brief presentation of the proposed principle, we detail the experimental setup that we developed to validate this principle. Advantages, limitations, and further possible improvements are then discussed.
Principle: Image Shearing for Real-Time Interferometry
The principle of a real-time shearing interferometer is depicted by the diagram shown in Fig. 1 . Two shifted images of the object are the first projected into the photorefractive crystal. From among the conventional shearing systems 11, 12 (such as Michelson interferometers, split lenses, wedge plates, Wollaston prisms, and diffraction gratings), we use a mask in front of the first lens L 1 to define two beam paths. Lens L 1 thus forms two overlapping images of the object at its image plane set in the middle of the photorefractive crystal. The wedge plate shifts one of these images in a direction defined by the wedge orientation. In Fig. 1 , and hereafter, this shift is along the x direction. The spacing between the two well-separated apertures defines an average fringe carrier for recording a hologram between the two images; this fringe carrier is within the sensitivity domain of the photorefractive crystal.
At crystal location xЈ, the image of point x by aperture 1 interferes with the image of point x ϩ ␦x by aperture 2. In complex notations, and on the crystal, the electric fields of these two interfering optical waves are expressed by
where A 1,2 are the complex amplitudes, k 1,2 are the average wave vectors (see Fig. 1 ), r is the space vector, and t is the time. Amplitudes A 1,2 include the time-averaged phase of the beams. ͑x, t͒ and ͑x ϩ ␦x, t͒ are the temporal phase shifts induced by object vibration. If the object is illuminated by a beam at normal incidence, then 11
where w(x, t) is the surface displacement along the z axis of the point at the x coordinate.
With shearography, we intend to measure
where Ѩw͞Ѩx is the change in surface slope induced by the vibration. The two incoming beams record a hologram. A photorefractive crystal used in the diffusion regime (i.e., without any applied electric field and without any photovoltaic effect) is less sensitive to the low-spatialfrequency intensity speckle patterns, 17 such as the speckle patterns of each beam, and we thus may neglect these spatial components and take into account only the hologram resulting from the interference between the two beams whose wave vector is
The hologram buildup time in photorefractive crystals is inversely proportional to the intensity. By adjustment of this intensity, it is set longer than the largest period of the vibration. The photorefractive crystal is then sensitive to the time average of the modulation ratio of the interference pattern. 17 Thus, when the photorefractive crystal thickness is neglected, the amplitude of the refractive index hologram is
where
and is a phase shift specific to the photorefractive effect. It is equal to ϭ Ϯ͞2 for a photorefractive crystal used in the diffusion regime. 17 The proportionality coefficient in Eq. (2) is real. C represents the decrease in the hologram strength at time t, which is due to the blurring of the interference pattern over the built-up time constant of the photorefractive crystal. 18, 19 To keep the refractive index modulation at the maximum, the amplitude of the vibration, governed by ⌬͑x, t͒, should be much smaller than so as not to blur the hologram. C is thus equal to 1 for t Ͼ Ͼ .
In case a slow disturbance of the interference pattern appears (caused by, for instance, air flows), the hologram adapts itself to the new interference pattern.
In this system, the hologram reconstruction is performed in real time by the two recording beams. Each of them is diffracted onto the stationary hologram and produces a wavefront, which is superimposed on the transmitted wavefront of the other beam. The transverse structure of the diffracted wavefront reproduces the transmitted wavefront. However, these wavefronts differ in phase by ⌬͑x, t͒. They are made to interfere onto a photodetector array in an image plane of the object. The beating signal makes it possible to monitor ⌬͑x, t͒. With a photodetector array, several measurements on a series of pairs of points can be performed simultaneously. The exact dependence of the detected electric signal on ⌬͑x, t͒ varies as a function of (i) the polarizing properties of the photorefractive crystal, (ii) the optical beam polarizations, (iii) the value of , and (iv) the possible presence and orientation of wave plates and polarizers.
In the experimental validation of this technique presented below, we investigated one possible scheme to recombine the diffracted beam with the transmitted beam.
Experimental Setup
We validated this principle with the experimental setup shown in Fig. 2 . For this first demonstration we compared only the relative movement of two points by using a single-element detector. The laser is a cw frequency-doubled Nd:YAG laser at 532 nm whose power is 140 mW. Its beam is first shaped by a cylindrical lens and sent onto the object by means of the polarizing beam-splitter cube. The shape of the elliptical illuminated area is approximately 4 mm ϫ 15 mm with an optical power of 60 mW. The quarter-wave plate in front of the beam-splitter cube makes the optical polarization circular on the object. If the light is not fully depolarized by the diffuse reflection, this arrangement makes the polarization of the scattered light, sent back through the quarter-wave plate, perpendicular to the linear incident-light polarization. The scattered light thus goes through the polarizing beam-splitter cube with minimum losses.
First, lens L 1 images the object onto the photorefractive crystal with a transverse magnification equal to ␥ ϭ 1͞3. The focal length of this plano-convex lens is 100 mm; the diameter of its mount is 35 mm. Two circular holes, which are 20 mm in diameter, are drilled into the metallic plate set in front of this lens. The lens holder and this plate define a mask with two apertures whose areas are shaded in Fig. 3 . On one of these apertures, the wedge plate deflects the beam by 1°. This corresponds to an image shift (measured in the object plane) of 7 mm. The centers of the apertures are spaced at ϳ20 mm to make the average wave vector k H large enough to record a hologram with a significant diffraction efficiency in the photorefractive crystal. This is a copper-doped Bi 12 GeO 20 crystal grown by J. C. Launay at the Université de Bordeaux in France. 20 Its input face is 10 mm ϫ 10 mm and its thickness is l ϭ 2.69 mm along the crystallographic ͓11 0͔ direction. Because of optical activity, the polarization plane of the incident light rotates by l while passing through the crystal, where is the optical activity; Ϸ 32.5°at 532 nm. We chose to use this crystal in the so-called anisotropic diffraction configuration. 3, 4 Other configurations could have been used. Nevertheless, in the anisotropic configuration, if the incident polarization is set at an angle of l͞2 to the ͓110͔ crystallographic axis, then the transmitted and diffracted beams are orthogonally polarized. The half-wave plate in front of the crystal adjusts this polarization for this configuration. This peculiarity allows the relative average phase between these two beams to be controled by means of other wave plates located after the crystal.
Just after the photorefractive crystal, and before any wave plates, the relative phase between the transmitted wave and the diffracted wave depends on the photorefractive effect through the phase ϭ Ϯ͞2 [Eq. (4)]. Along path 1, the electric field EЈ͑x͒ of the beam from the
Taking the low diffraction efficiency into account, we obtain from Eqs. (1) and (4)
Because diffraction on an index grating shifts the diffracted light by ͞2 and because the photorefractive phase shift equals Ϯ͞2, coefficient ␤ is real, positive, or negative according to the orientation of the photorefractive crystal. The exact expression for ␤ is not trivial, first because of the speckled nature of the optical field and second because the index variation given by Eq. (4) is valid in an image plane only and not in the whole crystal thickness, which is not negligible compared with the depth of focus of the system. To determine the exact expression for ␤ one would need to take into account the expression of the index gratings outside the image plane and to perform the summation of the light diffracted by all these layers. In the following discussion we do not need this exact expression and we rely on approximate expressions (5) .
Using notations similar to the ones used for path 1, we have in path 2
Projecting the beams, in either path 1 or 2, onto a polarizer would provide a beating signal in cosine:
Because ⌬ is much smaller than ͞2, a cosine signal such as the one given by expression (7) is not suitable for analysis.
To make this beating signal more suitable, we insert a quarter-wave plate on the two beam paths oriented so that it induces an additional ͞2 phase shift between the orthogonally polarized transmitted and diffracted beams (Fig. 2 ). These two polarizations are then projected onto the polarizer axis. Angle ⌰ between the polarizer axis and the transmitted light polarization is experimentally adjusted for the best signal-to-noise ratio. Lens L 2 (identical to lens L 1 ) recombines the beams on the photodiode set in an image plane. We detect
As shown in Eq. (8), in this optical arrangement the two paths contribute to the same beating signal on the photodiode. The diffraction efficiency in the Bi 12 GeO 20 sample we are using is quite low, of the order of 0.1%, which corresponds to ␤ Ϸ ␤Ј Ϸ 3%. The signal of interest being given by the ac part of Eq. (8), it is usually relatively small compared with the dc component. We thus simplify Eq. (8) as follows:
The expressions for I 0 and m are derived from Eq. (8).
Results
We tested this setup by studying an object with known displacements: a metallic disk glued onto a piezoelectric transducer; this vibrating disk fits into a hole drilled inside the fixed housing. The first point under study is on the vibrating disk, whereas the other lies on the fixed housing. We tested the setup with either the bare metallic surface or by using a fully depolarizing and scattering dull white coating (correction fluid). We did not observe any noticeable change in the measurement except for the total amount of light collected by the optics and thus for the hologram buildup time. The results reported here were obtained with the white coating.
The total light power onto the crystal was 17 W. This corresponds to a measured photorefractive time constant of ϭ 250 ms. Although the photodiode frequency cutoff was 2 kHz, the experiments reported here were performed at 110 Hz. Indeed, for this frequency, the disk displacement is proportional to the voltage applied to the piezoelectric transducer. This 110 Hz frequency thus simplifies the analyses. We also checked that it remains larger than the inverse of the photorefractive time constant, as discussed above. In Fig. 4 , we plotted the ac part of the photodiode signal versus time and we compared this curve with the known sawtooth displacement of the piezoelectric transducer. The dc part was equal to 13 V. For these small displacements, the signal was corrupted by the electronic amplifier noise. This noise was eliminated by averaging of the signal. The photodiode signal exactly reproduces the displacement because the sine in Eq. (9) can be approximated by its argument. The small temporal shift visible in Fig. 4 between the known displacement and the photodiode voltage is an electronic artifact. Because of the very small displacements involved here, coefficient C is equal to unity. This allows us to calibrate the system, that is, to determine the value of m in Eq. (9). For true measurements (i.e., not on a calibrated transducer) the linearity coefficient between the measured voltage and the displacement must also be calibrated. Indeed, the amplitude of detected signal depends on many factors, such as the object reflectivity. This calibration should thus be performed for each object and each of its points. One possibility would be to set a liquid-crystal phase shifter on one of the two apertures. During a calibration step, which may last for a second or so, a known phase shift is introduced by the liquid crystal. It produces a photodiode signal whose amplitude is used to calibrate the system. This calibration system was not implemented in this first demonstration.
For larger displacements, the displacement and the photodiode signal are no longer proportional, first because of the sine dependence in Eq. (9) and second because of coefficient C, which decays and is a function of the unknown object displacement. Nevertheless, relatively good values for the displacements can be derived from the measured signals if ⌬͑x, t͒ remains smaller than ϳ͞2. For instance, in Fig. 5 we have plotted as a solid curve the signal detected by the photodiode; this is the raw signal from the photodiode without any averaging or filtering. From this signal we obtain a first estimation of the displacement, taking into account the previous system calibration, assuming C Ϸ 1, and inverting the sine in Eq. (9) . This crude estimation of the displacement allows us to compute more precisely C [from Eq. (4)] and thus to refine our estimation of the displacement. If needed, this procedure can be reiterated. In Fig. 5 we have plotted as a dotted curve the displacement computed in this way. One sees that this procedure gives quite a good estimation for the true displace-
displacements, this procedure leads to inconsistent results because several temporal displacements can lead to similar signals.
Limitations
Besides its obvious advantages (the continuous monitoring of the surface slope), this real-time shearing interferometer also presents the following specific limitations.
A. Signal Corruption by In-Plane Displacement
If there is an in-plane displacement of the object along the x or y direction, the speckle pattern moves along the same direction onto the crystal. This movement in the stationary index grating induces polarization changes and energy redistribution among the beams. 21, 22 This produces signal variations on the photodiode, which corrupts the desired out-of-plane signal. Because of the fringe modulation along the x axis, an in-plane displacement along this axis produces much larger changes than along the y direction. The x-axis displacement and the out-of-plane movement result from diffraction on the same index grating.
In our setup we experimentally found that a given in-plane displacement along the x axis produces a signal equal to ϳ0.4% of the signal produced by the same relative displacement between the two points along the z axis. This parasitic signal is low because, conversely to the system described in Ref. 22 , we detect the whole beam, thus integrating the signal over a large number of speckle dots. With the inplane displacement producing a signal inversely proportional to the transverse magnification ␥, we expect this parasitic signal to be fully negligible for systems with smaller transverse magnifications, i.e., with systems optimized for observing large areas.
B. Spatial Resolution Limited by the Photodiodes
The photodiodes integrate the signals over their whole surfaces. In our setup, the photodiodes extend along the x axis over 1.1 mm. Because the transverse magnification between the object and the photodiode is unity, this limits the spatial resolution to the same value. This resolution could easily be increased by a reduction in the photodiode size, at the expense of the optical energy collected.
C. Spatial Resolution Limited by the Crystal Thickness
Crystal thickness also deteriorates the spatial resolution. Indeed, ray fan x1, from point x and limited by aperture 1, intersects the ray fan from point x ϩ ␦x limited by aperture 2 in the image plane set in the middle of the crystal. Because of the crystal thickness, outside the image plane, ray fan x1 also intersects rays issued from points in the vicinity of x ϩ ␦x. The extension of this vicinity depends on the aperture of each ray fan (given by apertures 1 and 2), on the angle between the two paths in the crystal (the refractive index at ϭ 532 nm is equal to 2.6), and on the crystal thickness.
We measured this resolution by translating the object along the x direction, starting with one point on the vibrating disk and the other on the fixed housing and finishing with the two points on this fixed housing. The electric-signal magnitude changes from 90% to 10% for a translation of approximately 2 mm. This value corresponds to the loss of resolution induced by the crystal thickness and the photodiode size as described in the above paragraph.
One could increase the resolution by different techniques, for example, by using a thinner photorefractive sample. To keep the same diffraction efficiency, photorefractive crystals with larger nonlinearities have to be used. One could also decrease the angle between the two paths. In a Bi 12 GeO 20 crystal, decreasing this angle also diminishes the diffraction efficiency unless an external electric field is applied to the sample.
D. Cutoff Frequency
In our first demonstration, we have been able to monitor vibration frequencies up to a few kilohertz, this frequency being limited by the piezoelectric transducer frequency cutoff. However, the signal results from diffraction on a stationary grating, which is a fully passive process. The upper cutoff frequency is thus imposed by the photodiodes and by the optical power. If enough optical power is available, such realtime photorefractive interferometers are able to monitor vibrations at frequencies larger than a few megahertz. 9 
Further Improvements
The dynamic range of the measurements is limited by the amplifier noise that amplifies both the useless strong dc component and the desired ac component. This useless dc component could be eliminated by use of a twin photodiode balanced arrangement. Indeed, as seen in Eq. (8) , the sign of the ac signal is determined by the polarizer orientation (angle ⌰). Using a polarizing beam splitter, one can arrange the polarizations so that the two photodiodes detect two opposite ac signals superimposed on two identical dc components. Mounting these photodiodes in a light balance detection circuit subtracts the two signals and thus detects the ac part only. With this detection scheme, laser intensity noise, which appears with the same sign on the two signals, is also eliminated.
Instead of measuring signals with opposite phases with the two photodiodes, one could also play with the optical polarizations to detect a first signal proportional to cos͓⌬͑x, t͔͒ and the other proportional to sin͓⌬͑x, t͔͒ with an arrangement similar to the one discussed in Ref. 7 . In such a case the system calibration may be avoided and slightly larger relative displacements could be measured.
The same principle can be extended to perform simultaneous measurements on a series of pairs of points. For instance, a straightforward extension could be obtained if the single-element photodiode used here is replaced with a linear photodiode array aligned along the x axis. With such an array one could even hope to be able to measure absolute displacements or, equivalently, the displacement to each point of the line relative to a reference point on the border of the line.
Another interesting possibility would be to construct a probe to perform simultaneous measurements on five points, a central point plus four points arranged crosswise. Such a probe would directly allow the measurements of the first and second derivatives of the normal displacement ͑Ѩw͞Ѩx, Ѩw͞Ѩy, Ѩ 
Conclusion
Combining some of the advantages of real-time holographic interferometry in a photorefractive crystal with those of shearography, we have proposed a new technique to temporally follow the changes in object surface slopes. Our first demonstration validated this technique: The hologram recording is performed continuously during the measurements and while the object moves. With this setup, we measured vibrations with amplitudes up to Ϯ50 nm.
The quality of the detected signals makes us confident of the extension of this first demonstration to the simultaneous measurement of a full series of points on larger objects and also to direct computation in real time of the structural intensity of vibrating plates, even at high frequencies.
