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Abstract:
In this report we summarize the major results from the first three years of running of the L3 detector at the Large Electron 
Positron collider (LEP). The L3 detector was designed to measure electrons, photons and muons with high precision; it has 
achieved (AE / E )  «  1.4% for electrons and photons at E  = 45 GeV and (Ap/ p)  «  2.5% for muons at p  =  45 GeV. Most of 
the experimental results presented are based on approximately 500000 Z events. The data provide four independent checks 
of the Standard Model weak neutral currents to an accuracy of «  1%. These are: the measurement of Z parameters; the 
measurement of the forward-backward charge asymmetry of lepton pairs; the measurement of asymmetry parameters from 
Z —► bb decays; and the measurement of the t  lepton polarization asymmetry. The datajdso provide information on weak 
charged currents from measurements of b hadrons such as decay width, lifetime, and B°-B° mixing, and from measurements 
of t  leptons such as their lifetime and branching ratios. The large number of Z events and the resolution of the L3 detector 
allow precision tests of QED and QCD, including the production of 71°, r} and hard photons. Leptonic final states with hard 
isolated photons are analyzed and high mass photon pairs are observed. Higgs boson production has not been observed and 
limits are given in the context of the Standard Model and its supersymmetric extensions. We also present upper limits on 
rare Z decays such as Z —► yyy and on flavor violating decays such as Z —► er, /¿r. Finally, upper limits obtained in the 
search for various new particles and new interactions are reported.
1. Introduction
The discovery of weak neutral current interactions in neutrino physics [ 1 ] and the discovery of 
the bosons which mediate weak interactions, Z and W*, in pp collisions [2-5] provided crucial 
evidence for the validity of the Standard Model [6]. Two e+e" colliders [7,8] were built in order 
to mass-produce Z bosons and to study their properties in detail. The production of large numbers 
of Z bosons makes the following measurements possible:
-  determination of the properties (mass, total width) of the Z boson;
-  measurement of the Z couplings to all leptons and quarks with a mass of less than half the Z 
mass;
-  searches for new phenomena, new particles and new interactions; and
-  study of strong interactions and/or weak charged current decays of the quarks and leptons 
abundantly produced in Z decays.
It was with these objectives in mind that the Large Electron Positron collider LEP at CERN [9] 
was built. The four experiments at this collider -  ALEPH, DELPHI, L3 and OPAL [10-13] -  have 
all run since the beginning of LEP operation in 1989 and had, at the end of 1991, each observed 
of the order of half a million Z decays.
In this report, we summarize the results from the L3 experiment mostly using data taken in 
1989 to 1991. This detector conceptually differs from a standard e+e-  collider detector by its 
emphasis on high resolution measurements of leptons, photons and jets. This is implemented in the 
experimental setup by a high-resolution muon spectrometer, a precision electromagnetic calorimeter 
as well as fine-grain hadron calorimetry. High resolution makes the recognition of exclusive final 
states straightforward. Furthermore, it is essential in:
-  detecting rare new phenomena with sufficient signal-to-noise ratio;
-  identifying exclusive and inclusive final states and rejecting backgrounds; and
-  analyzing final state properties by measuring particle energy, momentum and reconstructing mass 
spectra.
In this review, we first give a brief description of the experimental apparatus, its principles of 
construction and the performance observed at LEP during its first three years of running. We then 
present physics results concerning the electroweak interaction of leptons and quarks, both their 
production by neutral currents and their decay by charged currents. Special emphasis is put on the 
heaviest quarks and leptons, i.e. the b quark and the x lepton, and on final states containing hard 
photons.
Many different measurements of the properties of electroweak neutral currents by L3 provide 
independent determinations of its coupling constants. A stringent test of the Standard Model is 
thus provided. We devote a separate chapter to tests of this kind.
Measurements pertaining to the strong interactions of quarks and gluons follow. Redundancy as 
for example provided by the many different ways of measuring the strong coupling constant, tests 
Quantum Chromodynamics [14].
We then discuss the observation of leptonic final states with high mass photon pairs, including 
data from 1992.
The final chapters of the review are devoted to a summary of the searches which the L3 
collaboration has made for new particles and new interactions, both inside and outside the framework 
of the Standard Model. Most important among those is clearly the search for Higgs bosons [15].
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2. The L3 detector at LEP
The L3 detector shown in fig. 2.1 is designed to study e+e-  collisions up to 200 GeV with 
emphasis on high resolution energy measurements of electrons, photons, muons and jets [12]. The 
detectors are installed within a 7800 ton magnet providing a 0.5 T field. We have chosen a relatively 
low field in a large volume to optimize the muon momentum resolution, which improves linearly 
with the field but quadratically with the track length.
2.1. General description o f  the L3 experiment
The detectors are supported by a 32 m long, 4.45 m diameter steel tube. The tube is concentric 
with the LEP beam line and mechanically coupled to the elements of the low-/? insertion, allowing 
alignment of all L3 detectors relative to the LEP beams. The muon spectrometer forms three 
concentric chamber layers around the beam, mounted on the outside of the support tube.
The central section of the support tube houses the inner detectors, arranged as “barrel” elements 
around the beam pipe and as “endcap” elements in the forward and backward directions. The barrel 
elements consist of muon filter, hadron calorimeter, electromagnetic calorimeter, vertex chamber 
and the beam pipe. The endcap elements consist of a hadron calorimeter, an electromagnetic 
calorimeter and a forward tracking chamber. The luminosity monitors are situated immediately in 
front of the low-/? magnets.
2.2. The magnet
The coil (inside radius 5.93 m, total length 11.90 m) is made of aluminum plates welded together. 
Cooling is provided by two independent circuits made of an aluminum alloy with high resistance to
Magnet Yoke
Magnet Pole
Fig. 2.1. The L3 detector.
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corrosion. The 168 turn coil is divided into 28 packages, each weighing 40 tons, which are bolted 
together. An active thermal shield placed on the inside of the coil protects the detectors.
The magnetic structure is made of soft iron with 0.5% carbon content. The poles are made of 
1100 tons of self-supporting structure giving the required rigidity and serving as a support and 
reference frame to mount the 5600 tons of filling material, which provides the mass needed for 
the magnetic flux return, both in the poles and in the barrel. Each pole has two 340 ton half-doors 
to allow installation and removal of the muon detectors. The magnetic field in the inner volume 
of the support tube was mapped with Hall probes. The field in the remaining volume has been 
mapped with about one thousand magnetoresistors, permanently installed on the muon chambers. 
In addition, five NMR probes monitor the absolute value of the field. The central field in the 
magnet is 0.5 T.
2.3. The muon detector
The muon detector consists of two ferris wheels, each weighing 86 tons and having eight inde­
pendent units or octants. Each octant consists of a special mechanical structure supporting five 
precision (P) drift chambers. There are two chambers (MO) in the outer layer, each with 16 signal 
wires, two chambers (MM) in the middle layer, each with 24 signal wires, and one inner chamber 
(MI), with 16 signal wires. They measure track coordinates in the bending plane.
In addition, the top and bottom covers of the MI and MO chambers also consist of drift chambers 
which measure the z coordinate along the beam. In total there are 6 z-chambers per octant. We 
used thin aluminum honeycomb with an average of 0.9% of a radiation length per two layers to 
enclose the middle chambers. Using this design, a multiple scattering induced sagitta error of less 
than 30 fim at 50 GeV is achieved.
Muons with more than 3 GeV energy are confined to a single octant. Therefore, alignment is only 
critical between chambers in the same octant. To achieve the design resolution, systematic errors in 
the internal octant alignment must be kept below 30 /¿m. The spectrometer covers scattering angles 
between 36° and 144°.
2.3.1. P- and z-chambers
Each P-chamber contains about 320 signal wires and a total of 3000 wires (including field 
shaping, cathode and guard wires). The signal and field shaping wires are positioned to about 10 
fim in the bending direction and to better than 40 fim in the non-bending direction by precision 
Pyrex glass and carbon fiber bridges. The chamber cells have been designed to have a very uniform 
field throughout the active region. An internal alignment system is integrated to the structure of the 
bridges. This system consists of LED, lenses and quadrant photodiodes. Light from a LED mounted 
on one end bridge is focused by the lens in the middle bridge onto a quadrant photodiode at the 
opposite end bridge. The bridges are aligned when all four quadrants of the photodiode receive 
equal amounts of light. These systems allow us to position the bridges, and thereby the wires, to an 
accuracy of 10 fim.
The z-chambers consist of two layers of drift cells offset by one half cell with respect to each 
other to resolve left-right ambiguities. There are in total 96 z-chambers.
The octant stands (fig. 2.2) are precision structures supporting the chambers and maintaining  
long term chamber alignment to less than 30 fim. The structures have been designed to avoid 
tensor force transmission, thus the octant behavior is fully predictable under all conditions of stress,






Fig. 2.2. A muon chamber octant on its stand.
load and temperature. Special materials, such as titanium and copper-beryllium have been used for 
chamber support feet, chamber tie-plates, torque-tube joints and other highly stressed areas.
2.3.2. Alignment system and resolution
Opto-mechanical straightness monitors (see fig. 2.2) similar to those of the precision bridges are 
part of the octant alignment system. A precision piece containing two LEDs is attached to each end 
frame of an inner chamber. A brass pin referenced to the LED touches one wire of a signal plane. 
The end bridge can be moved so that the wire just makes or breaks its electrical contact to the pin. 
In this way, the end bridge positions are set to a few /am. The middle and outer chambers have a 
similar system of pins touching wires. The assembly between the middle chambers contains a lens 
and that between the outer chambers contains two quadrant diodes. The middle chamber can be 
moved to bring the chamber centers into a straight line with an error smaller than 10 /mi.
The vertical alignment systems guarantee that the chambers line up at each end of the octant, but 
these two octant center lines must also be parallel to each other. We use a laser beacon to measure 
the degree to which the two ends of the octant are parallel. The laser beacon can measure the angle 
between the two octant center lines to better than 25 //rad, corresponding to an error in the sagitta 
of less than 10 //m. The MO and MM chambers are adjusted so that this measured angle is zero.
Each of the 16 octants contains a two-stage nitrogen ultraviolet laser. The laser beam is directed 
up and across the top of the outer chamber layer by an addressable movable beam directional 
element (fig. 2.2). Mirrors direct the beam down through a quartz window into selected drift cells 
of all layers of an octant, which are connected by tubes pointing roughly to the interaction point. 
Photodiodes at the bottom of the MI chamber measure the intensity and position of the beam 
centroid. Each octant has eight laser beam trajectories, which simulate infinite momentum particles
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Fig. 2.3. The measured momentum resolution of 45 GeV muons in the L3 experiment
coming from the interaction point. The sagitta of laser events should be zero, and is used to verit, 
the alignment. Two laser beams have movable mirrors and can produce parallel trajectories of 
exactly known separation, allowing us to measure and constantly monitor the electron drift velocity.
The accuracy of the L3 muon chamber system during the experiment is verified by an analysis 
of Z —> n +n~ data, taking into account radiative corrections. The result is shown in fig. 2.3. The 
observed resolution of cr (i:beam/jfy) =  2.5% agrees with the design value.
2.4. The hadron calorimeter and muon filter
The energy of hadrons emerging from e+e-  collisions is measured by the total absorption 
technique with an electromagnetic and a hadron calorimeter. The uranium hadron calorimeter is 
divided into a barrel part and a forward-backward part. The hadron calorimeter barrel covers 
the central region (35° < 6 < 145°); it is a fine sampling calorimeter made of depleted uranium 
absorber plates interspersed with 7968 proportional wire chambers and a total of 370 000 wires; it 
acts as a filter as well as a calorimeter, allowing only non-showering particles to reach the precision 
muon detector. The barrel hadron calorimeter has a modular structure consisting of 9 rings of 16 
modules each (fig. 2.4).
The wires in each module are grouped to form readout towers. In the </> projection the towers 
point to the beam axis with a constant angular interval. The segmentation is 9 layers in cf) and z 
and 10 (8) in the radial direction for the long (short) modules. Typically, a tower covers A6 = 2°, 
A<j> = 2°. The thickness including electromagnetic calorimeter and support structure is at least six 
nuclear absorption lengths in the barrel part.
The endcaps of the hadron calorimeter cover the polar angle regions 5.5° < 6 < 35° and 
145° < 8 < 174.5° over the full azimuthal range, and thus extend the coverage of the hadronic 
calorimetry to 99.5% of An. Each endcap consists of three separate rings: an outer ring and two








Fig, 2.4. The hadron calorimeter.
inner rings. Each ring is split vertically into half-rings, resulting in a total of 12 separate modules. 
The modularity of the endcap detectors permits their fast withdrawal to provide access to the 
other L3 central detector components. The endcaps consist of stainless steel containers filled with 
alternating layers of brass tube proportional chambers and 5.5 mm thick absorber plates of depleted 
uranium. The amount of material traversed by a particle originating at the interaction point varies 
between 6 and 7 nuclear absorption lengths. The wire signals are grouped to form 3960 towers, 
with A6 =  2°, Ac(> =  2°.
A muon filter is mounted on the inside wall of the support tube and adds 1.03 absorption lengths 
to the hadron calorimeter. It consists of eight identical octants, each made of six 1 cm thick brass 
(65% Cu + 35% Zn) absorber plates, interleaved with five layers of proportional tubes and followed 
by 1.5 cm thick absorber plates matching the circular shape of the supporting tube.
The energy resolution of the calorimeter in conjunction with the other relevant subdetectors is 
shown in fig. 2.12. The fine segmentation of the calorimeters allows the measurement of the axis 
of jets with an angular resolution of approximately 2.5°, and of the total energy of hadronic events 
from Z decay with a resolution of better than 10%.
2.5. The scintillation counters
The scintillation counter system consists of 30 single plastic counters and is located between the 
electromagnetic and hadronic calorimeters. A polar angle coverage corresponding to |cos#| <0.83  
and an azimuthal coverage of 93% is achieved.
The scintillator hit multiplicity is used to trigger hadronic events. The system also records the 
particle’s time-of-flight which is used to distinguish dimuon events from cosmic ray background. A 
single cosmic muon which passes near the interaction point can fake a muon pair event produced 
in e+e~ interaction. However, the time difference between opposite scintillation counters is 5.8 ns 
for cosmic muons and zero for muon pairs. The distribution of the measured time, corrected for
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Fig. 2,5, Scintillator time corrected for the expected time-of-flight for e+e —<•
the expected time-of-flight (£0or) is shown in fig. 2 .5  for Z  decays into muon pairs. A  resolution of 
460 ps is achieved.
2.6. The electromagnetic calorimeter
The electromagnetic detector has excellent energy and spatial resolution for photons and electrons 
over a wide energy range (from 100 MeV to 100 GeV). It uses bismuth germanium oxide (BGO) 
as both the showering and detecting medium. The electromagnetic calorimeter consists of about 
11000 BGO crystals pointing to the interaction region. The detector (see fig. 2.6) surrounds the 
central track detector and consists of
-  two half barrels of BGO crystals; the 7680 crystals of the barrel are arranged in two symmetrical 
half-barrels, giving a polar angle coverage 42° < 8 < 138°;
-  two endcaps, each made of 1527 BGO crystals, with a tracking chamber (FTC) in front, with 
polar angle coverage 11.60 < 8  < 38°.
There is a Forward Trackingchamber (FTC) in front of each endcap, measuring the position 
and the direction of charged particles behind the central track detector’s end flange with a spatial 
resolution of better than 200 fim and an angular precision better than 10 mrad.
2.6.1. BGO crystals and supporting structure 
Each BGO crystal is 24 cm long and is a truncated pyramid of about 2 x 2  cm2 at the inner end 
and 3 x 3  cm2 at the outer end. All crystals point to the interaction region, with a sm a ll angular 
offset to suppress photon leakage. By coating the polished crystals with a 40 to 50 iim thick layer 
of high reflectivity paint, one obtains a nearly uniform light collection efficiency.
To achieve the best solid angle coverage and to minimize dead spaces between crystals, the
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Fig. 2.7. The barrel electromagnetic calorimeter energy res­
olution for electrons as a function of their energy in the L3 
experiment.
structural material is confined to thin walls around the cells and to a cylindrical inner tube attached 
on each side to a conical funnel which carries the weight. Each crystal is held in a separate cell 
with clearances such that normal structural deformation does not affect any crystal and that the 
weight of a crystal is not transferred to its neighbors. Each crystal is separated from its neighbors 
by a composite wall, made of two layers of 100 finx pre-impregnated carbon cloth. Cellular walls 
and clearances represent about 1.75% of the solid angle covered by the barrel.
2.6.2. Readout electronics 
Each crystal has two photodiodes glued to its rear face. We use 1.5 cm2 photodiodes to detect the 
BGO scintillation light; they are insensitive to the magnetic field and have a quantum efficiency 
of about 70%. The charge sensitive amplifier is mounted directly behind each crystal. The analog- 
to-digital converter (ADC) has been designed to satisfy two basic requirements: to measure signals 
accurately over a wide range, from 10 MeV to 100 GeV and to have a short memory time so that 
tails from large signals do not mimic small signals in later beam crossings. The digitizing range of 
the ADC is equivalent to a 21 bit ADC, with a resolution at least 10 bits (i.e. 1000 : 1) for signals 
greater than 100 MeV. The linearity is better than 1 % over the full range. The actual dynamic range 
achieved for BGO signals is 20 000 : 1, from full scale to noise level.
2.6.3. Energy calibration and resolution 
The barrel part of the calorimeter was calibrated at CERN in an SPS beam, where an accuracy 
better than 1 % was obtained [12]. Sufficient statistical accuracy was achieved by recording about 
1600 electrons for each crystal at 2, 10 and 50 GeV momenta. Since one of the most important 
parameters of the BGO detector is its resolution at low energy, this was tested at a specially designed 
beam line providing 180 MeV electrons at the LEP injector linac. The energy resolution is a  5% 
at 100 MeV and about 1.4% at high energies; the measured spatial resolution above 2 GeV is
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Fig. 2.8. Measured yy mass spectra from hadronic events at LEP.
better than 2 mm and the hadron/electron rejection ratio is about 1000 : 1. The measured energy 
resolution for electrons from Z —► e+e_ is shown in fig. 2.7.
The transparency of the BGO crystals is sensitive to ionizing radiation doses, for instance bursts 
of X-rays accidentally produced by the LEP beams. A typical beam loss close to the L3 apparatus 
deposits a few Grays on the inner end cap crystals. At room temperature, the crystals recover their 
transparency to within 80 to 90% over a few days.
A xenon light monitor [16] measures this transparency by means of light pulses injected into 
each crystal through a network of optical fibers. It also enables us to track the overall response 
(except for the scintillation efficiency) of a given crystal relative to its neighbors. The absolute 
calibration is maintained to within 0.9% by combining the Bhabha scattering information with the 
xenon monitor information.
In addition, cosmic muons are used to monitor the calibration constants as measured in the 
test beam and to perform periodic calibration in situ to ensure the stability of the calorimeter’s 
energy response. Figure 2.8 shows reconstructed yy mass spectra from hadronic events at LEP, 
demonstrating the performance of the electromagnetic calorimeter.
2.7. The central track detector
The total lever arm for coordinate measurement in the central tracking detector is 31.7 cm radially. 
The charge identification of 50 GeV particles with 95% confidence level requires 50 coordinate 
measurements with 50 /urn resolution. This is accomplished by a Time Expansion Chamber (TEC), 
surrounded by two cylindrical proportional chambers with cathode strip readout, the z-detector (fig. 
2.9). Following the TEC principle, the high field amplification region at the sense wire plane is 
separated from the low field drift region by an additional grid wire plane. This configuration allows 
to optimize the electron arrival time distribution as well as the track length seen by individual anode 
wires and choose a drift velocity in the drift region independent of gas amplification constraints. 
The TEC operates with a low diffusion 80% CO2 and 20% iC ^ o  gas mixture at a pressure of 1.2 
bar(abs) and a low drift velocity of 6 /im/ns. Furthermore, this gas mixture has a small Lorentz






Fig. 2.9. The Time Expansion Chamber.
angle of 2.3°. To reach the required resolution, determination of the drift time by a center of gravity 
method is mandatory. Thus the anode pulses are sampled by Flash Analog to Digital Converters 
(FADC) after shaping the analog pulses to cancel the ion tail. This principle has been tested by 
prototype chambers in test beams and in the MARK J experiment at PETRA.
The z-detector consists of two thin cylindrical multiwire proportional chambers with cathode 
strip readout, covering the outer cylinder of the TEC. The cathode strips are inclined with respect 
to the beam (z-)direction by 69° and 90° for the inner chamber, and by -69° and 90° for the 
outer chamber.
Each TEC segment is equipped on its outer surface with a plastic scintillation fiber ribbon to 
monitor the drift velocity to an accuracy of 0.1 %. The time-drift distance relationship is obtained 
for every anode by averaging over the fitted tracks using the e+e~ interaction point and the fiber 
position.
Figure 2.10 shows the measured single point resolution of the TEC. The z-detector supplements 
these R — (j) measurements with z-coordinates just outside the TEC. Its resolution was measured to 
be 320 f im  (see fig. 2.11).
Figure 2.12 shows that the 10.2% resolution of the L3 calorimeters for the total energy of hadronic 
events improves to 8.4% when the momentum measurement from the central tracking detector is 
included.
2.8. The luminosity monitor
The luminosity monitor consists of two electromagnetic calorimeters and two sets of proportional 
wire chambers, situated symmetrically on either side of the interaction point. Each calorimeter is a 
finely segmented and azimuthally symmetric array of 304 BGO crystals covering the polar angular 
range 24.93 < 6 < 69.94 mrad (or (n - d )) (with respect to the interaction point x = y = z = 0). 
Each crystal is read out by a photodiode and has a LED to monitor its stability. The analog 
photodiode signals are used for the luminosity triggers, and the digitized photodiode signals are 
used to determine the energy deposited in the crystals. The energy resolution of the calorimeters is 
about 2% at 45 GeV, and the angular resolution is 0.4 mrad in 9 and 0.5° in <p.
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Fig. 2.10. Single wire residuals for the TEC chamber in (a) the inner and (b) the outer ring.
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Fig. 2.11. The measured z-chamber position resolution.
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Fig. 2.12. The energy resolution for the calorimeters, 10.2%, 
and its improvement to 8.4% on inclusion of the TEC 
information.
Fig. 2.13. The LEP collider at CERN.
2.9. The trigger
The overall goal of the L3 trigger system is to record the detector signals from each beam crossing 
in which particles came from the e+e~ vertex. By design the only deadtime in the system is incurred 
during the digitization of the detector signals. This is achieved by a cascade of three digital trigger 
levels with intermediate buffering. To ensure good efficiency for each physics channel, each level has 
redundant selection criteria which are logically OR’d to arrive at a decision. To attain the highest 
precision in the event reconstruction the settings and calibrations of the accelerator, detector and 
trigger systems are frequently monitored and recorded. The functions of the three trigger levels are 
described below. All rates and thresholds noted are “typical”.
2.9.1. Level-1 trigger
The level-1 has five triggers based on the calorimeters (electromagnetic and hadronic), luminosity 
monitors, scintillation counters, muon chambers and the TEC chamber. Each is gated by the beam 
crossing signal. On a positive result from any of the five, the fine digitization electronics commence 
operation. On a negative result, all electronics are cleared and readied for the next beam crossing. 
The level-1 rate of positive decisions is less than 8 Hz, with a dead time incurred from the fine 
digitizations of less than 5%.
Calorimeter trigger. The level-1 calorimeter trigger is designed to select events which energy in 
the electromagnetic or hadronic calorimeters. This includes e+e_ , r +r~, hadronic and vvy  final 
states.
The inputs are the analog sums of several BGO crystals or hadron calorimeter towers. The barrel 
and endcap BGO crystals are grouped into 320 x 160 = 512 superblocks. The hadron calorimeter
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is split into 2 radial layers and grouped into 16x11 (16x13) superblocks for the layer less than 
(greater than) about one absorption length in depth. The signals from a total of 896 channels are 
digitized and converted into GeV depositions. A series of memory stacks, arithmetic and memory 
lookup units then calculate several quantities which are compared to preset thresholds. Events with 
any of these values over threshold are accepted. The quantities used are: the total calorimeter 
energy; the energy in the electromagnetic calorimeter alone; and these two energies measured only 
in the barrel region. Typical thresholds are 25, 25, 15 and 8 GeV respectively. In addition Q and 
(j> projections are formed to search for clusters, which are accepted with a threshold of 6 GeV. In 
spatial coincidence with a track from the TEC trigger, this threshold is reduced to 2.5 GeV. These 
projections are also used to search for events with only a single isolated electromagnetic cluster 
from single photon events with a threshold of 1 GeV.
The main source of background for this trigger is electronic noise. Typical total rates are 1 to 2 
Hz.
Scintillator trigger. Trigger information from the scintillators is used to select high multiplicity 
events and, as described in the next section, to reject cosmic rays.
To be used as input, the mean time of a hit from any of the 30 scintillators is required to be 
within a loose gate of 30 ns. The rate of beam crossings with these good hits is about 3 kHz, 
owing to the proximity of the uranium in the barrel hadron calorimeter. High multiplicity events 
are selected by requiring 5 hits spread by over 90°. The rate of this trigger is typically 0.1 Hz and 
it is practically background free.
Muon trigger. The muon trigger selects events with at least one particle which penetrates the 
muon chambers.
Each wire in all of the muon chambers is scanned for a signal. Hits are formed if either of a 
pair of radially adjacent wires shows a signal. These hits are fed through a series of logic units and 
the event selected if the hits match any possible road from a track with a transverse momentum 
greater than 1 GeV as measured in either 2 out of 3 of the P-chamber layers or 3 out of 4 of the 
Z-chambers.
The trigger rate of 10 Hz is dominated by cosmic rays coincident with the beam crossing gate. 
By requiring in coincidence one good hit from the scintillator trigger this rate is reduced to less 
than 1 Hz.
TEC trigger. The TEC trigger is used to select events with charged tracks. This includes most of 
the physics of interest.
The split off signals from 14 anode wires spread radially over each of the outer 24 TEC sectors 
are used as input. Hits found in these signals are divided into 2 equal drift time bins. Logic units 
then scan each bin and its adjacent bins looking for tracks while allowing for the 6 dependent 
chamber coverage and efficiency. The minimum transverse momentum selected is 150 MeV. Events 
are selected if at least two tracks are found with an acolinearity of less than 60°.
The trigger rate is dependent on the beam conditions, varying from 1 to 4 Hz.
Luminosity trigger The luminosity trigger has as input the analog sums from the luminosity 
monitor. On each side the monitors are split into 16 <j> segments and processed as like the 
calorimeter trigger. Any of three thresholds must be met to accept the event: two back-to-back 
(within ± 1 sector) depositions with > 1 5  GeV, total energy on one side greater than 25 GeV and 
on the other one greater than 5 GeV, or a total energy in either end greater than 30 GeV. The latter
L3 Collaboration, The L3 experiment at LEP 19
trigger is used to check the efficiency of the previous two and is prescaled by a factor of 20. As the 
statistical error does not dominate the luminosity determination the first two triggers are prescaled 
by a factor of two from the 1991 running period onward.
The typical trigger rate of 1.5 Hz depends primarily on the delivered luminosity but can increase 
in especially bad background conditions.
2.9.2. Level-2 trigger
The level-1 triggers attempt to select interesting events. In contrast, the function of the level-2 
trigger is to reject background events selected by level-1. The input to the level-2 trigger are the 
coarse data used in level-1, the level-1 results and a few more data available for analysis at this 
step. The improvement on the level-1 results derives from the ability of level-2 to spend more 
time per event without incurring additional deadtime and on its ability to correlate subdetectors 
signals. This is especially effective in removing calorimeter triggers generated by electronic noise 
and TEC triggers generated by beam-gas, beam-wall interactions as well as synchrotron radiation. 
On a positive or negative result the level-2 results and all input is forwarded to an event builder 
memory. Other memories contain the zero suppressed fine digitizations from each subdetector. On 
a positive level-2 result the event builder collates the data for the entire event and transfers it to 
the level-3 trigger. On a negative level-2 result the event builder memories are reset. Events that 
fulfill more than one level-1 trigger condition pass the level-2 unhindered. The rejection power is 
typically 20 to 30% averaged over all level-1 triggers, such that the total rate after of level-2 is 
typically less than 6 Hz.
2.9.3. Level-3 trigger
To be effective level-3 applies criteria based on the complete digital data for the event. Several 
algorithms are used to examine the event, with the specific algorithm used being driven by the level- 
1 trigger which selected the event (calorimeter, luminosity, muon or TEC). As for level-2, events 
which were selected by more than one trigger at level-1 pass through unhindered. The calorimeter 
algorithm recalculates the event energies and applies similar criteria to those of the calorimeter 
trigger to pass the event. As the calculations are based on the fine digitizations the thresholds can 
be more precisely defined and electronic noise problems are further reduced. Luminosity triggers 
are passed through untouched. Muon triggers are required to pass a more stringent scintillator 
coincidence in time, ±10 ns, and space, ±60°. Tracks from TEC trigger events are correlated with 
at least 100 MeV of energy in the calorimeters and also examined for quality and a common vertex. 
Taken together these algorithms result in a rate reduction of 40 to 60%, with an output rate of 2 
to 3 Hz.
The output from the level-3 trigger is delivered into a memory buffer on the main online 
computer. From this buffer all events are written to tape and selected events dispatched to ten 
separate monitoring programs. In addition, processes on this and the other online computers control 
the data taking, monitor, log and adjust detector settings, and calibrate the various detector and 
trigger elements.
2.10. The LEP collider complex
The Large Electron Positron collider LEP at CERN is situated in a tunnel of 27 km circumference 
on both sides of the border between France and Switzerland (see fig. 2.13).
The main components of the collider are
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Fig. 2.14. The history of integrated luminosity delivered to L3 in 1990 and 1991.
-  eight bending sections of 2840 m length each, with in total 3304 dipole magnets. At 45 GeV 
beam energy, the required field is 0.048 T.
-  eight straight sections, four of which house the experiments ALEPH [10], DELPHI [ 11 ], L3 [12] 
and OPAL [13]. To both sides of each experiment, the beam is compressed with superconducting 
quadrupole magnets, increasing the luminosity.
-  two straight sections containing the radiofrequency cavities with a total power of 16 MW, to 
accelerate the beam from injection energy to collision energy and to replace the energy lost by 
radiation on each turn.
-  the existing accelerators PS and SPS, which are used as part of the injection system in addition 
to the linear accelerator LIL and an accumulation ring to enhance positron intensity.
At the beginning of each LEP fill, positrons and electrons are injected at an energy of 20 GeV. After 
ramping to collision energies, the beam lifetime is usually of the order of 20 h at typical currents 
of up to 0.5 mA. The typical instantaneous luminosity delivered to L3 in 4 x 4 bunch operation 
during the later part of 1991 was 3 x 1030 cm-2 s“ 1, with peak values reaching 5 x 1030 cm-2 s-1 .
In agreement with the originally proposed schedule of LEP, the collider has so far been run at 
energies at and around the Z resonance. Figure 2.14 shows the history of integrated luminosity 
delivered to the L3 experiment as a function of time. It is seen that in a short period after its 
commissioning, substantial improvements in luminosity have been achieved.
2.11. LEP Collider energy calibration
The energy calibration of LEP is described in ref. [17]. The mass of the Z boson is a fundamental 
parameter of the Standard Model and its systematic error is dominated by the uncertainties in the 
LEP beam energies. Accordingly, four different methods have been used to provide information on 
the energy and to enable cross-checks to be made:
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(i) The Field Display uses a rotating coil to measure the magnetic field in reference dipoles 
powered in series with the main ring magnets. The reproducibility of the field display measurements 
is about 2.5 x 10~5.
(ii) The Flux Loop consists of a closed electrical loop threading through all the dipoles; the 
integrated induced voltage when altering the dipole currents is a direct measure of the magnetic 
field generated by the main ring dipoles. However, it is insensitive to constant fields and does not 
take into account additional bending due to the quadrupoles and sextapoles on non-central orbits. 
Its absolute calibration has a precision of about 10~4, but the additional corrections required reduce 
this precision.
(iii) Proton Calibrations are performed by filling the ring with 20 GeV protons which are not 
ultra-relativistic and thus their momentum can be measured by determination of the frequency of 
the RF acceleration voltage, this determines the momentum of positrons in a similar orbit. The 
precision of this method is high at 20 GeV but degrades to 2 x 10-4 after extrapolation to 45 GeV.
(iv) Resonant Depolarization determines the beam energy by measuring the frequency with which 
the spins of transversly polarized electrons precess around the vertical axis. This technique measures 
the beam energy under conditions very close to those of data-taking runs and is by far the most 
precise technique available.
In 1991 the absolute energy scale has been determined with a relative precision of 5.7 x 10"5 
corresponding to ±5.3 MeV at a center-of-mass energy of 93 GeV. In addition to the overall scale 
error, uncertainties in the local energy scale about the normalization point and in the fill-to-fill 
reproducibility of the beam energy lead to a total error due to energy uncertainties of ±6.3 MeV 
on mz-
3. The detector simulation
I
The L3 experiment is designed to search for “new physics”, and to perform precision tests of the 
Standard Model. Computer simulation is an essential part of the data analysis which allows us to 
understand the physics, the response of our detector, and the systematic errors, at a level which 
makes both precision tests and searches for rare new processes possible.
The Monte Carlo simulation program generates events in two steps:
-  event generation, where events are created with a distribution according to a physical model, and 
where the results are stored as sets of energy-momentum four vectors and particle types;
-  detector simulation, where the generated particles are propagated through a detailed representation 
of the detector, including tracking and shower simulation in the detector materials, and the response 
of each active (chamber or calorimeter) element is simulated. This results in digitized events that are 
processed by the reconstruction program, and which are then compared directly to the reconstructed 
results from data.
Small disagreements between the reconstructed results obtained for Monte Carlo generated and 
real data samples cannot be taken as strong indicators of new physics, until high statistics standard 
physics data samples have been shown to be well represented, in all details, by the full detector 
simulation. The Monte Carlo can then (and only then) be used as an aid to develop criteria 
to separate the candidate rare event sample from the backgrounds as well as possible, and/or to 
determine the parameters of the new physics processes.
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3.1. SJL3: the L3 detector simulation
The L3 detector simulation program SIL3 is based on GEANT3 [18], which is a general-purpose 
detector simulation program allowing for a general detector geometry and a detailed simulation of 
all particle interactions including electromagnetic and hadronic showers [18]. The program allows 
the detector geometry to be defined using a library of elementary shapes, and to be organized 
in a hierarchical tree structure. The physical properties such as material constants and magnetic 
field can be associated with the geometrical structures. Particles are tracked step by step through 
the detector, with all processes such as decay, energy loss, multiple scattering, nuclear interaction, 
bremsstrahlung, pair production and photofission simulated.
SIL3 includes a complete representation of the L3 detector, including the details of each subdetec­
tor geometry down to the required level of accuracy (typically 10-100 ¡um). Examples illustrating 
the complexity of this geometry are the hadron calorimeter, with 426 904 brass cells grouped into 
11252 chambers, and the electromagnetic calorimeter, with many different BGO crystal shapes and 
a thin-walled carbon fiber support structure. Both of these calorimeters are fully described. The 
survey information has been used to describe detector alignments with a high degree of accuracy.
Simulation of hadronic and electromagnetic showers in complex, non-uniform media requires 
tracking of low energy particles down to the sensitivity limit of the detectors. Thus particles are 
tracked down to ~  10 keV in the electromagnetic calorimeter and down to ~ 1 MeV in the hadron 
calorimeter.
Fine tuning of parameters in the simulation has been done using results from test beam exposures 
of the calorimeters in 1986 to 1987 [12]. The tuning includes: an optimization of the step size 
for particle tracking in all subdetectors; an optimization of the medium dependent energy cut-off 
parameters; a parameterization of the saturation in light yield, the light collection efficiency and 
electronic noise in the electromagnetic calorimeter; and a simulation of uranium noise in the hadron 
calorimeter according to experimentally determined spectra.
All of this allows to reproduce to a high degree of accuracy not only global effects like the energy 
response and resolution for jets, but also more complex effects of the correlations in the longitudinal 
and transverse shower development for single particles and jets; the dependence of the response and 
resolution on polar angle; and the influence of boundary regions on energy and spatial resolution.
Hits in the central tracking chamber and in the muon chamber are simulated using the time-to- 
distance relation measured in the test beam data. Details of the response, such as multiple hits, 
cross talk and ¿-rays are also included.
The scintillation counter ADC and TDC information are also simulated. Pulse heights are cor­
rected for attenuation and times are corrected for particle flight time, scintillation light transmission 
time and time slewing due to varying pulse heights.
3.2. Quality of detector simulation
To give a examples of the high quality achieved in the detector simulation, each of the subsequent 
chapters contains comparisons of real and simulated data for many distributions. For example, in 
chapter 5 we show, for each Z decay channel, one of the key quantities used to identify the final 
state and distinuish it from others. L3’s ability to assign small systematic errors to physics results 
is strongly dependent on the quality of the Monte Carlo simulation.
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3.3. Simulation o f detector imperfections
The detector imperfections, e.g., the dead cells, noisy BGO crystals, disconnected sectors and 
inefficient wires, vary with time during data taking. For precise physics measurements, the time- 
dependent imperfections of the detector response must be fully simulated. Because the detector 
simulation is time consuming, these imperfections are simulated during the reconstruction of 
simulated events.
All information on the status and calibration of the detector is stored in the L3 data base. During 
reconstruction of real events, appropriate information is retrieved from the database using the time 
and date recorded in each event. Using this information, data from dead or noisy channels are 
discarded and appropriate calibrations are applied. During reconstruction of simulated data, each 
event is temporarily assigned a time and date such that the events are distributed over a data-taking 
period with the correct luminosity weighting.
To achieve the high degree of accuracy as required by this experiment, the simulation of a typical 
hadron event takes an average of 4.5 minutes of Apollo D N 10000 CPU time (equivalent to 1.8 
minutes of CPU time on an IBM 3090 Model J CPU). The computing time for a large angle e+e~ 
final state is approximately 3.5 minutes on an Apollo DN10000.
4. Measurement of luminosity
Absolute cross section measurements of colliding beam reactions require a precise knowledge 
of the time integrated luminosity of the colliders. The definition of the luminosity C is given by 
N  — C x  a  where N  is the number of detected events, corrected for acceptance and background, 
and a  the cross section for the corresponding reaction.
In electron positron colliders one usually determines C from the measured number of small angle 
Bhabha scattering events, e+e-  —► e+e~ (y). For small scattering angles the reaction is dominated 
by /-channel exchange and the y - Z interference effects are small.
The experimental challenge lies in the precise definition of the geometrical acceptance. We note 
that the Bhabha cross section decreases sharply with increasing scattering angle 6, and hence is 
particularly sensitive to the minimum acceptance angle, 0min. In addition, the theoretical uncertainty 
in the Bhabha cross section contributes significantly to the final uncertainty in the luminosity
measurement.
4.1. Event selection
The Bhabha event selection is based on the energy deposits in the luminosity monitor described 
in section 2.8. A typical Bhabha event is shown in fig. 4.1. Adjacent crystals with more than 250 
MeV of deposited energy are joined into clusters. The Q and (f> impact coordinates of a cluster are 
determined from the observed energy sharing among the crystals. This is done by using an analytic 
function derived from the known average shape of electromagnetic showers. The same function is 
used to estimate the energy, E, of the incident particle by correcting the observed energy for lateral 
losses.
For most luminosity triggers one cluster is found in each calorimeter. For the events with multiple 
clusters we must differentiate between those with contributions from spurious beam-gas interactions 
and genuine radiative events. To do this, the clusters are ordered by energy and a vectorial sum of
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Fig. 4.1. A Bhabha event as seen in the calorimeters of the 
luminosity monitor. Only energy deposits exceeding 250 
MeV are shown. The size of each dark box is proportional 
to the energy deposit in the corresponding crystal, The tight 
fiducial volume corresponds to the outline shown in bold 
















Fig, 4.2. The relative change in the integrated luminosity as 
a function of (a) the coplanarity cut | A</> -  180° |< A</>cut; 
(b) the energy cut BmaX/ E bam >  Ecut and £ min/^beam > 
i  ¿'cut; and (c) the smaller fiducial volume cut dcut <  8 <  
61.66 mrad. The arrows indicate the nominal cut values.
the individual cluster coordinates (E , 8, <p) is made. The summing is stopped when the difference 
between the energy of the cluster and the beam energy is minimal.
Two separate samples of Bhabha events are maintained. In the first (second) sample, a tight 
fiducial volume cut, as described in (1) below, is imposed on the calorimeter on the +  z (—z )  
side. The criteria used for selecting luminosity events are:
(1) The cluster is required to have the reconstructed 8 and <f> impact coordinates more than one 
crystal away from the calorimeter edges (see fig. 4.1): (a) 30.92 < 8 < 64.41 mrad for 1990; 
29.56 < 9 < 61.66 mrad for 1991. (b) \<j> -  90° |> 11.25° and \ <j> -  270° |> 11.25°. No restrictions 
are imposed on the reconstructed impact coordinates on the opposite side.
(2) The reconstructed energy on one side must be greater than 0.8.Ebeam and the that on the other 
side must be greater than 0.4£beam.
(3) The coplanarity angle, A</>, of the two clusters must satisfy: |A<j> -  180°|< 10°.
The asymmetric energy cut ensures that the acceptance is not sensitive to the effect of a few dead 
crystals, and in addition retains most of the radiative Bhabha events. Almost all the background 
from a coincidence of two beam-gas events has an energy of less than 0.8.Ebeam in each calorimeter 
and is, therefore, substantially reduced by requirement (2).
The coplanarity requirement is used to further suppress beam related background. The remaining 
background in the signal region is subtracted, on a fill-by-fill basis, using the sidebands of the 
coplanarity distribution, 10° <| A<j> -  180° |< 30°, after imposing the requirement that the energy on 
neither side is within 5% of Ebtim.
The residual background level of 0.1% is mainly due to random coincidences of beam-gas 
interactions. The systematic uncertainty due to the background subtraction is found to be negligible.
The average of the two Bhabha event samples is used to calculate the luminosity. The asymmetric 
fiducial volume cut and the averaging procedure greatly reduce the systematic effect on the luminos­
ity measurement due to calorimeter misalignments and/or e+e~ interaction point displacements. 
For example, a 2 mm displacement or a 1 mrad tilt of one calorimeter relative to the beam line
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increases the measured luminosity by only 0.1%. The colinearity of the Bhabha events is used to 
monitor relative displacements of the beam with a precision of 0.1 mm. The fill-to-fill variations 
of these displacements are less than 0.5 mm.
The effect of changes in the selection requirements on the integrated luminosity, £, is shown in 
fig. 4.2. As can be seen a relatively large statistical uncertainty arises from increasing flmin which 
strongly decreases the number of selected events. On the other hand, variations of the energy and 
coplanarity cuts hardly change the number of selected events. Within the statistical uncertainty, the 
value of £  is stable against changes in the coplanarity, energy and fiducial volume cuts. Based on 
fig. 4.2, a 0.3% systematic uncertainty is assigned to C due to the event selection criteria.
4.2. Theoretical cross section
To determine the visible cross section, e+e~ —► e+e_ (y) events are generated at \/s  = 91.18 GeV 
using BHLUMI v2.01 [19,20]. At the generator level, the polar angles of the scattered electron and 
positron are required to be in the range 0.020 < 8 < 0.200 rad. The generated events are passed 
through the L3 detector simulation program. For center of mass energies, y/s, off the Z peak the 
visible cross section is rescaled by (91.18 GeV)2/s . Small y/s dependent electroweak interference 
effects (< 0.2%) are also taken into account [21]. The contribution from e+e~ —► e+e- y event 
configurations with the electron or the positron polar angle below 0.020 rad is estimated to be 
(0.06 ± 0.02)%.
The event selection does not differentiate between e± and y. Thus, the contribution from the 
e+e-  —> yy(y )  process (0.02%) must be added to the visible cross section [22]. The small 
background from the double-tag mode of the two-photon process, e+e~ —► e+e- X, is generally not 
coplanar and is therefore accounted for by the A<j) sideband background subtraction procedure.
Including all contributions, the visible cross section at the Z peak is 90.3 (84.7) nb for the 1991 
(1990) analysis. The differences between the visible cross sections for the 1990 and 1991 selection 
are due to a change in the z  location of the calorimeters. The systematic uncertainty in the visible 
cross section due to the limited Monte Carlo statistics is 0.1%. The theoretical uncertainty, resulting 
from the approximations used in the BHLUMI v2.01 calculation is estimated to be 0.3% [20]. 
The geometry of the calorimeters has been surveyed and has been checked independently using the 
proportional wire chambers mounted in front of the calorimeters. The uncertainty in the geometry 
measurements introduces a 0.4% systematic uncertainty in the visible cross section.
4.3. Luminosity determination
From the 1991 data sample approximately 6.3 x 105 events from the 2.0 x 106 recorded luminosity 
triggers pass the event selection criteria described above. The corresponding numbers of events for 
the 1990 data sample are 4.9x 105 and 1.8 x 106, respectively. The measured coplanarity distribution, 
after the energy and the fiducial volume cuts, is compared to the Monte Carlo prediction in fig. 
4.3a. Figures 4.3b-4.3c show the measured energy and 8 distributions for the selected Bhabha 
sample of 1991, together with the Monte Carlo predictions. Only the statistical errors on the data 
are shown; the statistical errors on the Monte Carlo simulation are approximately twice as large 
as those on the data. Apart from the tails of the energy distribution, the three distributions are in 
good agreement with the Monte Carlo simulations. The excess of data events at high energies is 
due to real Bhabha interactions contaminated with a spurious beam-gas interaction.
Radiative Bhabha events are used to further investigate the quality of the Monte Carlo simulation. 
The y is identified as the smaller energy cluster in events with two separate clusters in one
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Fig. 4.3. (a) The observed coplanarity distribution, A0, compared to the Monte Carlo simulation for Bhabha event 
candidates. The cuts used to select Bhabha events, | A<j>~ 180° |< 10°, and the sidebands used for the background subtraction 
are indicated in the figure, (b) Distribution of the observed is* energies normalized to the beam energy, compared to the 
Monte Carlo simulation for Bhabha events, (c) Distribution of the observed polar scattering angle, 6 , compared to the 
Monte Carlo simulation for Bhabha events. The structure in the distributions is due to the changing angular resolution 
across the face of each crystal, (d) Distribution of the observed photon energies, compared to the Monte Carlo simulation 
for Bhabha events.
Table 4.1
The contributions to the systematic uncertainty in the luminosity mea­
surement. The total systematic uncertainty is the quadratic sum of the
various contributions.
Source of systematic uncertainty Contribution to AC (%)
luminosity trigger inefficiency negligible
geometry of the calorimeters 0.4
Bhabha event selection criteria 0.3
background subtraction negligible
Monte Carlo statistics 0.1
total experimental systematic uncertainty 0.5
theoretical systematic uncertainty 0.3
total systematic uncertainty 0.6
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calorimeter. Requiring the y energy, Ey, to be larger than 0.1-Ebeam, 5124 radiative Bhabha events 
are identified. Figure 4.3d shows the measured Ey distribution and the Monte Carlo prediction. 
The agreement is satisfactory.
The various contributions to the systematic uncertainty in the luminosity are summarized in 
table 4.1. The total systematic error of 0.6% is obtained by adding in quadrature the different 
contributions.
5. Production and decay of Z bosons
Operating the LEP storage ring in the vicinity of the Z mass with high luminosity permits 
a detailed study of the lineshape of the Z resonance. We have performed measurements of the 
following reactions:
(1) e+e~ —> hadrons,
(2 ) e+e~ -> n +n~(y) ,
(3) e+e~ -» t+t“ (y),
(4) e+e~ -> e+e- (y),
(5) e+e~ -» hadrons 4- y,
(6 ) e+e_ —► vvy .
The measured cross sections are used to extract the properties of the Z boson: the mass, the total 
width and its hadronic and leptonic decay widths. Further information on electroweak parameters 
such as the vector and axial vector coupling constants gv and g \  is contained in the measurements 
of the forward-backward asymmetries of the leptonic decay channels of the Z. The difference 
between the total width and the sum of the observable partial widths, which in the Standard Model 
is attributed to the Z decays into neutrinos, leads to a determination of the number of light neutrino 
families. The process Z —> v v y  is also directly observed and its rate measured. Interpreted in terms 
of the predicted width per neutrino family this gives a second, independent measurement of the 
same quantity [23], Hard isolated photons in hadronic events can be used to give a measurement 
of electroweak couplings to up-type and down-type quarks separately.
For all cross section and asymmetry measurements detailed studies of the systematic uncertainties 
have been carried out. The understanding of the systematic errors is very important to fully exploit 
the statistical precision achievable by the large number of events collected. The events for all 
reactions studied, except v v y , are triggered by at least two independent level-1 triggers. For 
instance, hadronic Z decays are triggered by the energy, scintillation counter and charged particle 
triggers. Therefore, we can determine individual trigger efficiencies from selected events. From these 
analyses we find for all reactions a combined trigger efficiency larger than 99.9%. The systematic 
errors due to trigger inefficiencies are therefore negligible.
In this chapter we briefly describe the analysis methods used for reactions (1)—(6). More details 
can be found in ref. [24]. We present the cross sections and forward-backward asymmetries 
obtained in 1991 and the results of the re-analysis of the previously published [24] data taken in 
1990 using similar selection criteria and cuts as for the analysis of the data taken in 1991.
5.1. The reaction e+ e~ —► hadrons
The selection of hadronic Z decays is based on the energy deposition in the electromagnetic and 
hadron calorimeters. For the measurement of the total cross section we use the following criteria:
(1) 0.5 < .Evis/’/ s  < 1.5, where E va is the total calorimetric energy observed in the detector.
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(2) |£|| | /E vk < 0.6, where E\\ is the energy imbalance along the beam direction.
(3) E ±/E vis < 0.5, where E± is the transverse energy imbalance.
(4) The number of energy clusters, 7Vciuster, reconstructed in the calorimeters is required to satisfy: 
(a) A^ iuster > 13 for | cos#/ |< 0.74 (barrel) or (b) iVcluster > 17 for |cos0<|> 0.74 (endcap) 
(■^ cluster 5: 9 for 1990 data) where 6, is the polar angle of the event thrust axis (see equation 10.1) 
with respect to the beam line.
Figure 5.1 shows the distribution of Ev¡s/ \ /J  after cuts (2)-(4) have been applied. The agreement 
between data and Monte Carlo generated events is very good in the signal region. The background 
in the sample of hadronic events selected by the above cuts is very small. From the analysis 
of e+e_ -> T+ x~(y)  and e+e-  —> e+e~(y) Monte Carlo simulations we derive a background 
contribution of (0.10±0.02)% and 0.02%, respectively. The non-resonant background from beam- 
gas interactions and two-photon events has been estimated by studying the observed event rate in 
the region 0.2 < Eyu/y/s < 0.5 at different center of mass energies. This leads to an additional 
contamination of (30± 10) pb which amounts to 0.1% of the cross section measured at the Z-peak.
Since the hadron calorimeter covers 99.5% of the full solid angle the acceptance for e+e-  
hadrons events is very high, (99.15 ± 0.03)% including all detector inefficiencies. This number has 
been determined with the JETSET 7.3 [25] Monte Carlo program. An alternative fragmentation 
model (HERWIG 5.3 [26]) gives the same result within errors. We estimate a 0.1% systematic 
uncertainty of the acceptance on the Z peak. The extrapolation of the acceptance to the off-peak 
energies adds a further 0.1% to the systematic error.
To study the dependence of the measured cross section on the selection criteria we have varied 

















0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
Evi, /  V s
Fig. 5.1. Total visible energy divided by the center of mass energy for e+ e~ hadrons compared to Monte Carlo and 
background distributions from e+e“ —► T+T~(y) and e +e~ —► e+e~(y).
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Table 5.1
Results on the cross section for the reaction e+ e~ —* hadrons. 
Quoted errors are statistical only; the overall systematic uncer­
tainty in the cross section is 0.2% (0.3% for 1990 data) from 
the selection and acceptance of the hadronic events and 0.6%
from the luminosity measurement.
y/s (GeV) e^vents ¿ (n b “ 1) fftot (nb)
data 1990 88.231 1776 393.3 4.53 ±0 .11
89.236 3841 453.7 8.50 ± 0 .1 4
90.238 6725 364.0 18.60 ± 0 .2 5
91.230 83835 2784.8 30.38 ± 0 .1 2
92.226 8637 399.5 21,78 ± 0 .2 6
93.228 6368 518.3 12.36 ± 0 .1 6
94.223 3915 480.0 8.20 ± 0 .1 4
totals 115097 5393.6
data 1991 91.254 155091 5130.8 30.43 ± 0 .1 0
data 1991 88.480 4050 782.9 5.17 ± 0 .0 9
89.470 8528 847.9 10.08 ± 0.12
90.228 14333 794.3 18.12 ± 0 .1 8
91.222 90618 3014.8 30.26 ± 0 .1 3
91.967 16059 658.5 24.51 ± 0 .2 4
92.966 10864 759.2 14.36 ± 0 .1 6
93.716 7945 794.6 10.02 ± 0 .1 3
totals 307488 12783.0
distributions the uncertainty is estimated to be less than 0.15%. We have calculated the hadronic 
cross section for each LEP fill. The individual results are statistically compatible and we find no 
evidence for a time dependence of our measurements.
Adding all uncertainties in quadrature we assign a 0.2% (0.3% in 1990) systematic error to the 
corrected number of hadronic events.
For an integrated luminosity of 18.2 pb-1 we find 422585 e+e" -+ hadrons events. The cross 
sections around the Z resonance are listed in table 5.1. These cross sections have been corrected 
for acceptance and the finite energy spread of LEP (see section 2.10). The 1991 data are split 
into two parts reflecting the improved LEP energy calibration after August 14, 1991 [27]. The 
measurements are compared in figure 5.2a) to the result of the fit to all hadronic and leptonic cross 
sections as described in section 8.4. The resonance curve of the Z is very well described by our 
data which can be seen from fig. 5.2b) where the ratio of the measured and fitted cross sections is 
plotted. The points agree within the statistical error.
5.2. The reaction e+ e~ —> f i+¡i~ (y)
5.2.1. Cross section
The process e+e~ —*• /.i + / .r  (y) is identified as an event with two muons in the angular range 
cos# |< 0.8. In the L3 detector a muon is identified either by its track in the muon chambers or as 
a minimum ionizing particle in the calorimeters. To suppress cosmic ray background at least one 
of the muon candidates must have the corresponding scintillation counter fired within 3 ns of the
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Fig, 5.2. (a) The total hadronic cross section, (b) The ratio of the total hadronic cross section and the fit to all hadronic 
and leptonic cross sections.
beam crossing or a track in the central tracking chamber with a distance of closest approach to the 
interaction point of less than 2.5 mm in the rcj) plane.
For events with two reconstructed muons in the muon chambers (81% of the total sample) one 
muon momentum must exceed am. Figure 5.3 shows the momentum distribution of the most 
energetic muon in the event compared to the Monte Carlo prediction [28] for data at the Z peak. 
Good agreement between the data and the Monte Carlo is observed. The momentum cut removes 
most of the background from e+e~ - >  t + t ~  (y), two-photon processes and hadronic events. The 











Fig. 5.3. The measured momentum of the most energetic 




\ / s  (G eV)
Fig. 5.4. The measured muon pair cross section as a func­
tion of the center of mass energy.
L3 Collaboration, The L3 experiment at LEP 31
Table 5.2
Results on the cross section for the reaction e+e~ —> (y). 
Otot is the cross section extrapolated to the full solid angle. Quoted 
errors are statistical only and the overall systematic uncertainty 
in the cross section is 0.5% (0.8% for 1990 data), excluding the
0 .6% luminosity uncertainty.
(GeV) •^ events ¿ ( n b - 1) fftot (nb)
data 1990 88.231 66 388.6 0.268 ±  0,033
89.236 104 421.0 0.387 ± 0 .038
90.238 217 364.9 0.929 ±  0.063
91,230 2675 2822.4 1.476 ± 0 .028
92.226 282 394.8 1.115 ±  0.066
93.228 160 496.6 0.505 ±  0.040
94.223 123 480.4 0.404 ±  0.036
totals 3627 5368.7
data 1991 91.254 5425 5041.9 1.497 ± 0 .020
data 1991 88.480 130 780.4 0.235 ±0.021
89.470 290 851.1 0.478 ±  0.028
90.228 492 794.3 0.866 ±  0.039
91.222 2912 2933.8 1.381 ± 0 .026
91.967 585 700.9 1.165 ±0 ,048
92.966 372 759.2 0.686 ±  0,036
93.716 282 830.9 0.478 ±  0.028
totals 10488 12692.4
The background remaining in the event sample originates from Z decays into r +r -  and from 
cosmic rays. The e+e_ —► i +T~(y) contamination has been determined to be (1.7 ±0.1)% by 
analyzing events generated with KORALZ [28]. We have estimated the cosmic ray background by 
extrapolating the observed rate of events with tracks in the central chamber not pointing to the 
vertex. We derive a contamination of (0.7 ± 0.1)%. Other possible background sources are found 
to be negligible.
The uncertainty in the event selection has been determined to 0.3% by varying our selection cuts. 
The acceptance inside the fiducial volume is (97.58 ± 0.08)%.
The cross section determined in the fiducial volume is extrapolated to the full cos 6 range. Since 
the contribution of hard initial state bremsstrahlung is different above and below the Z peak the 
cos 6 distribution of the events depends slightly on the center of mass energy. Hence, the fraction of 
events inside our fiducial volume changes by up to 2% over the energy range of our measurements. 
We assign a 0.2% error to the extrapolation.
After applying the above selection criteria, 14115 events are selected from the data sample with a 
total integrated luminosity of 18.1 pb-1. The measured cross sections together with the number of 
events and the luminosity collected at each energy point are listed in table 5.2. Figure 5.4 compares 
the measured cross sections to the result of a fit to all hadronic and leptonic data as described in 
section 8.4.
5.2.2. Forward-backward asymmetry
The forward-backward asymmetry, Aa,, is defined as follows:
An, — ( o f  -  o b ) / ( < t f  +  0 b ) (5.1)
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where a? (ob) is the cross section for events with the p r  scattered into the forward (backward) 
hemisphere with respect to the electron beam direction.
For this measurement we use the subsample of events where both muon momenta are measured in 
the muon chambers. From the fraction of the events where both muons have the same reconstructed 
charge we determine the charge confusion rate to be (1.2 ±0.2)%  for single muons. These events 
are removed from our sample. The main source for charge confusion are tracks passing close to 
the edges of the sensitive regions of the muon chambers. Studying the angular distribution of the 
same charge events we derive a probability of less than 0.2% that both muon charges are wrongly 
measured which translates into a systematic error of 0.004,4 ft, due to charge reconstruction.
Events with hard initial state bremsstrahlung are removed from the sample by requiring that the 
acolinearity angle C of the n +fi~ pair is less than 15°. This allows us to approximate the angular 
distribution for | cos 0 1< 0.8 with the lowest order form
d<r/dcos0 a  |(1  + cos20 ) + /ift,cos0 . (5.2 )
From comparisons to the full electroweak calculations (ZFITTER [29]) we conclude that this 
approximation translates to a systematic error of'less than 0.003 in the determination of the 
asymmetry. The asymmetry at a given energy point is then determined by a maximum likelihood 
fit to our data where the likelihood is defined as the product over the selected events weighted with 
their cos 0, value
L = J J [ |(1  + cos2 0,) +  cos 0,]. (5.3)
♦I
This method does not require the exact knowledge of the acceptance as a function of the polar 
angle provided that the acceptance is independent of the muon charge. Comparing the momentum 
spectra of positively and negatively charged muons we can set a limit of 0.002 on the systematic 
error on the dimuon asymmetry induced by a possible charge dependence of the muon acceptance.
The background from the reaction e+e~ —> x+r~(y) in the dimuon sample does not modify the 
asymmetry since these events have the same forward-backward asymmetry as e+e-  —► n + ¡ r  (y)  
events. The systematic error from the small cosmic rays background is negligible. In summary, we 
assign a total systematic error of 0.005 to the asymmetry.
The results for the different center of mass energies are shown in table 5.3 and compared in 
figure 5.5 to the combined fit result (see section 8.4).
In fig. 5.6 we show the angular distribution, corrected for the cos0 dependent acceptance, 
for s/s = 91.22 GeV. The result for the asymmetry (0.019 ± 0.015) obtained from a fit to this 
distribution agrees well with our result from the likelihood method.
5.3. The reaction e+ e---- ► x+x~(y)
5.3.1. Cross section
The event selection for e+e-  —> x+f ( y )  is mainly based on calorimetric quantities. Tau pairs 
are selected in the fiducial volume defined by |cos0( |< 0.73 where the polar angle 0, is given by the 
thrust axis of the event. The total energy measured in the electromagnetic and hadron calorimeters 
must be above 7 GeV for the most energetic jet and above 3 GeV for the second most energetic 
jet. The acolinearity angle £ between the two most energetic jets must be smaller than 250 mrad. 
To reject cosmic background we require a scintillator fired within 2.5 ns of the beam crossing. 
The two most energetic clusters in the electromagnetic calorimeter must have energies below 90%
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Table 5.3
Measured forward-backward asymmetry, for the reaction e+e“ -* with
C < 15°. The quoted errors are statistical only. The systematic error is estimated to be less
than 0.005.
y/s (GeV) 4fb (GeV) •¿fb
data 1991 91.254 0.018y0.015
data 1990 88.231 -0.39 ±0.12 data 1991 88.480 -0.15 ± 0.10
89.236 —0.04 ±0.11 89.470 -0.20 ± 0.07
90.238 —0.184 ±  0.074 90.228 -0.041 ±0.052
91.230 0.006 ± 0.021 91.222 0.013 ±0.021
92.226 0 .1 1 0  ±0.066 91.967 0.060 ±  0.045
93.228 0.095 ±0.091 92.966 0.122 ±0.058
94.223 0.134 ±0.099 93.716 0.084 ±0.067
and 65% of the beam energy to reject events from e+e-  —> e+e_ (y). Similarly, the momentum 
measured in the muon chambers must be less than 0.9-Ebeam for the most energetic and 0.4.Ebeam for 
the second most energetic muon candidate in the event. Figure 5.7 shows the distributions of the 
most energetic cluster in the electromagnetic calorimeter and highest momentum muon track for 
e+e~ -+ T+ T ~ ( y )  candidates and background. High multiplicity hadronic Z decays are removed by 
requiring less than 13 reconstructed energy clusters in the calorimeters. In addition, there should 
be no track in the central chamber with an azimuthal angle (j> larger than 250 mrad to the axis of 
the nearest jet.
In this sample, a background of (2.70±0.15)% remains from the other Z decay channels. Smaller 
contaminations originate from cosmic rays (0.25±0.08)% and two-photon processes (0.12±0.05)%,
Vs (GeV) -QcosG
Fig. 5.5. The e+e-  —» n + n~  (y) forward-backward asym- Fig. 5.6. The differential cross section of e+e-  -* /¿+/<~ (y)  
metry as a function of the center of mass energy. at the Z peak (91.22 GeV). The solid curve is the result of
a fit using eq. (5.2).
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Fig, 5.7. The energy of (a) the most energetic electromagnetic cluster and (b) o f the highest momentum muon for
e+ e T+z ~ ( y )  candidates compared to e + e T+r - (y) and background Monte Carlo,
mainly e+e~ —> e+e~e+e_ . From varying the selection criteria we derive a systematic error of 0.6%.
The acceptance for e+e-  —> i +x~{y)  has been determined from Monte Carlo to (78.05±0.12)% 
inside the fiducial volume. Because the acceptance depends on the decay mode, an additional error 
of 0.2% has to be added due to the uncertainties of the tau branching ratios. In total, we assign a 
systematic error of 0.7% to the number of e+e_ -> x+ z~{y )  events.
For an integrated luminosity of 17.6 pb-1 we find 9943 events. Table 5.4 and fig. 5.8 show the 
results of the e+e~ —* t + T ~ (y )  cross section measurement. Again, the cross sections have been 
extrapolated to the full solid angle for each center of mass energy taking into account the variations
Table 5.4
Results on the cross sections for the reaction e+ e” —> t + t - {y). 
crtot is the cross section extrapolated to the full solid angle. Quoted 
errors are statistical only and the overall systematic uncertainty in 
the cross section is 0.7% (1.5% for 1990 data), excluding the 0.6%
luminosity uncertainty.
y'? (GeV) -Advents C (nb“ 1) o*tot (nb)
data 1990 88.231 36 337.8 0.228 ±  0.037
89.236 83 404.7 0.439 ±  0.047
90.238 138 319.9 0.920 ± 0 .077
91.230 1868 2721.3 1.463 ±0 .033
92.226 188 366.3 1.095 ± 0 .078
93.228 132 472.2 0.599 ±0.051
94.223 95 477.4 0.427 ±  0.043
totals 2540 5099.6
data 1991 91.254 3720 4909.1 1.505 ±0 .025
data 1991 88.480 95 780.4 0.236 ±  0.024
89.470 229 851.1 0.531 ±0 .035
90.228 359 794.3 0.885 ± 0 .047
91.222 2102 2886.1 1.447 ± 0 .032
91.967 425 690.2 1.224 ±0 .059
92.966 248 759.2 0.641 ±0.041
93.716 225 830.9 0.535 ±0 .036
totals 7403 12501.3
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Fig. 5.8. The measured tau pair cross section as a function 
of the center of mass energy.
Fig. 5.9. The e+e~ —» r+ r-  ( y ) forward-backward asym­
metry as a function of the center of mass energy.
of the acceptance (< 2%) .They are compared to the result of a fit to all hadronic and leptonic data 
as described in section 8.4.
5.3.2. Forward-backward asymmetry 
The charge of a tau is determined from the charges of its decay products determined from the 
curvature of the tracks in the central tracking chamber or in the muon chambers. The sum of 
all charges in a jet gives the charge of a tau. For the determination of the forward-backward 
asymmetry we only take events where the two taus have opposite charge. 7441 tau pairs satisfy 
this additional requirement. We lose mainly events where particles pass through the low resolution 
regions of the central tracking chamber close to the cathode or anode wire planes. The charge 
confusion probability is (10.2 ±  0.3)% for a single tau. We correct for this and estimate a residual 
systematic error for the e+e~ —► t +t ~(y)  forward-backward asymmetry of 0.001/1^.
The systematic uncertainty due to the subtraction of the e+e-  -* e+e" (y) background is 0.005; 
due to the cosmic ray background it is 0.001. In total, we assign a systematic error of 0.006 to the 
measurement of the forward-backward asymmetry.
The determination of the asymmetry is carried out in the same way as for the e+e~ —> n +fi~ (y) 
events, i.e. independent of the acceptance at each value of cos 6 (see section 5.2.2). The results are 
summarized in table 5.5 for the different center of mass energies and compared in fig. 5.9 with the 
result of the combined fit (see section 8.4).
Figure 5.10 shows the acceptance corrected angular distribution of the e+e-  —*• t + t _ (y) events 
collected on the Z peak.
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Table 5.5
Measured forward-backward asymmetry, A^,, of the reaction e+e~ —• t +1 “ (7 ) for 
' < 250 mrad. Quoted errors are statistical only. The systematic error is estimated to be
less than 0.006 (0.01 for 1990 data).
-,/s (GeV) Ah  (GeV) A^
data 1991 91.254 0.037 ±0.021
data 1990 88.231 -0.42 ±0.20 data 1991 88.480 - 0.11 ±0.13
89.236 -0.09 ±0.15 89.470 -0.152 ±0.083
90.238 -0.18 ±0.11 90.228 -0.137 ±0.070
91.230 0.07 ±0.03 91.222 -0.032 ±0.029
92.226 -0.04 ±0.10 91.967 0.042 ±0.063
93.228 0.11 ±0.12 92.966 0.161 ±0.079
94.223 0.02 ±0.13 93.716 0.058 ±0.082
5.4. The reaction e+ e —> e+ e~ (y)
5.4.1. Cross section
We select e+e-  e+e_ (y) events based on the energy deposition in the barrel part of the 
electromagnetic calorimeter. The fiducial volume for this analysis is thus defined by 44° < 0 <  136° 
which excludes crystals at the edges of the barrel calorimeter. Hadronic Z decays are suppressed
J
requiring that the events have less than 8 reconstructed clusters in the electromagnetic calorimeter. 
To reject tau pair events, we require that E\ > 0.85£beam and E2 > 2 GeV, where E { and E2 
are the energies of the two most energetic clusters in the electromagnetic calorimeter. Figure 5.11 
illustrates the cut on the most energetic cluster and the good agreement of our data and the Monte 
Carlo simulation. The acolinearity angle £ between the two most energetic clusters must be less
Fig. 5.10. The angular distribution of e+e-  -* t + t ~ ( y )  at 
the Z peak. The data are compared to the results of a fit 
using eq. (5.2).








2 E, /  Vs
Fig. 5.11. The most energetic cluster in the electromag­
netic calorimeter compared to e+e-’ —► e+e-  (y)  and back­
ground Monte Carlo.
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Table 5.6
Results on the cross section for the reaction e+ e~ -* e+ e“ (y). atot is the 
acceptance corrected cross section for 44° < 6 < 136° and £ < 25°. os is the 
5-channel corrected cross section extrapolated to the full solid angle as explained 
in the text. The quoted errors are statistical only and the overall systematic 
uncertainty, excluding the 0,6% luminosity uncertainty, in the cross section is
0.4% for Otot and 0.5% for crs.
y 7  (GeV) N «vents C (n b -1) fftot (nb) (nb)
data 1990 88.231 120 380.1 0.334 ± 0 .030 0.188 ±0 .053
89.236 237 466.3 0.532 ±  0.034 0.473 ± 0 .057
90.238 310 359.3 0.894 ± 0 .050 1.034 ± 0 .082
91.230 3020 2960.9 1.052 ± 0 .019 1.462 ±0.031
92.226 276 397.4 0.715 ± 0 .043 1.135 ±0.071
93.228 198 505.5 0.405 ±  0.029 0.660 ± 0 .048
94.223 104 485.7 0.223 ±  0.022 0.348 ±  0.037
totals 4265 5555.2
data 1991 91.254 5422 5244.3 1.031 ± 0 .014 1.437 ±0 .023
data 1991 88.480 316 783.5 0.400 ±  0.023 0.291 ± 0 .040
89.470 498 862.3 0.573 ± 0 .026 0.528 ± 0 .044
90.228 632 795.0 0.792 ±  0.032 0.866 ± 0 .053
91.222 3295 3080.8 1.067 ± 0 .019 1.484 ± 0 .030
91.967 591 731.7 0.798 ± 0 .033 1.239 ± 0 .054
92.966 336 759.9 0.430 ±  0.024 0.701 ± 0 .040
93.716 261 832.1 0.302 ± 0 .019 0.486 ±  0.032
totals 11351 13089.6
than 25° to reduce the effect of hard initial state bremsstrahlung. The only sizable background 
remaining after these cut is a (1.5 ±0.1)%  contamination of e+e~ —► t +t ~(y)  events and a 16.4 
pb background of e+e~ -> yy ( y )  events at the Z peak.
Inside the fiducial volume and for C < 25°, the acceptance is determined for e +e-  —► e+e- ()') 
using events generated with BABAMC [30,31]. Including detector inefficiencies we find an accep­
tance of (99.5 ±0.1)% . We use events generated with the program BHAGENE [32] to estimate 
the effects of double radiative events e+e~ —> e + e~yy on our selection efficiency. The cut on 
E\ introduces an additional inefficiency of 0.3% due to the presence of a second hard photon. 
From variations of the energy, fiducial volume and acolinearity cut we derive a systematic error 
of 0.3% for the selection of events. Adding the uncertainties from background subtraction (0.1%) 
and Monte Carlo statistics (0.1%) we assign a systematic error of 0.4% to the corrected number of 
e+e~ —> e+e_ (y) events inside the fiducial volume. The measured cross sections are listed in table
5.6.
The exchange of time-like and space-like photons and Z bosons contribute to the cross section of 
e+e~ —► e+e~(y). To extract the Z resonance contribution two methods can be used. The measured 
cross sections in a given fiducial volume can be directly compared to a theoretical calculation 
which includes all contributing Feynman diagrams, e.g. 40THIEVES [33], ALIBABA [34] or 
BHAGENE [32]. Alternatively, the ratio as/a Xo\ can be evaluated using the above programs to scale 
the measured cross sections. After this correction the Z decay into e+e~ can be treated like the 
other decay channels. Both methods lead to consistent results.
We use the ALIBABA program to calculate the contributions from the t channel and the
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Fig. 5.12. The e + e-  —* e+ e-  (>') cross section for 44° < 8 < 136° and £ < 25° compared to the ALIBABA calculation. The 
contributions from s and t channel are shown separately.
interference of the t and s channel. Figure 5.12 shows the total cross section for 44° < 6 < 
136° and for an acolinearity angle of less than 25°. The measurements are compared to the 
calculation with ALIBABA using the Standard Model parameters determined in section 8.4. The 
calculated contributions from s channel and non-s channel are shown separately. Comparing different 
theoretical calculations we conclude that the non-i channel subtraction and the extrapolation to the 
full solid angle leads to a systematic error of 0.5%, including the 0.4% experimental error discussed 
above. The extrapolated cross sections can be found in table 5.6.
5.4.2. Forward-backward asymmetry
For the measurement of the forward-backward asymmetry we use the polar angle 0 of the 
scattered e_ , as determined from the reconstructed center of the energy cluster in the electromagnetic 
calorimeter. The angular resolution of 1.2° is dominated by the longitudinal extension of the LEP 
bunches of about ±1 cm.
The charges of the outgoing particles are determined in the central tracking chamber. We require 
the two electromagnetic clusters to be matched to tracks within 25 mrad, in the plane transverse to 
the beam direction. Since the length of an electron or positron track in the central tracking chamber 
is only 31cm/cos0 a measurement of the curvature of each track leads to a momentum resolution 
of 100% at 45 GeV. This measurement is substantially improved by including the reconstructed 
impact points of the particles onto the electromagnetic calorimeter. We check this method by 
applying the same procedure to the selected e+e-  —> fi+/ i~(y)  sample and comparing the charge 
assignment of the events by the central tracking chamber and by the muon spectrometer. We find 
that in (4.3 ± 0.3)% of the events the charge is assigned wrongly.
The asymmetry is defined by counting the events in the forward (44° < 6  <  90°) and backward
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Table 5.7
Results on the forward-backward asymmetry for the reaction 
e + e_ —► e + e- (y). A ft, is the asymmetry determined from 
counting in angular range 44° < 0 < 136° and for £ < 25°, 
A SFB is the  ^ channel contribution to the forward-backward 
asymmetry extrapolated to the full solid angle. The systematic 
error for each energy point is 0.004 on ^fb and 0.005 on ^4^,
respectively.
(GeV) ■^ fb A fb
data 1990 88.231 0.520 ± 0 .095 -0 .0 3 4  ± 0 .276
89.236 0.296 ±  0.070 -0 .205  ±0.161
90.238 0.155 ± 0 .064 -0.111 ± 0 .107
91.230 0.101 ± 0.021 -0 .023  ± 0 .028
92.226 0.040 ±  0.069 0.042 ±0 .085
93.228 0.083 ±0.081 0.053 ± 0 .094
94,223 0.144 ±  0.118 0.129 ± 0 .148
data 1991 91.254 0.118 ±  0.014 0.001 ± 0.020
data 1991 88.480 0.504 ± 0 .055 —0.013 ±  0.157
89.470 0.312 ± 0 .048 -0 .126  ± 0 .099
90.228 0.206 ± 0 .045 -0 .1 0 0  ±0 .075
91.222 0.129 ± 0 .019 0.019 ± 0 .027
91.967 0.161 ± 0 .047 0.103 ±0 .055
92.966 0.107 ± 0 .064 0.098 ±  0.072
93.716 0.185 ± 0 .070 0.165 ±0 .085
(90° < 6 < 136°) hemispheres. The data are corrected bin-by-bin for the cos0 dependent acceptance 
and charge confusion. The systematic error on the asymmetry is estimated to 0.004. In table 5.7 
the measured asymmetry is given at each energy point. In fig. 5.13 the differential cross section at 
the Z peak is shown as a function of cos0.
The pure s channel forward-backward asymmetry can be extracted in a similar way to the 
muon and tau asymmetries using a likelihood fit. The non-s channel contribution to the angular 
distributions are parameterized by a function i2(cos0) calculated with the help of the ALIBABA 
program for each ^  point. We build the following likelihood function
L  = J J [ |( 1  + cos2#/) + ^fbCos#/ + £2(cos0/)]. (5.4)
i
The effects of the charge confusion are taken into account in the likelihood function. The precision 
of the ALIBABA program and the dependence of ¿2 (cos 0;) on the Z and top quark masses lead 
to an additional systematic error of 0.003 on The extrapolated s channel asymmetries are 
listed in table 5.7 and shown in fig. 5.14 as a function of y/s. The numbers are corrected for the 
acolinearity cut.
5.5. The reaction e+e~ —► hadrons + y
Isolated hard photons produced in hadronic Z decays are mainly associated with radiation 
from the primary quark-antiquark pair. These events provide information about the electroweak 
couplings of quarks [35,36], and serve as probes of the short-distance structure of QCD. LEP is an










Fig, 5.13. The differential cross section of e+e-  
e+e-(y ) at the Z peak. The data are compared to the 
ALIBABA program. The contributions from s and t chan­
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Fig. 5.14. The j channel contribution to 
e+e~(y) forward-backward asymmetry as 
the center of mass energy.
the e+e~ 
a function of
ideal laboratory for this study because the background from photons radiated from the initial state 
electrons or positrons is strongly suppressed at the Z resonance. Nonetheless, one must still contend 
with a significant background from high-energy neutral hadrons, mainly z °  mesons decaying into 
two unresolved photons.
We select hadronic events according to the criteria in section 5.1, with the additional requirement 
that the center-of-mass energy be in the range 91.0-91.5 GeV, in order to reduce the contribution 
from initial-state photons and interference between initial and final state radiation.
We identify photon candidates in hadronic events as clusters in the barrel region of the elec­
tromagnetic calorimeter where the contribution from initial-state photons is minimal, with energy 
greater than 5 GeV. We also require that photon candidates are not associated with a charged 
track, and are isolated by at least 15° from other electromagnetic-calorimeter clusters of energy 
greater than 500 MeV. Finally, jets are reconstructed from the hadronic part of the event (excluding 
the photon candidate) using the JADE algorithm[37] with the parameter j>eut = 0.05 (see section 
10.2.1). We require that photon candidates be isolated by more than 20° from the axis of each 
reconstructed jet.
We find 3202 events with isolated hard photon candidates. Monte Carlo studies indicate that in 
addition to final-state photons radiated from quarks, our sample includes neutral hadrons (mainly 
7r°) occurring either as single isolated particles or in tight groups of particles that decay into adjacent 
photons, as well as a smaller fraction of initial-state photons. We estimate the initial-state radiation 
contribution to be 69 ± 5(stat) ± 15(syst) events. To study the remaining background from neutral 
hadrons, we construct a cluster-shape parameter, C, sensitive to the detailed energy sharing between 
the BGO crystals in an electromagnetic energy cluster [38]. A fit of the C-distributions for JETSET 
7.3 signal and background to the data determines a signal of 848 ±55 events, corresponding to a 
direct photon ratio between data and JETSET 7.3 of Rs =  1.14 ±  0.06 (stat). For the background, 
we find Rb = 1.88 ± 0.08 (stat).
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The data distributions are corrected for detector effects, acceptance, and initial state radiation. 
We then correct for the remaining neutral hadron background by subtracting the JETSET prediction 
scaled by the factor R& =  1.88 mentioned above. We obtain the fraction of hadronic events with 
photons isolated by more than 20° from jets and with energy greater than 5 GeV to be
Br(Z -»■ hadrons + y ) / Br(Z -* hadrons) = (5.2 ± 0.3 ±  0.4) x 10-3, (5.5)
where the first error is statistical and the second error is systematic. The main contribution to the 
systematic error stems from the uncertainty in the background subtraction [38]. Our result agrees 
with those of other LEP collaborations [39]. The measured rate will be used in section 8.7.2 to 
extract separate electroweak couplings to up-type and down-type quarks.
5.6. The reaction e +e~ —> v v y
A direct method for measuring the Z width into neutrinos and thus for counting the number 
of light neutrino types, is based on the measurement of the cross section for the radiative process 
e+e-  -* vvy .  The signature of such events is a single photon arising from initial state radiation. 
Around the Z pole the photons from v v y  have low energies with a rapidly falling spectrum.
The measurement is optimally carried out at energies at least 3 GeV above the Z mass where 
the ratio between the signal and QED background processes is maximum and the full width of the 
Z resonance is exploited [40,41]. However, the LEP scanning strategy at the Z resonance [42] 
has given less favorable conditions for our first measurements, requiring a trigger efficient for low 
energy photons (E >  1 GeV), a good knowledge of the electromagnetic energy scale and tight 
control of backgrounds.
5.6.1. Experimental procedure 
The signature for the reaction e+e-  -* v v y  is a single electromagnetic shower and nothing else 
observed in the detector. Candidates are selected by requiring:
-  a single shower in the electromagnetic calorimeter barrel, with E  >  0.9 GeV and the characteristics 
of an electromagnetic shower;
-  no muon candidate, no track in the central detector and only small energy deposits in the other 
calorimeters, including the luminosity monitor;
-  no cosmic muon emitting a hard bremsstrahlung and faking a single photon event.
These criteria leave us with 291 candidates from the 1991 running periods, corresponding to an 
integrated luminosity of 9.6 pb-1 [23].
Events of this kind are triggerd by the single photon trigger (see section 2.9). The efficiency for this 
trigger as a function of the photon energy has been calculated by Monte Carlo. The result is shown 
in fig. 5.15. The calculation is verified in absolute value as well as energy dependence by observing 
events from the process e+e_ —*-e+e- (y) with a single large angle electron -  selected with criteria 
analogous to those for the process above -  in coincidence with a high energy electromagnetic shower 
in one of the luminosity monitor calorimeters. The trigger efficiency derived from this sample is 
also shown in fig. 5.15 and agrees well with the calculation.
The measurement of this process also verifies the Monte Carlo program [43] used to calculate 
the dominant background, which comes from the process of radiative Bhabha scattering when only 
the photon is observed in the detector. It is found that a background of 94 ± 10 events is contained 
in the abovementioned sample.
Residual background from cosmic rays is estimated from a sample of events where cosmic ray 
rejection was released. Extrapolation to the tighter criteria used for the final selection leads to an
42 L3 Collaboration, The L3 experiment at LEP
Fig. 5.15. The trigger efficiency for e+e —> vvy .
estimated background of 1.0 ±0.8 events. Other backgrounds from radiative processes are estimated 
by Monte Carlo calculation. These are photons coming from the decay of resonances produced 
via two-photon processes and the reactions e+e_— and e+e- -»/i+/ 0  (15 ± 4 events). Other 
backgrounds are found to be negligible.
The measured single photon energy distribution for all center of mass energies is shown in fig. 
5.16 along with Monte Carlo predictions for the process e+e~ —► v vy ,  assuming three families of 
light neutrinos, for the e+e~-*e+e_ )> background and the sum of all other backgrounds. There is 
good agreement between data and the prediction.
5.6.2. Cross section results
The total cross section is extracted from the number of candidates in the energy range 0.9 < E y <  
3.5 GeV, where the signal over background ratio is favorable.
For this energy range, table 5.8 shows the luminosity, the number of candidates and the vu y  
expectations for 3 neutrino families computed with the Monte Carlo NNGSTR [44], Also shown is 
the expected background from radiative Bhabha events and, as other backgrounds, the total number 
of expected events from two-photon processes, from e+e- —> yyy  and from e+e- —> n + n~y.
The last column of table 5.8 shows the measured cross sections corrected for acceptances and 
detector efficiencies for the process e+e-  —> v v y  when one photon is emitted with energy above 0.9 
GeV and a polar angle between 45° and 135° without restrictions on possibly additional photons. 
The errors are only statistical and take into account the uncertainty in the background subtraction.
We extract the number of light neutrino families Nv by performing a maximum likelihood fit to 
the number of candidates shown in table 5.8. We use Poisson probabilities calculated as a function 
of the expected number of signal plus background events. We compute for each center of mass 
energy the cross section corresponding to different values of Nv between 2 and 4 and use a straight













Fig. 5.16. Photon energy distribution of e+e v v y  events.
line fit to get a parameterization of the cross section dependence on Nu. We use an improved 
Born approximation of the analytical calculation of reference [45], which agrees with NNGSTR 
for Nu = 3 to better than 1% when a coherent set of input parameters is used. In this approach, 
we can allow the parameter Nu to vary while keeping the total width fixed. The cross section 00 C?) 
can be written as
t . 127t sT^NpTl/p
a° is)  ~  m l  ( s - m l ) 2 +  s 2r l / m l
(5.6)
where r va is the decay width of the Z in a neutrino pair with standard model couplings and mz, Zz, 
and r e are our measured values [24], respectively for the Z mass, the total width and the electron
Table 5.8
Luminosity, observed and expected number of events and corrected cross section for
e+e~ —► v v y  at each center of mass energy.
£cm (GeV) £  (nb""1) o^bserved ajw yexpected 7Ve+eexpected
jyother back, 
expected a  (pb)
88.56 671 6 2.21 1.96 0.35 12+ f
89.55 772 9 4.27 2 .22 0.39 18+“
90.25 632 11 5.16 1.78 0.32 11+15- 8
91.25 5763 116 92.41 14.42 2.96 37d=4
92.04 635 21 17.59 1.72 0.31 < *ii29
93.05 678 26 29.63 1.80 0.33
93.75 419 13 18.35 1.10 0.21 52i?i
total 9570 2 0 2 169.6 25.0 4.9
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Fig. 5.17. Cross section for e+ e~ —> vuy  as a function of the center of mass energy.
partial width. The terms due to W exchange in the t channel and interference between these and 
the j  channel Z exchange contribute less than 3% to the total cross section in the energy range 
covered here. The results of the fit gives Nv =  3.14 ± 0.24 (stat.).
The systematic errors in our analysis come from the determination of the trigger efficiency, 
which gives an uncertainty of ANu = ±0.04, from the luminosity measurement, ANv =  ±0.03, the 
determination of the selection efficiency, ANV =  ±0.02, the background subtraction, AN v =  ±0.09, 
and the cosmic ray contamination, ANv = ±0.02. From the errors on our measurements of the 
Z parameters mz, /z , and Ft , from the top mass variation and the theoretical uncertainty on 
the parameterization of the cross section, we estimate a contribution to the systematic error of 
ANv = ±0.05. Adding all these systematic errors in quadrature, our final result is
Nv =  3.14± 0.24(stat.) ± 0.12(syst.). (5.7)
This corresponds to an invisible width of the Z of
/ ’¿nv = 524± 40(stat.) ±20(syst.). (5.8)
This is in agreement with our previously published result [46] and with the one published by the 
OPAL collaboration in a similar analysis [47]. The corrected cross section is shown in fig. 5.17 as 
a function of the c.m. energy along with the expectations from Nv = 2,3,4 and from our best fit.
6. Production and decay of b hadrons
The Z branching ratio to b quarks is predicted in the Standard Model to be large, roughly 15% 
of all Z decays. The Z is thus a copious source of b hadrons. A wide range of them are produced at
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LEP including B°, Bj, B* mesons, and b baryons such as the At,, together with excited b hadrons 
such as the B*. In addition they have a large boost resulting in decay lengths of order 2 to 3 mm. 
In contrast, the B factories at the T (4S), CESR and DORIS, where most studies of B mesons have 
been carried out up to now, do not provide B° or b baryons and the mesons are produced almost 
at rest.
The b hadrons allow us to study topics which bear directly on the underlying electroweak theory, 
and thus to test and constrain the Standard Model. In particular the measurement of the Z partial 
width into bb pairs, /¿g, provides a precise test of the weak neutral current coupling to b quarks, 
and of the forward-backwardjcharge asymmetry, A&, of b quark production, provides one of 
the best determinations of sin20w- In addition, important constraints on the Cabibbo-Kobayashi- 
Maskawa matrix elements come from the determination of the b hadron lifetime, which together 
with Br(b —► I v X )  allows a determination of \Vcb\, and B°-B° mixing from the observation of 
same-sign dilepton events, since B^-Bjj and Bs-B° rates are related to |Ftd| and |J^S| respectively. 
Heavy quark production and decay can also be investigated by measuring the process b —> J + X.
Finally, QCD inspired models developed to describe the hadronization of quark and gluon jets 
are investigated by measuring the b quark fragmentation function. The events identified as being 
Z -> bb can be used to measure the strong coupling constant, a s, for b quarks. In three jet events, 
they allow a distinction between quark and gluon jets. These last two measurements are discussed 
in chapter 10.
6.1. Signatures o f  b hadron events
At LEP b hadrons are produced predominantly via the reaction Z -► bb. Due to the hard 
fragmentation of the b quarks the resulting b hadrons carry typically 70% of the initial b quark 
momentum, the remainder being taken up by softer hadronic particles. The b quark decays via the 
weak charged current. In the case that the b decays semileptonically (b -> i v X ) ,  there will be a 
high momentum charged lepton and missing energy due to the undetected neutrino. Due to the 
high mass of the- b quark the products of the b hadron decay have a large transverse momentum 
with respect to the initial parton direction, of order ~ 1.2 GeV.
To select bb events there are four main signatures:
-  jets containing high momentum leptons having also high transverse momentum with respect to 
the remainder of the jet;
-  jets with high momentum leading particles and missing energy;
-  secondary vertices at a decay length of a few mm;
-  jets containing J mesons identified by their leptonic decays, J —> e+e-  and J —* since, at 
LEP energies, the J mesons are mainly produced in b decays.
We use the first of these signatures to select events containing b hadrons. In fig. 6.1 we show the 
measured momentum, p,  and transverse momentum, p t distributions for electrons and muons for 
data and Monte Carlo events. The transverse momentum is defined with respect to the nearest jet, 
where the measured energy of the lepton is excluded from the jet. If there is no jet with an energy 
greater than 6 GeV remaining in the same hemisphere as the lepton, then the pt is calculated relative 
to the thrust axis of the event. It can be seen that for leptons with momenta greater than ~ 4 GeV 
the high p t sample arises predominantly from bb events. Depending on the analysis requirements, 
a p t cut can be set to give a bb purity of more than 80%.
The Monte Carlo events have been generated using the parton shower program JETSET 7.3 [25] 
with string fragmentation [48] and full detector simulation [18]. For the simulation we have used 
the central values of the experimentally determined semileptonic branching ratios and fragmentation
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Fig. 6.1. The p and pt distributions for electrons and muons for data and Monte Carlo. Only leptons with a momentum 
greater than 3 GeV are entered into the pt plots.
parameters for b and c quarks [49,50]: Br(b —► I v X)  = 0.117, Br(c I v X)  = 0.096, = 0.003 
and e* = 0.07.
Muons are identified and measured in the muon chamber system by reconstructing a track with 
segments in at least two of the three layers The muon track should point back to within 4a of 
the interaction point in transverse and longitudinal distance of closest approach. The measurement 
error is dominated by the multiple scattering in the calorimeters and has a typical value of a «  25 
mm. These requirements are very effective in reducing the backgrounds from hadron punchtlirough 
and from n and K decays. We accept muons in the polar angle range 36° < dfL < 144°.
Electrons are found by associating clusters in the electromagnetic calorimeter with charged tracks 
in the central tracking chamber. We require that the lateral shower shape of these clusters is 
consistent with that of an electromagnetic shower. The centroid of this cluster is required to be well 
matched in azimuthal angle with a charged track. A major source of background, that of charged 
particles overlapping with energetic photons or 7Z°’$, is rejected by requiring that the cluster energy 
and the momentum of the track match to within 4a. Finally, we further reject hadrons by requiring 
that the energy behind the electron candidate in the hadron calorimeter is small. We accept electrons 
in the polar angle range 42° < 0e < 138°.
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6.2. b hadron decay properties
6.2.1. Measurement o f  the fragmentation parameter
This analysis is based on approximately 115 000 hadronic Z decays recorded in the 1990 running 
period [50].
Fragmentation describes the process via which the primordial quark-antiquark pairs produced in 
the Z decay materialize as hadrons. This process is described by QCD, yet due to the presence of 
both perturbative and nonperturbative effects, is not rigorously understood quantitatively. Heavy 
quark processes are the simplest system in which to study hadronization mechanisms since heavy 
quark-pair production is suppressed in the jet evolution.
We use the lepton p  and p t distributions to determine the energy spectrum of the b hadrons [50]. 
The major source of systematic error in this determination comes from uncertainties in the mass 
spectrum of the b hadron decay products, which influences the lepton momenta. We have paid 
particular attention to the 05(2460) decay of the B mesons which, due to the high mass of the 
Dj meson, can substantially modify the lepton energy spectra. We determine the b hadron energy 
spectrum in terms of the scaled energy variable xE =  2£,hadron/ v/i .  We choose this variable as it 
can be directly measured and because its definition is independent of fragmentation models. We 
have found that the Peterson et al. [51] fragmentation function gives a reasonable parameterization 
of our observed scaled energy distribution, and for this reason we have used this function to 
determine (xE) for b hadron production at the Z. The function was originally expressed in terms of 
the fractional “energy” of the primordial quark, z  =  (E +  p\\)hadron/ ( £  + P\\)quark:
f ( z )  = ( N / z ) [  1 -  1/z -  Cq/(1 -  z ) ] ~ 2 ( 6.1)
where TV is a normalization constant and is a free parameter. However, the primordial quark 
energy is difficult to determine experimentally as the quarks can radiate gluons before hadronizing. 
We therefore us the same form as eq. (6.1), replacing z by xE and e~ by eq.
We first perform a study to check that the function ƒ  (xB) gives an adequate representation of the 
xE distribution. We determine the b quark fragmentation function from the data without assuming 
a functional form and compare the result with the Peterson et al. function. For this test we use 
only the inclusive muon sample. The xE distribution is approximated by a histogram with 7 bins, 
and the value for each bin is allowed to vary freely in the fit. The fit is constrained to enforce 
overall normalization of the fragmentation function. We perform a six parameter fit in the allowed 
range xB >  2m^/y/s « 0 .1 . The points with error bars (statistical only) in fig. 6.2 give the result 
of the fit. From this fit we obtain (xB) =  0.680 ±0.011, where the error is statistical only and 
includes correlations between all the points. Figure 6.2 also shows, for comparison, the Peterson 
et al. function for 6b = 0.05. The measured fragmentation function agrees, within errors, with this 
form.
We have also performed a fit to our measured lepton momentum and transverse momentum 
spectra to determine the parameter fib- In the fit we vary and weight the xE distribution of the 
Monte Carlo events accordingly. The result of the fit is
fib = 0.050 ±0.004 (stat.) ± 0.010 (sys.), 
which gives a determination of the average energy fraction of b hadrons
(6.2 )
(xE) =  0.686 ±0.006 (stat.) ±0.016 (sys.). (6.3)
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Fig. 6.2. Measured b quark fragmentation function f ( x E). 
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Fig. 6,3. The impact parameter distribution of the lepton 
candidate tracks from the data, with the result of the fit 
superimposed. The contributions from the various lepton 
categories are shown by the shaded curves.
The dominant source of error is the uncertainty in Br(b —► I v X )  which contributes 0.006 to the 
systematic error on fib [50].
We have also measured the b quark fragmentation function using events with J mesons, see 
section 6.5.3.
6.2.2. Measurement of the b hadron semileptonic branching ratio 
This analysis is based on approximately 115000 hadronic Z decays recorded in the 1990 running 
period [50].
The b semileptonic branching ratio, Br (b -► i  v X ) has been measured in two ways:
-  from the ratio of dilepton to single lepton events;
-  from the total rate of lepton events, assuming the Standard Model value for /¿e-
In the first method the ratio of dilepton to single lepton events is, to first order, proportional 
to the semileptonic branching ratio and independent of I bg. For dilepton events we require that 
the opening angle between the leptons be larger than 60°. We find the following results from this 
measurement:
B r(b—> pivX) =0.113 ±0.012 (stat.) ± 0.006 (sys.), (6.4)
Br(b -»■ euX)  = 0.138 ± 0.032 (stat.) ± 0.008 (sys.). (6.5)
The sources of the systematic errors are shown in table 6.1.
When we include the e/i events and perform a combined fit of the muon and electron events we 
obtain the average b semileptonic branching ratio
Br(b->£yX) = 0.113 ±0.010 (stat.) ±0.006 (sys.). (6.6 )
This result agrees well with the results from PEP and PETRA measurements [49], and we have
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Table 6.1
The contributions to the systematic error in the measurement of Br(b -* ei/X) 
and Br(b —► f iuX)  from the ratio of the number of dilepton to single lepton
events.
Parameter Variation ABr(b -*■ ei^X) ABr(b -► p,vX)
rb5 = 378 MeV ±40 MeV ± 0 .0 0 2 ± 0 .0 0 2
Br(c —► i v X )  =  0.096 ±0.006 ± 0.001 ± 0 .002
eb = 0.050 ±0.004 ± 0 .002 ± 0 .0 0 2
ec=0.5 ± 0.1 < 0.001 < 0.001
background ± 10% ± 0.001 ± 0.001
selection efficiencies (n) ±0.5% — ± 0 .001
selection efficiencies (e) ±3% ±0.006 —
pt cut ±0.25 GeV ±0.003 ± 0 .0 0 2
D£ (2460) fraction =  0.15 ±0.15 ± 0 .0 0 2 ± 0 .0 0 2
combined our measurements with these to obtain
Br(b -► i v X )  = 0.117 ±  0.006 (6.7)
where the statistical and systematic errors have been added in quadrature. This average is nearly 
independent of assumptions about neutral current couplings to b quarks. Our result depends only 
weakly on /¿g, and the PEP and PETRA results have been obtained at lower center of mass energies 
where electroweak effects contribute less than 3% to the e+e~ —*■ b6 cross section. It is this combined 
average that we use in section 6.4 to determine r b5.
In the second method we perform a one-parameter fit to determine Br(b -> I v X )  using the 
Standard Model value for of 378 MeV[29]. This method mainly relies on the number of single 
lepton events, in contrast to the first method, where the statistical error is dominated by the number 
of dilepton events.
The result of the fit is
Br(b —> / iuX)  =  0.123 ±  0.003 (stat.) ± 0.006 (sys.), (6.8)
Br(b-+ei/X ) =0.112±0.004 (stat.) ± 0.008 (sys.). (6.9)
From a combined fit to electron and muon data we obtain:
Br(b->-.£i/X) = 0.119 ±0.003 (stat.) ± 0.006 (sys.). (6.10)
6.2.3. Measurement o f  the average b hadron lifetime
This analysis is based on approximately 115000 hadronic Z decays recorded in the 1990 running 
period [52].
We determine the lifetime of b hadrons from a maximum likelihood fit to the impact parameter 
distribution of the inclusive leptons from semileptonic b decays. Since the b hadrons are not fully 
reconstructed in this analysis, we measure their average lifetime, weighted by their production rates 
in the Z decay and by their semileptonic branching ratios. Measurements at lower center of mass 
energies [53] indicate that the lifetime difference between the B° and B+ mesons is small, which 
is in agreement with the prediction of the spectator model [ 54 ].
The b hadron lifetime is determined from a measurement of the signed impact parameter of 
the selected lepton candidate tracks. The impact parameter is defined as the distance of closest
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approach of the lepton track to the estimated primary production vertex. We use the projected 
impact parameter, 8, in the plane transverse to the beam (r -  cj> projection), because the beam 
size is smaller and the spatial resolution of the tracking chamber is better in this plane than along 
the beam axis. An advantage of the impact parameter method is that the measured lifetime is not 
sensitive to the b hadron momentum and hence to a precise knowledge of the b quark fragmentation 
parameters. The b hadron direction is approximated by the thrust axis. The impact parameter is 
taken to be positive if the lepton track intersects with the event thrust axis in the apparent flight 
direction of the b hadron, and is taken to be negative if it intersects opposite to this direction. The 
negative values are a consequence of the experimental resolution and of the approximation of the 
b hadron direction by the thrust axis. Uncertainties in the measurement of the impact parameter 
can result from the following sources:
-  the uncertainty in the position of the primary vertex;
-  the error from the track reconstruction;
-  the multiple scattering in the beryllium beampipe and TEC inner wall.
Since the e+e~ collision point is not known on an event-by-event basis, its average position
*
is taken to be the primary vertex. It is determined for each LEP fill from good quality tracks in 
hadronic events with a statistical precision of a few microns. From the variation in the measurement 
of the beam position within a LEP fill, which includes the effects of changes in the beam steering, 
we estimate an upper limit of 36 fim on the systematic error of the beam position determination.
The experimental resolution in S and the size of the beam spot are found using high momentum 
tracks in the reactions e+e_ —> e+e-  and e+e-  —► n + n~. The resolution is determined by measuring 
the distance, d , in the r -  <f> plane between the two tracks at the primary vertex. From the r.m.s. 
of this distribution, <tj, we obtain the average experimental resolution in the distance of closest 
approach, (crexp) = <7d/V2 =  144 ± I fim for particle momenta of «  45 GeV, where the error is 
statistical only.
For a given azimuthal angle, the width of the impact parameter distribution of tracks originating 
from the primary vertex measures the projected size of the beam spot, folded with the resolution 
in S. Subtracting in quadrature (<7eXp) from the r.m.s. of the <5 distribution, we determine an r.m.s. 
beam spot size of ax = 196 ± 5 /zm in the horizontal direction and ay — 24 ± 25 fim  in the vertical 
direction. The determination of the b hadron lifetime is relatively insensitive to the exact value of 
the beam spot size.
For lower momentum tracks, a small additional contribution from multiple scattering in the 
beryllium tubes must be taken into account. This can be parameterized as a function of the track 
momentum p  by crmuit = 83 f im/p  [GeV].
The total error on the measured distance of closest approach, o$, can then be written as
=  °e2xp +  CTmult +  a l  Sin2 <i> +  a y COS2 <f>, (6.11)
where <f> is the azimuthal angle of the track. The experimental error, <reXp, is taken from the 
covariance matrix of the track fit for each lepton candidate.
We determine the lifetime of b hadrons, Tb, using a binned maximum likelihood fit to the 
measured impact parameter distribution, taking into account the expected contributions of the 
lepton categories listed in table 6.2. The impact parameter distributions for the prompt and cascade 
lepton sources depend on the lifetime of the parent hadrons. The impact parameter distributions for 
the five lepton sources are obtained from the data or from Monte Carlo simulations. The measured 
impact parameter distribution is shown in Figure 6.3. The preponderance of positive values, as 
seen from the measured mean of 176 ±20/im, is due to the lifetime of the b hadrons. The fit is 
performed simultaneously for the muon and electron ô distributions over the range |<5| < 3 mm,
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Table 6.2
Monte Carlo estimates of the fraction of each lepton
category in the data.
Category Muons (%) Electrons (%)
( 1 ) prompt b-> t 82.1 84.4
(2 ) cascade t 5.3 4.3
(3) prompt c-> i 4.5 1.7
(4) decay 7t,K -> i 1.2 0 .2
(5) misid. hadrons 6.9 9.4
using a bin size of 0.2 mm. The result of the fit is X\> = 1.32 ± 0.08 ps, where the error is statistical 
only. The expected impact parameter distribution for this value of t b is shown in fig. 6.3 as a solid 
line, in good agreement with the measurement. The calculated x 2 per degree of freedom is 54/59. 
The contributions from the different lepton sources are also shown in the figure^
We have performed several consistency checks to verify the analysis and the fitting procedures. 
As a necessary check of the method, Monte Carlo events were generated with various b hadron 
lifetimes over a range from 0.5 to 1.5 ps. The events are analyzed in the same manner as the data. 
The measured b hadron lifetime obtained for each sample is found to be in good agreement with 
the generated lifetime. To check for biases, we also repeat the analysis for different sublets of the 
data. Within the statistical errors, all these subsample results are compatible with each other.
We estimate a total systematic error of 0.09 ps. The dominant source (±0.05 ps) is due to 
uncertainty in the parameterization of the prompt b —> t  decays. Thus the b hadron lifetime is 
determined to be
rb = 1.32 ±0.08 (stat.) ±0.09 (sys.) ps. (6.12)
6.2.4. Determination o f  the CKM  matrix element |P^I 
In the Standard Model, the dominant decay of hadrons containing a b quark proceeds through 
a flavor changing transition from the b quark to a c or u quark, with a strength' described by the 
elements Vcb and Vuh of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [55], Our measurement 
of the b hadron lifetime, Tb = 1.32 ± 0.08 ± 0.09 ps, combined with that of the semileptonic 
branching ratio, Br(b —► t v X )  =  0.119 ± 0.003 ±  0.006, can be used to extract the magnitude of 
the CKM matrix element | ï^bl- 
The semileptonic decay width of b hadrons, which is obtained from the semileptonic branching 
ratio and the lifetime, is related to the CKM matrix elements by
H b ^ X )  = B r<b ^ x > = g g b (/c|Fcb|2 +  /u|Fub|2). (6.13)
The parameters f q (q = u,c) account for quark mass effects and QCD corrections, and can be 
approximated by [56]
/ q ^  (1 -  8e2 +  8e®-e® -  24e* In eq ) { 1 -  \ n ~ {a s{ml )  [ ( n 2 -  2±)(1 - e q ) 2 +  § ] } , (6.14) 
where eq = mq/m b.
To calculate / c and / u, we use the following quark mass values, which were obtained by the 
ARGUS Collaboration in the framework of the ACCMM [57] model from a fit to the lepton
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Fig. 6.4. The contour plot of | Kibl versus |^b|. The solid curve comes from our measurement of the b hadron lifetime and 
the semileptonic branching ratio. The solid straight line corresponds to the ARGUS/CLEO measurement of |Kibl/IK:bl- The 
dashed lines are the one standard deviation errors, including the theoretical uncertainties.
momentum spectrum in semileptonic B meson decays [58]: mb = 4.95 ±0.07 GeV and mb — mc =  
3.30 ±  0.02 GeV. In order to include uncertainties in the model, we increase the error on mb to 
±0.3 GeV and take mu = 0.2 ± 0.2 GeV, keeping the above error on mb -  m c. We use the value 
as(m%) = 0.20±0.03, which has been obtained from extrapolating our measured value at y/s «  mz, 
a s = 0.124 ±0.005 (see section 10.2.6), to Q1 = By using the ARGUS measurements, we 
assume that, in accordance with the spectator model, the light B mesons produced at the Y(4S) 
have the same semileptonic widths as the heavier b hadrons that can be produced in the Z decays.
Taking our measured values for rb and the b hadron semileptonic branching ratio, we show in 
fig. 6.4 the corresponding curve in the |J^b| versus \ Vcb\ plane. The solid curved line corresponds to 
the central values of our measurements, and the dashed lines represent the one standard deviation 
errors, where the statistical and systematic errors have been added in quadrature. The systematic 
error has contributions from our measurements, from the uncertainties in the quark masses and a s. 
Because of the anti-correlation between mb and f c, the factor (rab f c) in eq. (6.13) varies by only 
±12% over the mb range from 4.65 to 5.25 GeV, for the above error of ±0.02 GeV on mb -  mc. 
This is to be compared with the ±30% change in alone. However, there is much less of an 
anti-correlation between mb and f u. This explains the widening of the errors in fig. 6.4 when going 
from the l^bl axis to the |Kibl axis.
To determine |Fcb|, one needs information about the ratio ¡Kibl/I^cbl- Measurements of the 
endpoint of the lepton momentum spectrum from B meson semileptonic decays [59,60] determine 
this ratio to be small. Model dependent values for IKibl/l^cbl in the range from 0.1 to 0.2 are 
obtained. For our analysis, we use the value of l^bl/l^obl = 0.15 ±  0.10. This ratio produces the 
solid straight line shown in fig. 6.4. The dashed lines again correspond to the estimated error on 
the ratio. The two solid curves meet at a value
| Kcbl = 0.046 ± 0.002+qqq3, (6.15)
where the first error is due to our statistical and systematic errors added in quadrature, and the 
second is due to uncertainties in the theory, including the errors on | Kib|/I^cbU the quark masses 
and as. This determination of | ^ b| is relatively insensitive to the exact value of | ^ b|/|^cbl- Varying 
the ratio from 0.05 to 0.25, changes the value of \Vcb\ by only
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6.2.5. Measurement o f  B °-B  mixing  
In the Standard Model the transformation of a or B® meson into its antiparticle proceeds 
via a weak flavor-changing box diagram, dominated by virtual top quark exchange. The rate of
mixing depends on the Cabibbo-Kobayashi-Maskawa matrix elements, Vti and J^, and the top 
quark mass. A distinctive experimental signature of B°-B° mixing is the observation of like sign 
dileptons from the decays B° -* t + and B° -+ B° —► I +. The amount of mixing may be expressed as
Xb =  Br(b B° -> B° £+X)/Br(b -» b hadron -> ¿±X) (6.16)
assuming equal semileptonic branching ratios for all hadrons containing a b quark. Measurements 
of Xb at the Z resonance are sensitive to both B  ^ and B° mixing, i.e. xb =  fdXà +  fsXs where Xa 
and Xs are the mixing parameters and /<j and / s are the production fractions of Bjj and B° mesons. 
Previous measurements of the X b parameter have been made at proton colliders [61—63] and at 
e+e_ colliders at the Y(4S) [64-66] as well as at the Z [67-70]. At the Y(4S) no B® mesons are 
produced, thus allowing an independent direct measurement of x a - 
The signature of B°-B° mixing is hadronic events with two leptons of the same charge on opposite 
sides of the event. The angle between the two leptons is required to be larger than 60° to ensure 
that both leptons are from different b hadron decays. In our sample there are 1303 inclusive 
dilepton events; in 540 of these, both leptons have Pt >  1 GeV. We also observe 91 events with 
three inclusive leptons. They are considered in this analysis by using the two leptons with largest 
transverse momentum with respect to the nearest jet axis.
The number of events and their distribution in various categories is shown in table 6.3. More 
details are given in ref. [71].
From the Monte Carlo simulation of Z -► bb events we expect that the event sample of table 6.3 
consists mainly of events with two prompt b hadron decays. The estimated fractions from various 
sources are listed in table 6.4 for p t >  1 GeV.
We have reported [67,71] three different methods to measure the mixing parameter xb-  One 
is based on counting the number of high p ( dilepton events with the same charge. We have also 
used two different fitting methods: a 4 dimensional fit to the p  and p t spectra of the dileptons, and 
a factorized two dimensional fit to the pi and pt distributions, where pi is the component of the 
lepton momentum along the jet axis. The first fit uses the full information of the event, but requires 
large Monte Carlo statistics to accurately determine thè probability functions. The second fit has 
the advantage that single lepton events can be used to determine the probability functions, so fewer
Table 6.3
The numbers of dilepton events in the data.
Charges t i f i ee QfJ, All
£ +£ + all p t 167 17 98 282
£ + £  + p t > 1 GeV 40 14 32 86
i ~ l ~  all p t 110 20 84 214
£ - £ -  p t >  1 GeV 30 12 31 73
£+£ -  all p t 458 65 284 807
£ + £ -  p t  >  1 GeV 165 51 165 381
£ i  all p t 735 102 466 1303
U  p t > 1 GeV 235 77 228 540
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Table 6.4
Monte Carlo estimates of the fractions (in %) of var­
ious event categories for pt > 1 GeV, X indicates 
a misidentified hadron or leptons from light hadron 
decays. The b —► I fraction includes b —► r —► £ and 
b —► c —► I decays, which give a right sign lepton.
Category ee
( 1 ) b I, b - £ 72.6 79.8 80.9
(2 ) b - c —> £} rCJî 0.5 0.0 0 .2
(3) b —►£, b c —► £ 16.1 11.2 11.6
(4) b t ,  pb- l 7.2 8.2 5.2
(5) b-> c —> £, pb” 1 1.0 0.7 1.0
(6 ) pb~ 1 ,pb--l 0.5 0 .0 0.4
(7) c —y £, c —>£ 0.8 0 .0 0 .2
(8 ) other sources 1.3 0.0 0.4
Monte Carlo events are needed. We give results for this last method here. The other methods yield 
results compatible within errors, but the factorized fit method gives the smallest systematic error.
In this fit method, probability functions are assumed to factorize, and are therefore evaluated 
independently (using the single lepton data and Monte Carlo) for each lepton as a function of pi 
and ft ,  The pi and p t distributions for like sign and opposite sign dileptons are shown in fig. 6.5.
Xb is determined to be 0.121 ±0.017. Separate fits g ivers = 0.088±0.024 for /i/j,, 0.158±0.050 
for ee, and 0.140 ± 0.028 for e/i events. The systematic errors have been evaluated by varying 
parameters by their measured or estimated uncertainties. We obtain:
Xb = 0.121 ± 0.017 (stat.) ± 0.006 (sys.), (6.17)
which is in agreement with measurements from other LEP experiments [69,70].
To obtain a value of Xs> a maximum likelihood fit to the data including the results obtained for 
Xi has been performed using the relation Xb — f tX d + fsX» The relative fractions of and B, 
mesons is inferred from the relative production rate of kaons and pions. Measurements at LEP 
[72] and at lower energy e+e~ colliders [73,74] correspond to a strange quark suppression factor, 
relative to d quarks, of ys = f s/fa = 0.3. We assume that the baryon fraction is f s  =  0.08, and 
that fu =  fi- We therefore take / d = 0.40 and f s =  0.12. The physical constraint, 0 < Xd>Xs <  0.5, 
was not imposed in the fit which yields Xs =  0-46 ±0.21, consistent with maximal mixing in the 
B°-Bs system. Imposing the physical constraint 0 < Xd,Xs < 0.5 gives the one dimensional limit at 
the 90% confidence level of > 0.16.
The value of x% is sensitive to the relative production fractions of different b hadrons. The 
dependence of Xs on ys is shown in fig. 6.6, up to the SU(3) flavor symmetry limit ys = 1. The 
lcr errors include a 50% uncertainty on the value of fs . The effect of the uncertainty is a factor 
5 smaller than the statistical errors. The value of Xs is consistent with maximal mixing for any 
reasonable choice of the production fractions.
6.3. Weak neutral current interactions o fb  quarks
6.3.1. Measurement o f the forward-backward charge asymmetry 
The forward-backward asymmetry of quark pairs, Aqq, produced in the e+e~ -+ Z -> qq process is
sensitive to the electroweak mixing angle, sin20w (see chapter 8). The forward-backward asymmetry
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Fig. 6.5. The minimum p t and p/ for like sign (a and b) and opposite sign (c and d) dilepton events compared to the 
Monte Carlo expectations with no mixing. The excess of data events in (a) and (b), and the shortage of events in (c) and 
(d) shows the qualitative effect of mixing.
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Fig. 6 .6 . as a function of ys = / s / /¿. The one a  errors include a 50% uncertainty on the value of /g, the fraction of b 
baryons produced.
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Table 6.5
Monte Carlo estimates of the fraction of each process in the data sample. Also shown is the
expected asymmetry for each process.






GeV pt > 1 GeV Pt > 0 GeV pt >  1 GeV dependence
(1) b -► £ 36.5 70.5 67.6 79.8 ^b6
(2 ) b c £ 10.8 6.6 6 .6 4.3 ~^bb
(3) b —* t *•**+ Z 1.8 1.8 2.5 2 .0 b^b
(4) b —► c —y i 1.3 0.6 0.7 0.4 ^b6
(5) c -»■ t 16.1 6.3 4.3 2.5 ~  ^ c c
(6 ) background 33.5 14.0 18.3 11.1 b^ack
for the process e+e~ —► qq is defined analogously to the leptonic asymmetries (see section 5.2.2):
= (<7f “  (aF + ° b) (6.18)
where Op and ffg are the cross sections in the forward and backward hemispheres with respect to 
the electron beam. The resulting angular distribution of the quark is
dff/dcos0 «  I (1 + COS20) + Aqq cos 6, (6.19)
where 8 is the polar angle of the quark with respect to the electron beam.
We use electrons and muons from the semileptonic decay of b or c quarks to select events coming 
from Z -* bb and Z -* cc. The c quark, with its lower mass and softer fragmentation, produces 
leptons with lower p and p t than those from b quarks, but nevertheless still higher than those of 
leptons from the decays of the lighter quarks. As the charge of the lepton is correlated with the 
charge of the quark, we can use events containing these inclusive leptons to measure Abb and Acc- 
We use the thrust axis of the event to give the direction of the quark and we tag its charge with the 
lepton charge. The thrust axis is oriented towards the hemisphere containing the negatively charged 
lepton (or opposite the positively charged lepton). With this convention, the thrust axis points in 
the direction of the b quark for b6 events and in the direction of the c for cc events.
Due to mixing in the B°-B° system, the observed b quark asymmetry, y4g|-s, is smaller than the 
actual asymmetry by a factor (1 -  2x b )- As there is no observable mixing among charm mesons, 
Ad  is measured directly.
Monte Carlo events with leptons are classified into six categories: prompt b —► I,  the cascades 
b —>c—>^ , b —> t — and b —+ c + c + s where c —► I, prompt c —> £, and background. For brevity, 
we have omitted the neutrinos and other decay products in this notation. Table 6.5 shows the 
results of Monte Carlo studies giving the fraction of each source of leptons and background for 
data samples with no cut on transverse momentum and also with a cut at 1 GeV.
As can be seen from table 6.5, the data at high pt for both electrons and muons are dominated 
by events containing b quarks. At low p t the muon sample has a relatively large contribution from 
c quarks. The requirements of the electron selection result in a reduced efficiency for low p t events, 
and hence for c quark events.
To check the quality of the data, we first investigate the angular distribution for high p t (> 1 GeV) 
events. In this way, we can make a direct measurement of yig{js. The data are corrected for angular 
acceptance, and the non-b quark background is subtracted. The resulting angular distribution for 
electron and muon events is shown in fig. 6.7. A fit is made to the form
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Fig. 6.7. The angular distribution of the thrust axis for 
events containing high pt leptons. The direction of the 
thrust axis has been described in the text. The points are 
the data, and the solid line is the result of the fit.
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Fig. 6 .8 . The energy dependence of compared to the 
Standard Model expectation with sin20w = 0.2336.
( 6.20 )
The result is 0.062±0.013 with ^ 2/dof = 26/19. This method, however, has the disadvantage
that the p  and p t of the lepton are not used, thus reducing sensitivity. In addition, it is best suited 
to situations where the background is small, and it therefore unsuitable for a measurement of Ace.
To use the full statistics and to improve the sensitivity, we measure Abg and 4^Cc using an 
unbinned maximum likelihood fit in the p  versus pt plane. The fitting procedure has been described 
in detail in refs. [75,76]. The probability for a data event to come from the various sources listed 
in table 6.4 is determined from the number and type of Monte Carlo events found in a rectangular 
box centered on the (p , p t ) values of the data event. The weights for the likelihood function are 
determined by the expected angular distribution given the polar angle of the thrust axis of the data 
event, and the asymmetry of the possible sources of the event. For sources (1), (3) and (4), the 
asymmetry is v4bg, while for source (2 ) it is - A ^ ,  as the charge of the lepton from the cascade has 
the opposite sign to the b quark. For source (5), it is - A c as the thrust axis points in the direction 
of the c quark. In the case of dilepton events, the average asymmetries of the two leptons are used.
From a sample of Z t + t _  events we have estimated the charge confusion to be (0.2 ± 0.2)% 
for muons and (0.8 ± 0.3)% for electrons. We correct for the effects of the charge confusion, and 
account for its uncertainty in the systematic error.
The result of the fit for Abg and using both inclusive muons and electrons and all center of 
mass energies is = 0.066 ± 0.011 and Acc = 0.083 ± 0.038. As the fraction of c->e events is 
small, the Aca measurement is determined almost completely by the inclusive muon events. The 
correlation coefficient between ^ ¡-s and Acc is 20%. Separate fits for Abg using the muon and
electron data yield = 0.074 ± 0.014 for muons, and 0.053 ±0.019 for electrons. We have 
estimated the systematic error by changing the parameters by their uncertainties. The sources of 
the systematic error are summarized in table 6.6.
Our final result for A cg is
Acs =  0.083 ±0.038 (stat.) ±0.027 (sys.). (6.21)
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Table 6.6
Systematic errors in the A ^ s and Aci measurements.
Contribution Variation Av4Cc
b - + 1 branching ratio ±0.006 0.0006 0.002
c —► I branching ratio ± 0.012 0.0013 0.013
b^b ±10 MeV 0.0003 0.001
rcc ±10  MeV 0.0002 0.002
background fraction ±0.15 0.0006 0,003
background asymmetry ±0.015 0.0006 0.020
charge correlation for b quark background ±0.15 0.0004 0,001
b quark fragmentation parameter ±0.006 0,0002 0,002
c quark fragmentation parameter ec ± 0.200 0.0006 0.004
smearing the lepton momentum Ap/p 5% 0.0001 0.001
smearing the angle between the lepton and nearest jet 0- 1° 0.0010 0.004
uncertainty in the charge confusion correction ±0.0015 0.0002 0.001
Monte Carlo statistics 0.0035 0.009
total 0.004 0,027
Due to mixing in the B°-B° system, the observed bb asymmetry is = Ab§( 1 ~ 2 x b ).  Correcting 
v4ggs using our measured value Xb = 0.121 ±  0.017 (stat.) ±0.006 (sys.), we obtain
Abg = 0.086±0.015 (stat.) ±0.007 (sys.). (6.22)
As the asymmetry is predicted to depend on the center of mass energy, we have also divided our 
data into energies below, on, and above the Z resonance. The results for Abb are shown in table 6.7 
and fig. 6.8. Because of limited statistics, we have not subdivided the data sample for Acc.
Figure 6.8 shows the measured energy dependence of Abb in comparison with the Standard Model 
expectation with sin20w = 0.2336, as determined from these asymmetry values (see section 8.7.1). 
The Standard Model prediction for Acg is 0.056, in good agreement with our measurement.
As can be seen in fig. 6.8, the asymmetry predicted by the Standard Model is not linear as a 
function of energy, but rather flattens out above the Z peak due to initial state radiation. We have 
used ZFITTER to take this effect into account, and to recalculate the effective average center of 
mass energy for our complete data sample. As most of our data was taken on the Z peak, and as 
the effect is small, the effective average is the same as the luminosity weighted average of 91.24 
GeV.
Table 6.7
for different center of mass energies. Note 
that the systematic error of 0.007 is common to
all energies.




0.025 ±0.051 ±0.007 
0.097 ±0.017 ±0.007 
0.062 ±  0.042 ±  0.007
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6.4. Determination o f  the Z partial width, 77r
This analysis is based on approximately 115 000 hadronic Z decays recorded in the 1990 running
* ^  r  a  lperiod [50].
In the determination of g, w 
parameter. We obtain
rbg = 394±9 MeV(p +  X), 




for inclusive muons and electrons, respectively. The errors are statistical only. We estimate the 
systematic error using the procedure described in section 6.2.2. From these studies we assign 
systematic errors of A/^g = 1 9  MeV from the uncertainty in the branching ratios, Br(b -* I v X )  
and Br(c -> t v X ) ,  and A/J,g = 11 MeV for muons and Ai^g = 15 MeV for electrons from all other 
sources. If we perform a combined fit using the electron and muon samples, we obtain:
Thg = 385 ± 7 (stat.) ±11  (sys.) ±  19(Br) MeV. (6.25)
The third error gives the uncertainty from the semileptonic branching ratios. We have used the 
Br(b —► ¿ v X )  given by eq. (6.7). Combining all errors in quadrature we obtain
r bg = 385 ± 23 MeV, 
in good agreement with the Standard Model prediction of 378 ± 3 MeV
(6.26)
6.5. Production o f  J mesons
The J particle is expected to be dominantly produced in Z decays via the process
(6.27)
The decay proceeds mainly through a color-suppressed spectator diagram, in which the c and c 
have to match in color. However, the magnitude of this color suppression can be reduced by QCD 
effects, which leads to a considerable change in the inclusive branching ratio. The branching ratio 
is estimated to be in the range 0.5 to 3.0% [77].
The J momentum in b hadron decays is strongly correlated with the parent particle momentum, 
which is sensitive to the fragmentation of the b quark. This allows us to determine the b quark 
fragmentation parameter using the measured J momentum distribution.
In addition to process 6.27, at LEP energies, the J particle can originate from gluon jets
e+e~ —► Z -► qqg; g —► J + X. (6.28)
This process gives information on the interplay between the perturbative and non-perturbative 
effects of QCD. In addition it would be the most important process for the production of heavier 
vector mesons. Since again the c and c have to match in color, the process is suppressed. Theoretical 
estimates for the production cross section are uncertain by at least a factor of two [78,79]. The 
production of J particles via other processes, in particular by exclusive Z decays is predicted to be 
very small [80] and can be neglected.
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6.5.1. Signatures of J mesons
J mesons are identified by their decays into a charged lepton pair J —> i +è~ (I =  e,/i). In 
the laboratory system, the J mesons often decay into one high momentum lepton and one low 
momentum lepton. We therefore select muons and electrons with a momentum larger than 2 GeV, 
rather than the usual 3 or 4 GeV criterion that we impose for the other analyses described in this 
chapter, and place less stringent cuts on the shower shape for one of the electrons. We require the 
opening angle between two oppositely charged lepton candidates to be smaller than 90°.
Lepton pairs that pass the above cuts can also arise from several background sources. The 
dominant source is the semileptonic decay of a b hadron to a c hadron, followed by the semileptonic 
decay of the c hadron. The background processes tend to give lepton-pair masses well below that 
of the J.
6.5.2. Determination of Br(Z -* J  + X)
The acceptance for J —> n +¡x" is mainly determined by the angular coverage of the muon 
chambers and the absorption of low momentum muons in the calorimeter and is calculated to be 
0.28 ± 0.01 (stat.). The acceptance for J -+ e+e-  is determined by the angular coverage of the 
barrel electromagnetic calorimeter and the isolation requirements imposed by the electron selection 
criteria and is calculated to be 0.15 ± 0.01 (stat.). In both cases the production mechanism for the 
J is assumed to be via b quark decay.
Inefficiencies in the TEC, electromagnetic calorimeter and muon chambers are calculated using 
the data. Taking into account the correlations between the two leptons, the efficiency for finding the 
two muons is = 0.92 ± 0.02 (stat.) and for the two electrons is ee+e- = 0.82 ±  0.02 (stat.).
J mesons can also result from the cascade decay of y/' mesons and the radiative decay of Xc 
mesons produced in b hadron decay [81]. From a Monte Carlo simulation, the effect of the cascade 
decays on the acceptance and the J momentum spectrum is negligible.
The measured invariant mass distributions of the i +t~  pairs are shown in fig. 6.9. We fit the 
invariant mass distribution in the mass region 2.0 < m^+i- < 4.0 GeV with a Gaussian for the signal 
and a polynomial for the background. The width of the Gaussian and the shape of the background 
are determined using Monte Carlo events. We use a width of 110 MeV for the n + n~ channel and 
100 MeV for the e+e-  channel. As can be seen from the figure the shape of the background is well 
reproduced by the simulation. Its normalization is left free in the fit, but differs from the absolute 
prediction by less than 10%. We find 43 ± 8 J —»n +/i~ candidates and 15 ± 5 J —► e+e-  candidates 
over backgrounds of 15 and 5 events, respectively.
The branching ratio Br(Z -+ J + X) is calculated as follows: 
Br(Z-* J + X) = NlFhMA 1
Nh r z  Br(J -* £+ i ~ ) (6.29)
where Nj and are the corrected number of the J signal events and the total number of hadronic 
Z decays, respectively, ƒ],a<i and Fz are taken from the L3 measurements (see section 8.6). We use 
the measurement of Br(J —> l +t ~ )  = 0.0590 ± 0.0015 (stat.) ±  0.0019 (sys.) from the MARK III 
experiment [82] and determine
Br(Z -*■ J + X) = (4.5 ± 0.8 (stat.) ± 0.4 (sys.)) x 10~3 where J —► fi+n~,  (6.30)
Br(Z -* J + X) = (3.5 ± 1.2 (stat.) ± 0.4 (sys.)) x 10-3 where J -+ e+e~ (6.31)
The systematic error on the selection efficiencies is estimated by varying the cuts, in particular the
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background contributions are also shown.
momentum cut which is varied from 2 to 4 GeV. We also apply extra kinematic cuts, especially for 
the case when the two leptons are in different jets.
Combining the two measurements and taking into account the common systematic errors, we 
obtain an average branching ratio
Br(Z —> J + X) = (4.1 ±0.7 (stat.) ±0.3 (sys.)) x 10-3. (6.32)
We can set an upper limit on Br(Z —> qqg; g —> J + X ) by analyzing the distribution of the angle 
between the J momentum and the most energetic jet in the event. The J mesons from b hadron 
decays tend to be inside the most energetic jet, while those from gluon jets are well separated. We 
generate events from the process Z -» qqg; g —► J+X ; J —> i +£~ using the CORFUJ Monte Carlo 
[83]. The acceptance is determined to be 0.20±0.01 for J -> fi+ fi~ and 0.12±0.01 for J —> e+e” , 
including all detector efficiencies. The fraction of J mesons coming from gluon jets is determined 
to be:
f t 0.03+QQg (stat.) ± 0.02 (sys.).
I M .
(6.33)
The systematic error comes from the uncertainty in the background contribution. Constraining 
0 < f 6, we set an upper limit of
Br(Z -» qqg; g'-> J + X) < 7.0 x 10"4
at 90% confidence level, which is close to the upper theoretical estimate.
As f s is small, we can determine the branching ratio Br(b —► J + X) using the relationship
(6.34)
B r(b -> J + X) = - i L - .  (1 _ ƒ  ).B r(Z ->  J + X).
1  ' •‘ bB
(6.35)
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Using our measurements of 7z and /[,bi we find
Br(b —> J + X) = (1.3 ±0.2 (stat.)±0.2 (sys.)) x 10"2. (6.36)
This branching ratio may be compared with (1.12±0.20) x 10~2 obtained by experiments at CESR 
and DORIS [84] for Bu and Bd mesons. Taking into account the different values for Br(J —► l +i ~ )  
used in the calculations, the ratio of the two branching ratios is 1.00 ± 0.24. It should be noted that 
in addition to the Bu and Bd mesons, also Bs and Bc mesons and b baryons are produced at LEP.
6.5.3. Measurement o f  the b quark fragmentation using J  events 
Given that the J mesons are produced predominantly in the decay of b hadrons, the measured 
J momentum is sensitive to the fragmentation of the b quark. We can use the J momentum 
distribution to determine that of the b quark.
The momentum distributions for the J meson candidates from the n +fi~ and e+e-  channels in 
the mass region 2.8 < m ^ i-  < 3.4 GeV are shown in fig. 6.10. The fraction of the events that are 
from b —► J + X is about 75%. The background is dominated by events with one prompt lepton 
and one from a cascade decay. We perform a binned maximum likelihood fit to the distributions, 
to extract the Peterson fragmentation parameter, eb. In the fit, the J momentum distribution 
and the one due to the cascade decay of the b hadron are weighted as a function of xE by 
varying the parameter eb, assuming that the x E distribution can be approximated by the Peterson 
function f ( x E), as described in section 6.2.1. The systematic error is estimated by varying the 
background fractionsand selection criteria and includes the uncertainty in the fraction of events 
coming from gluons. We also used the EURODEC [85] package to simulate the weak decay of 
the b hadron produced by the JETSET program. The differences in the treatment of the b hadron 
decay contributes ±0.006 to the systematic error on fib.
We perform a combined fit using the inclusive e+e-  and n + fi~ events and obtain
e„ = 0.044+QQ2g (stat.) +00“ 9 (sys.), (6.37)
which corresponds to the average energy fraction of b hadrons
(xE) = 0.70±0.03 (stat).io.oi2 (sys.). (6.38)
This result is in good agreement with the value determined in section 6.2.1.
7. Production and decay of tau leptons
In a previous chapter we have analyzed, for r leptons produced from Z decay, the total cross- 
section and the forward-backward charge asymmetry (see section 5.3). Both these measurements 
reflect on the electroweak neutral current couplings of x leptons. In this chapter we will first continue 
our study of these neutral current couplings by a determination of the polarization with which the 
r  leptons are produced in Z decay (section 7.1). Subsequently, we will use the same sample to 
study the decay properties of x leptons, thus determining their coupling to the weak charged current 
(section 7.2 ).
7.1. x polarization in Z  decay
Even for unpolarized e+e-  beams, the polarization of final state fermions f and f in the 
reaction e+e-  —> Z —> ff is sensitive to the parity-violating components of the weak neutral current
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interaction. The average polarization Vf
V f =  (a ( h =  + l ) - < r ( h  = - l ) ) / ( a ( A  = + 1 )  + a(h  = - 1 ) )  (7.1)
is the asymmetry in the production of positive helicity {h = + 1) and negative helicity (h =  — 1) 
fermions. For a weak neutral current containing only vector (V)  and axial-vector (A) couplings, 
helicity conservation in the massless limit requires that the initial state e+e-  and the final state ff 
can only involve fermions of opposite helicity. This implies that Vf =  —V\.
In the improved Born approximation, the polarization on the peak of the Z resonance, averaged 
over all production angles, is given by [86]
V{ = - 2 g v gA/ { g v  +  Sa ) (7.2)
where gv  and £a are, respectively, the effective vector and axial-vector coupling constants of 
fermion flavor f  to the weak neutral current. Vi is thus sensitive to the neutral current coupling 
constants of the final state fermion and independent of those of the initial state electron. In the 
standard electroweak theory [6]
Ve a  -2 (1  -4 s in 20w) (7.3)
for i  =  [i, t , showing the large sensitivity of Ve to the effective weak mixing angle sin20w for 
leptonic final states. The measurement of Ve allows the determination of the relative sign of gv 
and gA, information not otherwise accessible from observables with unpolarized e+e~ beams.
In the case of x lepton production, Vr can be deduced from an analysis of the kinematics of 
the r decay products. The ( V  -  A ) helicity structure of the weak charged current decay leads to 
characteristic differences in the angular distributions in the t  rest frame, or equivalently, in the 
laboratory frame, to differences between the energy distributions from r leptons of opposite helicity. 
However, it is impossible to distinguish the effects of Vx from those of deviations from the (V — A)  
structure of the weak charged current. In the remainder of this chapter, we will assume that no 
such deviations exist, in agreement with data on the helicity structure of x decay [87].
For three-body decays (r -+ evis, ¡jlvv), the dependence of the charged lepton energy Et on Vt 
as a function of X( = Eg/Er ~  Ee /E heam is given by
N ~ l d N / d x e =  $ [ ( 5 - 9  x j  + Ax}) +7M 1 - 9 x *2 + 8x£3)]. (7.4)
For two-body decays (r —> hadron v) ,  the energy of the hadron Eh as a function of Xh = E^/Ex ~ 
-Eh/jEbeam depends to lowest order linearly on Vx
N  1 dN/cbCh = 1 +  'PiO‘h(2x\i — 1 ), (7.5)
where a h is a constant depending on the hadron type h. For the case of x -* nv, a  ~  1. For t  -> p v ,
or aii/,
a h = (m2 -  2 m l ) / { m ]  +  2m h , (7.6)
where mh is the mass of the p  or aj. In the latter case, the sensitivity to Vx can be enhanced by 
further analyzing the decays of the final state spin-1 particles [88].
7.1.1. Event selection and particle identification 
We employ a selection procedure [89] which is relatively independent of the visible energy of 
the t  decay products, in order to minimize potential biases in rejecting backgrounds. We apply
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independent selection criteria in each hemisphere of the event. The hemispheres are separated by 
a plane perpendicular to the thrust axis. The thrust axis is calculated using the calorimetric energy
only. We then proceed as follows:
First a sample of low multiplicity, back-to-back events are preselected, which consist mainly 
of Z decays to leptons. This preselection is designed to suppress hadronic Z decays, two-photon 
interactions and other backgrounds. After the preselection, the sample contains 34203 events which 
include more than 98% of all leptonic Z decays inside the fiducial volume defined by | cos0| < 0.7 
and a background of 5% mainly from Z -► qq (y) and two-photon interactions. For the x channels 
described below, each hemisphere with exactly one or three tracks and associated Z-chamber hits 
is considered for selection.
The final state of the t  decay in each hemisphere of the event is then identified as e, n, tt/K, p 
or aj:
The electron identification uses matching between trajectories measured in the central tracking 
chamber and energy deposits in the electromagnetic calorimeter as well as the shower shape in 
the calorimeters. Events containing two electrons are rejected. The sample of identified electrons 
contains 80.5% of all x -> e v v  decays inside the fiducial region. The background contributions are 
2.9% from other r decays, 4.1% from Z —> e+e~, 0.3% from Z -*■ p +n~ and 0.3% from two-photon 
interactions.
Muons are identified using tracks measured in the muon chambers, tracking the energy deposition 
of particles in the calorimeters and comparing to the trajectory measured in the TEC. Events 
containing two muons are rejected. The sample of identified muons contains 74.5% of all t  —► ¡xvv 
decays inside the fiducial region. The background contributions are 1.4% from other x decays and 
2.5% from Z -+
n /K  and p  hadron candidates are first preselected by requiring that there be only one track, not 
identified as a muon or electron. 82% and 88% of all x —> nv  and p v  respectively are thus selected 
in the fiducial volume for further analysis. To facilitate good separation between these channels, we 
use a method for finding neutral clusters in the BGO which emphasizes finding 7t° showers merged 
with 7i± showers. The two one-prong channels are then separated by either rejecting or requiring 
additional showers compatible with the characteristics of a single n°. The selection efficiency of the 
n /K  selection in the fiducial volume is 63% for 1991 (fig. 7.1) and 27% in 1990. The estimated 
background is 12.5%, 2.5% and 0.5% from other x decays, Z fi+ fi~(y)  and two-photon events 
respectively.
Figure 7.2a shows the invariant mass of the n± n° for selected p  candidates. A fit to the distribution 
yields a mass of 772 ± 7 (stat.) ± 20 (sys.) MeV and a width of 163 ± 11 (stat.) ± 9 (sys.) MeV, 
consistent with the current world average [49]. The selection efficiency is 64.5% in the fiducial 
volume. The background is 17% from other t  decays and 1% from other sources.
The pion energies En± and Eno and 3-momenta p n± and p „o are related to the decay angles 6*, 
the angle in the x rest frame between the p ± and the x line of flight, and i//*, the angle in the p ± 
rest frame between the n± and p ± line of flight, by [881
2 , „.,2
COS0
4mj Eno + EK± _ mj  +  m * 
m\ -  m2 yfs m} -  m l’ (7.7)
cos y/* Wlp En0
mi  -  4ml  + P h°
(7.8)
Figures 7.2b and 7.2c respectively show the efficiency for x~ p~ut events as a function of cos 6* 
and cos w*.
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Fig. 7.2. (a) The invariant mass of the for selected 
x~ —* p ~ v x candidates compared with Monte Carlo predic­
tion. (b) The efficiency for x~ —► p ~ v x decays as a function 
of cos#* for 1991 data, c) The efficiency of x~ -* p ~ v z 
decays as a function of cos \j/’ for 1991 data. The fall-off 
near cos i//* = 1 corresponds to the kinematic region where 
the carries most of the p ~  energy and whose showers 
in the BGO calorimeter are merged with those of the it0.
The t  decay into three charged pions, known to be dominated by the ai resonance subsequently 
decaying into pQn~, is identified by requiring three tracks in one hemisphere. Backgrounds from 
two-photon events are suppressed by a cut on the acolinearity of the event and from qq events by 
requiring that the invariant mass of the three tracks is less than that of the r. The dominant residual 
background, due to x~ —► n ~ n +7t~(nn°)ux, is removed by requiring that the energy deposition in 
the electromagnetic calorimeter be consistent with that expected for three charged pions. Requiring 
that at least one of the n + n~ combinations has an invariant mass larger than 0.5 GeV further 
suppresses the background from events contaminated by n°s.
A fit is performed to combine the total calorimetric energy with the total momentum measured 
with the TEC to give the best estimate of the n± momenta. The momenta are then used to 
determine the quantities cos 6, the cosine of angle between the momentum of the three n± system 
and the t  direction of flight as determined in the rest frame of the t , and cos y ,  the angle between 
the normal to the plane spanned by the three in their rest frame and the momentum of the 
three system. Since the normal to the plane is determined only up to a sign, only the absolute 
value of cos y/ is physically significant. Estimates c$ (cv ) of cos# (| cosy/\) are determined from 
the measured 7r±’s momenta using analytic approximations [90]
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Fig. 7.4. The spectrum of r -  —> e~ï7çVT decays as a function 
of xe =  £ e/^ beam« Also shown is the contribution from 
each helicity including backgrounds for that helicity. The 
hatched histogram shows the total background.
8m 2[p! • (P2*Pi)\/\Pl+P2 +  Pz\
X { x , y , z )  =  x 2 +  y 2 +  z 2 -  2xy  — 2y z  — 2zx
where p ( is the three momentum of i, m y  is the invariant mass of ^ ±’s i and j ,  and m  is the 
invariant mass of the three n± system. Events whose measured momenta are inconsistent with ai 
decay kinematics are rejected.
The efficiency of the ai selection is 37% in the fiducial volume. The estimated background is 
11% mainly from other x decays with additional n°. The invariant mass distribution of selected 
candidates in shown in fig. 7.3. The fit mass [91] is 1.186 ± 0.060 GeV, consistent with the world 
average [49].
The efficiencies for selection, particle identification and the estimates for the background con­
tamination are determined using Monte Carlo simulations of the decays Z -* x+t~ (y), e+e~(y),
and hadrons as well as of the reactions e+e_ —► e+e_e+e~ and e+e~/i+/i" reactions
[86],
7.1.2. Measurement o f Vt
For each r decay channel, Vi is measured by obtaining the linear combination of the h =  +1 
and h — -1  Monte Carlo distributions which best fits the data. For t~ -+ t ~ v t vx, p t V^Vt; and
the energy distribution of the charged particle is used and the overall normalization 
and polarization are left as free parameters in a binned maximum likelihood fit. For x~ —*• p ~ v t 
and af ur, multidimensional distributions are used as described below. For each decay mode, the 
polarization of the background from other x decays is varied simultaneously with the polarization for 
the decay mode being fit. The statistical error in each channel is verified by direct calculation from
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Table 7.1
Summary of systematic errors for all channels.





t ~ v ^ v T 0.027 0 .0 2 0 0 .020 0 .020 0.046
p rv ^ v x 0 .0 2 0 0 .0 2 0 0 .020 0 .0 1 0 0.046
7C ~(K _' ) z/t 0.017 0.009 0.013 0.005 0.021
P~VT 0.013 0.005 0 .020 negligible 0,016
a l 0.045 0 .0 1 0 0.033 negligible 0.073
the functional form of the decay distributions after including the kinematics, efficiency corrections 
and detector resolution. The statistical errors due to limited Monte Carlo statistics are included in 
the calculation of the systematic errors. A breakdown of systematic errors for each channel is given 
in table 7.1 and the result for each channel is given in table 7.2.
The decay channel x~ —► e~ vev T. The sum of the energies in the three most energetic BGO clusters 
in the hemisphere, assuming they originated from electrons and y’s, is used to estimate the energy 
of electron candidates.
Background from Z —> e+e_ (y) is determined by selecting dielectron events which pass all the 
t -  —► e- Fevx cuts except the cuts which reject events with identified high energy electrons in each 
hemisphere. A three parameter fit to the data and all backgrounds is first performed in the range 
0.0 < Ebgo/-Ebeam <1.1 with the normalization of dielectron background as a free parameter. The 
dielectron background is then fixed to the fit value and a two parameter fit is performed in the 
range 0.0 < £bgo/■E'beam < 0.95 to determine the polarization and overall normalization. The small 
background from two-photon events is estimated by Monte Carlo.
The systematic error from Z —> e+e_ (y) background subtraction is estimated by varying its 
normalization by the statistical error extracted from the three parameter fit. The systematic errors 
from variations in the background from other t  decays are small. The accuracy of the BGO energy 
scale is known within 2% at 1 GeV by a study of test beam data and e+e_ -> e+e- e+e" events 
and within 0.3% at 45 GeV from Z -*■ e+e~ (y) events.
The result for t~ —> &~v&vx is Vx =  -0.127 ± 0.097 (stat.) ± 0.062 (sys.). The electron energy 
spectrum together with the best fit Monte Carlo spectrum are shown in fig. 7.4.
The decay channel t~  -*■ The momentum measured in the muon chambers is combined
with the most probable energy loss in the calorimeters to estimate the energy of muon candidates. A
Table 7.2
Summary for Vx and errors for all channels.
Channel Vx Stat. error Syst. error
e“ -0.127 0.097 0.062
V ‘ VyVx - 0 .020 0.101 0.055
7t~■(K-)vt —0.148 0.046 0.033
P~• Vx —0.152 0.035 0.029
ai 0.105 0.164 0.093






Fig. 7.5. The spectrum of t~ —► decays as a func­
tion of X// = Eft/ -Sbeam • Also shown is the contribution 
from each helicity including backgrounds for that helicity. 
The hatched histogram shows the total background.










h = + 1
0.25 0.75
V E-beam
Fig. 7.6. The spectrum of t ”  7r“ (K~)z/T decays as a 
function of x n =  ^  / b^eam ■ Als0 shown is the contribution 
from each helicity including backgrounds for that helicity. 
The hatched histogram shows the total background.
three parameter fit is first performed in the range 0.05 < / Z?beam <1.1 with the normalization of 
the Z —► n +M~(v) background as an additional parameter. The background normalization is then 
fixed to the fitted value and a two parameter fit performed in the range 0.05 < E ^ /E ^ m <  0.95. 
All other backgrounds are estimated by Monte Carlo.
The systematic error from the Z -+ (y ) background is estimated by varying its normalization 
by the statistical error extracted from the three parameter fit. The systematic errors from variations 
in the background from other x decays are small. The accuracy of the muon momentum scale 
is estimated to be 0.2% at 45 GeV. At lower momenta, the absolute muon momentum scale is 
dominated by the muon energy loss in the calorimeters which is known to within 100 MeV. The 
ratio of the number of muons which have hits in three of the muon chambers to the number which 
have hits in two chambers was checked to ensure that the energy dependence of the efficiency is 
well understood and the polarization bias from this source is negligible.
The result for t~  —> irv^ v^  is Vx — -0.020 ± 0.101 ±  0.055. The muon momentum spectrum 
together with the best fit Monte Carlo spectrum are shown in fig. 7.5.
The decay channel x~ -> n~ ( K~) v x. The energies deposited in the calorimeters are used to 
estimate the energy of the IVe using the test beam calibration. This energy is combined with the 
momentum in the TEC to measure the most likely value of the energy assuming the presence of a 
single n^1.
The absolute energy scales of the BGO and hadron calorimeters are known within 2% each from 
the comparison of data and Monte Carlo energy spectra normalized to the TEC momentum for 
x~ -* 7i~(K~)vT. The p ± invariant mass from x~ —► p ~ v x also shows that the shift in energy scale 
is less than 2% in each of the two calorimeters. The accuracy of the momentum scale in the TEC 
for momenta below 10 GeV is determined to be 2% by a study of the invariant mass of K | -+ n + n~ 
in Z —» hadrons events and from a comparison of the momenta measured in the TEC and the
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muon chambers in x~ —► /j.~vmi/x decays. The systematic error due to possible differences in the 
data and Monte Carlo n± energy resolution is estimated by a comparison of the resolution derived 
independently from test beam data and Monte Carlo simulation. From this study, the n± energy 
resolution is parameterized as Ge / E  =  (55 ± 5) % / ^ / E ( GeV) + (8 ± 1)% and the uncertainty in 
the energy resolution is included in the systematic error.
The systematic uncertainty due to the background to t -  —> n~ (K-  ) vx is determined by varying the 
fraction of x~ —+ p ~ v x, x~ —> K*± vT and Z —» ¡i+p ~ ( y )  decays by 10%, 20% and 30% respectively, 
accounting for statistical and systematic uncertainties in the estimation of these backgrounds in the 
Monte Carlo.
The result for x~ —> n ~ ( K ~ ) v t  is VT = —0.148±0.046±0.033. The energy spectrum together 
with the best fit Monte Carlo spectrum are shown in fig. 7.6.
The decay channel x~ -> p ~ v x. Vx is determined from a two dimensional fit of cos 6* and cos y/* 
[88]. To take advantage of the variation of the sensitivity of Vx as a function of the p± invariant 
mass, the sample is divided into nine 100 MeV mass intervals from 0.35 GeV to 1.25 GeV and 
fitted separately in each interval.
Vx is obtained by maximizing the likelihood function in a 20 x 20 matrix in the parameter space 
of cos 6* and cos y>* taking into account statistical errors in both the data and the Monte Carlo 
distributions. Owing to the large number of bins, we derive the probability for finding n data events 
in a bin given n' Monte Carlo events in the same bin for a Monte Carlo sample six times larger 
than the data sample assuming both the data and Monte Carlo follow a Poisson distribution. This 
probability is then used in a binned likelihood fit to determine Vx.
Systematic errors due to the accuracy of the charged pion energy scale and due to background 
uncertainties are estimated using a procedure analogous to that used for the x~ —* n~(K.~)vx 
channel. In addition, the estimated accuracy of 1% in the energy scale of the 11° is taken into 
account. The systematic error from uncertainties in the shower profile is estimated by a 
comparison of the opening angle between the n± and the it0 in the data and in the Monte Carlo 
as a function of the difference in their energies in the BGO calorimeter. The bias of the central 
value of the fit due to limited Monte Carlo statistics is studied by fitting the data and Monte Carlo 
distributions to analytical formulae [90] and found to be negligible.
The fit yields Tx =  —0.152 ± 0.035 ± 0.029. Distributions of cos yj* together with the best fit 
Monte Carlo distributions are shown in fig. 7.7 for four different ranges in cos#*.
As a cross check, a method using a neural network technique is applied to select the decays 
x~ -+ p ~ vx [92] with an efficiency of 54% in the fiducial volume. Since the selection is based on 
global energy/cluster distributions which cannot distinguish n± and n° in the BGO calorimeter, 
we can only measure the total energy of the p ± (Ep ) and the momentum of the n± (Pn±)- 
The energy of the n° is then Eno — E p -  Pn±. Using a binned maximum likelihood fit to a two 
dimensional distribution of cos 6* and cos y/* with 20 bins of each variable, we obtain a polarization 
of Pr =  -0.129 ± 0.050 ± 0.050 which is consistent with the result above.
The decay channel x~ -+  a .Jux. The polarization in the x~ —► d ^ v x channel is determined by a two 
dimensional fit with 20 bins in c$ and 10 bins in c¥ . In a manner similar to that used for the p± 
channel, a fit is performed taking care to account for the effects of limited Monte Carlo statistics 
in the likelihood function. The fit, performed for 473 decays with a three n± invariant mass less 
than 1.6 GeV, yields a result of Px = 0.105 ± 0.164 ± 0.093.
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Fig. 7.7. The spectra of t~ —► p~ u t  decays as a function of cos y/* for four ranges of cosò* (see text for definitions). Also 
shown is the contribution from each helicity including backgrounds for that helicity. The hatched histogram shows the total 
background.
■Summary. The final results for each decay channel are summarized in table 7.2. The weighted 
mean of all five decay modes is
T>t = -0.132 ± 0.026 (stat.) ±  0.021 (sys.). (7.9)
In calculating the average, statistical correlations in events where both hemispheres are used, as 
well as systematic correlations in the energy calibration of n ^ s  in the n~ (K r)uXi p~vx and ajfi/T 
channels are taken into account. All other systematic errors are assumed to be uncorrelated and are 
added in quadrature.
Our measurement of T r implies that parity is violated in the neutral current process Z -*• t +t~  (y ), 
as has been previously found in other neutral current processes [93,94].
The above value for Vr will be used in section 8.7 to extract the effective couplings of the t  
lepton to the weak neutral current and to determine the effective weak mixing angle.
7.2. x decay properties
In this section we use the x sample to measure the leptonic branching ratios of the x decay and 
the x lifetime. These two measurements are particularly interesting since they allow to measure the 
leptonic width of r decay. The Standard Model predicts this width to have a simple relation to the 
muon decay width, since the matrix elements are the same and all leptons couple to the W boson 
with the same coupling constant. It thus allows to compare x and n couplings to the weak charged 
current. Furthermore, when comparing the leptonic width to the total width, one can extract the 
hadronic decay width of r leptons. Via radiative QCD corrections, this gives a measure of the 
strong coupling constant as (m%).
Z decay is a particularly clean source of x leptons for such studies; because of the high center- 
of-mass energy, background contribution from low-multiplicity hadronic events are small. The 
good resolution of the L3 central detector yields a measurement of the x lifetime competitive 
with previous high statistics determinations at lower energies [95] and other experiments at LEP
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[96-99]. For the determination of the lifetime we use two methods -  one based on the decay 
length measurement and one based on the impact parameter distribution -  and three samples -  
three-prong hadronic decays, one-prong hadronic decays and leptonic decays.
7.2.1. Determination of leptonic branching ratios 
The sample of identified t decays defined for the polarization measurement (see section 7.1) can 
also be used to determine the respective exclusive branching ratios. For tests of the universality of 
the weak charged current, the most important ones are the leptonic decays.
For this study, the x+x~ production and lepton identification criteria are basically as those used 
in 7.1, with the following modifications:
-  e+e-  —> p +p~ events are rejected by requiring muon candidates to have p,! < 0.85£beam> n° other 
identified muon or minimum ionizing particle in the opposite hemisphere and an acoplanarity of 
more than 0 .2° if the calorimetric energy is small;
-  however, events where both r leptons decay into muons are recovered if both muons are identified 
in all three layers of muon chambers, both have Pn < 0.75.Ebeain and no other particles are observed;
-  e+e~ —► e+e-  events are rejected by requiring that the total electromagnetic energy of the event 
be less than 85% of and that no electron candidate has Et > 0.85£beam5
-  two-photon interactions are rejected by requiring a minimum total energy of 12 GeV and a 
minimum missing transverse momentum of 5 GeV.
We thus select a total of 2148 candidates for t  -» p v v  and 2892 candidates for t  -*• t v v  with 
efficiencies of (57.8 ±0.4)%  and (74.1 ±0.3)%, respectively, inside the fiducial volume.
The background contained in the x —► p v v  sample is (1.2 ±0.1)%  from non-muonic t  decays 
and (0.5 ±0.1)%  from other reactions, mainly e+e-  -» p +p~. The background for t  —► evv  
is (3.1 ±0.2)%  from non-electronic x decays and (2.0 ±  0.3)% from other reactions, mainly 
e+e -* e +e .
The branching ratios after taking into account the efficiency corrections and background subtrac­
tions are found to be
Br(t —► p.VnVx) =  0.176 ± 0.004 (stat.) ±  0.004 (sys.), (7.10)
B r(r—► zvevt ) =  0.179 ±0.004 (stat.) ±0.004 (sys.). (7.11)
a
The numbers given are fractions of the total number of observed x leptons inside the fiducial 
region. The systematic errors are dominated by uncertainties in the estimation of acceptances 
and efficiencies as detailed in table 7.3. These are estimated by Monte Carlo calculation, varying 
acceptance boundaries as well as event and decay channel selection criteria.
The branching ratios found are in excellent agreement with the respective current world average 
values [49].
7.2.2. Determination o f  the x lifetime 
In this determination, we first measure the decay distance of the x from its decays into three 
charged particles. The average position of the beam spot is used as the r lepton’s origin and the 
vertex determined from the decay products as its decay point. All these measurements are made in 
a plane transverse to the beam direction.
The average position of the beam spot in the L3 intersection point is measured for each LEP 
fill using hadronic events; it is determined by minimizing the sum of the squared distances of well 
measured high transverse momentum tracks to a common origin.
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Table 7.3
Summary of systematic errors for the leptonic
branching ratios.
Source t  —► ¡ivv  t  —> s v v
t+t” selection 0.0016 0.0016
r —► £ selection 0.0009 0.0010




The size of the beam spot is determined from high transverse momentum tracks from the reactions 
e+e_ —► e+e~ and e+e_ —► p r . The distribution of their distance of closest approach (DCA) 
to the average beam position measures the size of the beam spot folded with the experimental 
resolution on both the track parameters and the average beam position. The distance between the 
two tracks at the average beam position, on the other hand, measures the experimental resolution 
on the DCA alone. By unfolding the contributions from the size of the beam spot and from the 
experimental resolution we obtain an effective r.m.s. beam spot size of ox =  (167 ±  4) /¿m in the 
horizontal direction and ay = (0=t 10) /xm in the vertical direction. These numbers contain the 
uncertainty in the determination of the mean beam position.
The r.m.s. error on the distance of closest approach is (odca) = (110 ± 1) /¿m for particle 
momenta of 45 GeV when measured without further constraints. For lower momenta, a small 
additional contribution from multiple scattering inside the beryllium beam pipe is taken into 
account.
Fig. 7.8. Decay length distribution for three-prong decays of the t . Points are data, solid line is result of the fit as described 
in the text.
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7.2.3. Three-prong decays 
In selecting three-prong t  decays for the lifetime measurement from 1991 data, and imposing 
criteria on the correct assignment of charge in the hemisphere and in the total event, on track 
quality and on vertex determination, we obtain a total sample of 516 events. The background from 
other reactions in this sample is determined by Monte Carlo to be less than one event.
Figure 7.8 shows the distribution of the distance between the average position of the beam spot 
and the x decay vertex -  the decay distance distribution -  for this sample. The sign of the decay 
distance is defined such that decay vertices in the t production hemisphere carry a positive sign 
and those in the opposite hemisphere a negative sign. Also shown in fig. 7.8 is the result of a binned 
maximum likelihood fit, which uses a probability density per bin proportional to the theoretical 
decay distance distribution folded with a Gaussian resolution function. The error on the decay 
distance, which enters into this convolution, is integrated over the observed error distribution, 
taking into account the contributions from both the size of the beam spot and the error on the 
decay vertex as determined from the covariance matrices of the track parameters.
The likelihood function is the product of these probability densities for all bins and is maximized 
with respect to the decay length L  Using the average momentum of x leptons in our sample of 
(98.8 ±  0.1)% of the beam energy, and the observed scattering angle distribution, we thus obtain a 
first result for the x lifetime
rT = (0.315 ±0.022) x 10~12s, (7.12)
where the error is statistical only.
7.2.4. Hadronic one-prong decays 
As a second, independent method we determine the x lifetime from a measurement of the impact 
parameter in hadronic one-prong decays. The impact parameter 5 of a track is given by the DCA 
to the average beam position of a fill; it is signed positive if  the track intersects with the event’s 
thrust .axis in the direction of flight of the x and negative if it intersects opposite to this direction.
The candidates for this measurement are selected in the same way as those for three-prong decays, 
except that exactly one track is required in each hemisphere of the event, each track must have a 
DCA to the average beam position of less than 2.0 mm and must not have been identified as a 
lepton. The sample then consists of 3372 candidates for x decay into one charged hadron with an 
estimated background of (1.35 ±  0.70)%.
Figure 7.9 shows the distribution of the impact parameter 8t for these events. To determine the 
average impact parameter <5, the sample is subjected to a binned maximum likelihood fit with a 
probability density derived from a convolution analogous to the one described above, Here, the 
relevant resolution is the error of the impact parameter measurement, folded with the r.m.s. size of 
the beam spot in the flight direction of the x.
The conversion of the quantity 8 into a x lifetime is less direct than in the case of the decay 
distance measurement and proceeds via Monte Carlo simulation. For this purpose, high statistics 
samples of e+e~ —► Z —► x+x~ with r lifetimes between 0.004 x 10-12 s and 0.604 x 10-12 s were 
generated, the detector response simulated [86] and the simulated events run through the same 
analysis as the data. The relation between the average impact parameter S and the lifetime rT is 
found to be linear. This method thus yields a x lifetime
(0.289 ±0.012) x 10~ 12 s, (7.13)
where the error is statistical only. The expected 8 distribution corresponding to the best fit is
overlayed on fig. 7.9.
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Fig. 7.9. Impact parameter distribution for hadronic one-prong decays of the t . Points are data, solid line is result of the fit 
as described in the text.
7.2.5. Leptonic decays
A final, independent measurement can be obtained using the leptonic decays of the r lepton. 
For these decays, the transverse momenta of the leptons can be determined with high precision 
(1% and 2.5%, respectively) from the electromagnetic calorimeter or the muon chambers. It is 
thus possible to remove the uncertainty in the impact parameter due to the limited precision of 
curvature measurements in the TEC and to improve the impact resolution. With the momentum 
constraint, we obtain an impact resolution of 59 /im for 45 GeV tracks. Using a sample of 1855 
leptonic decays from 1991 data, we obtain the impact parameter distribution shown in fig. 7.10. 
Performing a binned maximum likelihood fit analogous to the one for hadronic one-prong decays, 
we obtain a lifetime of
rT = (0.287 ± 0.017) x 10“ 12 s. (7.14)
The error is statistical only.
Since the samples for all methods are exclusive, the results can be combined. The systematic errors 
for the three methods are, however, correlated. Systematic errors in this measurement occur mainly 
by miscalibration of the central tracking chamber and by systematic under- or overestimation of 
the decay distance error. Varying the two main parameters of the chamber’s time distance relation, 
i.e. the drift velocity and the zero point of the drift time measurement, by the estimated systematic 
uncertainties (0.3% and 5 ns, respectively) around their calibrated values, in the correlated fashion 
allowed by the current calibration method, we obtain a variation of the lifetime by ± 1 0  fs. 
Systematically scaling the error a of the decay length or the impact parameter in each event by 
a factor deviating from one by ± 8% and ±3%, respectively, and varying all other parameters of 
the fit function by their estimated uncertainties, we observe a variation of the lifetime by ±5 fs. 
This error is estimated to cover uncertainties in the determination of the track parameter errors
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Fig. 7,10. Impact parameter distribution for leptonic one-prong decays of the t . Points are data, solid line is result of the 
fit as described in the text.
as well as systematic deviations of the single-hit position error from its estimated behavior. Lastly, 
the error introduced by a possible deviation from linearity, as verified by determining the lifetime 
in Monte Carlo samples generated with a range of lifetimes between 4 and 400 fs, is estimated to 
be ±3 fs. We thus conclude that these methods determine the r lifetime with a total systematic 
uncertainty of ± 0.012 x 10-12 s.
We thus obtain a combined result for the r lifetime
t t = (0.293 ±0.009 (stat.) ±  0.012 (sys.)) x 10-12 s. (7.15)
As a cross check on the maximum likelihood method used in this measurement, we also determine 
a lifetime using the trimmed mean value of the three distributions. This estimator, which does not 
require a detailed model of the distributions’ shape, give a lifetime value of (0.286±0.012) x 10~12 s, 
in excellent agreement with the value from the maximum likelihood fit.
Our result is smaller than the current world average of (0.303 ±  0.008) x 10-12 s [49], although 
within statistical and systematic errors. Our measurement also agrees with the theoretical expectation 
from the Standard Model
t t =  T/i(G^/Gp)2 (m/i/m T)5Br(r -*• eiv'r) (7.16)
where is the measured muon lifetime and Gp and <?p are the Fermi coupling constants of fi 
and t .  This relation is affected by Standard Model radiative corrections only at the permill level 
[100]. Using our own result on the r branching fraction into electrons and a recent preliminary 
determination of the r mass of 1776.9 ± 0.5 MeV from BES at BEPC [101], the relation predicts 
a t  lifetime compatible with our measurements for equal coupling constants to the weak charged 
current, i.e. assuming /i-r  universality. Conversely, we can convert relation 7.16 into a measurement
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of the coupling constant ratio; we then obtain
Gtf/G£ = 0.998 ±  0.028,
in agreement with ¡x-x universality for the charged current coupling constants
( 7. 17)
8 . Determination of the electroweak parameters
The Glashow-Weinberg-Salam model of electroweak interactions [6 ], together with quantum 
chromodynamics [14], defines the Standard Model. In this model, the process e+e~ —> ff  is 
governed by y and Z exchange. The lowest order diagrams need to be corrected for higher order 
electroweak and QCD contributions. The electroweak corrections can be subdivided into two 
parts: (i) QED corrections, which consist of diagrams with extra real or virtual photons; they are 
dominated by initial state radiation, (ii) Weak corrections, which involve propagator corrections, 
vertex corrections and box diagrams. Near the Z resonance, weak corrections can be factorized 
from the QED corrections.
The measurements that are carried out around the Z resonance from e+e_ —> ff lead to a 
determination of the total cross sections a, the forward-backward asymmetries and average 
polarization Vx as a function of yfs (for a general review see ref. [102]). From cross sections one 
determines mz, the total (iz) and partial widths (/]) of the Z,while the inclusion of A r, and Vx 
yields vector (gy) and axial-vector (Ja.) couplings of the Z to ff pairs.
8.1. Lowest order cross sections and asymmetries
The lowest order expression for the cross section a of e+e~ —> ff (f ^ e) with massless fermions
is given by three terms: Z exchange (cr|), y exchange (er°) and their interference (a z^ ),
cr°(i) =  al + <7° + <r°z
where
a\ = ( 12rt/w |)(r fre/r z2)5rz2/ [ ( i  -  m l)1 + m |rz2],





Oyz = -l'/2aQ tG F N *gvegvf(s -  m |) w |/ [ ( i  -  m |)2 + m |rz2] (8.4)
with the partial width of Z -> ff as
r{ = (GFmy6V2n){gyt + g\f)N fc.
<2f denotes the charge of the fermion f, the color factor Nl is 3 for quarks and 1 for leptons, Gf is 
the Fermi constant deduced from muon decay.
The vector (gy) and axial-vector (£a) couplings are defined by
f 0^1 „  rfSVf = h  ~  2<2f sin 0w, g\s = -^ 3 
with the electroweak mixing angle
sin20w = 1 -  miy/ml- (8 .6 )
L3 Collaboration, The L3 experiment at LEP 11
ƒ£ is the third component of the weak isospin for the fermion f.
On the peak (y/s = m z), the forward-backward asymmetry Ar, to lowest order is given by
jO  _  o . gVegAe g V {g A .f
g y e  +  g \ e  S y l  +  g j j
The tau polarization Vx in lowest order can be expressed as
=  — 2 g V ig A t /  (g y X  +  g A i ) -
(8.7)
(8 .8 )
In contrast to the production of charged fermions, the reaction e+e~ —► vvy  is itself a higher order 
process. The cross section can be written as [103]
d2cr/d£'ydcos0y =  H  (Ey, cos 8y,s)ao(s') (8.9)
where H  is a radiator function for photons of energy Ey emitted at polar angle 6y, s is the square 
of the center of mass energy, and <7°(s ')  is the reduced cross section for the process e+e~-*uv in 
the new center of mass system, given by s' =  s ( l  -  2Ey/y/s). In lowest order and by approximating 
the W contribution by a four-point interaction, c 0 is given by [40,103]
0f„\ _  ( 2 J______(gy _________ , 2{gy  +  g a.) (1 ~  sjtn \)
K ’ ~  \2n  I +  (1 - s / m l ) 2 + r 2/ml -  s /m l)2 + T 2/m 2 (8.10)
The dominant second term is proportional to the number of light neutrino families Nv and 
represents the square of the amplitude for Z production. The first term arises from the square of 
the W exchange diagram, which contributes only to vt production, and the last one is due to W-Z 
interference. The sum of the first and third terms contributes less than 3% to the total cross section 
in the energy range analyzed here [103]. The contribution to cr° from the term proportional to Nv 
remains dominant when higher-order corrections are included in the calculation.
8.2. Parameters o f the Standard Model
The basic input parameters, i.e. the renormalised physical parameters of the electroweak inter­
action in the Standard Model are a, mz, mw, mu  and the fermion masses. QCD adds one more 
parameter, the strong coupling constant as, which can be measured at LEP as discussed in section
10.2.
The fermion masses, with the exception of the top mass, and a are known with sufficient precision. 
The effects on the radiative corrections due to the mass of the Higgs particle are too small to be 
measurable. While the Z mass can be measured with high precision at LEP, the W mass cannot 
be determined directly at LEP at y/s = mz- Therefore one constrains the W mass by a relation 
obtained from the Fermi coupling constant Gp measured in the muon decay
■/V2 — \na2  • (m |sin 2^wcos20w) 1 • (1 -  Ar) l (8.11)
(8.12)
where sin #w is defined by
sin 0w = 1 -  m y /m l
and Ar takes into account the electroweak radiative corrections. With this procedure the main 
unknown parameters of the Standard Model are mz, mt and as. mz and as can be measured with 
high precision at the Z resonance and m, can be estimated.
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8.3. Radiative corrections
The lowest order expressions given in section 8.1 must be corrected for electroweak and QCD 
radiative effects. The electroweak corrections can be subdivided into two parts:
(i) QED corrections, which take into account real photon bremsstrahlung and virtual photon 
loops; these corrections are dominated by initial state radiation.
(ii) Weak corrections, which involve vector boson propagator corrections, vertex corrections and 
box diagrams with at least one vector boson exchanged [104,105].
Several programs [106-108] calculate cross sections in the Standard Model framework; they 
include weak radiative corrections to order 0 (a ). We use the analytical program ZFITTER [29] 
for calculating the theoretical predictions for cross sections and asymmetries. ZFITTER includes 
electroweak radiative corrections to O(a) and a common exponentiation of initial and final 
state bremsstrahlung. Furthermore, the 0 (a )  corrections are supplemented with the 0 (a , a ,) and 
the leading 0{a2m ^/m ^)  corrections from top quark insertions in the gauge boson self-energies. 
Comparisons have been made between cross sections as obtained from ZFITTER and other programs 
[106,107] and one finds agreement between these programs within 0.5%.
8.4. Fitting procedure and effective coupling constants
For the determination of the electroweak parameters from our measurements we proceed in two 
ways:
(a) We perform fits in the standard model framework with three lepton families and only one 
Higgs doublet. The free input parameters to the fit are thus mz, wh and mt. The values of 
sin 0w, mw and other parameters can be derived from this set. The radiative corrections can be 
calculated exactly up to the orders quoted previously and varied according to the values of the 
input parameters.
(b) We determine the mass, the total width, the different partial widths of the Z and other 
electroweak parameters taking into account only QED radiative corrections. We call this method 
“model-independent”, since we do not impose relations between the measured quantities predicted 
by the Standard Model.
Model-independent fits are possible because the radiative corrections can be separated into QED 
corrections and weak corrections as mentioned in the previous section. The QED corrections, which 
depend on the acceptance of the detector and on cuts used in the analysis, are always taken into 
account for calculating the theoretical predictions. Since the weak corrections cannot be calculated 
exactly outside the framework of the Standard model we do not apply weak corrections, but 
absorb them into the definition of the fitted parameters. Thus we must interpret these as effective 
parameters. For this purpose, the following substitutions in the formulae given in section 8.1 are 
made [102]:
sin20w -> sin20w, gÁt -» ¿m  = y/pgKu
gvr -» gvt = -  2Qf sin20\y)> P -+ P — 1 +  A/j. (8.13)
The parameter p is the ratio of the neutral and charge current coupling constant and is unity 
in the Standard Model at tree level. For the case f  =  b, where additional vertex corrections are 
important, one must replace p by ph = p( 1 -  |A p) and sin20w by sin20W(1 +  §Ap), where
Ap ~  3Gpm2/ 8?r2 \¡2.
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The main theoretical inputs to the fitting procedure for the model-independent method are
-  initial and final state QED corrections including photon vacuum polarization;
-  energy dependent Breit-Wigner shape of the Z resonance;
-  use of Standard Model to calculate the y -  Z interference term*);
-  calculation of the t channel and the s-t interference contribution for e+e” e+e“ data, using 
the programs ALIBABA [34] or GCR [21] which include 0 (a 2) radiative corrections (see section 
5.4).
S. 5. Experimental systematic errors
In general, experimental systematic errors on a set of N  measured quantities are correlated. This 
has been taken into account in the error matrix approach [109]. In this method one defines the x2 
as
x 2 =  ATV ~lA (8.14)
where A is a column vector with elements as (crth — <rexp) and V  is the N  x N  error correlation 
matrix between measurements. The diagonal elements of V  are given by the quadratic sum of 
statistical and systematic errors, while the off diagonal elements are given by the product of the 
common systematic errors. This can be generalized also to the common systematic error between 
different data sets.
In addition to the experimental errors one has to take into account the errors on the center- 
of-mass energy. These uncertainties have been estimated by the Working Group on LEP energy 
[27], as discussed in section 2.11. The error on the absolute calibration of the LEP center-of-mass 
energy is 26 MeV for 1990, determined at y/s = 91.2 GeV, 18 MeV (at y / s  = 91.2 GeV) for the 
period before and 5.3 MeV (at \fs =  93 GeV) for the period after August 14, 1991. Including 
errors on individual beam energy values due to non-linearity, random setting errors and systematic 
point-to-point setting errors leads to an error of 6.3 MeV on mz and 4.9 MeV on Fz originating 
from the LEP energy calibration [27].
8.6. Z mass, total width and partial widths
In this section we present results from “model independent” fits to determine the mass, the total 
and partial widths of the Z from combined 1990 and 1991 data. This determination only uses 
the total cross sections for e+e-  —> hadrons, e+e- , p +fi~ and t + t -  as a function of y/s. The 
fitted quantities are then: mz, 7z, /¡iad> r e, and I \. Values of the parameters from this fit are 
summarized in table 8.1. The mass and total width of the Z thus determined are:
mz  =  91195 ± 6 ± 7  (LEP) MeV, Tz =  2490± 10± 5 (LEP) MeV (8.15)
where the second errors are due to uncertainties in the LEP energy.
The partial widths Fe, rM and r r are in good agreement with one another, supporting the hypothesis 
of lepton universality. In a second approach, we thus impose lepton universality. The four fitted
To see the effect of this term on the fitted parameters, we varied mi in the range from 90 to 250 GeV and t«h from 
60 to 1000 GeV and found that the fitted value of m z  changes by q MeV; the change in other parameters is less than 5% 
of their fitted error.
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Table 8.1
Six- and four-parameter fits to the cross section data of e+e
hadrons, and t +t " .
Parameter Six-parameter fit (MeV) Four-parameter fit (MeV)
m z 91195 ± 6 ± 1  (LEP) 91195 zb 6 zfc 7 (LEP)
r z 2490 ± 10 ± 5  (LEP) 2490 ±  10 ± 5  (LEP)
h^ad 1750 db 13 1747 db 11
n 83.0 ±0.6
r» 82.8 ±  1.0
n 84.6 ± 1.2
n 83.1 ±  0.5
parameters are then: mz, /z , /had and /] . Values of the parameters from this fit are also summarized 
in table 8.1. They yield the following values of the hadronic and leptonic widths of the Z:
Thad = 1747 ± 11 MeV, f t  =  83.1 ±  0.5 MeV.
The ratio iihad ° f these two quantities is measured to be 
*had = /had in = 21.00 ±0.15.
(8.16)
(8.17)
It is basically independent of the top quark mass due to a cancellation of top mass terms and can 
be used (see chapter 10) to determine the strong coupling constant as.
All these results and the parameters derived in the following sections agree with the measurements 
of the other LEP experiments [110].
8.6.1. Number o f light neutrino families 
The number of light v families, Nv, has been obtained in the following way. The invisible width 
of the Z, /¡nv, is defined as
/inv =  Tz ~  /had “  3 / ] (8.18)
where /} is the charged leptonic width as obtained from the four parameter fit (see table 8 .1). 
From the data in table 8.1, we determine
/¡„V = 494.0 ± 9.6 MeV. (8.19)
One can calculate Nv simply from (/inv//i<) with Fv taken from the Standard Model, but Tv 
depends on mt and ma- In order to minimize the dependence on mt and mu we use Standard 
Model numbers as the ratio ( / ] / / ! )sm = 0.5015 ± 0.0007; the small error takes into account the 
variation due to mt in the range 100 to 200 GeV and mu in the range 50 to 1000 GeV. The number 
of neutrinos with mu <  m z/2, is then calculated as follows
n v = (/¡ttv//}  ) ( / ] / / ;  )SM. (8.20)
The value of Nv thus determined is
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Table 8.2
Nine- and five-parameter fits to the cross section, lepton asymmetry
and tau polarization data.
Parameter Nine-parameter fit Five-parameter fit
m z  (MeV) 91195 ± 6 ±  7 (LEP) 91195 ± 6 ± 7 (LEP)
Tz  (MeV) 2490 ± 10 ± 5  (LEP) 2490 ±  10 ± 5  (LEP)
°had <nb) 41.34 ±0.28 41.34 ±0.28A #  ^1*
lAe -0,4980 ±0.0021
SVe -  0 040+0,013
•m
Sku -  0 4968+a0050u ,h* do-0.0037
Swfi -  0 0 48 +0,021u-utto-0.033
Sa -c -  0.5032 ±0,0038
S \ r -  0.037 ± 0.008
Sa -0.4986 ±0.0015
gy -  0 040+°’006u*uttu_0.005
Ny = 2.98 ±0.06. (8 .2 1 )
The error includes statistical and systematic uncertainties.
This value can be compared to the one obtained from the directly measured cross section for 
e+e~—>vvy (see section 5.6). Figure 5.17 shows the measured cross section together with the 
expectation for different numbers of light neutrino families. The best fit to the measured cross 
section is obtained for
Nv =  3.14 ±0.24 (stat.) ±0.08 (sys.), (8.22)
in excellent agreement with the determination from the invisible width.
8.7. Effective weak neutral current coupling constants
Using the leptonic forward-backward asymmetries A& as well as the r polarization Pr in addition 
to the total cross section data, one can determine the Z vector and axialvector couplings fv and £a 
to lepton pairs. Inclusion of the t  polarization significantly improves the errors obtained for g y  and 
| a  and determines the relative sign of these couplings. In the fitting procedure lepton universality 
is first not assumed. The nine fitted parameters are then: mz, rz, <r^ad &ve, fve> g\fi> fv/i, I a t  and 
g y x, where cr^ ad is the measured hadronic cross section on the peak corrected for photon radiation.
Results from this fit are given in the first column of table 8.2. The relative sign of the vector- 
and axial-vector coupling to the tau is determined to be positive. Since all other signs for the 
coupling constants are not determined in this fit, they are asumed negative. Again, the results are 
in good agreement with a universal weak neutral current coupling to charged leptons. The fit is 
thus repeated imposing that gy and g \  are the same for all charged leptons, reducing the number 
of free parameters to five. The result is shown in the second column of table 8.2.
Figures 5.2, 5.4, 5.5, 5.8, 5.9, 5.12, 5.14 display the fitted curves from the five parameter fit 
superimposed on the data. The quality of the fit is good (x2 = 82 for 100 degrees of freedom). One 
sees that the value of gy =  -0.040 ±  0.006 is significantly different from zero and, together with 
a non-vanishing value of |x> indicates a parity violating component of the weak neutral current
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Fig. 8.1. The 68% confidence level contours of g v  vs. 
along with standard model predictions for different values 
















-1-------*  1 «
0.21 0.22 0.23 0.24 0.25 0.26
* 2 f\ sm 0
Fig. 8.2. A comparison of the independent measurements
of sin20\y
interaction. Figure 8.1 shows the region in the gv versus gx plane allowed by the measurements. 
The Standard Model predictions are also shown in the figure.
8.7.1. Effective electroweak mixing angle 
The value of sin20w which was introduced in section 8.3 can be determined in the following 
ways:
(a) Using leptonic cross section and asymmetry data: This is done by carrying out a simultaneous
fit to the cross section and lepton asymmetry data, choosing the lepton parameters as p and sin20w 
instead of gv and g\. This five-parameter fit gives
p = 0.993 ± 0.006, sin20w = 0.2283 ± 0.0032. (8.23)
(b) Using the value o f t  polarization: Constraining and Jz to the measured values given in
table 8.1, the value of Vx =  -0.132±0.033 as given in section 7.1 leads to sin20w = 0.2326±0.0043.
(c) Using the value o f Ab^ : The value of Ab% = 0.086 ± 0.017 as given in eq. (6.22) and the
values of mz and 7z as given in table 8.1 lead to a value of sin20w = 0.2336 ± 0.0029.
These results are summarized in fig. 8.2, showing the excellent agreement between the independent 
methods to determine sin2 6 w from asymmetry data. Carrying out a simultaneous fit to lepton 
asymmetry, t  polarisation and Abb, one obtains a value of sin20 w = 0.2318 ±  0 .0021 .
These measurements can be compared to a determination of the mixing angle using the Stan­
dard Model relation between the mass and the leptonic width of the Z. In the improved Born 
approximation, it can be written as [ 111]
n a ( Mz ) mzKxn 3a:/IO • 2 ñ  2 S  ' t 1 +  (1  - 4 s in 2 0 w ) 2 ] ( 1 +  .48 sin'6wcos2Sw \ 4 n ( 8.24)
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where K th depends mildly on the values of mt and mn and its value is 1.00701^24 H12] with 
mt and Wh in the range 90 to 200 GeV and 50 to 1000 GeV, respectively. Using the values of 
and mz from the four-parameter fit, one obtains
sin20w = 0.2347 ± 0.0017 ± 0.0004
where the second error is due to unknown top and Higgs masses. The agreement to the value 
obtained from asymmetries is excellent.
Finally, a joint fit to_all cross section and asymmetry data in the framework of the Standard 
Model determines sin 0w as a derived quantity (see section 8.8.2). One obtains a value of 
sin20w = 0.2328 ± 0.0013.
8.7.2. Quark electroweak coupling constants 
Using measurements of isolated hard photons produced in hadronic Z decays (see section 5.5), we 
have obtained the effective quark electroweak couplings, cu>d = 4(£y + j^ )Uid, where the subscripts 
u and d denote charge + 2 /3  (u-type) and charge -1 /3  (d-type) quarks.
The general form of a distribution derived from the decay of a Z into a quark-antiquark pair, 
together with a photon radiated from one of the quarks, is
dcr(Z -+ qqy) = T  x Af, (8.25)
with
JV" = 2cu(2 2 ± • Q%, (8.26)
in the approximation that all quarks are massless. We determine Af with a simultaneous fit of three 
direct photon distributions to the predictions of 0 (a a s) matrix-element calculations of f  [113], 
finding
A f  = 1.32 ±  0.13(exp.) ± 0.07(theor.). (8.27)
Figure 8.3 shows this result as a broad band. We combine this result with an independent constraint 
on the quark electroweak couplings derived from the total hadronic decay width of the Z (see section 
8.6 ) *)
2cu +  3Ca = 6.736 ± 0.047, (8.28)
which is shown in fig. 8.3 as a narrow band, and thus obtain the individual values of the u- and 
d-type quark electroweak couplings
■u = 0.92 ±  0.22, cd = 1.63 ±  0.14. (8.29)
These values can be compared to the electroweak quark couplings calculated within the framework 
of the Standard Model. Using our measurements of the effective weak mixing angle, 6, and the 
weak correction, p, (see section 8.3) finding
■u = 1.145 ±0.007, cd = 1.474 ±0.008. (8.30)
* 1 the results presented here reflect the updated lineshape parameters given in this review, and differ slightly from those 
in reference [36],
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Fig. 8.3. Linear constraints on the quark electroweak couplings derived from the total hadronic decay width of the Z 
(narrow band), and from theoretical fits to three direct photon distributions (broad band). The Standard Model values of 
the couplings are shown as a cross.
Figure 8.3 shows this prediction as a cross. Our measurement of quark electroweak couplings from 
direct photons is consistent with Standard Model predictions.
8.8. Results in the framework o f the Standard Model
8.8.1. Determination o f the top mass 
For the evaluation of the top quark mass we carry out fits to all cross section, lepton asymmetry, 
bb asymmetry and tau polarization data simultaneously in the framework of the Standard Model. 
The input parameters are: mz, mt, wh and as. We carry out fits for three fixed values of mu (50, 
300 and 1000 GeV) leaving the other parameters free to be determined by the data. We find
mz = 91195± 9 MeV, mt =  1 3 2 ^ ± 18(Higgs) GeV, c*s =  0.140±0.016. (8.31)
The correlation between m\ and as is shown in fig. 8.4.
There is an independent determination of as using hadronic event topology and tau decay width 
data (see chapter 10) yielding as = 0.124 ±0.006. To obtain the best precision on mt this value of 
qs is used as a constraint in our fits resulting in
mt = 152+|| ± 20(Higgs) GeV. (8.32)
This result is in agreement with current limits on the top mass [114].
S. 8.2. Derived quantities
From the. fitted values of mz, mt and as for a fixed value of mu as obtained above one can 
derive all other quantities like sin20w, sin20\y3 Ar and ww, which we quote here for completeness. 
The values of these quantities are
sin20w = 0.227 ± 0.005, sin20w = 0.2328 ± 0.0013,
Ar = 0.047 ± 0.014, mw = 80.2 ±  0.3 GeV (8.33)
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Fig. 8.4. a s versus mt contour in the standard model fit.
Deviation from the value of unity for the p parameter can occur in more general Higgs represen­
tations. Following the prescription given in ref. [115], a fit to the cross section and asymmetries 
data leads to
p = 1.0001 ±0.0015(exp.) ±0.002(m t) (8.34)
where the first error contains statistical and systematic uncertainties and the second accounts for 
variations in mt = 1 5 0 ^  GeV and mu =  300^™ GeV. The'value of p is consistent with the 
Standard Model value of unity.
8.9. Z  resonance analysis with an S-matrix approach
The 5-matrix ansatz [116,117] is a rigorous model-independent approach to describe e+e-  
annihilation. It does not make any special assumptions on the dynamics of the hard-scattering 
process [117,118], but only assumes the existence of an analytic, unitary JS'-matrix.
In this section we discuss results using this ansatz and compare them to those obtained in the 
previous sections of this chapter. A detailed description of the formalism can be found in ref. 
[117]. We start from the following parameterization of the cross section:
4 „„ .2<7 (s) =  \n a ry sR + (s — m 2)J  , ^  r>
n
oj\ mr ^ ~ rnZ '  I V ’' rn I J _ -j
(s -  m l)2 + 7M|rz2 V  mZ W
(8.35)
terms
v  w  A JIX  V  U  w  A A W A A  V V  V  AJk r  A  A  ^  V *  f c X w  ^  v  v<LA v  V A  W  W  w  v  v  v *  w  m  a  v  i
asymmetries is presented. The following expression results:
of formula
A (s) -  A0 + A\ (s /m l -  1) +  A2( s / m l -  l )2 +  ••• (8.36)
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A(s) can be the forward-backward or polarization asymmetry; however, here we cover only 
The expressions for the first two coefficients Ao, A\ are
Aq ~  ( t^ot + w -Rfb/^ totj (8.37)
(8.38)
The non-resonating quantum corrections are neglected in (8.37) and (8.38). With Aq and A\ all 
higher-order coefficients are defined by a recurrence relation. To include photonic corrections the 
parameters R, J, ry and rn of equations 8.35), 8.37 and 8.38 have to be multiplied by j-dependent 
factors containing QED corrections. It should be noted that in the 5-matrix approach the total 
width 7z is not s dependent in contrast to the usual parameterization of the Breit-Wigner resonance 
of the Z lineshape. This leads to a transformation of Z mass mz to mz and of the total Z width Tz 
to Iz  [117,120]:
vn z— [1 + (F i/m z)1] ^2mz «  mz -  34 MeV,
Tz = [1 + (rz/mz)2 ]- 1 /2 rz «  rz -  l MeV.
(8.39)
(8.40)
The mass, mz, obtained from S'-matrix fits is thus shifted by about -3 4  MeV and the total width, 
r z> by about -1  MeV.
When fitting the cross section and asymmetry data inthis approach assuming lepton universality, 
one gets in the most general case 7 parameters, mZ) r z , ry and R ^ , J ffi  for hadrons and R{ou 
J(01 for leptons. All non-resonating contributions in eq. (8.35) are neglected. They are numerically 
small and could be considered as quantum corrections to the parameters i?tot> -Aot and ry. Therefore 
these parameters are handled with their effective values. ry is expressed in terms of |a-1 (j)|,
ry = \a{s)/a\2QlQ2 (for leptons),
ry = \a{s)/a\2rifQl(3(2h + 2<2„) (for hadrons).
(8.41)
(8.42)
We perform a fit to cross sections and forward-backward asymmetries in two steps:
9a) the y exchange terms for leptons and hadrons are fixed using a -1 (s) = 128.8;
(b) the hadronic interference term is fixed to its Standard Model value.
The results are shown in table 8.3. It should be noted that these results are insensitive to the 
value of a (s) used in calculating the QED contribution. This is expected because the y exchange 
contributions to the cross section are_very small around the Z peak. We thus fix a -1 =  128.8.
The results of fit (a) for mz and / ’z are
mz = 91151 ± 15 MeV, Tz = 2.489 ± 12 MeV. (8.43)
Since the error in determining is large, we fix to its Standard Model value in fit (b). 
The mass mz is then shifted by +10 MeV with respect to fit (a) and its error, Amz, goes down to 
10 MeV. The total width decreases by 3 MeV. Comparing the values for mz and mz in table 8.3 
to the results obtained in section 8.6 (see table 8.1), we note that only when fixing the hadronic 
interference term in the same way as done previously, a shift of —34 MeV is observed as predicted 
(by equation 8.39 and agreement between mz and mz is achieved. However, the measurement of
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Table 8.3
Results of the 5-matrix fit to total cross sections and forward-backward
charge asymmetries.
Parameter y exchange term fixed Hadronic interference term fixed
m z  (GeV) 91.151 ±0.015 91.161 ±0.010






0.140 ±0.002 0.140 ±0.002
0.036 ±  0.064 0.010 ±0.056
0.004 ±0.001 0.004 ±0.001
0.672 ±  0.087 0.671 ±0.087
2.94 ±  0.03 2.93 ± 0.03
rhad
Aot 0.89 ±0.72 fixed
the Z mass is not strictly model-independent in this case. On the other hand, the shift of r% with 
respect to /z  amounts to 1 MeV with free, while it grows to 3 MeV when it is fixed.
The leptonic interference term is measured for the first time. As a further cross check with the 
results presented in the previous sections, we use the formulae given in reference [119] to convert
Rfo and into effective couplings. A value of sin20w = 0.227 ±0.004 results for both fits, in good 
agreement with the determination in section 8.7.
9. Tests of Quantum Electrodynamics
Quantum Electrodynamics (QED) is the best tested theory in physics; so far no deviation has 
been found. At LEP energies, QED is tested using, for example:
-  processes involving only fermions and photons at the Born level, like e+e~ —> yy(y);
-  processes involving hard photon radiation, like e+e~ —> £+l~  (ny).
Tests of the first kind are reported in this chapter, while data related to tests of the latter type are 
presented in chapter 11.
Deviations from the QED prediction for the reaction e+e-  —*■ yy(y) would imply, for exam­
ple, that the electron has a finite size [12i] or non-minimal couplings. In particular, an ex­
cited electron e* might exist which couples to electrons and photons with a magnetic interaction: 
{eX/2mt- )W& awVeFtlv, where me* is the mass of the excited electron, X the coupling constant and 
F,w the electromagnetic field tensor [122]. The effect of such a breakdown has been parameterized 
[121-124]. The differential cross section at the Born level, (d<r/di2)°, can be written as
a  (8 )°  =  (d a / d Q ) °  =  o(d)°QEB( l  +  5„ew) ( 9 - 1 )
where <5new = ^  (s2 /  2) (I /  A$.) ( I -c o s 2 0 ), 6 is the angle of the emitted photons with respect to the 
beam axis, and A± are QED cut-off parameters.
In comparing with data, higher order contributions must be taken into account. A possible 
deviation between measured and calculated QED cross section, including radiative corrections, can 
then be written as 0 (a3)
O’ ($  ) measured =  ^ ^ ( l  +  P ) ( 9 .2 )
where p is a measure of a possible QED breakdown. Since radiative corrections to modified cross 
sections have not been calculated, we replace p by its Born level expression, Snev/ •
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Table 9.1
The integrated luminosities as a function of the center-of-mass 
energies for the 1990 data (44° < 6 < 136°). and for 1991 data 
(14° < 9 < 166°). Also given are the number of events observed
and the measured cross sections.
V! (GeV) Cint (pb-1) N y y  (y ) 0meas (pb)
1990 data 89.8 0.53 5 10.5 ±4.7
91.2 2.59 43 18.4 ± 2.8
92.6 0.65 9 15.4 ± 5.1
1991 data 88.5 0.20 2 —
89.4 0.59 15 40.2 ±  10.4
90.3 0.47 24 80.4 ±16.4
91.2 7.52 278 58.0 ±3.5
92.0 0.38 11 45.1 ±13.5
93.0 0.72 25 54.5 ± 10.9
T
93.7 0.53 14 41.8 ± 11.2
An e+e-  -► yy(y) event is identified by two or three clusters in the electromagnetic calorimeter 
without missing energy. The selection procedure is described in ref. [125]. It has an efficiency, 
for the angular range 14° < 8 < 166°, of (64 ±3)% , including losses from photon conversion, 
most significant in the forward-backward region, and from gaps in the detector. The integrated 
luminosity for the different center-of-mass energies is given in table 9.1. This table also shows the 
number of events for the 1990 and 1991 runs and the measured total cross sections. The 1991 cross 
sections are also shown in fig. 9.1 as a function of the center-of-mass energy.
In table 9.2 we give the measured differential cross section for e+e-  -> yy(y).  Figure 9.2a shows 
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Fig. 9.1. Measured cross section as a function of the center-of-mass energy for the angular region 14° < 6 < 166°. QED 
includes radiative corrections to 0 (a 3).
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Table 9.2
Differential cross sections as a function of | cos 9\ at 91.2 
GeV. The |cos0| values given in the first column are 
event-weighted averages; the second column gives the 
number of events. Data from 1990 (44° < 9 < 136°) 
and 1991 (14° < 9 < 166°) have been combined.
) cos ATyy(y) da*ieas/d¿2 (pb/sr)
0.077 13 1.8 ± 0.5
0.177 23 3.3 ±  0.7
0.299 25 3.5 ±  0.7
0.435 18 2.6 ±  0.6
0.550 29 4.1 ± 0.8
0.658 52 8.2 ±  1.1
0.852 48 23.0 ±  3.3
0.906 38 28.2 ±  4.6
0.954 75 56.3 ±  6.5
We note that radiative corrections decrease the Born QED cross section in the barrel region while 
increasing it in the forward-backward region. The x2  ° f the data points compared to the QED 
expectation is 12.3 for 9 degrees of freedom, indicating that the measured differential cross section 
is in agreement with the QED prediction.
We use an unbinned maximum likelihood method to set lower limits on the breakdown parameters 
and on the mass of an excited electron. In the former case, the probability density function is 
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Fig. 9.2. (a) Measured differential cross section. The solid line gives the QED differential cross section to 0 (a 3); the dashed 
line the Born level QED differential cross section, (b) Ratio of the measured differential cross sections to the 0 (a 3) QED 
prediction. The solid lines represent deviations expected for the lower limits on A+ and A - .
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where A is the parameter under consideration, N0^  the observed number of events, N(A)  the 
expected number of events, and P(6j,A)  the event probability density depending on the parameter 
A  and the polar event angle 0,. The first term corresponds to the overall normalization constraint. 
The error, a, on the number of expected events includes the statistical error and the systematic 
error added in quadrature. We find A+ > 139 GeV, A-  > 108 GeVat 95% confidence level. Figure 
9.2b shows the ratio of the measured differential cross section to the QED prediction. The solid 
curves illustrate the effect of A + and A—
To set a limit on the mass of an excited electron, we use the full expression for the differential 
cross section given in ref. [122], assuming a coupling constant X =  1. The same functional form 
for the likelihood is used as in eq. (9.3), with A replaced by me*. We find me* > 127 GeVat 95% 
confidence level.
10. Tests of Quantum Chromodynamics
In the last twenty years many experimental results [126-128] have been accumulated confirming 
the validity of Quantum Chromodynamics (QCD) [14], the theory of the strong forces. QCD is 
a non-abelian gauge theory with an SU(3) group structure describing the interaction of colored 
spin-1/2 quarks with colored spin-1 gluons. The basic Feynman diagrams are shown in fig. 10.1.
The only free parameter in this theory is the strong coupling constant as, which describes the 
strengths of both the quark-gluon coupling and the gluon self-interaction. A characteristic feature 
of QCD is the decreasing of its coupling constant with energy, often referred to as the “running” of
Major contributions to establishing QCD as the theory of strong interactions have come from the 
analysis of hadronic events in e+e~ collisions at high energies. Milestones include the discovery of 
quark jets [129] and gluon jets [130], measurements confirming the gluon spin of 1 [131], the 
determination of the number of colors Nq =  3 from the total hadronic cross section [127,132] 
and the measurements of the strong coupling constant as to second order [127,128].
The Z resonance and its decays are ideal for QCD studies in the process e+e-  —> hadrons. 
The hadronic cross section is large and the background small. Hard quarks and gluons produced 
in hadronic events form jets, which preserve the energy and direction of the primary partons. 
Hadronization effects are small at such a high center of mass energy and jets are more collimated 
than at lower energies. Hard initial-state photon radiation is strongly suppressed. One finds at the 
Z pole a large number of events with 3, 4 and more jets of high energy. These clean topologies 
allow for a precise determination of as and for many other tests of QCD.
Fig. 10.1. Basic QCD Feynman diagrams.
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One can distinguish four separate phases in the process e+e~ —► hadrons. They correspond to 
different time and energy scales:
(i) Production of a qq pair (and photons) [electroweak];
(ii) Hard gluon radiation [perturbative QCD];
(iii) Fragmentation of quarks and gluons into hadrons [non-perturbative QCD];
(iv) Decays of unstable particles [electroweak and QCD].
These subprocesses are implemented in Monte Carlo event generators [133], which play an im­
portant role in the analysis of hadronic events. The study of hard gluon radiation is of primary 
interest here. It can be calculated perturbatively within QCD and allows for quantitative tests. 
Fragmentation cannot yet be calculated in QCD, but it is described by phenomenological models.
Section 10.1 describes the measurement of hadronic event shape variables and the tuning and 
testing of QCD models in the form of Monte Carlo generators. Section 10.2 is devoted to the precise 
measurement of the strong coupling constant and tests of the energy- and flavor-dependences of as. 
Studies of the fundamental properties of gluons, spin and self-coupling, are described in section 10.3. 
In section 10.4 we compare the measured production of isolated hard photons in hadronic events 
to theoretical models. Finally we present a study of gluon interference effects as predicted by QCD 
in section 10.5. This includes measurements of inclusive particle production, cluster multiplicities 
in three« and two-jet events and the string effect.
10.1. Event selection and Monte Carlo programs
To interpret measurements one has to use models describing the hadronization process and also 
the subsequent decays. Therefore tuning and testing of fragmentation models is the first step in the 
analysis of hadronic Z decays.
10.1.1. Measurement o f the hadronic event structure
Events of type e+e-  —> hadrons are selected and analyzed by two independent methods: one 
is based on the energy measured in the electromagnetic and hadronic calorimeters, as described 
in chapter 5; the other one uses [48] charged tracks measured in the tracking chamber. The 
track measurement method is used to cross check the calorimetric method and to estimate the 
experimental errors. In total 250000 events at y/s = 91.2 GeV are used in this analysis.
We measure fifteen variables which characterize the shape of hadronic events [48]. Among the 
observables studied are thrust, major and minor [134], the heavy jet mass [135] and differential 
jet fractions [136,137]. The measured distributions are corrected for detector effects, acceptance 
and resolution, and initial- and final-state photon radiation. The experimental uncertainties of the 
corrected distributions are typically a few percent per histogram bin. Figure 10.2 shows as an 
example the corrected major distribution. The definition of major is similar to that of thrust,
T  = max ( 5 >  ƒ * n thrust (10.1 )
The major axis B major is perpendicular to the thrust axis and the major value is
Tmajor — ^  ' i* m£Uor (10.2 )
Here p , is the momentum of particle i in a hadronic event For two-jet events the major value 
is small, while for multi-jet events rmaj0r is large. The event shape distributions agree with the 
measurements of other LEP experiments [138-141].
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Fig. 10.2. Distribution of the event shape variable major.
10.1.2. Test o f QCD models 
A subset of the fifteen event shape distributions was used to fit free parameters in six Monte Carlo 
generators [25,26,142-144]. Those programs which are used most often in the analysis described 
in this chapter are:
-  JETSET 7.3 PS [25]. This generator simulates parton showers (PS), based on the leading-log 
approximation of QCD; it includes the effects of angular ordering. The probability of the first gluon 
branching is matched to the 0 (a s) matrix-element calculations. Hadronization is modeled by a 
string which is spanned between the partons and which subsequently breaks up into hadrons. Initial- 
and final-state photon radiation is included in the simulation. One fit parameter is the effective 
parton shower scale A. Two additional parameters steer the longitudinal and transverse momentum 
distributions with respect to the jet axes.
-  JETSET 7.3 ME [25]. In addition to the parton shower option described above, JETSET can 
generate quarks and gluons according to the full second order QCD matrix element (ME) [145]. 
At most four partons can be produced which are fragmented using the string model. Fit parameters 
are Ame and the same two fragmentation parameters as above.
-  HER WIG 5.4 [26]. This parton shower generator incorporates a detailed simulation of QCD inter­
ference phenomena. The first gluon branching is matched to the O (as) matrix-element calculations. 
Also photon radiation from quarks is simulated. Hadronization is performed using a cluster model. 
First all gluons are split into qq pairs; subsequently, adjacent quarks and antiquarks are made to 
form clusters which decay into hadrons. The fit parameters are the effective scale parameter A and 
the maximum cluster mass. Clusters exceeding this threshold are forced to first decay into lower 
mass clusters and subsequently into hadrons.
-  ARIADNE 3.3 [142]. The perturbative QCD cascade in ARIADNE is based on the color dipole 
model. This parton shower simulation incorporates gluon interference phenomena. For hadroniza­
tion and particle decays the JETSET string fragmentation routines are used. Fit parameters are A 
and the fragmentation parameters as in JETSET.
After the free parameters have been fitted, the distributions in the fifteen event shape variables 
predicted by the generators are compared to the measurements [48]. Figure 10.2 compares the
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measured and predicted major distribution. The parton shower models reproduce the data well. 
Also with the ME option in JETSET a fair overall description of the measured distributions can 
be achieved. However, the two-jet production rate is overestimated, while the production of multi­
jet events is underestimated. All four models can describe factorial moments [146], which are 
calculated from the azimuthal angle of charged particles measured in the tracking chamber. The 
measured energy flow distribution in 3-jet events can also be reproduced.
The generators ARIADNE, HER WIG and JETSET (PS and ME) are therefore suitable to estimate 
hadronization corrections which are needed for the analyses described in the next sections and also 
in chapters 5, 6 , 12 and 13.
10.2. The strong coupling constant
There are several reasons for a precise measurement of the strong coupling constant: (i) it is the 
only free parameter in QCD, (ii) for many tests of QCD as must be known, and (iii) for many 
electroweak tests strong corrections must be calculated precisely.
In the following sections three methods to determine as are described. The comparison of as 
values obtained at different energies (running) and for different quark species (flavor independence) 
constitute important tests of QCD. Those are described in sections 10.2.4 and 10.2.5. Finally the 
measured as values are combined in section 10.2 .6 .
The analyses are based on different samples of hadronic Z decays containing between 37 000 and 
250000 events selected with the cuts described in chapter 5. The statistical errors in the as values 
are therefore negligible.
10.2.1. a% from jets and event shapes
The probability for gluon radiation off quarks is -  to first order in perturbation theory -  
proportional to the strong coupling constant as. There exists a large number of observables which 
characterize the shape of hadronic events and which are sensitive to hard gluon radiation [136].
Among those variables is the fraction of events with three jets. This quantity has an immediate 
intuitive meaning and hadronization corrections are found to be small. From a comparison with 
the predictions of perturbative QCD as can be determined. We reconstruct jets out of clusters in 
the calorimeters by using the JADE version [37] of an invariant mass jet algorithm [147]. In this 
recombination scheme there is a close agreement between jet rates on parton and detector level. 
First the energy and direction of all clusters are determined. For each pair of clusters i and j  the 
scaled invariant mass squared
yij = ( 2E jE j /E^ ) ( \  -  cos<9,y) (10.3)
is evaluated. Ei and Ej  are the cluster energies and 0;y is the angle between clusters i and j. £Vis is 
the total energy observed in the calorimeters. The cluster pair for which ya is smallest is replaced 
by a pseudo-cluster k with four-momentum
P k - P i + P j -  ( 10-4 )
This procedure is repeated until all yij exceed a pre-set jet resolution parameter ycut. The remaining 
pseudo-clusters are called jets. Increasing ycut lowers the fraction of multi-jet events but increases 
the separation between the jets. The relative jet production rates f y  =  ffNMot» where N  is the 
number of jets, are then determined as a function of the jet resolution ycut- The measurements are 
corrected both for detector effects (resolution and acceptance) and for initial- and final-state photon









Fig. 10.3. Measured jet fractions in comparison with the QCD predictions.
radiation. The systematic experimental uncertainty in the determination of fa is estimated to be 
Sfi / fs  = 5%. Figure 10.3 shows the corrected jet fractions as a function of ycut. The dependence 
of the 3-jet fractions on as is given in second order perturbation theory by
h{A,s,ju2,ycat) =  A (j^ cut) • as{A,JJ2) + -a s2(A,ju2). (10.5)
where A and B are calculable functions. The renormalization scale ¡x1 is not fixed in second order 
QCD. For the functions A and B we use the tables in ref. [136], which are based on the second
order QCD calculations in ref. [145]. The dependence of as on A = A ^  is computed using the
relation given in ref. [148] for 5 quarks. Hadronization corrections are determined with the ME 
option in JETSET. They are found to be of the order of a few percent. We use the value yCut =  0.08, 
corresponding to an invariant mass of the two closest jets of at least 26 GeV, to derive as. For this 
value of yCut, the 4-jet fraction is negligible («  0.1%) while the 3-jet rate is:
f 3 = 18.4% ±0.9%. (10.6)
The error is dominated by the uncertainties in the energy response factors for different detector 
parts. From a comparison of (10.6) to the second order QCD calculation we find
a8jets(mz ) = 0.115 ± 0.005 (exp.) io'oio (theor.) (10.7)
for a renormalization scale ju2/s  =  >’cut = 0.08. The theoretical error includes uncertainties due to 
fragmentation and jet clustering scheme dependence and due to the renormalization scale, which 
has been varied in the range 0.001 < ju2/s  < 1. The latter uncertainty, which is an estimate of the 
effects of yet uncalculated higher order corrections, is the dominant one. Figure 10.3 shows that 
the QCD calculations agree well with the measured jet fractions for yCut > 0.05, where the 4-jet
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rate is below 1%. For smaller jet resolution parameters the measured number of events with high 
jet multiplicity exceeds the predicted rate. This difference indicates the importance of higher order
corrections.
Also the energy-energy correlation (EEC) and its asymmetry (AEEC) [149] are observables 
well suited for a determination of the strong coupling constant as. The EEC can be defined as a 
histogram of all angles between any particles i, j  in hadronic events weighted with the product of 
their energies, and averaged over N  events:
E E C  (¿b in ) ~  ¿j 1y  L  L  ß l  ^bin( Xbin X i j )• ( 10.8 )
events i j  vis
<5bin(#bin — Xi j )  is 1 for angles X i j  inside the bin around /b in  and 0 otherwise; ¿/bin denotes the 
bin width. For 2-jet events most angles are close to 0° or 180°, while events with hard gluon 
radiation contribute to the central region. Events of type qqg contribute asymmetrically to the EEC 
distribution such that the asymmetry in the energy-energy correlation
AEEC(x ) =  EEC(180° ~ x )  ~ EEC(^) (10.9)
is positive for x > 10°. We have measured both the EEC and AEEC distributions and corrected the 
data for detector effects, photon radiation and hadronization [150]. From a fit of the second order 
QCD calculations [136] to the corrected distributions the following values for the strong coupling 
constant are found
a fEC(mz) = 0.121 ±  0.004 (exp.) io'oog (theor.), 
a f EC ( mz ) = 0.115 ±  0.004 (exp. ) to.wl (theor. ).
( 10. 10)
( 10. 11)
The three as values ((10.7), (10.10), (10.11)) derived from jet fractions, EEC and AEEC 
in second order perturbation theory agree well with each other. The estimated errors, which are 
dominated by theoretical uncertainties, have similar sizes. The unweighted average of the three 
second order as results is
as(mz ) =  0.118 ± 0.004(exp.) ±  0.009(theor.). (10.12)
*
Similar results have been obtained by the other LEP collaborations [151,139,141].
Recently, new QCD calculations including resummation of leading- and next-to-leading-logarithms 
to all orders have been performed for the event shape variables thrust [152] and heavy jet mass 
[153], energy-energy correlations [154] and the average j et multiplicity [ 15 5 ] * ^ . The theoretical 
uncertainties due to uncalculated terms are expected to be reduced with respect to second order 
calculations. Thrust and energy-energy correlations have been defined in eqs. (10.1) and (10.8), 
respectively. The heavy jet mass Mh is defined as [135]
Mu = max[Afi (nr), M2(«r)]- (10.13)A X  L  « A f /
M \t2 are the invariant masses in the two hemispheres separated by a plane perpendicular to the 
thrust axis:
Mf = I y . Pi (10.14)
^hemisphere /
} Recently these calculations have been performed also for “jet broadness measures” [156].
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Table 10.1
as values and errors derived from event shape variables.
Observable Ois(mz) Experimental error Theoretical error
thrust 0.118 ±0.004 +0.008/--0.006
heavy Jet mass 0.124 ±0.003 +0.007/--0.005
EEC 0.135 ±0.003 + 0.005/--0.007
(«jet) 0.132 ± 0.003 +0.006/--0.004
where p\ is the four-momentum of particle i. Here we use the normalized quantity
p = M&/Elis. (10.15)
The average jet multiplicity
is defined using the “k±” jet algorithm [137], where N  is the total number of events. The k± 
algorithm is similar to the JADE recombination scheme as described above, but the invariant mass 
criterion (10.3) is replaced by
y tJ = [2mm(Ef ,E j ) / E&] (1 -  coseu ). (10.16)
The quantity yij corresponds to the scaled relative transverse momentum k± squared. Here we use 
the k .l jet algorithm, since in this scheme (but not in the JADE scheme) the resummation of the 
leading and next-to-leading terms is possible [157,137,155]. In the new calculations all second 
order terms [145,136] are included together with the leading and next-to-leading corrections. These 
corrections are of the form a” lnw y with n > 1 and m = n or m = n + \, respectively. The generic 
variable y stands for the quantities 1 -  T, p, (1 + cosx )/2  and ycut, respectively. In the 2-jet region 
y is small and the corrections large. An important improvement of the new QCD calculations with 
respect to the second order formulae is their ability to describe also the low y  region.
We have determined as values from a fit to the four corrected distributions (thrust, heavy jet 
mass, energy-energy correlations and average jet multiplicity) [158]. The results are summarized 
in table 10.1. Figure 10.4 shows the QCD fit in comparison with the measured p distribution. In 
all cases a good fit is obtained. The experimental uncertainties in table 10.1 are determined by 
repeating the as determination for different energy response factors and unfolding methods, and 
by using tracks instead of calorimetric clusters. The theoretical error includes both hadronization 
uncertainties and the estimated error due to the approximations made in the perturbative QCD 
calculations. The fragmentation uncertainty is estimated as half the difference of the as values 
obtained using JETSET and HER WIG for the hadronization correction. The uncertainty in as due 
to approximations in the perturbative calculations is estimated by repeating the as fit for different 
values of the renormalization scale in the interval 0.5y/s < p. < 2sfs.
The values for the strong coupling constant given in table 10.1 agree, within errors, with the as 
values based on the new calculations published by other LEP collaborations [141,159].
To obtain a combined value for the strong coupling constant we take the unweighted average of 
the first three as values of table 10.1 and obtain as = 0.125 ±  0.003 (exp.). Since in the calculation
L3 Collaboration, The L3 experiment at LEP 91
o_
0.04 0.08 0.12 0.16 0.2 0.24 0.28
P = M2H/E2yis



























QCD, a s = 0.115±0.005 
\i2 = 0.08 s
j_i_i_i_i—i i i
40 60 80 100 
Vs /  GeV
Fig, 10.5. Energy dependence of the 3-jet fraction in,e+ e“' 
annihilation. The solid and dashed lines correspond to the 
QCD prediction for a s =  0.115 ±  0.005.
of the average jet multiplicity some terms are missing [160], we do not include the last as value 
in table 10.1 in our combined result. We estimate the total theoretical error, due to both the 
approximations in the higher order corrections and hadronization effects, independently from the 
estimate of the theoretical error in table 10.1, and from the spread of the three as values from 
thrust, heavy jet mass and EEC, yielding ±0.008. The two estimates agree well. We conservatively 
assign the larger one as the theoretical uncertainty on our as determination. The combined result 
is therefore
as(mz) =  0.125 ± 0.003(exp.) ±  0.008(theor.). (10.17)
Here we have assumed that the experimental uncertainties in the three as values are fully correlated.
A better determination of the theoretical uncertainties will become possible when the new 
calculation techniques have been applied to more event shape variables.
The value of 0.125 agrees within errors with the result 0.118 obtained using second order QCD 
calculations (see eq. (10.12)).
10.2,2. as from the hadronic Z width 
The QCD correction to the hadronic Z width can be measured directly from the ratio of the 
hadronic and leptonic partial widths of the Z boson. In the Standard Model, this is given by
■^ had ’ H + ¿QCD ) • (10.18)•^had — -^had/F( —
The factor i^ ad = r ^ j r t =  19.95 ±  0.02 can be calculated from the vector and axial-vector 
coupling constants gv and g \  of the quarks and leptons [29] (see chapter 8 ), with Nc = 3 as the
number of colors. Here rh°d stands for the hadronic width without QCD corrections (as = 0). had
depends only slightly on the top and Higgs masses, since most mt and ma dependent corrections 
are common to 7J°d and /}. The error of ±0.02 corresponds to a variation of mt between 100 and 
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The QCD correction can be cast in the form [161]
<JQcd = 1.05a,/* + 0 ,9(as/ n ) 2 -  13( a s / n ) 3, (10.19)
where the recently calculated third order correction [162], the charm and bottom mass effects 
and the top mass dependence [163] are taken into account. Theoretical uncertainties in <5qcd are 
expected to be as small as 2% [164]. This translates into an uncertainty of Aas «  0.002, a precision 
unmatched by any other method for the determination of the strong coupling constant. However, 
since the QCD correction to the hadronic Z width is small («  4%), a high experimental precision 
is required in order to determine the strong coupling constant with a precision comparable to that 
of as from the event topology.
From our value i?had = 21.00 ±0.15 (see eq. (8.17)) one gets
as(mz ) = 0.155 ±0.023, (10.20)
where the error is dominated by experimental uncertainties.
Also the total width of the Z is in principle a measure of the QCD correction <5qcd • However, iz  
depends strongly on the top quark mass. From a combined fit of all cross section and asymmetry 
data one can determine mx and as simultaneously, as described in chapter 8. That result, which is 
more model dependent than the as value derived here, is consistent with the value ( 10.2 0 ).
If one uses the value of as as derived from the event topology, the number of colors can be 
determined from the measured value of Rhad- The result is Nq =  3.03 ±  0.02.
10.2.3. as from r decays
The hadronic decay width of the r lepton can also be used to measure as. The ratio of the 
hadronic and leptonic decay widths
= -^ had/^ 7 — -®had/-®l — -R? 1 (1 + <%Cd) ( 10.21)
where 5£ad and Bj are the hadronic and leptonic branching ratios, is defined in analogy to eq. 
(10.18). The QCD correction, ¿qCD, is related to <Jqcd as defined in eq. (10.19). The perturbative
part [162] is therefore known to O (aj), and non-perturbative effects are found to be small 
[165-167]. The factor R® = 3.03 ± 0.01 contains the color factor iVc = 3 and small corrections 
from the Cabibbo-Kobayashi-Maskawa matrix elements, electroweak radiative corrections and 
non-perturbative QCD corrections. For the perturbative QCD correction as a function of the strong 
coupling constant at the mass of the t  lepton we use the calculations given in ref. [167].
We measure R r from the leptonic branching ratios,
R t  =  (1 ~  B e — Bf i ) / Ba. ( 10.22 )
Alternatively one can determine Be from the r lifetime, using the Standard Model relation
= V  - (w»/m T) 5 • Be (10.23)
and BM = 0.973 • Be. Here we use the recently measured value of mx = 1776.9 ±  0.5 MeV [101 ]. 
From our measured branching fractions (see section 7.2) we obtain
^branchingfraction _  3.61 ± 0 . 1 5 . ( 1 0 . 2 4 )
L3 Collaboration, The L3 experiment at LEP 99
With our measured x lifetime xx =  (293 ± 1 5 ) fs (see section 7.2) we determine
¿Ufttime _  3 6 0  ±  0 .2 9 .
The results (10.24) and (10.25) agree with each other. From the weighted average 
R x = 3.61 ±0.13  
we obtain for the strong coupling constant at the x mass 




The theoretical uncertainty due to missing higher order terms is estimated as the difference between 
the results obtained using the perturbative calculations in refs. [166,167]. The uncertainty due to 
non-perturbative effects is found to be negligible [165-167], however additional corrections may 
be necessary [168],
10.2.4. Running o f as
We present two independent analyses which quantitatively confirm the running of the strong 
coupling constant as predicted by QCD.
Firstly, we compare the as values at ¡i =  mx derived from the hadronic width of the x lepton 
(10.30) with the average of the two as values at n  =  mz obtained from Z decays (eqs. (10.17) 
and (10.20)). The corresponding numbers
as(mT = 1.78 GeV) =  0.35 ±0.07 (from x decays), (10.28)
as(mz =  91 GeV) =  0.129 ±0.008 (from Z decays) (10.29)
differ by a factor 2.7 ±0.6. Extrapolating the first as value from n =  mx to mz assuming the energy 
dependence as predicted by QCD [169] yields
as(mz) =  0.121 ± 0.006(exp.) ±  0.003(theor.) (from x decays). (10.30)
The agreement of this result from r decays with the value from Z decays shows that QCD describes 
the running of as quantitatively. Note that the relative errors for as shrink with increasing energy 
scale fi since the absolute value of the slope of the function as ( /0  increases with as- 
Secondly, fig. 10.5 shows the 3-jet fraction for yCut =  0.08 measured in e+e_ annihilation for 
center of mass energies between 14 and 60 GeV [37,170] and at 91 GeV [147,138,171,141]. In 
leading order the 3-jet rate is proportional to the strong coupling constant a s. The energy dependence 
is reproduced by QCD. An energy independent strong coupling constant can be ruled out from the 
comparison of all measured 3-jet fractions.
The results presented in this section demonstrate unambiguously the running of as as predicted 
by QCD, and provide therefore indirect evidence for the gluon self-coupling.
10.2.5. Flavor-independence o f  as
We have compared the strong coupling constants for bottom quarks and for the light flavors u,
d, s, and c [172].
At the Z pole the fraction of bottom events in the hadron sample is 22% (see chapter 6 ). 
The b quark content can be enhanced by selecting hadronic events with muons or electrons from
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semileptonic decays of b hadrons as described in section 6.1. In a hadron sample of 110000 events 
we find 1800 events with muons of momenta above 4 GeV and Pt with respect to the nearest jet 
exceeding 1.5 GeV. For electrons, the corresponding number is 1100 events for momenta above
3 GeV and pt above 1.0 GeV. In the inclusive lepton sample (87±3)%  of the events contain bottom 
quarks.
The 3-jet rates, in the total sample of hadronic events and in the sample enriched in b quarks,
are measured as described in section 10.2.1. One gets for the ratio of 3-jet fractions at j>cut 
after corrections for detector, hadronization and bottom mass effects
/ 3f / / 3had = 1.00 ±0.03 (stat.) ±  0.04 (sys.).
0.05,
(10.31)
Knowing the bottom content in the two data sets, one can calculate the ratio of as values for b 
quarks and the lighter species:
asb/a sudsc 1.00 ±0.08. (10.32)
Here the quarks u5 d, s, c are assumed to have the same coupling strengths. This result agrees with 
the QCD expectation of one. The precision is significantly better than that achieved previously in 
e+e~ experiments [173].
10.2.6. Summary o f as measurements 
Figure 10.6 compares the as{mz) values (10.17), (10.20), (10.30) obtained from event shapes, 
the QCD correction to the hadronic Z width and from t  decays. It has to be stressed that these 
determinations are independent. In case of i?had and R r the error is dominated by experimental 
uncertainties, while in the case of the as value from the event topology, theoretical errors are 
dominant.
The weighted mean value of the three as numbers is
as(mz ) = 0.124 ± 0.005. (10.33)
topology -#• 0.125 + 0.009
Z hadr. width - 0.155 ± 0 .023
x hadr. width
.... .....t... .... .. L
♦
1
0.121 ± 0 .007
T
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Fig. 10.6. Summary of a s (Wz) measurements Fig. 10.7. Distribution of scaled energy o f second jet * 3.
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This result corresponds to [148]
^  = 310- 8o° MeV- (10.34)
With a relative precision of 4%, the as value measured by L3 is one of the most precise determi­
nations of the strong coupling constant. Our value agrees with the values measured in other 
processes, such as T decay, deep-inelastic lepton-nucleon scattering and pp collisions. It also agrees 
with results obtained in e+e-  collisions at center of mass energies between 14 and 65 GeV [164, 
and references therein].
10.3. Measurement o f gluon properties
With as known, all second order QCD matrix-element calculations can be tested by comparing 
the measured jet distributions in 3- and 4-jet events to the theory. The measurements are used to 
determine the gluon spin and to show that the gluon self-coupling exists.
10.3.1. 3-jet events and gluon spin
We have selected 43 000 events with three jets using the JADE clustering scheme with a jet 
resolution parameter of yCut =  0.02, corresponding to a jet pair mass of 13 GeV or more [174].
For unpolarized beams, an event of type (e+e-  —> 3 jets) can be described by four independent 
kinematical variables (apart from the jet masses). They can be chosen as:
= energy of the first jet normalized to the beam energy ;
Xi = energy of the second jet normalized to the beam energy;
0 = polar angle of the first jet with respect to the e~ direction;
X =  angle between the jet plane and a plane spanned by the first jet and the beam.
The energy fractions x, are determined from the angles between jets after projection onto the event 
plane. Here no distinction between quark, antiquark and gluon jets is made. We refer to the most 
energetic jet as the first jet, i.e. x \>  X2 > *3 and X\ + X2 +  *3 =  2. The distributions in those four 
variables are sensitive to the gluon spin (0  or 1).
We have measured for our 3-jet sample the jet energy distributions and the event orientation as 
well as the two-dimensional distributions in the variables X2, X3 and cos 8, x- We have also studied 
the ycut dependence of distributions in the four kinematical variables. The experimental precision is 
about 5%. All measurements can be reproduced by the second order QCD calculations (with gluon 
spin of 1) [145,25,175]. We have compared our measurements also to the predictions of a first 
order spin-0 gluon model [25,176]. The scalar gluon model cannot reproduce the measurements. 
As an example the x$ distribution is shown in fig. 10.7. It is based on events with transition values 
>>23, for which a 3-jet configuration turns into a 2-jet event, in the range 0.02 < j>23 < 0.05. The data 
are corrected for detector effects. The theoretical curves include hadronization corrections and are 
normalized to the number of data events. The spin-0 gluon model is clearly ruled out. Also from 
the study of the event orientation alone the hypothesis of scalar gluons can be excluded [174].
Our results agree with those obtained by other experiments at the Z resonance [177], The spin-0 
model has been ruled out already from analyses of other reactions [178], and also from e+e-  data 
at lower energies [131]. However, at LEP the differences between the two models are much bigger, 
and the QCD predictions can be tested with a higher precision.
10.3.2. 4-jet events and gluon self-coupling
One of the essential features of QCD is the self-interaction of gluons, a consequence of its 
non-abelian nature. We performed tests of QCD which are sensitive to the gluon self-coupling in
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Fig. 10.8. Feynman diagrams for 4-jet production.
exe hadrons. They are based on a study of angular correlations in 4-jet events [179].
QCD predicts two classes of 4-jet events which correspond to the processes 
Z -» qqgg, Z -+ qqqq ( 1 0 . 3 5 )
at parton level. The corresponding generic Feynman diagrams are shown in fig. 10.8. The first 
graph for qqgg events contains a three-gluon vertex. An alternative model without self-coupling of 
the spin- 1 gluons can be constructed with three color degrees of freedom for the quarks [ 180 ]. Here 
only the double bremsstrahlung diagrams contribute to the process e+e-  —► qqgg.
Different variables have been proposed that are sensitive to the differences between QCD and the 
abelian model [181, and references therein ]. All of them are based on angular correlations between 
the four energy ordered jets. The two most energetic jets are likely to correspond to the primary 
quarks.
We have measured these angular variables using 4200 events with four jets defined by the JADE 
jet algorithm with a resolution parameter of yCut =  0.02. The corrected and normalized distribution 
of the Bengtsson-Zerwas angle *bz [182] is shown in fig. 10.9. The quantity ^bz is the angle 
between the plane spanned by the two most energetic jets and the plane containing the other two 
jets. The measurements are compared to the predictions of QCD and the abelian model. The data 
are corrected for detector effects. Corrections for hadronization and particle decays are included 
in the theoretical curves. The theoretical uncertainties (bands in figure 10.9) are estimated by 
comparing angular distributions determined from a matrix-element calculation to those from a 
parton shower generator. The measurements are reproduced by QCD, while the predictions of the 
abelian model are clearly incompatible with the data. The same conclusions can be drawn from the 
study of other angular variables [179].
Similar studies have been performed by other LEP experiments [183] and for smaller event 
samples at J s  «  60 GeV [184].
10.4. Isolated hard photons in hadronic events
We have studied the production of energetic final-state photons in hadronic Z decays [38]. 
Photons, like gluons, can be emitted from the primary quarks; however, photons differ from gluons 
in that they appear directly in the final state without undergoing a complex evolution into hadrons.
We analyze a sample of 320000 hadronic events measured at the Z peak and select photon 
candidates as described in section 5.5. This selection leaves 3202 events. We compare measured 
distributions to three event generators and to an 0 ( a a s) matrix-element calculation [185,113]. All 
the generators, JETSET 7.3, HERWIG 5.4, and ARIADNE 4.02 [186], use the leading-logarithms 
method (including matrix elements to lowest order) of calculating the direct photon contribution. 
For the matrix-element calculation [113]. an effective first order as value of 0.17 was used. The






























Fig. 10.10* Energy distribution for isolated photons in 
hadronic events. The error bars indicate the total exper­
imental uncertainties. The spectrum predicted by the ARI­
ADNE program (not shown) is very close to the result of 
the matrix element calculation.
dependence on the strong coupling is small; setting as = 0 changes the predicted total rate of hard 
photons by only a few percent. We use the Standard Model predictions for the electroweak coupling 
constants of quarks with a value of sin20w as determined in chapter 8.
The measured photon energy spectrum is shown in fig. 10.10 and compared to model predictions. 
The data are corrected for detector effects, acceptance, initial-state radiation and neutral hadron 
background [38], The matrix-element calculation describes the data well [36]. We observe a good 
general agreement between our measurements and the predictions and we cannot discriminate 
between them. Our result agrees with those of other LEP collaborations [39].
10.5. Particle production and gluon interference effects
Analytical QCD calculations predict gluon interference , affecting particle spectra and multiplici­
ties and the particle production between jets. In the following sections we present our measurements 
and compare them to the corresponding QCD calculations.
10.5.1. Inclusive particle production 
We have measured inclusive particle production in hadronic events and compared the momentum 
spectra to the predictions of QCD calculations. Neutral pions and rj mesons are reconstructed 
from photon pairs measured in the electromagnetic calorimeter [187,188]. Charged particles are 
reconstructed using the central tracking chamber [187].
There are two approaches to calculate the inclusive momentum spectra within perturbative
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Fig. 10.11. (a) Inclusive £p spectra for n° and r\, (b) position of the maximum in the 4P distributions for i t0 and rj
QCD: (1) Monte Carlo parton shower generators based on leading-log calculations including 
gluon coherence and including hadronization and particle decays, and (2 ) analytical calculations 
in the Modified Leading-Log Approximation (MLLA), summing double and single leading-log 
contributions, and including coherence effects [189]. In this case it is assumed that the calculated 
parton spectra can be compared directly to the momentum distribution of measured hadrons (Local 
Parton Hadron Duality, LPHD) [189,190].
A striking prediction of perturbative QCD concerning the inclusive momentum spectra is a 
reduction of the number of soft gluons due to destructive interference [191]. This behavior can 
be studied best in terms of the variable £p = ln (l/x p), where xp is the ratio of the particle 
momentum to the beam energy. The QCD calculations predict a maximum in the £p distribution 
[189,192,193]. The differential cross section at high values of S,p is reduced due to soft gluon 
interference. The position of the maximum, , is expected to move to higher values with increasing 
center of mass energy. For massive particles the spectrum is modified such that the peak position 
is shifted to lower values. Thus one expects that for tj mesons with a mass of 549 MeV, ££ should
be smaller than that for mesons with a mass of 135 MeV.
Hadronic events are selected as described in chapter 5. The n° and charged particle analyses are 
based on 112 000 events, while the study of inclusive tj production uses 297 000 events. Photons are 
recognized as isolated and confined clusters in the barrel part of the electromagnetic calorimeter. 
The photon direction is determined assuming the photon to originate at the interaction point. For 
the n° analysis, the energy of each photon must exceed 130 MeV, for the tj analysis the cut is at 
500 MeV. The finite granularity of the electromagnetic calorimeter sets a lower bound of ~ 6° on 
the opening angle of detected pairs of photons, which effectively limits the energy of the observed 
n° (t]) mesons decaying into non-overlapping photons to less than 3(10) GeV.
The invariant mass distribution of all photon pairs in the kinematic region 0.0075 < x p < 0.065 
is shown in fig. 2.8. The fit to the mass distribution, indicated by a solid line, is the sum of a 
Gaussian function and a third order polynomial. The n° peak has a width of a = 7.1 MeV. In 
the r\ analysis all photons entering into a two photon combination with invariant mass compatible 
with the n° mass are excluded. The resulting yy invariant mass distribution in the kinematic region
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0.035 < xp < 0.225 is shown in fig. 2.8. The width of the t] peak is a = 16.1 MeV. To measure 
the differential cross sections the observed meson yields in the data are corrected, as a function 
of momentum, for detector effects and initial- and final-state photon radiation. The detection 
efficiencies are found to be between 2% and 6% for 7t0,s. The t\ detection efficiencies, including the 
38.9% branching ratio of the rj meson into two photons, are found to be approximately 1%.
The inclusive momentum distribution for charged particles is determined from the tracks mea­
sured in the central tracking chamber. The xp and Çp distributions are corrected for detector effects, 
photon radiation and decays of particles with an average lifetime longer than 5 x 10“ 10 s.
We measure the average number of charged particles per hadronic event to be («Ch) = 20.8 ±0.5. 
Assuming the form of the spectra as predicted by JETSET to extrapolate our measured n° and t] 
cross sections to the full xp range we find (n%a) = 9.8 ±0.7 and (nn) = 1.1 ±0.2 for the average nQ 
and ?/ multiplicities per event. The numbers for charged particles and f] mesons agree with those 
determined by other LEP experiments [194,195].
The £p distributions for n°, r\ and charged particles are compared to the predictions of the MLLA 
QCD calculation [189], which can be written in the form
cr" 1 dcr/d£p = N(\[s)  • ƒ  (Vs, A ^ Ç p ) .  (10.36)
There are only two free parameters in this expression; an overall normalization factor N,  which 
describes the hadronization and depends on the center of mass energy and on the particle type; 
and an effective scale parameter Aeff (not directly related to ^ g ) .  Formula (10.36) is valid in the
range 1 <  <  ln (0 .5-/?M eff)-
We fit the expression (10.36) to our data in a range of Çp of about ±1  around the position £* of 
the maximum. We obtain
7t° : Aeif =  115 ± 3 8  MeV, i ;  =  4.11 ±  0.18, (10.37)
rj : Asn = 1310±270 MeV, =  2.60±0.15, (10.38)
charged particles : Aeff =  220 ±  20 MeV, =  3.71 ±  0.05. (10.39)
Çp is the position of the maximum as calculated from (10.36). The QCD predictions for \/s = 
91 GeV based on the fitted parameters are compared in fig. 10.11 a to the measured spectra for 
7t° and r\. The peak position shifts to smaller values with increasing particle mass, as predicted by 
QCD.
In order to study the energy dependence of the inclusive Çp distributions, we determined yleff 
and N  by fitting the MLLA function (10.36) as described above, for all the available Jt°, t] spectra 
between 9 and 91 GeV which cover the peak region [187,188,196,197]. The corresponding peak 
positions are shown in fig. 10.11b for 7t° and rj mesons. The measurements are consistent with
the QCD formula (10.36). The Ae[f values used for the QCD calculations for n° in fig. 10.11b are 
obtained from a fit to all data points. Also the peak positions for charged particles for center of 
mass energies between 14 and 91 GeV [187,197] are reproduced by QCD. Our analysis shows that 
the MLLA calculations including gluon interference together with the LPHD hypothesis describe 
the form, energy and particle mass dependence of the inclusive £p spectra.
10.5.2. Multiplicities in 3- and 2-jet events 
We measure the ratio of cluster multiplicities in 3- and 2-jet samples. The latter events are due 
to fragmentation of two quarks whereas three jet final states are due to one additional hard gluon.
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Fig. 10.12. Multiplicity ratio M^/Mi as function of ya 
in comparison with the predictions of QCD calculations 
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Fig. 10.13. Comparison of energy flow in qqy and qqg 
events. The measurements are shown both in the form 
of points with statistical error bars and in the form of a 
histogram.
If one naively assumes that the multiplicity is directly related to the color charge, one would expect 
the multiplicity ratio in 3-jet (qqg) relative to 2-jet (qq) events to be (2 C f + C a ) /2 C f  =  17/8, 
where C f  = 4/3 and Ca = 3 are the color charges of quark and gluon, respectively. This ratio has 
been calculated [198] in the framework of perturbative QCD, including leading and next-to-leading 
terms to all orders.
Jets are reconstructed using the k± algorithm [137], see section 10.2.1. We choose a fixed value 
of ycm (y i =  0.01) to select exclusive 3- and 2-jet samples. Then, using the same algorithm but a 
smaller value of ycut, Vo, we determine the cluster multiplicity in the 3- and 2-jet samples. We thus 
obtain two sets of measurements M 2 and A/3 which are the average cluster multiplicities at a cluster 
resolution >’0 in events that consist of precisely two and three jets, respectively, at jet resolution y\.
We have studied the average multiplicities in 3-jet and 2-jet events and the ratio. These measure­
ments are corrected for detector effects, acceptance and resolution, and for initial- and final-state 
photon radiation, on a bin-by-bin basis using the JETSET 7.3 Monte Carlo program. The systematic 
errors on each corrected data point are due to uncertainties in the detector simulation and biases 
from the Monte Carlo program. Statistical uncertainties are negligible.
The corrected distribution of the multiplicity ratio is shown in fig. 10.12 in comparison with 
the QCD calculations [198]. The theoretical calculations agree with the experimental data. We 
show in the same figure the ratio as predicted by a model without gluon interference [199]. The 
prediction rises monotonically with decreasing yo and fails to reproduce the measurements. In the 
QCD calculations the decrease of M^jMi  with decreasing y0 below the value of 1.5 is due to a 
suppression of the gluon jet contribution to the cluster multiplicity in 3-jet events. The suppression 
is due to soft gluon interference. Our analysis shows that inclusion of these coherence effects in the 
calculations are needed to describe our measurements, and that the naive expectation for the ratio 
A/3/M2 of 17/8 = 2.125 is not supported by our data.
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More than ten years ago it was observed for the first time that in events of type e+e-  —► 3 
jets at \fs  «  30 GeV fewer particles are produced in between the q and q jets in comparison to 
the other two inter-jet regions [200]. This observation was confirmed by other e+e" experiments 
[201,202,48]. This asymmetry in the particle flow in the 3-jet plane was predicted in the context 
of the string fragmentation model [203], and can also be explained by analytical QCD calculations 
including coherence effects [204].
We present here a comparison of the energy flow in 3-jet events of the types qqg and qqy which 
confirms the string effect in a model independent way. We select qqg 3-jet events by clustering jets 
with the JADE algorithm [37] using ycut =  0.05 and requiring three jets. After energy ordering 
the first jet comes most probably from a quark. An inclusive muon with a momentum exceeding
4 GeV (see chapter 6 ) is required in one of the two other jets, thus tagging it as a quark jet. With a 
probability of about 85% the remaining third jet stems from a gluon. Events with two hadronic jets 
and one isolated photon with E y > 5 GeV are selected as described in section 10.4. In both cases 
we restrict ourselves to events where the angle between the two quark jets is in the range 152° to 
168°. In total we select 82 qqj> and 590 qqg events.
The energy flow in the 3-jet event plane is measured as the energy weighted distribution of the 
angles of all calorimetric clusters with respect to the axis of the first jet. Figure 10.13 compares 
the energy flow for the qqg events and qqy events. The quark jets appear at angles around 0° 
and 160° and the gluon or photon between 200° and 320°. In the angular region between the 
two quark jets a clear depletion is visible in case of qqg events. The ratio of the integrals of the 
energy flows for qqy and qqg events in the range 56° < 0  < 112° is measured to be 1.8 ± 0.3. 
The error includes both statistical and systematic uncertainties. We have verified that the energy 
flow distribution is not biased by requiring a high momentum muon in the event: a comparison of 
energy ordered 3-jet events without muons to those including a muon shows no difference within 
statistical errors. Both the JETSET 7.3 and HERWIG 5.4 parton shower Monte Carlo programs 
reproduce our measurements.
10.6. Summary
We have performed a precise measurement of the strong coupling constant, the only free parameter 
in Quantum Chromodynamics. The average of the values obtained from the topology of hadronic 
Z decays, the ratio of the hadronic and leptonic Z widths and r decays is as(mz) = 0.124 ±0.005.
We have tested the fundamental properties of QCD. The running of as is confirmed by the 
comparison of as values at n  =  mT and n  = mz, and by the measured y/s dependence of the 3-jet 
fraction. The strong coupling strength for bottom quarks is found to agree with that of the lighter 
quarks. Many distributions for 3-jet and 4-jet events have been measured; they are reproduced by 
QCD. Alternative models with scalar gluons or without gluon self interaction are ruled out.
String and cluster fragmentation models describe hadronic events, including topologies with 
isolated hard photons. All distributions at the hadron level are reproduced by QCD Monte Carlo 
programs. The direct photon production in hadronic Z decays can be described by 0 (a a s) matrix- 
element calculations. Analytical QCD calculations including soft gluon interference effects describe 
the measured inclusive particle spectra and the ratio of multiplicities in 3- and 2-jet events. A 
comparison of the energy flows in qqy and qqg events confirms the string effect.
10.5.3. String effect
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11. Leptonic final states with hard photons
Photon radiation from the initial and final state leptons is the known source for hard and isolated 
photon production. The process is described by QED and can be accurately simulated by Monte 
Carlo programs. Leptonic events with photons are easily identified [205]. Therefore, I +£~{ny) 
events can be used to test QED. An excess in l +i~(ny)  events would imply new physics. The 
data used in this analysis are collected from the 1990, 1991 and 1992 runs corresponding to a total 
integrated luminosity of 40 pb-1 and a sample of 1600000 Z bosons produced at center-of-mass
energies ranging from 88.2 to 93.8 GeV.
Electrons and photons are identified by their shower characteristics in the electromagnetic 
calorimeter. Electrons are distinguished from photons by the presence of tracks in the central 
tracking chamber. Muons are identified and measured in the muon chambers. Taus are identified 
by their one- and three-prong decays. Leptons are required to have visible energies above 3.0 GeV. 
In addition, the polar angles of electrons, muons and taus must be within the fiducial volumes 
defined by |cos0e| < 0.74, | cos 6^ 1 < 0.80, and |cos0T| < 0.74, respectively. Photons are required 
to fulfill |cos0j,| < 0.9 and to have an energy above 1.0 GeV. In order to have a reliable energy 
measurement and to reduce background from tau decays, photons are required to be at least 8° 
away from electrons, 5° from muons, and 15° from taus. The total number of selected events in 
each channel is shown in table 11.1.
To compare the measured distributions with the expectation from QED, we use the Monte Carlo 
program YFS3 as described in ref. [206]. The program generates events of the type e+e-  —► 
p+ju~(ny) according to the Yennie-Frautschi-Suura scheme [207] with multiple colinear and soft 
photon radiation in both the initial and final states. It includes the additional leading-log terms for 
one or two hard photons. The cross section for the production of events with hard and isolated 
photons as calculated by the program has been found to be in good agreement with the exact 0 ( a 2) 
matrix element calculations [208]. The program is adequate to describe the e+e-  -+  T+ T ~ ( n y) 
process since only photons with energies greater than 1.0 GeV and opening angles with respect to 
the nearest tau direction greater than 15° are considered, so that tau mass effects are negligible. 
The t channel contribution to the e+e-  -+ e+e_ (ny) process is not modeled by YFS3. Instead we 
use the pure s channel distributions for comparisons with e+e_ (ny) data. The expected number of 
events from Monte Carlo is shown in table 11.1. In the following comparisons, the contributions 
from the three lepton flavors are combined.
The energy distribution of the most energetic photon for events with one or more photons in 
the final state is compared with the prediction of the YFS3 Monte Carlo program in fig. 11.1a. 
Figure 11.1b shows the energy spectrum of the second most energetic photon for events with at 
least two photons. Figure 11.2 shows the comparison with the Monte Carlo for the angle between
Table 11.1
Numbers of £ + £~{ny)  events in the data together with the expected numbers from 
the Monte Carlo. The Monte Carlo expectations are normalized to the corresponding
number of data events with n > 0 .
Number Data MC expectations
of photons e+ e T+ r~ £+£- e +e~ T+T- £ +£ -
n > 0 31351 28854 22400 82605 _  . . . —
n > 1 2412 2270 1150 5832 2147 2279 1178 5604
n > 2
♦ in
94 109 41 244 74 92 32 198













Fig. 11.1. (a) The energy distribution of the most energetic photon for the selected events with one or more photons, 
(b) The energy distribution of the second most energetic photon for the selected I + 1 ~ events with at least two photons.
the most energetic photon and the nearest charged lepton for events with one or more photons. The 
Monte Carlo distributions in these figures are obtained from a high statistics sample corresponding 
to approximately 107 e+e~ —► [i+ (ny) events. These are generator level events selected with
bO<oX)
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Fig. 11.2. The angle distribution of the most energetic 
photon with respect to the nearest lepton for the selected 
l + t ~  events with at least one photon. The structure at 
15° in the data is caused by r+ r~( ny)  events and is not 
reproduced by the Monte Carlo for (ny)  events for 







Fig. 11.3. m yy distribution of the data for events 
with two or more photons compared to the expectation 
from the Monte Carlo.
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criteria similar to those used for the l +i~ (ny) events in the data. The distributions are normalized 
to the expected number of events obtained from the fully simulated Monte Carlo events shown 
in table 11.1. As shown in the table and in the figures, the predicted Monte Carlo distributions 
for events with one or more photons are in good agreement with the data in both the shape and 
the normalization. We note that the Monte Carlo underestimates e+e" events with photons. The 
underestimation is due to the fact that the Monte Carlo simulation does not include the t channel
contribution for e+e_ production.
Figure 11.3 shows the myy distribution for events with at least two photons compared with the 
prediction of the Monte Carlo program. The Monte Carlo distribution is obtained from the same 
high statistics e+e~ —> (ny) sample used for fig. 11.1 and is normalized in the same manner. 
Four data events have an invariant mass of the photon pair clustering around 60 GeV. Three are 
¡x+n~yy events and the fourth is an e+e~yy event. These events have the following measured 
photon pair masses: myy = 58.8 ±0.6, 59.0 ±0.6, 62.0 ±0.6, 60.0 ±0.6 GeV. QED does not predict 
clustering of myy around 60 GeV and we determine the probability for observing four or more 
events around 60 GeV due to a fluctuation in our data. We simulate 106 myy distributions with 
the number of events in each simulation normalized to the total number l +l~yy  events in the 
data. The instances of events clustering within a single mass bin of Amyy — 5 GeV are counted. 
This bin width corresponds to eight times the myy measurement error at 60 GeV. The probability 
for observing four or more clustered events, all with myy > 50 GeV, is found to be 0 (1 0 -2 ). The 
photon pairs could arise from the decay of a massive particle. However, a fluctuation cannot be 
ruled out. More data are needed to ascertain the origin of these events.
Events of the type e+e_ —> vvyy  have also been searched for in the data collected from 1991 
and 1992 runs, applying similar requirements on the photons and requiring the polar angle of the 
direction of missing momentum to be greater than 25.8° with respect to the beam axis. No event 
is found with myy > 10 GeV. It should also be noted that, with different isolation criteria and in 
a data sample of approximately 450 000 Z events corresponding to an integrated luminosity of 13 
pb-1, no hadronic event containing isolated photon pair with myy > 40 GeV has been observed in 
our data [38].
12. Search for the Higgs boson
12.1. The Higgs boson in the Standard Model
In the Standard Model [6 ] the Z and W* bosons acquire mass through the Higgs mechanism 
[15], which, in its minimal formulation, predicts the existence of one neutral scalar boson H°. The 
H° coupling to both vector bosons and fermions is predicted by the theory, while the value of its 
mass is not predicted. If the Higgs boson is lighter than the Z, it can be produced in Z decays 
through the bremsstrahlung process [209],
e+e“ Z H° + Z* H° + ff. ( 12.1)
In the Standard Model the cross section for this process is known as a function of the Higgs mass 
[210]. Higher order electroweak corrections have been taken into account using the improved Bom 
approximation [104] and accounting for radiative corrections to the ZZ*H° vertex [2 1 1 ], The 
effect of initial state photon radiation has been computed using an exponentiation technique [2 1 2 ].
The Higgs decay partial widths into fermions are also well established for masses of the H° greater 
than 2 GeV [213]. Since the Higgs coupling to fermions is proportional to the fermion mass, the
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Higgs decays predominantly into bb for masses above 11 GeV, although the branching ratios into cc 
and t+t"~ are not negligible [213]. In the mass range from 4 to 11 GeV, decays into t+t~ and cc 
dominate. Between2 and 4 GeV it will decay mainly into ss. Below 2 GeV non-perturbative effects 
make the prediction of the branching ratios less firm [213]. In this last region, the experimental 
Higgs search should be independent of the decay modes. Below the 2 threshold the Higgs can 
decay only into two electrons or two photons. In this case the Higgs width is very small and 
consequently its lifetime can be so long that it can decay outside the detector.
Before the startup of LEP, the Higgs boson H° has been searched in very different reactions 
[214-221]. The most stringent limit, mHo > 5 GeV, comes from the CUSB experiment [219], 
searching for the reaction T yH°. However, no exclusion so far was complete mainly due to 
uncertainties in the computation of expected production rates involving hadron physics. Only the 
range 1.2 MeV < mHo < 50 MeV was excluded at 90% confidence level [215].
Here we report our search for the Standard Model Higgs boson using data samples from 1990 and 
1991 LEP runs corresponding to a total of 408000 Z hadronic decays and an integrated luminosity 
of 17.5 pb""1 at center of mass energies between 88.2 and 94.3 GeV.
12.1.1. Search in the mass range mHo < 2
For masses of the Higgs boson below the threshold its lifetime would be of order picoseconds 
and it would decay predominantly into an e+e" pair, We have searched for such very low mass 
Higgs Boson in the channel e+e” —► with I = e or ¡x where the Higgs boson decays into
two charged particles either inside or outside the volume of the electromagnetic calorimeter. For 
the former case, the event signature is a pair of acoplanar, isolated and very energetic leptons 
accompanied by at least two additional tracks associated with energy clusters in the calorimeters. 
For the latter case the events are characterized by a pair of acoplanar and energetic leptons with 
no other detected particle balancing the missing momentum.
Three events have been found satisfying these criteria. The expected background is 4.3 ±  0.4 
events, from the reaction e+e~ —► e+e“y, where the photon reaches the hadronic calorimeter 
without leaving a signal in the electromagnetic calorimeter,
72.7.2. Search in the mass range 2m^ < mHo < 2 GeV
We have searched for a low mass Higgs boson decaying into muons or hadrons. The main 
backgrounds with a similar signature are four fermion final state processes and radiative dileptons 
with a photon converting in material in or in front of the central tracking chamber.
Event signature is the presence a pair of acoplanar, isolated and very energetic leptons accompa­
nied by at least two additional tracks associated with energy clusters in the calorimeters. In order to 
reject photon conversions, the vertex of the Higgs candidate decay products should be closer than 
20 mm to the beam spot in the transverse plane.
Six events have been found which satisfy the above requirements: 2 in the e+e_ -> e+e“ + X  
channel and 4 in the e+e_ -+ + channel. The expected background is 5.8 ± 1.2 events from
e+e“ -► e+e”/*+/z~ and 1.9 ± 0.2 events from e+e_
12.1.3. Search in the mass range 2 < mHo < 15 GeV
In this mass region the Higgs decay products will appear as one or more hadronic jets. We have 
searched for events with a pair of energetic, isolated and acolinear electron or muons accompanied 
by hadronic jets consisting of more than two particles each. There are no candidates where the 
mass recoiling against the lepton pair is below 15 GeV.
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Table 12.1
Selection efficiencies as a function of Higgs boson mass for all analyzed
production channels.
Higgs mass
2 GeV 5 GeV 9 GeV 15 GeV
efilciency for e+ e-  - 0.24 0.37 0.35 0.44
efficiency for e+ e~ --> H °e+ e” 0.226 0.408 0.518 0.526
efficiency for e+ e” - 0.246 0.275 0.318 0.462
We have also searched for events of the kind e+e-  —* uuH° characterized by the presence of a 
single jet, two acolinear jets or many acoplanar jets and large missing energy.
The selection efficiencies for all channels are summarized in table 12.1 as a function of the Higgs 
mass. We find no candidate satisfy these criteria. From a Monte Carlo simulation of all background 
processes we expect to find less than one event.
12.1.4. Search in the mass range mHo > 15 GeV 
We have searched for the Higgs boson with a mass above the bb threshold in the channels
e+e-  —> (H° —► qq) (Z* —> vv),  e+e-  —> (H° —► qq) (Z* —>
e+e-  -► (H° —> qq) (Z* —*■ e+e- ), e+e~ -» (H° -* qq)(Z* t+t“ ),
e+e-  —► (H° —> r+t - ) (Z* -> qq).
The final state (H° -► qq) (Z* -+ qq), although dominant, is very difficult to separate from four-jet 
QCD background, and has not been considered in the analysis.
Events of the kind e+e" l +i ~qq are selected by requiring two isolated leptons recoiling against 
a high multiplicity hadronic system. Isolation criteria for the leptons are designed to reject heavy 
flavor double semileptonic decays in events like e+e" -+ bb —► £+£~ +X.  In table 12.2 the high 
mass Higgs detection efficiencies for the different channels studied are summarized. For the H°e+e-  
and the T+ T ~ q q  channels we quote efficiencies for the 1990 and the 1991 setup. The efficiency for 
the 1990 data is lower due to the lower geometrical acceptance of the electromagnetic calorimeter
Table 12.2
Selection efficiencies (in %) for Higgs events in the different channels. The efficiencies 
for the H°vu  and H c h a n n e l s  are the same for 1990 and 1991 data.
Higgs mass
30 GeV 40 GeV 50 GeV 55 GeV 60 GeV
H<W channel 
H °e+e~ channel (1991) 












T + T ~ )  






36.4 60.6 59.0 50.3 37.4
58.2 55.2 52.2 50.5 49.4
45.5 38.0 35.0 32.0 29.0
62.6 61.2 61.6 60.6 55.4
3.8 10.2 15.8 17.6 15.0
2.4 5.4 9.4 12.4 8.8
14.6 8.6 4.0 2.2 1.4
8.0 4.2 2.2 1.4 1.2
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Fig. 12.1. The candidate for e+e^H0 production shown in 
the plane perpendicular to the beam direction.
Fig. 12.2. The candidate for production shown
in the plane perpendicular to the beam direction. Only the 
inner detector is drawn.
which did not include the endcaps. For the H°uu and the H c h a n n e l s  the efficiencies are the 
same in 1990 and 1991.
Two events passed the selection criteria. One is an e+e~ —► e +e" + X  event observed at y/s = 88.4 
GeV. The event is shown in fig. 12.1. Its main parameters are: mass recoiling against the final state 
e+e_ =  31.4± 1.5 GeV, mass(e+e_ ) =  46.8±  1.9 GeV, measured mass of the hadronic system =  
23 GeV; this last value is consistent with the Monte Carlo expectation of 28.7 ±  4.3 GeV for the 
decay of a Higgs boson with mass 31.4 GeV.
The second candidate is an e+e-  —► /i+/i~ + X  event observed at y/s =  91.3 GeV. This event 
is shown in fig. 12.2. Its main parameters are: mass recoiling against n +pi~ =  70.4 ±  0.7 GeV, 
mass(//+//“ ) =  6.5 ± 0 .2  GeV, measured mass of the hadronic system =  61.6 GeV; this last value 
is consistent with the Monte Carlo expectation of 65.7 ±  6.2 GeV for the decay o f a Higgs boson 
with mass 70.4 GeV.
Both events are consistent with the four fermion background e+e~" —► t +£~qq for which we 
expect a total of 3.3 ± 0.4 events from both channels.
H°i/v events are characterized by large missing energy and momentum imbalance due to the 
undetected neutrinos from the Z* decay. The heavy quarks from the Higgs decay receive a Lorentz 
boost leading to two acoplanar jets, which mainly populate one hemisphere with a rather low energy 
deposit in the other. The direction of the missing energy points far away from the quark jets. In 
contrast, in e+e-  —► qq events which are the main source of background, the two jets from the 
qq system are typically coplanar with the beam axis. Any missing energy is mostly due to the jet 
energy resolution and undetected neutrinos within the jets. As a consequence, the missing energy 
direction is close to one of the jet axes for background events.
The search for Higgs candidates has been carried out based on the above signatures. Selection 
criteria are designed to reject all events from the background channels while maintaining a high 
detection efficiency for the Higgs boson (see table 12.2). No events pass the selction cuts. The 
uncertainty in the selection efficiency has been studied by changing the detector calibration constants
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H° + hadrons) x Br(H° —> yy)  as a function
within their errors and by using two different hadronization models in the Monte Carlo. The effect 
of the changes in the calibration was found to be less than 1.5% of the detection efficiency for a 50 
GeV Higgs mass. The selection efficiencies predicted using the JETSET 7.3 [25] and HER WIG 5.3 
[26] fragmentation schemes agree with each other. In addition, we have studied qqy events which, 
after eliminating the y from the reconstruction, have a topology similar to the H°i/i> signal [222], 
For these events we compared all the variables used in the analysis and found good agreement 
between the data and the Higgs Monte Carlo. From these studies we conclude that our efficiencies 
have a relative uncertainty o f less than 1.5%.
12.1.5. Mass limits
Figure 12.3 shows the number of expected events at the upper end of the mass range from 30 
to 60 GeV. The 95% confidence level upper limit, also shown in the figure, was obtained with the 
likelihood function for the two candidates, taking into account the number of expected events from 
the background and the experimental mass measurement errors. In the region around 50 GeV, the 
total number of expected events from all channels has a systematic uncertainty of 2 .6%, which is 
also included. We thus obtain a lower limit on the mass of a Standard Model Higgs boson of
m Ho > 52 GeV (12.2)
at the 95% confidence level.
12.1.6. Higgs boson decay into two photons
In the Standard Model, the Higgs cannot couple to photons at tree level; however, the H° — *■ yy 
decay proceeds via one-loop diagrams involving charged fermions and W bosons. Since the Standard 
Model cross-section for this process is extremely low at LEP energies, an anomalous signal of
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hadronic events with two high energy photons can be a strong indication of new physics. As 
mentioned in section 10.4, we have found 4 data events with a pair of hard isolated photons. We 
use the PYTHIA 5.6 Monte Carlo [223] to simulate Higgs events with the Higgs decaying into two 
photons. The yy invariant mass resolution is ss 6% for mu =  10 GeV and is better than 2% for 
mu > 30 GeV. Using this estimate for the resolution, we find that the 4 data events fall in different 
yy invariant mass bins. The acceptance varies from 19% to 35% over the range 10 < mu < 70 GeV.
The 95% confidence level upper limit for a (e+e_ —> H° + hadrons) x Br(H° —> y y ) is plotted in 
fig. 12.4. The limit is several orders of magnitude above the Standard Model prediction.
12.2. Search for non-minimal Higgs bosons
A two-doublet extension of the minimal Standard Model would have a richer Higgs particle 
spectrum and would add new phenomena to the Standard Model physics. The general theoretical 
background is summarized in ref. [ 224 ]. Briefly, the Higgs sector of a two-doublet model contains
5 physical Higgs bosons: one neutral CP-odd scalar, A0, two neutral CP-even scalars, H° and h°, 
and two charged scalars, H*. The masses of the Higgs bosons, the mixing angle, a , between the 
two neutral scalar Higgs fields and the ratio of the vacuum expectation values of the two Higgs 
doublets, tan /?, are free parameters. The Higgs production processes near the Z resonance are:
(a) bremsstrahlung (Z —► Z*h° or Z —► Z*H°);
(b) neutral pair production (Z —► h°A° or Z -+ H°A°); and
(c) charged pair production (Z —> H+H_ ).
A detailed presentation of this work is given in [225,226]. In this section, we first investigate 
Higgs boson production in a general two-doublet model. We then derive limits in the Minimal 
Supersymmetric Standard Model (MSSM).
12.2.1. Neutral Higgs bosons in the two-doublet Higgs model
The cross section for process (a) is proportional to sin' (¡3 — a), while the cross section of process
(b) is proportional to cos2(fi -  a). If, for a set of parameters, one cross section vanishes, the other 
dominates.
Limit on sin2(/? — a). Searches for Higgs boson bremsstrahlung in the mass range 0 to 60 GeV
constrain the quantity sin2(/? -  a) of the two-doublet Higgs model. The Higgs boson couplings to 
the up-and down-type fermions may be enhanced or suppressed compared to the predictions in the 
minimal Standard Model and depend on the unknown free parameters of the Higgs sector. The 
limits on Standard Model Higgs boson production as quoted in section 12.1 can thus be converted 
into a lim it, on sin2(/? -  a ), as shown in fig. 12.5. The effects of changes in the selection efficiencies 
at production thresholds are clearly visible. The further structure in the exclusion contour is due to 
the few candidate events. Their number is in agreement with the expectations from four-fermion 
background.
Excluded region in the {m^, mK) plane. Limits on the contribution of pair-produced Higgs to /z  
give an upper limit on the quantity cos2(/? — a). From our line-shape data, a limit on additional 
contributions to Fz is set at 35 MeV (see section 13.1). A mass pair (mh,mA) is excluded if the 
corresponding upper limit on sin2(/? -  a) from the bremsstrahlung process is lower than the lower 
limit coming from the pair production process. The process h° —► A0A0 has been searched for using 
methods analogous to the search for Standard Model Hiss bosons (see section 12.1). The cuts
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Fig, 12.5. Limit on sin2 (/ÿ - a )  o f  the two-doublet Higgs model.
have been adjusted and a similar detection efficiency has been reached. The small variations of 
these efficiencies are visible in the exclusion plots as discontinuities in the region where h° —> A0A0 
decays are allowed. The resulting exclusion plot is shown in fig. 12.6.
¡2.2.2. Search for neutral Higgs pair-production 
Signatures resulting from the following expected
0 bb, h° ->
decay modes are investigated: h°/A o
t + r --> A°A°. Searches for 4 jet, 6 jet, i t  jet jet and 4 t  signatures are performed. 
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Fig. 12.7. Regions of the {rnh)m ^ )  plane excluded 
at 95% CL for values of the branching ratio 
r ( Z  -+ h°A° -> T + T“ r + T ~ ) / r ( Z  -> qq)  >  5 x 10~4 
(dark region), 1 x 10“ 3 (hatched region) and  2 x 10” 3 
(region inside thick contour line).
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Fig. 12.9, Regions of the {m^,rnA ) plane excluded 
at 95% CL for values
r ( Z -  h°A°~-> bbbb)/nz
gion), 2 x 10"3 (region inside thick contour line).
of the branching ratio 
QQ) > I x 10~3 (dark re-
the (w h,mA) plane for branching ratio limits on 
T (Z  -> h°A° -» r + r -T  + r - ) / r ( Z  qq). (12.3)
The limits for the Z h ° A °  —> t + t bb process are shown in fig. 12.8 and the limits for the 
Z —> huAu bbbb process are shown in fig. 12.9,
The process Z —> h°A° -* A0A0A0 —► bbbbbb can dominate if rn^ > 2mA. The 95% confidence 
level limit on the branching ratio in the mass range 18 < rnA < 21 GeV and m.h > 2m \  is
r{Z~~> hbhbbh)/r(Z~~>  qq) < 9.4 x 10 4 (12.4)
12.2.3. Search for charged Higgs pair-production 
The partial width for Z decay into a charged Higgs pair depends only on the mass of the charged 
Higgs [224]. Searches for the three processes relevant at LEP-I are performed; Z H +H “ 
t + rues, cscs. No Higgs signal has been observed. The search in the hadronic decay channel 
is the most difficult one due to an irreducible Z qq background, A lower Higgs mass limit of 41 
GeV, independent of the Higgs branching ratio, is obtained. Figure 12.10 shows the 95% CL mass 
limit on charged Higgs bosons as a function of their leptonic branching ratio obtained from the 
search in the three channels.
12,2A. Interpretation in the Minimal Supersymmetrie Standard Model 
The results obtained in previous sections can be combined to set mass limits on the neutral Higgs 
bosons in the Minimal Supersymmetrie Standard Model. In this two-doublet model, the parameters 
tan ß  and a  are directly related to m H and m A at tree level. The tree level model also predicts that
my[ < m A, mu < m w, and m H±
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Fig. 12.10. Excluded regions of pair-produced charged Higgs bosons as a function of the charged Higgs mass and the leptonic 
Higgs branching fraction. The thick contour line determines the combined mass limit.
Radiative corrections, however, can modify these predictions. The main effects of radiative 
corrections can be extracted by making the following two assumptions [104]: (a) all Supersymmetrie 
partners are degenerate in mass and do not mix and (b) the leading top mass term in the radiative 
correction expression, m\, is dominant. With these assumptions, the effects of radiative corrections 
can be summarized with a single dimensionless parameter, e, for a given top mass mt and m\, the 
mass of the supersymmetrie partner of the top quark
3 a/ sin2  9 w
2n ln(m?/mt2). (12.5)
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Fig. 12.11. Excluded regions in the (m ^m^)  plane at 95% CL in the MSSM, independent of radiative corrections
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relationships between the masses and a and tan /? are altered [ 104 ]. The charged Higgs remains 
too massive to be produced at LEP I. We allow a conservative range of the top and stop masses,
90 < mx < 250 GeV, mt < m\ < 1000 GeV, (12.6)
corresponding to an e range of 0 < e < 1.45 .
After radiative corrections, two (m^m^)  pairs may correspond to one given (mA,tan/?) pair. A 
point in the mHWA-plane is only excluded if all the corresponding (mA,tan/?) values are excluded 
for a range of tan/? from 1 to 50 and for any value of e from 0 to 1.45. Figure 12.11 shows 
the region excluded in the «tH^U-plane by a combination of the direct searches for neutral Higgs 
bosons and the limit on the Z width.
13. Search for new particles and new interactions
e+e-  collisions at LEP provide an ideal data sample in which to search for physics beyond the 
Standard Model, because the energy is high and production cross sections are large. In this chapter 
we describe the search for new particles using the data sample collected during the 1990 and 1991 
LEP running periods using a total integrated luminosity of 17.5 pb-1 .
One can broadly classify our search methods into three categories:
-  indirect searches that quantify how much room is left for new physics by the precise measurements 
of Z properties (see chapters 5 and 8 );
-  direct searches for new particles among the decay products of the Z;
-  direct searches for new particle production by non-resonant QED channels.
13.1. Limits from line shape measurements
A hypothetical Z decay mode, Z -> X will contribute to the total Z width, /z , by its partial width 
f zx = r (Z -> X ) . If all final states X are undetected, rzx will contribute to the invisible Z width,
r.
1  inv*
To obtain conservative limits on the new physics, we use values mt = 91 GeV, mu = 1000 GeV, 
and as = 0.115, which are compatible with our measurements (see chapters 8 and 10) and give 
lower values for iz  and /inv in the Standard Model. From the ZFITTER program [29], we obtain 
the following predictions for this set of parameters: /z  = 2472 MeV and /inv = 498 MeV. These 
values serve as lower bounds on the theoretical prediction. The limit on the decay width due to 
new physics is then obtained by the following procedure: Assuming the measurements of iz  and 
/inv have Gaussian errors, the probability distribution above the theoretical bound is renormalized 
to 100% confidence level. The renormalized distribution is then divided such that the area above 
the dividing line contains 5% of the distribution. The one-sided 95% confidence level upper limit 
on new physics is then given by the difference between the dividing line and the lower bound. In 
this way we obtain the following upper limits on the contribution Aiz of new physics to the total 
Z width and A7inv to the invisible Z width,
Arz < 35.1 MeV, A/inv < 16.2 MeV (13.1)
at the 95% confidence level. Limits on the mass of new sequential quarks and leptons, and 
supersymmetric particles, obtained using these results, are listed in table 13.1.
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Table 13.1
95% confidence level limits on the masses of new particles obtained from the Z widths limits. 
The particles are the sequential up- and down-type quarks (U and D), charged and neutral 
leptons (L and N) with standard weak isospin assignment, neutrino and quark supersymmetrie 
partners (v , ü and d), and the supersymmetrie partners of the charged Higgs and the W (ft*
and W*).










It should be noted that these limits can be substantially weaker if some conspiracy between 
different channels exists. For instance, all Z widths would be reduced by radiative corrections due 
to the existence of fermions with electroweak vector coupling to the Z and with mass just above the 
production threshold in Z decay. A chargino of 50 GeV mass [227] would decrease the Z widths 
by about 0.6%. In this case the limits derived from width measurements would be weaker.
13.2. Limits on an additional heavy gauge boson 71
Most candidates for unifying theories predict additional gauge bosons, thus leading in a natural 
way to the extension of the Standard Model with new, heavy neutral gauge bosons [228]. The 
measurement of the Standard Model parameters with high accuracy as performed at LEP allows 
the search for possible deviations with sensitivity to new phenomena.
Direct searches for Z' production have been performed at p-p colliders [229]. Here we investigate 
virtual effects of a 71 on the Z resonance. The Z1 influences mainly the couplings of the Z to fermions, 
provided the mixing angle 0m between Z and 71 is non-zero. It should be noted, that measurements 
near \[s = mz are ideal to search for 7-71 mixing. Limits for 0m and the 71 mass, mz-, can be 
derived from analyses based on the energy dependence of cross sections and asymmetries of Z final 
states [230].
The models considered are based on symmetry breaking of the superstring-inspired E6 group and 
on a left-right symmetric extension of the Standard Model [231]. Both the E6 and the left-right 
model contain a parameter, denoted as 6$ and oclr, respectively, which effectively fixes the couplings 
of the 71 to fermions. Special cases of the E6 model are known as the x> V and tj models, with 
values of d& — 0°, 90° and -52.24°, respectively.
13.2.1. Modifications to standard cross sections
For the analysis, the results of a common treatment of y, Z and 7' exchange, QED corrections, 
and weak loops within the extended theory are used [230]. The influence of the 71 exchange is 
taken into account in Born approximation. In the on-mass-shell renormalization scheme the vector
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boson masses and their mixing angle are related to
tan2 0M = ( m |-  m |0) /(m |, -  m |), = w^/cos2 0w, (13.2)
where mz would be the mass of the Z in the absence of mixing. In eq. (13.2) a minimal extension 
of the Standard Model is supposed, i.e. only one Higgs doublet is assumed.
13.2.2, Fitting procedure
The fits were performed with a special code ZEFIT [230,29]. As input, the cross sections for the 
hadronic and leptonic final states and the forward-backward charge asymmetries Ar, as a function 
of y/s are used (see chapter 5). The free parameters of the fit are the Standard Model parameters, 
0m  and wz'. We assume mn = 300 GeV and a s= 0.12. The top quark mass is left as a free parameter 
except for the direct CDF constraint mt > 91 GeV [114]. Statistical and systematic errors are taken 
into account as described in chapter 8 .
13.2.3. Results
The dependence on 0m  was investigated as a function of the model parameters 86 and q l r -  For 
all models considered, the values of the mixing angle 0m obtained were compatible with zero. In 
figs. 13.2 and 13.3 the 95% confidence level limits of 0m as a function of 06 and am  are shown 
for different values of mz>. Here the top quark mass has been fixed to mt = 150 GeV. Fig. 13.1 
shows the allowed contour in the mz> versus 0m plane for 95% confidence level in the % model. 
The contours for the other models are similar.
The lower limits for mz< are 117 GeV, 118 GeV and 100 GeV for the X, y  and rj models, 
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Fig. 13.2. The 95% C.L. upper and lower limits of 0m as 
a function of the E6 model angle for m%j >  200 GeV 
(hatched area) and for mz> >  700 GeV (shaded area).
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Fig. 13.3. The 95% C.L. upper and lower limits of 0m 
as a function of the left-right model parameter aiR  for 
mz> > 200 GeV (hatched area) and for m #  > 7 0 0  GeV 
(shaded area).
Fig. 13.4. The 95% C.L. upper limit on the mixing am­
plitude \Ut\2 as a function of the mass o f the isosinglet 
neutral heavy lepton. The solid line is the limit for N&} the 
dashed line is the limit for Np and the dotted line is for
Nx.
values of 06 near that of the t] model. In all other cases and for larger Z' masses, the mixing angle 
8m has allowed values between -0.010 and +0.015.
13.3. Search for isodoublet heavy charged and neutral leptons
Mass limits on sequential charged and neutral heavy leptons obtained from the total and invisible 
Z width have been already given in section 13.1. More stringent limits can be obtained from a direct 
search for stable charged leptons and unstable neutral leptons. Unstable sequential charged leptons 
with a mass lower then m z/2  are ruled out by the absence of a neutrino with mass lower than m z/2 .  
This analysis [232] was based on data collected between March and June 1990 corresponding to 
an integrated luminosity of about 2.23 pb-1.
13.3.1. Search for unstable neutral leptons 
In the following analysis we consider the case that the charged lepton is heavier and the associated 
neutrino lighter than m z/2. Then the neutrinos will be produced in pairs in Z decays.
Heavy neutrinos can only decay via the charged current process L° —> if flavor mixing
exists between leptons. The decay amplitude contains a mixing parameter V{iLo for the transition
from L° to the light charged lepton I. The neutral lepton decay width (for Dirac type) is given by 
r ( L °  ^  f ± W 1 *) =  9\Ve x o\2G l m l o / \ 9 2 % 3.
The decay width is a factor two larger for Majorana leptons, since the transitions L° —> t + and
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L° —*■ £ occur with equal probability. The factor 9 takes into account the W1*1* decay channels into 
liv, tv , tv , ud, cs. The mean decay path of the heavy neutral lepton is given by
b  = /tyTL°°cy3|F |-2m"06,
where \V \2 =  \Ve>v>\2 + \VmXo\2 +  |FT>Lo|2. We have restricted our search to mean decay paths that 
are smaller than 1 cm to obtain a high detection and reconstruction efficiency. This corresponds to 
a lifetime smaller than 60 ps for mLo = 40 GeV. It implies that the limits of the direct search for 
neutral lepton decays are only valid for mixing parameters \ V\2 > 6.2 x 10-8  at ra Lo = 20 GeV and 
\V\2 > 5.1 x 10~ 10 at mLo = 40 GeV.
We have searched for heavy neutral lepton events with isolated leptons, not compatible with 
H+fx~, e+e~ or x+x~ or heavy quark decays. No candidates were found. The selection efficiencies 
for neutral leptons are about 46% for decays into electrons and muons, and 14% for decays into 
taus. They vary less than 4% in the mass range from 20 GeV to 44 GeV.
Combining this result with our limits from the Z width we obtain mass limits for Dirac leptons 
for various dominant decay modes, within the limits on \ V\ as specified above,
mLo > 46.5 GeV for L° -> e + W*, mLo > 46.5 GeV for L° -* ¡i + W*, 
mLo > 46.4 GeV for L° -» x +  W*.
For Majorana leptons the mass limits are
m Lo > 45.5 GeV for L° -» e + W*, m L o > 45.5 GeV for L° - » fi + W*, 
mLo> 45.1 GeV for L° -» r +  W*.
13.3.2. Search for stable charged leptons
Pair production of new stable charged leptons would appear as two back-to-back charged tracks 
of low momentum in the muon chambers. As the mass of the particles increases, the dE/dx  energy 
loss in the inner detector increases. Only for masses up to about 38 GeV the heavy lepton is able 
to reach the outer muon chambers; for masses larger than 43 GeV it will not be able to penetrate 
the electromagnetic calorimeter. In the mass region below 38 GeV we obtain limits in searching 
for an excess in the rate of e+e_ —*■ ¡x+¡x~. In the mass region above 38 GeV we have looked for 
events with two back-to-back tracks in the central tracking chamber having either a time of flight 
compatible with a low velocity particle or a large energy loss in the electromagnetic calorimeter.
We search for heavy leptons in the mass region below 38 GeV by repeating the muon pair selection 
[233] with modified cuts on the particle momentum and time-of-flight. We obtain a one-sided 95% 
C.L. limit on the production of heavy leptons of III < 5.4 MeV. This rules out stable heavy leptons 
below 38 GeV.
The search for stable charged leptons heavier than 38 GeV is carried out by looking for two 
back-to-back tracks in the central tracking chamber with large energy loss in the electromagnetic 
calorimeter. No event with such a signature was found. The acceptance varied from 49% at 38 
GeV to 33% at 44.5 GeV. We expect 158, 78, 16 events at mL = 38.0 GeV, mi, = 41.0 GeV, 
and /ml =  44.0 GeV, respectively. Basing our 95% C.L. limit on three expected events we exclude 
the mass range 38.0 < < 44.6 GeV in this study. Combined with the above limit we exclude 
therefore a new stable charged lepton with inl  < 44.6 GeV at 95% confidence level.
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13.4. Search for isosinglet neutral heavy leptons
We search for neutral heavy leptons that are isosinglets under the Standard SU (2)l gauge group. 
Such neutral heavy leptons are expected in many extensions of the Standard Model. We have 
searched for three types of heavy leptons Ne, N ,^ NT associated with the three neutrino types ve, 
VfD vz. In this search, one isosinglet neutral heavy lepton N; is assumed to be associated with each 
generation of light neutrinos via the mixing amplitude Ui. We do not consider mixing of the light 
neutrinos with higher isodoublet states (sequential leptons) nor the possibility of mixing among 
light neutrinos (as discussed in ref. [234]). However, an interpretation of our results in such models 
is straightforward. Also, the large mass difference between the light and heavy neutrinos allows us
to ignore oscillations [234],
The mixing between the isosinglet neutral lepton and its associated isodoublet neutrino allows
single production to occur in Z decays,
(13.3)
The production cross section is reduced from the neutrino pair production cross-section by a 
phase-space factor and by the square of the mixing amplitude. It can be written as [234,235]
«
Br(Z -> z?fN;) = B ï ( Z - > v ev e ) \ Ue \2 ( l - m î i / m l ) 2 ( \  + (13.4)
where Ut is the mixing amplitude, the mass of . In contrast to Z decay into sequential isodou­
blet neutral leptons where pair production is dominant, single production dominates here because 
the corresponding pair production cross section is suppressed relative to the single production cross 
section by an additional \ Ue\2 factor, which is expected to be small [235].
Isosinglet neutral leptons decay via the neutral or charged weak currents,
—» ZV and Z* -*• ee, up,, rr, vv, qq,




refs. [234,235]. For most of the mass range, the dominant decay mode is via charged currents, 
with one charged lepton and two quarks in the final state, which is about 50% of the total rate. For 
low Nt masses, the dominant decay mode is via the neutral current mainly with one neutrino and 
two quarks in the final state.
The mean decay length is a function of the mixing parameter \Ue\2 and the mass. It is given by
Ln = PycxN oc P\Ut\ 2mN6 (13.7)
This implies that the decay can occur far from the interaction point if the particle has a low mass 
or a very small mixing. We consider in our searches also the case where the decay occurs inside the 
electromagnetic or hadronic calorimeter, at decay lengths of up to 2 meters.
13.4.1. Event signatures and selection 
Because of the Lorentz boost in the laboratory frame, the decay signature depends on the mass 
of the isosinglet lepton. For low mass, we have mainly monojet events, while for high mass, two or 
more jets are dominant.
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Table 13.2
List of selected events in data and Monte Carlo.
Decay mode Data Monte Carlo
eqq 6 7 ± 2
/¿qq 10 7 ± 2
rqq 26 23 ± 3
Search for monojets. By searching for monojet events with charged particles, we cover all visible 
decay modes of an isosinglet lepton of mass wn< 15 GeV. The details of the selection criteria are 
discussed in ref. [236]. We are then left with 2 events from data, while we expect 0.6 ± 0.4 events 
from Z —» t + t ~(y)  decays.
As mentioned above, low masses or small mixing amplitudes Ut can result in decays far from 
the interaction point. We also select events with a monojet without charged particles visible in the 
central tracking chamber. We find two candidates in the data and we expect 0.6 ± 0.6 events from 
conventional sources.
Search for two acoplanar jets. This event topology consists of a pair of acoplanar and acolinear 
jets with large missing energy and transverse momentum imbalance. This search covers all decay 
modes containing a neutrino in the final state for the mass region m^>  15 GeV and the modes 
containing hadrons and a lepton for the mass region 15 GeV < Wn< 50 GeV. Backgrounds to 
this topology come from conventional Z decays where some energy is either unseen or not well 
measured.
After applying all cuts [236], one event is left in the data while we expect 0.2 ± 0.2 from 
Z —► t + t ~(y)  decay.
Search for isolated leptons in multijet events. By selecting hadronic events with an isolated lepton, 
we search for the ¿qq decay modes in the mass region > 5 0  GeV. The main background to this 
topology comes from the semileptonic decays of heavy quarks. Radiative hadronic decays Z —► qqy, 
where a hard photon converts in the beam pipe, can also fake an isolated electron.
We select events with three or more reconstructed jets. The acoplanarity between the two most
energetic jets has to be greater than 30°.
After applying our selection cuts to the data, we find a total of 42 candidates in the three decay 
modes. The number of data events and the Monte Carlo background expectations are shown in 
table 13.2.
13.4.2. Results
We calculate the 95% confidence level upper limit on the square of the mixing amplitude and 
the branching ratio for each generation. The upper limit for the mixing amplitude as a function of 
the mass is shown in fig. 13.4. The mixing term \Ui\2 is constrained to be less than 2 x 10-4 for the 
mass range 3 < mn < 50 GeV. The limit can be expressed as Br(Z —» )  < 3 x 10-5  for masses 
from 3 GeV up to mz.
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13,5. Search for supersymmetrie particles
Supersymmetry [237] is one of the most appealing extension of the Standard Model. Supersym­
metry models predict the existence of two scalar partners fl and f/? for each fermion f, associated 
with its two helicity states. In a similar manner, the super-partners of the photon, W ±, Z, and 
Higgs particles are predicted as photino y, wino W*, zino Z, and Higgsinos respectively. In these 
models, a minimum of two Higgs doublets are needed such that one doublet gives masses only to 
the up-type quarks and leptons and the other one only to the down-type fermions. The search for 
Higgs particles required by supersymmetry has been discussed in section 12.2. Supersymmetry must 
be broken since no super-partner degenerated in mass with its ordinary particle has been observed. 
Consequently, the photino, zino, and neutral Higgsinos mix to form four Major ana-type mass eigen­
states called neutralinos (x , Xh X^ X a), while wino and the charged Higgsino mix to form two mass 
eigenstates called charginos (x £*)• In addition, a new quantum number called i?~parity [238] 
is introduced with R = 4- 1 for ordinary particles and R = -1  for their super-partners. In most 
supersymmetry models, i?-parity is conserved. As a result, supersymmetrie particles are produced 
in pairs and the lightest supersymmetrie particle (LSP) is neutral and stable, i.e. interacts weakly 
with matter. In the searches described below, we assume that the lightest neutralino ( x ) is the LSP 
and that i?-parity is conserved.
13.5.1. Scalar leptons
The super-partners of charged leptons could be produced in pair in Z decays, 
e+e_ -* Z -* i+t~  -> é+ê~xx>
Due to different radiative corrections, the mass of right-handed £ is expected to be smaller than that 
of the left-handed £. In the search discussed below, mass degeneracy between left- and right-handed 
£ is thus not assumed. The results are conservatively given for that of right-handed L
Pair production of light scalar charged leptons with £*£~xx final state would appear as two 
back-to-back ordinary leptons with missing energy in the detector. Therefore, £+£~~xX events are 
indistinguishable from of t +t -  decays of the Z. The production of light t  would then result in an 
excess in the t +t -  sample. We select r +t “-type events using the criteria similar to those described 
in chapter 5. However, the requirement on the acolinearity angle between two taus is removed. In 
addition, each tau-jet is required to have at least one and at most three associated tracks. From 
the measured rXT and following the same procedure described in section 13.1, we exclude scalar 
electrons and muons below 17 GeV if m% < 15 GeV and scalar taus below 13 GeV if mf < 10 GeV.
Pair production and subsequent decay of heavy I would appear as an acolinear di-lepton event 
with large missing energy. To select these events, the following selection criteria are applied:
(i) There should be two jets in the events. Each jet is required to have at least one and at most 
three associated charged tracks. The energy of the jets is required to be less than 30 GeV.
(ii) The opening angle in the r -  0 plane (coplanarity) between the two jets must be smaller 
than 170°.
(iii) The momentum imbalance is required to be larger than 4.0 GeV and its direction is required 
to be 45° away from the beam line.
(iv) No track should lie within a 45° half-opening angle cone in the azimuthal angle along the 
momentum imbalance direction.
(v) No calorimeter cluster with energy greater than 300 MeV should lie within a 45° half-opening 
angle cone centered along the momentum imbalance direction.



































Fig. 13.5. 95% confidence level excluded region in the mi, mt  plane for the three scalar lepton species: (a) t  and £ (b) t.
Two events have been found satisfying these requirements: one e+e-  and one event,
both compatible with the expected rate from two-photon processes. Figure 13.5 shows the 95% 
confidence level excluded region in the mi, mu plane for the three scalar lepton species, i, ji and t, 
after combining the results for light I.
In contrast to the scalar charged leptons, there is only one scalar partner to the left-handed 
neutrino. The production (e+e~ —► Z —► vv)  and subsequent decay (v -> v%) of scalar neutrinos 
would result in a decay width of the Z into invisible channels greater than the Standard Model 
predictions for three neutrino families. As shown in section 13.1, such scalar neutrinos are excluded 
for masses up to 37.1 GeV. However, the masses of scalar neutrinos of all three flavors are nearly 
degenerate in many models. From the same procedure and assuming mass degeneracy, we can 
exclude the existence of scalar neutrinos for masses below 41.8 GeV.
13.5.2. Charginos
Charginos can be pair produced in Z decays if their masses are smaller than mz/2. The ZX+X~ 
coupling is expected to be very large. The Z partial width decay into x+X~ is almost equal to the 
leptonic partial width if the chargino is a pure higgsino (the supersymmetrie partner of the H *) 
and can be as large as 9/1 in case the chargino is a pure wino (the supersymmetrie partner of the 
W *). Therefore, independent of its decay and field content, the lightest chargino is excluded for 
masses up to 44 GeV from the measurement of the total Z decay width as shown in section 13.1.
13.6. Search for compositeness
Compositeness [239] could answer many fundamental questions left open by the Standard 
Model, such as the fermion mass spectrum. In these models, quarks, leptons and gauge bosons are
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all composite with an associated energy scale A. One natural consequence of compositeness is the 
existence of excited states, f \  of known fermions f. An excited fermion will then decay into its 
ground state by radiating a photon or a gluon.
At e +e-  colliders, excited fermions can be produced in pairs (e+e- —» f * f ) or singly (e+e- —► fif*). 
While in the first case the f* mass is limited to masses less than the beam energy, in the second 
case it can reach mass regions close to the center of mass energy.
We have also searched for a possible signature of the composite nature of the Z which could 
manifest itself through a radiative decay into a lower mass resonance or a large branching ratio 
into three photons.
13.6.1. Excited charged leptons
We have studied the processes e+e~-*£+£~yy, e+e ~ ^ £ +£~y where £ can be an electron, a 
muon or a tau [240,241]. Since the excited electron production is completely dominated by very 
small angle reactions due to the t channel photon exchange, we have also studied the process 
e+e~ —► (e1 )e=‘/, in which one of the electrons escapes detection.
Here the Z and y are assumed to couple to spin \  excited lepton pairs in the same way as to 
ordinary lepton pairs. The lowest order pair-production cross section can be found in ref. [242]. 
The differential and total cross section for single f  production can be found in ref. [243]. We 
assume that the f* current follows the standard S U (2)xU (l) form, with its own coupling constant 
X. Both for the single and pair production, a reduction factor due to the effect of initial state 
radiation is taken into account in our calculations.
Selection of e+e- -> £+£~y(y) events follows closely the selection of the corresponding e+e-  
£+£-  events for the Z lineshape measurement (see chapter 5). In addition we require that
(1) one (or two) identified photons with an energy of at least 10 GeV each must be detected;
(2 ) the angle between the two leptons must be smaller than 170°;
(3) the angle between the photon and any of the two leptons must be larger than 10°.
To select events of the type e+e-  -+ e±e*:F —► (e^e^y with one electron in the beam pipe we 
require that the event contains only one electron and only one photon each of which have an energy 
greater than 5 GeV and an angle between them lower than 170°. The missing momentum vector 
should point towards the beam direction within 20°.
From the pair production searches we can exclude the presence of any excited charged lepton up 
to a mass of 45.6 GeV independently of the coupling constant X. Figure 13.6 shows the limit on 
X/mt• as a function of the mass of the excited leptons obtained from the single production searches.
A limit on the mass of an excited electron of we* >1 2 7  GeV at 95% confidence level has also 
been set from the measurement of the e+e-  —► yy cross section as described in chapter 9 .
13.6.2. Excited neutrinos 
The cross section of single v* production can be calculated using the same effective Lagrangian. 
Since the Z contribution is dominant within the energy range investigated at LEP, we can neglect 
the y and W* contributions which are less than 1% [244].
An excited neutrino v * can decay into a y or a virtual Z plus a neutrino, or a virtual W, or even
a real W if mv. is greater than ww, plus a charged lepton. We performed the two following studies 
[245]:
(i) If we impose a standard S U (2)xU (l) current, the yvv* coupling vanishes and v*^> vZ  and 
u*—* eW are the only decay modes allowed (we assume the lowest mass excited neutrino to be 
in the electron family). Since the branching ratio to the W channel decay is expected to be 71%,
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Fig. 13.6. 95% confidence level upper limit on the coupling constant A//n<* as a function of the mass of the excited leptons 
obtained from the single production searches, (a) From the e+e-  —* ee* —* (e)ey search, (b) from the e+e- —► l* l~ y (y )  
search. Full line i  =  e, dashed line t  =  fi and dotted line I = z.
independent of the i/*mass, and the W signature is much clearer than the one of the Z decays, we 
will investigate only the W channel. The visible final state is an electron plus two jets if the W 
decays hadronically or an electron plus another lepton if the W decays leptonically.
(ii) If the yvv* coupling exists [246], the decay v*-* vy  would have a branching ratio in excess 
of 99% [247]. Hence the W and Z channel decays can be neglected. The event signature is a single
energetic photon.
Figure 13.7 shows the upper limit of X/mv- at 95% C.L. as a function of mv*. Independently of 
the existence of the yvv* coupling, the excited neutrino is excluded at the 95% C.L. for a mass less 
than 91 GeV if the Zvv* coupling is the same as the Z vv  coupling, i.e. X =  1.
13.6.3. Excited quarks
An excited quark mainly decays into a quark and a photon or a gluon. If we assume that the 
coupling A/mq. is the same for the vertex qq*y and qq*g, the branching ratios would be only 
dependent on a  and as, respectively. Neglecting the decays q* -+qZ and q* —> q'W, the decay 
channel q* —► qy has 8% branching ratio while the decay channel q* —► qg has 92% branching ratio 
[239].
Events of the kind e+e-  —► qqg(g), are characterized by the presence of three or four well 
separated hadronic jets and are therefore contained in the Z —► hadrons sample used for the 
lineshape measurement (see chapter 5). Jets are reconstructed using the Jade [37] algorithm with 
a resolution parameter ycut = 0.02 (see chapter 10). Out of the 115000 hadronic events collected 
during the 1990 running period, 50413 three jet and 8736 four jet events are retained for the 
e+e-  —► qqg and the e+e_ —► qqgg analysis, respectively.
Four jets are further combined into two pairs of jets, ( i , j )  and (k, l )  by taking the combination 
which gives the smallest difference between two invariant masses, in order to satisfy the hypothesis 
of the production and decay of two identical states. We have used energy conservation constraints 
to improve the resolution for jet pair masses. In order to reduce the contribution from standard 
QCD processes we require the following:
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Fig. 13.7. 95% confidence level upper limit on X/rrip, as a function of the mass of the excited neutrino obtained from the 
single production searches.
(i) The lowest energy jet should have at least 10 GeV. This is to remove preferentially QCD 
events with gluon radiation.
(ii) P^ > 4 GeV2 for four jet events and P?n > 8 GeV2 for three jet events, where P 2a is defined 
as the square of the momentum component of a cluster in the event plane and perpendicular to the 
jet axis averaged over the number of clusters. The event plane is defined by the thrust and major 
axes.
Four jet events are further constrained requiring
(i) (Ej + Ej -  y i / 2 ) 2 + (Ek +  E i~  y /s /2 )2 < 25 GeV2, where E iiJ<kti are the energies of the 
individual jets and (i, j ) and (k, l )  denote the two jet pairs chosen.
(ii) | cos % -  cos #£/1 < 0.4. The two opening angles and %_/ are defined as the angles between 
the jets in each jet-pair system in the Z rest frame.
The number of events passing those cuts is consistent with the QCD Monte Carlo predictions 
from JETSET [25] and HER WIG [26].
From the pair production searches we can exclude the presence of any excited quark up to a mass 
of 45.6 GeV independently of the coupling constant X and for a branching ratio Br(q* —> qg) larger 
than 17% for a down-type quark and larger than 25% for an up-type quark. Figure 13.8 shows the 
limit on A/ mq. as a function of the mass of the excited quarks obtained from the single production 
searches.
We have also searched for q* decaying into qy using the e+e-  —> hadrons -I- y data sample 
described in chapter 10.
To study the pair production process, we search this sample for events with two photons passing 
our cuts. We find 4 events. Our efficiency varies between 21% and 36% for Mv  > 1 5  GeV 
depending on the q* mass. From this, we set a 95% confidence level upper limit on cr(e+e-  -*■ Z
q*q*)Br2(q* —► qy) < 2 pb. Assuming standard fermion couplings to the Z and using all 5 flavors,
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Fig. 13.8. 95% confidence level limit on A/mq* x Br(q* -» qg) as a function of the mass of the excited quarks obtained 
from the single production searches.
the production cross section can be calculated and we extract a limit on Br(q* —> qy) < 4% for mq- 
up to 45 GeV.
To investigate single q* production, we search for a peak in the y-jet invariant mass spectrum, 
considering only those events which are made up of a photon and exactly two hadronic jets. After 
imposing the constraints of energy and momentum conservation, Monte Carlo simulations [248] 
predict a y-jet invariant mass resolution better than 2 GeV, independent of Mq*. We use a bin size 
of 4 GeV to scan for a peak in the y-jet invariant mass spectrum and the background is estimated 
by fitting a smooth curve to the data. The acceptance, calculated from the signal Monte-Carlo and 
including the 4 GeV binning efficiency, varies with q* mass from 27% at 80 GeV to 41% at 50 
GeV. This gives a 95% confidence level upper limit on cr(e+e~ —*■ Z —► q*q)Br(q* -+ qy) shown as 
a function of mq. in fig. 13.9.
13.6.4. Radiative decays of the Z
An excess of e+e_ —> yyy events would be a clear signature of new physics [125]. In the Standard 
Model, the decay of the Z to three photons has an expected branching ratio of about 7 x 10~10 
[249]. In composite models, the Z may couple to photons through its charged constituents [239]. 
The three photons in the final state may be separated from the QED process e+e" -*• yy(y) by 
their distinct topology. For example, the energy of the less energetic photon for a QED event 
is preferentially low and it is emitted in the forward-backward direction. The selection of three 
photon final states has been described in the chapter 9. We found 10 events while from QED we 
expect 12 e+e-  -> yy(y) events. We note here that the anomalous term which could couple Z to 
photons has a negligible effect away from the Z pole [239]. Therefore for our analysis we only 
consider events on the Z peak. We found 5 events on the Z peak where from QED we expect 8.6. 
Using Poisson statistics we set an upper limit on the branching ratio of the reaction Z -♦ yyy of
Br(Z-> yyy) < 3.3 x 10~5 .
We have also searched for the radiative decay of the Z into a narrow, high mass resonance Y
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Fig. 13.9. Upper limit at the 95 % confidence level for c (e+e_ —> Z —+ q*q)Br(q* —> qy).
of the high precision photon energy measurement of the L3 detector to calculate the mass of the 
particles recoiling against the photon. The resolution of the recoil mass is determined from the 
photon energy resolution and is better then 2% for my > 50 GeV. We scan the recoil mass spectrum 
of the data using a mass window given by Amy = 0.03( s - m § ) ¡ m y  The bin size, Amy, has been 
chosen so that more than 80% of the signal from a narrow resonance would be confined to a single 
bin in the recoil mass spectrum. The background is estimated by fitting a smooth curve to the 
data, thus avoiding the uncertainties coming from Monte Carlo background predictions. We find 
no statistically significant excess. The acceptance of our cuts, as determined from the signal Monte 
Carlo, varies from 33% at my = 35 GeV to 24% at my = 85 GeV. The 95% confidence level upper 
limit on cr(e+e-  —> Z -+ Yy)Br(Y —> hadrons) is shown in fig. 13.10 as a function of my.
13.7. Z decay into a photon and a scalar meson
We searched for rare or forbidden decays in the Standard Model: Z —+ n°y, Z —> rjy and Z yy 
[125]. The Z, since it is a spin-1 boson, is not allowed to decay into two photons [250]. However 
some theories predict a large coupling of the Z to n°y or tjy [251]. The n°y and yy decay modes 
would leave the same signature in the detector and the total acceptance for either mode is 73%. This 
includes geometrical acceptance and selection efficiency. The case of Z -*• t\y is different because 
we only considered the decay of rj into 371° and 2y which accounts for 71% of its decay products. 
The total acceptance for Z -+ r\y is therefore 52%. A systematic error of 3% on the acceptance was 
taken into account. We obtained the following upper limits at 95% confidence level:
r tZ -f i/y )  <0.44M eV or Br < 1.8 x 10~4, r (Z  -» n°y) < 0.31 MeV or Br < 1.2 x 10“4,
jT(Z —► yy) < 0.31 MeV or Br < 1.2 x 10 4























Fig. 13.10. Upper limit at the 95% confidence level for 
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Fig. 13.11. The distribution of the electron energy (EQ) 
for the data, Monte Carlo background, and signal Z —> er 
Monte Carlo. The normalization for the signal Monte Carlo 
is arbitrary. The arrow represents the cut on electron energy 
used in this analysis.
13.8. Flavor changing neutral currents
In the Standard Model lepton flavor is conserved. However, there is no gauge principle requiring 
this conservation law. Different models [252-256], beyond the Standard Model, allow processes 
which violate lepton flavor conservation. In theories where such violation arises through mixing 
with new particles [252,254], the branching ratio for such processes, e.g. Z -> fix, can be as large as 
10-4. The observation of such decays would be a clear indication of physics beyond the Standard
Model. We have searched for the three lepton flavor violating processes Z —> ¡it, Z -» er and Z -> e/i
’ i
[257]. The major backgrounds for all these processes is Z -» t+t~, where either one or both of the 
taus decay leptonically. We reduce this background by requiring that at least one lepton momentum 
is very close to the beam energy. Leptons are identified in a manner similar to the one used for 
the lineshape measurements (see chapter 5), with additional criteria to reject electrons and muons 
which could mimic hadronic tau decays. We use the longitudinal shower profile in the calorimeters 
and reject all events with a shower consistent with a minimum ionizing particle opposite to a muon, 
or consistent with an electromagnetic energy deposit larger then 30 GeV opposite to an electron.
Figures 13.11 and 13.12 show the measured electron energy and muon momentum spectra 
compared with the Monte Carlo expectation for the background and a Z -> er and Z -» /it signal. 
The candidates found, 1, 1 and 0 in the Z —► fit, Z —► er, and Z —»e/i channels respectively, are 
consistent with the expected background. We set the following limits for these decays:
Br(Z -y jut) < 2.9 x 10-5, Br(Z -> er) < 3.0 x 10“5, Br(Z -» e//) < 1.5 x 10~5 (13.8)
I ‘ ,
.  I '  b
at the 95% confidence level.
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Fig. 13.12. The distribution of the muon energy (EM) 
for the data, Monte Carlo background, and signal Z-*  ¡ix 
Monte Carlo. The normalization for the signal Monte Carlo 
is arbitrary. The arrows represent the cuts on muon energy 























Fig. 13.13. The excluded region at the 95% confidence level 
in terms of the mass and branching ratios, Br, for the decay 
modes of the leptoquarks belonging to the (a) electron and 
(b) muon family (gp = ~ g ). The mass limit found by 
combining the two decay modes is also shown.
13.9. Leptoquarks
Leptoquarks are bosons of special interest, since they are predicted by many theories [258] 
beyond the Standard Model, as in grand unification models (SU(5), SO(10)), superstring (E6), 
technicolor or composite models. The quantum numbers and couplings of the leptoquarks are specific 
to each theory and therefore their production and decay depend on the particular assumptions. 
All possible assignments of charge and weak isospin to leptoquarks with S U (3)xS U (2)xU (l) 
invariant couplings are given in reference [259]. The coupling to leptons and quarks implies a 
fractional electrical charge (multiples of \ e) .  The color triplet leptoquarks carry baryon and lepton 
numbers. Low leptoquark masses of order 100 GeV are expected in theories with conserved baryon 
and lepton numbers; especially in the case where one has three types of leptoquarks, one for each 
family [260].
In our search [261 ] we limit ourselves to pair-produced scalar leptoquarks, D. The cross-section 
is given in ref. [262],
der/dcos# = (3^a2/8 i)^ 3(l - cos20) ^  \Cj\2, (13.9)
j=L,R
where (3 1 -  (Arridis) is the velocity of the leptoquark, mp is the mass of the leptoquark,
and Cj contains the propagators and the known couplings for a given leptoquark charge Qv •
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Table 13.3
Experimental acceptances near the kinematic limit and the 95% confi­
dence level lower mass limits for pair-produced leptoquarks. The mass
limits are independent of branching ratios.
Channel Qd




DD —> e~ue+u -1 /3 39dt2
DD -4 ved£ed -1 /3 64±2 44.4
DD ¡x~cfi+c -1 /3 46±2
DD —> vfisv^l 1/3 64±2 44.5
DD —> e+ de~d + 2/3 39±2
DD —► ¿/eU^ eU +2/3 64±2 45.2
DD —► + 2/3 46±2
DD —► vpcvnc +2/3 64±2 45.2
DD -+ T+br~b + 2/3 7.0±1 44.6
Contributions to the cross section due to the photon exchange or the possible 71 (for E(6) type 
leptoquarks, see section 13.2) in the s channel are neglected, since they are relatively small in the 
region of the Z resonance. The t channel contribution (with a coupling put equal to e) is also 
ignored [263,262]. Initial state radiation, which has been taken into account in the event rate 
estimation, reduces the cross section by about 30%.
In this analysis we assume one leptoquark for each family with an electric charge of -1 /3  or 
2/3 which decays into a quark and a lepton belonging to the same family [264,265], The selected 
channels are listed in table 13.3. The event signature is two isolated leptons and two jets.
Here we update our previous results [261] with the data collected during the 1991 LEP running 
period. The total integrated luminosity of 17.5 pb-1 corresponds to 408000 hadronic Z decays. 
Similar limits have been published by other LEP experiments [266]. UA2 [267] obtained a lower 
mass limit of 67 GeV (95% confidence level) for a scalar leptoquark decaying with a 50% branching 
ratio into a quark and an electron.
We search in the following channels:
e+ e ~ - + e+ e~X, t + t “ X , v vX.
j
The signature of a leptoquark event would consist of two leptons and two jets. In order to 
determine the acceptance for leptoquark events, we generate events in the mass range 20 to 45 
GeV. The fragmentation is performed according to the JETSET 7.3 [25] prescription. The resulting 
acceptances near the kinematical limit for the different reaction channels are listed in table 13.3. 
The most important contribution to the background is due to hadronic events. The criteria used to 
select the leptoquark candidate events are described in detail in ref. [261].
We find that one data event survives in the i/pqq channel, where the expected background is 0.2 
events from Z - »  t + t ~ .  The number of expected leptoquark pairs has been calculated according 
to eq. (13.9). The rate of events has been determined assuming the same weak isospin (Ij = 0) 
for the Qd =  + 2/3  as for the Qd =  -1 /3  leptoquarks. Expected production rates for QD =  +2 / 3  
leptoquarks are higher than those for Qd =  -1 /3  leptoquarks.
In fig. 13.13 we show the excluded region as a function of the mass and the D —► i q  and D —► i^q 
branching ratios for Qd =  —1/3. By combining results from the complementary decay modes,
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within the same family, we obtain the combined leptoquark mass limits at the 95% confidence 
level, also shown in fig. 13.13. The branching-ratio independent mass limit is then given by the 
minimum of the combined limits and is presented in table 13.3. We obtain a conservative lower 
mass limit of 44.4 GeV for the first and second family leptoquarks. Because of the high mass of 
the top quark, decays of leptoquarks associated with the third family have only one allowed decay 
mode for the mass region under study, namely D —► r+b, if no mixing is allowed. In this particular 
case where the charge of the leptoquark equals 2/3 and the branching ratio is unity, the lower mass 
limit is 44.6 GeV at the 95% confidence level.
Single leptoquark production in Z decays [264] or via ey —> Du predicts a small number of 
events assuming the Yukawa coupling is identical to the electromagnetic coupling. We determine 
our acceptances for single, isotropic production of leptoquarks with masses of 50 to 70 GeV. 
Acceptances between 30% and 50% are found for the e+e~X, fX+ fi~X and v v X  channels. No 
candidates are found. Upper limits on the products of the branching ratio and the cross section, 
0.71, 0.64 and 0.58 pb for the three channels respectively, at the 95% confidence level.
14. Summary and conclusions
In this report we have presented results from the L3 experiment at LEP obtained during its first 
three years of operation. The accumulated statistics corresponds to about half a million observed 
decays of the Z boson. The major results are the following:
-  Measurements o f the properties o f the Z. The mass, total and partial widths of the Z have been 
measured, for most decay channels to a precision better than 1%. These measurements allowed us 
to determine the number of light neutrino families from the width into unobserved final states, 
Nu =  2.98 ±  0.06. This result is in agreement with a direct measurement from the reaction 
e+e_ —* vvy,  Nv = 3.14 ±0.27.
-  Measurements o f the weak neutral current couplings. The cross sections for lepton and hadron 
production at the Z resonance, the forward-backward asymmetries in leptonic decays and Z —> bb, 
as well as the mean polarization of r leptons have been measured. These measurements result in 
independent determinations of the Z coupling constants to fermions. No deviation from universality 
is observed, and all data are well described by the Standard Model relations among coupling 
constants, with a value of the effective weak mixing angle sin20w = 0.2328 ± 0.0013.
-  Measurements of the properties of b quarks and b hadrons. Large, clean samples of Z decays into 
b quarks have been identified. Electroweak neutral current production and charged current decay 
of b quarks are found to be in agreement with Standard Model expectations. From a measurement 
of the forward-backward charge asymmetry we have determined sin20w = 0.2336 ±  0.0029. The 
average leptonic branching ratio and the lifetime of b hadrons produced in Z decays allow a 
determination of the Cabibbo-Kobayashi-Maskawa matrix element | I7ct, |. Mixing between B° and 
B° mesons, as observed through like-sign dileptons in hadronic events, is found with a value of the 
mixing parameter xb = 0.121 ± 0.018.
-  Measurements o f the properties of x leptons. The average polarization of r leptons has been 
measured using five different decay channels. The ratio of the effective vector and axial-vector 
coupling constants of the weak neutral current to t  leptons is determined to be gvz/gAx =
0.068 ±  0.017. This is in agreement in sign and magnitude with the prediction of the Standard 
Model and determines sin20w = 0.2326 ± 0.0043. The lifetime and leptonic branching ratios of x 
lepton decays agree with the expectation for a universal weak charged current interaction. The x 
thus behaves as a standard sequential lepton.
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-  Tests o f QED. Quantum electrodynamics has been tested at very short distances using the reaction
e+e~ -* yj- Good agreement of the rate and kinematics for this reaction with the QED predictions
was observed. We have set limits on cut-off parameters at the electromagnetic vertex with values 
of order 120 GeV.
-  Measurements of the properties of hadron production. A large number of hadronic final states 
produced in Z decays has been observed. Many precision tests of QCD have been performed using 
this sample. Most prominently, independent measurements of the strong coupling constant as based 
on event shapes, the hadronic Z width and hadronic t decays are all consistent with a value of 
as(m |) = 0.124 ± 0.005, and support the running of the coupling constant over a large range 
of momentum transfer. The value of as is flavor-independent and experimental evidence for the 
gluon self-coupling was obtained. The shape of hadronic events and the rate of two-, three- and 
four-jet events are well described by calculations using second order QCD matrix elements or parton 
showers. In particular, different QCD models have been tested using hard isolated photon radiation 
in hadronic events. The momentum spectra of charged pions, n° and rj and their evolution with 
center of mass energy are in agreement with QCD expectations.
-  Leptonic final states with hard photons. Four events in the reaction e+e~ —> l +l~yy  cluster at an 
invariant mass of the photon pair around 60 GeV. The probability for a statistical fluctuation to 
produce such a high mass cluster is estimated to be of order 10-2 . These photons could arise from 
the decay of a massive particle. More data are needed to ascertain the origin of these events.
-  Search for Higgs bosons. We have searched for the Higgs boson of the minimal Standard Model 
by examining all the decay channels of the Z which would involve this particle, and the many 
different Higgs decay channels. The complete mass range from 0 to 52 GeV has been excluded. 
No signal has been observed for Higgs bosons belonging to a non-minimal Higgs multiplet. In the 
case of a two-doublet Higgs model, large fractions of the kinematically accessible region have been 
excluded. Pair produced charged Higgs bosons have not been observed; independently of the decay 
channel, a lower limit of 41 GeV has been placed on their mass.
-  Search for new particles and interactions. No indications for the existence of new particles or new 
interactions have so far been observed by L3. Stringent limits for many such new phenomena have 
been obtained. Upper limits of the order of a few percent have been set on a possible admixture
l P
of an additional Z' to the weak neutral current, together with lower limits on a possible Z' mass of 
order 110 GeV. Decays of the Z by flavor changing neutral current interactions have been limited 
to branching ratios of a few times 10-5 . No new sequential heavy leptons or isosinglet neutral heavy 
leptons were found up to the kinematic limit. No sign of the rich spectrum of new particles as 
predicted by supersymmetry was observed. No indication of compositeness of the known charged 
leptons, neutrinos and quarks, for example by the production of excited states e*, n*, t*, v * or q*, 
was found. No leptoquarks decaying into a charged lepton or neutrino and a quark were observed.
With these results obtained by L3 in the first round of experimentation at LEP, thorough tests 
of the standard gauge theory of electroweak and strong interactions have been achieved. Through 
statistically and systematically accurate results, predicted relations among natural constants and 
their evolution with momentum transfer are verified. Gauge theories are thus probed at the one- 
loop level. The emphasis of the L3 detector on high accuracy measurements of leptons, photons 
and jets has proven to be a powerful design concept both in the measurement of standard physics 
reactions and in the search for new phenomena.
In the future, an increase in statistics at the Z resonance will allow more precise measurements 
on the above mentioned subjects and increase our sensitivity to new phenomena. While some of 
the results are still limited by statistics, larger samples will also allow more thorough investigations 
of the systematics involved.
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At LEP 200, with an energy increase to reach of order 200 GeV in the center of mass system, 
experiments will be sensitive to higher mass scales. Another fundamental aspect of non-Abelian 
gauge theories, gauge boson self-coupling and gauge cancellation, will be put to experimental test. 
The LEP program will thus cover all basic experimental aspects of the electroweak neutral current 
interaction.
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