Abstract-The outstanding performance of turbo codes at low signal-to-noise ratio is deteriorated in the error-floor region, due to the low values of the free distance of turbo codes. Interleaver design for turbo codes can improve the minimum distance of the code, by eliminating input sequences that result in lowweight codewords. Interleaver can also be designed to improve the performance of the sub-optimal iterative decoding methods. While the criteria for satisfying these conditions are known, finding an interleaver that fulfills all these conditions is complex.
I. INTRODUCTION
Convolutional turbo codes, consisting of parallel concatenated convolutional codes connected by an interleaver, were first introduced in 1993 by Berrou et. al [1] . Performance bounds for turbo codes show that the bit error rate deteriorates at moderate to high signal-to-noise ratios(SNR), which is known as "error-floor" region. This is due to the relatively small minimum distance of turbo codes [2] . The performance in error-floor region can be improved either by increasing the length of the interleaver or by increasing the free distance of the code.
Main criterion in designing deterministic interleavers is to improve the minimum distance of the code. This is done by eliminating the input patterns that result in low weights at the output of the encoder. We will show later that divisibility principle, enables us to find the input sequences that generate low weight codewords at the output, for a given encoder. Using this principle, interleaver design methods such as codematched interleaver [3] , ensure that the output of at least one of the constituent encoders has high Hamming weight.
In the context of sub-optimal iterative decoding of turbo codes, interleavers can be used to improve the performance of the iterative decoding. The performance of iterative decoding is dependent on the quality of the extrinsic information, i.e. the information being exchanged between the constituent decoders in the iterative decoding scheme. The choice of interleaver affects the degree of correlation between the extrinsic inputs and thereby the performance of the iterative decoding [4] .
While these criteria are known, the fact that holds us from designing a good interleaver is how to find an interleaver for a given length that satisfy these conditions, in a reasonable search time (convergence). In these cases we have to relax the conditions in order that interleaver can converge. This will deteriorate the performance of the code.
In the case of Multiple Turbo Codes, where we have three or more constituent codes and we have at least two interleavers, each interleaver can be designed to eliminate some of the unwanted patterns at the input of the encoder and other patterns are eliminated by the other interleavers. This will remove the burden of satisfying all the conditions at the same time from each interleaver and enables us to satisfy tougher conditions. The disadvantage of multiple turbo codes is that the overall code rate of the system is decreased, and in order to get code rate equal to a conventional turbo code we have to puncture more, resulting in weaker constituent codes [5] .
In this paper, we have proposed two methods of joint interleaver design for multiple turbo codes. In the first approach, interleavers are designed in parallel, this requires that in advance we decide on patterns that will be corrected by each interleaver. We will use different dividing criteria to make this decision and observe their effect on the convergence of the interleaver. Results from parallel approach show that, any a priori decision will deteriorate the convergence of interleaver. This leads us to our second approach, where we design interleavers in sequence. This method proves to be very efficient in terms of amount of time for designing the interleaver and most important it can satisfy very though design criteria for the interleaver. This will improve the performance at the errorfloor region. although these methods are discussed in the context of multiple turbo codes, higher code rates can be achieved by suitable puncturing methods.
II. PERFORMANCE IMPROVEMENT AND INTERLEAVER

DESIGN
The error probability performance of concatenated codes with interleavers under iterative decoding, can be divided into three distinctive regions. The first one is the non-convergence region, where the error probability is high and nearly constant value. At a certain point, the curves start a rather steep descent to medium-low values of the error probability (the waterfall region). Finally, in the third region (the error floor region), the slope of the curves decreases significantly and, as a result, the performance improvement is achieved at the expense of significant additional energy. The waterfall region is dominated by the interleaver gain whereas the error floor region is dictated by the minimum distance of the code.
The effect of interleaver on the performance can be examined by studying the upper bound for error probabilities. Upper bound for the Bit Error Probability (BEP). For the case of an additive white Gaussian noise channel and ML soft decoding, the performance at error-floor region is dominated by the freedistance term in the union bound [2] . Thus the asymptotic performance approaches
where r is the code rate, E b /N 0 is the signal-to-noise ratio, d free is the free distance which is the minimum Hamming weight of all possible nonzero codewords and B df ree is the multiplicity of such codewords. Error-floor can be manipulated in two ways: first, by increasing the length of the interleaver while preserving the free distance. This will decrease the multiplicity and will improve the performance. However, if the size of the interleaver is fixed, the error-floor can be modified by increasing the free distance of the code while preserving the multiplicity.
Interleavers are used in concatenated coding, where information is passed through an interleaver before being encoded by the component codes. Interleaver can be used to improve the minimum distance of the code, by breaking the low weight codewords. Low weight codewords happen when a low weight input sequence generates a low weight parity sequence at the output of the constituent encoder. In order to design interleavers that improve the distance spectrum of turbo codes, we need to determine the input patterns that result in low weight codewords. Afterwards, the interleaver is designed to prevent such patterns from being mapped into each other. In this section, we introduce the divisibility principle [6] . It enables us to determine the patterns that generate low weight parity sequence and later introduce code-matched interleaver design method that benefits from this principle and eliminates the first dominant spectral line of the turbo codes.
A. Divisibility Principle
Consider a turbo code, consisting of recursive systematic convolutional codes with generator polynomial
We denote the feedback polynomial as B(D) and the feedforward polynomial as F (D). Based on Divisibility principle, the information patterns divisible by the feedback polynomial B(D) generate low weight parity sequences. For example, for the constituent encoder with feedback polynomial B(D) = 1+ D+D 2 , the input sequence 1+D 3 is divisible by the feedback polynomial and will generate parity sequence
As a consequence, a good interleaver ought to permute divisible patterns to non divisible patterns for low weight input patterns. This procedure will ensure that the output of at least one of the encoders has high weight.
B. Code-Matched Interleaver
In code-matched interleaver design method [3] , the divisible input patterns are prohibited from being mapped to divisible patterns after interleaving. This will ensure that the output of at least one of the constituent encoders has high weight. Usually this is done for input sequences with weight-2 and weight-4. For higher weights the patterns become more complicated. For each input weight, there can be assigned a minimum acceptable weigh of output codewords, so the input patterns that result in weights bigger than this limit will be acceptable. For higher values of minimum acceptable weights, finding the interleaver becomes harder. Later when we consider different interleaver design criteria we will use parameter d 2 min and d 4 min for the minimum weight of the output sequences of the weight-2 and weight-4 input sequences, respectively. For breaking the weight-3 divisible input sequences, we rely on the power of the S-random interleaver, which ensures that the elements of a distance less than S, be placed at a distance greater than S, after interleaving.
III. ITERATIVE DECODING IMPROVEMENT AND INTERLEAVER DESIGN
Turbo codes are decoded iteratively. This is not optimal in the sense of making maximum likelihood decisions. The performance of the iterative decoding is dependent on the quality of extrinsic information being exchanged between the constituent encoders in the iterative decoding scheme. The choice of the interleaver, affects the degree of correlation between the extrinsic inputs [7] .
The systematic and parity inputs for each decoding step depend only on the received values for each specific bit. However, extrinsic inputs are dependent on a range of symbols in the received systematic and parity sequences. Output at position i from the decoder is not only dependent on the sequence of systematic and parity inputs in the vicinity of position i, but also on the a priori inputs in the same neighborhood. Each of these a priori inputs are in turn correlated to the channel inputs in the vicinity of its origin, before interleaving. Provided that the interleaver is suitably chosen, output i from the decoder can be correlated to a wide range of channel inputs, not only to those in the vicinity of i. This will improve the quality of extrinsic information and, therefore improve the performance of the system. The best performance of the iterative decoder is achieved if all the a priori inputs are totally uncorrelated. Since this is not possible, we try to make nearby a priori inputs as uncorrelated with each other as possible. In our interleaver design criteria we use the sub optimal method in [7] and introduce an iterative decoding suitability (IDS) parameter, which is the length of the neighborhood, for each position, in which the inputs are totally uncorrelated. Our objective is to have larger IDS values.
IV. JOINT INTERLEAVER DESIGN FOR MULTIPLE TURBO
CODES
In the previous sections, we discussed the interleaver design criteria that improve the distance spectrum of the code and also the iterative decoding suitability of the code. However, it is not always possible to fulfill all of these conditions in a reasonable amount of time. Especially for short length interleavers, the convergence of the interleaver is harder and usually we have to loosen the required conditions, to allow the interleaver to converge in reasonable time.
In the case of Multiple turbo codes where we have at least two interleavers to design, we can overcome this problem by designing each interleaver to satisfy part of the conditions and the other interleaver to satisfy the rest. This will decrease the burden on one interleaver to satisfy all the conditions at the same time and enables us to satisfy tougher conditions.
There are two possible approaches. In the first approach, before designing the interleaver, we determine which conditions are supposed to be satisfied by each interleaver. This method enables us to design interleavers in parallel, because each interleaver is assigned a certain set of patterns that need to be eliminated, which does not overlap with the patterns assigned to the other interleaver. We call this method the Parallel joint interleaver design method.
In the second approach, we first design an interleaver trying to satisfy as many conditions as it can, without relaxing the conditions and ignore the conditions we cannot fulfill. Second interleaver has the duty of satisfying the conditions that the first interleaver was unsuccessful in achieving. We call this method the Sequential joint interleaver design method.
V. PARALLEL JOINT INTERLEAVER DESIGN METHOD
In parallel design method for joint interleavers, design of two interleavers is done separately. This separation requires that a dividing criterion be defined, i.e., to decide a priori on the patterns that each interleaver will check.
There are certain characteristics a dividing criterion must have in order to be able to improve the convergence of the interleaver. It is obvious that the set of target patterns should be partitioned into mutually exclusive and exhaustive subsets and each subset be assigned to one interleaver.
In our case, we have to design two interleavers. The elements can be divided based on whether their position in the original sequence is odd or even. One advantage of division based on being odd or even is that the elements are distributed uniformly throughout the sequence. In the following, we will discuss three possible dividing criteria and examine their effect on the interleaver convergence. 
1) First Dividing Criterion:
In the case of the first dividing criterion, we let one interleaver ignore some specific patterns, but there still remain some overlap between the patterns that both interleavers check. In the first dividing criterion, one interleaver ignores the patterns with elements whose positions in the original sequence are all even numbers and the other interleaver ignores the patterns with all odd-positioned elements. Based on the original sequence, we can determine which patterns will be eliminated by each interleaver. The checked and ignored patterns for an element at position 50 is shown in Fig. 1 . It is obvious that this dividing criterion, causes an overlap between patterns assigned to two interleavers. This will reduce the capability of the joint interleaver and we will not be able to gain much over separate design of interleavers. However, for this criterion, both interleavers converge with similar rate.
2) Second Dividing Criterion: In order to solve the overlapping problem of the first dividing criterion, we introduce another criterion which does not contain any overlapping patterns. In the second dividing criterion, the first interleaver will check the patterns between the elements that the sum of their positions in the original sequence is even and the second interleaver will check the patterns between the elements that the sum of their positions in the original sequence is odd. The checked and ignored patterns for an element at position 50 is shown in Fig. 2 . In practice, when we execute random search for finding the interleavers, we observe that the interleaver with dividing criterion ignoring the elements with odd sum converges much slower than the interleaver that ignores the elements with an even sum. This behavior can be explain 
Checked and Ignored Patterns for Third Dividing
Criterion Based on the Position in the Original Sequence by comparing the result of continuous ignoring in both interleavers. As shown in Fig. 3(a) , consider a case that an even number is placed and another odd number is placed ignoring the conditions between the even and odd number, which is acceptable because the sum of them will be odd. In this case, these two numbers can block any even and odd number in the neighborhood of their original positions to be ignored. This happens because for odd numbers the conditions with odd number placed before must be satisfied and for even numbers the conditions with the even number placed must be satisfied. In other words, ignoring will obstruct the ignoring of other numbers. In the case of other interleaver, if we have placed two even numbers by ignoring the conditions between them (sum equal even), we can still ignore another even number in the neighborhood, which means ignoring does not prevent us from ignoring more Fig. 3(b) .
3) Third Dividing Criterion: In the third dividing criterion, the first interleaver will check the patterns between the elements where the first element in the original sequence is in an even location. The second interleaver will check the patterns between the elements whose the first element in the original sequence has an odd location. The checked and ignored patterns for an element at position 50 is shown in Fig. 4 . This dividing criterion, does not cause overlapping between patterns checked by two interleavers and covers all the patterns that need to be checked and the two interleavers converge at the same rate.
A. Convergence Analysis of Parallel Joint Interleaver Design Method
In order to examine the convergence of different dividing criteria, we will consider four different sets of design criteria Table I . It can be seen that V 1 is the easiest and V 4 is the hardest to satisfy.
Considering the above design criteria, we have designed interleavers satisfying these conditions with the described three dividing criteria. For all design criteria and dividing criteria, the longest interleaver we could design is shown in Fig. 5 . For each possible combination, the first and the second interleaver convergence is examined. It can be seen from Fig. 5 , that the second dividing criterion has the best convergence performance. However as discussed earlier, it does not behave symmetrically. This means that one of the interleavers converges much faster than the other. The other two dividing criteria are symmetric and the third dividing criterion has better convergence than the first one.
VI. SEQUENTIAL JOINT DESIGN METHOD
In the previous section, we saw that although different dividing criteria can be employed for joint interleaver design, there are two major obstacles in using dividing criterion, first the number of iterations needed for interleaver to converge is extremely sensitive to the choice of the dividing criterion and second, some dividing criteria can be non symmetric. This results in nonuniform rate of convergence between the interleavers. This discussion lead us to Sequential joint interleaver design, where the patterns ignored by each interleaver is decided during the design of each interleaver.
Due to the fact that the patterns ignored by each interleaver are not known initially, interleavers cannot be designed in parallel. The first interleaver will be designed first, trying to satisfy all the conditions and ignoring the patterns when there is no other way. The second interleaver has to check only for the patterns that the first interleaver has ignored.
For each element, we check different condition, e.g., weight-2 patterns, S-random, etc.. An element may satisfy some of the conditions and fail others (e.g., it may satisfy weight-2 condition but there maybe an element with which it does not satisfy the S-random condition). In this methodology, we ignore 50% of each set of conditions. This means that 50% of weight-2 patterns, 50% of weight-4 patterns, etc. are ignored. This will divide the conditions between two interleavers more uniformly and both interleavers will have the same rate of convergence and will perform much better.
In order to have a better rate of convergence, in practice, we need that the patterns ignored be divided uniformly through the interleaver. For weight-2, weight-4 and S-random conditions if we ignore the edge effect, the number of patterns checked for each element is constant so the number of allowable ignored conditions must be proportional to the length of the interleaver up to that point. For the iterative decoding suitability condition, as we proceed, we increase the number of conditions per element. As a result for the elements placed first we have to ignore fewer conditions than the ones placed near the end.
VII. SIMULATION RESULTS
In this section, we examine the convergence and the performance of the Sequential joint interleaver design method. In order to be able to compare the results, we will use the C 57 code with interleaver of size N = 256 and rate=1/4. Interleaver design criteria used are d For this system, the lower bound of probability of bit error is shown in Fig. 6 . Comparing these results with the one for conventional S-random interleaver design for multiple turbo code, we see that the performance at the error-floor region is improved considerably, due to the increase in the minimum weight of the code. It can be observed that the error-floor is improved by a factor of 10 −3 .
VIII. CONCLUSION
We have introduced two methods for joint interleaver design for multiple turbo codes. In the first approach, Parallel joint interleaver design method, two interleavers were designed in parallel. Three different dividing criteria were used. We have seen that the convergence of the interleaver has strong dependence on the definition of the dividing criterion and for some dividing criteria interleavers converge non symmetrically. This leads us to the conclusion that the concept of dividing patterns before designing interleaver, will slow the convergence of the interleaver.
In the second method, Sequential joint interleaver design method, we design interleavers sequentially. The first interleaver will be designed trying to satisfy all the design criteria, we only ignore a pattern if we have no other choice. The second interleaver has the duty of fulfilling all the conditions that the first interleaver has failed to satisfy. In order to have better convergence, we must ensure that the patterns ignored are distributed uniformly through the interleaver and also not more than 50% of conditions be ignored by the first interleaver.
Sequential joint interleaver design method converges very fast and also can satisfy very tough design criteria. This method can be used to satisfy different design criteria for interleavers. These design criteria can be aimed toward increasing the minimum distance of the code which will improve the performance at error-floor region and can also be aimed at improving the iterative decoding performance. Simulation results presented prove that this interleaver design method can improve the performance of the multiple turbo codes in the error-floor region considerably.
