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Abstract
The transition probability in first-order perturbation theory for an Unruh-
DeWitt detector coupled to a massless scalar field in Minkowski space is calculated.
It has been shown recently that the conventional iǫ regularisation prescription for
the correlation function leads to non-Lorentz invariant results for the transition
rate, and a different regularisation, involving spatial smearing of the field, has
been advocated to replace it. We show that the non-Lorentz invariance arises
solely from the assumption of sudden switch-on and switch-off of the detector,
and that when the model includes a smooth switching function the results from
the conventional regularisation are both finite and Lorentz invariant. The sharp
switching limit of the model is also discussed, as well as the falloff properties of
the spectrum for large frequencies.
1 Introduction
A common way to probe the physics of quantum fields when accelerated observers or
curved backgrounds are involved is via the use of particle detectors. This approach,
initiated by Unruh [1] and DeWitt [2], attempts to define the particle content of the
field by the transitions induced between the discrete levels of a simple quantum system
(“atom” or “detector”) which is weakly coupled to the field. The best known application
of this technique is Unruh’s original discovery that the excitation spectrum is thermal
for a uniformly accelerated detector in Minkowski space [1]; similar results are found
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for detectors at rest in exterior Schwarzschild space [3] and for inertial detectors in de
Sitter space [4].
In all these cases, the detector’s trajectory is stationary (meaning that it is an orbit
of a timelike Killing vector) and the excitation probability over the complete trajectory
is formally infinite. It is the transition probability per unit time or transition rate
that is well-defined and displays the thermal properties. However, for a trajectory with
arbitrarily varying acceleration the transition rate has to be defined as the (proper) time-
derivative of the probability of the detector having made a transition up to a certain
time, and this definition involves considerable subtleties.
Schlicht [5] has shown that, even for the uniformly accelerated trajectory in
Minkowski space, the transition rate defined as instantaneous proper time derivative
of the transition probability has unphysical properties if calculated using the standard
iǫ regularisation for the massless scalar field’s Wightman function. He proposed to re-
place the conventional regularisation by one based on a finite spatial extension for the
detector, finding that this “profile regularisation” gives physically acceptable results
[5, 6]. P. Langlois has generalised successfully the profile regularisation setting to a
variety of cases such as the massive scalar field, the massless Dirac field and some ex-
amples of curved spaces [7, 8]. A further extension of Schlicht’s results is archieved in
[9], where it is shown: firstly, that the transition rate defined with the iǫ reguilarisation
is non-Lorentz invariant for all non-inertial trajectories, and secondly, that its definition
by Schlicht’s procedure can be rewritten as a compact expression that involves no reg-
ulators or limits, and which follows as well (under certain technical assumptions) from
a more general class of spatial profiles than the one considered by Schlicht.
However, the precise reason why the usual iǫ regularisation fails was addressed at
length in none of [5, 6, 7, 8, 9]. After all, it is a theorem [10] that the iǫ regulated
Wightman function defines a distribution suitable for integration against functions on
M4×M4, and this distribution can be pulled back to a well-defined distribution on the
worldline of the pointlike detector [11]. The catch pointed out in [9] is that the functions
integrated against have to be smooth, while the definition of the instantaneous excitation
rate requires a sharp cut-off in the integral at the time of measurement. But it was not
analysed how exactly could the sharpness of the cut-off affect the results to make them
unphysically Lorentz-noninvariant. To provide such an analysis is the goal of the present
paper.
The main result is that if the detector is turned on and off using smooth switching
functions, the non-Lorentz invariant terms in the transition probability cancel out and
the results are fully physical. The transition rate requires a sharp turn-off to be precisely
defined, but we can show that if the switch-on and switch-off times are short compared
to the total detection time, the derivative of the transition probability with respect to
this total detection time is well-defined and its leading behaviour in the short switching
time limit agrees with the general expression found from the spatial profile models in
[9].
The paper is structured as follows: In section 2 we revisit the definition of the Unruh-
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DeWitt particle detector model in Minkowski space and how its transition probability
and transition rate are defined. We also summarize the results of [5] and [9] as to
how the Lorentz-noninvariance appears and how it is eliminated by the spatial profile
regularisation. In section 3 we present a model in which the detector is turned on
and off smoothly, and we verify that the conventional regularisation for the transition
probability is now fully Lorentz invariant. In section 4 we consider the limit in which the
switching functions approach step functions, and we show that the results of [9] can be
recovered by a suitable definition of the transition rate in this limit. Section 5 discusses
general properties of the response function, in particular its asymptotic behaviour for
large frequencies. The results are summarised and discussed in section 6.
We use signature (−+++) for the Minkowski metric and units in which c = ~ = 1.
Boldface letters denote spatial three-vectors and sans-serif letters spacetime four-vectors.
The Euclidean scalar product of three-vectors k and x is denoted by k · x, and the
Minkowski scalar product of four-vectors k and x is denoted by k · x. O(x) denotes a
quantity for which O(x)/x is bounded as x→ 0.
2 Particle detectors: a brief summary
We consider a detector consisting of an idealised atom with two energy levels, |0〉d and
|1〉d, with associated energy eigenvalues 0 and ω. The detector is following a trajectory
x(τ) in Minkowski space, parametrized by its proper time τ . We introduce a coupling
to a real, massless scalar field φ by modelled by the interaction Hamiltonian:
Hint = cχ(τ)µ(τ)φ
(
x(τ)
)
. (2.1)
Here c is a coupling constant assumed small, µ(τ) is the atom’s monopole moment
operator and χ(τ) is a smooth switching function of compact support, positive during
the interaction and vanishing before and after the interaction. If the detector is prepared
in state |0〉d and the field is in a state |A〉 before the interaction, it may happen that
after the interaction the detector is found in state |1〉d. This transition can heuristically
be interpreted as the absortion of a particle of energy ω from the field, if ω > 0, or
an emission if ω < 0. The probability of the transition can be calculated in first-order
perturbation theory and reads [11, 12, 13]:
P (ω) = c2
∣∣
d〈0|µ(0)|1〉d
∣∣2F (ω) , (2.2)
where the response function F (ω) is given by
F (ω) =
∫
∞
−∞
dτ ′
∫
∞
−∞
dτ ′′ e−iω(τ
′
−τ ′′) χ(τ ′)χ(τ ′′) 〈A|φ(x(τ ′))φ(x(τ ′′))|A〉 . (2.3)
As the prefactor of F (ω) in (2.2) is a detector-specific constant that does depend
on the trajectory of the detector or the state of the field, we shall work only with
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the response function F (ω) (and often abuse the language by calling it the transition
probability).
We take the initial state of the field to be the standard Minkowski vacuum, |A〉 = |0〉.
The Wightman function 〈0|φ(x)φ(x′)|0〉 is then a well-defined distribution on M4×M4,
and its pull-back to the detector world line, the correlation function
W (τ ′, τ ′′) = 〈0|φ(x(τ ′))φ(x(τ ′′))|0〉 , (2.4)
is a well-defined distribution on R×R [11]. Thus, provided that the switching function
χ(τ) is smooth and of compact support, (2.3) gives an unambiguous answer to the
question “What is the probability of the detector being observed in the state |1〉d after
the interaction has ceased?”
Following [5], we introduce at this stage a convenient change of variables for the
double integral over the (τ ′, τ ′′) plane, making u = τ ′, s = τ ′− τ ′′ in the lower half-plane
τ ′′ < τ ′ and u = τ ′′, s = τ ′′ − τ ′ in the upper half-plane τ ′ < τ ′′. The response function
becomes
F (ω) = 2Re
∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s) e−iωsW (u, u− s) . (2.5)
Though formulas (2.3) and (2.5) are suitable for calculating the detector’s response,
the results will not have a transparent separation between the properties of the response
due to the trajectory and those due to the arbitrary switching functions; neither will
they exhibit how the response depends on the proper time along the trajectory. Many
authors [5, 14, 15, 16], therefore, prefer to ask instead the question: “If the detector is
turned on at time τ0 and read at time τ , while the interaction is still on, what is the
probability that the transition would have taken place?” This amounts effectively to
writing χ(τ ′) = Θ(τ ′ − τ0)Θ(τ − τ ′) (and similarly for χ(τ ′′), χ(u) and χ(u− s)) in the
preceeding formulas. In this way we can talk of the transition probability as a function
of the time τ
Fτ (ω) = 2Re
∫ τ
τ0
du
∫ u−τ0
0
ds e−iωsW (u, u− s) , (2.6)
and define the instantaneous transition rate as its derivative with respect to τ :
F˙τ (ω) = 2Re
∫ ∆τ
0
ds e−iωsW (τ, τ − s) , (2.7)
where ∆τ = τ − τ0. This represents the number of excitations per unit time in an
ensemble of identical detectors, up to a proportionality constant. When the trajectory
is uniformly accelerated, and τ0 is taken to −∞ to eliminate transient effects, this
quantity should equal a Planckian thermal spectrum constant in τ according to the
Unruh effect.
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This procedure, however, creates a potential problem as to the definition of the
Wightman function. It is proved in [10] that the Wightman function is a Lorentz-
invariant distribution, well-defined by the formula
〈0|φ(x)φ(x′)|0〉 = lim
ǫ→0+
−1
4π2
1
(t− t′)2 − |x− x′|2 − iǫ[T (x)− T (x′)]− ǫ2 , (2.8)
where T is any global time function that increases to the future. The usual representa-
tion is obtained with the choice T (x) = t in a specific Lorentz frame, giving
〈0|φ(x)φ(x′)|0〉 = lim
ǫ→0+
−1
4π2
1
(t− t′ − iǫ)2 − |x− x′|2 , (2.9)
but the results obtained after integrating against functions of x and x′ and taking the
ǫ→ 0 limit are independent of this choice. This is only garanteed to be true, however,
as long as the functions integrated against are smooth, which is not the case when
calculating an instantaneous transition rate.
The upshot of all this is that we have no reason to expect (2.7) to give an unam-
biguous answer independent of the global time function T used in the regularisation of
the correlation function. In fact, Schlicht showed [5, 6] that for the usual choice (2.9)
unphysical results were obtained for the uniformly accelerated trajectory, whereas the
correct Plackian spectrum is obtained if instead of it we used the regularisation
Wǫ(τ, τ
′) = lim
ǫ→0+
1
4π2
1(
x− x′ − iǫ(x˙+ x˙′))2 . (2.10)
Here x˙ and x˙′ are the four-velocity of the detector evaluated at τ and τ ′ respectively.
This expression was obtained from a model of a spatially extended detector, in which the
pointlike coupling to φ(x(τ)) in (2.1) is replaced by a coupling to a smeared field φf(τ).
The smearing is done integrating the field over the instantaeous simultaneity plane
of the detector (parametrized with Fermi-Walker coordinates) using a profile function
defining a rigid “shape” for the detector; this profile function is chosen by Schlicht to
be a Lorentzian function with a size parameter ǫ, which when taken to zero recovers the
pointlike limit; this is the regularisation parameter appearing in (2.10).
In [9] it is shown explicitly how (2.9) and (2.10) give different answers for a generic
trajectory. Starting with the expression
F˙τ (ω) = lim
ǫ→0+
2Re
∫ ∆τ
0
ds e−iωsWǫ(τ, τ − s) , (2.11)
the limit ǫ→ 0 is taken by dividing the integral in two intervals, (0,√ǫ) and (√ǫ,∆τ).
In the second interval the limit can be taken under the integral, while in the first one
the integrand is expanded for small s to a suitable power and then calculated exactly
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neglecting terms of order ǫ. The complete result found for the excitation rate when
Schlicht’s modified correlation function (2.10) is used is
F˙τ (ω) = − ω
4π
+
1
2π2
∫ ∆τ
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2∆τ
, (2.12)
while when using instead the conventional correlation function given by (2.9) we obtain
F˙τ (ω) = − ω
4π
+
1
2π2
∫ ∆τ
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2∆τ
− 1
4π2
t¨
(t˙2 − 1)3/2
[
t˙
√
t˙2 − 1 + ln
(
t˙−
√
t˙2 − 1
)]
. (2.13)
(In both expressions, (∆x)2 = (x(τ)− x(τ − s))2.)
We see that (2.13) is equal to (2.12) plus an extra term, which is independent of
ω and non-Lorentz invariant (except for inertial trajectories, in which t˙ = 1 and the
term takes its limiting value 0). It is this term that is responsible for the unphysical
results found by Schlicht; if the excitation rate for a uniformly accelerated trajectory is
calculated from (2.12) (setting ∆τ =∞), the spectrum comes out Planckian.
It seems reasonable to consider (2.12) to be the “correct” expression for the transition
rate of a detector in arbitrary motion. It is manifestly causal and Lorentz invariant, it
contains no regularisation parameters (resolving instead the pole at s = 0 with the
counterterm s−2), it can be derived from a physical model of an extended detector in
the zero-size limit, and it gives physically sensible results for a variety of trajectories [9].
But we are left with the question to explain, why does the result for the detector that
uses the conventional regularisation differ by the strange extra term in (2.13)? We know
it must have something to do with the sharp switching that violates the assumptions
under which (2.8) works, but can we say any more about that?
In the next section we shall provide an answer to these questions. Starting from (2.5),
we shall repeat the calculations to take the explicit ǫ → 0 limit but now with smooth
switching functions in the picture, and we shall show that the Lorentz-noninvariant
term does not appear. After that we will also show that when the switching func-
tions approach step functions in a suitably controlled sense, the resulting transition rate
approaches (2.12)
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3 Transition probability with smooth switching
functions
From (2.5), the response function for the pointlike detector with switching functions
and using the conventional iǫ-regulated correlation function is
F (ω) =
1
2π2
lim
ǫ→0
∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s)×[
cos(ωs) ((∆x)2 + ǫ2))
((∆x)2 + ǫ2))2 + 4ǫ2∆t2
− sin(ωs)2ǫ∆t
((∆x)2 + ǫ2))2 + 4ǫ2∆t2
]
, (3.1)
with ∆x = x(u) − x(u − s) and ∆t = t(u) − t(u − s). The switching function χ(τ) is
smooth and of compact support, and the trajectory x(τ) is assumed to be C9 in the
interval where χ(τ) does not vanish. We separate the s integral in two intervals (0, η)
and (η,+∞), with η = √ǫ, and for each integral consider separately the terms even
and odd in ω; thus the s integral is broken in Iodd< , I
even
< , I
odd
> and I
even
> . Taking first
the term Ieven> , for ǫ = 0 the integrand reduces to χ(u− s) cos(ωs)/(∆x)2, and the error
involved in this replacement can be written:
∫ +∞
η
ds χ(u− s) cos(ωs) ǫ
2
[(∆x)2]2
1 + 4 (∆t)
2
(∆x)2
+ ǫ
2
(∆x)2{(
1 + ǫ
2
(∆x)2
)2
+ 4ǫ2 (∆t)
2
[(∆x)2]2
} . (3.2)
From the small s expansions of (∆x)2 = −s2 + O(s4) and ∆t = O(s) it follows that
the quantities (∆t)2/(∆x)2 and ǫ/(∆x)2 are bounded by constants independent of ǫ over
the interval of integration. Since
∣∣(∆x)2∣∣ ≥ s2, the absolute value of the integrand in
(3.2) is thus bounded by a constant times ǫ2/s4 and the integral is of order O(η). A
similar estimate shows Iodd> = O(η), and thus we have
Ieven> + I
odd
> =
∫ +∞
η
ds χ(u− s)cos(ωs)
(∆x)2
+O(η). (3.3)
In the (0, η) interval we expand the interval for small s to obtain an estimate, fol-
lowing the similar calculation in [9] where the details can be found. To control the
estimates the quantity (∆x)2 must be expanded to order s8, which is why we assumed
the trajectory to be C9. Making the change of variables s = η2x we obtain:
Ieven< =
1
η2
∫ 1/η
0
dx
(χ− χ˙η2x)(1− x2)
1 + x4 + 2x2(2t˙2 − 1)
[
1 +
4t˙t¨η2x3
1 + x4 + 2x2(2t˙2 − 1)
]
+O(η) , (3.4a)
Iodd< = −
∫ 1/η
0
dx
2χωx
1 + x4 + 2x2(2t˙2 − 1) +O(η) . (3.4b)
7
Here χ and t are evaluated at u, and a dot indicates differentiation with respect to
u. The O(η) estimate for the term outside the integral includes functions of u, which
(because of the outer integral in u with a χ(u) of compact support) are bounded by
constants, ensuring that the estimate holds uniformly in u.
The integrals in (3.4) are elementary, and joining them with (3.3) we obtain
F (ω) = lim
η→0
1
2π2
∫ +∞
−∞
du χ(u)
[
χ
η
− χ˙ ln(η)− χωπ
2
+
χ˙t˙
(t˙2 − 1)1/2 ln(t˙− (t˙
2 − 1)1/2)
− χt¨
2(t˙2 − 1)3/2
[
t˙(t˙2 − 1)1/2 + ln(t˙− (t˙2 − 1)1/2)]+ ∫ +∞
η
ds χ(u− s)cos(ωs)
(∆x)2
]
,
(3.5)
with the terms involving t˙ reducing to their limiting values in the t˙ = 1 inertial case.
The term proportional to ln(η) vanishes by integration by parts using the fact that
χ(u) is smooth and of compact support. The terms involving non-Lorentz invariant
functions of the trajectory also vanish in the same way, because
d
du
[
t˙
(t˙2 − 1)1/2 ln(t˙− (t˙
2 − 1)1/2)
]
= − t¨
(t˙2 − 1)3/2
[
t˙(t˙2 − 1)1/2 + ln(t˙− (t˙2 − 1)1/2)] ,
and therefore they cancel out when integrating by parts. Finally, the term χ(u)/η can
be rewritten as part of the s-integral as follows:
F (ω) = lim
η→0
1
2π2
∫ +∞
−∞
du χ(u)
[
−χ(u)ωπ
2
+
∫ +∞
η
ds
(
χ(u− s)cos(ωs)
(∆x)2
+
χ(u)
s2
)]
.
(3.6)
We see that the non-Lorentz invariant term that appeared in (2.13) has been can-
celled, thanks to the smooth switching function, and the results begin to resemble the
transition rate (2.12) found from the extended detector model. To take the η → 0 limit
we add and subtract within the s-integral in (3.6) a term χ(u − s)/s2 and group the
terms in the following way:
F (ω) = lim
η→0
[
− ω
4π
∫ +∞
−∞
du [χ(u)]2 +
1
2π2
∫ +∞
−∞
du χ(u)
∫ +∞
η
ds χ(u− s)
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2
∫ +∞
η
ds
s2
∫ +∞
−∞
du χ(u) [χ(u)− χ(u− s)]
]
. (3.7)
The interchange of integrals in the last term is justified by the absolute convergence
of the double integral. The η → 0 limit of the last term is well-behaved because the
u-integral regarded as a function of s has a Taylor expansion starting with an O(s2),
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and taking the η → 0 limit under the u-integral in the middle term can be justified by a
dominated convergence argument. Thus the final result for the response function after
the regularisation parameter is taken to 0 reads
F (ω) = − ω
4π
∫ +∞
−∞
du [χ(u)]2 +
1
2π2
∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s)
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2
∫ +∞
0
ds
s2
∫ +∞
−∞
du χ(u) [χ(u)− χ(u− s)] . (3.8)
To summarize, (3.8) gives the probability for an Unruh-DeWitt detector to have
made a transition of energy ω, after being smoothly switched on and later off while
following an arbitrary C9 trajectory x(τ) interacting with a massless scalar field originally
in its vacuum state. We note that the broad features of (3.8) agree with those of
the transition rate (2.12) found in [9] from the the model with sharp swicthing and
regularisation by spatial smearing. Both have a trajectory-independent term odd in
ω, a trajectory-dependent term even in ω, and a term independent of both ω and the
trajectory and which appears to have problems in the sharp switch-on limit. In (3.8)
the problem is that the limit is ambiguous; in (2.12) it is that the transition probability
obtained by integration is divergent. In the next section we show how to define a
transition rate for sharp switching as a limiting case of a derivative of (3.8), in a way
that agrees exactly with (2.12).
4 The sharp switching limit
We assume now the switching function χ(u) to take the form
χ(u) = h1
(
u− τ0 − δ
δ
)
× h2
(−u+ τ + δ
δ
)
(4.1)
with τ > τ0, δ > 0, and h1(x) and h2(x) smooth functions satisfying h1,2 = 0 for x < 0
and h1,2 = 1 for x > 1. This means that the detector is turned on smoothly according
to the function h1(x) during the interval (τ0 − δ, τ0), remains turned on for an interval
∆τ = τ − τ0, and is turned off smoothly according to the function h2(1− x) during the
interval (τ, τ + δ). The sharp switching limit will thus be given by δ/∆τ → 0.
Let us examine the behaviour of our result (3.8) in this limit. The first term reduces
to
− ω
4π
∫ +∞
−∞
du [χ(u)]2 = − ω
4π
∆τ +O
(
δ
∆τ
)
(4.2)
The second term reduces in a similar unambiguous way (we omit the 1/2π2 prefactor):
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∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s)
(
cos(ωs)
(∆x)2
+
1
s2
)
=∫ τ
τ0
du
∫ u−τ0
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+O
(
δ
∆τ
)
. (4.3)
But we encounter a problem in the third term, which is divergent in the limit under
consideration. Naive substitution of χ(u) by Θ(u− τ0)Θ(τ − u)) yields∫ +∞
0
ds
s2
∫ +∞
−∞
du χ(u) [χ(u)− χ(u− s)] =
∫ ∆τ
0
ds
s
, (4.4)
showing the divergence to be logarithmic. The presence of logarithmic divergences in
the response function due to a sharp switching of the detector was analysed in [15, 16].
It is also implied by the term proportional to 1/∆τ in expressions (2.12) or (2.13) for the
transition rate. We will show presently that though the transition probability diverges
in the sharp switching limit, a finite transition rate can be defined in this limit, and
it would make a good aproximation to the actual number of transitions per unit time
for observation times ∆τ much longer than the switching time δ (but still short enough
that the first-order approximation in perturbation theory applies).
We substitute the form given by (4.1) in the left hand side of (4.4) and perform the
redefinitions x = (u− τ0+ δ)/δ, r = s/δ and b = (∆τ + δ)/δ, which show explicitly that
the result (for fixed shape functions h1,2) depends only on the parameter b:
∫ +∞
0
ds
s2
∫ +∞
−∞
du χ(u) [χ(u)− χ(u− s)] =
∫ +∞
0
dr
r2
∫ +∞
∞
dv h1(x)h2(b+ 1− v)
×
[
h1(v)h2(b+ 1− v)− h1(v − r)h2(b+ 1− v + r)
]
. (4.5)
To evaluate this expression, we separate the r-integral in five subintegrals for the
intervals (0, 1), (1, b− 1), (b − 1, b), (b, b + 1) and (b + 1,+∞). which we label I1,2,3,4,5
respectively. In each of these only the range (0, b + 1) of the v-integral can make a
contribution. For I1 we have
I1 =
∫ +1
0
dr
r2
[∫ r
0
dv [h1(v)]
2 +
∫ 1
r
dv h1(v)[h1(v)− h1(v − r)] +
∫ b+r
b
dv
[
h2(b+ 1− v)
× (h2(b+ 1− v)− 1)
]
+
∫ b+1
b+r
dv h2(b+ 1− v)[h2(b+ 1− v)− h2(b+ 1− v + r)]
]
(4.6)
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and now by shifting in the last two integrals v → v − b we see that I1 is a constant
independent of b. For I2 we have
I2 =
∫ b−1
1
dr
r2
[∫ 1
0
dv [h1(v)]
2 + r − 1 +
∫ r+1
r
dv [1− h1(v − r)]
+
∫ b+1
b
dv h2(b+ 1− v)[h2(b+ 1− v)− 1]
]
(4.7)
which after redefining v → v− r and v → −v+ b+1 in the next-to-last and last integral
respectively reduces to
I2 = ln(b− 1) +
(
1− 1
b− 1
)∫ 1
0
dv
[
[h1(v)]
2 + [h2(v)]
2 − h1(v)− h2(v)
]
. (4.8)
In a similar way analysis of the remining terms shows that
I3 = I4 =
1
b
+O
(
1
b2
)
(4.9a)
I5 = 1 +
1
b
[
−2 +
∫ 1
0
dv
[
[h1(v)]
2 + [h2(v)]
2
]]
+O
(
1
b2
)
. (4.9b)
Thus the total response function, when the switching function is given by (4.1) in the
δ/∆τ → 0 limit, is accurately given by
F (ω) =
ω
4π
∆τ +
1
2π2
∫ τ
τ0
du
∫ u−τ0
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2
ln
(
∆τ
δ
)
+ C +O
(
δ
∆τ
)
(4.10)
where C is a constant independent of ω, ∆τ and δ. The logarithmic divergence has
been rendered explicit in the third term. Defining the transition rate by the derivative
of (4.10) with respect to τ gives
F˙τ (ω) = − ω
4π
+
1
2π2
∫ ∆τ
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2∆τ
+O
(
δ
(∆τ)2
)
. (4.11)
We see that the transition rate is well defined in the sharp switching limit, even if the
transition probability is not. Moreover the limiting value of (4.11) agrees exactly with
the expression (2.12) derived from the spatial profile model. As remarked in section 2,
from this expression in the ∆τ → ∞ limit one can find the Planckian spectrum for a
uniformly accelerated trajectory.
However, as the next section will show, this result must be handled with great care.
It holds for fixed ω, but does not allow us to compute reliably the asymptotic behaviour
for large ω. In general, we need to remember that the detector only has a finite response
function if switched smoothly, and that (4.11) holds only as a valid approximation to
the excitation rate for fixed ω when ∆τ ≫ δ.
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5 Asymptotic falloff properties
Let us go back to (3.8) to examine how the excitation probability behaves for large
ω. By adding and subtracting within the s integral a term cos(ωs)/(−s2), given that
(∆x)2 = −s2 for an inertial trajectory, we can write the response function as
F (ω) = Fin(ω) +
1
2π2
∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s) cos(ωs)
(
1
(∆x)2
+
1
s2
)
, (5.1)
where Fin(ω) is the response for inertial motion with switching function χ. For a detector
in eternal motion Fin(ω) would vanish for positive ω, but the model we are considering
has excitations due to the switching even in inertial motion. If we define the sharp
switching limit and the transition rate as in the previous section, then we have the
well-known result:
F˙τ in(ω) = − ω
2π
Θ(−ω) (5.2)
in the ∆τ →∞ limit.
Turning our attention to the second, noninertial term in (5.1), we notice that it is even
in ω, implying that the effects of any acceleration are to induce upwards and downwards
transitions in the detector with equal probability. Physically we would expect this term
to die off for large |ω| if the trajectory is smooth enough, as high frequency modes do
not “see” the acceleration. We prove this by using the following theorem [17]:
If the function h is C∞ in [a,∞) and h(n)(s) = O(s−1−ǫ) as s → ∞ for some ǫ > 0
and every n ≥ 0, then
∫
∞
a
ds h(s)eixs ∼ eiax
∞∑
n=0
h(n)(a)
(
i
x
)n+1
as x→∞ . (5.3)
To apply this theorem we first interchange the u and s integrals in (5.1) (which
is justified by absolute convergence of the double integral) and then write cos(ωs) =
Re(eiωs), a = 0, and
h(s) =
∫ +∞
−∞
du χ(u)χ(u− s)
(
1
(∆x)2
+
1
s2
)
. (5.4)
Assuming the trajectory to be C∞, we obtain from (5.3) that for large ω noninertial
terms in the spectrum go as
Fnonin(ω) ∼ 1
2π2
∞∑
n=1
(−1)n
ω2n
h(2n−1)(0) . (5.5)
However, we can easily prove that h(s) is even and therefore that all the odd deriva-
tives appearing in (5.5) vanish:
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h(−s) =
∫ +∞
−∞
du χ(u)χ(u+ s)
(
1
[x(u)− x(u+ s)]2 +
1
s2
)
=
∫ +∞
−∞
du χ(u˜− s)χ(u˜)
(
1
[x(u˜− s)− x(u˜)]2 +
1
s2
)
= h(s) (5.6)
where we have in the second line defined u˜ = u+s and in the third one use the symmetry
of (∆x)2 between two points. The conclusion is that the effects of acceleration in the
response die off faster than any power of ω for large |ω|.
Does this conclusion still hold when the switching is done sharply? There is no prob-
lem in evaluating the noninertial contribution to the response in the limit considered in
the previous section, as the logarithmic divergence appears in the trajectory-independent
term. When we take χ(u)→ Θ(u− τ0)Θ(τ − u), the second term in (5.1) becomes
Fnonin(ω) =
1
2π2
∫ ∆τ
0
ds cos(ωs)
∫ τ
τ0+s
du
(
1
(∆x)2
+
1
s2
)
. (5.7)
Using a more general version of the theorem cited above, which follows from the
Riemann-Lebesgue lemma (see [17] for details), the asymptotic behaviour of this is
seen to be
Fnonin(ω) ∼ 1
2π2
Re
∞∑
n=1
(
i
ω
)n+1 [
h˜(n)(0)− eiω∆τ h˜(n)(∆τ)
]
, (5.8)
with
h˜(s) =
∫ τ
τ0+s
du
(
1
(∆x)2
+
1
s2
)
. (5.9)
For a generic trajectory this implies a quadratic falloff; the leading order is
Fnonin(ω) ∼ 1
2π2ω2
[
(x¨(τ))2
24
− 3(x¨(τ0))
2
24
− cos(ω∆τ)
(
1
[x(τ)− x(τ0)]2 +
1
∆τ 2
)]
+O
(
ω−3
)
.
(5.10)
Taking now the τ -derivative to get the asymptotic behaviour for the transition rate, and
taking also the limit ∆τ → ∞ to avoid transient effects, we arrive to a result already
derived in [9] by direct asymptotic expansion of the transition rate (4.11)
F˙τ (ω) = − ω
2π
Θ(−ω) + x¨ ·
...
x
24π2ω2
+O
(
ω−4
)
as |ω| → ∞ . (5.11)
This quadratic falloff of the spectrum is an artifact of the sharp switching assumption,
just like the divergence in the transition rate for ∆τ → 0. For fixed ω and ∆τ ≫ δ
the response function and the transition rate are given indeed by (4.10) and (4.11); but
this cannot be turned into an asymptotic series giving (5.10) for the large ω-behaviour.
13
Rather, δ and ∆τ ought to be kept finite to ensure that the definition of the detector
always meets the conditions of the Wightman distribution (use of smooth, compact-
supported χ); the response thus obtained always dies faster than any power of ω for
large |ω|, and it is this response which may be examined in the ∆τ ≫ δ limit if we wish
so.
6 Conclusions
The motivation for this paper was to find the resolution to a puzzle implied by the
results of [5, 7, 9]. It was shown in those papers that the excitation rate of a particle
detector regularised with the usual iǫ prescription for the correlation function contains
unphysical, non-Lorentz invariant terms. A new paradigm for the regularisation was
introduced via spatial smearing, which leads to the Lorentz-invariant transition rate
quoted in (2.12). It was conjectured in [9] that the failure of the the conventional
prescription was related to the sharp switching of the detector assumed in both papers,
which violates the conditions under which integration against the Wightman distribution
is garanteed to give an unambiguous answer. We set out here to investigate in more
detail this conjecture by analysing the model with smooth switching.
We showed in section 3 that when the switch-on and switch-off are smooth, the
Lorentz-noninvariant terms disappear in the ǫ→ 0 limit, and the response function can
be written in the manifestly Lorentz invariant form
F (ω) = − ω
4π
∫ +∞
−∞
du [χ(u)]2 +
1
2π2
∫ +∞
−∞
du χ(u)
∫ +∞
0
ds χ(u− s)
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2
∫ +∞
0
ds
s2
∫ +∞
−∞
du χ(u) [χ(u)− χ(u− s)] . (6.1)
In this way we have confirmed that the Lorentz-noninvariance found in [5, 7, 9] is due
to the sharp switching assumption used in these papers, and that the conventional
regularisation can be used for detector response calculations as long as the switching is
done smoothly.
In section 4 we analysed the limit of (6.1) to the sharp switching case, using a
model in which the switching takes place over an interval δ much shorter than the total
detection time ∆τ.. The response function in this limit is given by the logarithmically
divergent expression (4.10),
F (ω) =
ω
4π
∆τ +
1
2π2
∫ τ
τ0
du
∫ u−τ0
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2
ln
(
∆τ
δ
)
+ C +O
(
δ
∆τ
)
(6.2)
while the transition rate is given by the finite expression (4.11),
F˙τ (ω) = − ω
4π
+
1
2π2
∫ ∆τ
0
ds
(
cos(ωs)
(∆x)2
+
1
s2
)
+
1
2π2∆τ
+O
(
δ
(∆τ)2
)
. (6.3)
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This agrees with the results (2.12) found from the regularisation by spatial smearing.
Nevertheless, it was also found in Section 5 that the asymptotic large |ω| behaviour is
not given accurately from expansion of this limiting expression; naive expansion from
(6.3) gives a generically quadratic falloff for the noninertial terms whereas expansion
from (6.1) shows that these terms are in fact suppressed faster than any power of ω.
Sriramkumar and Padmanabhan [16] have adressed the logarithmic divergence as
related to the sharp switching by a different procedure, using Gaussian or exponential
window functions to switch the detector. While their main results are consistent with
ours, the approach used in section 4 of the present paper is more general and allows for
separate control of the parameters δ and ∆τ . The calculations of [16] also assume that
the trajectory is stationary, while we have put no constraints on it beyond C9 continuity.
An interesting feature of expression (6.1) is that it distinctly shows in which ways the
response function is affected by the switching functions and by the detector’s trajectory;
the latter is involved only in the second of the three terms, It would be interesting to
compare this results with the method used by Davies and Ottewill [18], who use a Fourier
transform of the switching functions to isolate a contribution to the response that does
not depend on them but only on the trajectory and the state of the field. Can the two
appraches be related somehow? Another relevant comparison might be with approaches
in which the detector’s trajectory is dynamically determined, allowing for backreaction.
[19, 20]
The only advantage of the spatial profile regularisation over the more conventional
iǫ one used here is then that it manages to obtain the correct transition rate for sharp
switching directly, without using a smooth switching function as an intermediate step.
However, it is not clear whether this is a real asset, as the use of the switching function
makes indisputable the validity of using the Wightman function as a distribution. Also
the transition probability diverges for a sharply switched-on detector, although as dis-
cussed in [9] the excitation probability remains finite for a detector in eternal motion
with suitable asymptotics in the distant past. Moreover, the approach to detector re-
sponse used in this paper is much easier to generalise to curved backgrounds than the
spatial profile one, because the latter involves defining the rigid profile as a function of
Fermi-Walker coordinates, something which may not be possible in a general setting.
For these reasons using the conventional regularisation and bearing in mind that smooth
switching functions must be included in the model to assure physical results seems a
more recommendable policy.
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