The task of quantification consists in providing an aggregate estimation (e.g., the class distribution in a classification problem) for unseen test sets, applying a model that is trained using a training set with a different data distribution. Several real-world applications demand this kind of method that does not require predictions for individual examples and just focuses on obtaining accurate estimates at an aggregate level. During the past few years, several quantification methods have been proposed from different perspectives and with different goals. This article presents a unified review of the main approaches with the aim of serving as an introductory tutorial for newcomers in the field. 
A Review on Quantification Learning 74:3 are usually denoted as {+1, −1}, representing the positive and the negative classes, respectively. Whether a binary-or multi-class classification problem, the learning task at hand is to induce h from corresponding D to predict classes on the unseen data.
The main difference between quantification and classification is that a quantification model, or quantifier, does not make predictions for individual instances but for samples, that is, groups of instances. This also occurs in multi-instance learning (Foulds and Frank 2010) in which the model is designed to assign a class label for a given bag 1 of instances, representing usually that at least one of the individual examples of the bag belongs to the assigned class. The goal of quantification learning is to predict an aggregate magnitude for the whole bag or sample. For instance, in multiclass quantification, the model predicts the prevalence of each class in the sample. Formally,
N X denotes a multi-set of examples from X. A multi-set is represented by the number of times that each x ∈ X appears in that set or sample. Each element of the predicted vector,p j , represents the probability of the class j in the sample. Thus, their sum is 1, l j=1p j = 1, and the quantifier returns the probability distribution of the classes. The goal is to predict a class probability distribution [p 1 , . . . ,p l ] that is as close as possible to the true one [p 1 , . . . ,p l ]. As it occurs in supervised classification, multi-class quantification (l > 2) is a more complex learning task than binary quantification (l = 2), because it requires a multivariate predictive model. In binary quantification, the quantifier produces univariate predictions, typically the estimated prevalence of the positive class, denoted asp,h
:
because the prevalence of the negative class can be trivially obtained usingp:n = 1 −p. It is worth mentioning that some loss functions compare the whole predicted distribution [p,n] and the true one [p, n] , but other loss functions only compare the predicted prevalence for the positive class,p, with the actual one, p (see Section 4.1).
Most of the quantification methods are designed for binary quantification. Forman (2008) proposes to use the one-versus-all approach to adapt binary quantifiers to multi-class quantification. The implementation of one-versus-all for multi-class quantification is quite straightforward:
(1) Training: Given a multi-class training set with l classes, l binary quantifiers, {h 1 , . . . ,h l }, must be learned. In the training set for binary quantifierh j , D j , all the examples that belongs to class j are labelled as positives, with the rest being negatives. (2) Testing: Given a multi-class test set T , each binary quantifier,h j is applied over T to obtain p 0 j , an initial estimation of the prevalence for class j. (3) Final Prediction: The initial prevalences computed,p 0 j , are normalized so they sum to 1:
Forman (2008) argues that the normalization process may compensate for imperfect quantification due to class imbalance.
Connections and Differences Between Classification and Quantification
Although quantification represents a new learning problem, it bears some similarity with the classification task. First, they share the same input-a labelled set of training examples. Second, quantification tasks can generally be solved using classifiers. Notice that the quantifierh defined in 74:4 P. González et al.
Equation (2) can be obtained using the classifier h in Equation (1). Given a test sample T ∈ N X , its class probability distribution can be estimated using:
with I (·) as the indicator function. This approach is called Classify & Count (see Section 6.1).
On the other hand, quantification also substantially differs from classification. First, the respective learning tasks (2) and (1) are notably different. Second, the empirical measures to evaluate performances differ. Classification tasks target performance measures such as accuracy or the area under the ROC curve (AUC), while in quantification learning the goal is to optimize metrics that compare probability distributions or metrics taken from regression for those quantification algorithms (e.g., binary quantifiers) that predict single (class distribution) scores (see Section 4). Classification methods also generally assume that training data and test data are independent and identically distributed, that is, the well-known i.i.d. assumption. However, quantification learning does not make the i.i.d. assumption-the very task of quantification learning to predict class proportional estimates in the testing data implies that the the distribution of the testing samples is different than the distribution of the training data (Hofer and Krempl 2013; Storkey 2009 ).
Other Quantification Problems
Although the study of quantification has been mainly focused on quantification for classification domains, quantification also appears in other kind of learning problems such as regression, ordinal classification, cost-sensitive learning, and network quantification. Martino et al. (2016a) study the ordinal quantification tasks. The form of this learning problem is the same as multi-class quantification, Equation (2), but there is a total order (≺) defined on the set of classes { 1 , . . . , l } in ordinal quantification problems, that is, i ≺ j , ∀i, j : i < j. The goal is to predict the distribution of the ordered classes as accurately as possible. The interest of ordinal quantification is that it has many potential applications. For instance, training a model that learns how to quantify the number of consumers' opinions that fall inside a particular step in a predefined scale, for example, {VeryNegative, Negative, Fair, Positive, VeryPositive}. This kind of problem arises not only in e-commerce applications but also in many other contexts, especially those in which human preferences play a major role. Similarly to ordinal classification, ordinal quantification requires loss functions that take into account the order among the classes (see Section 4.3) and learning algorithms able to optimize such functions. Applying algorithms designed to deal with multi-class quantification tasks will lead to suboptimal models. Section 9 describes the algorithm proposed by Martino et al. (2016a) .
Cost quantification (see Section 10) is the adaptation of cost-sensitive learning for quantification. Two different settings are considered for cost-sensitive learning in classification tasks. On the one hand, there are problems with class-dependent costs: C i, j is the cost of predicting the class i when the actual class is j . In the case of binary classification and assuming that C i,i = 0, the problem only requires two costs: C −,+ and C +,− representing the cost of misclassifying a positive example and a negative example, respectively. On the other hand, some problems have exampledependent costs: Each example has attached a cost attribute value, thus the training set has the form of D = {(x 1 , y 1 , c 1 ), . . . , (x m , y m , c m )}, where c i ∈ R + is the cost of resolving case x i . Only the latter setting has been considered for cost quantification with two different goals to estimate the total or average cost for each class. One example of application of cost quantification is to predict the cost of repairing a particular model of mobile phone over time. The classes in this problem are the breakdown types considered (e.g., cracked screens, battery faults), and we try to estimate the total or average cost of repairing all breakdowns that occurred over a period of time. The reason to use example-dependent costs is because the cost associated to each case can change depending on multiple factors (e.g., suppliers, labour costs). The first articles that deal with cost quantification were by Forman (2006 Forman ( , 2008 . The author focuses on determining the total cost of positive examples on binary cost quantification tasks. However, most of the proposed methods in these articles estimate the average cost of the positive examples C + first and then multiply it by the prevalence of the positive class estimated using a binary quantifier.
Multi-class cost quantification problems can be formally solved by learninḡ
in which each element of the predicted vector, C j , represents the average cost associated to class j in the test sample. To obtain the total cost is as simple as computing |T | l j=1p j C j . Another possible real application of multi-class cost quantification is in the automatic plankton recognition domain. In this field, researchers are sometimes not interested in the distribution of the plankton species in a sample but in total biomass weight of each of the species. The problem is defined by assigning an individual cost to each training example (its biomass) and the model must be able to predict the total biomass of each species. Bella et al. (2014) focus on quantification for regression problems (see Section 11) and propose several novel techniques based on discretization. In this case, the examples in the training set D have attached a real value, y i ∈ Y = R. The authors distinguish between two types of regression quantification tasks: (i) the estimation of the expected value for the given sample and (ii) the estimation of the whole distribution. One of the running examples of the article deals with a birthing center that collects data about each mother, including her medical history, and y is the baby weight at birth. With this training data, we may train a model to predict the average weight of the births that will take place for the current set of pregnant women that the center is monitoring for future deliveries. This is an example of the first group of tasks that can be formally described as
The model predicts a single indicator that represents the expected value of the output (the mean). In some cases, this value can be supplemented with another value that expresses the confidence of the such prediction (e.g., using the standard error). However, other applications need to estimate the distribution of the output value. For instance, the birthing center may require a regression quantification model able to quantify how many lowweight births (weight lower than 2,500g) will take place. This corresponds to the second group of tasks, because we want to estimate a tail of the distribution. Formally, this problem can be represented in the following way:h :
Given a test sample T and a value v,h(T , v) = P (ŷ i < v |x i ∈ T ), in whichŷ i is the predicted value for x i . Figure 1 depicts an example of quantification for regression. The graph on the left represents the actual distribution, while the graph on the right shows an estimation of the whole distribution and the expected value represented with a vertical line (the mean).
In all previous quantification applications described before, data are represented in the conventional format of attribute-value pairs. But with the growth of social networks, many applications demand network quantification methods able to deal with data presented in relational networks. Networks offer additional information, as the relationships between the nodes of the network (e.g., friendship or following/follower relations in social networks) that can be exploited to model the collective behavior. While collective classification seeks to classify the interlinked objects of the 74:6 P. González et al. network, the goal of network quantification is to quantify them. Network data can be represented as an undirected graph G (V , E, L ), in which the network G is composed by a set of nodes or vertices V , a set of edges, E, and a set of classes, L . The objective of the methods described in Section 12 is to exploit the information in G to obtain better prevalence estimates for the classes in L .
Applications
Despite quantification learning is a relatively novel learning problem, several applications have been solved using quantification methods according to published studies. The group of applications described here comprise very different problems, including opinion mining, collective behavior in social networks, ecosystems evolution, portfolio credit risk, and customer support. We excluded those applications in which the final goal is to improve classifiers' accuracy by means of estimating the class priors effectively. The main reason is that those methods were not tested as quantifiers. This is, for instance, the case of Chan and Ng (2006) in which Vucetic and Obradovic (2001) and Saerens et al. (2002) were applied to boost the accuracy of word sense disambiguation systems.
Maybe the most popular application of quantification is related to opinion mining and sentiment analysis in social networks, mainly Twitter (Giachanou and Crestani 2016) . Gao and Sebastiani (2015) and argue that several sentiment analysis articles follow a suboptimal approach based on predicting the class label of each individual comment. They point out that those studies aimed at estimating the percentage of the different classes (Positive/Neutral/Negative) should use quantification algorithms. Their arguments are in line with those in Section 6.1. In their experiments, quantification methods outperform state-of-the-art classification algorithms commonly used to tackle sentiment classification tasks. In Amati et al. (2014a) , the authors propose a methodology that provides estimates of sentiment classes proportions in real time for huge volumes of data. Their approach is based on King and Lu (2008) and Hopkins and King (2010) and does not require manual intervention. The test dataset used is composed of about 3.2M tweets.
Sentiment analysis was also tackled by Martino et al. (2016a Martino et al. ( , 2016b using ordinal quantification (see Section 9) in Subtask E of the SemEval 2016 Task 4. The problem here was, given a set of tweets known to be about certain topic, estimate the distribution of the tweets across the five classes of a five-point scale. Using their novel approach, they ranked first in a group of 10 participant systems. present an application to automatically analyze technical-support call logs to improve customer services. The goal is to quantify the most frequent issues for every product. The authors present an efficient approach that it is applicable at industrial scale, because it does not require manual coding of calls. The accurate quantification of frequent issues can be useful for different purposes: to identify rising problems before they become epidemics, to efficiently target engineering resources to solve some issues, to provide consumers with the best diagnosis and support for most frequent problems, or reduce the cost associated with the customer service in general (e.g., optimizing human resources and reducing the total number of issues/calls). Alaiz-Rodríguez et al. (2008) address the problem of quantifying the percentage of damaged cells in a sample. This kind of problem emerges in different biological applications, for instance, cancer screening tests and fertility studies, among others. In the latter case, developing tools able to assess semen viability is crucial in the veterinary insemination field. Several aspects can be analyzed to evaluate the quality of a semen sample, including hyperactivation, motility, and concentration of sperm cells. But it has been shown that a large proportion of spermatozoa with an intact membrane is also critical for fertilizing purposes. Traditionally, determining the proportion of intact (and damaged) membrane sperm cells was carried out manually by human experts. The goal of AlaizRodríguez et al. (2008) is to design an automatic process to quantify cells proportions. The authors use a combination of computer vision techniques and quantification algorithms (Saerens et al. 2002; Forman 2005 ), see Sections 6.2 and 8.1. The experimental results reported with boar sperm samples using such techniques outperform previous approaches based on classification in terms of several measures, including mean absolute error, KL divergence, and mean relative error. Tasche (2014) generalizes Probabilistic Adjusted Count (Bella et al. 2010 ), see Section 6.4, to the multi-class quantification case. This proposal is motivated by the problem of forecasting credit default rate of portfolios during the coming year. The idea is to interpret the problem in a collective way: Instead of forecasting the probability of default of single borrowers, the goal is to predict the total percentage of defaulting borrowers. This connects this problem to quantification in general and in particular to cost quantification.
In the field of epidemiology, there is a procedure called verbal autopsies where the idea is that the cause of a death can be predicted using a predefined survey of dichotomous questions (the verbal autopsy) about deceased's symptoms, prior to death, provided by a relative of the deceased. To build a training dataset, some of these cases are labelled with the cause of the death determined by an actual autopsy. Then, given a set of deceases in a population without medical death certification, the goal is to predict the distribution of the causes of such deaths. This problem was tackled by King and Lu (2008) , who propose a method (see Section 8.5) to produce approximately unbiased and consistent estimates, outperforming previous approaches, including physician reviews (which are far more expensive), and methods based of expert systems and other statistical models.
Another real-world application in which quantification methods have been applied is the problem of plankton analysis. This problem has been routinely tackled using classification algorithms in the past ; however, it represents a typical quantification problem. The first effort to apply quantification methods was due to Solow et al. (2001) . To estimate the taxonomic composition of a sample, the authors propose the same idea found on Gart and Buck (1966) , Levy and Kass (1970), and Forman (2008) . Sosik and Olson (2007) also use this method to estimate the abundance of different taxonomic groups of phytoplankton sampled with imaging-in-flow cytometry. More recently, Beijbom et al. (2015) present an application to analyze morphological groups in marine samples. The study deals with two large datasets: a survey of coral reefs from Caribbean sea and a time-series dataset of plankton samples. The authors investigate several quantification methods from literature showing, for instance, that the EM algorithm proposed in Saerens et al. (2002) outperform other approaches for the plankton dataset. For the same type of applications, propose a methodology to assess the efficacy of quantifiers that takes into account the fact that the data distribution may vary between the training phase and once the model is deployed. The authors argue that, in some plankton recognition tasks, the base unit to correctly estimate the error is the sample, not the individual. Thus, model assessment processes require groups of samples with sufficient variability to provide precise error estimates. Esuli and Sebastiani (2015) employ a quantifier based on optimizing multivariate loss functions, see Section 7.3, in the context of text classification. In their experiments, this approach outperforms other quantification algorithms in a multi-class dataset with a large number of classes (99). The method seems to be not only more accurate but also more stable, which is also a desirable property. Tang et al. (2010) study quantification in social networks. The idea is to predict the proportion of certain classes in a network given some labelled nodes from such network. The authors show that baseline approaches underperform when labelled samples are few and imbalanced. Then, they present two quantification approaches: The first one is based on classification with a posterior correction, see Section 6.2, while the second one relies on link analysis, without requiring classification and prediction (Section 12). This method provides faster predictions, but its accuracy is not comparable to the one of Median Sweep (Section 6.5). Milli et al. (2015) also introduce two quantification methods for complex social networks. The goal is again to quantify collective behavior in the network, for instance, the distribution of the users that take part in a particular activity or that they share similar preferences or behaviors. Their proposals are able to quantify the percentage of individuals with specific characteristics, allowing the analysis of many social aspects. For example, this tool can estimate the political orientation distribution or the level of education of a target population. These methods are described in Section 12.
Changes in Data Distribution
Lately, there has been an increasing interest in the real applications that present challenges arising from data distribution changes, also named dataset shift problems. Several machine-learning problems fall in this category, and probably the most popular are concept drift (Gama et al. 2014) , domain adaptation (Daume III and Marcu 2006) , and transfer learning (Pan and Yang 2010; Weiss et al. 2016) . All these problems share that the distribution used for training our model is different than the data the model will face later. Different taxonomies for these kinds of problems have been proposed according to the drift type, see Moreno-Torres et al. (2012) , Kull and Flach (2014) , and Webb et al. (2015) . These articles characterize the changes that occur in the joint probability distribution of the covariates and the class variables, P (X × Y). Quantification is one of those problems but its dataset-shift setting appears under different names, with prior probability shift being the most common (Moreno-Torres et al. 2012) .
For some authors, the causal relationship between x and y determines the type of expected changes in the distribution. In this sense, Fawcett and Flach (2005) distinguish two types of problems: Y → X problems, in which the covariates x are causally determined by the class y, and X → Y problems, where y causally depends on the covariates x. Spam detection is an example of the latter group, because an email is considered spam or not depending on its content, and a medical diagnosis problem is a paradigmatic example of the first group: to be affected by a disease y will produce a series of symptoms x.
The joint probability of x and y, P (x, y), can be written as P (y|x )P (x ) in X → Y problems and P (x |y)P (y) in Y → X problems. Dataset shift occurs when at least one of these four terms changes between the training data and the test sets, and, thus, the joint distribution also varies, in symbols P tr (x, y) P tst (x, y). Therefore, there are several types of dataset-shift problems depending on the elements that change. In the case of quantification tasks, it is obvious that P (y) changes, otherwise the desired quantifier would be trivial: It returns always a set of constants equal to the prior probabilities, P tr (y). Also, some authors restrict quantification tasks to Y → X problems; see, for instance, the definition of prior probability shift tasks in Moreno-Torres et al. (2012) . We think that this is not correct; one may find examples of quantification tasks for both group of problems. For instance, quantifying consumers' opinion belongs to X → Y problems, while quantifying plankton morphological groups belongs to Y → X problems. However, one of the main reason to identify quantification tasks with Y → X problems is because almost all quantification algorithms (Saerens et al. 2002; Forman 2008; González-Castro et al. 2013 ) assume that P (x |y) does not change. This learning assumption seems easier to be fulfilled in Y → X problems, because y determines x. In our opinion, the property that P (x |y) remains unaltered must be analysed for each particular application, independently that it belongs to X → Y or Y → X problems. Only a few methods assume that P (x |y) may change, for instance that in Hofer (2015) .
EVALUATION OF QUANTIFICATION METHODS

Testing Sets
The evaluation of quantification models/methods is more complicated than for other learning problems. In most supervised learning tasks, performance is measured using the accuracy/precision at an individual level. Basically, we estimate the probability of predicting an individual example accurately. For instance, the experimental evaluation in a classification task tries to estimate the probability of classifying an unseen random example correctly. However, the actual performance of a given model in quantification learning should be assessed in terms of the precision for an unseen random set of examples or sample. Thus, the main difference is that the unit of evaluation is not the instance but the sample. This implies that we need a collection of samples to accurately assess the performance of a model or method. Given a modelh, a target loss (or score) function L(·, ·), like the ones discussed in Section 4, and a set of testing samples {T 1 , . . . ,T s }, the performance ofh will be the average over the testing sets
Notice that computing the loss of a model over a testing set, L(h,T j ), does not require one to average over the individual examples. For instance, in binary quantification, only the actual prevalence, p, and the predicted prevalence,p, of the whole testing set are compared. On the other hand, the collection of testing sets should be as large as possible to obtain a precise estimate. An estimation computed over a few number of testing sets will probably be biased. However, collecting labelled testing samples is expensive for some applications, so this can be an issue in such cases. The second problem regarding evaluation has to do with the key characteristic of quantification, which is that the data distribution changes between the model training phase and the model deployment phase. The collection of testing samples should contain sufficient variability to better evaluate the future performance of the model. Otherwise, the estimation will be, again, biased. It is worth noting that variability in terms of individuals, which is the requirement for other learning problems such as classification or regression, is easier to achieve than variability at sample level. Ideally, testing should be carried out with different samples presenting different distributions, covering the expected variations in the distribution for the target application.
Experimental Designs
Quantification, like other novel learning tasks, suffers from a lack of benchmark datasets. In the literature, we can find only a few examples that might qualify as "quantification" datasets. The problem, however, is that sometimes the datasets do not fulfill the desired requirements discussed previously. For instance, Gao and Sebastiani (2016) employ 11 tweet sentiment classification datasets, but the problem is that only one test set is available for each of them. The scores of the studied quantifiers are averaged across 11 datasets to analyze their performance.
In other applications, the datasets are more adequate. Pérez-Gállego et al. (2017) use the Sentiment140 dataset (Go et al. 2009 ). This dataset is composed of more than a million Twitter messages labelled as positive or negative comments. The tweets were collected between April 6, 2009, and June 16, 2009 . The authors train the quantification models using the tweets from the two first days and the rest (37 days) as testing data. Maybe the number of testing sets is still low in this case.
The scenario in Esuli and Sebastiani (2015) is better. They employ RCV1-v2, a multi-label text classification benchmark. In the experimental design, the authors use the news stories of the first week as training data, and the news of the other 52 weeks for testing, considering only those classes (99) that have at least one training example. So the experiments consist on 99 × 52 = 5, 148 testing experiments, so the number of testing sets is reasonable.
As we can see, some of these quantification datasets present the problem that the number of testing sets is limited. The authors have to merge the results from different classes that is usually more reasonable than averaging the results across non-related datasets. The other problem that some of these datasets have is that the drift is reduced, which means low variability between training and testing, at least for some classes.
For this reason, most of the experiments reported in literature employ datasets taken from other problems, like classification or regression, depending on the quantification learning task studied, see, for instance, Forman (2008) , Bella et al. (2010) , and Barranquero et al. (2015) . In all these cases, the authors create drifted testing sets artificially. This approach has the advantage that the amount of drift can be controlled to study the behavior/performance of the models under different situations. But the drawback is that the generated testing samples may be artificial with respect to the actual data distribution of the problem.
PERFORMANCE MEASURES
This section contains a complete review of the performance measures that have been considered in published quantification articles. As we explained above, the performance across different testing sets is averaged using Equation (9), so the mathematical definition of each measure just focus on the computation of the score for a single test set.
Performance Measures for Binary Quantification
From the point of view of evaluation, binary quantification presents maybe more choices than the other quantification problems to select our target performance measure. The reason is that binary quantification is one of the simplest quantification problems and it can be reduced to the prediction of the percentage of the positive class, p. Thus, for a model,h, and a given testing set T , we just need to compare the prevalence predicted,p, with the actual one, p. Most of the measures discussed here shall be extended for multi-class quantification in the next section.
Perhaps the most popular (Tang et al. 2010; Alaiz-Rodríguez et al. 2008; Barranquero et al. , 2015 performance measure for binary (and multi-class) quantification is Kullback-Leibler (KL) Divergence, also known as discrimination information, relative entropy, or normalized cross-entropy (see Esuli and Sebastiani (2010) and Forman (2008) ). KL Divergence is a special case of the family of f-divergences and it can be defined for binary quantification as
This metric, ranging from 0 (optimum) to +∞, measures the divergence between the predicted distribution, [p,n = 1 −p], and the actual distribution, [p, n = 1 − p]. The main advantage of KL divergence is that it seems more suitable for averaging over different test distributions than the regression-based metrics described below. However, KL divergence also has some drawbacks: It is not a true metric (it does not obey the triangle inequality and it is not symmetric) and it is less interpretable than other performance metrics. Besides, KLD is undefined whenp is 0 or 1. To resolve these situations, it can be normalized via the logistic function (Gao and Sebastiani 2016) :
NKLD ranges between 1 (no divergence, p =p) and 0 (total divergence).
Other choice in binary quantification is to employ regression performance measures. The regression metrics used in quantification literature are -Bias measures when a binary quantifier tends to overestimate or underestimate the proportion of positives:
(12) When a method overestimates p, the bias is positive, and negative otherwise. Bias is used in Forman (2005), Forman (2006) , and Tang et al. (2010) .
-Absolute Error (AE) is just the difference between both magnitudes:
This is one of the most employed measure, because it is simple and easily interpretable. The averaged version over a group of test sets, Mean Absolute Error (MAE) is used in Tang 
Mean Squared Error (MSE) is preferred for some authors (Bella et al. 2010; Amati et al. 2014b; Asoh et al. 2012 ) over MAE. The differences between both is that MAE is more robust to outliers and it is more intuitive and easier to interpret than MSE, and the advantage of MSE is that it does not assign equal weight to all mistakes, emphasizing the extreme values whose consequences may be much bigger than the equivalent smaller ones for a particular application. However, the problem of MAE and MSE is that averaging across testing samples with different prevalences presents certain issues that must be taken into account. For instance, an absolute error of 0.1 produced when the actual prevalence is 1 is not the same as when the actual value is 0.2. In the latter case, the error can be considered worse. This leads to the group of relative measures:
-Relative Absolute Error (RAE) is the relation between the absolute error and p,
The advantage of RAE is that it diminish the importance of errors to true class prevalence. On the other side, RAE presents some problems: Its range of values can be awkward depending on the value of p and, more importantly, it is asymmetric, unbounded, and undefined when p = 0. The common solution to solve this last issue is to smooth the expression, adding a small constant, ϵ, to the numerator and the denominator. Gao and Sebastiani (2016) propose ϵ = 
SAPE tries to solve some of the issues of RAE. A recent article (Tofallis 2014) has shown that MRAE prefers those models that systematically under-forecast when it is used in model (Armstrong 1978) , that is, the mean of (16) over a group of testing sets applying (9), seems the best alternative considering all the above factors: it is a percentage, it is always defined and its reliability for model selection purposes is comparable to that of ln(p/p) according to Tofallis (2014) . However, SMAPE is less popular than MRAE, it only appears in .
Finally, the last group of performance measures for binary quantification are those that provide normalized values (Barranquero et al. 2015; Narasimhan et al. 2016 ). The goal is to obtain score functions that range between 1 (the optimum) and 0. Analyzing equations (13) and (14), we can observe that their respective upper bounds are max(p, 1 − p) and max(p, 1 − p) 2 . Both can be normalized using those values. Besides, these loss functions can be redefined as their counterpart score functions. Considering both factors, two normalized measures can be derived as:
-Normalized Squared Score (NSS)
Performance Measures for Multi-Class Quantification
The first performance measures in this section are the counterpart versions of some of the measures discussed for binary quantification in the previous section. Some of them are simple averages over the set of labels, so they shall be barely described. Recall again that the performance across different testing sets is obtained using Equation (9), so the expression of each measure just computes the score for a single test set. Only those measures that have been used in some articles, for instance, Gao and Sebastiani (2016) are enumerated:
KL divergence is, again, not defined when the predicted prevalencep j of any class is 0 or 1, which is even more common than in binary quantification, especially if the number of classes is large. In these cases, Equation (11) can be applied.
Gao and Sebastiani (2016) proposes a normalized version based in the fact that AE ranges between 0 and 2 · (1 − min j=1..l p j )/l: -Normalized Absolute Error (NAE) is a loss function, ranging from 0 (best) and 1 (worst) 
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-Relative Absolute Error (RAE)
RAE is undefined when any p j = 0. One way to solve it is to smooth both groups of prevalences, p j andp j (Gao and Sebastiani 2016; Martino et al. 2016a) :
in which the denominator normalizes the set of prevalences. The same expression must be applied for eachp j and then compute Equation (22). Gao and Sebastiani (2016) also introduce a normalized version of RAE:
In the context of plankton quantification systems, Beijbom et al. (2015) and propose Bray-Curtis dissimilarity (Bray and Curtis 1957). BC dissimilarity is commonly used to analyze abundance data collected at different locations in ecological studies and is defined as
The Bray-Curtis dissimilarity is bound between 0 and 1, with 0 meaning that the prediction is perfect. Although the Bray-Curtis dissimilarity metric is able to quantify the difference between samples, it is not a true distance, because it does not satisfy the triangle inequality axiom.
Performance Measures for Other Quantification Problems
Only a few loss functions have been proposed for other quantification problems. Forman (2008) employs absolute error in cost quantification tasks to measure the error of the normalized cost. To the best of our knowledge, no other loss functions have been applied for cost quantification. Given that networked data quantification is in many cases a binary or multi-class quantification problem, the performance measures used are the most classic measures for binary and multi-class quantification. For instance, Tang et al. (2010) employs bias (12), absolute error (13), and KL Divergence (10). Milli et al. (2015) just uses KL Divergence.
Earth Movers Distance (EMD) (Rubner et al. 2000) is the only measure proposed for ordinal quantification (Martino et al. 2016a) . EMD is a routinely used in computer vision and is defined as
EMD ranges between 0 (best) and l − 1 (worst). Quantification algorithms for regression demand two types of performance measures quite different between them. On the one hand, classical regression metrics to measure the precision of single numerical predictions (typically the mean) are required. On the other hand, metrics for comparing distributions are also needed.
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The main article on quantification for regression problems, Bella et al. (2014) , uses Relative Squared Error (RSE). RSE compares the squared error between the estimated mean and the actual one, normalizing such error with the variance observed in the test set
Besides that, divergences are usually employed for comparing empirical distributions using their cumulative distribution functions. The two-sample Klomogorov-Smirnoff statistic is commonly used for comparing two empirical cumulative distributions, F n and F , and is defined as
The problem of KS statistic is that it only takes into account the point in which the two distributions differ most, which is an unreliable metric, because it ignores the shapes of the distributions. A more reliable option is to employ the average instead of the maximum. For that reason, Bella et al. (2014) prefer the Cramér-von Mises statistic for two samples. The U value is calculated from the empirical data sorted in increasing order 
Finally, the U value is normalized as u = U n ·m ·(n+m) and it ranges between 0 (most similar distributions) and 2 (4/3 when n is large).
A TAXONOMY OF QUANTIFICATION METHODS
Before describing the main binary and multi-class quantification methods proposed in the literature, which are by far the most numerous, a possible taxonomy is introduced to better understand the differences between the approaches. This taxonomy can also be applied to other quantification problems, like ordinal quantification or regression quantification, but it is explained for binary and multi-class classification to facilitate understanding.
We may distinguish three different groups of quantification methods:
-Classify, Count, & Correct. This group of methods are based on classifying the examples of a sample and counting them to obtain a first estimate of the class distribution. This estimate is then corrected to obtain the final prediction. -Methods based on adapting traditional classification algorithms to quantification learning.
The difference with respect to the first group is that these methods adapt algorithms to the problem of quantification, for instance optimizing a quantification loss function, while the methods in the first group employ off-the-shelf classifiers. In fact, this is the only difference, because these methods also classify and count the examples and the posterior correction may be applied, too. -Methods based on distribution matching. In these approaches the Classify & Count idea is used neither in any step, nor in the correction phase. Nevertheless, a classifier can be used (for instance, to represent the distribution), but examples are not classified in the sense that they are not assigned to a particular class for counting them. The idea of these methods is to modify the training distribution, typically varying P (y), to match the test distribution. Several of these methods are designed for unsupervised domain adaptation problems (the class information is unknown in the testing set), and their main goal is to improve classification performance when the distribution of classes changes. The estimation of the class distribution is simply a by-product. In fact, the quantification accuracy is not analyzed in several of these articles, for example, Vucetic and Obradovic (2001) and Saerens et al. (2002) .
METHODS BASED ON CLASSIFY, COUNT, & CORRECT
Classify & Count
The straightforward method to build a quantifier for binary and multi-class classification is to apply the Classify & Count (CC) approach (Forman 2008) . It is as simple as this: (i) to learn a classifier, and then (ii), using such classifier, to classify the instances of the test sample, counting the proportion of each class. It is obvious that we can obtain a perfect quantifier if the classifier is also perfect. The problem is that obtaining a perfect classifier is almost impossible in real-world applications. The main issue of this approach is that the quantifier inherits the bias of the classifier. This aspect is analyzed in several articles both from a theoretical and practical perspective, see for example, Forman (2008) . For instance, in binary quantification problems, if the underlying classifier tends to misclassify some examples of the positive class, then the resulting CC quantifier will underestimate the proportion of positives. Notice that, in such case, when the percentage of the positive class increases in the test set, then the number of misclassified positive examples also goes up, resulting in that the CC quantifier will underestimate the percentage of positives even more. This problem is worse in a changing environment, where the data distribution changes between the training and the testing phases. The theoretical analysis of this issue for binary quantification is based on the assumption that P (x |y) does not change (Forman 2008) . Under such an assumption, the estimate obtained by the CC approach,p, depends only on the characteristics of the classifier, defined by its true-positive rate (tpr ) and false-positive rate (f pr), and, more importantly, on the actual prevalence (p):
This expression represents that only the tpr fraction of the positives examples (p) are counted as positives by the CC quantifier (tpr · p), and the same happens, incorrectly, for the f pr fraction of the negatives cases (1 − p), that is, (f pr · (1 − p)). The prevalence predicted,p, is the sum of both terms.
Using this relationship between the prevalence estimated by the CC approach and the actual prevalence, we can demonstrate the poor performance of CC, especially when the classes proportion significantly changes. This is proved by the following theorem: Theorem 6.1 (Forman's Theorem) . (Forman 2008, p. 169 The demonstration (see all the details in Forman (2008) ) assumes that the CC quantifier produces a perfect prediction for a concrete prevalence, 2 denoted as p * , and studies its behavior when the prevalence slightly changes. Assuming thatp(p * ) = p * , when the prevalence changes by a quantity Δ 0, p * + Δ, the estimate of the CC method in such case will bê
74:16 P. González et al. Notice that the prediction of the CC method will be perfect,p(p * + Δ) = p * + Δ, only when the classifier is also perfect (tpr = 1, f pr = 0 and therefore tpr − f pr = 1). But for the usual case, in which the classifier is imperfect (0 ≤ tpr − f pr < 1), when the prevalence increases (Δ > 0), CC underestimates it (p < p * + Δ), and when the prevalence decreases (
An example of this behavior is illustrated in Figure 2 . All the classifiers depicted have an accuracy of 0.9, but sometimes their (theoretical) absolute errors reach 0.24. The key conclusion is that an imperfect classifier (the common case in real-world applications) underestimates the prevalence of the positive class when such prevalence increases and overestimates it when decreases. This can be easily seen in the extremes of the range: when p = 0 any classifier with f pr > 0 will overestimate p, and the opposite, if p = 1 any classifier with tpr < 1 will underestimate p.
Adjusted Count
Maybe one of the most interesting and relevant quantification methods is the Adjusted Count (AC) approach proposed by Forman (2005 Forman ( , 2008 . The main interest lies in the fact that the AC method is a theoretically perfect method when its learning assumptions are fulfilled. It is based on correcting the estimate provided by the CC approach, depending on the characteristics of the underlying classifier. An AC model is composed by two elements: a classifier (like the CC method) but also an estimation of its tpr and f pr, obtained using, for instance, cross-validation or a separated validation set. In the prediction phase, AC counts the number of examples in the testing sample predicted as positives by the classifier (following the CC approach described before) getting a first estimate,p 0 , that it is afterwards adjusted applying the following formula:
This expression is obtained by solving for the true prevalence, p, in Equation (30).p represents the adjusted prevalence of the positives in the test set, withp 0 being the estimate of CC. Sometimes, this expression leads to an infeasible value ofp that needs to be clipped into the range [0, 1] in a final step. Theoretically, AC returns perfect predictions, independently of the classifier's accuracy, whenever (1) P (x |y) is constant and (2) the estimations of tpr and f pr are perfect. Notice that when P (x |y) does not vary, it ensures that tpr and f pr are independent of a change in the distribution of the classes (Fawcett and Flach 2005) . Tasche (2017) proves that AC is Fisher consistent under such a perfect scenario. Unfortunately, it is rare to fulfill both conditions in real-world applications: P (x |y) shows, at least, small variations and it is difficult to obtain perfect estimations for tpr and f pr in some domains, because only small samples are available and/or they are highly imbalanced. But even in these cases, the performance of the AC method is usually better than that of the CC approach.
Actually, the correction procedure of the AC method has a long history in epidemiology (Gart and Buck 1966; Levy and Kass 1970) . This same idea was already presented in the 1970s for the estimation of class proportion using screening tests. Many clinical tests are not 100% accurate, and, thus, their results are corrected taking into account the sensitivity (sens = tpr ) and the specificity (spec = 1 − f pr) of the test observed in the past. The prevalence when the clinical test is applied to a given population is corrected using the following expression:
6.3 Multi-Class AC The AC method can be easily extended to multi-class quantification (King and Lu 2008; Hopkins and King 2010) . Given a multi-class classifier h and a test set T , the probability of predicting that a random example x belongs to class i can be written as
in which P (h(x ) = i |y = j ) is the probability that h predicts class i when the example actually belongs to class j and P T ( j ) represents the actual prevalence of class j in T . The key element is P (h(x ) = i |y = j ), twhich can be estimated from the training set using, for instance, crossvalidation. This same expression can be written for all classes resulting in a system of l equations with l unknowns, the values of P T ( j ). Actually, l − 1 unknowns, because l j=1 P T ( j ) = 1. The solution of this system gives us the predicted prevalence for each class, [p 1 , . . . ,p l ]. Bella et al. (2010) propose two probabilistic variants of the CC/AC methods. The first one, called Probability Average (PA), is the counterpart of CC and will be denoted here as Probabilistic CC (PCC). The only difference with respect to CC is that PCC learns a probabilistic classifier instead of a crisp one. If the classifier returns the probability that an example belongs to the positive class, then the prevalence is computed as the average of such probability for all the examples in the test sample:p
Probabilistic Adjusted Count
The expected behavior of PCC should be similar to that of CC. PCC will underestimate or overestimate the actual prevalence when the distribution of the classes changes between the training and the testing phase, see Tasche (2014) (Corollary 6, p. 157) . Then, the authors introduce an improved version of PCC, denoted as Scaled Probability Average (SPA). Here we called it Probabilistic Adjusted Count (PAC) to establish a parallelism with AC. The estimation obtained by PCC using 74:18 P. González et al.
Equation (35) is adjusted applying the following formula:
in which TP pa (TP probability average) and FP pa (FP probability average) are estimated using the training data and are respectively defined as the averaged probability of the positive examples,
and the averaged probability of the negative examples,
with D + and D − being the set of examples in the training data belonging, respectively, to the positive and to the negative class. The expression defined in Equation (36) is a probabilistic version of Formans correction formula (Equation (32)). The experimental performance of PCC/PAC is not as conclusive as that of CC/AC. PAC outperforms PCC in the experiments reported in Bella et al. (2010) and Tang et al. (2010) but underperforms PCC in the experimental study presented by Gao and Sebastiani (2016) .
Quantification via Threshold Selection Policies
The AC quantifier produces accurate estimations for many tasks, but, according to several studies, its performance degrades, especially when the training data are highly imbalanced. Forman (2006 Forman ( , 2008 proposes a group of methods based on calibrated threshold classifiers to overcome this issue: (i) a threshold classifier is learned (for instance using SVM) and (ii) the threshold is adjusted. The only difference between them is the strategy to select the threshold. These methods were mainly designed for binary quantification but can be applicable for any other quantification problem that employs an underlying threshold classifier, for instance, in cost quantification (Section 10). When the training data are imbalanced, usually because the positives examples are scarce, the performance of AC degrades severely (Forman 2006 ). The problem is that, in such cases, the classifier tends to predict the majority (negative) class, reducing the number of false positives, but at the cost of a low tpr , see Fawcett (2004) . Mathematically, this implies a small denominator in Equation (32) that produces bigger corrections, being more vulnerable to small errors in the estimates of tpr and f pr. Formally, these methods are based on selecting a threshold that reduces the variance of the estimations for tpr and f pr. The idea is to select a threshold that increments the number of true positives but usually at the cost of incrementing the rate of false positives. Whenever tpr ≫ f pr the denominator in Equation (32) increases, resulting in an adjusting method that produces smaller corrections and is more resistant to small errors in the estimates for tpr and f pr. Following this idea, Forman proposes different threshold selection policies: -The Max method selects the threshold that maximizes tpr − f pr. This gives the biggest possible denominator in Equation (32) for the trained classifier, smoothing the posterior corrections. -The X method tries to obtain a f pr equal to 1 − tpr to avoid the tails of both curves. -The T50 method picks the threshold with tpr = 0.5, assuming that the positives are the minority class. The idea is again to avoid the tails of the tpr curve. -The Median Sweep (MS) method follows a kind of ensemble approach, computing the prevalence for all possible thresholds. MS returns the median of these values as the final prediction. Notice that this strategy requires to estimate the tpr and the f pr for such thresholds during training.
METHODS BASED ON QUANTIFICATION LEARNERS
All the methods described in the previous section address quantification by learning a classifier followed sometimes by a correction process aimed at compensating the bias of the classifier, underestimating or overestimating the proportion of the target class. The learning algorithms in this section are explicitly devised for quantification. The basic premise of these methods is to take into account, during training, that the model is going to be used as a quantifier. Milli et al. (2013) present a multi-class quantification method called quantification trees, based on popular decision trees. The learning process is designed to optimize the model not to be used for individual classification but for aggregated quantification. Like all decision trees learners, these algorithms have two main operations: the definition of the measure for selecting the best split on an attribute at a decision node and the stopping criteria to finish the tree growing procedure.
Quantification Decision Tress
The most important idea of the algorithm is to employ a quantification measure for selecting the best split. Two different measures are considered:
-Classification Error Balancing: For every possible split and every class j the algorithm computes:
where FP j and F N j are the number of false positives and the number false negatives for class j , respectively. The optimum value is E j = 0, because the quantification of class j will be perfect (this occurs when FP j and F N j cancel each other).
-Classification-Quantification Balancing: In addition to the quantification performance, this measure considers also classification performance:
The second term is a classification measure, because the optimum is reached when FP j = F N j = 0, that is, there are no classification mistakes.
Notice that both measures are calculated for each class. All the values are aggregated in a single vector,
, respectively, and the final score is the L2-norm of such vector, ||QE 1 || 2 or ||QE 2 || 2 . The stopping criterion also depends on the QE measure: The growing process stops when the difference between the quantification accuracy at the parent and at the child,
is Δ ≤ 0. r takes the values 1 or 2, depending on the performance measure selected. Additionally, the authors analyze two different decision trees models: (i) a single quantification tree and (ii) a random forest, that is, a collection of k quantification trees in which each tree is built using loд 2 (d + 1) random input features, being d the dimension of the input space. In the later case, the final prevalence predicted is the average of the predictions made by the k quantification trees. study the application of nearest neighbor (NN) methods for binary quantification. This idea is based on two main reasons: (i) weighted-based NN algorithms are well suited for learning from highly imbalanced datasets, one of the requirements of some quantification tasks, and (ii) NN algorithms present a significant advantage to build a quantifier based on the AC correction, because the method applied to estimate tpr and f pr can be more efficient and more precise. NN approaches can apply leave-one-out (LOO), which, theoretically, should provide more accurate estimates. Notice that LOO only computes the distance matrix once and it can be used for all folds. Other learners, like SVM, are limited to use cross-validation with a reduced number of folds.
Instance-Based Quantification
The authors introduce two k-NN algorithms (PWK and PWK α ) based on this weighted NN rule: y i = siдn( j ∼ i w y i y j ), where j ∼ i refer to the k-nearest neighbors of the instance x i and w y i is the class weight used to balance the relevance of the classes. The difference between them is the way in which w y i is computed. The weighting policies depend basically on class proportions and their goal is to reduce the bias in favor of the majority class. PWK α uses the expression
The weight of each class j is the adjusted ratio between the cardinality of that class (m j ) and the cardinality of the minority class (M) in the training set. Therefore, the weight decreases when the cardinality of the class increases. The expression for PWK is even simpler:
It is easy to see that the weight w j is inversely proportional to the size of class j with respect to the total size of the training data, represented by m. The key benefit of PWK α over PWK is that PWK α is able to adapt the quantifier to each domain using the parameter α. Usually, when α grows precision is increased and recall decreases. The drawback is that PWK α requires to calibrate α during training. Interestingly, PWK α defines a general framework that encapsulates both KNN and PWK: When α tends to infinity the weight of both classes is 1 (KNN), and when α = 1, PWK α is equivalent to PWK (see ). Thus, the parameter α defines a tradeoff between KNN and PWK. The experiments reported in the article suggest that there is no statistical difference between PWK α and PWK.
Optimization Algorithms for Quantification
The methods belonging to this group are based on optimization and were designed for binary quantification. However, they can be easily extended to multi-class quantification. Following one of the most formal approach for learning, the idea initially proposed by Esuli and Sebastiani (2010) is to select a target quantification performance measure and to train an optimization algorithm to build the optimal model according to the training data available and the selected performance measure. Three different methods have been proposed following this approach. The differences between them are due to (i) the performance measure selected and (ii) the optimization algorithm used for training. All of them use advanced learning machines, because it is not straightforward to design an algorithm able to optimize a quantification measure. The difficulty arises because a quantification error cannot be decomposed as a combination of individual errors. Esuli and Sebastiani (2015) propose to optimize the well-known KL Divergence (Equation (10)), using SV M per f (Joachims 2005) as the learning algorithm. SV M per f is able to optimize any nonlinear measure computed using the contingency table, like KL Divergence. Barranquero et al. (2015) also use SV M per f but with a different target measure. The authors argue that KL divergence, or any other pure quantification measure, does not take into account the accuracy of the underlying classifier, and thus the resulting quantifier could be built over a poor classifier. The key issue is that quantification measures produce several optimum points within the hypothesis search space (any that fulfills FP = F N ). However, some of these hypotheses correspond to better (or more reliable) classifiers. To select a model that is at the same time a good quantifier and a good classifier, the authors introduce a family of measures, called the Q-measure, because it is inspired by the Fmeasure family. Q-measure combines a quantification metric (Q per f ) with a classification metric (C per f ):
To be appropriately combined, C per f and Q per f must be bounded, for instance, between 0 and 1. The β parameter allows to tradeoff between them. The selection of the two metrics mainly depends on the problem at hand. For instance, the authors select NAS (17) as Q per f and recall as C per f in their experiments. Notice that combining quantification and classification measure is also employed in quantification trees, see Section 7.1. SV M per f suffers from two drawbacks: (i) the structural SVM surrogate is not necessarily a tight surrogate for all performance measures, which can lead to a suboptimal model, and (ii) it scales poorly when the amount of training data increases. To alleviate these issues, Narasimhan et al. (2016) devised two online stochastic optimization algorithms that are able to optimize quantification performance measures. Regarding this, two families of multivariate performance measures are considered: nested concave and pseudo-concave measures. For the first group, the authors analyze three nested concave functions: (1) −KLD, (2) BAKLD = C · BA + (1 − C) · −KLD, in which C is a constant and BA stands for Balanced Accuracy, BA = 1 2 (tpr + tnr ), being tnr the true negative rate, and (3) Q-measure (44), using BA as C per f and NSS (18) as Q per f . In the group of pseudoconcave performance measures, two metrics are considered: (1) CQReward = BA/(2 − NSS) and (2) BKReward = BA/(1 + KLD). Their methods offer much faster and accurate quantification performance on a group of datasets.
Recently, Tasche (2016) investigates whether these approaches actually work without applying the AC correction. After an interesting theoretical discussion, the study concludes that quantification without adjustments a priori may work if proper calibration on the training dataset is ensured and the drift in class distribution is small. Pérez-Gállego et al. (2017) introduce the first ensemble algorithm designed for binary quantification. The main idea of this method is that we can learn an ensemble with a proper diversity that takes into account the characteristics of our quantification task. This kind of ensemble will be better adapted to deal with the changes in data distribution of the quantification problem because its design depends on the expected variation of P (y). The algorithm has three main processes:
Ensembles for Quantification Learning
(1) Sample generation. This step generates the samples for training the models of the ensemble. Each training sample has the same size that the training dataset, but its prevalence is different. The process to generate each sample works as follows. First, p j , the sample prevalence, is fixed randomly in a predefined range [p min , p max ] that depends on the expected drift in the distribution. Then, the examples for the sample are selected using random sampling with replacement (to guarantee that P (x |y) is constant) until the distribution [p j , 1 − p j ] is obtained. (2) Training phase. The quantifiers of the ensemble, {h 1 , . . . ,h k }, are learned by training the selected quantification algorithm over each generated training sample. Two different quantification methods are considered in the article: AC (Equation (32)) (see Section 6.2) and HDy (see Section 8.4). (3) Prediction. Each modelh j of the ensemble is applied to obtain the prevalence estimate, p j , of the unlabeled test set T . The proposed aggregation function is the arithmetic mean, thus the final prediction is just mean(p 1 , . . . ,p k ).
The authors argue that the application of an ensemble approach to quantification tasks should produce more advantages than its use in other learning problems, for example, classification. The advantage of using a collection of models instead of a single one is common to all learning problems where ensemble algorithms are applied: an individual model presents the risk of performing poorly in some situations; theoretically, an ensemble reduces such risk. However, there are additional benefits in the quantification case: (i) The knowledge about the learning problem helps to introduce an adequate diversity into the ensemble and (ii) using multiple models reduces the issues of the base quantification algorithm, especially for those methods that correct their estimates. The AC correction (Equation (32)) is sometimes unstable, despite it theoretically returns perfect estimations. When the estimates of tpr and f pr are inaccurate, the correction will cause inappropriate changes (Forman 2008; Pérez-Gállego et al. 2017 ) (this is in part the motivation of the methods in Section 6.5). Using ensembles reduces both risks: the risk of having a bad single classifier and the risk of a poor posterior correction.
METHODS BASED ON DISTRIBUTION MATCHING
This section describes several methods that are based on matching the training distribution and the testing distribution. These methods do not need to classify individual examples and count them. The idea of most of them is to adjust some parameter to modify the training distribution trying to fit the testing distribution. Typically, this parameter is the predicted class distribution ([p, 1 −p] in a binary problem). In other words, searching for the value ofp that makes a modified version of the training distribution most similar to the testing distribution. The effectiveness of this idea depends on a key constraint that is the support condition, that is, ∀x, P tr (x ) = 0 → P tst (x ) = 0 (Huang et al. 2007 ). Roughly speaking, this means that the training set must be richer than the test set; otherwise, these methods cannot match well both distributions for regions in which P tst (x ) 0, but P tr (x ) = 0. However, several articles described in this section do not make clear this assumption.
These methods usually have two main components: (i) a mechanism to represent distributions or, more formally, a density estimation method and (ii) a metric or a criterion to compare two given distributions. In fact, Firat (2016) unifies several quantification methods under a common framework defined by a constrained multi-variate regression model for quantification defined as
T is a representation of the testing distribution, D the training distribution, andp the class distribution. The goal is to obtain the values ofp that minimize the difference between both distributions given a loss function. Therefore, the framework comprises the same two elements enumerated before. At least three of the approaches described in this section can be derived from this framework: the Mixture Model (see Section 8.3), the methods based on the Hellinger Distance (see Section 8.4), and King and Lu's method (2008) (see Section 8.5). Following this same idea, there are algorithms that also estimate the class distribution but their final goal is not to accurately predict such estimate but to improve the classifier accuracy. There is a lot of literature on this line of research, see, for instance, (Provost and Fawcett 2001) and Fawcett (2004) for some seminal works. The algorithms included here are designed for unsupervised domain adaptation problems. These kind of techniques are aimed at tackling those situations in which the domain changes, that is, when a drift in the distribution is expected or detected. In such cases, characterizing the new distribution can help to boost the robustness and precision of the classifier.
An Algorithm Based on EM
This is probably the most popular algorithm of this group, at least in quantification articles. Saerens et al. (2002) introduce a classification method that is designed to deal with those situations in which the distribution of the classes change. The main goal is not to estimate the class distribution but to adjust the classifier according to the class distribution drift without the need of re-training it. A minor limitation of this approach is that it can only be applied to probabilistic classifiers. Interestingly, Peters and Coberly (1976) studied this very same iterative approach, using densities instead of conditional probabilities for maximum likelihood estimate of mixture proportions.
Given a training set D, the algorithm learns a probabilistic classifier that it is able to estimate P tr (y =+1|x ). Based on probability theory, the optimal Bayes classifier for the testing data can be modeled using the classifier obtained with the training data, so there is no need to re-train the classifier. The learning assumptions are the same than in other quantification methods, that is, P tr (y) P tst (y), but P tr (x |y) = P tst (x |y). Taking into account that P tr (y) P tst (y), the model for the testing set, P tst (y =+1|x ), should be different than that obtained from the training data, P tr (y =+1|x ). The aim is to obtain P tst (y =+1|x ) using P tr (y =+1|x ).
Applying Bayes's theorem for the training and the testing distributions, we have that
But given that P tr (x |y) = P tst (x |y),
Finally, the optimal model for the testing distribution is
The denominator ensures that a posteriori probabilities sum to 1. Notice that the a posteriori probabilities depend nonlinearly on the a priori probabilities. This expression implies that, even if the classifier is an optimal Bayesian model for the training set, it will not be optimal for the testing set when the a priori probabilities change. However, if we know the new a priori probabilities, then it is possible to recover an optimal model for the distribution of the testing data applying the Bayess rule. The final conclusion is that to update the classifier, we just need to estimate the class distribution in the testing data (P tst (y =+1), P tst (y = −1)). The solution proposed by Saerens et al. (2002) is based on the Expected-Maximization (EM) algorithm. Given a test set T = {x 1 , . . . , x m }, the goal is to maximize the likelihood:
Since the within-class densities remain the same, we have just to estimate (P tst (y =+1), P tst (y = −1)) to maximize the likelihood. The authors propose to apply the EM algorithm arguing that there is not a closed-form solution to this problem. The steps of the algorithm are defined as follows: 74:24 P. González et al.
Recently, Tasche (2017) presents a nice theoretical study about this EM approach. Based on the work by Peters and Coberly (1976) that provided conditions for the convergence of the algorithm (it converges for the binary case), and on more recent articles, namely (Tasche 2014) and Du Plessis and Sugiyama (2014b) , the author proves that the EM algorithm finds the true values of the class prevalences under prior probability shift, that is, when P tr (y) P tst (y) but P tr (x |y) = P tst (x |y) and it is Fisher consistent (unbiased). Vucetic and Obradovic (2001) present an iterative procedure aimed at improving the classification accuracy. The method starts by training a classifier with the original training set that is applied to obtain an estimation of the a priori class probabilities using a bootstrap process. According to these probabilities, the training dataset D is sampled (with replacement) to obtain a new training set, D new , which is used for re-training the classifier. These two steps are repeated until convergence. The most interesting step from the point of view of quantification is the bootstrap process to estimate the class distribution. This process requires two sets: the labelled training dataset D (or D new ) and an unlabelled test set, T . As p j is the actual probability of class j in T , P (k, j) = P (h(x i ) = k |y i = j) is the probability of predicting the class k when the actual class is j andp k is the probability of predicting class k in T . Using the law of total probability,p k iŝ
Iterative Methods
This expression can be represented asp = P × p in matrix form, and the actual class probability can be obtained solving p = P −1 ×p. The bootstrap algorithm produces a large-enough number of samples to compute the bootstrap replicates ofp k and P (k |j). Finally, Equation (54) is used for calculating the bootstrap replicate of p j . Only the valid values of p j (those in [0, 1] ) are averaged to compute the final prevalence. Interestingly, this method anticipates the PAC approach described in Section 6.4. In fact, Equation (36) is simply the binary case of Equation (54). For two classes, Equation (54) can be rewritten asp 0 = P (ŷ = +1|y = +1) · p + P (ŷ = +1|y = −1) · (1 − p) = T P pa * p + FP pa * (1 − p). The main difference between both methods is the way they computep k in Equation (54) andp 0 in Equation (36). In the former case, the authors propose to employ bootstrapping (thus, it is solved several times) and in the latter the complete test set is used just once.
Xue and Weiss (2009) present also an iterative method, called CDE-Iterate. In each iteration of this method, a classifier is trained to estimate a new class distribution. The classifier is always trained with the original training dataset but using a cost-sensitive algorithm, so the cost of the false positives changes in each iteration depending on the estimate of the distribution of the classes. Initially, the cost of the false positives and false negatives is the same for the first classifier. For the next classifiers, the cost of the false positives is the distribution mismatch ratio (dmr ), that is, the ratio between the original class distribution and the new class distribution: in which [p, n] represents the true distribution of the training set and [p,n] the predicted distribution computed over the unlabeled testing set. The algorithm finishes when a predefined number of iterations is reached. The authors propose another version of this algorithm, called CDE-AC. The only difference is that the estimate class distribution is adjusted using the AC correction (Equation (32)). Tasche (2017) , using some numerical examples, shows that CDE-Iterate is not Fisher consistent under prior probability shift.
Forman's Mixture Model Approach
The main idea behind this method proposed by Forman (2005) is to employ the scores produced by a binary classifier (for instance, the scores produced by a SVM model to decide when an example is positive or negative). The distribution of the scores over the testing examples is modeled using a mixture of two distributions obtained using the training examples, one from the positives and the other from the negatives. The method, called Mixture Model (MM), trains a classifier but just to represent the three distributions manipulated by the algorithm. The first step is to obtain the distributions of the positives and the negatives, D + and D − , respectively. These distributions are computed using the scores provided by binary classifiers. Instead of training just one classifier using the whole training data, and then obtaining the scores of those training examples to compute D + and D − , the method performs a many-fold cross-validation (CV); the author uses 50-CV to obtain the scores. This reduces the risk of overfitting. When the number of folds is large, the obtained classifiers will be similar, because they have in common the most part of their training examples. The next step is to represent the distribution of the testing examples. For this, the MM method learns a classifier (using the whole training dataset) that is applied to estimate such distribution, T . The key idea is to model this distribution as a mixture of D + and D − ,
Notice that this model assumes that P (x |y) is constant, because D + and D − change uniformly. The method returns the value ofp that better matches the distribution ofT and the mixture distribution. One important issue for this group of algorithms, and MM is not an exception, is how to describe the different distributions involved. Forman considers several choices, including the cumulative distribution function (CDF), the empirical probability density function (PDF), or a parametric model. Finally, the author selects CDF, arguing that PDF requires (i) discretizing the scores into artificial bins (especially if a non-probabilistic classifier is used) and (ii) additional parameters for tuning. The last reason is also used to discard a parametric model.
The other key element of MM is the procedure to measure the quality of the fit between the mixture model and the distribution of T . The Kolmogorov-Smirnov statistic is commonly used to measure the difference between two CDFs. It computes the maximum difference among all pairwise values of two CDFs. However, the author prefers another difference metric, called PP-Area. The metric is inspired in a visual comparison between the plot of the two CDFs (see Figure 3(c) ). Plotting both, one versus the other, a Probability-Probability (PP) curve is drawn. A perfect 45 line is obtained when both CDFs give the same probability for each input. The level of agreement between the two distributions can be measured comparing the perfect case with the PP curve obtained. There are, again, several options to compare these two functions, like the mean error or the mean-squared error. However, the author prefers to use the area between the PP curve and the 45 line (see Figure 3) . This metric presents the advantage of being commutative and monotonic. Minimizing the PP-Area corresponds to minimizing the L1-norm (Firat 2016) . González-Castro et al. (2013) present two algorithms based also on the idea of comparing and matching distributions. They difference between them is how to represent the distributions. However, both algorithms share a key ingredient that is the use of the Hellinger distance as the metric to assess the difference between the distributions.
Matching Distributions Using the Hellinger Distance
The first method, called HDx, represents the training distribution and the testing distribution using the input feature space (X). The authors employ discrete probability density functions (PDFs) with a parameter b to define the number of bins used to discretize each attribute f . Then, HDx computes, using the training set D, a binned distribution for each class probability density functions, that is, P (x |y = +1) and P (x |y = −1). For the test set, T , only one probability density function is computed, because no class labels are available. The strategy followed to match both distributions is to modify the combination of P (x |y = +1) and P (x |y = −1) obtained from D by means of the estimated prevalence for the positive class, that is, modifying P (y) (Figure 4) . The value of the pair (feature f , ith bin) for the combined distribution is computed as:
where |D + | is the cardinality of the subset formed by the positive examples in D and |D + f ,i
| is the number of positives that belong to the ith bin of the feature f . |D − | and |D − f ,i | refer to the same values for the negatives. Again, Equation (57) assumes that P (x |y) remains constant when the prevalence changes. In fact, both methods described in this section make this learning assumption, similarly to other methods already discussed. The similarity between both probability density 74:27 functions is measured with the Hellinger distance averaged across the set of features:
in which nf is the number of features of the input space, X, and the Hellinger Distance for a single attribute, HD f , is defined as (discrete case):
The authors use a simple linear search in whichp moves over the range [0, 1] in small steps to compute D f ,i using Equation (57). The value that minimizes the Hellinger distance with respect to the testing distribution is returned as the predicted prevalence for the positive classp. It is worth to note that the HDx method does not use any classifier. However, this approach is inappropriate for large input spaces, because the computational complexity of the algorithm increases with the size of X. A similar but more complex approach is followed by Hofer and Krempl (2013) . The differences with respect to HDx are twofold: the training and testing densities are estimated by normed Bspline basis functions and the testing prevalences are finally computed using unweighted and weighted least squares. The second algorithm, called HDy, is simpler. It uses the outputs (y) of a classifier to represent the distributions, and, thus, a classifier is trained in the first step. Typically a probabilistic classifier is used to obtain a bounded output range. Then, the set of predictions for both the examples in D and the examples in T are employed to represent both distributions. Notice that these representations comprise only one dimension, so HDy can tackle applications with high-dimensional input spaces. HDy applies the same equations explained above to compare and match the distributions.
Notice that HDx/HDy methods are conceptually similar to the Mixture Model in the previous section. The differences between them are (i) the selection of the method to represent distributions, cumulative distribution function (MM) versus probability distribution function (HDx/HDy), and (ii) the metric used to compare distributions, PP-Area (or the L1-norm) versus the Hellinger distance. King and Lu (2008) present a non-parametric approach especially designed to estimate the causeof-death distribution without medical death certification, using verbal autopsies (see Section 2.4). The method is clearly inspired by the AC correction (Section 6.2) and traditional methods used in epidemiology for prevalence estimation from screening tests. This approach neither requires a classifier, nor makes individual classifications. This method was popularized later by Hopkins and King (2010) , where it was used to estimate document category proportions. In fact, this method is named as the Hopkins & King method in several articles.
King and Lu's Method
Using the problem of estimating document category proportion as the running example, the input space, X, is defined by a set of K word stems. Given the ith document, x i,k is equal to 1 if word stem k appears at least once in the document and 0 otherwise. Thus, x i is in this case a vector that summarizes all the word stems used in the ith document, named as word stem profile. Instead of using the training data to estimate P (h(x i ) = j ) and P (h(x i ) = j |y i = k ) using a classifier h and the correction via Equation (34), the content analysis (X ) replaces h in that equation. The idea is that the content information is a function of the class of the document, and, thus, it is simpler 74:28 P. González et al. to use it directly. Denoting W as any of the 2 K possible word stem profiles, we have that
This expression is applied for the 2 K possible word stem profiles, in which P tst (W ) is estimated by direct tabulation using the testing set and P tst (W | j ) can be estimated using the training data by making the classical assumption that P tst (W | j ) = P tr (W | j ), that is, P (x |y) does not change. P tst ( j ) are the l unknowns that can be obtained via constrained regression (all of them must be in [0, 1] and sum to 1). This approach has two main issues: (i) the size of (60), 2 K , may be huge, especially for text classification domains in which the number of words used to describe the documents is usually large, and (ii) there are unique word stem profiles, that is, word stem profiles that appear in the training or in the testing set but not in both; the number of unique word stem profiles increases with K. To alleviate both issues, the authors propose to use a subset of few words ( K) and to apply the algorithm with several of these subsets in a kind of ensemble approach. The final estimation is obtained averaging the results for each subset of words. Thus, this process not only alleviates the aforementioned issues but also reduces the bias of the method.
Direct Estimation Methods
Many of the methods in this group correspond to the proposals of the group leaded by Sugiyama (Sugiyama et al. 2007; du Plessis and Sugiyama 2012; Du Plessis and Sugiyama 2014a; Kawakubo et al. 2016) . Instead of using the two-step procedure followed by the previous methods, where (i) two probability densities are separately estimated and then (ii) their difference is computed, these authors propose a direct estimation approach. They argue that a two-step procedure may fail, because both steps are performed without considering the other. For instance, a small estimate error in the first step can produce large mistakes in the final estimation. They propose a set of methods for directly estimating the density ratio or the density difference without estimating two densities individually. These methods can be applied to quantification tasks, despite the fact that these authors never use this term, preferring others such as class-prior estimation or even class balance change. Given a labelled training set and a unlabelled testing set, the direct strategy to estimate P tst (y), which is different than P tr (y), is to fit a mixture of classwise densities using the training set to the test input density P tst (x ):
The parameter vectorp is computed considering a particular divergence metric. Notice that the final expression is due to the classic learning assumption in quantification learning: P tst (y) P tr (y) but P tst (x |y) = P tr (x |y). Previous approaches, like those of Forman (2005) (Section 8.3) and González-Castro et al. (2013) and Hofer and Krempl (2013) (Section 8.4) estimate first P tr (x |y) and P tst (x ), using, respectively, the training set and the testing set, and, finally, they try to approximate P tst (x ) and P tst (x ) given some metric. The difference between the following methods is precisely the target divergence measure.
Probably, one of the most interesting approaches of this group is presented in du Plessis and . This article introduces a framework for class-prior estimation by means of direct A Review on Quantification Learning 74:29 divergence minimization. The KL divergence is computed between P tst (x ) and P tst (x ):
The aim is to compute the class probability distribution,p, which minimizes the KL divergence, subject to the usual constraints, that is, l j=1p j = 1,p j ≥ 0. This optimization problem can be solved using several methods, but the authors propose a common framework based on direct divergence minimization: Given an estimator of a target divergence from P tst to P tst , for instance, KL divergence or Person (PE) divergence, learn the coefficientŝ p that minimizes such divergence. An f -divergence is a general divergence measure defined as
in which f is convex function such that f (1) = 0. Several approaches can be used to approximate the f -divergence. The first solution is following the aforementioned two-step approach to estimate P tst (x ) and P tst (x ) separately and then plug these estimations into Equation (64). But as it was state above, the authors claim that this approach can be improved using a direct divergence minimization. We omit here some mathematical details (see Du Plessis and Sugiyama (2014b)), but via convex duality we can obtain the following estimator for Equation (64):
This expression has nice properties because only contains expectations that can be approximated by sample averages. The maximum for a continuous f is obtained for a function r such that P tst (x )/P tst (x ) = ∂ f * (r (x )), which means that f -divergence is directly estimated in terms of the density ratio. This present some advantages, because the estimation of densities is a more complex problem than the estimation of a density ratio . Using the Gaussian kernel to define a model for the density ratio r (x ):
being α the parameters and ψ the basis functions:
) and ψ 0 (x ) = 1. The constant basis function is included to deal with two equal distributions (r (x ) = 1). The final element is a regularizer to avoid overfitting that it is defined as λα Rα , being R a squared matrix of size b + 1:
Finally, the model for the density ratio is obtained solving this optimization problem:
To apply this framework to a f -Divergence, like KL Divergence or PE Divergence, we have to chose the function f and its convex conjugate f * . The method presents the additional advantage that the parameters, for example, the regularization parameter or the Gaussian width, can be adjusted by cross-validation. The main drawback is the computational complexity, because the computation of the divergence estimator requires that α must to be optimized for eachp j .
The rest of the methods conceptually follow a similar strategy. The differences between them are basically twofold: the way for matching the distributions and the loss function used. In , the method is aimed at estimating the difference, in terms of the L2-distance, between two probability densities, P tr (x ) − P tst (x ). In , the idea is to obtain an estimate of the density ratio, P tst (x )/P tr (x ), and it is adapted for two different measures (KL and PE). Kawakubo et al. (2016) introduce the energy distance and propose to use it in class-prior estimation. This last method is related to Zhang et al. (2013) and Iyer et al. (2014) , which analyze the use of the Maximum Mean Discrepancy (MMD) with kernels for class ratio estimation. The energy distance is a special case of MMD, and the advantage of Kawakubo et al. (2016) is that no parameters need to be tuned, and thus it is highly computationally efficient.
ORDINAL QUANTIFICATION
To the best of our knowledge, only one algorithm has been proposed to tackle ordinal quantification problems. Recently, Martino et al. (2016a) propose the idea of exploiting the apparently good performance of PCC (see Section 6.4) for sentiment quantification (Gao and Sebastiani 2015) to build a ordinal quantification model composed by a collection of binary PCC's arranged in a decision tree. This method, called Ordinal Quantification Trees (OQT), is also based on the decomposition proposed by Frank and Hall (2001) for ordinal classification.
Given a ordinal quantification training set, with a set of clases { 1 , . . . , l }, OQT learns l − 1 binary PCC, in which each probabilistic classifier j separates two group of classes: { 1 , . . . , j } from { j+1 , . . . , l }. For instance, if l = 5, then four binary probabilistic classifiers are learned: (i)
The method has two main procedures:
(1) To arrange the binary probabilistic classifiers in the tree. OQT follows the classical divideand-conquer strategy for building a decision tree: OQT places at the root of the tree the binary PCC model with best quantification accuracy, measured in terms of KLD using a separate validation set. The process is repeated recursively for the left branch and for the right branch until all l − 1 PCC models are arranged. Figure 5 shows an example with five classes. (2) To compute the prevalence for each class. Given a test set, T , for each example, x i , we compute first the probabilities of belonging to each class, and then we compute the average probability for each class over all the examples x i ∈ T . The key step is how to compute, for a testing example, the probability of each class. The posterior probability for a class is 74:31 calculated in a recursive, hierarchical way: We have to multiply the posterior probability returned for all the models that lie in the path from the root to the leaf representing such class. For instance, to compute the probability of belonging to class 3 in the OQT in Figure 5 , we just need to multiply
Notice that the order of the models on the tree is crucial in this computation. The same models arranged differently in the tree produce a different set of probabilities for the set of classes. Forman (2006 Forman ( , 2008 introduces several methods for cost quantification. Most of them are adaptations of his methods for binary quantification. He focuses on estimating the total cost of the positive class, denoted as S, and the approach followed is the one described in Section 2.3, that is, first the method estimates the average cost of the positive class C + , and then multiply it by the number of positives examples predicted using a binary quantifier/classifier over a test set T :
COST QUANTIFICATION
Forman divides his proposal in two groups: basic methods and precision correction methods.
Basic Methods
The basic methods are the following:
-Classify & Total (CT) is the counterpart of Classify & Count. It consists on training a classifier and then computing the cost associated with those examples predicted as positives. Given a test sample T , the total cost S is
in which h is a binary classifier. Notice that this expression is equivalent to
The first term is the average cost of the examples predicted as positives, C + , and the second term is the number of such cases, just the strategy explained above. As it occurs with CC method, the predictions made by CT are generally biased. If h tends to produce false positives, then CT overestimates the actual cost, and the other way around. The issues of CT are even worse than those of CC, because there are two sources of error: (i) C + is a bad estimate of C + and (ii) the estimation of positives cases is biased. In binary quantification, a false positive and a false negative compensate each other because they have the same cost. But in cost quantification their costs are usually different, 3 typically C + > C − . The next methods try to reduce both sources of error. -Grossed-Up Total (GUT). After computing S using the CT method, S is adjusted according to the ratio between the estimatep provided by a quantifier and the number of examples classified as positives by the binary quantifier. GUT estimates the total cost as
For example, if the binary classifier predicts 40% of the examples in T as positives and our favorite quantifier gives an estimation ofp = 0.5, then the total cost, S, will be increased by 25% (because it is multiplied by 1.25). The ratio represents the percentage of examples that were missed by the binary classifier. Obviously, the performance of GUT will improve if the estimate of the quantifier is more accurate than the one provided by the binary classifier. This tries to correct one of the problems of CT. However, GUT still has two main drawbacks: (i) the estimated average cost C + may be biased and (ii) S is undefined when the number of positives predicted by the binary classifier is zero. Even when it is nearly zero, the ratio is large, producing significant variations on the initial estimate S making the whole method less stable. -Conservative Average Quantifier (CAQ). The core idea of the CAQ method is to reduce the number of false positives to obtain a better estimate of C + . Following a similar strategy wereby the quantifiers are based on threshold selection (see Section 6.5), the number of false positives is reduced by selecting a more conservative threshold: Fewer instances are predicted as positives but with higher precision, obtaining a more accurate estimate of the average cost C + . Then, we multiply it by a good estimation of the prevalence, applying the same ratio used by the GUT method. The selected threshold would have 100% precision in an ideal case, but sometimes there is no such threshold. The strategy suggested by the author is to use the top K examples predicted as positives. This avoids to select a very conservative threshold, predicting only a few instances as positives, especially when positive class is scarce. The uncertainty related to the estimation of C + will be large when the method selects very few examples to average over. In the experiments performed in Forman (2008) , two variant were evaluated: CAQ30, that takes only the top 30 predicted examples (the experiments were designed to ensure that the test sample has more than 30 positive examples) and CAQhalf, which uses the top half of the instances predicted as positives by the classifier. In the experiments, the performance of both methods is similar; however, CAQhalf seems slightly better in terms of absolute error.
Precision Correction Methods
The difference of this group of methods with respect to the previous one is that they focus on improving the classifier precision. The precision is the fraction of positive instances classified as positives by the classifier. Improving precision allows to obtain a better estimate of C + . The goal is to characterize and correct the bias of the precision and then to compute C + more accurately. The methods discussed here are based on the same idea used to design the AC method (Section 6.2). Three different approaches belong to this group: -Precision-Corrected Average*Quantifier (PCAQ). The straightforward approach for correcting the precision is to estimate it over a validation or test set. The problem is the distribution shift that occurs on cost quantification problems. The author propose to use a multi-step process to overcome this issue:
(1) The first step is to estimate tpr and f pr of the classifier, using typically cross-validation over the training set, as the AC method does.
(2) To estimate the proportion of positives,p, in the test set using a quantification algorithm, for instance, the AC method. (3) Finally, the precision, Pr , of the classifier over the test set is estimated by a scaling formula using tpr and f pr, similar to the AC correction,
Using this adjusted estimate of the precision, it is possible to obtain the average cost C + 0 of the instances predicted as positives by the classifier:
In this equation, the value of C + 0 is computed as
The problem is that both the true average cost of the positives, C + , and of the negatives, C − , are unknowns. To compute them, especially C + , which is our goal, we can obtain a similar equation using the test set T :
in which C all = x i ∈T c i . Solving Equations (73) and (74) to obtain the estimate of C + , we have
The total cost is then computed using Equation (68). However, this method has the same problem for imbalanced datasets. This affects not only the estimation of tpr like it occurs in binary quantification but also the computation of C + 0 . The idea proposed is again the same than that for binary classification: to select a threshold that gives a worse precision (providing a greater number of predicted positives) but that it is more stable to characterize the bias of the precision. Any of the policies discussed in Section 6.5 may be applicable, but the author selected the X method in Forman (2008) . -Median Sweep of PCAQ (MS-PCAQ). The implementation of this method is quite straightforward, similar to that of the MS method for binary quantification. Rather than use just a single threshold to build a PCAQ model, the process can be repeated using a collection of thresholds, obtaining an ensemble of PCAQ models. The aggregation rule proposed is again the median. However, for this method, the author suggests three possible policies to discard some of the potential thresholds: (i) the number of predicted positives is lower than a predefined minimum (the value suggested is 30), (ii) the confidence interval for C + is too large, and (iii) the estimation for the precision Pr was computed using fewer than 30 instances predicted as positives.
-Mixture Model Average*Quantifier (MMAQ). This algorithm is based on the Mixture Model explained in Section 8.3. MMAQ considers all possible thresholds for modeling the shape of C t curve, applying Equation (56) and solving for C + and C − using linear algebra,
Finally, C + can be computed using basic linear regression over a set of data points, (x t , y t ). Most of the regression quantification methods are from Bella et al. (2014) using the learning setting described in Section 2.3. These methods adapt some Forman's methods (e.g., CC, AC) and are based on some heuristics devised for regression quantification problems. They can be divided into two groups: (i) approaches based on the Regress & Sum method and (ii) methods based on discretization. The predictions obtained with these models can be: a single indicator (e.g., the mean) or the form of the distribution (e.g., shape, dispersion).
Regress & Sum, Regress & Splice
The first method studied was in fact introduced (and discarded) by Forman (2008) for cost quantification and it is the counterpart of Classify & Count for classification and Classify & Total for cost quantification. The Regress & Sum (RS) method first trains a regression model, using its predictions over the test set to compute the mean,ρ
RS presents the same problems as CC and CT for their respective learning tasks. It mainly depends on the precision of the regression model. The same method takes a different name, Regress & Splice (RS), when it is used to make predictions about the whole distribution. Both methods have deliberately the same acronym, because they are in fact the same algorithm able to predict a single indicator (Sum) or the distribution (Splice). In the latter case, RS predicts the probability that the output for a random example from the test set, T , is less than a given value v:
However, using this equation directly with predictionsŷ i obtained from the regressor produces estimated distributions very compact (low dispersion) with a highly peaked shape. The authors solve this issue, which is even more severe for the methods based on discretization (Section 11.2), alteringŷ i by a random (normal) jitter:
in which σ Y is the standard deviation of the set of predictions of test set T and rnorm 0,1 is a random number generated from a typified normal distribution. This equation is applied for all the methods described here in the experiments reported in Bella et al. (2014) . Based on the RS method, Bella et al. (2014) introduce the Adjusted Regress & Sum (ARS) method. Following a similar idea that AC and PAC methods, ARS adjusts the prediction of RS. First, ARS computes the Quantification Error (QE) of the regression over the training set D:
This value is used to adjust RS using the following expression:
The degree of the adjustment depends on the value of the hyper-parameter α, and it can be seen as a way to calibrate the prediction made by the RS method. The same expression can be used to estimate the whole distribution, applied to Equation (78).
Regression Methods Based on Discretization
RS-based methods suffer when the shift in the distribution is significant. In regression problems, the output value y may notably change between the training set and testing sets. For instance, some values that appears in the testing set are infrequent in the training set. To overcome this issue, Bella et al. (2014) propose to use local corrections instead of the global adjustment made by the ARS method. In the methods based on discretization, the correction of the predicted value for a testing instance will only depend on the training examples that have a similar y value. This group of methods works as follows:
(1) As Y = {y 1 , . . . ,y m } is the set of outputs in the training dataset, Y is discretized into k bins. (2) The average of each bin is computed, obtaining a sequence of prototypes {m 1 , . . . ,m k }. (3) The prediction of each testing instance,ŷ i , is replaced by its corresponding prototype value. For instance, ifŷ i belongs to bin j, then the final prediction for this example will be m j . (4) RS is applied over the modified predictions for the whole testing set. (5) Optionally, the prediction obtained can be adjusted using a local version of ARS (LARS):
that is, the mean value of bin j is corrected using its quantification error. QE j is computed using Equation (80) with the training examples that belong to bin j.
One may think that this method can suffer a lack of granularity. Regarding this aspect, several considerations should be made: (i) the method is designed for quantification purposes, not for traditional, instance regression; (ii) when the goal is to predict the mean is just the contrary, this method eliminates outliers; and (iii) only when the goal is to make predictions on the distribution the lack of granularity can be an issue but is easily solved using a large value of k. Also notice that k can be fixed when the range of y values is known. It is worthwhile to note that this approach is independent of the regression learner and the discretization method used. In their experiments, the authors employ three different discretization methods (equal width, equal frequency, and kmeans) and two possibles values for k ( √ m and loд 2 (m + 1)). This gives a total of 12 methods due to the use or not of the local adjustment (LARS). In the experiments, the best combination employs equal frequency as the discretization method and the local adjustment procedure.
NETWORK QUANTIFICATION
Given a network G represented by an indirect graph, G (V , E, L ), defined by the set of nodes (V ), the set of edges (E), and the set of classes (L ), the objective of network quantification methods is to exploit this information to estimate the prevalence of the classes in L . Tang et al. (2010) presents the first method for network quantification. Besides applying most of the approaches based on Classify, Count, & Correct (see Section 6), the authors introduce a Link-Based Quantifier (LBQ) to exploit the homophily (i.e., "love of the same") effect that can be observed in many social networks. Inspired by the main relation of binary quantification (30), the connections of each network node are modeled using a mixture of two distributions conditioned on both classes. The probability that a node in V is connected to a given node v can be estimated as
in which P (v |+) and P (v |−) are the probability of a connection to v from a positive and a negative node, respectively. Note that P (v), P (v |+), and P (v |−) can be easily obtained from G. Solving for p, we have that
if P (v |+) P (v |−). Based on this expression, LBQ algorithm works as follows: (i) compute (84) for all unlabelled nodes in V ; (ii) discard those nodes in which the value of p falls outside the range [0, 1]; and (iii) the estimate of the prevalence,p, is the median of the valid values obtained. For instance, in the example depicted in Figure 6 (a), the computation of Equation (84) for node A is p = 4/12−1/5 3/5−1/5 = 0.33. To solve the lack of information due to a low connectivity in G, steps 1 and 2 are repeated for several k-hop neighborhoods. The k-hop neighborhood of node v is the set of vertices that are reachable from v in k hops or fewer. According to the authors, k ≤ 3 generates enough valid estimates due to the small-world effect observed in many networks. The computation of Equation (84) with k = 2 for node A is p = 4/12−3/5 4/5−3/5 = −1.33, and the value is discarded because it falls outside [0, 1]. The major issue of the LBQ method (Milli et al. 2015 ) is that there is no guarantee that estimates for all classes sum to 1. In the experiments in Tang et al. (2010) , the prevalence is computed only for the positive class, assigning the complementary to the negative class, [p, 1 −p]. However, the class distribution may vary if the algorithm is applied to the negative class, [1 −n,n] [p, 1 −p]. Milli et al. (2015) propose also two groups of techniques for network quantification to exploit the homophily effect. The main idea is to divide the network into several sub-networks to better bound homophily. Two different partitioning strategies are studied: community discovery and khop neighborhoods, also called ego-networks in this article.
The methods based on community discovery have two steps: (i) to find a group of communities and (ii) to assign a class to unlabeled nodes. Any community discovery algorithm can be applied for the first step. The class assigned is the one with highest frequency in the community to which the unlabeled node belongs. However, some community discovery algorithms return overlapping communities. In such cases, the authors propose two strategies to select the class for a given node: (i) frequency based: assigning the class with the highest relative frequency considering all the communities of the node; and (ii) density based: assigning the highest frequency class of the node's denser community (in terms of graph connectivity).
In the example of Figure 6 (b), node B only belongs to community C3 with class frequencies [ 2 3 , 1 3 ], so the label assigned is +1. In the case of node A that belongs to communities C1 and C2, the class assigned depends on the strategy: Using frequency based, the class selected is −1, because its frequency in C2 is 3 4 , while the frequency of class +1 in C1 is 2 3 . Applying a density-based strategy, the class assigned is +1, because the density in C1 is node, and (ii) the label assigned is the one with highest frequency in the neighborhood. In the example of Figure 6 (a), the method based on k-hop neighborhoods with k = 3 labels node A with class +1, because the frequencies in its three-hop neighborhood are [
CONCLUSIONS
This article reviews the main approaches for quantification learning, trying to unify the contributions made so far. As this is a very new field of study, we think that it is important to gather together all the work that have been done in this area, most importantly when some of the research has been conducted aiming at improving classification algorithms, but the ideas and methods are still applicable and relevant to quantification problems.
The first conclusion that can be drawn from this article is that quantification is a discipline in its own right that should be treated separately from classification. After all, objectives for both problems are related but differ in their basis. Besides, it has been shown, both theoretically and experimentally, that the straightforward Classify & Count approach can be outperformed, at least, when the class probability distributions substantially change.
Although this survey discusses several quantification algorithms, much work has still to be done to improve quantification methods. First, more solid theoretical analyses are needed to better understand not only the behavior of these algorithms but also the learning problem in general. Complementarily, experimental studies must be improved. There is a lack of proper benchmark datasets for quantification. Most of the published experiments have been performed using classification datasets in which the different testing samples are generated artificially. In other cases, for instance, in SemEval competitions (Martino et al. 2016b) , only one testing set or a small collection is available. This is clearly insufficient. Quantification experimental studies require several tens of samples, showing the actual drift in the distribution, to obtain meaningful results and conclusions.
Finally, most of the efforts have been made to tackle binary quantification, but there are other types of quantification applications that demand specific methods to find optimal solutions. For instance, many quantification problems (e.g., plankton abundance problems) have thousands of classes, and other tasks present ordinal relationships among the classes (e.g., sentiment quantification). This makes quantification learning a very interesting learning problem with many open lines of research.
