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Abstract
A new front marching algorithm for solving the eikonal equation is presented. An important property of
the algorithm is that it can be used on nodes that are located on highly distorted grids or on nodes that are
randomly located. When the nodes are located on an orthogonal grid, the method is 1rst-order accurate and
is shown to be a generalization of the front marching algorithm in (Proc. Natl. Acad. Sci. 93 (4) (1996)
1591). The accuracy of the method is also shown to be dependent on the principle curvature of the wave
front solution. Numerical results on a variety of node con1gurations as well as on shadow, nonconvex and
nondi9erentiable solutions are presented.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The equation of motion of a one parameter family of nonlinear surfaces (t)=x(u; v; t) propagating
along its normal vector 1eld n(u; v; t) with speed  is given by
9x
9t = n =

‖xu × xv‖(xu × xv):
If the surfaces are smooth and nonintersecting, i.e., (t) ∩ (t∗) = ∅ for all t = t∗, then there
exists a real-valued function T (x; y; z) such that the set of points (x; y; z) in the surface (t) satisfy
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t = T (x; y; z). That is, the surfaces (t) are precisely the level sets of the function T . Or, in other
words, the level set T (x; y; z) = t∗ = constant gives the position of the wave front in space at time
t = t∗.
The assumption of nonintersecting surfaces implies that the function x(u; v; t) is one-to-one and
onto so that its Jacobian matrix A of x(u; v; t) is nonsingular or, J =det(A)= ‖xu× xv‖ = 0. Thus

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so that
T 2x + T
2
y + T
2
z =
1
J 2
‖xu × xv‖2 = −2:
That is, if the propagating surfaces are smooth and nonintersecting, then T satis1es the eikonal
equation
‖∇T‖2 = T 2x + T 2y + T 2z = −2: (1)
The eikonal equation arises in the 1eld of optics where the behavior of light waves in complicated
waveguides is generally obtained by solving Maxwell’s nonlinear equations. However, when the
optical frequency is very high, the time evolution of the electro-magnetic 1elds can approximated
by using the solution to the eikonal equation (1) [12].
Another important application of the eikonal equation is in the area of geophysics where it used
to approximate the travel times of seismic waves [6,9].
Finally, an important application of the eikonal equation occurs in high-explosive simulations
when the method of geometrical optics is used to study the propagation of the nonlinear detonation
waves. A rigorous simulation of detonation waves requires the solution of the reactive Kow equations
where the number of chemical concentration equations can be in the thousands. Fundamentals of
these chemical reactions such as reaction rates can become hazy, especially when high pressures
are produced [2]. However, an assumption can be made about the detonation front by noting that
it propagates supersonically through the material as a quickly moving zone of chemical reactions.
In fact, if one assumes an in1nitely thin reaction zone (i.e. a surface interface), then the detonation
wave represents the interface between two reactions, namely, “unburned gas” to “burnt gas”. That
is, the reactive Kow equations only have one concentration equation and the computation becomes
extremely simpli1ed provided the exothermic reaction temperature is known. This quantity is given
by a “burn table” which is simply the arrival time at which the burn front crosses a particular point
of the computational grid. By creating the burn table, the exact position of the burn front is then
known at any time, and jumps in temperature and pressure can then be used at those locations as
source terms in the conservation equations. Thus, using experimental data for speeds of the wave in
various media, the burn front can be propagated out from one or many ignition points by solving for
the level sets of the eikonal equation (1) and a “burn table” can be created. This has been shown
to be an appropriate model in [10] for linearized reactive Kow equations. In the case when  is
independent of T , fast marching schemes can be used to rapidly compute the level sets of  [16].
Fast marching methods for solving the eikonal equation (1) take advantage of the causality prin-
ciple whereby information propagates “one-way”, that is, from smaller values of T to larger values.
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Thus, fast marching methods can build the solution outwards from the smaller values of T . The
solution is started by stepping “upwind” from the boundary conditions. The algorithm is fast be-
cause the computation can be restricted to a narrow band around the front. The narrow band is
then marched forward, freezing the values of the computed points and bringing new ones into the
narrow band. This idea was 1rst introduced in [11,15,17,18], for solving Hamilton–Jacobi equations
on rectangular and triangulated grids.
We develop a front marching method that generalizes the methods developed in the aforementioned
references. However, unlike these methods the generalized front marching method described in this
paper is grid-free. That is, its derivation does not involve spatial approximation of derivatives and
thus does not require that the nodes be located on a speci1c grid template. The method will be
shown to be 1rst-order accurate and will break down to the front marching method in [15] when
the nodes are located on a uniform quadrilateral grid. The accuracy of the method will be shown
to be dependent on the local curvature of the solution. We will then apply the algorithm to several
problems to demonstrate its robustness and eOciency.
It should be mentioned that higher order methods can be obtained by converting (1) into the level
set equation
9T
9t + 
2‖∇T‖2 = 1 (2)
and numerically integrating. This has the advantage in that 1nite volume methods [1], Petrov–
Galerkin methods [2] or nonoscillatory methods [8], can be used. Here, the connection between of
the level set equation (2) and those of hyperbolic conservation laws is exploited [4,7]. Convergence
of these procedures can be established by using the fact that the weak solutions of (2) are limits
of viscous solutions [3]. However, unlike front marching methods which are unconditionally stable
because of their built-in causality, these procedures are inherently conditionally stable. Moreover,
their updates are global and hence cannot con1ne their computations to a narrow band around the
front.
2. The wavefront approximation algorithm
We begin by 1rst developing the basic approximation algorithm in a general setting. Let V =
{xi ; i = 1; : : : ; K} be a set of nodes on the bounded closed domain  ⊂ RN where T is to be
computed. Furthermore, let V = B ∪ U where B is the set of nodes where T is known or has
already been computed, see Fig. 1. Then, for each x ∈U de1ne an in9uence neighborhood G ⊂ V
containing x so that G = B ∪U where
B = G ∩ B;
U = G ∩U :
Typically, these inKuence neighborhoods are pre-de1ned. Note that either of the sets B;U could
be empty, but not both.
We now compute an approximation T of T (x) using the following three step algorithm.
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Fig. 1. Separation of nodes into (a) regions B where T has been computed and U where T remains to be computed, and
(b) inKuence neighborhoods.
Step 1: Let P(B) be the power set of B, i.e., the set of all nonempty subsets of B. For each
member W of P(B), compute an approximation TW to T (x) in the following manner:
(a) If P(B) consists of only the singleton set W = {x}, then
TW = T (x) + ‖x− x‖−1:
(b) Let W = {x1; : : : ; xK}. Then, a Taylor series expansion yields
T1 = T +∇T •x1 +xt1∇∇T (xp1)x1
· ·
· ·
TK = T +∇T •xK +xtK∇∇T (xpK)xK ;
(3)
where xj=x−xj; ∇∇T (xp1) is the Hessian matrix at some xp1=x+xi for ∈ [0; 1]; Tj=T (xj),
and T = T (x). The approximation TW is given by truncating the series (3):
T1 = TW + ∇T •x1
· ·
· ·
TK = TW + ∇T •xK ;
where Tj is now the computed value of T (xj). Then,
∇T = Q†




T1
|
TK

− TW


1
|
1



 ;
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where Q is the K × N matrix
Q =


- x1 -
- - -
- xK -

 (4)
and Q† = (QtQ)−1Qt is the Moore–Penros pseudoinverse [4].
Step 2: T satis1es the eikonal equation at x so that we get the quadratic equation for TW :
∇T • ∇T = Q†
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1
|
1

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
 • Q†




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|
TK

− TW


1
|
1



= 2: (5)
The solution of (5) yields two values for TW given the known values of T on W . The next problem
is to determine which of these two solutions do we take as TW . This is easily resolved by noting
that the calculation has no information as to which direction the front is moving, either going from
the set W to x or the opposite direction. The two solutions to (5) reKect this. Intuitively, through
causality, we take as the computed value of TW the larger which would be the front moving from
W to x. Before TW is accepted, the following causality conditions must be satis1ed, otherwise TW
is rejected:
(1) TW ¿Ti for all xi ∈W .
(2) Let
∇TW = Q†




T1
|
TK

− TW


1
|
1



 :
Then ∇TW · ∇Ti ¿ 0 for all xi ∈W . This assures that the direction of ∇TW originates from within
W to x.
Step 3: The value of T is then taken to be
T = min
W∈P(B)
{TW}: (6)
3. Curvature analysis
The accuracy of the wave approximation algorithm is determined by the behavior of the Hessian
matrix of T , see (3). The following theorem gives a relationship between the curvature of the
iso-surfaces of T and the eigenvalues of the Hessian under the assumption that the normal speed
 = constant.
Theorem. Let  = constant. Then the eigenvalues of the Hessian matrix ∇∇T (x∗) are given by
 1 = !1;  2 = !2;  3 = 0;
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where !1; !2 are the principal curvatures of the surface T (x) = T (x∗) at x∗. Moreover, the eigen-
vector corresponding to  = 0 is the normal n to the surface.
Proof. Consider the curve x(") such that
D"(x) =∇T x(0) = x∗:
Then,
2D"(∇T ) =∇(∇T · D"(x)) =∇(∇T · ∇T ) =∇−2 = 0;
so that ∇T [x(")] is an eigenvector of ∇∇T [x(")] with eigenvalues of 0. In particular, ∇T [x(0)] =
∇T (x∗) is an eigenvector of ∇∇T [x∗]. Let the other two eigenvalues be  1;  2 with respective
eigenvectors 	1; 	2. Since ∇∇T is symmetric the eigenvectors can be chosen orthonormal with
n =∇T=‖∇T‖.
Let S be the surface de1ned by the level set T (x)=T (x∗)=constant. Since ‖∇T‖=constant; ∇T
is normal to S. Moreover, the tangent plane to S at x∗ is given by span [	1; 	2].
Parametrize the surface S by x(s1; s2); 16 s16 1; 26 s26 2 such that the curves x(s1; s2 =
constant); x(s1 = constant; s2) satisfy
9s1x= 	1(s1; s2) and 9s2x= 	2(s1; s2);
where 	1(s1; s2); 	2(s1; s2) are the orthonormal eigenvectors of ∇∇T [x(s1; s2)] corresponding respec-
tively to the nonzero eigenvalues  1(s1; s2);  2(s1; s2). Since 9s2(	1)=9s2(9s1(x))=9s1(9s2(x))=9s1(	2),
it follows that
9s2(‖	1‖22) = 2	t19s2(	1) = 2	t19s1(	2) = 0
and
9s2(	1 · 	2) = 	t19s2(	2) + 	t29s2(	1) = 	t19s2(	2) + 	t29s1(	2) = 	t19s2(	2) = 0:
Since 	2 is orthogonal to both n and 	1, it follows that 9s1(	1) = −!1n for some !1. Similarly,
9s2(	2) =−!2n for some !2. Since
9si(n) =∇n · 9si(x) =∇n · 	i =∇(∇T=‖∇T‖) · 	i
= ‖∇T‖−2(‖∇T‖∇∇T −∇T∇‖∇T‖) · 	i
= −1∇∇T · 	i
= −1 i	i ;
it follows that 9s1(n) · 	2 = 0 and !1; !2 are the principal curvatures of the surface S.
Let Bi be a nonsingular matrix such that n=Bi	i and 	i =−Bin. Clearly, 	i =−Bin=−B2i 	i and
Bi	i =−B2i n = n. Then,
9si(n) = 9si(Bi	i) = 9si(Bi) · 	i + Bi · 9si(	i) = 9si(Bi) · 	i − !iBin
= 9si(Bi) · 	i + !i	i
= −1 i	i :
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But,
9si(	i) =−9si(B2i 	i)
=−2Bi9si(Bi)	i − Bsi9si(	i)
=−2Bi9si(Bi)	i − !in;
so that Bi9si(Bi)	i = 0. Hence,  i = !i.
It follows that if the displacement vector points along the normal of the front and the speed
is locally constant, then the computed solution is exact. However, in the general case we get the
following theorem:
Theorem. Let C be the convex hull of B ∪ {x}. For x∗ ∈C, let !(x∗) =max(|!1(x∗)|; |!2(x∗)|)
where !i(x∗) are the principal curvatures of the surface T (x)=T (x∗) at x∗. Let K =supx∈C !(x).
If  constant on C, then,
|T − T (x)|6 K max
x∈B
‖x− x‖:
Proof. Let W = {x1; : : : ; xm}∈B. Then
|TW − T (x)|6 max
16i6m
|xti∇∇T (xpi)xi|
6 ‖xi − x‖!(xpi);
where xpi = x + xi; 06 6 1. The proof follows from the fact that xpi ∈C.
4. The front marching algorithm
We now describe the front marching algorithm. Let V = {xi ; i = 1; : : : ; K} be a set of nodes on
the bounded closed domain . Then for n= 0; 1; 2; : : : .
1. Let V = B(n) ∪ U (n) be a disjoint union where B(n) is the set of nodes in V where T has been
determined. If U (n) = ∅, the algorithm terminates.
2. Divide each inKuence neighborhood into the disjoint union G = B
(n)
 ∪U (n) where
B(n) = G ∩ B(n);
U (n) = G ∩U (n):
Note that either of the sets B(n) ;U
(n)
 could be empty, but not both.
3. De1ne the narrow band: (n) =
⋃
x∈U (n)
B(n) =∅
U (n) (Fig. 2).
4. For each x ∈(n) compute T using the wave front approximation algorithm and determine
x ∈(n) such that
T = min
x∈(n)
{T}:
Take B(n+1) = B(n) ∪ {x } and the process is repeated until the narrow band is empty.
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Fig. 2. The narrow band.
Fig. 3. Location of points in G (k) for di9erent values of k. Black: x; grey: G
(k)
 − x.
5. In"uence neighborhoods
The speed and eOciency of the algorithm is directly related to the size of the inKuence neighbor-
hoods G. To study the dependency of the neighborhood size on the accuracy of the algorithm, we
1rst solve the eikonal equation on a unit square with = 1 where the nodes of V are located on a
uniform quadrilateral grid with mesh spacing h. De1ne
G (k) = {xi ∈V : ‖x − xi‖26
√
2kh; k = 1; 2; : : : ; 6};
where h being the grid spacing, see Fig. 3. The cardinality of G (k) − x is (2k + 1)2 − 1.
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Fig. 4. L-shaped region and the exact solution of the eikonal equation.
An interesting property of the wave front approximation algorithm when used on orthogonal grids
can be established by considering the set W of P(B) de1ned by
W = {xi ∈V : ‖x − xi‖26 h}:
That is, W is simply the points immediately to the left, right, up, and down of x on the grid. If
the front is convex, then (5) becomes
h−2
(
TW
[
1
1
]
− T
)T(
TW
[
1
1
]
− T
)
=
∑
xl; m∈W
(
Ti; j − Tl;m
h
)2
= −2;
where Tij = TW . Hence, the algorithm is 1rst-order accurate. Moreover, TW is equal to the value
obtained by the front marching scheme in [15].
It should be noted that with the use of an appropriate search structure such as a heap sort the
Fast Marching Algorithm can be completed in O(N logN ) steps [5].
5.1. Shadow surface
We 1rst consider the solution of the eikonal equation on nodes that are placed on a uniform
quadrilateral grid in an L-shaped domain, see Fig. 4, with mesh spacing h= 120 . The initial front is
B(0) ={x∗} and =1. For points x in the region v, the exact solution is simply T (x)=‖x−x∗‖2
whereas for points in S , the “shadow region”, the exact solution is given by T (xc)= ‖x∗− xc‖2 +
‖xc − x‖2. The computed solutions are shown in Fig. 5.
5.2. Highly distorted grid
We now solve the eikonal equation on the set of nodes V located on the highly nonuniform
quadrilateral grid shown in Fig. 6. The initial front is B(0) = {0; 0} so that the exact solution is just
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Fig. 5. Computed solutions (dashed lines) versus exact solution (solid line). The mean square errors between computed
and exact solutions are (a) 2:32× 10−4, (b) 1:82× 10−4 and (c) 1:49× 10−4.
the expanding set of circular fronts: T (x; y) =
√
x2 + y2. De1ne
G (k) = {xi ∈V : ‖x − xi‖26 0:02 + 0:005k; k = 0; 1; 2; 3}:
The computed solutions are given in Fig. 7 where e is the mean square error between the exact and
computed solutions.
5.3. Random nodes
We demonstrate how the algorithm does not depend on the nodes being located on a grid by
solving the eikonal equation on the set of random nodes V in Fig. 8 with initial front B(0) = {0; 0}.
The exact solution is again just the expanding set of circular fronts: T (x; y) =
√
x2 + y2. The
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Fig. 6. Z-mesh.
computed solutions are given in Fig. 9 where the inKuence neighborhoods are
G (r) = {xi ∈V : ‖x − xi‖16 r}:
6. Numerical results—orthogonal grid
We now examine the behavior of the front marching algorithm when the initial fronts satisfy
conditions of nondi9erentiability and varying convexity. The computational nodes in the following
examples are located on a uniform quadrilateral grid of mesh size h= 120 . The inKuence neighborhoods
G are taken to be
G = {xi ∈V : ‖x − xi‖26 3
√
2h}:
6.1. Closed convex front
We 1rst consider the case where the initial front B(0) is given by
x2
0:052
+
y2
0:082
6 1:
The outermost ellipse has an initial major-to-minor axes ratio of 85 . As is observed in Fig. 10a, this
ratio is decreasing with each successive contour with the outermost contour having a ratio of 65 .
Thus, the closed curve tends to a circle [14].
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Fig. 7. Numerical solution on Z-mesh: (a) k =0; e=1:04× 10−2, (b) k =1; e=2:22× 10−3, (c) k =2; e=1:86× 10−3
and (d) k = 3; e = 8:5× 10−4.
6.2. Piecewise convex front
We now consider an initial front containing a nondi9erentiable point. The initial front B(0) is
de1ned to be set of grid points “inside” the region
x = r


1; 06 s¡
/
4
;
4
/
(/
2
− s
)
;
/
4
6 s¡
/
2
;
cos(s);
/
2
¡s¡ 2/;
y = r


4
/
s; 06 s¡
/
4
;
1;
/
4
6 s¡
/
2
;
sin(s);
/
2
¡s¡ 2/:
As can be seen in Fig. 10b, the nondi9erentiable is “smoothed” out [13].
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Fig. 8. Random nodes.
Fig. 9. Computed solutions on random nodes: (a) r = 0:08, (b) r = 0:1.
6.3. Nonconvex, smooth front
Let B(0) be given by the region y6 cos(2/x); x∈ [0; 1]. This way the front moves upward, and
here we address the issue of colliding characteristics. As can be seen in Fig. 10c a cusp develops
and travels upward along the y-axis. We see that the method adheres to the “entropy” condition as
de1ned as “once a point is burnt, it stays burnt” [13].
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Fig. 10. a) Closed convex, (b) piecewise convex, (c) nonconvex smooth and (d) piecewise nonconvex.
Fig. 11. This con1guration would lead to singular systems.
6.4. Piecewise nonconvex front
We now consider B(0) to be the set of points “inside” the curve r = a(1 + cos(s)); 06 s¡ 2/.
From Fig. 10d we see that the initial cusp propagates to the left along the x-axis and slowly smooths
out. It can be shown that as t →∞ the cusp is replaced by a smooth straight line [13].
It should be noted that nonconvexity can lead to singular matrices. For example, consider the case
when W = {x1; x2} where x1 and x2 are on opposite sides of x, see Fig. 11. This situation can
arise when two planar waves are moving in opposite directions and converge on x. Therefore, the
value of T at x will be computed by one wave or the other. This is consistent with the entropy
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Fig. 12. Level sets: (a) T = 1, (b) T = 1:5, (c) T = 2, and (d) T = 2:5.
condition in that once a point is burnt it always remains burnt [13]. These two waves are reKected
in the algorithm as singleton sets {x1} and {x2}. Hence, W = {x1; x2} is discarded.
7. Three-dimensional results
We now demonstrate the e9ectiveness of the algorithm on three-dimensional problems.
7.1. Variable speed
The 1rst problem is the eikonal equation with varying speed
(x; y; z) =
1√
2
e−(
1
2 x+y+
1
2 z):
The exact solution is then 2−1=2 exp(12 x + y +
1
2 z). The solution was computed on a uniform grid
of mesh size 137 on the cube [− 1; 1]× [− 1; 1]× [− 1; 1]. The initial front is B(0) = {(0; 0; 0)}. The
mean square error between the computed solution and the exact solution was 2 × 10−3. Level sets
of the computed solution are given in Fig. 12.
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Fig. 13. Random nodes on unit cube.
7.2. Random nodes
We now solve the eikonal equation on the unit cube with speed  = 1. The exact solution is
T (x; y; z) =
√
x2 + y2 + z2. The nodes used for the computation are pictured in Fig. 13. The mean
square error between the computed solution and the exact solution was 1:09× 10−3. The inKuence
neighborhoods were
G = {xi ∈V : ‖x − xi‖16 0:01}:
The average number of points in the inKuence neighborhoods was 7 while the largest number of
points in an inKuence neighborhood was 27.
7.3. Complicated geometry
Finally, we compute the solution of the eikonal equation on a three-dimensional helix. The initial
set B(0) is the surface boundary at the lower end of the helix. Hence, the wave fronts propagate up
the helix (Fig. 14).
8. Conclusion
A front marching algorithm for solving the eikonal equation on nodes that can be located on
unstructured grids or randomly placed. The accuracy of the method is shown to be dependent on
the curvature of the wave front. The algorithm is 1rst-order accurate and is shown to generalize the
front marching algorithm in [15] when the nodes are located on an orthogonal grid. The algorithm is
shown to be accurate in nondi9erentiable and in nonconvex situations. The behavior of the algorithm
is also examined for nonconstant speeds.
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Fig. 14. Solution of the eikonal equation on a helix: (a) grid; (b) computed contours.
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