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Abstract
More than a dozen years ago, Amadio [Biﬁnite domains: stable case, in: Lecture Notes in Computer Sci-
ence, vol. 530, 1991, pp. 16–33] (see Amadio and Curien, Domains and Lambda-Calculi, Cambridge Tracts
in Theoretical Computer Science, vol. 46, Cambridge University Press, 1998 as well) raised the question of
whether the category of stable biﬁnite domains of Amadio–Droste [R.M. Amadio, Biﬁnite domains: stable
case, in: Lecture Notes in Computer Science, vol. 530, 1991, pp. 16–33; M. Droste, On stable domains, Theor.
Comput. Sci. 111 (1993) 89–101; M. Droste, Cartesian closed categories of stable domains for polymorphism,
Preprint, Universität GHS Essen] is the largest cartesian closed full sub-category of the category of ω-alge-
braic meet-cpos with stable functions. An afﬁrmative solution to this problem has two major steps: (1) Show
that for any ω-algebraic meet-cpo D, if all higher-order stable function spaces built from D are ω-algebraic,
then D is ﬁnitary (i.e., it satisﬁes the so-called axiom I); (2) Show that for any ω-algebraic meet-cpo D, if D
violates MI∞, then [D→ D] violates either M or I. We solve the ﬁrst part of the problem in this paper, i.e., for
any ω-algebraic meet-cpo D, if the stable function space [D→ D] satisﬁes M, then D is ﬁnitary. Our notion
of (mub, meet)-closed set, which is introduced for step 1, will also be used for treating some example cases in
step 2.
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1. Introduction
The question of Amadio and Curien [1,2] arises in the delineation of the conceptual boundaries
of stable domains. This alternative stable domains framework originates from Berry [3] who pro-
vides a domain-theoretic model for PCF with a better approximation to the notion of sequential
computation. Berry’s work was striking in that nobody at the time suspected that an alternative no-
tion to Scott’s continuous functions could have existed for a cartesian closed category of domains.
Stable domains turned out to be of more general interest, playing signiﬁcant roles in linear logic
[11], concurrency [19], type theory [4], and object-oriented programming [16].
The existence of a variety of cartesian closed categories of domains motivated a systematic in-
vestigation of the question of “largest cartesian closed categories of domains”. The ﬁrst step along
this line of enquiry was made by Smyth [17], who showed that Plotkin’s category SFP [15] is the
largest cartesian closed one inside the category of ω-algebraic domains with Scott continuous func-
tions. Substantial subsequent development followed in [13,14] (see [18] formost resent work). Similar
development on stable domains has occurred only more recently. The ﬁrst author showed in [22]
that Berry’s category of dI-domains is the largest cartesian closed category inside the category of
Scott domains (which are bounded complete) with stable functions. In [1,5], appropriate notions
of stable domains beyond the bounded complete ones were investigated, in an effort to provide
an understanding of how the stable order may be extended to SFP-like domains. An interesting
new category called stable biﬁnite domains was introduced. An important conceptual question (see
Amadio and Curien [2], pages 287–291) is whether this category is the largest cartesian closed one
within the category of ω-algebraic domains.
An afﬁrmative answer to this question naturally breaks into two major steps (see Section 2 for
the speciﬁcs of terminology):
(1) show that for any ω-algebraic meet-cpoD, if all higher-order stable function spaces built from
D are ω-algebraic, then D is ﬁnitary (i.e., it satisﬁes the so-called axiom I);
(2) show that for any ω-algebraic meet-cpo D satisfying axim I and axiom M, if D violates MI∞,
then [D → D] violates either I orM. Here, axiomMI∞ is an internal characterization of stable
biﬁnite domains introduced by Amadio and Droste [1,5].
This paper introduces the method of (mub,meet)-closed set as a way to solve the ﬁrst part of
the problem of Amadio and Curien: we show that for any ω-algebraic meet-cpo D, if the stable
function space [D → D] satisﬁes M, thenD is ﬁnitary. We also use the notion of (mub,meet)-closed
set to resolve some example cases for step 2.
Related work. Amadio [1] and Droste [6,7] showed that the category of stable biﬁnite domains is
cartesian closed. Amadio (Proposition 5.1 [1]) and Droste (Lemma 2.21 [7]) also showed that stable
function space is the exponential object in any cartesian closed category using stable functions
as morphisms. At a more technical level, Amadio [1] showed that for the stable function space
[D → D] to be ω-algebraic, D must satisfy axiom M. He classiﬁed conﬁgurations violating axiom
I into three sub-cases, and solved the cases of inﬁnite ascending chain (below a compact element)
and inﬁnite descending chain, leaving open the inﬁnite anti-chain (below a compact element) case.
Proofs that identifyM∞ as a conﬁguration for the inﬁnite antichain case also appear in [12,22]. Fiore
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[9,10] demonstrates, from the axiomatic domain theory point of view, that there exist more liberal,
cartesian closed categories based on an intensional notion of approximation. Stability can also be
enriched this way, resulting in a cartesian closed category larger than stable biﬁnite domains. A
similar question can be asked of a largest structure of this kind.
The rest of the paper is structured along the lines of background knowledge, (mub,meet)-closed
sets, the ﬁnite antichain condition for axiom I, and sample cases for axiom MI∞ .
2. Domains and stability
Leaving the rudimentary domain-theoretic deﬁnitions to [2], we begin with a description of
meet-cpos as a general structure in which stability makes sense. We then recall the Amadio-Droste
category SB of stable biﬁnite domains. By convention, we use ↓x for the lower set {y | y 	 x} and
↑x for the upper set {y | y  x}. This notation extends to the upper set and lower set of sets, as ↑A
and ↓A, respectively. These are also called the up-closure and down-closure of A, respectively. A pair
of elements x, y ∈ D is called bounded above, or compatible, with x ↑ y in notation, if there exists an
element z ∈ D such that x 	 z and y 	 z. This notion easily extends to arbitrary sets instead of just
a pair.
2.1. Meet-cpos
The basic property of a conditional multiplicative (cm) function is that it preserves themeet of any
pair of compatible elements. Berry distinguishes cm functions from stable ones, those forwhich least
local input information can be found for an achievable output. For the purpose of this paper, the
notions of cm and stable functions are interchangeable, with conditional multiplicativity providing
clean equational proofs, and minimal input providing intuition for stability. Sometimes we use the
word cm simply to avoid a repetition of the word “stable”.
Boundedmeets should exist for stability tomake sense (item (a) below).Meet should also interact
smoothly with the join of any directed set (item (b) below). The stable order then arises naturally
from the minimal requirement that the evaluation map (for cartesian closure) is stable [3].
Deﬁnition 2.1. Let D be a cpo (with bottom). It is called a meet-cpo if
(a) for any x, y ∈ D, x  y exists when {x, y} is bounded above (or compatible), and
(b) if R ⊆ D is a directed set and x is compatible with the join of R, then
x  (⊔R) =⊔{x  r | r ∈ R}.
Note that the notion of meet-cpo is related to, but incompatible with the notion of meet-semi-
lattice. In a meet-cpo we do not require meet to exist for all ﬁnite sets, but only for compatible
pairs of elements. Further, when meet does exist, it should exhibit a continuity property as de-
scribed by item (b) above. For algebraic domains, it sufﬁces to require item (b) to hold for compact
elements.
A simple but useful fact about meet-cpos will be used often in the rest of the paper.
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Lemma 2.1. Let D be a meet-cpo. If x, y are compatible minimal upper bounds of {a, b}, then x = y.
Proof. Since x and y are compatible, x  y exists. Since a is a lower bound of both x and y , we get
a 	 x  y and, similarly, b 	 x  y . This means x  y is again an upper bound of {a, b}; and this can
only happen when x = y = x  y because x and y are both minimal upper bounds of {a, b}. 
Deﬁnition 2.2. Let D, E be meet-cpos. A Scott continuous function f from D to E is called stable
if it preserves meets of compatible pairs, i.e., for all x, y in D,
x ↑ y ⇒ f(x  y) = f(x)  f(y).
The stable function space [D → E] consists of all stable functions from D to E under the Berry
order: f is stably less than g, written f 	s g, if for all x, y in D,
x 	 y ⇒ f(x) = f(y)  g(x).
Notation. We exclusively deal with the stable function space (i.e., cm functions under the stable
order) in this paper and will use [D → E] as the default notation for it.
The next result can be found in [1].
Theorem 2.1. The category of meet-cpos with stable functions is a cartesian closed category (ccc).
We mention below some basic properties of stable functions, the proofs of which can be found
in either [3,21] or [24].
Lemma 2.2. Let D, E be meet-cpos and f , g be compatible stable functions in [D → E].We have
(a) if f(x) = g(x), then f(y) = g(y) for any y ∈↓x,
(b) if a ↑ b then f(a)  g(b) = f(b)  g(a).
This lemma reveals a striking difference between the stable order and the standard extensional
order: if compatible stable functions share the same value at some point, they must be identical on
the principal ideal determined by that point. The contrapositive of this observation is also worth
noting:
If f(x) = g(x) but f(y) = g(y) for some y  x, then f and g are incompatible with respect to the
stable order.
Here is also the natural place for the next lemma, which will be needed in Section 4. It states
that meet can be computed point-wise for bounded stable function pairs, and hence for ﬁnite sets
of bounded stable functions.
Lemma 2.3. Let D,E be meet-cpos. If stable functions f , g : D → E are bounded above, then their
meet is determined point-wise, i.e.,
f  g = x.f(x)  g(x).
The proof is tedious but routine, hence omitted. It is similar in spirit to Lemma 6.6 of Zhang [24]
and makes use of Proposition 8.9 of Winskel [20].
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Note that a similar statement for join (unionsq) does not hold in general. Any two functions hi, hj given
in Lemma 4.5 are bounded above. But the gn,m’s are all distinct minimal upper bounds, instead of
the least upper bound. However, directed joins can be achieved point-wise for stable functions, as
stated in the next lemma.
Lemma 2.4. Let D,E be meet-cpos. Suppose {fi | i ∈ I} is a directed family of stable functions in
[D → E]. Then its join is determined point-wise, i.e., (⊔i∈I fi)(x) =⊔i∈I fi(x) for all x ∈ D.
The proof is similar to one given in [24] for dI-domains. But since this property is used later on, we
explain the key steps of the proof. Note that by similar techniques in [20], the function determined
by point-wise join is already Scott continuous. The point-wise join is also stable since D and E are
meet-cpos. It sufﬁces to check that it is indeed an upper bound in the stable order. Let x 	 y in D.
We have, for any k ∈ I ,
fk(y) ⊔i∈I fi(x)
=⊔i∈I (fk(y)  fi(x)) (D a meet-cpo)
=⊔i∈I (fk(x)  fi(y)) (Lemma 2.2, (b) and directedness)	 fk(x).
Therefore, fk(x) = fk(y) ⊔i∈I fi(x).
2.2. Stable biﬁnite domains
Meet-cpos need not be ω-algebraic. Amadio [1] and Droste [6,7] showed that beyond Scott do-
mains, there is the category of stable biﬁnite domains which also forms a ccc. However, readers
should be aware of the small notational variations of the terminology stable biﬁnite domains in
the literature. For example, in [2], Section 12.4 refers to stable biﬁnite domains without requiring
a countable basis (i.e., ω-algebracity), which results in a cartesian closed category (c.f. Prop. 12.4.4
[2]) while Droste [6] showed the ccc result for stable ω-biﬁnite L-domains. With respect to the quest
for a maximal ccc of stable domains in this paper, we consider ω-algebraic domains as the ambient
category, and the countability of base elements is a prerequisite.
By stable biﬁnite domains we mean ω-algebraic meet-cpos for which the identity function can be
expressed as the join (under the stable order) of a directed set of stable projections with ﬁnite images.
For the purpose of this paper, we take an internal characterization of stable biﬁnite domains as the
deﬁnition.
Deﬁnition 2.3 (Property M). Let D be an ω-algebraic meet-cpo and X a subset of D. The set of
minimal upper bounds (mubs) of X is denoted as mub(X). D is said to have property M if for every
ﬁnite set X of compact elements, mub(X) is ﬁnite and complete – complete in the sense that each
upper bound of X dominates some members of mub(X). Property M is also called the “2/3 SFP”
condition.
Let  (X) :=⋃{mub(Y) | Y ⊆ﬁn X }, where Y ⊆ﬁn X means that Y is a ﬁnite subset of X . A set
is called mub-closed if  (X) = X . An SFP domain, according to Plotkin [15], is an ω-algebraic cpo
with propertyM, such that every ﬁnite set X of compact elements is contained in a ﬁnite mub-closed
set. Stable biﬁnite domains are similar to SFP domains, but a stronger condition holds: for any ﬁnite
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set of compact elements, there is a ﬁnite superset, closed under the combination of down-closure and
mub-closure. More precisely, let (mub,down)(X) :=↓( (X)). A set X is called mub-down-closed if
(mub,down)(X) = X .
Deﬁnition 2.4 (Stable Biﬁnite Domain).Anω-algebraicmeet-cpo is said to have property I and called
ﬁnitary if every compact element dominates a ﬁnite number of elements. It is called a stable biﬁnite
domain if every ﬁnite set of compact elements is contained in a ﬁnite (mub,down)-closed set. This
last property is denoted as MI∞.
Let SB be the category of stable biﬁnite domains with stable functions (under the Berry order
for function space). We have the following [1,5].
Theorem 2.2. The category SB is a cartesian closed category.
Additional useful properties given in [1] include the following.
Lemma 2.5. Let D be a ﬁnitary ω-algebraic meet-cpo. Then for any ﬁnite set X of compact elements,
we have  ( (X)) = (X).
Lemma 2.5 implies that, since both  and ↓( ) are closures, the alternation between  and ↓( )
is necessary to account for the (mub,down)-closure.
Lemma 2.6. If both D and [D → D] are ω-algebraic meet-cpos, then D satisﬁes M.
Based on this lemma, we can safely assume that all domains are ω-algebraic meet-cpos with
property M for the rest of the paper.
3. (mub, meet)-closed sets
We now introduce the main technical notion of the paper: (mub,meet)-closed sets.
Deﬁnition 3.1. SupposeD is an ω-algebraic meet-cpo with property M. A set Y of compact elements
of D is said to be a (mub,meet)-closed set if both of the following are true:
(a) it is closed under minimal upper bounds of ﬁnite sets,
(b) it is closed under meets of compatible pairs of elements.
Item (a) deliberately allows the inclusion of the mub of the empty set, which is the bottom of
D. Thus every (mub,meet)-closed set contains the bottom. Item (b) says that for x, y ∈ Y with
x ↑ y , we have x  y ∈ Y . Let meet(X) := {x  y | x, y ∈ X & x ↑ y}. The operator (mub,meet) can
be deﬁned as (mub,meet)(X) := meet( (X)).
Clearly, every (mub,down)-closed set is (mub,meet)-closed. Moreover,
(mub,meet)(X) ⊆ (mub,down)(X)
for every X . However, (mub,meet)-closed sets provide a more ﬂexible and general way for con-
structing stable functions.
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Lemma 3.1. Suppose D is an ω-algebraic meet-cpo with property M. Then every (mub,meet)-closed
set A determines a stable function A : D → D, given by
A(x) :=⊔(↓x ∩ A)
for each x ∈ D.
Proof. PropertyM andmub-closedness of A ensure that ↓x ∩ A is a directed set for any x ∈ D; hence
A is well-deﬁned. The continuity of A follows from the assumption that A consists of compact
elements. We check stability in detail. Let x ↑ y in D. We need to show that
(⊔ ↓x ∩ A)  (⊔ ↓y ∩ A) =⊔ ↓(x  y) ∩ A.
This is true because by the continuity of meet in a meet-cpo, we have
(
⊔ ↓x ∩ A)  (⊔ ↓y ∩ A)
=⊔{(⊔ ↓x ∩ A)  b | b ∈↓y ∩ A}
=⊔{a  b | a ∈↓x ∩ A, b ∈↓y ∩ A}
=⊔{c | c ∈↓(x  y) ∩ A}
where the last equality follows from the assumption that A is closed under compatible
meet. 
An immediate consequence of this lemma is that (mub,down)-closed sets determine stable func-
tions. These are projections, which are idempotent under functional composition and dominated
by the identity function in the stable order.However, (mub,meet)-closed sets do not determine pro-
jections in general; they are idempotent under functional composition but may not be subsumed by the
identity function in the stable order.
Lemma 3.2. Let A be the stable function determined by a (mub,meet)-closed set A as given in the
previous lemma. Then
(a) A is the set of compact ﬁxed-points of A, and
(b) if f 	 A and f(x) = x for each x ∈ A, then f = A.
Proof. Suppose x is a compact ﬁxed-point of A. Then x =⊔(↓x ∩ A). Since x is compact and↓x ∩ A
is directed, x 	 y for some y ∈↓x ∩ A. This is only possible if x = y , which implies x ∈ A in turn.
This proves (a).
For (b), suppose f 	 A and f(x) = x for each x ∈ A. It sufﬁces to show that A(y) 	 f(y) for
each y ∈ D. This is true because
A(y)
= unionsq{x | x ∈ A & x 	 y} (deﬁnition)
= unionsq{f(x) | x ∈ A & x 	 y} (f(x) = x for x ∈ A)
	 unionsq{f(y) | x ∈ A & x 	 y} (f(x) 	 f(y))
= f(y) 
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The next lemma shows how stable functions determined by (mub,meet)-closed sets can be com-
pared.
Lemma 3.3. Suppose A,B are (mub,meet)-closed sets of an ω-algebraic meet-cpo with property M.
Then the following are equivalent:
(a) B 	s A,
(b) ↓B ∩ A = B,
(c) B ⊆ A and for each compatible pair of elements x, y , if x ∈ B and y ∈ A, then x  y ∈ B.
Proof. (a)⇒ (b): Suppose A,B are (mub,meet)-closed sets with B 	s A. Let y be a member of
↓B ∩ A. Theny ∈ A andy 	 x for some x ∈ B. SinceB(y) = B(x)  A(y), we haveB(y) = x  y =
y . By Lemma 3.2, y ∈ B. Thus ↓B ∩ A ⊆ B. On the other hand, let y ∈ B. Then y = B(y) 	 A(y) 	
y . Therefore, y ∈ A by Lemma 3.2. This shows B ⊆↓B ∩ A.
(b)⇒ (c): Suppose ↓B ∩ A = B. Then clearly B ⊆ A. Suppose x, y are compatible, with x ∈ B
and y ∈ A. Then x  y remains a member of A since A is (mub,meet)-closed. Moreover, x  y ∈↓B
since x ∈ B. Therefore, x  y is a member of ↓B ∩ A. By the assumption that ↓B ∩ A ⊆ B, we have
x  y ∈ B, as required.
(c)⇒ (a): Assume that B ⊆ A and for each compatible pair of elements x, y , if x ∈ B and y ∈ A,
then x  y ∈ B. We immediately have B 	 A by the deﬁnition in Lemma 3.1 because B ⊆ A. To
show the stable order, B 	s A, let a 	 b in D and we need to show that B(b)  A(a) 	 B(a).
This is true because
B(b)  A(a)
=⊔{x | x ∈ B & x 	 b} ⊔{y | y ∈ A & y 	 a}
=⊔{x  y | x ∈ B & x 	 b & y ∈ A & y 	 a} (use Def. 2.1 twice)
	⊔{z | z ∈ B & z 	 a}
= B(a)
where the inequality follows from the fact that if x ∈ B, x 	 b, y ∈ A and y 	 a, then x  y ∈ B (by
the given assumption) and x  y 	 a. 
When a set X of compact elements is not already (mub,meet)-closed, we can work with the
(mub,meet)-closed set generated by X , which is the smallest set of compact elements containing X
and closed underminimal upper bounds of ﬁnite subsets and ﬁnite boundedmeets. Such a generated
set always exists in an ω-algebraic meet-cpo with both property M and the property that the meet







Clearly, the set (mub,meet)∗(X) so obtained is the least (mub,meet)-closed set containing X .
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Lemma 3.4. Suppose the meet of a compatible pair of compact elements remains compact in D. Let Y
be the (mub,meet)-closed set generated by a ﬁnite set Y 0 of compact elements of D. Then the stable
function Y is compact in [D → D].
Proof. Suppose Y 	s ⊔i∈I fi, where {fi | i ∈ I} is a directed set of stable functions. By Theorem
2.1, the stable function space is again a meet cpo. Continuity of binary meet in the function space
allows us to obtain that







(Y  fi) 	s Y .
Thus we may assume (by replacing fi by Y  fi) that Y =⊔i∈I fi with fi 	s Y for all i ∈ I and
show that Y = fk for some k ∈ I .
We achieve this by induction on the number of iterations of the (mub,meet)-operator on Y 0,
that there exists k ∈ I such that for all i  0, Y (b) = fk(b) for all b ∈ (mub,meet)i(Y 0). Lemma
3.2 then implies that Y = fk .
Basis. For each b ∈ Y 0, since b = Y (b) =⊔i∈I fi(b) (by Lemma 2.4), and b is compact, there
exists an i(b) such that b = Y (b) = fi(b)(b). There are ﬁnitely many elements in Y 0; this allows us
to choose k to be an upper bound of the set {i(b) | b ∈ Y 0} so that Y (b) = fk(b) for all b ∈ Y 0, as
required for the basis step.
Inductive step. Assume Y (b) = fk(b) for all b ∈ (mub,meet)i(Y 0) for some i  0. Let m be a
minimal upper bound of a ﬁnite subset X of (mub,meet)i(Y 0). Since fk(b) = Y (b) = b for all
b ∈ X , fk(m)  fk(b)(= b) for all b ∈ X since fk is monotone. Thus fk(m) is an upper bound of X .
On the other hand, m ∈ Y and hence Y (m) = m by Lemma 3.2. This means fk(m) 	 Y (m) = m,
forcing fk(m) = m since m is a mub of X . This concludes that Y and fk agree on all the mubs
of ﬁnite subsets of (mub,meet)i(Y 0). Once this is achieved, Y and fk are forced to agree on the
down-closure of these (new) mubs by the remarks following Lemma 2.2, noting the compatibility of
Y and fk . This shows that Y (b) = fk(b) for all b ∈ (mub,meet)i+1(Y 0), as needed for the inductive
step. 
A non-trivial case is the (mub,meet)-closure of a two-element set, which remains ﬁnite (Fig. 1)
in an ω-algebraic meet-cpo with property M.
Fig. 1. (mub,meet)-Closure of two elements a, b.
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Fig. 2. Inﬁnity of (mub,meet)-closure.
Lemma 3.5. Let D be an ω-algebraic meet-cpo with property M and the property that the meet of a
compatible pair of compact elements remains compact.Then every pair of compact elements generates
a ﬁnite (mub,meet)-closed set.
Proof.This is because for two compatible compact elements a, b, the set {⊥, a  b, a, b} ∪ (mub{a, b})
is ﬁnite and (mub,meet)-closed. (Note that distinct elements inmub{a, b} are incompatible in ameet
cpo.) 
We conclude this section with the example in Fig. 2, showing that the (mub,meet)-closure of a
three-element set can be inﬁnite. The starting three elements are marked solid black.
4. The ﬁnite antichain condition
The main result of this section is that for a full sub-category of ω-algebraic meet-cpos to be
cartesian closed, all of its domains must be ﬁnitary (Theorem 4.1).
With respect to anω-algebraic meet-cpoD, property I breaks down to three more primitive cases
(see [1], where these cases are called I1, I2, and I3, respectively, corresponding to (a), (b), and (c)
below, with (c) stated differently) with respect to principal ideals generated by a compact element:
(a) the ﬁnite descending chain condition: for any compact element a ∈ D, the principal ideal ↓a
does not contain an inﬁnite descending chain of compact elements,
(b) the ﬁnite ascending chain condition: for any compact element a ∈ D, the principal ideal ↓a does
not contain an inﬁnite ascending chain of compact elements, and
(c) the ﬁnite antichain condition: for any compact element a ∈ D, the principal ideal ↓a does not
contain an inﬁnite antichain of compact elements.
Amadio [1] showed that if an ω-algebraic meet-cpo fails property I, then it fails either the
ﬁnite descending chain condition, or the ﬁnite ascending chain condition, or the ﬁnite antichain
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condition. He also resolved the ﬁrst two sub-cases (see Zhang [22] and Lemmas 4.1, 4.2 below as
well) in the sense that if D fails the ﬁnite descending chain condition (a) or the the ﬁnite ascending
chain condition (b), then [D → D] is not ω-algebraic.
Before getting to the main result of this section, note that the method of (mub,meet)-closed set
provides a crisp construction of an uncountable basis in the stable function space [D → D]whenD
fails either the ﬁnite descending chain condition or the ﬁnite ascending chain condition.We provide
detailed proof for Lemma 4.1 to illustrated the value of (mub,meet)-closed sets.
Lemma 4.1. Suppose D is an ω-algebraic meet-cpo with property M. If D fails the ﬁnite descending
chain condition, then [D → D] is not ω-algebraic.
Proof. Suppose, for some compact element a0, the principal ideal ↓a0 contains an inﬁnite descend-
ing chain of compact elements a1a2 . . .ai . . . It is clear that for any subset A ⊆ {ai | i  1}, the
set B := A ∪ {⊥, a0} is a (mub,meet)-closed set. Lemma 3.1 tells us that each B is a stable function.
It sufﬁces to show that each distinct B determines a distinct compact stable function, resulting in
an uncountable number of compact stable functions in [D → D].
That distinct B’s determine distinct (in fact incompatible) stable functions follows from the re-
marks after Lemma 2.2, since all the B’s agree on a0.
We show that B is compact. As in the proof of Lemma 3.4, let us assume, without loss of gen-
erality, that B =⊔i∈I fi for a directed family of stable functions {fi | i ∈ I} in [D → D], where
fi 	 B for all i ∈ I . We have a0 = B(a0) =⊔i∈I fi(a0), by Lemma 2.4. Since a0 is compact, a0 	
fk(a0)(	 B(a0)) for some k ∈ I . Thus fk(a0) = a0.
Now, for any b ∈ B, we have fk(b) = fk(a0)  B(b) = b because fk 	s B and b 	 a0. We then
apply Lemma 3.2 to obtain fk = B. 
With a similar proof, one can show the next lemma.
Lemma 4.2. Suppose D is an ω-algebraic meet-cpo with property M. If D fails the ﬁnite ascending
chain condition, then [D → D] is not ω-algebraic.
The most difﬁcult case arises whenD satisﬁes the ﬁnite descending chain condition and the ﬁnite
ascending chain condition, but fails the ﬁnite antichain condition. This open problem has resisted
a resolution for more than a decade, and we ﬁnally are able to solve it here after a number of failed
(in subtle ways) initial attempts. Fig. 3 is a picture of a conﬁguration violating this condition.
Fig. 3. M∞.
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As stated in the next lemma, such a structure is present in any ω-algebraic meet-cpo which sat-
isﬁes both the ﬁnite descending chain and the ﬁnite ascending chain conditions but not the ﬁnite
antichain condition. Similar lemmas can be found in [1,12,22]. We provide a new (but non-construc-
tive) proof which allows us to achieve the stronger conclusion that the ai for i  2 are all covers of
a1, i.e., there are no elements strictly between ai and a1.
Lemma 4.3. Suppose D is an ω-algebraic meet-cpo with property M which satisﬁes both the ﬁnite de-
scending chain and the ﬁnite ascending chain conditions, but fails axiom I. Then there exist a0, a1 ∈ D0
and an inﬁnite antichain of compact elements {ai | i  2} such that
(a) ai covers a1 for each i  2,
(b) ai unionsqa0 aj = a0 for each i = j and i, j  2, and
(c)↓ai is ﬁnite for each i  2.
Here x unionsqa y stands for the least upper bound of x and y in the principal ideal ↓a, which exists for any
compact elements x, y in the principal ideal ↓a.
Proof. Under the given conditions, let a0 be a minimal compact element such that ↓a0 is inﬁnite.
There must be inﬁnitely many elements covered by a0, for otherwise a0 would not be the minimal
compact element such that ↓a0 is inﬁnite.
Inside ↓a0, assume a1 to be a maximal element such that inﬁnitely many elements in ↓a0 cover
a1. Such an element always exists by König’s Lemma and the given assumptions.
Now let {bi | i  0} be the inﬁnite set of elements in ↓a0 such that bi covers a1 for each i  0. This
satisﬁes (a) and (c). We need to ﬁnd an inﬁnite subset of {bi | i  0} that satisﬁes (b). Let {ai | i ∈ I}
be a maximal subset of {bi | i  0} with property (b). By Zorn’s Lemma, such a maximal subset
exists. It sufﬁces to show that {ai | i ∈ I} is inﬁnite. Suppose {ai | i ∈ I} is a ﬁnite, maximal subset of
{bi | i  0} with property (b). Consider the set of sups {ai unionsqa0 bj | i ∈ I & j ∈ I}. Since {ai | i ∈ I} is
maximal, for each j ∈ I , there exists i ∈ I , such that aiai unionsqa0 bja0 (note that the aiai unionsqa0 bj part
is always true because both ai and bj cover a1). By the maximality of a1, the set (↓{a0})∩ ↑{ai | i ∈ I}
is ﬁnite. Therefore, the mub set
{ai unionsqa0 bj | i ∈ I & j ∈ I & ai unionsqa0 bja0}
is ﬁnite. Hence, for some k ∈ I , ak unionsqa0 bm = ak unionsqa0 bn(:= a) for inﬁnitely many distinct m, n ∈ I .
Thus bi 	 a for inﬁnitely many bi’s. This contradicts the minimality assumption of a0 stated at the
beginning of the proof. 
For the rest of the section, we assume thatD is anω-algebraicmeet-cpowhich satisﬁes both the ﬁ-
nite descending chain condition and the ﬁnite ascending chain condition, but fails I. We also assume
that D contains an inﬁnite antichain {ai | i  0} of compact elements as described in Lemma 4.3.
Lemma 3.1 and Lemma 3.5 motivate our next lemma, critical for Theorem 4.1.
Lemma 4.4. Suppose the set {ai | i  0} is as given in Lemma 4.3. For i, j  2, let gi,j := Ai,j , where
Ai,j is the ﬁnite (mub,meet)-closed set generated by {ai, aj} (by Lemma 3.5), consisting of ⊥, a1, ai,
aj, and minimal upper bounds of {ai, aj}. We have
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(a) gi,j is a compact stable function, and
(b) gi,j ↑ gs,t if and only if {i, j} = {s, t}.
Proof. (a) follows from Lemma 3.1 and Lemma 3.4. We prove (b). Suppose {i, j} = {s, t}, and, sup-
pose i ∈ {s, t}, without loss of generality.We have gi,j(a0) = gs,t(a0) = a0 by deﬁnition, but gi,j(ai) =
ai = gs,t(ai) = a1. By item (a) of Lemma 2.2, we have gi,j ↑ gs,t . 
Our earlier failed attempts relied too much on functions given by (mub,meet)-closed sets as
described in Lemma 3.1. Doing so entailed focusing on the mubs of functions generated by sets of
the form {a1, ai}, i  2 which led to nowhere. A slightly modiﬁed version seems to be the key, as




ai if x ∈ (↑ai− ↑aj),
aj if x ∈ (↑aj− ↑ai),
b, if x ∈ (↑ai ∩ ↑aj)
and x  b ∈ mub({ai, aj}),
a1 if x ∈ ↑a1 − (↑ai∪ ↑aj),
⊥ if x ∈ ↑a1
Lemma 4.5. Suppose the set {ai | i  0} is as given in Lemma 4.3. For k  2, deﬁne functions hk:




ak if x ∈ ↑a0 ( ),
a1 if x ∈ (↑a1− ↑a0) (!),
⊥ if x ∈ ↑a1 (")
Then the following are true:
(a) each hk is a compact stable function,
(b) gi,j is a minimal upper bound of {hk , hl} in the stable order for all distinct i, j, k , l  2.
Proof. It is easy to see that each hk is a compact stable function. So we focus on (b). To show that
gi,j is an upper bound of {hk , hl}, note that extensionally, we have hm(x) 	 gi,j(x) for all x ∈ D and
all m  2. To check the condition for the stable ordering, let x 	 y in D. Since gi,j(z) = hm(z) for
all z ∈ ↑a1, the only non-trivial case to check is when x comes from region ! (i.e., ↑a1− ↑a0) and
y comes from region  (i.e., ↑a0) in the deﬁnition of hm. In this case hm(x) = a1, hm(y) = am, while
the value of gi,j(x) depends on the location of x in region ! (i.e., ↑a1− ↑a0). We need to check that
under the given conditions, the possible values for gi,j(x) are ai, aj , and a1, and not an upper bound
of {ai, aj} which could potentially dominate am and destroy the required equality
a1 = hm(x) = hm(y)  gi,j(x) = am  gi,j(x).
By inspecting the explicit deﬁnition of gi,j given immediately before this lemma, we see that for
gi,j(x) to assume a value other than ai, aj , or a1, x must be above a mub of {ai, aj}. But since x 	 y
and y  a0, x and a0 are compatible upper bounds of {ai, aj}. On the other hand,D is a meet cpo and
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so distinct mub’s of {ai, aj}must be incompatible, by Lemma 2.1. This implies x  a0, contradicting
the assumption that x comes from region !.
Next we show that gi,j is a minimal upper bound of {hk , hl}. Suppose g is a stable function such
that
hk 	s g 	s gi,j and hl 	s g 	s gi,j.
We show that g = gi,j , and hence gi,j is minimal among the upper bounds of {hk , hl}.
The assumptions in the previous paragraph imply in particular that
hk(a0) 	 g(a0) 	 gi,j(a0).
Hence ak 	 g(a0) 	 a0. Similarly, al 	 g(a0) 	 a0. This means that g(a0) is an upper bound of
{ak , al}, compatible with a0. But a0 is already a minimal upper bound of {ak , al}. We must have
g(a0) = a0, again by Lemma 2.1.
By Item (a) in Lemma 2.2, keeping in mind that g and gi,j are compatible, we have g(x) = gi,j(x)
for all x 	 a0. In particular, g(a1) = a1, g(ai) = ai, and g(aj) = aj . From the two latter equalities, it
follows that g(z) = gi,j(z) for any minimal upper bound z of {ai, aj}. Therefore, g(x) = gi,j(x) for all
elements in the (mub,meet)-closure of {ai, aj}. By Item (b) of Lemma 3.2, we have g = gi,j . 
Theorem 4.1. SupposeD is an ω-algebraic meet-cpo with property M which satisﬁes the ﬁnite descend-
ing chain and ﬁnite ascending chain conditions, but fails the ﬁnite antichain condition. Then the stable
function space [D → D] failsM, i.e., there exists a ﬁnite set of compact stable functions with an inﬁnite
number of minimal upper bounds.
Proof. By Lemma 4.5, the set {h2, h3} of compact elements in [D → D] has inﬁnitely many minimal
upper bounds gi,j for all distinct i, j  4. 
5. The ﬁnite (mub, down)-closure condition
What remains to be done for a complete solution in the afﬁrmative is the second step mentioned
earlier: to show that if D violates axiom MI∞ , then the function space [D → D] violates axiom M
or I. We have not obtained a solution for the second step, but many examples lead us to conjecture
that the answer should be on the afﬁrmative. We highlight two such examples in this section, both
can be ruled as “forbidden structures” by Lemma 5.1.
Property MI∞ states that a ﬁnite set of compact elements has a ﬁnite (mub,down)-closure. The
dark nodes in Figs. 4 and 5 form ﬁnite subsets of compact elements whose (mub,down)-closures
are inﬁnite. Therefore, both domains in Figs. 4 and 5 violate MI∞. Fig. 4 grows inﬁnitely tall, while
Fig. 5 grows inﬁnitely wide (the latter can be found in [1]).
The next lemma provides a rather general method to show why the domains in Figs. 4 and 5 are
forbidden.
Lemma 5.1. Let D be an ω-algebraic meet-cpo with property M. Suppose
(1) the (mub,meet)-closure of every ﬁnite down-closed subset of D is ﬁnite,
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Fig. 4. Inﬁnitely tall (mub,down)-closure.
Fig. 5. Inﬁnitely wide (mub,down)-closure.
(2) the (mub,down)-closure of B0 is inﬁnite for some ﬁnite set B0 of compact elements of D, and for
each element b ∈ B0, the (mub,down)-closure of b, (mub,down)∗{b}, is ﬁnite.
Then [D → D] violates axiom M.
One can check that both Figs. 4 and 5 satisfy the two conditions in this lemma, with B0 consisting
of the dark nodes in the pictures, respectively. They are therefore both forbidden structures.
Proof. Suppose B0 is a ﬁnite set of compact elements with the properties given in item (2) of the
lemma. Consider the following sets for all i  1:
Ai := (mub,down)(Bi−1),
Bi := (mub,meet)∗(Ai).
All Ai,Bi are ﬁnite (sets of compact elements): each Ai is ﬁnite because it is obtained by one appli-
cation of the (mub,down)-operation on Bi−1 (and not the (mub,down)-closure of Bi−1 which may
become inﬁnite); each Bi is ﬁnite because of condition (1) of the lemma. Moreover, Bi is a proper
subset of Bi+1 for each i  1 because (mub,down)∗(B0) is inﬁnite (if Bi = Bi+1 for some i  1, then
Bi is a ﬁnite (mub,down)-closed set already).
We show for sufﬁciently large k and each i  k , Bi is a minimal upper bound of the set F(B0) of
compact stable functions determined by the (mub,down)-closure of elements in B0, where
F(B0) := {(mub,down)∗{b} | b ∈ B0}.
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For sufﬁciently large k , we have ((mub,down)∗{b}) ∩ Bk = (mub,down)∗{b} for each b ∈ B0 be-
cause B0 is ﬁnite and each (mub,down)∗{b} is ﬁnite for b ∈ B0, by condition (2). It follows from
Lemma 3.3 that for all i  k , Bi is an upper bound of F(B0). To show that such a Bi is mini-
mal (upper bound for F(B0)), suppose for some  we have g 	s  	s Bi for all g ∈ F(B0). By the
deﬁnition of Bi, for each b ∈ B0, there exists a g ∈ F(B0) such that g(b) = b and Bi(b) = b by the
deﬁnition of Bi (note that i  k). Thus (b) = Bi(b) for all b ∈ B0. Taking this as the induction
basis, one can show (using the same technique as in the proof of Lemma 3.4) by induction on j that
(a) = Bi(a) for all a ∈ Bj with j  0. Therefore,  = Bi by Lemma 3.2. Since all Bi, and hence all
Bi with i  k are distinct from each other, [D → D] violates M. 
Note the technique described in the above lemma do not directly apply to our earlier example in
Fig. 2, because condition (1) of the lemma is not satisﬁed. However, the inﬁnite chain in the middle
of that ﬁgure determines an inﬁnite chain of compact stable functions below the one generated
by the three beginning elements (marked by dark nodes), in light of Lemma 3.1, Lemma 3.3, and
Lemma 3.4. Therefore, Fig. 2 is also a forbidden structure: its stable function space violates I.
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