Let rm and r M be the least and greatest finite boundary slopes of a hyperbolic knot K in S 3 . We show that any cyclic surgery slopes of K must lie in the interval [rm − 1/2, r M + 1/2].
Introduction
In [M1, M2] we observed that the Seifert surgeries of (−3, 3, n) pretzel knots follow an interesting pattern, summarised in the table below. For each positive integer n, the Seifert surgeries of the (−3, 3, n) pretzel lie between the boundary slopes 0 and 8/(n + 1). Indeed, all integral slopes in the interval (0, 8/(n + 1)) are Seifert.
n 1 2 3 4 5 6 ≥ 7 8/(n + 1) 4 8/3 2 8/5 4/3 8/7 ≤ 1 Seifert Surgeries 1, 2, 3 1, 2 1 1 1 1 none
Based on this and other evidence, Kimihiko Motegi posed the question: "Are Seifert surgeries bounded by boundary slopes?" In other words, if slope t is a Seifert surgery slope, are there necessarily boundary slopes r m and r M with r m ≤ t ≤ r M ? In [IMS] , we construct a parameter c, such that r m −c ≤ t ≤ r M +c. More precisely, we can reformulate [IMS, Corollary 3] as follows. (In part 3 of Theorem 1, the constant s is the minimal Culler-Shalen norm defined in Section 2 below while A counts the characters of non-abelian representations of the knot exterior that factor through the surgery. We refer the reader to [IMS] for details.)
Theorem 1 (Corollary 3 of [IMS] ). Let r m and r M be the least and greatest finite boundary slopes of a hyperbolic knot K and t a non-trivial exceptional boundary slope. Then r m − c ≤ t ≤ r M + c where c depends on the type of slope t.
In this formulation, Motegi's conjecture corresponds to showing c = 0 for a Seifert fibred surgery. That c = 1 for a cyclic surgery was first shown by Dunfield [Du] . In the current article, we show that for a cyclic surgery, we can take c = 1/2. Theorem 2. If t is a non-trivial cyclic surgery on a hyperbolic knot K in S 3 and r m and r M are the least and greatest finite boundary slopes of K, then r m − 1 2 ≤ t ≤ r M + 1 2 . Moreover, if the meridian is not a boundary class, the inequalities in Theorem 2 can be made strict.
In light of Theorem 1, it is natural to extend Motegi's question to exceptional surgeries in general:
Question 1. Do boundary slopes bound exceptional slopes?
In other words, for a hyperbolic knot in S 3 do all non-trivial exceptional surgery slopes lie in the interval [r m , r M ] between the least and greatest finite boundary slopes? Note that reducible and toroidal surgeries are themselves boundary slopes and will, therefore, necessarily lie in [r m , r M ]. The real question is whether other types of exceptional surgeries (i.e., cyclic, finite, Seifert fibred) must also lie in this interval. Motegi has already posed the question for Seifert surgeries. In light of Theorem 1, an affirmative answer for Seifert surgeries is likely to imply the same for all types of exceptional surgeries.
In addition to the pretzel knots mentioned earlier, the figure eight knot is a pertinent example. It has toroidal slopes at r m = −4 and r M = 4 and its exceptional surgeries (aside from the trivial surgery M ( 1 0 ) = S 3 ) occur precisely at the integers in [r m , r M ].
In Section 2 we provide definitions and discuss the geometry of the Culler-Shalen norm. In Section 3, we prove Theorem 2.
Definitions and Geometry of the Culler-Shalen Norm
Let K be a hyperbolic knot in S 3 and let M = S 3 \ N (K) denote the knot exterior. Fixing the usual meridian, longitude basis {µ, λ}, the element γ = aµ+ bλ of H 1 (∂M ; Z) will be represented as (a, b) . This class can be identified with the "slope" r γ = a/b in Q ∪ { 1 0 }. Let M (r) denote the manifold obtained by Dehn surgery along slope r (i.e., M (r) is constructed by attaching a solid torus to M such that the boundaries of meridional disks are curves of slope r in ∂M ). We will call r a cyclic (respectively finite) slope if π 1 (M (r)) is cyclic (resp. finite). If M (r) admits the structure of a Seifert fibred space, we call r a Seifert fibred slope. Since M ( 1 0 ) = S 3 , we refer to meridional surgery along slope r µ = 1 0 as trivial surgery. If there is an essential surface Σ in M that meets ∂M in a non-empty set of parallel curves of slope r, we call r a boundary slope. If there is such a Σ that is not a fibre in a fibration of M over S 1 , r is a strict boundary slope. For example, by applying the loop theorem to a Seifert surface of K, we observe that 0 is a boundary slope. We will say r is a finite boundary slope if it is a boundary slope and r = 1 0 . The proof of Theorem 2 depends on the geometry of the Culler-Shalen norm of K. We introduce some of the main properties of this norm and refer the reader to [CGLS, Chapter 1] for a more complete account.
Let R = Hom(π, SL 2 (C)) denote the set of SL 2 (C)-representations of the fundamental group π of M . Then R is an affine algebraic set, as is X, the set of characters of representations in R.
For γ ∈ π, define the regular function I γ : X → C by I γ (χ ρ ) = χ ρ (γ) = trace(ρ(γ)). By the Hurewicz isomorphism, a class γ ∈ L = H 1 (∂M, Z) determines an element of π 1 (∂M ), and therefore an element of π well-defined up to conjugacy.
A norm curve X 0 is a one-dimensional irreducible component of X on which no I γ (γ ∈ L \ {0}) is constant. For example, the irreducible component that contains the character of the holonomy representation is a norm curve.
The terminology reflects the fact that we may associate to X 0 a norm · on H 1 (∂M, R) called a Culler-Shalen norm in the following manner. Let X 0 be the smooth projective model of X 0 which is birationally equivalent to X 0 . The birational map is regular at all but a finite number of points of X 0 which are called ideal points of X 0 . The function f γ = I 2 γ − 4 is again regular and so can be pulled back to X 0 . For γ ∈ L, γ is the degree of f γ : X 0 → CP 1 . The norm is extended to H 1 (∂M, R) by linearity.
Let s = min 0 =γ∈H1(∂M,Z) γ . The norm disc of radius s is a convex, finite-sided polygon P that is symmetric about the origin. We will call P the fundamental polygon. The ideal points of X 0 can be associated with a set B of strict boundary slopes of the knot and the vertices of P occur at rational multiples of the classes of slopes in B. It follows that B must contain at least two slopes. One of the main results of [CGLS] is that if r γ is a cyclic slope that is not a strict boundary slope then γ = s. Moreover, r γ is either integral or trivial (i.e., r γ = 1 0 ).
Proof of Theorem 2
Let K be a hyperbolic knot in S 3 and let r γ = n be a non-trivial cyclic surgery slope. Then n is an integer and, without loss of generality, we may assume n ≥ 0. Since 0 is a boundary slope, r m ≤ 0 so that r m − 1 2 < n. Similarly, if n = 0, r M + 1 2 > n. Thus, in order to prove Theorem 2, it is enough to show n ≤ r M + 1 2 when 0 < n = r γ is a cyclic surgery slope.
Proposition 1. Let K be a hyperbolic knot in S 3 . Let r M be the greatest finite boundary slope of K. Suppose γ is a non-trivial cyclic class with r γ = n > 0. Then n ≤ r M + 1 2 . Remark: In fact, we will show that n ≤ r + 1 2 where r is the greatest finite boundary slope associated to a norm curve X 0 . In particular, r is a strict boundary slope. Proof: Let X 0 be a norm curve of K and B be the associated set of boundary slopes. If r γ ∈ B, then n = r γ ≤ r M . So we may assume r γ ∈ B.
Suppose, for a contradiction, that n > r M + 1 2 . Without loss of generality, we may assume r M ∈ B (otherwise replace r M by the greatest finite boundary slope in B). Our goal is to argue that (n − 1, 1) is in the interior of P (see Figure 1) where P is the fundamental polygon of the Culler-Shalen norm · associated to X 0 . Let us outline the argument. We begin by constructing the line from (s/m, 0) through (n, 1), where m = µ . This line will form part of the boundary of P and continues to the vertex V determined by the boundary slope r M . By convexity, the line joining (−s/m, 0) to V is also in P . It follows that (n − 1, 1) is in the interior of P so that (n − 1, 1) < s. This is a contradiction as s is defined to be the minimal norm. Thus, we conclude n ≤ r M + 1 2 . Now let's fill in the details. Since n > r M + 1 2 , if r M is an integer, then r M ≤ n − 1. However, by [Du, Theorem 4.2] there is a strict boundary slope r δ ∈ B with |n − r δ | < 1. Then r M < r δ in contradiction to the choice of r M . Therefore, r M is not an integer. Moreover, since there is a strict boundary slope δ with |n − r δ | < 1 we have n − 1 < r M < n. which is therefore a vertex of P . Since P is convex, the segment joining V and (−s/m, 0) (both in P ) is contained in P . We argue that the point N where this segment crosses y = x/(n − 1) is above the line y = 1. Indeed, the segment has the equation
It meets the line y = x/(n − 1) at the point
which is therefore in P . Let y N denote the y coordinate of N .
Since y N > 1, the point (n−1, 1) is in the interior of P and, therefore, (n − 1, 1) < s. This is a contradiction as s is defined to be the minimal norm. We conclude that n ≤ r M + 1 2 . Figure 2 . The geometry of P assuming µ = s.
If the meridian is not a strict boundary class for some norm curve X 0 , the following proposition allows us to use strict inequalities in Theorem 2. The proposition makes use of the idea of the diameter D of the set of boundary slopes. Culler and Shalen [CS] showed that D ≥ 2.
Proposition 2. Let X 0 be a norm curve for the hyperbolic knot K ∈ S 3 with associated boundary slopes B and such that r µ = 1 0 ∈ B. Suppose γ is a non-trivial cyclic class with r γ = n > 0. Let r m and r M be the least and greatest boundary slopes in B. Let D = Diam(B) = r M −r m . Then n ≤ r M +1− 1 2 (D− D(D − 2)) < r M + 1 2 . Remark: The difference between n and r M goes to zero as D approaches 2.
Proof: Now µ = s and ±(1, 0) ∈ ∂P . The line through (n, 1) and (1, 0) has equation y = (x − 1)/(n − 1) and meets y = x/r M at V = 1 rM +1−n (r M , 1). The segment in ∂P which passes through V , (n, 1), and (1, 0) continues to the line y = x/r m as there are no boundary slopes between r m and r M to provide a vertex. The intersection point
is therefore a vertex of P as is its reflection W = −W ′ . Since P is convex, the segment joining V and W is contained in P . It meets the line y = x/(n − 1) at the point M = r M − r m 2(r M + 1 − n)(n − 1 − r m ) (n − 1, 1).
Since (n − 1, 1) ≥ s, the y coordinate of M cannot exceed 1:
1 ≥ D 2(r M + 1 − n)(D − (r M + 1 − n)) .
Let ǫ = r M + 1 − n. By the previous proposition, ǫ ≥ 1 2 . We may assume n ≥ r M so that ǫ ≤ 1. Recall [CS] that D ≥ 2.
Therefore, n ≤ r M + 1 − 1 2 (D − D(D − 2)).
