Gaussian Quantum Monte Carlo (GQMC) is a stochastic phase space method for fermions with positive weights. In the example of the Hubbard model close to half filling it fails to reproduce all the symmetries of the ground state leading to systematic errors at low temperatures. In a previous work [Phys. Rev. B 72, 224518 (2005)] we proposed to restore the broken symmetries by projecting the density matrix obtained from the simulation onto the ground state symmetry sector. For ground state properties, the accuracy of this method depends on a large overlap between the GQMC and exact density matrices. Thus, the method is not rigorously exact. We present the limits of the approach by a systematic study of the method for 2 and 3 leg Hubbard ladders for different fillings and on-site repulsion strengths. We show several indications that the systematic errors stem from non-vanishing boundary terms in the partial integration step in the derivation of the Fokker-Planck equation. Checking for spiking trajectories and slow decaying probability distributions provides an important test of the reliability of the results. Possible solutions to avoid boundary terms are discussed. Furthermore we compare results obtained from two different sampling methods: Reconfiguration of walkers and the Metropolis algorithm.
I. INTRODUCTION
One of the biggest unresolved problems in computational physics is the negative sign problem for fermionic and frustrated systems. Although it is not possible to solve it in general [2] there is hope to find solutions for specific models. Gaussian Quantum Monte Carlo (GQMC) [3, 4] claims to be a sign-free ab-initio method for the general electronic structure problem. First results for the Hubbard model looked very promising. However, in a previous paper [1] we have shown that in the vicinity of half filling systematic errors in the energy and other quantities occur, and that the method fails to reproduce the symmetries (SU(2) spin, translation, and lattice symmetries) of the Hamiltonian. This broken symmetry can be restored by projecting the low temperature density matrix from the simulation onto the ground state symmetry sector, such that excitations from other sectors are projected out. We have found that observables evaluated with the projected density matrix agree with exact ground state results, as we have shown for Hubbard models up to system sizes of 6x6.
One important aim of this paper is to investigate the origin of the symmetry breaking and the systematic errors. Our results suggest that they appear due to nonvanishing boundary terms in the partial integration step in the derivation of the Fokker-Planck equation. We show that changing the sampling method does not help to avoid this problem. Due to the inherent inaccuracy of the density matrix as produced by the GQMC, it is not clear that symmetry projection schemes will produce correct ground state properties. It is therefore important to analyze the limits of this method. To this end we present a systematic study of Hubbard ladders.
The paper is organized as follows: The next section provides a summary of the method and the derivation of the stochastic differential equations (SDEs). A more detailed description was previously given in [5] . Section III addresses the origin of the systematic errors. We show that slow decaying power law tails in probability distributions can cause two different kinds of problems. First, they may lead to diverging variances of observables, making a Monte Carlo sampling useless. Second, boundary terms may appear in the partial integration step in the derivation of the Fokker-Planck equation. In the presence of boundary terms the SDEs are no longer valid, and by neglecting them a systematic error is introduced. This problem has been encountered before in the context of stochastic phase space methods for bosonic systems [6] and was solved for specific models with the help of stochastic gauges [7] . A side effect of boundary terms is the presence of spiking trajectories, therefore checking for spikes in the phase space variables is an important test of the reliability of the results. In section IV we discuss results from the Metropolis algorithm which leads to the same systematic errors as the reconfiguration scheme of walkers [8] we usually use.
Empirically we have seen that one of the major consequences of fat tailed distributions shows up in the violations of symmetries. Hence, imposing symmetry projec-tions prior to measurements can potentially correct for sources of systematic errors. In section V we present a systematic study of the GQMC method with symmetry projection (PGQMC) for 2 and 3 leg Hubbard ladders for different fillings and on-site repulsion strengths, and compare the results with Density Matrix Renormalization Group [9, 10] (DMRG) calculations. Symmetry projection is successful in removing systematic errors in all cases where the overlap of the density matrix with the ground state symmetry sector is not too small. However, for a small overlap systematic errors may still be present. In the outlook in section VI we refer to recent promising improvements of the projection method by Aimi and Imada [11] .
II. SUMMARY OF THE METHOD
Let us briefly recall the derivation of the SDEs which is a standard procedure for various stochastic phase space methods. A more detailed derivation can be found in Ref. [4, 5] . The starting point is an expansion of the system density operator in an over-complete operator basiŝ
where τ is the inverse temperature and the probability density P is normalized dλ λ λP (λ λ λ, τ ) = 1. TheΛ(λ λ λ) are the Gaussian operator basis elements of the normal ordered form
withĉ † (respectivelyĉ) being an N s dimensional vector of creation (respectively annihilation) operators, n is an N s × N s real matrix of phase space variables and N s denotes the number of states. det(1 − n) is the normalization term such that Tr[Λ(n, Ω)] = Ω. Thus, Ω plays the role of a weighting factor.
The imaginary time evolution of the density operator reads:
Introducing the expansion (1) forρ leads to
(4) With the help of differential properties of the operator basis derived in Ref. [3] the action of the Hamiltonian on the operator basis element can be transformed into an operator L containing first and second order derivatives with respect to the phase space variables λ λ λ, and we formally write
In the next step we perform a partial integration where we take all derivatives acting on the basis element in front of P, which is denoted by the new operator L ′ :
Depending on the nature of the distribution P , boundary terms from the partial integration arise. Let us first assume that these boundary terms vanish, so that we can compare integrands on both sides to obtain
where we have omitted the Gaussian basis element on both sides. This corresponds to a Fokker-Planck equation describing the evolution of the distribution function P in (imaginary) time. If L ′ is of the form
with A α and B α real functions we can derive real valued (Stratonovich) SDEs
with Wiener increments dW k (τ ) defined by the correlations dW k dW k ′ = dτ δ kk ′ and the mean dW k (τ ) = 0. The explicit forms of the functions A α (λ λ λ) and B k α (λ λ λ) for the Hubbard model can be found in appendix A. The form of L ′ is not unique but can be modified by gauge degrees of freedom. In Ref. [3] the "Fermi gauge" n 2 iiσ −n iiσ = 0 is used to obtain real valued SDEs with positive weights. Adding such terms clearly does not modify the expectation value of the Hamiltonian, but changes the resulting Fokker-Planck equation.
III. SOURCES OF SYSTEMATIC ERRORS

A. Systematic errors in the Hubbard model
We have tested the GQMC method for the Hubbard model given by the Hamiltonian
iiσ , (10) with nearest neighbor hopping strength t, on-site repulsion U and chemical potential µ. The corresponding stochastic differential equations derived under the assumption of vanishing boundary terms can be found in appendix A.
As already pointed out in Ref. [1] the GQMC method works well for small electron interaction U/t and away from half filling (Fig. 1, upper plot) . In this regime the ground state is very well described by a paramagnetic and GQMC runs (solid lines) for a 2 × 2 Hubbard model. In the upper plot the system is far away from half filling: U = 1, t = 1, µ = −1, averaged over 40,000 trajectories. The exact result is reproduced within the statistical error bars. In the lower plot, close to half filling, the energy from the simulation is systematically too high (U = 4, t = 1, µ = 1, averaged over 480,000 trajectories).
mean field solution which is exactly reproduced by the GQMC approach. Close to half filling and with a big on-site repulsion the simulation results exhibit systematic errors (Fig. 1, lower plot) . The energy agrees with the exact result down to a certain temperature, but for lower temperatures the mean energy is systematically too high. In Ref. [1] it was found that the solution of the simulation does not preserve SU(2) spin rotation symmetry. This gave the motivation to develop the projection scheme as described in section V. But the reason for this symmetry breaking has not been found so far. In section III C we suggest that the systematic errors and the symmetry breaking stem from non-vanishing boundary terms.
B. Power law tails in the probability distribution of observables
In this section we discuss how a power law tail in the probability distribution of an observable X can lead to problems in the Monte Carlo sampling. The error on the expectation value X obtained from a Monte Carlo simulation is given by ∆X/ √ M where M is the number of independent samples and ∆X the variance
If the variance of X diverges, then also the error bar of our Monte Carlo result diverges. Thus, to obtain a meaningful result from the sampling, the variance has The slope of the power law tail yields p ≈ 2.6, therefore the variance is not defined.
to be well defined. The m th moment of the probability distribution P (X) is given by
If the probability distribution exhibits a power law tail
Therefore, to obtain a finite mean corresponding to the first moment (m = 1) of P (X), p has to be bigger than 2. For a finite variance the integral has to converge also for m = 2, which inquires p > 3. If p < 3 we do not obtain a meaningful result from a Monte Carlo sampling. We have found a diverging variance for the transverse spin susceptibility χ xy at low temperatures in a simulation exhibiting systematic errors. The slope of the distribution P (χ xy ) in the log-log plot in Fig. 2 yields p ≈ 2.6 such that the second moment is not defined. We also observe systematic errors in the energy. However, the variance of the energy is always well defined in our simulations. Thus, the systematic errors found in the energy cannot be explained by an ill defined Monte Carlo sampling. In the next section we demonstrate that power law tails in the distribution of the phase space variables can cause a different kind of problem, namely non-vanishing boundary terms.
C. Non-vanishing boundary terms
Boundary terms (BTs) from the partial integration in Eq. 6 appear if certain moments of the high-dimensional Appearance of a power law tail in the distribution P (r) (log-log plot) at low temperatures (large β). The simulation parameters are U = 4, t = 1, µ = 1 and 480,000 trajectories.
probability distribution P (λ λ λ, τ ) do not converge. Initially, at infinite temperature, P (λ λ λ, τ = 0) is a deltafunction, for which all moments converge and therefore there are no BTs at the beginning. As the distribution P evolves in imaginary time it becomes broader and we show below, that it develops slow decaying power law tails, such that BTs cannot be excluded anymore. Typically BTs appear after a specific imaginary time τ > β BT . But other situations are known [6] , where the BTs are present only for a short time and disappear again. What are the implications of BTs on our simulation? We have derived SDEs under the assumption of non-vanishing BTs. As soon as they become non-negligible, the SDEs are strictly speaking no longer valid, such that we obtain a wrong distribution P (λ λ λ, τ ) for τ > β BT . We suggest that this is the origin of the systematic errors in the energy and in other quantities. The problem of boundary terms has been discussed in detail for several bosonic systems [6, 7] . The following analysis is done in a similar spirit as for these systems. A first test for the presence of BTs is to measure the radial averaged distribution P (r) ∼ r −p with r = ijσ n 2 ijσ at different inverse temperatures β. The power law tail in Fig. 3 reaches a slope of p ≈ 3.8. This already indicates that power law tails are also present in the high-dimensional distribution P (λ λ λ) of all phase space variables. From the partial integration step in Eq. 6 we can find the explicit expressions for the BTs. They are of the form
where α enumerates the different BTs, M (α) depends on the phase space variables up to fourth order and the integral is taken over all phase space variables except the one the partial integration has been carried out for. The basis elementΛ(λ λ λ) also depends on the phase space variables. It includes terms in n ijσ up to 2N s th order. We present here one specific example of a non-vanishing boundary term for a 2 site model at half filling with U/t = 100:
Comparing with Eq. 14 this term corresponds to M (α) (λ λ λ (α) ) = n 12↑ n 12↑ , and from the expansion ofΛ(λ λ λ) we took the term proportional to n 12↑ , leading to an integrand which is cubic in the phase space variable n 12↑ . Eq. 15 stems from a partial integration with respect to the variable n 12↑ . The remaining integral is taken over all variables n ijσ = n 12↑ , yielding the marginal distribution P (n 12↑ ):
The fit to the power law tail of the distribution P (n 12↑ ) in Fig. 4 yields an exponent of p ≈ 2.6. Therefore, with P (n 12↑ ) ∼ n −2.6 12↑ this term does not vanish and we therefore cannot neglect it in the partial integration step. This BT is particularly simple to analyze because it involves only a one-dimensional distribution. For other BTs with mixed variables one would need to study a distribution of several variables. By studying all possible terms appearing one could find the minimal exponent p BT necessary to exclude BTs. But as discussed in Ref. [6] there are simpler ways to detect BTs as we show in the next section.
The question may arise why power laws actually occur. The problem lies in the strong multiplicative noise term in our SDEs. The noise is amplified by the phase space variables n ijσ themselves (the diffusion term B z α in Eq. 9 is even quadratic in n ijσ ). This has strong consequences on the functional form of the distribution P (λ λ λ). In Ref. [12] it is shown that the smallest multiplicative noise in the linear Langevin equation changes the Gaussian stationary distribution to one with a power-law tail. Power laws can arise from multiplicative stochastic processes as naturally as Gaussian distributions from processes with Power law tail in the distribution P (n 12↑ ) = P (n 12↓ ) for 2 site system at half filling for U/t = 100, β = 3, 800,000 walkers.
additive noise [13] . The question remains if at finite time τ the distribution will always have a finite cut-off at a certain distance such that the BTs would always vanish. However, we have not found such a cut-off in our simulations.
D. Spiking trajectories
There are other indications that the boundary terms in equation (6) do not vanish. According to Ref. [6] spiking behavior of the trajectories imply that BTs are likely to be significant. Such near-singular trajectories do large excursions in phase space for a very short time (within a few time steps). Spikes could also stem from an unstable integration scheme. It is therefore important to use a stable integrator. Fig. 5 shows an example of a sharp spike in the energy. Such extreme trajectories lead also to a sudden increase of the statistical error of observables.
As mentioned in the last section, there are no BTs at the beginning of the simulation, as we start from a delta function for the distribution P (λ λ λ, τ = 0). They appear at a specific inverse temperature β BT as we integrate the SDEs towards lower temperatures. The first appearance of a spike should give an estimate of β BT . In the example of Fig. 1 (lower plot ) the first spiking walker shows up for β BT ≈ 1.5, which is in good agreement with the inverse temperature, at which the energy starts to deviate from the exact result.
For small interaction U/t, where we obtain correct results, not a single spike can be observed. Therefore testing for spikes provides a good indicator, whether the GQMC results are reliable.
E. Stochastic gauges
As already mentioned for a given Hamiltonian the SDEs are not unique, but different choices of "gauges" are possible. Thanks to the overcompletness of the basis several solutions of the distribution P (λ λ λ, τ ) exist. With appropriate gauges the boundary terms could possibly be removed [14] , leading to a more compact distribution. The so-called drift gauges could be used to avoid nearlydiverging trajectories which cause power law tails. The tradeoff is to introduce noise into the equation for the weight. Stochastic gauges have been successfully applied for several models [7] . A future analysis will show if similar techniques can be applied to the Hubbard model to solve the present problems.
IV. METROPOLIS ALGORITHM
The equation for the weight Ω(τ ) (equation (A2) from the appendix) of a walker can be integrated. The weight as a function of time then reads
The weight and the variance of the weight thus grow exponentially, yielding the need of some importance sampling. We usually use a reconfiguration scheme similar to the one used in the Green function Monte Carlo method [8] . A further way to sample the distribution is to use the Metropolis -Hasting algorithm which was recently proprosed by Dowling et al. [15] . In this section we want to briefly summarize the basic ideas of the algorithm within the framework of the GQMC and then present some results.
A. Metropolis Algorithm
Starting from an arbitary state s n one uses a suitable candidate generation function q(s, s ′ ) in order to create a proposed step. This step is then accepted s n+1 = s ′ with the probability
If the move is rejected, the old state is kept s n+1 = s n . One can prove that this algorithm fulfills the detailed balance so the resulting chain samples the target density π correctly [16] . The usual way to solve SDEs (as in Eq. (9)) is to apply an Euler -Marujama method (either implicit or explicit). For each time step one needs a fixed number of Gaussian distributed random numbers. Let this number be M and consider N time steps. Then one sample is given by a noise vector w ∈ R MN and the phase space variables for the final time τ = N ∆τ can be considered as a function of the noise vector, i.e. n( w) and Ω( w). w is a normal distributed random variable with a probability density given by
The expectation value of an observableÔ can thus be written as
Now, one can apply the Metropolis-Algorithm to create samples ( w i ) i which are distributed like
and finally the expectation value of the observable is given by < O >=
It is convenient to use a candidate generating density which obeys
The acceptance rate is then just the quotient of the weights Ω, i.e.
We used a simple candidate generation function which alters each component of the noise vector with a fixed probability r, i.e. drawing approximately rM N new Gaussian numbers. One can easily adapt this algorithm to an adaptive step size (see appendix B) using a dynamical enlarged noise space.
Metropolis Sampling Reconfiguration Exact E −13.57 ± 0.01 −13.53 ± 0.01 −13.615 S 
B. Results
Now we want to present some results using the Metropolis algorithm. The system which we discuss here is a 2×2 Hubbard model at half filling with U/t = 4. The behaviour of this model is representative of that seen in other systems, and seems to be quite generic. The SDEs are solved using an implicit Euler scheme with an adaptive time step with ∆τ max = 5 · 10 −4 (see appendix B) .
The data using the reconfiguration scheme is obtained from 100,000 walkers and by applying the scheme every ∆τ rc = 0.05. For the Metropolis algorithm a typical chain length is 1,000 after a burn-in time of the order of 100 Metropolis steps. The Metropolis algorithm has one major drawback compared to the reconfiguration scheme, namely one needs to fix a specific target time β. When using the reconfiguration, one is in principle able to obtain values for any intermediate time and not just for the final one. Therefore the computational effort to calculate the observables for all times β = [0, β f inal ] is much bigger for the Metropolis algorithm than for the reconfiguration. An interesting variant of the Metropolis algorithm which allows the calculation of observables for intermediate times is presented in Ref. [11] . Table I shows the expectation values of the total spin squaredŜ 2 andĤ at the target time β = 20. The observableŜ 2 is chosen since after some time the variance of this observable is not finite anymore, thus yielding a good test whether changing the sampling method improves the results. For the results for the Metropolis algorithm 100 Markov chains with each 1,000 steps after the burn-in time are used, thus yielding 100,000 samples, which is the same number as the one used for the reconfiguration scheme. One clearly sees that the results do not change significantly, the energy is slightly improved butŜ 2 gets worse. To further investigate the effect of the sampling method, the probability distributions of the two observables were also calculated (see Fig. 6 ). Again both methods produces almost the same probability distribution, especially the slow decaying power law tails ofŜ 2 are still present. Using the Metropolis sampling therefore does not seem to change the results significantly.
V. SIMULATION OF HUBBARD LADDERS
In Ref. [1] we have found that GQMC fails to reproduce all the symmetries of the Hamiltonian at low temperatures. We proposed to restore the broken symmetries by projecting the density matrix obtained from the simulationρ sim onto the ground state symmetry sector,
whereP is the corresponding projection operator. For example projecting the density matrix onto the S = 0 sector filters out spin excitations and restores the SU(2) rotation symmetry in spin space. The discussion in section III suggests that the symmetry breaking is directly related to the presence of boundary terms. In Ref. [1] we obtained correct results for the ground state by an appropriate symmetry projection, which implies that even in the presence of boundary terms, the correct ground state is still included in the density matrix, but mixed with excited states, which we can project out. The question remains, if such a projection can always be done. The aim of the current section is to show the limits of this projection method (PGQMC) for the example of Hubbard ladders for various lengths, interaction strengths and doping. Energy and correlation functions are compared with calculations from the Density Matrix Renormalization Group (DMRG [9, 10] ) method which provides high precision results for quasi one dimensional systems. The DMRG results are calculated in a matrix product state basis using both the SU(2) spin and the SU(2) pseudospin symmetry [17] .
The PGQMC simulations in this section are done with 8,000 -32,000 walkers, an adaptive time step with ∆τ max = 5 · 10 −4 (see appendix B) and an explicit Euler integration scheme. For some examples crosschecks have been made with more walkers, with an implicit Euler scheme and different quantization axis. The error bars stem from averaging over several projections at different imaginary times. They do not take into account the discretization error in the symmetry projection. For the comparison with the exact values we check if they are within two standard deviations (2σ). If they lie outside we have to assume that besides the statistical error, there is also a systematic error present.
Projection onto the ground state is only possible if there is a finite overlap (Tr[ρ proj ]/Tr[ρ sim ]) between the density matrix and the ground state symmetry sector, or in other words, if the density matrix from the simulation contains a finite contribution of the ground state, which we can extract by the projection. The projection is always made onto the S = 0 sector and onto all possible momentum and parity sectors. Note that we only have translational symmetry along the x-axis, whereas along the y-axis we can distinguish odd and even parity. The ground state sector is the one with lowest energy, and we found that this sector always has the biggest overlap with the density matrix.
A. Two leg ladders
L=4 and varying U
As already pointed out GQMC works well in the weak interacting case (small U/t) and systematic errors appear for large U/t. For U/t = 1 the GQMC simulation results for the spin-spin and charge-charge correlation functions in Fig. 7 agree with the DMRG results even without symmetry projection. Also the energy E GQMC = −10.117 ± 0.001 is correct compared to E DMRG = −10.118.
For U/t = 2 we also obtain correct results without projection. Systematic deviations of the order 5% appear for U/t = 4, which are corrected by symmetry projection. As expected we observe an increase of the systematic deviations with increasing U/t. For U/t = 16 symmetry projection yields the correct energy but fails to reproduce all the spin-spin correlations at large distance correctly (see Fig. 8 ). In this case the average overlap of 28% is rather small. Thus symmetry projection yields better results for intermediate U/t but for large U/t ≥ 8 a small systematic error is still present. In Fig. 9 we have plotted the dependence of the energy on U/t. Without projection the systematic error grows with increasing U/t, whereas the results after projection agree with the exact result for all U/t. 
U/t = 4 and varying L
In this set of simulations we fixed the interaction strength to an intermediate value U/t = 4 and varied the system length L. For L > 4 we observe that the energy from the GQMC simulation is systematically too high (Fig. 10) . The deviations are of order 2%. After symmetry projection the results are within 2σ for system sizes up to L = 16.
Excellent results for the correlation functions are ob- tained with the PGQMC method for L = 8 ( Fig. 11) and L = 10. Without projection the results are qualitatively good, systematic deviations are of order 10% for the spin-spin correlations and of order 0.2% for the charge-charge correlations. For L = 16 ( Fig. 12 ) the values of the spin-spin correlations at large distances tend to be too large (in absolute value), such that systematic errors may still be present. The problem is that the overlap with the ground state sector decreases with increasing L. For L = 4 it is typically of order 70% whereas for L = 10 we find an overlap around 20%. For L ≥ 16 it is only a few percent, such that the results from the projection method are not reliable anymore and we find systematic deviations even after projecting.
At half filling the total number of particles stays constant, but the number of particles with spin up n ↑ is not necessarily equal to the number of particles with spin down n ↓ . For big system sizes the simulation can get stuck in a configuration where n ↑ = n ↓ . In this case S total z is not equal to zero and therefore the overlap with the sector S total = 0 almost vanishes. A solution to this problem is to use the quantization axis along the x-direction, leading to identical SDEs for n ↑ and n ↓ and therefore n ↑ = n ↓ is always guaranteed. However, even with this variant the results are not satisfying. The GQMC result shows big systematic deviations in the correlation functions at large distance. The overlap even becomes negative (and small in absolute value) for some projections, because many of the projected weights are negative. This leads to cancellation between positive and negative weights, reminiscent of the sign problem in conventional QMC.
Doped examples
Next we present results for doped Hubbard ladders. The chemical potential µ is adjusted to obtain the desired number of electrons and we fix U/t = 4. The results for the 8x2 system with n tot = 14 are compatible with the DMRG results (Fig. 13) . However, the error bars are bigger compared to the examples at half filling. The overlap with the ground state sector is only ≈ 12%.
We also find agreement for the 10x2 system with n tot = 18, even if the average overlap is only 6%. The energy from DMRG −16.6393 lies within 2σ of the PGQMC result −16.2244 ± 0.3206. Slightly doped Hubbard models are known to exhibit a strong sign problem in conventional QMC, therefore it is a considerable success to obtain correct results for this case.
B. Three leg ladders
Three leg Hubbard ladders are critical, thus the energy gap vanishes in the thermodynamic limit. As the low lying excitations lie closer to the ground state we expect that the density matrix from the simulation will contain more admixtures of excited states than for the two leg ladders. This would result in a smaller overlap with the ground state sector and thus a less efficient symmetry projection. We tested system sizes from L = 4 to L = 16. We obtain correct results up to L = 12 (Fig. 14) . For L = 16 the overlap becomes too small, leading to very large error bars (see Table II ). Note that in this case the energy obtained from GQMC alone is actually better than the energy afer the projection. However, the GQMC spin-spin correlations show large systematic deviations for large distances. Thus, neither 
C. Summary of the Hubbard ladder results
Let us summarize the results for the Hubbard ladders:
• For small system sizes GQMC yields correct results for weak interaction (U/t ≤ 2). Systematic deviations for intermediate interaction strength can be fixed by symmetry projection, but only for U/t not too large (U/t ≤ 8). For strong interaction we find systematic errors even for the symmetry projected result.
• The overlap has to be big enough in order to get meaningful results. In our simulations overlaps of > 30% lead to correct results. Overlaps below 10% are definitely too small. We obtained some nice results with overlaps in between 10 − 30%, but the reliability is not guaranteed.
• The overlap between the GQMC density matrix and the symmetry sector of the ground state de- creases with increasing system size. In our examples the overlap becomes too small for L ≥ 16. Using more walkers may help to increase the upper limit of L for the which PGQMC produces good values.
VI. SUMMARY AND OUTLOOK
The discussion in section III suggests that the systematic errors found in the Hubbard model close to half filling stem from non-vanishing boundary terms from the partial integration step in the derivation of the SDEs. This problem has also been reported for bosonic systems [6] , and we observe similar side effects of the boundary terms, such as spiking trajectories. Thanks to the overcompleteness of the Gaussian operator basis it is possible to modify the SDEs without changing the physical system. The hope is to find appropriate gauges to obtain a faster decaying distribution function, such that the boundary terms vanish. The study of the Metropolis algorithm showed that it leads to the same systematic errors as the reconfiguration scheme of walkers.
It is important to point out that for a large parameter range of the Hubbard model GQMC yields the correct results. Therefore it would be worthwhile applying the method also to other models. Checking for spikes and slow decaying probability distributions provides an important test of the reliability of the results.
We observed that the main effect of the boundary terms is that the solution from the simulation does not exhibit all the symmetries of the Hamiltonian. By projecting the density matrix onto the ground state symmetry sector it is possible to extract the correct ground state. In order to find the limits of the symmetry projec-tion method we have systematically tested it for Hubbard ladders and compared the results with DMRG calculations. The overlap between the density matrix and the ground state sector has to be big enough (> 30%) in order to obtain good results. The results agree well for systems up to 32 sites and an on site repulsion U < 10, beyond these values the overlap becomes too small. However, we were able to obtain the correct values for doped ladders, which suffer from the negative sign problem in auxiliary field QMC.
To conclude, even though GQMC is sign-free there are still unresolved problems. A future study will show how the boundary terms depend on the choice of gauges and if it is possible to avoid systematic errors even without projection.
Recently Aimi and Imada [11] presented a new variant of the projection method, called the pre-projection method, which allows to treat bigger system sizes. Instead of projecting the density matrix after the simulation they incorporate the projection into the sampling, which leads to a better convergence towards the ground state. The price however is the occurence of negative weights, or in other words a sign problem which in many cases seems to be tractable. The results for Hubbard models up to system sizes 10x10 look very promising. For intermediate U the projected distributions decay much faster, so that no boundary terms seem to be present. As the method enables to simulate doped and frustrated systems, it is one of the most promising ground state methods for fermions currently available. However, further tests are needed to check the reliability of the method.
