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Abstract
In the dimer model, a configuration consists of a perfect matching of a fixed graph. If the underlying
graph is planar and bipartite, such a configuration is associated to a height function. For appropriate
“critical” (weighted) graphs, this height function is known to converge in the fine mesh limit to a Gaussian
free field, following in particular Kenyon’s work.
In the present article, we study the asymptotics of smoothed and local field observables from the
point of view of families of Cauchy-Riemann operators and their determinants. This allows in particular
to obtain a functional invariance principle for the field; characterise completely the limiting field on
toroidal graphs as a compactified free field; analyse electric correlators; and settle the Fisher-Stephenson
conjecture on monomer correlators.
The analysis is based on comparing the variation of determinants of families of (continuous) CR
operators with that of their discrete (finite dimensional) approximations. This relies in turn on estimating
precisely inverting kernels, in particular near singularities. In order to treat correlators of “singular” local
operators, elements of (multiplicatively) multi-valued discrete holomorphic functions are discussed.
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2
1 Introduction
The dimer model is a classical model of statistical mechanics; it consists in sampling uniformly (or with
weights) perfect matchings of a bipartite graph. For planar graphs, Kasteleyn showed that the partition
function can be expressed as the Pfaffian of a properly signed (weighted) adjacency matrix for the graph,
the Kasteleyn matrix (or operator). In the small mesh limit, this operator can be interpreted as a finite
difference version of a ∂¯-operator. In the “Temperleyan” case we will be considering, dimer configurations
are in measure-preserving bijection with spanning trees on a related graph.
Following Thurston, one may associate a height function to a dimer configuration on the square lattice
(or another bipartite graph). As suggested by Benjamini, this height function can be understood in terms
of windings of the associated spanning tree.
In [35], Kenyon considers the scaling limit of the height function of dimers on the square lattice for
planar domains with appropriate boundary conditions, and proves that in the scaling limit, it converges in
distribution to a conformally invariant object for n-connected domains. This is based on precise asymptotics
of the inverse Kasteleyn matrix. In [36], he identifies this limiting distribution as the classical massless
Gaussian free field, in the simply connected case.
In the present article, we are interested in several extensions of these results. The main point of view
is that the invariance principles under consideration can be related in a natural way to Quillen’s theory of
families of Cauchy-Riemann (CR) operators ([53]).
The Kasteleyn matrix may be thought of as a discretisation of the Cauchy-Riemann ∂¯ operator:
∂¯f =
∂f
∂z¯
dz¯
and functions in its kernel (at least in some region of space) are discrete holomorphic functions. The question
of discretisation of various objects and properties of discrete complex and harmonic analysis, going back to
[20], has proved instrumental in the asymptotic analysis of combinatorial models such as the dimer and Ising
model ([35, 59, 58]).
We will consider broadly two types of perturbation of the “standard” situation where the Kasteleyn
operator approximates the ∂¯ operator.
Firstly, we will study regular perturbations, corresponding in the continuous limit to ∂¯ + α, α a smooth
“potential”. This will lead in particular to a complete description of the scaling limit of the dimer height
field on the torus as a compactified free field (Theorem 7).
Secondly, we will turn to singular perturbations. In the continuum, these may be thought alternatively
as ∂¯ + α, with α a potential with simple poles at prescribed singularities; or ∂¯ operating on multiplicatively
multivalued functions (or sections of a unitary line bundle over a punctured Riemann sphere). In this
situation, the operators are parameterised by the position of the punctures and the monodromy data. The
study of these families will lead to precise asymptotics for “electric” correlators of the dimer height field
(Theorem 24), partially answering the Open problem 1 [39]; and for monomer correlators (Theorem 28), in
fulfilment of the Fisher-Stephenson conjecture ([24], see also [11]). At some general level, all the end results
in the article (on compactification, electric and monomer/magnetic correlators) naturally fit in the classical
Coulomb Gas heuristics [47, 17].
The article is organised as follows. Section 2 provides brief background on the continuous free field, the
discrete dimer height field, and families of CR operators. In Section 3, we review the necessary results on
isoradial dimers. Invariance principles in the plane are discussed in Section 4. The case of toroidal graphs
is treated in Section 5. Section 6 describes a general surgery principle for (converging sequences) of discrete
CR operators. Discrete multi-valued holomorphic functions and electric correlators are described in Section
7. Monomers correlators are studied in Section 8.
3
2 Background and overview
The main goal of this article is to express asymptotics of natural dimer observables in terms of a (com-
pactified) free field; a key tool will be the study of families of (discrete and continuous) Cauchy-Riemann
operators and their variational properties. In this section we provide a brief introduction to these objects.
2.1 Free field
The Gaussian (or massless) free field is a Gaussian field with covariance kernel given by the Laplacian Green’s
function (or a multiple thereof). For a general introduction to the free field, see e.g. [56], Chapter 6 in [26],
the survey [55], and Section 4 in [18]; for the general theory of Gaussian spaces, see [30]. Here we will consider
the free field on the plane C or a torus Σ = C/(Z + τZ). In both cases, the Laplacian has a non-trivial
kernel consisting of constant functions. Consequently, the free field is only defined there up to an additive
constant.
Following Gross’ abstract Wiener space approach, one may regard the free field as a random element
φ of a Banach space, usually a Sobolev space modulo additive constants: H−ε(Σ)/R (for some positive
ε). The elements of this space, and thus realisations of the free field, are distributions (in the sense of
Schwarz, i.e. generalised functions). In order to avoid quotienting by constant functions, one may consider
its distributional total derivative, the current
J = dφ (2.1)
After brief reminders on Sobolev spaces, we will discuss the scalar free field (in the plane) and the
compactified free field.
2.1.1 Sobolev Spaces
The results described here are used mostly to state and obtain sharper results in Sections 4,5 and have no
bearing on Sections 6, 7 and 8.
For notational simplicity (and to avoid difficulties for domains with boundaries or unbounded domains),
we discuss here the case of the square torus Σ = C/(Z + iZ). See e.g. Chapter 7.1 in [60], and, for a
comprehensive treatment, see Chapters 8-9 in [7] or [1]. For k ∈ N, the space Hk(Σ) of functions with square
integrable k-th order derivatives is the completion of smooth functions on Σ w.r.t. to the norm
‖f‖Hk =
∑
α:|α|≤k
‖∂αf‖L2
where α denotes a multi-index (possibly empty) and |α| its order. For example, ‖f‖H1 = ‖f‖L2 + ‖fx‖L2 +
‖fy‖L2 .
More generally, for k ∈ N and p ≥ 1, one may consider the Sobolev space W k,p obtained as the completion
of smooth functions w.r.t.
‖f‖Wk,p =
∑
α:|α|≤k
‖∂αf‖Lp
For k ≥ 0, one can then define H−k(Σ) from Hk(Σ) by duality, using L2(Σ) as a pivot (see e.g. Remark 3
in Section 5.2 of [7]). Since we have a natural inclusion H0 = L2 ⊂ Hk with ‖.‖H0 ≤ ‖.‖Hk , we may write
H−k(Σ) ' {ϕ ∈ L(Hk(Σ),C) : sup
f∈Hk(Σ)
|ϕ(f)|
‖f‖Hk
<∞}
⊃ {ϕ ∈ L(H0(Σ),C) : sup
f∈H0(Σ)
|ϕ(f)|
‖f‖H0 <∞} = L
2(Σ) ⊃ Hk(Σ)
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Here L(U, V ) denotes the space of linear maps from U to V . Then one can interpolate between the Hk,
k ∈ Z, as follows. Take the Fourier basis of L2(Σ) given by
emn(x+ iy) = exp(2ipi(mx+ ny))
for m,n ∈ Z2, so that (Parseval)
L2(Σ) = {f : f =
∑
m,n∈Z
amnemn,
∑
|amn|2 <∞}
and
Hk(Σ) = {f : f =
∑
m,n∈Z
amnemn,
∑
(m2 + n2)k|amn|2 <∞}
For a “fractional” (not necessarily integer) Sobolev index s ∈ R, we may define
Hs(Σ) = {f : f =
∑
m,n∈Z
amnemn,
∑
(1 +m2 + n2)s|amn|2 <∞} (2.2)
which is the closure of smooth functions on Σ w.r.t. the norm
‖f‖2s =
∑
(1 +m2 + n2)s|amn|2
More intrinsically, set H0(Σ) = L2(Σ), and for s ∈ (0, 1), one can define an equivalent Sobolev norm by
‖f‖2s = ‖f‖2L2 +
∫
Σ2
|f(x)− f(y)|2
|x− y|2s+2 dA(x)dA(y)
where dA is the area measure (see 7.48 in [1]; with a slight abuse of notation, |x− y| is the distance on the
torus). For k ≥ 0, set e.g.
‖f‖k+s =
∑
α:|α|≤k
‖∂αf‖s
Then Hk+s(Σ) is the completion of smooth functions w.r.t. ‖.‖k+s. As for integer indices, the negative index
spaces may be defined from the positive index ones by duality.
We list below a few key properties of Sobolev spaces (specialised to the plane or compact surfaces).
1. For s < s′, the natural inclusion Hs
′ ⊂ Hs is a compact embedding (clear e.g. from (2.2)).
2. ∂∂x (resp.
∂
∂y ) defines a bounded operator H
s+1 → Hs (also clear from the definitions.)
3. Sobolev embedding: there is a natural bounded embedding Hk+s → W k,p, k ∈ N, s ∈ (0, 1), 2 ≤ p ≤
2
1−s (see 7.58 in [1]).
4. Morrey’s inequality. If f ∈ W 1,p, p > 2, α = 1 − 2p , then f is α-Ho¨lder and ‖f‖Cα ≤ c‖f‖W 1,p (see
Theorem 9.12 in [7]).
5. C∞(Σ) = ∩s∈RHs(Σ) (follows from Morrey’s inequality).
6. The space of distributions C∞(Σ)′ is given by C∞(Σ)′ = ∪s∈RHs(Σ) (if T is a distribution, φ 7→ T (φ)
extends to a bounded linear map on Hs for s large enough).
Remark that combining the Sobolev embedding with Morrey’s inequality shows that f ∈ H1+s is α-Ho¨lder
for α < s < 1.
5
2.1.2 Scalar free field
The (centred) free field on the plane C (resp. on a torus Σ) (see [56], Chapter 6 of [26], or [55]) is the
Gaussian field with action functional
S(φ) =
g0
4pi
∫
|∇φ|2dA (2.3)
i.e. it is the law on distributions φ ∈ C∞(C)′ (modulo additive constant) characterised by the fact that
for any zero-mean test function ψ ∈ C∞c (C) (resp. C∞c (Σ)),
∫
(ψφ)dA is a centered Gaussian variable with
variance 2pig0
∫
ψ∆−1ψdA, where g0 > 0 is the coupling constant and ∆ is the positive Laplacian:
∆= − ∂
2
∂x2
− ∂
2
∂y2
(Note that
∫
ψ∆−1ψdA is well-defined for a zero-mean function.)
Instead of working on the Fre´chet space of distributions, it is sometimes convenient to work on a Banach
space Hs. In dimension two, we can take s to be any negative number: φ ∈ Hs for any s < 0. Notice that
almost surely φ is not defined pointwise (and not even almost everywhere). Then the current J = dφ is
well-defined as a (random) 1-form with coefficients in Hs−1; it is closed in the sense that dJ = 0 in Hs−2.
In terms of the characteristic functional,
〈exp(i
∫
(ψφ)dA〉 = exp(− pi
g0
∫
ψ∆−1ψdA) (2.4)
where 〈〉 denotes the expectation with respect to the free field.
Instead of integrating against a smooth test function, it is often useful and natural to consider local
“operators”, involving the local behaviour of the field at a certain number of selected points. For a detailed
conceptual discussion, we refer the reader to [31]; we will need here only a few simple cases.
Current correlations.
As a basic example, one may consider current correlations, given by the Wick formula:
〈J(z1) . . . J(z2n)〉 = (2pig0−1)n
∑
{(α1,β1),...,(αn,βn)}
n∏
i=1
dzαidzβiG(zαi , zβi)
where the sum bears on the pairings {(α1, β1), . . . , (αn, βn)} of indices in {1, . . . , 2n} (for an odd number
of currents, the correlator vanishes due to the symmetry in law φ ↔ −φ). Here GC is the Green kernel
inverting the Laplacian:
(∆−1f)(z1) =
∫
GC(z1, z2)f(z2)dA(z2)
with
GC(z1, z2) = − 1
2pi
log |z2 − z1|
in the plane.
This expression makes sense when integrated against regular enough test functions ψ1(z1), . . . , ψ2n(z2n);
for instance, 〈(∫
ψ1∂xφdA
)(∫
ψ2∂yφdA
)〉
=
∫
ψ1(z1)∂
2
x1y2GC(z1, z2)ψ2(z2)dA(z1)dA(z2)
where zj = xj + iyj and ψ1, ψ2 are smooth test functions with disjoint supports.
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More generally, for any multi-index α, ∂αφ is a random distribution (which we can realise in H−s−|α| for
any s > 0). The correlator
〈∂α1φ(z1) . . . ∂αnφ(zn)〉
is specified by 〈∏
j
∫
ψj∂
αjφdA
〉 = ∫ 〈∂α1φ(z1) . . . ∂αnφ(zn)〉∏
j
ψj(zj)dA(zj)
for any n-tuple ψ1, . . . , ψn of test functions with disjoint support. (Again, this is only relevant when n is
even).
From this expression, we see that we can also use approximations of the identity. Let η be a compactly
supported smooth function with η ≥ 0 and ∫ ηdA = 1, and for δ small set ηδ(z) = δ−2η(δ−1z). Then
〈∂α1φ(z1) . . . ∂αnφ(zn)〉 = lim
δ↘0
〈∏
j
∫
ηδ(−zj + ·)∂αjφ
〉
(2.5)
Notice that for any δ > 0, the RHS is a well-defined random variable. More generally, let U be an open set and
z /∈ U . Let F (φ|U ) be a, say, bounded r.v. depending only on the field in U (eg F (φ|U ) = f(
∫
ψ1φ, . . . ,
∫
ψnφ),
for test functions ψ1, . . . , ψn supported in U). Then one can define
〈∂αφ(z)F (φ|U )〉 = lim
δ↘0
〈
F (φ|U )
∫
ηδ(z + ·)∂αφ
〉
Electric correlators.
After distributional derivatives of the field, the next local operators to consider are electric vertex operators
(e.g. Lecture 1.6 in [25], 10.4.1 and 12.6.2 in[16]), which we write formally as exp(iαφ(z)) where the constant
α is the charge. The difficulty is that, as φ is not defined pointwise but as a distribution, it may not a priori
be composed with the nonlinear function exp. A standard normalisation scheme (e.g. Section 1.6 in [25])
consists, as in (2.5), in mollifying the field to obtain well-defined variables and take the limit of the resulting
correlators as δ ↘ 0. However, in order to obtain a non-degenerate limit, we now need a multiplicative
counterterm.
Let us specialise to the simplest case, which is the one relevant in this article, where we want to define a
regularised “〈exp(i∑j αφ(zj))〉”. Here z1, . . . , zn are distinct points in the plane and α1, . . . , αn are charges
adding up to zero (which we need since φ is defined modulo an additive constant). We start with the
well-defined, mollified correlator 〈
exp
i∑
j
αj
∫
φηδ(−zj + ·)
〉
which, by (2.4), equals
exp
− pi
g0
∑
j,k
αjαk
∫
ηδ(−zj + u)GC(u, v)ηδ(−zk + v)dA(u)dA(v)

In this sum, the off-diagonal terms have a finite limit (as δ ↘ 0), while the diagonal terms have a logarithmic
but purely local (i.e. independent of the position and nature of the other insertions) divergence. Indeed, by
scaling we have∫
ηδ(u)GC(u, v)ηδ(v)dA(u)dA(v) = − 1
2pi
log δ +
∫
η(u)GC(u, v)η(v)dA(u)dA(v)
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Let us choose η so that the RHS is − 12pi log δ. Then
〈: exp(i∑j αjφ(zj)) :〉C def= limδ↘0 δ− 12g0 ∑j α2j 〈exp(i∑j αj ∫ ηδ(−zj + ·)φ)〉C
=
∏
j<k |zj − zk|
αjαk
g0
(2.6)
where the colons recall the implicit multiplicative counterterm. More generally, if F (φ|U ) is a test function
as below (2.5), z1, . . . , zn /∈ U¯ , we may define
〈: exp(i
∑
j
αjφ(zj) : F (φ|U )〉 def= lim
δ↘0
δ−
1
2g0
∑
j α
2
j 〈exp(i
∑
j
αj
∫
ηδ(−zj + ·)φ)F (φ|U )〉
Magnetic correlators.
Another set of “local operators” is given by magnetic correlators. These are disorder variables, i.e. they
represent a modification of the state space rather than a modification of the state weights. Specifically, given
marked points z1, . . . , zn and “magnetic charges” m1, . . . ,mn, one considers additively multivalued functions
which increase by 2pimj when cycling clockwise around zj ; one requires
∑
jmj = 0 so that the function is
single-valued near infinity. This defines an affine state space with a single element of minimal (at least after
normalisation) Dirichlet energy:
φ0 =
∑
j
mj= log(z − zj)
In the Gaussian formalism, offsetting fields by a harmonic function φ0 results in multiplying the partition
function by exp(− g04pi
∫
Σ
|∇φ0|2dA) (see e.g. Section 5 in [18] for a discussion of free field partition functions).
Here the Dirichlet energy is infinite, due to logarithmic singularities at the zj ’s. A regularised Dirichlet energy
is obtained by discarding the leading part (as δ ↘ 0) of ∫
(∪jD(zj ,δ))c |∇φ0|2dA. Representing by Om(z) a
magnetic charge m at z, we will thus consider the following regularised correlator:
〈:
∏
j
Omj (zj) :〉 def= exp
(
− g0
4pi
∫ reg
|∇φ0|2dA
)
where ∫ reg
|∇φ0|2dA def= lim
δ↘0
∫
(∪jD(zj ,δ))c
|∇φ0|2dA+ 2pi
∑
j
m2j log |δ|

Again, in the planar case this correlator has a simple evaluation. Indeed, note that φ0 has the same Dirichlet
energy as its (single valued) harmonic conjugate φ˜0 =
∑
jmj< log(z − zj). By Green’s formula,∫
Σ\(∪jD(zj ,δ))
|∇φ˜0|2dA =
∑
j
∫
C(zj ,δ)
φ˜0∂nφ˜0d` = −2pi
∑
j
(mj +O(δ))(mj log |δ|+
∑
k 6=j
mk log |zk − zj |+O(δ))
= −2pi(
∑
j
m2j ) log |δ| − 2pi
∑
j 6=k
mjmk log |zj − zk|
so that
〈:
∏
j
Omj (zj) :〉C =
∏
j<k
|zj − zk|g0mjmk (2.7)
2.1.3 Compactified free field
Up to now, we have discussed the scalar free field, taking real values. An important variant is the compactified
free field (Lecture 1.4 in [25], 6.3.5 and 10.4.1 [16]), taking values in the circle R/2pirZ; let us begin with
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an informal discussion. Given two Riemannian manifolds S and T , the classical harmonic mapping problem
consists in finding a mapping φ : S → T which minimises Dirichlet energy, for instance within a homotopy
class. For example, the harmonic mappings C/Υ → R/2pirZ are written z 7→ <(zw¯), where <(`w¯) ∈ 2pirZ
for all ` ∈ Υ (Υ a lattice). In the quantised version of the problem, one considers mappings φ : Σ→ R/2pirZ
(Σ a surface) with action functional given by the Dirichlet energy
S(φ) =
g0
4pi
∫
Σ
|∇φ|2dA
and distribution formally given by “e−S(φ)
∏
x∈Σ dφ(x)” (the “flat measure” “
∏
x∈Σ dφ(x)” does not make
sense in and of itself).
In order to reduce to the well-understood scalar free field discussed above, observe that φ can be decom-
posed as the sum of a harmonic mapping φh and a scalar part φs : Σ→ R, projected on R/2pirZ; moreover
the decomposition is unique up to additive constants.
Indeed, the current J = dφ is well defined as a closed 1-form on Σ: dJ = 0. Its periods
∫
γ
J , γ a cycle
on Σ, are integer multiple of 2pir. Manifestly there is an equivalence
{mappings Σ→ R/2pirZ} modulo additive constant↔ {J ∈ Ω1(Σ), dJ = 0,
∫
γ
J ∈ 2pirZ ∀γ ∈ H1(Σ,Z)}
On a compact Riemannian manifold, closed forms may be decomposed uniquely as the sum of an exact
form and a harmonic form (i.e. the de Rham cohomology groups are represented by harmonic forms). Here
it means we may write the Hodge decomposition (e.g. Theorem 5.2 in [62], specialised here to closed 1-forms
on surfaces) as
J = dφ = ωh + dφs (2.8)
where φs : Σ→ R is well defined up to additive constant and ωh is closed and harmonic: dωh = d ∗ ωh = 0,
where ∗ is the Hodge star operator on 1-forms. (If x, y are isothermal coordinates on the surface Σ, i.e. if
the metric is given locally by dx⊗ dx + dy ⊗ dy, then ∗(fdx + gdy) = (fdy − gdx)). The harmonic 1-form
ωh integrates to an additively multivalued harmonic function φh with periods in 2pirZ.
In the case of interest to us (the torus Σ = C/(Z + τZ)), it is very easy to justify directly (2.8). The
closed 1-form J lifts to a periodic (under action of the lattice Z + τZ) 1-form J˜ on C. By the Poincare´
lemma, it is the differential of a function: J˜ = dφ˜. Since the derivatives of φ˜ are periodic, it readily appears
that φ˜ is additively quasiperiodic: there are α, β s.t.
φ˜(z +m+ nτ) = φ˜(z) +mα+ nβ
for any m,n ∈ Z, z ∈ C. Then there is a unique affine function of type A : z 7→ a<(z) + b=(z) s.t. φ˜− A is
periodic. Setting ωh = adx + bdy, φs = φ˜ − A gives the decomposition (2.8). Uniqueness is also clear from
that argument.
On the space Ω1(Σ) of 1-forms, there is a natural scalar product given by
(ω1, ω2) =
∫
ω1 ∧ ∗ω2
so that S(φ) = g04pi (J, J). Moreover the decomposition (2.8) is orthogonal w.r.t. this scalar product (as
follows easily from Stokes’ formula) and
S(φ) = S(φs) + S(φh)
Given this discussion for smooth (or at least C1) mappings, it is rather natural to define a free field on Σ with
compactification radius r as the data (ωh, φs) where the two components are independent. The harmonic
form ωh is the instanton component and φs is the scalar component.
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The 1-form ωh has unnormalised distribution
exp(− g0
4pi
∫
Σ
ωh ∧ ∗ωh)dµ(ωh)
where µ is the counting measure on the lattice of harmonic 1-forms with periods in 2pirZ:
∫
γ
ωh ∈ 2pirZ for
any closed cycle γ. The scalar component φs is a scalar free field with covariance kernel 2pig
−1
0 GΣ (and is
defined modulo additive constant; here GΣ is the Green kernel inverting the Laplacian on Σ).
Finally, let us mention that, similarly to Kramers-Wannier duality for the Ising model, the free field
possesses an abelian duality which is a simple example of T -duality (Lecture 1.5 in [25], 10.4.1 in [16]). For
a well-chosen normalisation of the field, T -duality inverts the compactification radius and exchanges electric
(order) operators with magnetic (disorder) operators. This gives (additional) motivation for the introduction
of magnetic operators, as well as a conceptual interpretation of the similarly between the expressions (2.6)
and (2.7).
2.2 Dimers
For simplicity, we discuss here dimers on the square lattice Z2; however we shall subsequently consider the
more general framework of isoradial graphs. For background on dimers, see [39] and references therein.
We will consider the square lattice itself, or some portion of it, or its quotient by a large scale lattice
(yielding a graph embedded on a torus). A perfect matching or dimer configuration consists in a selection
of edges such that each vertex abuts exactly one selected edge. For a finite graph, one may consider the
uniform measure on such matchings. A Gibbs measure on matchings of the infinite volume graph Z2 may
be obtained as the weak limit of finite volume measures ([13, 41, 15]). The analysis of dimers, in particular
in the fine mesh limit, relies crucially on Kasteleyn’s Pfaffian enumeration of dimer configurations ([32]) for
planar graphs.
Following Thurston, to every dimer configuration on such a graph derived from Z2, one may associate
an integer-valued (in some normalisation) height function h on its dual graph. Equivalently (with some care
given to boundary conditions for bounded domains and to Gibbs measures in the plane), one can consider
the 6-vertex model at the free-fermionic point and the corresponding height function, introduced in [61]; see
e.g. Section 5 in [19] for a discussion of this formulation.
Kenyon established in several set-ups that in the small mesh limit this height function converges to a
free field ([36]); this has been extended in [15, 41, 38]. Specifically (for the square lattice), one can obtain a
local central limit theorem, showing convergence of discrete current correlators to their free field limit. By
integration against a test function, this gives the correct limit in law for the discrete height field, in some
finite dimensional marginal sense. An approach of the GFF invariance principle for the dimer height function
(on the hexagonal lattice, for certain boundary conditions including facets) and related models can be found
in [5] and subsequent articles.
The main goal of the article is to study, in the toroidal case, convergence of the height (current) to
the compactified free field (current); and in the planar case, to express the asymptotics of suitable dimer
observables to regularised correlators of electric and magnetic operators for the free field.
While the relationship between dimer height functions and the scalar free field was highlighted by these
works, the relation with the compactified free field becomes apparent when considering toroidal graphs. There,
only the height current is well-defined, and the height function is additively multivalued (when tracing it
along non-contractible cycles on the torus): as explained earlier, it splits into an instanton and a scalar
component. In the case of the hexagonal lattice, the limiting distribution of the instanton marginal was
identified in [6], in agreement with what is predicted by the compactified free field. This will be extended in
the present article.
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By analogy with vertex correlators for the free field, one may consider the asymptotics of discrete ob-
servables of the type: 〈exp(i∑j αjh(zj)〉, where h denotes the height function and the weights αj sum up to
zero. The systematic study of these electric vertex correlators for dimer height functions has been initiated
by Pinson ([51]) and will be further discussed here.
A classical question for dimers, introduced by Fisher and Stephenson in [24], is the problem of monomer
correlations. Specifically, the question is to estimate the variation of the partition function when a certain
number of vertices are removed from the graph. A motivation for this question is a close analogy with Ising
correlations, as illustrated by Hartwig’s results ([29]) for monomer pair correlations on the diagonal. More
recently, a series of articles by Ciucu (see [11, 12] and references therein) has born on several variants of
monomer correlations, in particular correlations of appropriate “islets” on the hexagonal lattice. The case of
monomer insertions on the boundary of the half-square lattice Z×N is addressed in [52]. In terms of height
function, monomer insertions may be thought of as magnetic charges. Indeed, in the presence of monomers
(in the bulk), the height function becomes additively multivalued, picking fixed additive constants when
cycling around monomers (or larger defects).
2.3 Families of Cauchy-Riemann operators
We shall be mostly concerned with establishing convergence of dimer observables (height field, vertex corre-
lators) to the corresponding (compactified) free field quantities. In all cases, the arguments will be based on
the analysis of families of Cauchy-Riemann operators and their discrete counterparts. While not logically
needed later on, the analogies with existing results on family of CR operators in the continuum guide many
of our arguments, especially in Section 5.
A Cauchy-Riemann operator in the sense of Quillen ([53]) is a first-order differential operator D : Ω0(L)→
Ω0,1(L) of type:
D = ∂¯ + α = dz¯
(
∂
∂z¯
+ a
)
operating on sections of a complex line bundle L over a compact Riemann surface Σ, say; here α = adz¯
is a (0, 1)-form. The operator D maps smooth sections of L to smooth (0, 1)-forms with values in L (i.e.
something of type sdz¯, where s is a smooth section of L).
For our purposes (working on the plane and on the torus), we can trivialise L and the cotangent bundle,
and it will be enough to simply consider first-order differential operators of type:
ϕ 7−→
(
z 7→ ∂ϕ
∂z¯
+ α(z)ϕ(z)
)
operating on smooth functions (on the plane or the torus).
These operators constitute an affine (infinite-dimensional) complex space parameterised by the “poten-
tials” α. Given a metric on Σ and L (so that tangent spaces to Σ are Euclidean and fibers of L are Hermitian),
one can define an adjoint operator D∗ and the Laplacian-type operator D∗D. The latter has a ζ-regularised
determinant detζ(D
∗D) (e.g. Section 9.6 in [4]). In [53], it is shown in particular how to evaluate the log-
arithmic variation of this determinant when D varies among Cauchy-Riemann operators. This is controlled
by the asymptotic expansion of the inverting kernel of D near the diagonal. More precisely, if D is invertible,
we have the near diagonal expansion (in the standard local coordinate):
D−1(z, w) = D−1w (z, w) + rα(w) +O(|z − w|)
where D−1w is the parametrix:
D−1w (u, v) =
1
pi(u− v) exp(2i=(a(w)(u− v)))
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and α(w) = a(w)dw¯ (here D−1w inverts the translation invariant operator that agrees with D at w). The
curvature formula in [53] is based on the variational identity (specialised here to the simple case of line
bundles on a flat torus):
d
dt
log detζ(D
∗
tDt) =
i
2
∫
Σ
rαt(w)dw ∧ α˙t =
∫
Σ
rαt(w)a˙t(w)dA (2.9)
where Dt = (∂¯ + αt(z)) is a smooth parametric family of CR operators. This is itself a specialisation of the
general variational formula for ζ-determinants of Laplacian-type operators (e.g. Proposition 9.38 in [4]).
For instance, consider a flat torus Σ = C/(Z + τZ) and a flat unitary line bundle corresponding to a
unitary character χ : pi1(Σ) ' Z+τZ→ U. Global sections of this bundle are identified with multiplicatively
multivalued functions on Σ corresponding to the character χ. These sections may be written as
s(z) = f(z) exp(2i<(zλ¯))
where f is a (single-valued) function on Σ and λ is s.t. χ(1) = exp(2i<(λ)) and χ(τ) = exp(2i<(λτ¯)).
If we write the ∂¯ operator on this line bundle with this trivialisation, we get the (translation invariant)
Cauchy-Riemann operator
D = ∂¯ + λdz¯
In this case, detζ(D
∗D) is the (square of) the Ray-Singer analytic torsion ([54]). This is a numerical invariant
depending on the complex structure of the torus (the modulus τ) and the character χ. The spectrum and
semigroup for the Laplacian D∗D are completely explicit, and the evaluation of detζ(D∗D) reduces to a
problem in analytic number theory known as the Second Kronecker Limit formula (see Section 4 in [54]).
An alternative approach to the evaluation of detζ(D
∗D) is based on a variational analysis (when varying
χ, τ being fixed). Applying the Quillen variational formula (2.9) to the family (∂¯ + λdz¯)λ, one obtains an
alternative evaluation (up to multiplicative constant depending on τ) of the analytic torsion; this is carried
out in particular by Fay in [22] (Chapter 3). (As we shall see in Section 5, mimicking this approach at the
discrete level leads to a characterisation of the instanton component of the dimer height field).
More generally, one may also consider CR operators written as
D = ∂¯ + gz¯dz¯
which corresponds to changing the metric on the trivial line bundle. Indeed, if we define a metric on the
trivial bundle in such a way that eg is a unitary section, and write a generic section as s = feg, then with
respect to this trivialisation the ∂¯ operator is written as D = ∂¯ + gz¯dz¯. (Remark that the definition of the
adjoint ∂¯∗ involves the metric on the line bundle). Again (2.9) quantifies the variation of detζ(∂¯∗∂¯) under
change of the metric on the trivial line bundle (“anomaly”), or in terms of this trivialisation the variation
of detζ(D
∗D) under change of g. (In the asymptotic analysis, this will correspond to the scalar component
of the height/compactified free field).
Then one can consider varying jointly the complex structure of the bundle and its metric; this corresponds
to a family
D = ∂¯ + (λ+ gz¯)dz¯
of Cauchy-Riemann operators.
In order to deal with vertex correlators, we will need to control more singular situations. For instance
in the plane with n punctures Σ = C \ {z1, . . . , zn}, consider a fixed unitary character χ of pi1(Σ) and the
associated complex line bundle Lχ(zj) over Σ and ∂¯ operator. (A section of this bundle may be identified
with a multiplicatively multivalued function on Σ, that gets multiplied by χ(`) when tracked along a non-
contractible loop `). Here the punctures induce a logarithmic divergence in the evaluation of detζ(∂¯
∗
L∂¯L) and
an additional principal part regularisation is needed (see [49]). One may distinguish two types of variations:
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a moduli space (isomonodromic) variation (moving the punctures and keeping the character fixed) and a
Jacobian variation (changing the character/complex structure of the line bundle with fixed punctures).
On the discrete side, Kasteleyn ([32]) has shown how to evaluate the partition function of dimer config-
urations on a planar graph as the determinant (in the bipartite case) of a nearest neighbour linear operator.
This operator may be interpreted as a finite difference version of ∂¯, which is reflected in the asymptotic
expansion of its inverse ([35, 37, 41]) and underpins the analysis of the scaling limit of dimers.
We will be relying systematically on this interpretation: in order to evaluate variations of the partition
function, we will consider the associated modified Kasteleyn operator as a discrete version of a CR operator
varying in a family. Variational formulae, both at the discrete and continuous level, involve the behaviour
of the inverting kernel near the diagonal (after substracting the leading singularity, which is that of a
translation-invariant operator). Convergence of observables will follow from convergence of these leading
non-trivial coefficients in the short-range expansion of inverting kernels. For vertex correlators, this will
involve a rather detailed study of discrete holomorphic functions with prescribed monodromy.
2.4 Main results
We are interested in asymptotic properties of the dimer height function on a suitable graph (e.g. the square
lattice Z2) either for a fixed mesh δ = 1 and at large enough scale, or at fixed scale as the mesh δ goes to
zero; h denotes a dimer height function on a fixed lattice, and hδ denotes the height on a mesh δ lattice
(infinite volume measures are discussed in Section 4.1).
In order to outline the general philosophy and structure of the manuscript, we state (somewhat informal)
versions of the main results, together with the relevant family of CR operators. The correspondence between
dimer observables and families of CR operators (or Hermitian line bundles) goes as follows:
• scalar field ↔ variation of the Hermitian norm of the line bundle
In terms of operators, this corresponds (in the continuum) to ∂¯ + α, α a smooth potential; this yields
e.g. relatively sharp results on height fluctuations in the plane (Corollary 4), refining earlier results
of [36, 15]. This may be stated as follows: as the mesh δ goes to zero, the distribution of the height
“current” 2pidhδ, seen as a probability measure on H
−2−ε
loc (C), converges weakly to the distribution of
a free field current J = dφ with coupling constant g0 =
1
2 .
• instanton component ↔ variation of the complex structure of the line bundle
On a torus, the law of the periods (
∫
A
dh,
∫
B
dh) of the dimer height current converges to that of the
periods of a compactified free field (current). This was known in the case of the hexagonal lattice [6].
Moreover, we have (Theorem 7): as the mesh goes to zero, the dimer height current 2pidhδ converges in
law to a compactified free field current with radius of compactification 1 and coupling constant g0 =
1
2 .
The result is stated as a functional invariance principle (convergence of probability measures on abstract
Wiener space); a strong invariance principle (quantitative coupling between dhδ and the limiting current
J) could also be obtained from these methods.
• variation of electric vertex correlators 〈: exp(i∑j αjφ(zj) :〉 w.r.t. position of insertions ↔ family
(z1, . . . , zn) 7→ Lχ(zj)
In the plane (say in the fixed mesh, large separation regime), if x1, y1, . . . , xn, yn are at large and
comparable pairwise distances, and s1, . . . , sn are small enough, then (Proposition 22)
〈exp(2ipi
∑
sj(h(yj)− h(xj)))〉dimer = 〈: exp(i
∑
sj(φ(yj)− φ(xj)) :〉GFF(c+ o(1))
where φ is a free field with g0 =
1
2 , and the positive constant c depends on the exponents sj and
(possibly) on the lattice (recall (2.6)).
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• variation of electric vertex correlators 〈: exp(i∑j αjφ(zj) :〉 w.r.t. charges ↔ family χ 7→ Lχ(zj)
This allows to state Theorem 24, which extends the previous result to the case sj ∈ (− 12 , 12 ) (this
condition is sharp, at least in the case of one pair).
• Monomer correlations.
See Section 8.1 for a precise definition of the monomer correlation
MonM (b1, . . . , bp, w1, . . . , wp)
where M is the graph carrying dimer configurations, the bj ’s (resp. wj ’s) are black (resp. white)
vertices; it may be thought of as the ratio of the dimer partition function in M \ {b1, . . . , wp} by the
partition function in M .
This corresponds to the family (b1, w1, . . . , bp, wp) 7→ Lχ(b1,...,wp) with χ(`) = −1 for any loop ` encircling
a single puncture; this is the limiting case s ↗ 12 of the objects considered in the analysis of electric
correlators. However, the situation is now complicated by the appearance of growth conditions at the
punctures, that distinguish black from white monomers. For instance, when p = 1, the relevant line
bundle over Cˆ \ {x, y} has local sections s with monodromy (−1) around x, y and s(z) = O(
√
z−x
z−y )
near x, y.
The conclusion of that analysis is Theorem 28:
Mon(b1, . . . , wp) = 〈: O1(w1) . . .O1(wp)O−1(b1) . . .O−1(bp) :〉GFF(c+ o(1))
for large and mutually comparable pairwise distances (recall (2.7), where again g0 =
1
2 ).
Remark that in recent work ([40]), Kenyon employs related variational argument for rank 2 bundles in
his study of the double dimer model.
3 Dimers on isoradial graphs
In this section, we are following the formalism of [20, 45, 37, 9] for isoradial (critical) graphs. Notations and
conventions are mostly as in [9].
3.1 Kasteleyn operator
3.1.1 Critical graphs
Consider a tiling Λ of the plane by rhombi with edge length δ. As faces have even degree, it is bipartite
(ie there is a 2-colouring of vertices, say red and blue). Thus one may obtain two graphs from this tiling:
the vertices of Γ are the blue vertices and are joined by an edge if they are vertices of the same rhombus;
similarly the vertices Γ† are the red vertices of Λ. The graphs Γ and Γ† are dual. They are also isoradial
in the sense that each face of Γ is inscribed in a circle of radius δ, the center of which is the corresponding
vertex of the dual Γ†. The dual of Λ is denoted ♦. By abuse of terminology, we sometimes identify a graph
with the set of its vertices.
We will work under the following assumption (see [9]):
(♠) : the lozenge angles belong to [η0, pi − η0] for some fixed η0 ∈ (0, pi) (3.10)
Here η0 > 0 is fixed once and for all; throughout, “absolute” constants may depend on η0 (but not on Λ
etc). In particular, all error estimates on Green kernels, Cauchy kernels and their variants are uniform in
Λ under (♠).
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One can form a new bipartite graph M as follows: black (resp. white) vertices of M are the vertices
(resp. centers) of rhombi in Λ. Edges of M are half-diagonals of the rhombi in Λ. We will be interested in
perfect matchings of M (or subgraphs of M). We refer to vertices of M as nodes. Black nodes corresponding
to vertices of Γ (resp. vertices of Γ†) are vertex nodes (resp. face nodes); white nodes are edge nodes.
Denote MV ' Γ, MF ' Γ†, MW ' ♦ the sets of vertex nodes, face nodes and edge nodes (ie white nodes)
respectively, and MB = MV unionsqMF ' Λ (black nodes). See Figure 1. Notice that M is itself isoradial, with
all faces inscribed in circles of radius δ/2.
Figure 1: (1) A portion of a rhombus tiling Λ. (2) Dual graphs Γ (solid) and Γ† (dashed) obtained from Λ.
(3) Corresponding bipartite graph M .
Let MB (resp. MW ) be the set of black (resp. white) vertices of M . The Kasteleyn operator K : CMB →
CMW is given by (see Section 3.1 of [37], where it is denoted by KBW ):
(Kf)(w) =
∑
b∼w
K(w, b)f(b)
where K(w, b0) =
i
2 (b3 − b1) if b0, b1, b2, b3 are the black neighbours of w listed in counterclockwise order; ∼
denotes adjacency in the relevant graph, here M . (Remark that in the present article, we consider only the
special subclass of isoradial graphs, the “Temperleyan” ones).
For our purposes, it will be convenient to consider a real operator K : RMB → RMW which differs from
K by the argument of its entries: K(w, b) = ±|K(w, b)|, where the sign depends on a chosen orientation
of (w, b) ∈ EM , which now we describe (see [14]). Pick an arbitrary orientation of edges of Γ; then orient
edges of Γ† in such a way that if (xx′) is an oriented edge of Γ, (yy′) the dual oriented edge of Γ†, then
((xx′), (yy′)) is a direct frame. Each edge of M is a half-edge of an edge of either Γ or Γ† and inherits its
orientation. Then K(w, b) = +|K(w, b)| (resp. K(w, b) = −|K(w, b)|) if (wb) is positively (resp. negatively)
oriented. One readily checks that this yields a Kasteleyn orientation of M , i.e. an orientation such that each
face has an odd number of clockwise oriented edges on its boundary.
For brevity of notations it will also be convenient to assign an argument ν to each vertex of M . If
w ∈ MW is on the oriented edge (xx′) of Γ, set eiν(w) = x′−x|x′−x| ; also set eiν(b) = 1 if b ∈ Γ is a vertex node
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and eiν(b) = i if b ∈ Γ† is a face node. Then it is easy to check that
K(w, b) = eiν(w)K(w, b)eiν(b) (3.11)
for all b, w, i.e. K is obtained by composing K with diagonal operators.
Translating results of [37] obtained for K in terms of K (see also [9]), we have the following fundamental
results on the inverting kernel K−1:
Theorem 1 ([37]). 1. For any w ∈ MW , there is a unique fw ∈ RMB satisfying Kfw = δw and
fw(b) −−−−→|b|→∞ 0. Set K
−1(b, w) = fw(b).
2. If x, y, x′, y′ are black vertices in ccwise order around w,
K(w, x)K−1(x,w) =
1
2pi
arg
(
y′ − x
y − x
)
.
3. As |b− w| → ∞,
K−1(b, w) = <
(
eiν(w)eiν(b)
pi(b− w)
)
+O
(
δ
|b− w|2
)
Proof. See respectively Theorem 4.1, Theorem 4.2 and Corollary 7.4 in [37], and also Theorem 2.14 in [9]
for the general case.
Remarks.
1. If E,F are (say, finite) sets, T : E × F → C (a “kernel”), we may consider the corresponding linear
operator (also denoted by T by a slight abuse of notation) T : CF → CE defined by
(Tϕ)(e) =
∑
f∈F
T (e, f)ϕ(f)
Throughout the article we will identity the kernel T : E × F → C with the corresponding “integral”
operator T : CF → CE ; this applies to K,K−1 and their variants. A useful heuristic is to think of K−1
as a discretisation of the classical integral operator
ϕ 7−→
(
w 7→
∫∫
ϕ(z)
dA(z)
pi(z − w)
)
(for, say, ϕ smooth and compactly supported on C), which inverts ∂∂z¯ (∂¯-Poincare´ Lemma, see e.g.
Theorem 1.28 in [62]).
2. Remark the following simple scaling property. If Λ is a lozenge tiling with mesh 1, with associated
operator KΛ (and inverting kernel K
−1
Λ ), one may consider the tiling δΛ with mesh δ and associated
operator KδΛ (and inverting kernel K
−1
δΛ ). Then for all b ∈MB , w ∈MW ,
KδΛ(δb, δw) = δKΛ(b, w)
K−1δΛ (δb, δw) = δ
−1KΛ(b, w)
Observe that the asymptotic expansion of K−1 given in Theorem 1 is invariant under scaling (replacing
Λ with δΛ); fixing the position of b, w and letting δ ↘ 0 or fixing δ = 1 and letting |b − w| → ∞ are
equivalent points of view.
16
3. As mentioned below (3.10), the error is uniform in the tiling Λ under (♠). Let us phrase this uniformity
extensively (once and for all): there is C = C(η0) > 0 s.t. for all tiling Λ with mesh δ satisfying (♠),
and all b ∈MB , w ∈MW , we have∣∣∣∣K−1(b, w)−<(eiν(w)eiν(b)pi(b− w)
)∣∣∣∣ ≤ C ( δ|b− w|2
)
3.1.2 Interpretation as finite difference operators
First-order operators.
Define restriction operators RB : C
0(R2,C)→ RMB and RW : C(0,1)(R2,C)→ RMW by:
(RBϕ)(b) = <(eiν(b)ϕ(b)) b ∈MB
(RWα)(w) = <(e−iν(w)α/dz¯) w ∈MW (3.12)
that restrict complex-valued functions (resp. (0, 1)-forms) to black (resp. white) nodes. Note that these
operators are only R-linear. For ϕ a function on C, we define restriction operators RB , R¯B : C0(R2,C) →
CMB and RW : C(0,1)(R2,C)→ CMW , R¯W : C(1,0)(R2,C)→ CMW , by:
(RBϕ)(b) = (R¯Bϕ)(b) = ϕ(b) b ∈ Γ
(RBϕ)(b) = −(R¯Bϕ)(b) = iϕ(b) b ∈ Γ†
(RW (fdz¯))(w) = e
−iν(w)f(w) w ∈MW
(R¯W (fdz))(w) = e
iν(w)f(w) w ∈MW
(3.13)
In other words, (RBϕ)(b) = e
iν(b)ϕ(b) and R¯Bϕ¯ = RBϕ. Similarly R¯W α¯ = RWα.
If ϕ is a C1 function on C, a direct computation shows that:
(K(RBϕ))(w) =
1
2
<
(
|y − y′|(ϕ(w + u. |x
′ − x|
2
)− ϕ(w − u. |x
′ − x|
2
) + i|x− x′|(ϕ(w + iu. |y
′ − y|
2
)− ϕ(w − iu. |y
′ − y|
2
)
)
= 2µ♦(w)
(
<
(
∂ϕ
∂w¯
(w)u¯
)
+ o(1)
)
= 2µ♦(w)(RW (∂¯ϕ)(w) + o(1))
where (xx′) is the oriented edge of Γ corresponding to w, (yy′) the dual edge, u = eiν(w) and µ♦(w) is the
area of the rhombus of Λ containing w (and thus of order O(δ2)).
Similarly, we have
K(RBφ) = 2µ♦RW (∂¯φ) +O(δ2ωφ′(δ))
= 2µ♦RW (∂¯φ) +O(δ3ωφ′′(δ))
(3.14)
where ω designates the modulus of continuity, φ′ and φ′′ the gradient and Hessian of φ, and µ♦ is seen as a
diagonal operator on CMW . The second line uses symmetry of a lozenge around its centre w and shows that
K is a “surconvergent” first-order difference scheme (first-order significant term and third-order remainder).
This explains “better than expected” error terms later on, as e.g. in Lemma 10.
We will also consider Kα,Kα, perturbations of K,K by a (0, 1)-form α. Define
Kα(w, b) = K(w, b) exp(2i=
∫ b
w
α)
Kα(w, b) = K(w, b) exp(2<
∫ b
w
α)
(3.15)
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where α is a smooth (0, 1)-form: α = a(z)dz¯. Observe that
Kα(RBϕ)(w) = K(RB(ϕ˜))(w)
where ϕ˜(z) = ϕ(z) exp(2i= ∫ z
w
α). We deduce (here α = adz¯)
Kα(RBφ) = 2µ♦RW (∂¯ϕ+ ϕα) + δ2O(ωϕ′(δ) + δ‖ϕ′‖∞‖a‖∞ + ‖ϕ‖∞ωa(δ) + ‖ϕ‖∞δ‖a‖2∞)
= 2µ♦RW (∂¯ϕ+ ϕα) +O(δ3‖ϕ‖C2(1 + ‖a‖C1)2)
= 2µ♦RW (∂¯ϕ+ ϕα) +O(δ4‖ϕ‖C3(1 + ‖a‖C2)3)
(3.16)
In the case α = λdz¯ for some fixed λ ∈ C, we denote simply Kλ = Kλdz¯. We have Kλ(w, b) =
e−2<(λ¯w)K(w, b)e2<(λ¯b) and consequently
K−1λ (b, w)
def
= e−2<(λ¯b)K−1(b, w)e2<(λ¯w)
satisfies KλK
−1
λ = Id.
Similarly, we obtain
Kα(R¯Bϕ) = 2µ♦R¯W (∂ϕ− ϕα¯) +O(δ4‖ϕ‖C3(1 + ‖a‖C2)3)
Fix w0 ∈MW and set λ = a(w0). Then:
Kα(w, b) = e
2i=(λ¯w)K(w, b)e−2i=(λ¯b) +O(δ2ωa(|b− w0|)) (3.17)
Laplacian.
On RMB , take the inner product given by counting measure and on RMW :
〈f, g〉RMW =
∑
w
µ♦(w)f(w)g(w)
where µ♦(w) is the area of the rhombus of Λ containing w. With respect to these inner products, the adjoint
operator K∗ : RMW → RMB has matrix elements:
K∗(b, w) = µ♦(w)−1K(w, b)
Then it is easy to check that (K∗K)(b, b′) = 0 for all b ∈ Γ, b′ ∈ Γ†, and if x ∼ x′ in Γ and (yy′) is the edge
of Γ† dual to (xx′), then
(K∗K)(x, x′) =
|y′ − y|
2|x′ − x| (K
∗K)(x, x) = −
∑
x′∼x
(K∗K)(x, x′)
(K∗K)(y, y′) =
|x′ − x|
2|y′ − y| (K
∗K)(y, y) = −
∑
y′∼y
(K∗K)(y, y′)
so that with respect to the decomposition RMB = RMV
⊕
RMF ,
K∗K = ∆Γ
⊕
∆Γ† (3.18)
where ∆Γ is a graph Laplacian for appropriate edge weights ([37]).
Similarly,
n∑
k=1
∆Γ(x, xk)(xk − x) =
n∑
k=1
i(yk−1 − yk)
2(xk − x) (xk − x) = 0
n∑
k=1
∆Γ(x, xk)(xk − x)2 =
n∑
k=1
i(yk−1 − yk)
2(xk − x) (xk − x)
2 = 0
which shows that the random walk on Γ associated to ∆Γ converges to isotropic Brownian motion.
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3.1.3 Basic estimates
We have seen that ∆Γ and K may be seen as finite-difference approximations of ∆ and ∂¯ respectively. We
list a few estimates and results relating discrete harmonic/holomorphic functions with their continuous
counterparts, and refer the reader to [9] for a thorough treatment.
Maximum principle.
Let Ωδ be a bounded subset of Γ (δ is the mesh of Λ), ∂Ωδ its boundary (vertices in Γ \ Ωδ adjacent to a
vertex in Ωδ), and Ω¯δ = Ωδ unionsq ∂Ωδ. If h : Ω¯δ → R is harmonic on Ωδ (in the sense that ∆Γh = 0 on Ωδ), then
we have the classical maximum principle:
sup
Ω¯δ
|h| = sup
∂Ωδ
|h| (3.19)
(this is valid for the generator of any irreducible nearest-neighbour Markov chain on a graph). It follows
that h is uniquely determined by its values on ∂Ωδ (uniqueness in the Dirichlet boundary value problem).
Harnack estimate.
With the same notations and assumptions, let v ∼ v′ be adjacent vertices in Γ such that ∂Ωδ is at
(Euclidean) distance at least Rδ of v, v′ (δ is the mesh of Λ). Then
|h(v)− h(v′)| ≤ cR−1 sup
∂Ωδ
|h| (3.20)
where c depends only on η0 in (♠) (see Proposition 2.7 in [9]).
This is stronger than the Liouville property: if h : Γ→ R is bounded and harmonic, it is constant.
Dirichlet boundary value problem.
Assume furthermore that ∂Ωδ is within O(δ) of, say, a piecewise C
1 simple loop enclosing a simply-
connected domain Ω; and that h˜ is a continuous function defined in and near Ω, 1-Lipschitz near ∂Ω, and
harmonic in Ω: ∆˜h = 0 in Ω. Let F be a compact subset of Ω. Then (see Theorem 3.10 in [9]) there is
c = c(Ω, F, η0) s.t.
sup
Γ∩F
|h− h˜| ≤ c sup
∂Ωδ
|h− h˜|
sup
v∈Γ∩F,v′∼v
∣∣∣(h(v′)− h(v))− (h˜(v′)− h˜(v))∣∣∣ ≤ cδ sup
∂Ωδ
|h− h˜|
(3.21)
The first line may be interpreted as C0 convergence of the discrete Dirichlet boundary value problem (BVP)
to its continuous limit; the second line is a version of C1 convergence.
Cauchy boundary value problem.
We turn to discrete holomorphic functions. Let f : MB → C be s.t. Kf = 0 on a subset ΩW of MW .
Then by (3.18), f|Γ is harmonic at every b ∈ Γ the white neighbours of which are all in ΩW (and similarly
for f|Γ†). Let ΩB be this set of black vertices.
Let f˜1 (resp. f˜2) be a holomorphic (resp. antiholomorphic) function extending continuously to Ω¯, where
Ω is a domain with ΩW = Ω ∩MW . Let F be a compact subset of Ω; then from (3.13) and (3.21) we have
sup
F
∣∣∣f −RB(f˜1)− R¯B(f˜2)∣∣∣ ≤ c sup
∂ΩB
∣∣∣f −RB(f˜1)− R¯B(f˜2)∣∣∣ (3.22)
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which may be combined with the Cauchy integral formula
f˜1(w) =
1
2ipi
∮
∂Ω
f˜1(z)dz
z − w
(for w ∈ Ω, a simply connected domain with Jordan boundary ∂Ω) in order to approximately evaluate a
discrete holomorphic function near F given its values near ∂Ω.
One can also obtain an exact formula as follows (see Proposition 2.22 in [9]). Let f : MW → C be s.t.
Kf = 0 on ΩW ⊂MW , ΩW finite. Let Ω′B denotes the set of black neighbours of vertices in ΩW . Then
f1Ω′B =
∑
w∈MW
K−1(., w)K(f1Ω′B )(w) = K
−1(K(f1Ω′B ))
Indeed, the RHS is well-defined (it is actually a finite sum), and the difference between the two sides is a
discrete holomorphic function vanishing at infinity, hence (Liouville) is identically zero. Let γW be the set
of white vertices the black neighbours of which are not all in Ω′B or not all in MB \ Ω′B . Then K(f1Ω′B ) is
supported on γW and
f1Ω′B =
∑
w∈γW
K−1(., w)K(f1Ω′B )(w)
In particular when ΩW = Ω ∩MW , the RHS can be seen as a discretisation of a contour integral
∮
∂Ω
, and
this may be combined with Theorem 1 and an examination of the local geometry near γW to obtain an
approximation of f(b) for b inside of and far from ∂Ω (in graph distance).
Remark that this argument requires only existence and uniqueness of the inverting kernel K−1, which
will allow for useful variants. The general idea is that controlling the inverting kernel allows to transfer
information on discrete holomorphic functions from a contour ∂Ω to the bulk Ω (an argument we will use
repeatedly in Sections 6, 7 and 8).
Integration.
Let x1, . . . , xn be the neighbours of a vertex x in Γ, in ccwise order (with cyclical indexing xn = x0). Let
yk be the vertex of Γ
† corresponding to the face of Γ on the left-hand side of the oriented edge (xxk) and
wk ∈MW the vertex corresponding to (xxk). Then for α = λdz¯, λ ∈ C constant,
n∑
k=1
µ♦(wk)eiν(wk)(RWα)(wk) =
n∑
k=1
i
2
(yk−1 − yk)<(λ(xk − x))
=
n∑
k=1
i
4
(
λ(yk−1 − yk)(xk − x) + λ(yk−1 − yk)(xk − x)
)
=
λ
2
n∑
k=1
µ♦(wk)
taking into account xk − x = (yk−1 − x) + (yk − x) and µ♦(wk) = i2 (yk−1 − yk)(xk − x). Hence if ϕ is
continuous on a region D ⊂ C,∑
w∈MB∩D
µ♦(w)eiν(wk)(RWϕ)(w) =
1
2
∫
D
α
dz¯
dA+ o(1) = − i
4
∫
D
α ∧ dz + o(1) (3.23)
since dA = dx ∧ dy = − i2dz ∧ dz¯.
3.2 Height function
Consider a finite bipartite graph Ξ which is a subgraph of M bounded by a simple closed cycle on M . A
perfect matching m of the bipartite graph Ξ is a subset of edges of Ξ such that every vertex of Ξ is incident
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to exactly one edge in m. The weight of a matching m is the product of the weights of the edges present in
m:
w(m) =
∏
(bw)∈m
|K(b, w)|
The partition function of the model is the sum of these weights over all possible perfect matchings of Ξ:
Z =
∑
m
∏
(bw)∈m
|K(b, w)| (3.24)
We will consider the probability measure P on perfect matchings m of Ξ (if they exist) given by
P(m = m0) =
w(m0)
Z
In order to have at least one matching, it is necessary that ΞB = Ξ ∩MB and ΞW = Ξ ∩MW have the
same number of vertices. Let us also denote by K : RΞB → RΞW the restriction of K : RMB → RMW , ie
(Kf)(w) =
∑
b∈ΞB
K(b, w)f(b)
The fundamental result, due to Kasteleyn [32] (see also [50]), is the following determinantal enumeration
formula:
Z = ±det(K)
(this is where the Kasteleyn orientation condition is required). Notice that K : RΞB → RΞW is not an
endomorphism; however, RΞB and RΞW have canonical bases (up to permutation) with respect to which this
determinant is evaluated (up to sign). Also,
det(K) = det(K)
∏
w∈ΞW
eiν(w)
∏
b∈ΞB
eiν(b)
so that Z = |det(K)|.
Moreover, we can also evaluate the partition function for arbitrary (complex) edge weights. If we replace
the positive weight |K(b, w)| with |K(b, w)|u(b, w), u(b, w) ∈ C, then:
Z ′ =
∑
m
∏
(bw)∈m
|K(b, w)|u(b, w) = ±det(K′)
where K′ : CΞB → CΞW is given by (K′f)(w) = ∑b∈ΞB K(b, w)u(b, w)f(b). The undetermined sign is the
same as before, and thus:
E(
∏
(bw)∈m
u(b, w)) =
Z ′
Z =
detK′
detK
= det(K′K−1) = det(K ′K−1) (3.25)
where (K ′f)(w) =
∑
b∈ΞB K(b, w)u(b, w)f(b).
Let us now discuss the height function, see Section 5 in [43] or Section 2 in [39]. The height function is
defined on the “dual” Ξ†, defined here as the subgraph of M† whose vertices correspond to faces of M that
are adjacent to vertices of Ξ; we can take the vertices of Ξ† to be the midpoints of edges of Λ. Given a perfect
matching m of the bipartite graph Ξ, one can define a closed 1-form on its dual Ξ† (ie. an antisymmetric
function on oriented edges of Ξ†) as follows. Consider the 1-form ω ∈ C1(Ξ†) defined by:
ω((bw)†) =
{
1 if (bw) matched, oriented from black to white
0 otherwise
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Then dω ∈ C2(Ξ†) ∼ C0(Ξ) is 1 on black vertices, −1 on white vertices, where (dω)(f) is the sum of ω on
the edges bounding the face f of Ξ†, oriented counterclockwise. Given the embedding of Ξ in the plane, one
can construct a fixed 1-form ω0 ∈ C1(Ξ†) as follows (here (bw) is an edge of Ξ; the black neighbours of w
are x, y, x′, y′ in this order):
ω0((bw)
†) =
1
2pi
arg
y′ − x
y − x = K(w, b)K
−1(b, w)
def
= p(w, b)
by Theorem 1. Then dω0 = dω for any ω defined from a perfect matching as above. This is clear from the
local geometry.
Since d(ω0 − ω) = 0, we can write
ω0 − ω = dh (3.26)
for some function h on Ξ†, which is uniquely defined up to an additive constant. (Remark that if h and h′
are the height functions corresponding to two matchings m,m′, then h′−h takes values in Z modulo a global
additive constant). In the case of graphs in multiply connected domains and on a torus, h is additively
multivalued (when tracing h along a non-contractible cycle).
We now seek an interpretation of perturbed operators Kα,Kα in terms of height functions. From (3.25)
we get
E
exp(2 ∑
(bw)∈m
<
∫ b
w
α)
 = det(KαK−1)
E
exp(2i ∑
(bw)∈m
=
∫ b
w
α)
 = det(KαK−1)
In the simply-connected case (ie when h is single valued), one can write:
1(bw)∈m = ω((ff ′)) = h(f)− h(f ′) + ω0((ff ′))
where (ff ′) = (bw)†. Then ∑
(bw)∈m
<
∫ b
w
α =
∑
f∈Ξ†
h(f)(<
∫
∂f
α) + P (α)
where ∂f is the boundary of the face f (taken counterclockwise) and P (α) is the R-linear form:
P (α) =
∑
(bw)∈EΞ
p(w, b)<
∫ b
w
α
Let us extend h (initially defined on Ξ†) to a piecewise constant function, ie constant in each face of Ξ. Then
by Stokes’ formula ∑
f∈Ξ†
h(f)(<
∫
∂f
α) = <
∫
Ξ
h∂α
(here Ξ designates the domain of C covered by the graph; dα = ∂α as α is a (0, 1)-form). Finally we obtain
the following expression for the Laplace and Fourier functional of the height field:
E
(
exp(2< ∫
Ξ
h∂α)
)
= det(KαK
−1) exp(−2P (α))
E
(
exp(2i= ∫
Ξ
h∂α)
)
= det(KαK
−1) exp(2iP (iα)) (3.27)
The characteristic functional is bounded and is more practical is the absence of boundary. The Laplace
functional preserves the real structure (Kα : RΞB → RΞW ), which is useful for domains with boundary.
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4 Planar graphs
In order to illustrate the general method while avoiding complications related to non-trivial homology or
boundaries, we now discuss the case of the plane. The analysis is based on the family of operators (Kα)α
(see (3.15)), which may be thought of as discretisations of the continuous CR operators (∂¯ + α)α.
In Section 4.1, we relate the Kα’s with the characteristic functional of the (infinite volume) dimer height
field. In Section 4.2, we construct and analyse (in particular near the diagonal) an inverting kernel Sα. In
Section 4.3, we apply these estimates to obtain a precise version of the convergence of the characteristic
functional.
4.1 Characteristic functional
Let Λ = Λδ be a lozenge tiling of the complex plane C with edge length δ, with δ going to zero along some
sequence; Γ,Γ† is the pair of associated isoradial graphs, M the corresponding bipartite graph (as in Figure
1).
In this section, the graph carrying dimer configurations is Ξ = M . We assume that condition (♠) is
satisfied for all δ (for a fixed η0).
From [33, 41, 14], we know that there is a Gibbs measure on perfect matchings of M such that, for any
finite subset {(bi, wi), 1 ≤ i ≤ n} of edges of Ξ,
P((b1, w1) ∈ m, . . . , (bn, wn) ∈ m) =
(
n∏
i=1
K(wi, bi)
)
det
1≤i,j≤n
(K−1(bi, wj)) (4.28)
(manifestly, these local statistics completely specify the measure). When Λ is realised as the local limit of a
sequence of biperiodic lattices, this measure is the limit of uniform dimer covers of (finite volume) toroidal
graphs. In particular (n = 1),
P((b, w) ∈ m) = p(w, b) = K(w, b)K−1(b, w)
Thus we have a probability measure on matchings of Ξ = Ξδ; E = Eδ is the expectation under this measure,
h the height function, seen as a function constant on faces of Ξ and well-defined modulo a global additive
constant.
Remark that E(h) is constant; indeed, if (ff ′) is the edge of M† dual to (bw), then
E(h(f ′)− h(f)) = E((ω0 − ω)(ff ′)) = p(w, b)− P((bw) ∈ m) = 0
which explains the choice of ω0 as a reference 1-form in (3.26).
Consider g ∈ C1c (C) a function with compact support, continuous first derivatives and second derivatives
in L1loc; set α = ∂¯g = gz¯dz¯; we consider again the perturbation (3.15)
Kα(w, b) = K(w, b) exp(2i=
∫ b
w
α)
Since g has compact support, KαK
−1 is a finite rank perturbation of the identity, and consequently det(KαK−1)
is well-defined as a Fredholm determinant (see e.g. Chapter 3 in [57]). Concretely, let S ⊂ ΞW be finite
and s.t. Kα(w, .) = K(w, .) whenever w /∈ S. Then the determinant of ((KαK−1)(w,w′))w,w′∈S does not
depend on the choice of S and is denoted by det(KαK
−1). We may think of KαK−1 as an (infinite) block
triangular matrix, with a finite nontrivial diagonal block (corresponding to S) and an infinite identity block
(corresponding to Sc), so that the problem is effectively finite dimensional.
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Lemma 2. Let h be the height function (constant on faces); then
det(KαK
−1) = E(exp(2i=
∫
C
h∂∂¯g)) exp(2i
∑
w∼b
p(w, b)=
∫ b
w
α)
= E(exp(−i<
∫
C
h(∆g)dA)) exp(−2iP (iα))
Proof. The issue is that we cannot apply directly the finite volume identity we observed earlier (3.27). Let
us consider v a finitely supported function on edges of Ξ. Then∏
(bw)∈EΞ
(1 + v(w, b)1(bw)∈m) =
∑
S⊂EΞ
∏
(b,w)∈S
1(bw)∈mv(w, b)
(with finitely many nonzero summands on the right hand side and by convention
∏
∅ = 1) and thus by (4.28)
E
 ∏
(bw)∈EΞ
(1 + v(w, b)1(bw)∈m)
 = ∑
S={(biwi),1≤i≤n}⊂EΞ
(
n∏
i=1
K(wi, bi)v(wi, bi)
)
det
1≤i,j≤n
(K−1(bi, wj))
On the other hand, if K ′ : CΞB → CΞW is given by its matrix elements K ′(w, b) = (1 + v(w, b))K(w, b), the
Fredholm expansion (e.g. Lemma 3.3 [57]) reads:
det(Id +(K ′ −K)K−1) =
∑
{wi,1≤i≤n}⊂ΞW
det
1≤i,j≤n
(((K ′ −K)K−1)(wi, wj))
The Cauchy-Binet formula gives
det
1≤i,j≤n
(((K ′ −K)K−1)(wi, wj)) =
∑
{bk,1≤k≤n}⊂ΞB
det
1≤i,k≤n
((K ′ −K)(wi, bk)) det
1≤k,j≤n
(K−1(bk, wj))
and besides
det
1≤i,k≤n
((K ′ −K)(wi, bk)) =
∑
σ∈Sn
sgn(σ)
n∏
i=1
K(wi, bσ(i))v(wi, bσ(i))
This completes the identification (reordering rows of det1≤i,j≤n(K−1(bi, wj)) absorbs sgn(σ)):
E
 ∏
(bw)∈EΞ
(1 + v(w, b)1(bw)∈m)
 = det(K ′K−1)
Specialising to K ′ = Kα concludes (the rest of the argument being as in the finite volume case (3.27)).
4.2 Inverting kernels
The next step is to construct and estimate (in particular near the diagonal) a kernel Sα inverting Kα.
The finite difference approximation (3.16) leads us to think of Kα as a finite difference version of (si-
multaneously) ∂¯ + α and the adjoint operator ∂ − α¯. In order to construct a kernel Sα inverting Kα, we
are going to construct an approximate kernel S˜α using at large scale inverting kernels for these continuous
Cauchy-Riemann operators, and at small scale (|b−w|  1) “standard” discrete holomorphic functions; and
finally control the error between S˜α and Sα.
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We have α = ∂¯g. Thus ∂¯ + α = e−g(∂¯)eg, and consequently
Sα(z, w) =
eg(w)−g(z)
pi(z − w)
is a kernel inverting (∂¯ + α) (on the right): (∂¯ + α)Sα(., w) = δwdz¯ as distributions. Among such kernels, it
is uniquely characterized by Sα(z, w)→ 0 as z →∞.
Set
S˜α(b, w) = e
2i=(λ¯(b−w))(K−1(b, w) +RB(µ) + R¯B(µ′))
for |b− w| < η and
S˜α(b, w) =
1
2
(
RB(e
iν(w)Sα(b, w)) + R¯B(e
−iν(w)S−α(b, w))
)
(4.29)
for |b− w| ≥ η, where η, µ, µ′ are parameters to be specified.
We have
Sα(b, w)e
2i=λ(b−w) =
1
pi(b− w)e
2i=gz¯(w)(b−w)−(g(b)−g(w))
=
1
pi(b− w) −
1
pi
(gz¯(w) + gz(w)) +O(b− w) = 1
pi(b− w) −
2
pi
(∂z<g)(w) +O(e2‖g‖∞ωg′(|b− w|))
We can now estimate KαS˜α(., w). If w
′ is such that all its black neighbours are in the ball B(w, η) = {z :
|z − w| < η}, given that K−1(b, w) = O(|b− w|−1), we get from (3.17):
(KαS˜α(., w))(w
′) = δw(w′) +O
(
δ2
ωg′(|w′ − w|+ δ)
|w′ − w|+ δ
)
If all black neighbours of w′ are outside B(w, η), we have as in (3.16)
(KαS˜α(., w))(w
′) = δ2e2‖g‖∞O
(
ωg′(δ)
|w′ − w| +
δ‖g′‖∞
|w′ − w|2 +
δ
|w′ − w|3 +
δ‖g′‖2∞
|w′ − w|
)
and for w′ outside of B(w, η) ∪ supp(g),
(KαS˜α(., w))(w
′) = e‖g‖∞O
(
δ4
|w′ − w|4
)
We may rephrase Theorem 1 as
K−1(b, w) =
1
2
RB
(
eiν(w)
pi(b− w)
)
+
1
2
R¯B
(
e−iν(w)
pi(b− w)
)
+O
(
δ
|b− w|2
)
Set
µ =
1
2
eiν(w)(− 2
pi
(∂z<g)(w))
µ′ =
1
2
e−iν(w)(
2
pi
(∂z¯<g)(w)) = −µ¯
Then if dist(b, w) is of order η, the difference between the short and long distance definitions of S˜α is
of order O(ωg′(η)e
2‖g‖∞ + δ/η2). Consequently, if w′ has neighbours both inside and outside of B(w, η),
(KαS˜α(., w))(w
′) = O(δωg′(η)e2‖g‖∞ + δ2/η2).
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Assume now that g is in the Sobolev space W 2,p with p > 2 and has support in B(0, r). In what follows
constants may depend on p, r. By Morrey’s inequality (see Section 2.1.1), g′ is ε-Ho¨lder with Ho¨lder norm
less than c‖g′′‖p for ε = 1− 2/p. It follows that ωg′(s) ≤ c‖g′′‖psε and ‖g‖C1 ≤ c‖g′′‖p. Set C = ‖g′′‖p.
Thus, the L1 norm of KαS˜α(., w)− δw (w.r.t. counting measure) is less than:
c
δ2 η/δ∑
k=1
kC(kδ)ε−1 + (CecCδηε +
δ2
η2
)
η
δ
+ δ2ecC
r/δ∑
k=η/δ
k.
(
Cδε + C2δ
(kδ)
+
δC
(kδ)2
+
δ
(kδ)3
)
+ ecC
∞∑
k=r/δ
k
δ4
(kδ)4

hence less than
cecC(ηε+1 +
δ
η
+ δε + δ| log η|+ δ
η
+ δ2)
Here we simply collect errors stemming from: replacing Kα with an operator conjugate to K at short distance;
gluing the short and long distance approximation; and using the limiting continuous kernel at long distance.
Setting now η = δβ with β = 1ε+2 , and T = Id−KαS˜α, we get that
‖T‖L1 ≤ cecC(δ(ε+1)/(ε+2) + δε)
where ‖.‖L1 is the L1 → L1 operator norm, and consequently (Id−T ) : L1 → L1 is invertible for δ small
enough, and we may set:
Sα
def
= S˜α(
∞∑
k=0
T k)
so that KαSα = Id.
We now want to estimate ‖S˜αT‖L1→L∞ . We simply expand
(S˜αT )(b, w) =
∑
w′
S˜α(b, w
′)T (w′, w)
and as before we split T in a short range and long range part and notice that S˜α(b, w) = O(e
cC/ dist(b, w))
to obtain:
‖(S˜αT )(., w)‖∞ ≤ cecC
δ2 η/δ∑
k=0
k(kδ)ε−2 + (δηε +
δ2
η2
)
cη/δ∑
i=1
1
δi
+ δ2
r/δ∑
k=η/δ
k.
(
δε
(kδ)2
+
δ
(kδ)3
)
+
η/δ∑
k=1
k
kδ
(
δ2+ε
η2
+
δ3
η3
)
+
∞∑
k=r/δ
k
δ4
(kδ)5
+
r/δ∑
k=1
k
kδ
δ4

≤ cecC (ηε + (ηε + δ1−2β)| log(δ)|+ (δε| log(δ)|+ δ1−β + δε−β + δ1−2β) + δ2) = O(ecCδε′)
The various terms correspond to the possible relative positions of b, w′, w. Notice however that the estimate
is simpler when b ∼ w, which is the most useful case.
Since Sα − S˜α = (S˜αT )(Id−T )−1, ‖(Id−T )−1‖L1 = O(1), ‖S˜αT‖L1→L∞ = O(ecCδε′), we conclude that
Sα(b, w)− S˜α(b, w) = O(ec‖g′′‖pδε′)
uniformly in b, w (for p, r fixed; ε′ > 0 depends on p > 2). In particular for b ∼ w we have
Sα(b, w)− e2i=λ¯(b−w)K−1(b, w) = i=(eiνrα) +O(ec‖g′′‖pδε′) (4.30)
where rα = − 2pi (∂z<g)(w) and ν = ν(b) + ν(w).
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4.3 Variational analysis
We now apply the asymptotic analysis of the inverting kernel Sα to the original problem, i.e. the convergence
of the characteristic functional of the height field over a large class of test functions.
Lemma 3. The following estimate holds
log det(KαK
−1) = 2i
∑
b∼w
p(w, b)=
∫ b
w
α− 1
2pi
∫
|∇<g|2 +O(δε′)
Proof. Observe that KαK
−1 and KSα are finite rank (hence trace class) perturbations of the identity, and
(KαK
−1)(KSα) = Id (since K−1 is also a left inverse of K). If α depends smoothly on a parameter t (say
α(t) = tα), we have the variational formula (eg [27], IV.1)
d
dt
log det(KαS) = Tr((
d
dt
Kα)Sα)
as long as KαK
−1 is invertible, which is at least true for small enough t. From
K˙α(w, b) = K(w, b) exp(2i=
∫ b
w
α)2i=
∫ b
w
α˙
Sα(b, w) = exp(−2i=
∫ b
w
α)K−1(b, w) + i=(ei(ν(b)+ν(w))rα) +O(δε′)
(for b ∼ w), we obtain (if x, y, x′, y′ denote the black neighbours of w in ccwise order)
K˙αSα(w,w) = 2i
∑
b∼w
p(w, b)=
∫ b
w
α˙− |y′ − y|.|x′ − x|
(
=(λ˙e−iν(w))=(eiν(w)rα) + =(λ˙e−iν(w)(−i))=(eiν(w)irα)
)
+O(δ2+ε
′
)
= 2i
∑
b∼w
p(w, b)=
∫ b
w
α˙+ 2µ♦(w)<(λ˙rα) +O(δ2+ε′)
and
d
dt
log det(KαK
−1) = 2i
∑
b∼w
p(w, b)=
∫ b
w
α˙+ =
∫
α˙ ∧ (rαdz) +O(δε′)
(since dz ∧ dz¯ = −2idA). Moreover, with α = ∂¯g,
=
∫
α˙ ∧ (rαdz) = − 2
pi
=
∫
∂¯g˙ ∧ ∂(<g) = 2
pi
=
∫
g˙∂¯∂(<g) = 1
pi
<
∫
g˙∆gdA = − 1
2pi
d
dt
∫
|∇<g|2
In particular, for δ small enough det(KαK
−1) does not vanish along the interpolation path, thus (see e.g.
Theorem 3.5 in [57]) KαK
−1 stays invertible and the variational formula is legitimate.
From Lemmas 2 and 3, we immediately conclude:
Corollary 4. If g ∈ W 2,p ∩ C0c , p > 2, then
∫
h∆g converges in distribution to a centered normal variable
with variance 1pi
∫ |∇g|2, as δ ↘ 0.
Thus we can integrate the discrete height field h against a test function in Lp, p > 2 (the compact support
assumption is for technical convenience). An optimal statement (given the free field limit) would involve a
test function in H−1; however h (as defined here) is not in H1, due to jump discontinuities on edges of Ξ. It
is unclear whether one can define a better interpolation of the discrete height function for which one could
relax substantially the condition g ∈W 2,p (to g ∈ H1+ε, say).
This identifies the coupling constant of the limiting free field as g0 = 2pi
2. In the “solid-on-solid”
normalisation, the discrete height field considered is 2pih, with the coupling constant for the limiting field
given by g0 =
1
2 .
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5 Toroidal graphs
As before (Section 3.1.1), we start from a rhombus tiling Λ = Λδ of the plane with edge length δ  1, from
which we construct Γ, Γ†, ♦ = Λ†, M . Additionally, we assume that these structures are biperiodic, with
periods 1 and τ = τδ (=τ > 0). Denote by Υ the lattice Z+ τZ; by quotienting, we obtain a rhombus tiling
of Σ = C/Υ. We are interested in perfect matchings of Ξ = M/Υ. Notice that Euler’s formula applied to Γ
shows that |ΞB | = |ΞW |.
The height “function” h is associated to a perfect matching m on Ξ by a local rule (see Section 3.2).
Since the torus is non contractible, the height function is now additively multivalued. The current J = dh is
a well-defined closed 1-form on Σ (the discrete height function on Ξ† is extended to a piecewise continuous
function on Σ, constant on faces of Ξ; then J is a distributional 1-form). The Hodge decomposition (2.8) of
J reads:
Jδ = ωh + dh0 (5.31)
where ωh is a closed harmonic form (hence, in flat metric, ωh = adx + bdy for some a, b ∈ R) and h0 is a
(single-valued) function on Σ, well-defined up to an additive constant. The “topological” (or “instanton”)
component ω0 is uniquely specified by its periods, which equal those of the current:
∫
γ
ωh =
∫
γ
Jδ, where
γ ∈ H1(Σ,Z) is a basic cycle on Σ.
We are interested in the asymptotic distribution of Jδ, or equivalently the asymptotic joint distribution
of (ωh, h0). For clarity we will be discussing first the topological component of the current in Section 5.1.
Section 5.2 recalls useful Poisson summation arguments (bosonisation identities). Finally, Section 5.3 handles
jointly the topological and scalar components.
5.1 Flat line bundles
For λ ∈ C, denote:
Kλ(w, b) = K(w, b) exp(2i=
∫ b
w
λdz¯) = K(w, b) exp(2i=λ(b− w))
so that Kλ defines an operator CMB → CMW . Plainly Kλ commutes with the action of and by quotienting
an operator CΞB → CΞW . We are concerned with the inverse of that last operator. Let χ : Υ → U = {z ∈
C : |z| = 1} be a unitary character; consider the finite-dimensional space
(CMB )χ = {f ∈ CMB : ∀z ∈MB , ω ∈ Υ, f(z + ω) = χ(ω)f(z)} ⊂ CMB
and (CMW )χ is defined similarly; note that (CM.)Id ' CΞ. (here Id denotes the trivial character). Plainly,
as Kλ commutes with the action of Υ by translation, it defines an operator Kλ : (CMB )χ → (CMW )χ. Set :
(Tλf)(z) = f(z)e
2i=λz
If χλ given by
χλ(ω) = e
2i=λω (5.32)
denotes the character associated to λ , Tλ maps (CM.)Id to (CM.)χλ , and we have the commutative diagram
(CMB )χλ
K //
T−λ

(CMW )χλ
T−λ

(CMB )Id
Kλ
// (CMW )Id
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so that we may focus on K : (CMB )χ → (CMW )χ. An element in the kernel restricts to a bounded harmonic
function on Γ and Γ†; then (Liouville) these restrictions are constant, hence the kernel is trivial iff χ 6= Id.
As |ΞB | = |ΞW |, K : (CMB )χ → (CMW )χ is invertible iff χ 6= Id. Let Sχ denote the inverse operator (χ 6= Id).
We now want to relate Sχ to kernels inverting (continuous) Cauchy-Riemann operators. In this subsection,
we describe and discuss the continuous inverting kernels and their relation to analytic torsion.
5.1.1 Inverting kernels and θ-functions
Denote by Lχ the holomorphic, unitary line bundle over Σ obtained by twisting the trivial line bundle LId
by the unitary character χ : pi1(Σ)→ U. Sections of Lχ may be identified with multiplicatively multi-valued
functions on Σ, or multiplicatively quasi-periodic functions ϕ on C with the transformation rule prescribed
by χ:
ϕ(ω + z) = χ(ω)ϕ(z) (5.33)
for any z ∈ C, ω ∈ Υ. We may consider the operator
∂¯χ : Lχ −→ Ω(0,1)(Lχ)
s 7−→ ∂s∂z¯dz¯
where Ω(0,1)(Lχ) denotes (0, 1)-forms with values in Lχ. The ∂¯χ operator is canonically associated to the
complex structure on Lχ. It is well known that this is a zero index operator which is invertible iff χ 6= Id.
Moreover its inverse has an explicit expression in terms of θ-functions, which we now recall (see e.g. Chapter
I [23]).
Consider the θ function with characteristics:
ϑ
[
2ε
2ε′
]
(z)
def
=
∑
n∈Z exp 2ipi
(
1
2τ(n+ ε)
2 + (n+ ε)(z + ε′)
)
= exp(2ipi( τ2 ε
2 + εz + εε′))ϑ
[
0
0
]
(z + ε′ + ετ)
(5.34)
which is easily seen to transform as:
ϑ
[
2ε
2ε′
]
(z + 1) = exp(2ipiε)ϑ
[
2ε
2ε′
]
(z)
ϑ
[
2ε
2ε′
]
(z + τ) = exp(−2ipi(z + ε′ + τ2 ))ϑ
[
2ε
2ε′
]
(z)
(5.35)
(see e.g. Chapter VI in [21]). For concision, let us denote ϑ = ϑ
[
2ε
2ε′
]
, θ3 = ϑ
[
0
0
]
and θ = ϑ
[
1
1
]
(these last notations are as in [8]). Classically (e.g. Chapter V, Theorem 1 in [8]), θ is odd with simple
zeroes on Z+ τZ and no zeroes elsewhere.
Then consider the meromorphic function:
T (z) =
ϑ(z)θ′(0)
ϑ(0)θ(z)
From (5.35) we see T (z + 1) = −e2ipiεT (z), T (z + τ) = −e−2ipiε′T (z). Moreover T (z) has a simple pole at
z = 0 with residue 1 (if (ε, ε′) 6= ( 12 , 12 ) mod Z2). This follows from the statement on zeroes of θ and (5.34).
It is also clear that T is uniquely specified by these properties.
Thus:
Sχ(z, w) =
1
pi
· ϑ(z − w)θ
′(0)
ϑ(0)θ(z − w) (5.36)
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is the kernel inverting ∂¯χ, where χ is the character given by χ(1) = −e2ipiε, χ(τ) = −e−2ipiε′ , χ 6= Id. We
may take =λ = pi(ε+ 12 ), =(λτ¯) = −pi(ε′ + 12 ), i.e.
λ =
pi
=τ
(
ε′ + ετ +
τ + 1
2
)
(5.37)
so that χ = χλ (see (5.32)).
In concrete terms, let ϕ : C→ C be a quasiperiodic function as in (5.33), then
(Sχϕ)(z) =
∫∫
Σ
Sχ(z, w)ϕ(w)dA(w)
has the same quasiperiodicity (remark that the integrand is periodic) and satisfies
∂
∂z¯
(Sχϕ)(z) = ϕ(z)
(see e.g. Theorem 1.28 in [62]).
Since θ is odd, we have the asymptotic expansion near the diagonal:
Sχ(z, w) =
1
pi(z − w) + rχ(w) +O(|z − w|/ϑ(0)) (5.38)
as z → w, where
pirχ(w) = lim
z→w(piSχ(z − w)−
1
z − w ) =
ϑ′
ϑ
(0) = 2ipiε+
θ′3
θ3
(ε′ + ετ)
(which in this case depends only on χ, by translation invariance). If we set cχ = 2−<χ(1)− <χ(τ), which
is comparable to (ε− 1/2)2 + (ε′ − 1/2)2 for ε, ε′ ∈ [0, 1], from (5.34) we have ϑ(0) = O(√cχ).
5.1.2 Variational analysis
If ε, ε′ depend smoothly on a parameter u, we have from (5.34):
d
du
(
log ϑ
[
2ε
2ε′
]
(0)
)
=
d
du
(ipiτε2 + 2ipiεε′) +
d
du
log θ3(ε
′ + ετ)
= 2ipiε(ε˙τ + ε˙′) + 2ipiε˙ε′ + (ε˙′ + ε˙τ)
θ′3
θ3
(ε′ + ετ)
= (λ˙=τ)rχ(0) + 2ipiε˙ε′
the last term being pure imaginary.
Following Ray and Singer ([54]), we consider the analytic torsion defined by
TΣ(χ) = exp(−1
2
ζ ′χ(0)) = detζ((∂¯χ)
∗∂¯χ)1/2
where ζχ is the ζ function defined from the Laplacian-type operator (∂¯χ)
∗∂¯χ. Then an explicit diagonalisation
of (∂¯χ)
∗∂¯χ (in flat metric) and Kronecker’s second limit formula imply that (see Section 4 in [54])
TΣ(χ) = e
−piν2=τ |θ(µ− τν)/η(τ)|
where χ(mτ +n) = exp(2ipi(mµ+nν)) and η is the Dedekind η function (e.g. VIII.1 in [8]). Here µ = 12 −ε′,
ν = ε− 12 , so that
TΣ(χ) = e
−pi(=z)2/=τ |θ3(z)/η(τ)| =
∣∣∣∣η(τ)−1ϑ [ 2ε2ε′
]
(0)
∣∣∣∣
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with z = ε′ + ετ . Note that
∣∣∣∣ϑ [ 2ε2ε′
]
(0)
∣∣∣∣ = e−pi(=z)2/=τ |θ3(z)|, where z = ε′ + ετ .
We admit for now the following near diagonal estimate for Sχ (see (5.47) for a more general statement):
Sχ(b, w)− K−1(b, w) = i=(eiνrχ(0)) +O(δε0)
for |b − w| = O(δ) (in particular if b ∼ w in M), for some positive constant ε0; we will also see that the
estimate is uniform in χ for χ in a compact set of characters not containing the trivial one (see (5.47)). An
alternative argument can be given based on the representation
Sχ(b, w) =
∑
ω∈Υ
χ¯(ω)K−1(b, w + ω)
where summability can be justified by using an Abel integration by part argument, for χ non-trivial.
Let us consider now λ as a differentiable function of a parameter u and analyse the variation of detKλ,
Kλ : CΞB → CΞW . Assume that χλ 6= Id, so that Kλ is invertible. Then:
d
du
log det(Kλ) = Tr(K˙λK
−1
λ )
where for b ∼ w,
K˙λ(w, b) = 2i=(λ˙(b− w))e2i=(λ(b−w))K(b, w)
e−2i=(λ(b−w))K−1λ (b, w) = Sχ(b, w)
= K−1(b, w) + i=(eiνrχ(0)) +O(δε0)
where χ = χλ. If b ∼ b′ in Γ (resp. Γ†), w the white vertex corresponding to (bb′), we get K(w, b)K−1(b, w) =
K(w, b′)K−1(b′, w) from Theorem 1. Thus the contribution of K−1(b, w) in the trace cancels exactly; besides,
2i=(λ˙(b− w)))K(b, w)(i=(eiνrχ(0))) = −µ♦(w)=(λ˙e−iν)=(eiνrχ(0))
(where ν = ν(w) + ν(b)) and we are left with:
Tr(K˙λK
−1
λ ) = 2
∑
w∈Ξw
µ♦(w)<(λ˙rχ(0)) +O(δε0) = 2.Area(C/Υ)<(λ˙rχ(0)) +O(δε)
= 2< d
du
log
∣∣∣∣ϑ [ 2ε2ε′
]
(0)
∣∣∣∣+O(δε) = 2 ddu log TΣ(χ) +O(δε0)
since around w, eiν(b) is alternatively 1 and i; and Area(C/Υ) = =τ . We conclude (based on the near
diagonal estimate (5.47) below) that if λi ↔ χi (as in (5.32)) non trivial (i = 1, 2), then
det(Kλ2)
det(Kλ1)
−→
(
TΣ(χ2)
TΣ(χ1)
)2
=
detζ((∂¯χ2)
∗∂¯χ2)
detζ((∂¯χ1)
∗∂¯χ1)
(5.39)
as the mesh δ ↘ 0.
5.2 Bosonisation identity
Before describing the full limit of the dimer height current in the next subsection, we show here how to
identify the limit of the topological component from (5.39).
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Let φnm be the harmonic differential on Σ with half-integer periods n =
∫
A
φnm and m =
∫
B
φnm. Let
S(φ) = 2pi
∫
Σ
|∇φ|2dA+ 4ipi=τ =((m− τ¯n)z) + 4ipinm
=
2pi
=τ |m− τ¯n|
2 + 4ipi(mε+ nε′) + 4ipinm
where z = ε′ + ετ = x+ iy, and
Zinst = Zinst(z)
def
=
∑
n,m∈ 12Z
e−S(φnm) (5.40)
Then a Poisson summation argument ([2], Section 4.C) shows that
Zinst = (2=τ) 12 e−2pi(=z)2/=τ |θ3(z)|2 (5.41)
The determinants det(Kλ) count dimer configurations with some unitary weight, which depends only on
the periods of the current. This is originally due to Kasteleyn ([32]); see [10] for a recent (and exhaustive)
treatment.
We begin with detK (which is 0 as the kernel of K contains constant functions). Then (for a proper
choice of ordering of vertices), each term in the determinant expansion corresponds to a matching of Ξ
(with associated current J) counted with a positive sign if (
∫
A
J,
∫
B
J) = (0, 0) mod 2, and negative sign
otherwise. Let us denote this sign by Q(m) = Q(J). In the expansion of detKλ, each matching is counted
with an additional phase:
2=
∑
(bw)∈m
∫ b
w
α
where α = λdz¯, i.e.
Z =
∑
m
w(m)
detK =
∑
m
Q(m)w(m)
detKλ =
∑
m
Q(m) exp
2i= ∑
(bw)∈m
∫ b
w
α
w(m)
As before (see (3.27)), we can integrate by parts over a fundamental domain C bounded by cycles A,B
drawn on Γ to obtain:∑
(bw)∈m
∫ b
w
α = −
∑
(bw)∈EΞ,(ff ′)=(bw)†
(h(f ′)− h(f)− ω0((ff ′)))
∫ b
w
α
=
∫
B
dh
∫
A
α−
∫
A
dh
∫
B
α
(Note that in this case,
∑
ω0((ff
′))
∫ w
b
α = 0). Thus:
Z−1 det(Kλ) = E
(
Q(J) exp(2i=(−λτ¯
∫
A
J + λ
∫
B
J))
)
where Z is the partition function of the dimer model on Ξ (see (3.24)). Let us set
(n,m) =
1
2
(
∫
A
Jδ,
∫
B
Jδ), (5.42)
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the half-periods of the current (this somewhat awkward convention is used to connect with (5.41)), and
λ = λ(ε, ε′) =
pi
=τ
(
ε′ + ετ +
τ + 1
2
)
as before (see (5.37)). Then:
2i=(−λτ¯
∫
A
Jδ + λ
∫
B
Jδ) = 4ipi(mε+ nε
′) + 2ipi(m+ n)
Let us remark that
Q(J) = −e4ipi(m+ 12 )(n+ 12 ) = e4ipimne2ipi(m+n)
so that
Z−1 det(Kλ) = E
(
e4ipi(mε+nε
′)+4ipimn
)
(5.43)
which is 1-periodic in ε, ε′.
Let E0 be the expectation relative to the probability measure on ( 12Z)
2 with weights proportional to
e−
2pi
=τ |m−τ¯n|2 . Then by definition (5.40)
Zinst(ε
′ + ετ) ∝ E0
(
e4ipi(mε+nε
′)+4ipimn
)
as a function of ε, ε′.
From (5.39) and (5.41) we have
detKλ2
detKλ1
−→
(
TΣ(χ2)
TΣ(χ1)
)2
=
Zinst(z2)
Zinst(z1)
for χ1, χ2 6= Id (as we have seen, this follows from near diagonal estimates (5.47)).
This is enough to conclude that (m,n) converges in distribution. Indeed, if we write Kε,ε′ = Kλ(ε,ε′), we
have:
Z−1
(
detKε,ε′ + detKε+ 12 ,ε′ + detKε,ε′+
1
2
− detKε+ 12 ,ε′+ 12
)
= 2E
(
e4ipi(mε+nε
′)
)
by virtue of
1 + e2ipim + e2ipin − e2ipi(m+n) = 2− (1− e2ipim)(1− e2ipin) = 2e4ipimn
for m,n ∈ 12Z.
When (ε, ε′) = (12 ,
1
2 ), detK 12 ,
1
2
= detK = 0 (as constant functions are in the kernel of K) and Zinst(
1
2 +
1
2τ) = 0 by (5.41). Consequently,
Z−1(detK0,0 + detK 1
2 ,0
+ detK0, 12 ) = 2E(1) = 2
or ([32]):
Z = 1
2
(detK0,0 + detK 1
2 ,0
+ detK0, 12 ) (5.44)
Similarly,
Zinst(ε
′ + ετ) + Zinst(ε′ + (ε+ 12 )τ) + Zinst(ε
′ + 12 + ετ)− Zinst(ε′ + 12 + (ε+ 12 )τ)
Zinst(0) + Zinst(
τ
2 ) + Zinst(
1
2 )− Zinst( 12 + τ2 )
= E0
(
e4ipi(mε+nε
′)
)
It follows that, for any (ε, ε′) ∈ R2 (distinguishing the case (ε, ε′) ∈ ( 12Z)2, where we use det(K) = 0), we
have
E
(
e4ipi(mε+nε
′)
)
−→ E0
(
e4ipi(mε+nε
′)
)
(5.45)
Convergence of the characteristic function then implies convergence in distribution of the half-periods (n,m).
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5.3 General Cauchy-Riemann operators
Here we are going to combine the arguments of the previous subsection - for the topological component of the
field - with the framework explained in the planar case (leading to Corollary 4) - for the scalar component,
in order to describe fully the limit of the dimer height current.
Estimates near the diagonal.
Let α = a(z)dz¯ be an Υ-periodic (0, 1)-form on C (equivalently, a (0, 1)-form on Σ). We can define a
perturbed operator (see (3.15))
Kα(w, b) = K(w, b) exp(2i=
∫ b
w
α)
so that Kα defines an operator CMB → CMW and by quotienting an operator CΞB → CΞW . We are interested
in the inverse of that last operator, especially near the diagonal. We first consider the limiting continuous
Cauchy-Riemann operators.
As a (0, 1)-form on Σ, α can be decomposed uniquely as
α = λ0dz¯ + ∂¯g (5.46)
where g is a function on Σ (modulo additive constant), and λ0 ∈ C constant (Dolbeault decomposition, see
e.g. Section 2.B in [2]). Thus ∂¯ + α = e−g(∂¯ + λ0dz¯)eg.
In the case of interest here ((0, 1)-forms on the torus), it is easy to justify (5.46) directly (although this is
not logically needed for our arguments). Write α = adz¯, a a smooth function, so that ∂a = azdz ∧ dz¯. Since
az has zero mean on the torus (integration by parts), it is the Laplacian of a smooth function: we can find
g so that ∂a = ∂∂¯g. Then (a − gz¯) is antiholomorphic on Σ, hence a constant λ0. For uniqueness, observe
that if λ0dz¯ + ∂¯g = 0, then λ0dz ∧ dz¯ = ∂¯(gdz), so that λ0 = 0 by Stokes’ formula.
In the case χ = χλ0 6= Id (see (5.32)), this is invertible, with inverting kernel given by (see (5.36))
Sα(b, w) = Sχ(b, w)e
g(w)−g(b)
From the expansion (5.38)
Sχ(b, w)e
2i=λ0(b−w) = 1/pi(b− w) + rχ +O(|z − w|/√cχ)
we obtain the asymptotic expansion as b→ w, w ∈ Σ fixed, λ = a(w):
Sα(b, w)e
2i=λ(b−w) =
(
1
pi(b− w) + rχ +O(|b− w|/
√
cχ)
)
e2i=gz¯(w)(b−w)−(g(b)−g(w))
=
1
pi(b− w) + rχ −
1
pi
(g¯z(w) + gz(w)) +O(|b− w|.‖g‖C2/√cχ)
Let us turn now to the discrete operator Kα, seen as a finite difference operator. For a function ϕ on Σ,
we define as in the planar case (see (3.13)) restriction operators RB , R¯B by: (RBϕ)(b) = (R¯Bϕ)(b) = ϕ(b)
for b ∈ Γ and (RBϕ)(b) = −(R¯Bϕ)(b) = iϕ(b) for b ∈ Γ†. Let w ∈ MW be an edge node, with black
neighbours x, y, x′, y′ in ccwise order labelled in such a way that (xx′) is an oriented edge of Γ. We denote
(RWβ)(w) = b(w)e
−iν(w) for β = b(z)dz¯; then (see (3.16))
Kα(RBϕ) = 2µ♦RW (∂¯ϕ+ ϕα) +O(δ4‖ϕ‖C3(1 + ‖a‖C2)3)
Similarly, with (R¯Wβ) = b(w)e
iν(w) for β = b(z)dz, we have:
Kα(R¯Bϕ) = 2µ♦R¯W (∂ϕ− ϕα¯) +O(δ4‖ϕ‖C3(1 + ‖a‖C2)3)
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Fix w0 ∈MW and set λ = a(w0). Then:
Kα(w, b) = e
2i=(λ¯w)K(w, b)e−2i=(λ¯b) +O(δ2 dist(b, w0)‖a‖C1)
As in the planar case (see Section 4.2), the argument consists in defining an approximate inverting kernel
S˜α using the continuous inverting kernel Sα away from the diagonal and translation-invariant inverting
kernels mesoscopically close to the diagonal.
Set
S˜α(b, w) = e
2i=(λ¯(b−w))(K−1(b, w) +RB(µ) + R¯B(µ′))
for |b− w| < η and
S˜α(b, w) =
1
2
(
RB(e
iν(w)Sα(b, w)) + R¯B(e
−iν(w)S−α(b, w))
)
for |b− w| ≥ η, where η is a mesoscopic scale and
µ =
1
2
eiν(w)(rχ − 2
pi
(∂z<g)(w))
µ′ =
1
2
e−iν(w)(rχ¯ +
2
pi
(∂z¯<g)(w)) = −µ¯
Reasoning as in the planar case (see Section 4.2; it is a bit simpler here as Σ is compact), we may use this
approximate inverse to show that Kα is invertible for δ small enough and its inverse Sα satisfies the following
near diagonal estimate:
Sα(b, w)− e2i=λ¯(b−w)K−1(b, w) = i=(eiνrα) +O(δε0) (5.47)
where ε0 is a positive constant,
rα = rχ − 2
pi
(∂z<g)(w) (5.48)
and the error term is uniform in (λ0, g) for ‖g‖C2 bounded and χ = χλ0 in a compact subset of the group of
characters not containing the identity (rχ blows up as χ→ Id). (Compare with (4.30)).
Characteristic functional of the current.
Similarly to the variational analysis of Sections 4.3 (Lemma 3) and 5.1.2 (leading to (5.39)), the near-
diagonal estimate (5.47) implies:
detKα2
detKα1
exp(2i(P (iα2)− P (iα1))) −→ exp
(
− 1
2pi
(∫
Σ
|∇<g2|2dA−
∫
Σ
|∇<g1|2dA
))(
TΣ(χ2)
TΣ(χ1)
)2
where αi = λidz¯ + ∂¯gi, χi is the associated character, and convergence is uniform for ‖gi‖C2 bounded and
χi away from the trivial character. Let us point out at this stage that the additive decomposition of rα (see
5.48) reflecting the Dolbeault decomposition of α (see 5.46) leads to the multiplicative decomposition of the
relative determinant det(Kα2)/ det(Kα1) (in the fine mesh limit), which in turns yields the independence of
the instanton and scalar components of the limiting field.
In order to complete the identification, we notice that, by combining Lemma 2 and (5.43), we have
det(Kα) exp(2iP (iα)) = ZE
(
exp(4ipi(mε+ nε′) + 4ipimn) exp(−i<
∫
Σ
h0(∆g)dA)
)
with h0 as in (5.31), α = λdz¯ + ∂¯g, (ε, ε
′) as in (5.37), (n,m) as in (5.42). Classically (see (5.44))
Z = 1
2
(detK0,0 + detK 1
2 ,0
+ detK0, 12 )
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which implies
E
(
exp(4ipi(mε+ nε′)) exp(−i<
∫
Σ
h0(∆g)dA)
)
−→ E0 (exp(4ipi(mε+ nε′))) exp
(
− 1
2pi
∫
Σ
|∇<g|2dA
)
in the generic case (ε, ε′) /∈ ( 12Z)2. In the case g = 0, we already noticed that this ensures convergence in
distribution of the half-periods (n,m) (Section 5.2, (5.45)). Then for (n0,m0) ∈ ( 12Z)2, we write
δ(n0,m0)(n,m) =
∫
[0,1]2
e4ipi((m−m0)ε+(n−n0)ε
′)dεdε′
and
E
(
1{(n,m)=(n0,m0)} exp(−i<
∫
Σ
h0(∆g)dA)
)
=
∫
[0,1]2
e−4ipi(m0ε+n0ε
′)E
(
e4ipi(mε+nε
′) exp(−i<
∫
Σ
h0(∆g)dA)
)
dεdε′
Since P((n,m) = (n0,m0))→ P0((n,m) = (n0,m0)) > 0, we deduce by dominated convergence:
E
(
exp(−i<
∫
Σ
h0(∆g)dA)
∣∣∣∣ (n,m) = (n0,m0)) −→ exp(− 12pi
∫
Σ
|∇<g|2dA
)
(5.49)
for any (n0,m0) ∈ ( 12Z)2.
From this we deduce:
Proposition 5 (Finite dimensional marginals). Let hδ be the height function of a dimer configuration on
the graph Ξ and Jδ = dhδ be its current. Let α1, . . . , αk be C
1 1-forms on Σ. As δ ↘ 0, the joint distribution
of (
2pi
∫
Σ
Jδ ∧ ∗α1, . . . , 2pi
∫
Σ
Jδ ∧ ∗αk
)
converges to the joint distribution of (∫
Σ
J ∧ ∗α1, . . . ,
∫
Σ
J ∧ ∗αk
)
where J is the current of the compactified free field on Σ with compactification radius 1 and coupling constant
g0 =
1
2 (ie action functional S(J) = − 18pi
∫
Σ
J ∧ ∗J).
Proof. We have the Hodge decomposition αj = (ajdx + bjdy) + dgj , gj ∈ C2 (see (2.8)). We know that
the marginal distribution of the current periods converges (see (5.45), Section 5.2), and that the conditional
characteristic function
E(exp(i
∑
j
λj
∫
Σ
J ∧ ∗dgj)|(n,m))
converges pointwise by (5.49). This is enough to ensure convergence of the joint distribution.
Tightness.
In order to obtain a functional CLT from this finite dimensional CLT, we need a tightness estimate.
Lemma 6. For any  > 0, the family of probability measures induced on H−2−(Ω1(Σ)) by the current Jδ
is tight.
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Proof. Let us remark that for a r.v. X,
E(X2) ≤ E(Q0,0X2) + E(Q0, 12X
2) + E(Q 1
2 ,0
X2)
where Qε,ε′ = e
4ipi(mε+nε′)+4ipimn (a random sign), since 1 ≤ Q0,0 +Q0, 12 +Q 12 ,0 ≤ 3.
Set αε,ε′(t) = λ(ε, ε
′)dz¯ + t∂¯g (see (5.37)) and X = < ∫ h∆gdA. We get
E((<
∫
h0∆gdA)
2) ≤ −Z−1 d
2
dt2 |t=0
(E(Q0,0eitX) + E(Q0,1eitX) + E(Q1,0eitX))
We have:
detKαε,ε′ (t) = ZE(Qε,ε′e−itX) exp(−2itP (i∂¯g))
and thus
E(Qε,ε′X2) = −2Z−1 d
2
dt2 |t=0
(detKαε,ε′ (t) exp(2itP (i∂¯g)))
We now assume that (ε, ε′) ∈ {(0, 0), (0, 12 ), ( 12 , 0)}, so that in particular detKαε,ε′ (t) is invertible at t = 0,
and
d
dt
logE(Qε,ε′eitX) = Tr(K−1α K˙α) + 2iP (i∂¯g)
d2
dt2
logE(Qε,ε′eitX) = Tr(K−1α K¨α)− Tr((K−1α K˙α)2)
where α = αε,ε′(t) for brevity.
From the short distance asymptotics for K−1α (see (5.47)), we get
Tr(K−1α K˙α) + 2iP (i∂¯g) = O(δ
ε0‖g‖C1)
at t = 0 for some ε0 > 0. We also have
Tr(K−1α K¨α) = O(‖g‖2C1)
We are left with estimating Tr((K−1α K˙α)
2) (at t = 0). Since K−1α (b, w) = K
−1(b, w) + O(1) and K˙α =
O(δ2(1 + ‖g‖C1)), by isolating the leading singularity we may write
Tr((K−1α K˙α)
2) =
∑
|w−w′|≤η0
(K˙αK
−1)(w,w′)(K˙αK−1)(w′, w) +O((1 + ‖g‖C1)2)
where η0 ≤ min(1,=τ)/10, say. Fix w; replacing Kα with Kβ where β = tgz¯(w)dz¯ (a constant (0, 1)-form)
induces an error of order O(‖g‖C1,ρ(1 + ‖g‖C1) (here C1,ρ designates functions with ρ-Ho¨lder derivative,
ρ > 0 arbitrarily small but fixed). Thus we simply need to estimate∑
w′:|w−w′|≤η0
(K˙βK
−1)(w,w′)(K˙βK−1)(w′, w)
which may be thought of as a discrete version of a principal value integral of type p.v.
∫∫ dA(w′)
(w′−w)2 . A
probabilistic interpretation of this quantity goes as follows: a product K−1(b, w′)K−1(b′, w) (for b ∼ w,
b′ ∼ w′) is, up to multiplicative local factors, the covariance Cov(1(bw)∈m,1(b′w′)∈m) under the appropriate
Gibbs measure on tilings of the full plane (see (4.28)). By linearity (w is fixed and we sum over w′), we are left
with estimating Cov(1(bw)∈m, `), where ` is a linear function of the heights in B(w, ε0). Since β is constant,
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∂β = 0 and it follows that ` depends only on the heights on ∂B(w, ε0). Since Cov(1(bw)∈m,1(b′w′)∈m) =
O(1/|w′ − w|2), we conclude:∑
w′:|w−w′|≤ε0
(K˙βK
−1)(w,w′)(K˙βK−1)(w′, w) = O(δ2‖g‖2C1)
We finally get the estimate
E((<
∫
h0∆gdA)
2) = O((1 + ‖g‖C1)(1 + ‖g‖C1,ρ)) (5.50)
which is uniform in δ for δ small enough (from Proposition 5 we know that the limit as δ ↘ 0 is of order at
least ‖g‖2C1).
Consider an eigenbasis for the Laplacian on Σ = C/Υ: set
gu(z) = exp(i<(zu¯))
where u ∈ Υˇ = {v ∈ C : ∀z ∈ Υ,<(zv¯) ∈ 2piZ}. Note that ‖gu‖Ck = O(1+|u|k) and ‖gu‖C1,ρ = O(1+|u|1+ρ).
We may define (see Section 2.1.1)
‖
∑
u∈Υˇ
augu‖2Hs =
∑
u∈Υˇ
|au|2(1 + |u|2)s
If we choose h0 (which is given modulo an additive constant) so that
∫
Σ
h0dA = 0, we may write h0 =∑
u∈Υˇ\{0} augu, where from (5.50)
E((au)2) ≤ c|u|ρ−2
for u ∈ Υˇ \ {0}, and c is uniform in δ, u. Consequently, the Chebychev inequality yields:
P(∀u ∈ Υˇ \ {0}, |au| ≤ C|u|−γ) ≥ 1− c
C2
∑
u∈Υˇ\{0}
|u|ε−2−2γ
where the sum converges if 2γ + ε < 0. On this event,
‖
∑
u
augu‖2Hs ≤ C
∑
u∈Υˇ\{0}
|u|2s−2γ
which converges if 2s − 2γ < −2. By taking γ ∈ (−ρ,−ρ/2), and observing that Hs1(Σ) is compactly
embedded in Hs2(Σ) for s1 > s2, we conclude that the probability measures induced by h0 on H
−1−(Σ)
are tight for δ small enough.
The current can be decomposed as Jδ = dh0 + ωh. Since ωh takes values in a two-dimensional lattice
of Hs(Ω1(Σ)) and converges in distribution, it induces a tight family of probability measures (s arbitrary).
The lemma follows.
Functional invariance principle.
We may now state a functional limit theorem for the current.
Theorem 7. For any  > 0, the probability measures induced on H−2−(Ω1(Σ)) by the current 2piJδ converge
as δ ↘ 0 to the distribution of the current of the compactified free field on Σ with compactification radius 1
and coupling constant g0 =
1
2 (ie action functional S(J) =
pi
2
∫
J ∧ ∗J).
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Proof. We have obtained tightness of the measures (by the previous lemma) and convergence of the char-
acteristic functional for smooth enough test functions by Proposition 5. The dual of H−2−(Ω1(Σ)) may be
identified with H2+(Ω1(Σ)) (via the L2 product on 1-forms), which consists of 1-forms with C1 coefficients
(see Section 2.1.1), so that we may apply Proposition 5. For Banach space-valued variables, tightness and
pointwise convergence of the characteristic functional ensures weak convergence (eg [44], 0.2.1).
As in Corollary 4, the result is one order of differentiability below the notional optimal result (convergence
of the current in H−2− rather than H−1−).
6 Surgery
Introduction. Many problems in the asymptotic analysis of dimers boil down to estimating the inverse
of the Kasteleyn operator K or a perturbation or modification thereof. In this section, we develop a general
surgery argument which allows to localise the analysis in the following (rough) sense. Assume that a graph
Ξg, along with a Kasteleyn-type operator Kg, is obtained from the standard full-plane graph M and operator
K by two disjoint local modifications. Possible local modifications include: adding a boundary component;
adding a (compactly supported) smooth test function (as in (3.15)); and, as we shall see in later sections,
adding pairs of electric or magnetic insertions.
Let (Ξi,Ki) and (Ξo,Ko) be the graph/operator pairs corresponding to just one of these modifications
- so that (Ξg,Kg) is obtained by gluing (Ξi,Ki) with (Ξo,Ko). Our main contention is that, in the small
mesh limit, controlling K−1i and K
−1
o allows to control K
−1
g ; this is the content of Lemma 8.
In order to build up some intuition, let us discuss a few elementary facts about (continuous) boundary
value problems. Consider the Riemann sphere Cˆ split into two analytic discs D+, D− by the unit circle U
(where 0 ∈ D+ and ∞ ∈ D−). Consider the boundary value problems (BVPs):{
∂¯f± = 0 in D±
f± = g± on U
say for C1 functions up to the boundary, vanishing at infinity. Writing functions on the circle as z 7→∑
n∈Z anz
n, the BVP is solvable if g± ∈ C±, where C± are the Cauchy data spaces given by
C+ = {g : g =
∑
n≥0
anz
n}
C− = {g : g =
∑
n<0
anz
n}
where we disregard convergence and regularity issues. Given g+ ∈ C+, the unique solution f of the BVP is
given by
f+(w) =
1
2ipi
∮
U
g+(z)
z − wdz
The map g+ 7→ f+ is the Poisson operator for the BVP; its composition with the restriction to (or rather
trace on) U is the Caldero´n projector P+ given by
P+(g)(z0) = lim
r↗1
1
2ipi
∮
g+(z)
z − rz0 dz
This is a projection onto the Cauchy data space C+; it is a pseudodifferential operator and extends to a
bounded operator L2(U)→ L2(U).
Now if we consider a perturbation of the problem, e.g. by replacing ∂¯ with ∂¯ + µ∂, µ supported away
from U, one may consider the modified Cauchy data spaces C± or projectors P±. (These projectors need no
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longer be orthogonal in L2(U)). Information on the modified operator in the full space Cˆ (such as its index)
may be recovered from this data (“glueing”). We shall be concerned with natural discrete versions of these
constructions and their convergence to their continuous counterparts.
Set-up. The conditions given here will be assumptions in Lemma 8.
We start from a family of rhombi tilings (Λδ)δ with edge mesh δ going to zero along some sequence.
Throughout the section, the dependence on δ will be omitted when there is no risk of ambiguity. Let Di
(resp. Do) be a simply connected neigbourhood of 0 (resp. ∞) in Cˆ such that Di ∩ Do is an annulus A
separating 0 from ∞.
Let γ be a simple closed loop (say, piecewise C1) such that A is a tubular neighbourhood of γ. We
assume that the distance between γ and ∂A is large enough compared with δ.
From Λ we construct a planar graph M as in Section 3.1.1. Let Ξi = Ξi(δ) (resp. Ξo) be a bipartite
graph that agrees with M in Do (resp. Di); Ks : CΞ
B
s → CΞWs , s ∈ {i, o}, is a linear operator such that
Ki (resp. Ko) agrees with K in Do (resp. Di); in other words, Ξi,Ki are obtained by modifying M,K in
Di \Do, and vice versa. The subscripts i, o, g stand for (modified) inside, (modified) outside, and glued. See
Figure 2.
Figure 2: Set-up (schematic). Top left: Ξi, obtained from M by a modification of the graph and/or operator
K in the shaded area, inside the annulus A (dashed). Top right: Ξo, modified in the shaded area (outside
A). Bottom: the glued graph Ξg, agreeing with Ξo outside A and with Ξi inside A.
We assume that Ks is invertible in the sense that for each w ∈ ΞWs , there is a unique function f ∈ CΞ
B
s
vanishing at infinity such that Ksf = δw, s ∈ {i, o}; it is denoted K−1s (., w). This implies in particular that
Ksf = 0 and f vanishes at infinity iff f = 0. (Remark that Ξo can be bounded, in which case the “vanishing
at infinity” condition is void.)
We assume that, for s ∈ {i, o}, there are kernels (z, w) 7→ Ss(z, w), (z, w) 7→ S¯s(z, w), and η is an error
rate: limδ↘0 η(δ) = 0 such that:
K−1s (b, w) =
1
2
RB(e
iν(w)Ss(b, w)) +
1
2
R¯B(e
−iν(w)S¯s(b, w)) +O(η(δ)) (6.51)
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on A2 \∆A, uniformly on compact subsets, where ∆A = {(x, y) ∈ A2 : x = y} (see (3.13) and compare e.g.
with (4.29)).
Note that we do not require that S¯s(z, w) = Ss(z, w), which is the case when Ks is real. More precisely,
we assume that
(z, w) 7→ Ts(z, w) = Ss(z, w)− 1
pi(z − w) (6.52)
is C1 in A2 and holomorphic in z in A (in the presence of boundaries, it will be harmonic, rather than
holomorphic, in w). The holomorphicity condition is actually superfluous but will always be obvious in
applications. Correspondingly, we assume
(z, w) 7→ T¯s(z, w) = S¯s(z, w)− 1
pi(z − w)
is C1 in (z, w) and antiholomorphic in z.
A discrete Cauchy integral formula argument (see (3.22), applied to K−1s (., w) − K−1(., w)) shows that
the convergence assumption (6.51) is equivalent to assuming the seemingly stronger condition:
K−1s (b, w) = K
−1(b, w) +
1
2
RB(e
iν(w)Ts(b, w)) +
1
2
R¯B(e
−iν(w)T¯s(b, w)) +O(η(δ))
on A2, uniformly on compact subsets (including on the diagonal ∆A).
We now consider the glued data: Ξg agrees with Ξs in Ds, s ∈ {i, o}; Kg : CΞBg → CΞWg agrees with Ks
in Ds, s ∈ {i, o}. Our goal to estimate K−1g (if defined) by an expression of the type of (6.51).
Discrete Cauchy integral formula. Let us consider γδ a simple cycle on Γ (and thus on M) which
approximates γ in the sense that each arc of γ of length ` is at Hausdorff distance ≤ Cδ of an arc of γδ of
length at most C`, C > 0 fixed.
Let f ∈ CΞBi be such that Kif(w) = 0 for any w ∈ ΞWi which is (strictly) inside γδ. We want to express
f in terms of its boundary values and the kernel K−1i . This is a well-known argument, see e.g. Section 2.6
in [9] or the discussion after (3.22).
Let fˆ(b) = f(b) if b is on or inside γδ and 0 otherwise. Then Kifˆ is supported on white vertices on γδ
or adjacent to a vertex on γδ. Moreover fˆ −K−1i (Kifˆ) = 0 (since it is in the kernel of Ki and vanishes at
infinity). This yields the Cauchy integral formula:
f(b) =
∑
w
K−1i (b, w)(Kifˆ)(w)
for b on or within γδ. Let γ
B be the set of black vertices which are either on γδ (and thus on Γ) or inside
of γδ and adjacent to a white vertex on γδ (and thus on Γ
†). Correspondingly, let γW be the set of white
vertices which are either on γδ or outside of γδ and adjacent to a black vertex on γδ. Let Kγ(w, b) = K(w, b)
if w ∈ γW , b ∈ γB and Kγ(w, b) = 0 otherwise. We can rephrase the Cauchy formula as:
f(b) =
∑
w∈γW
K−1i (b, w)(Kγf|γB )(w) (6.53)
for b ∈ ΞBi on or inside γδ and f such that (Kif)(w) = 0 for w inside γδ.
Inner Cauchy data space and projector. The (discrete) Cauchy data space (on γ, for Ki) is the
subspace Cδi ⊂ Cγ
B
consisting of restrictions to γB of functions f such that Kif = 0 strictly inside γδ.
Clearly,
P δi : Cγ
B −→ CγB
g 7−→∑w∈γW K−1i (., w)(Kγg)(w) (6.54)
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is a projector onto the Cauchy data space Cδi .
We want to relate this to “limiting” continuous Cauchy data spaces. Given our data (6.51), we can define
them in terms of the following operators on functions on γ:
Pi(f)(z0) = limz→z0
1
2i
∮
γ
Si(z, w)f(w)dw
P¯i(f)(z0) = limz→z0 − 12i
∮
γ
S¯i(z, w)f(w)dw¯
(6.55)
where limits are taken from inside γ. Writing
1
2i
∮
γ
Si(z, w)f(w)dw =
1
2i
∮
Ti(z, w)f(w)dw + f(z) +
∮
γ
f(w)− f(z)
2ipi(z − w) dw
shows that Pi is a bounded operator Lip(γ)→ C0(γ). This defines Cauchy data spaces by
Ci = {f ∈ Lip(γ) : f = Pif}
C¯i = {f ∈ Lip(γ) : f = P¯if} (6.56)
(more classically one would consider the L2 closure of these; Lipschitz functions are sufficient for our pur-
poses).
Outer Cauchy data spaces. While we will focus the discussion on inner Cauchy data spaces, one may
repeat the argument for outer Cauchy data spaces. Let γBo be the black vertices which are on γδ or are
outside of γδ and adjacent to a white vertex of γδ. The outer Cauchy data space C
δ
o ⊂ Cγ
B
o consists of
restrictions to γBo of functions f ∈ CΞ
B
o such that Kof(w) = 0 for any w ∈ ΞWo strictly outside of γδ and
f vanishes at infinity. The continuous outer Cauchy data space Co, C¯o are defined as fixed points of the
operators Po, P¯o:
Po(f)(z0) = lim
z→z0
1
2i
∮
γ
So(z, w)f(w)dw
P¯o(f)(z0) = lim
z→z0
− 1
2i
∮
γ
S¯o(z, w)f(w)dw¯
where limits are taken from outside γ.
Convergence of projectors. Let f be Lipschitz in a neigbourhood of γ. We wish to estimate the discrete
“contour integral” ∑
w∈γW
K−1i (b, w)(Kγ(RBf))(w)
where (RBf)(b) = f(b) if b ∈ Γ∩ γB and (RBf)(b) = if(b) if b ∈ Γ† ∩ γB , as in (3.13). For this we note that
γW consists of white vertices on γδ (a simple cycle on Γ) and white vertices on γ
†
δ (a cycle on Γ
†). The path
γ†δ may be described as follows. Let (b0, b1, . . . , bn = b0) be the black vertices on γδ (taken counterclockwise).
For each i, enumerate (in counterclockwise order) the faces of Γ which are adjacent to bi and outside of γδ:
b†i,1, . . . , b
†
i,ki
. Concatenating these lists, one gets γ†δ = (b
†
0,1, . . . , b
†
0,k0
, b†1,1, . . . , b
†
n−1,kn−1 , . . . , b
†
n,1 = b
†
0,1), a
cycle on Γ† (which may involve some backtracking). Without loss of generality, one may assume that the
reference orientation (used to define the Kasteleyn orientation, see Section 3.1.1) of edges of Γ on γδ agrees
with the direct orientation of γδ. Then if w on γδ corresponds to the edge (bb
′) of Γ,
(Kγ(RBf))(w) =
1
2 |b′ − b|if(b) +O(δ2‖f‖Lip)
eiν(w)(Kγ(RBf))(w) =
i
2
∫ b′
b
f(z)dz +O(δ2‖f‖Lip)
(6.57)
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(with the integral taken on the segment [b, b′]). Similarly, if w on γ†δ corresponds to the edge (bb
′) of Γ†, and
b0 is the black neighbour of w which is on γ, then
(Kγ(RBf))(w) = sgn(K(b0, w))
1
2 |b′ − b|f(b) +O(δ2‖f‖Lip)
eiν(w)(Kγ(RBf))(w) =
i
2
∫ b′
b
f(z)dz +O(δ2‖f‖Lip)
(if w has two neighbours on γ, (Kγ(RBf))(w) = O(δ
2‖f‖Lip)). Then∑
w∈γW
(eiν(w)Ti(z, w))(Kγ(RBf))(w) =
i
2
∮
γδ
Ti(z, w)f(w)dw +
i
2
∮
γ†δ
Ti(z, w)f(w)dw +O(δ‖f‖Lip‖Si‖∞)
and by Stokes’ formula,
∮
γδ
Ti(z, w)f(w)dw −
∮
γ†δ
Ti(z, w)f(w)dw = O(δ‖f‖Lip‖Ti‖C1) (as the area of the
annulus between γδ, γ
†
δ is O(δ)). (Estimates are uniform for z in a compact subset of A). Similarly,∑
w∈γW
(eiν(w)Ti(z, w))(Kγ(RBf))(w) = i
∮
γ
Ti(z, w)f(w)dw +O(δ‖f‖Lip‖Ti‖C1)∑
w∈γW
(eiν(w)Ti(z, w))(Kγ(R¯Bf))(w) = O(δ‖f‖Lip‖Ti‖C1)∑
w∈γW
(e−iν(w)T¯i(z, w))(Kγ(RBf))(w) = O(δ‖f‖Lip‖Ti‖C1)
∑
w∈γW
(e−iν(w)T¯i(z, w))(Kγ(R¯Bf))(w) = −i
∮
γ
T¯i(z, w)f(w)dw¯ +O(δ‖f‖Lip‖Ti‖C1)
(One could replace ‖T‖C1 with ‖Ti‖∞ using biharmonicity of Ti; these norms are taken on a compact
neighbourhood of γ). In order to deal with the singular part, we observe that the constant functions RB(µ),
R¯B(µ) are discrete holomorphic and consequently by replication (6.53):∑
w∈γW
K−1(b, w)(Kγ(RB(µ)))(w) = RB(µ)1γi(b)∑
w∈γW
K−1(b, w)(Kγ(R¯B(µ)))(w) = R¯B(µ)1γi(b)
where γi is the set of vertices on or inside γδ. Then by Theorem 1 and (6.57)
∑
w∈γW
K−1(b, w)(Kγ(RBf))(w) = RB(f(b))1γi(b) +
∑
w∈γW
K−1(b, w)(Kγ(RB(f − f(b)))(w)
= RB(f(b))1γi(b) +
i
2pi
RB
(∮
γ
f(w)− f(b)
b− w dw
)
+O(δ| log δ|.‖f‖Lip)
and similarly∑
w∈γW
K−1(b, w)(Kγ(R¯Bf))(w) = R¯B(f(b))1γi(b)− i2pi R¯B
(∮
γ
f(w)− f(b)
b− w dw¯
)
+O(δ| log δ|.‖f‖Lip)
We conclude that if f is Lipschitz around γ (‖f‖Lip its Lipschitz norm in a neighbourhood of γ), then
‖P δi (RB(f))−RB(Pif)‖∞ = O(η˜(δ)‖f‖Lip)
(on γ), where
η˜(δ) = η(δ) + (δ| log δ|).
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In particular, if f is Lipschitz around γ, then it is in the (continuous) Cauchy data space Ci iff ‖P δi (RB(f))−
RB(f)‖∞ goes to zero as δ ↘ 0 (uniform norm on γB). Correspondingly, with the same assumptions,
‖P δi (R¯B(f))− R¯B(P¯if)‖∞ = O(η˜(δ)‖f‖Lip) (6.58)
again on γ.
Glueing - uniqueness. Let us address uniqueness for Kg, ie Kgf = 0, f vanishing at infinity implies that
f = 0. This will follow (for small enough δ) from the following natural assumption on continuous Cauchy
data spaces:
Ci ∩ C0 = {0}, C¯i ∩ C¯o = {0}. (6.59)
Indeed, assume by contradiction that for some sequence δn ↘ 0, there is fn ∈ CΞB,δng 6= 0 such that
Kδng fn = 0, fn vanishes at infinity (the line of argument here is similar to some arguments in Section 3 of[9]).
Let γ be a simple cycle in A that disconnects 0 from ∞. We normalise fn so that ‖(fn)|γ‖∞ = 1. Let γ1,γ2
be two disjoint cycles in A bounding an open annulus A′ that contains γ. By replication (as in (6.53)), we
see that ‖(fn)|γ1∪γ2‖∞ is bounded and consequently the Lipschitz norm of fn on compact subsets of A′ is
bounded. Up to extracting a subsequence, one may assume that (a suitable interpolation of) (fn) converges
uniformly on compact subsets of A′ to a non-vanishing (since it has uniform norm 1 on γ) Lipschitz function
f . More precisely, we may write fn = RB(gn) + R¯B(hn), where (gn) and (hn) converge in Lispchitz norm
on compact subsets of A′ (again by replication). Consequently, g = lim gn is in Ci ∩C0 = {0}, h = limhn is
in C¯i ∩ C¯0 = {0}, yielding the needed contradiction.
Glueing - convergence. We may now address the central question of this section, i.e. convergence of the
glued inverting kernel K−1g assuming (6.51).
Assume that Sg : A
2 → C is a kernel with the same regularity conditions as Si, So (see around (6.52))
and such that: for any simple cycle γ in A disconnecting 0 from ∞, if w is outside γ, Sg(., w) ∈ Ci and
Sg(., w) − So(., w) ∈ Co ; and if w is inside γ, Sg(., w) ∈ Co and Sg(., w) − Si(., w) ∈ Ci (where Ci, Co are
the inner and outer Cauchy data space on γ). Similarly, we assume given S¯g : A
2 → C a kernel compatible
in the same way with inner and outer Cauchy data spaces C¯i, C¯o, and with the same regularity as S¯i, S¯o.
Remark that this uniquely specifies Sg by (6.59).
Given this data, we start with constructing S˜g, an approximate inverting kernel for Kg : CΞ
B
g → CΞWg
(at least for some w’s). First let us consider two disjoint simple cycles γ1, γ2 in A that disconnect 0 from
∞, with γ1 inside γ2; γδi is an approximation of γi on Γδ. For w ∈MδW within O(δ) of γ2, we set:
S˜g(b, w) = K
−1
o (b, w) + P
γδ1
o
(
1
2
RB(e
iν(w)(Sg(., w)− So(., w))) + 1
2
R¯B
(
e−iν(w)(S¯g(., w)− S¯o(., w))
))
for b outside γ1
= P
γδ1
i
(
1
2
RB
(
eiν(w)Sg(., w)
)
+
1
2
R¯B
(
e−iν(w)S¯g(., w)
))
for b inside γ1
and for b on γδ1 one may use either definition (here P
γδ
i , P
γδ
o denote the inner and outer discrete Cauchy
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data space projectors described earlier, see (6.54)). Symmetrically, for w ∈M δW within O(δ) of γ1, we set:
S˜g(b, w) = K
−1
i (b, w) + P
γδ2
i
(
1
2
RB(e
iν(w)(Sg(., w)− Si(., w))) + 1
2
R¯B
(
e−iν(w)(S¯g(., w)− S¯i(., w)))
))
for b inside γ2
= P
γδ2
o
(
1
2
RB
(
eiν(w)Sg(., w)
)
+
1
2
R¯B
(
e−iν(w)S¯g(., w)
))
for b outside γ2
Let us observe that if w is within O(δ) of γi, KgS˜g(., w) − δw is supported on white vertices with graph
distance ≤ 1 to γδ3−i, i ∈ {1, 2}; let us denote γˆWi these sets of white vertices, i ∈ {1, 2}.
In the continuous limit, the assumptions on compatibility of Sg with the Cauchy data spaces specified
by Si, So translate into the replication identities:
P γ1i (Sg(., w)) = Sg(., w), P
γ1
o (Sg(., w)− So(., w)) = Sg(., w)− So(., w)
on γ1 if w is on γ2; and symmetrically
P γ2o (Sg(., w)) = Sg(., w), P
γ2
i (Sg(., w)− Si(., w)) = Sg(., w)− Si(., w)
on γ2 if w is on γ1. The corresponding identities for S¯g also hold. Together with the earlier convergence
result for P γδs , s ∈ {i, o} (see (6.58)), we get for instance that
‖P γδ1i (RB(Sg(., w))−RB(Sg(., w))‖∞ = O(η˜(δ))
(uniform norm on γB1 ), uniformly in w ∈ γ2.
Consequently, if w is near γ2, we have
S˜g(b, w) =
1
2
RB
(
eiν(w)Sg(b, w)
)
+
1
2
R¯B
(
e−iν(w)S¯g(b, w)
)
+O(η˜(δ))
for b a black vertex in a compact subset of A \ γ1, and in particular for b on either side of γ1 (ie both
definitions of S˜g agree up to O(η˜(δ)) near γ1). It follows that KgS˜g(., w) − δw is supported on γˆW1 and
is O(δη˜(δ)) there. Thus (KgS˜g), seen as an operator Cγˆ
W → CγˆW (where γˆW = γˆW1 unionsq γˆW2 ) is such that
‖|KgS˜g − Id ‖|L1(γW ) = O(η˜(δ)) (since |γW | = O(δ−1)). Thus for δ small enough, KgS˜g : CγˆW → CγˆW is
invertible, and ‖|(KgS˜g)−1 − Id ‖|L1(γW ) = O(η˜(δ)). Then for w ∈ γW , we set
Sδg(., w) =
∑
w′∈γW
(KgS˜g)
−1(w,w′)S˜g(., w′)
so that KgS
δ
g(., w) = δw. It follows that
Sδg(b, w) =
1
2
RB
(
eiν(w)Sg(b, w)
)
+
1
2
RB
(
e−iν(w)S¯g(b, w)
)
+O(η˜(δ))
uniformly in w ∈ γW and b in a compact subset of A \ (γ1 ∪ γ2).
For w in general position in A, w is in the exterior of γ1 or in the interior of γ2 (or both). The two cases
are similar, so assume that w is in a compact set of A \ γ1, on the exterior of γ1. Then we define S˜g(., w) as
we did for w near γ2. Then KgS˜g(., w)− δw is supported on γˆW1 , is O(δη˜(δ)) there, and we may set:
Sδg(., w) = S˜g(., w) +
∑
w′∈γˆW1
(Kg(S˜g(., w)))(w
′)Sδg(., w
′)
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so that KgS
δ
g(., w) = δw. We know that there is a most one f vanishing at infinity such that Kgf = δw
(for δ small enough, under (6.59)). Thus Sδg(., w) does not depend on the choice of γ1, γ2. By moving γ1,
γ2 towards the boundary cycles of A, we can extend estimates of S
δ
g(b, w) for (b, w) in a compact subset of
A2 \∆A.
Finally for w outside of A, it is easy to construct Sδg(., w). For instance if w is in Do \Di, one starts with
a truncation of K−1o (., w) and set
Sδg(., w) = 1γintK
−1
o (., w)−
∑
w′ 6=w
Kg(1γintK
−1
o (., w))S
δ
g(., w
′)
where γint denotes the inside of the closed cycle γ.
Conclusion. Let us summarise the results of this section. Recall that M is a bipartite graph derived from
a rhombi tiling Λδ with edge length δ, δ going to zero along some sequence; it is equipped with a linear
operator K : CMB → CMW . We consider Di (resp. Do) a simply connected neighbourhood of 0 (resp. ∞) in
Cˆ, such that A = Di∩Do is an annulus separating 0 from∞. The (sequences of) graphs Ξs = Ξδs, s ∈ {i, o},
are bipartite graphs equipped with Ks : CΞ
B
s → CΞWs , a nearest neighbour (or finite range) linear operator.
The pair (Ξi,Ki) is obtained by modifying (M,K) in Di \ Do, and vice versa for (Ξo,Ko). In particular
(Ξi,Ki) and (Ξo,Ko) agree with (M,K) in A. The glued data (Ξg,Kg) agrees with (Ξs,Ks) in Ds, s ∈ {i, o}.
We also assume that for any w ∈ ΞWi , there is a unique K−1s (., w) ∈ CΞ
B
i vanishing at infinity such that
Ks(K
−1
s (., w)) = δw, s ∈ {i, o}.
Lemma 8. Assume that Si, S¯i, So, S¯o : A
2 \∆A → C are such that
K−1s (b, w) =
1
2
RB(e
iν(w)Ss(b, w)) +
1
2
R¯B(e
−iν(w)S¯s(b, w)) +O(η(δ))
uniformly in compact sets of A2 \∆A, s ∈ {i, o}, with (z, w) 7→ Si(z, w)− 1pi(z−w) (resp. S¯i(z, w)− 1pi(z−w))
C1 in A2, and limδ↘0 η(δ) = 0. Assume that there are Sg, S¯g : A2 \∆A → C with same regularity such that:
if γ is a fixed simple cycle in A disconnecting 0 from ∞, then for w ∈ A outside γ, Sg(., w)|γ is in the inner
Cauchy data space Ci defined by Si and (Sg(., w)− So(., w))|γ is in the outer Cauchy data space Co defined
by So (see (6.56)); and the corresponding conditions for S¯g and for w ∈ A inside γ also hold. Assume that
Ci ∩ Co = {0}, C¯i ∩ C¯o = {0}.
Then for δ small enough, for each w ∈ ΞWg there is a unique K−1g (., w) ∈ CΞ
B
g vanishing at infinity such
that Kg(K
−1
g (., w)) = δw, and
K−1g (b, w) =
1
2
RB(e
iν(w)Sg(b, w)) +
1
2
R¯B(e
−iν(w)S¯g(b, w)) +O(η(δ) + δ| log δ|)
uniformly in compact sets of A2 \∆A, s ∈ {i, o}.
Let us remark that in the case where Ξo is actually bounded, the “vanishing at ∞” condition is void.
Conceivably, for unbounded Ξo (agreeing with M far enough), one might find use for “divisor” type boundary
conditions at infinity: f(z) = O(|z|n) as z →∞, n ∈ Z fixed. In this case the previous surgery argument is
still valid.
7 Electric correlators
We are now interested in scaling limits of vertex correlators. For instance in the plane, one may consider
asymptotics of
〈e2ipi
∑
j sjh(zj)〉
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where
∑
sj = 0. Here h is the height field of a dimer configuration and 〈〉 is the expectation under the
full-plane measure specified by (4.28). Heuristically, we expect these asymptotics to be governed by electric
correlators for a free field
〈: exp(i
∑
j
sjφ(zj) :〉
(see (2.6)), with coupling constant g0 =
1
2 (the value read eg from Corollary 4, with 2pih converging to φ in
the small mesh limit). However, the discrete height function is at every point deterministic modulo Z (recall
the choice of normalisation for the height from Section 3.2). Thus
(sj)j 7→ 〈e2ipi
∑
j sjh(zj)〉
is 1-periodic in each variable, which is not the case for the scalar free field electric correlators:
〈: exp(2ipi
∑
j
sjφ(zj) :〉C ∝
∏
i<j
|zi − zj |2sisj
This may be seen as a manifestation of the compactified nature of the height field.
The relevant Cauchy-Riemann operators are those associated to the line bundle Lρ over the punctured
sphere Σ = Cˆ \ {z1, . . . , zn}, where ρ : pi(Σ)→ U is a unitary character. The two types of variations we shall
consider are the isomonodromic family (z1, . . . , zn) 7→ Lρ(z1, . . . , zn), and Jacobian family ρ 7→ Lρ.
The analysis relies on a rather precise description of the corresponding discrete operators and their
inverting kernels, in particular near the diagonal.
In Section 7.1, we study in some details discrete (harmonic and) holomorphic functions with monodromy
around a given face of M (in terms of the Riemann sphere, there is another singularity at infinity). Building
on these results, we analyse in Section 7.2 the case of discrete holomorphic functions (and the associated
inverting kernels) with monodromy around one or several pairs of points in C (and the point at infinity is
regular). In Section 7.3, we vary the position of singularities and the monodromy exponents in order to
analyse asymptotically the electric correlators, yielding the main result (Theorem 24).
For notational simplicity (and without loss of generality), throughout this section we take δ = 1.
7.1 Discrete holomorphic functions with monodromy around a point
We proceed with a local study of discrete holomorphic functions and inverting kernels in the presence of a
singularity. As described in Section 3.1.1, we consider a rhombus tiling Λ of the plane. Let us mark the
midpoint v0 of an edge of Λ (that is, the center of a face of M). Up to scaling and centering we may assume
δ = 1, v0 = 0.
The unitary characters of pi1(C\{v0}) ' Z are identified with the unit circle U. Fix a non-trivial character
χ (identified to an element of U 6= {1}).
We consider (CMB )χ, the space of functions on the lift of MB to the universal cover of the punctured
plane C \ {v0} which belong to the character χ (recall Section 5.1, where similar constructions for the torus
are discussed). Explicitly, if Mˆ is the lift of M to the universal cover of C \ {v0}, and θ : M → M is the
deck transform corresponding to a simple counterclockwise loop around v0,
(CMB )χ ' {f ∈ CMˆB : f ◦ θ = χf}
We can choose the universal cover to be C, the covering map to be z 7→ v0 + ez, and θ(z) = z + 2ipi.
Alternatively, we can choose a branch cut γ (running from v0 to ∞ on M†) and realise Mˆ as M × Z (as
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Figure 3: Local geometry of M near the singularity v0 (black disk)
vertex sets); M × {n} is the n-th sheet, and one moves to the (n ± 1)-th sheet when crossing γ. With this
identification, f ∈ (CMB )χ if f((b, n+ 1)) = χf((b, n)).
Elements of (CMB )χ may also be seen as multiplicatively multivalued elements of CMB (that get multiplied
by χ when tracked along a counterclockwise loop around v0). The space (CMW )χ is defined similarly; we
may also consider the restrictions (CMV )χ and (CMF )χ. We are concerned with the operators
∆Γ :(CMV )χ −→ (CMV )χ
K :(CMB )χ −→ (CMW )χ
and functions f s.t. ∆Γf = 0 or Kf = 0 on all or part of M (discrete harmonic and holomorphic functions).
7.1.1 Multivalued harmonic functions: a priori estimates
We begin with a few basic estimates on harmonic functions with monodromy (i.e. multiplicatively multival-
ued). In what follows,
B(0, R) = {z ∈MV : |z| ≤ R}.
Lemma 9. 1. There is ε = ε(χ) > 0 such that for n large enough, if f ∈ (CMV )χ is harmonic in B(0, 2n),
then
sup
x∈B(0,n)
|f(x)| ≤ (1− ε) sup
x∈∂B(0,2n)
|f(x)|
Similarly, if f ∈ (CMV )χ is harmonic in A(n, 3n) = B(0, 3n) \B(0, n), then
sup
x∈A( 32n, 52n)
|f(x)| ≤ (1− ε) sup
x∈∂A(n,3n)
|f(x)|
2. If f ∈ (CMV )χ is bounded and harmonic, f ≡ 0.
3. If y ∈MV , there is at most one function Gχ(., y) ∈ (CMV )χ vanishing at infinity such that ∆ΓGχ(., y) =
δy (here δy designates an element of (CMV )χ such that δy(y) ∈ {χn : n ∈ Z} and δy(x) = 0 otherwise).
4. If y ∈MV , Gχ(., y) exists and satisfies
Gχ(x, y) = O(
∣∣∣∣xy
∣∣∣∣ε ∧ ∣∣∣yx ∣∣∣ε)
if |x− y| ≥ |y|/2, for some ε = ε(χ) > 0.
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5. For all x, y ∈MV , Gχ(x, y) = Gχ¯(y, x).
6. If y ∼ y′ (y, y′ adjacent in Γ 'MV ),
Gχ(x, y
′)−Gχ(x, y) = O(|y|−1(
∣∣∣∣xy
∣∣∣∣ε ∧ ∣∣∣yx ∣∣∣ε))
if |x− y| ≥ |y|/4 and Gχ(x, y′)−Gχ(x, y) = O(|x− y|−1) otherwise.
1. is an improved maximum principle; 2. is a Liouville-type result; 3,4. state the existence and uniqueness
of a chiral Green kernel Gχ; C
0 and C1 estimates for Gχ are given in 4., 6.. We use ∧ to denote the infix
minimum:
a ∧ b def= min(a, b)
Proof. 1. Take x ∈ ∂B(0, n); up to rotation, we may assume arg(x) = 0. Consider
C = A(
2
3
n,
4
3
n) ∩ {z : | arg(z)| ≤ pi − ε0},
ε0 > 0 small enough and fixed. From the convergence of discrete harmonic measure (see [9], Theorem
3.8), we may deduce that there exists η > 0 such that for n large enough, the probability that the
random walk on Γ started from x exits C on either the top or bottom side of the cone {z : | arg(z)| ≤
pi− ε0} is at least η; let us denote T and B these events. If y is a point on the top side, a random walk
starting from y disconnects the bottom side from ∂B(−x, n2 ) before exiting B(−x, n2 ) with probability
at least η′ > 0 (uniformly in n large enough, y ∈ A( 23n, 43n); this may also be seen easily using harmonic
measure estimates).
Hence with probability at least η′ > 0, we may couple the random walk started from x conditional on
T with the random walk conditional on B in such a way that they couple before exiting B(0, 2n) and
their winding around 0 differs by 2pi. This shows that
|f(x)| ≤ (ηη′|1 + χ|+ (1− 2ηη′)) sup
x∈∂B(0,2n)
|f(x)|
and since χ 6= 1, we have |1 + χ| < 2. The same argument works in the annular case.
2. By iterating 1., we get
|f(x)| ≤ (1− ε)n sup
x∈∂B(0,|x|2n)
|f(x)|) ≤ (1− ε)n‖f‖∞
and consequently f(x) = 0.
3. Follows from 2.
4. If y ∈MV , set hy(x) = Ex(δy(Xτy )) where is a χ-multivalued Dirac mass at y and τy is the first time
y is attained. Clearly hy is harmonic on MV \ {y}, χ-multivalued and bounded by 1. Since it is not
identically 0, by 2. ∆Γhy(y) 6= 0. Thus we may set
Gχ(., y) =
hy
∆Γhy(y)
Due to the denominator, it is delicate to estimate Gχ using this representation. We are going to give
another representation, based on a Markovian decomposition.
Up to rotation we may assume arg(y) = 0. Let Ce = ∂B(y, |y|/2) and Ci = ∂B(y, |y|/4). For x ∈ Ce,
y ∈ Ci, let µe(y, {x}) be the harmonic measure on Ce seen from y ∈ Ci and µi(x, {y}) be the chiral
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harmonic measure on Ci seen from x ∈ Ce. Explicitly, if Cni (resp. yn) is the lift of Ci (resp. y) to the
n-th sheet of the universal cover of C \ {0},
µi(x, {y}) =
∑
m∈Z
χmHarmunionsqCni (x, {ym})
where HarmI(x, J) is the probability that the random walk started from x on MˆV (the lift of MV to
the universal cover of C \ {0}) first hits I on J ⊂ I.
Reasoning as in 1., we can couple a random walk starting from x which approaches the crosscut (−∞, 0)
from above before reaching Ci with a random walk approaching it from below in such a way that, with
probability bounded away from 0, if the lift of the first random walk exits at ym, the second one exits at
ym−1. This shows that ‖µi(x, .)‖TV ≤ 1− ε for some constant ε > 0 (‖.‖TV denotes the total variation
norm).
Consider the (continuous-time) random walk (Xt)t≥0 on MV (lifted to the universal cover) started
from, say, x ∈ B(y, |y|/4); let τe be the first time the RW touches Ce, and τi be the first time it touches
unionsqnCni after τe. Then by Dynkin’s formula
Gχ(x, y) = Ex
(
Gχ(Xτi , y) +
∫ τi
0
1Xt=ydt
)
= Ex
(∫ τe
0
1Xt=ydt
)
+ Ex (Ex (Gχ(Xτi , y)|Xτe))
= GB(y,|y|/2)(x, y) +
∑
a∈Ce,b∈Ci
µe(x, {a})µi(a, {b})Gχ(b, y)
Here GB is the Green kernel for the RW on B with Dirichlet boundary conditions on ∂B (standard
arguments show that Ex(τe) <∞).
Denoting by T : L∞(Ci)→ L∞(Ci) the operator:
(Tf)(x) =
∑
a∈Ce,b∈Ci
µe(x, {a})µi(a, {b})f(b)
we have ‖T‖L∞→L∞ ≤ 1− ε since ‖µi(x, .)‖TV ≤ 1− ε for all x. Consequently, on Ci we have
Gχ(., y) = (Id−T )−1GB(y,|y|/2)(., y)|Ci
The values of Gχ(., y) on Ci determine its values elsewhere: by harmonic extension outside of Ci, and
by harmonic extension inside Ci after substracting GB(y,|y|/4)(., y).
Having expressed Gχ in terms of the Green kernel in balls, we may used known estimates for the latter.
We have GB(y,R)(x, y) = O(1) for x ∈ B(y,R)\B(y,R/2) and GB(y,R)(x, y) = O(logR) for |x−y|  R
(see Sections 2.2. and 3.3 in [9]). Thus Gχ(x, y) = O(1) for x ∈ Ci. Consequently, by 1. we have
Gχ(x, y) = O(
∣∣∣∣xy
∣∣∣∣ε ∧ ∣∣∣yx ∣∣∣ε)
if |x− y| ≤ |y|/2.
5. By uniqueness 3., Gχ(x, y) is χ¯-multivalued in y for x fixed (reasoning on the universal cover). To
evaluate
∆yΓGχ(x, y)
we fix y and consider it as a χ-multivalued function in x. Then observe that it decays at infinity and
has the same Laplacian as a lifted Dirac mass δy(.). Consequently by 2.,
∆yΓGχ(x, y) = δy(x) = δx(y)
which concludes.
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6. We write Gχ(x, y
′)−Gχ(x, y) = Gχ¯(y′, x)−Gχ¯(y, x). If |x− y| ≥ |y|/2, a combination of the estimate
in 4. (for Gχ¯) and a discrete Harnack estimate (see (3.20)) concludes. If x ∈ B(y, |y|/4), as in 4. we
may write
Gχ¯(y, x) = GΓ(y, x)− 1
2pi
log |x|+ h(y)
where GΓ is the “free Green function” (e.g. Theorem 2.5 in [9], Theorem 2.5) and h is harmonic in
B(x, |x|/2) and uniformly bounded. We conclude with the Harnack estimate (3.20) and asymptotics
for first differences of GΓ.
7.1.2 Classification and asymptotic behaviour
We now turn to discrete holomorphic functions. We are interested in characterising and estimating discrete
holomorphic functions in (CMB )χ. More precisely, we shall describe bounded discrete holomorphic functions
in (CMB )χ (Lemma 10); discrete meromorphic functions with a single pole adjacent to the singularity (Lemma
11); and the expansion at infinity of χ-multivalued discrete holomorphic functions (Lemma 12).
Classification. Let us start with reminding a few constructive elements on discrete holomorphic functions
in the absence of monodromy. The bounded holomorphic functions in CMB are spanned (over C) by RB(1),
R¯B(1). Then one verifies directly that z 7→ RB(z), z 7→ RB(z2) and their conjugates are also discrete
holomorphic.
There is a notion of integration of discrete holomorphic functions (see [46] and references therein) which
allows to construct by induction a sequence (Pn)n≥0 of discrete holomorphic functions in CMB s.t. Pn(z) =
RB(z
n)(1 + o(1)) as z → ∞. The special discrete holomorphic functions (see the proof of Lemma 10) may
be seen as the (exponential) generating series of the sequence (Pn). Furthermore, one may check that a
discrete holomorphic function with at most polynomial growth is a linear combination of the Pn’s and their
conjugates.
Using special holomorphic functions and an integral representation, Kenyon obtained Theorem 1, which
shows e.g. that one can find a function f in CMB which is discrete holomorphic except at two points s.t.
f(z) = RB(z
−1)(1 + o(1)) as z →∞.
In the presence of monodromy, if we set χ = e2ipis, then χ-multivalued (continuous) holomorphic functions
in C \ {0} may be written as
z 7−→ zs
∑
n∈Z
anz
n
by standard results on Laurent series. Similarly, antiholomorphic χ-multivalued functions may be written
z 7−→ z¯−s
∑
n∈Z
bnz¯
n
By analogy with the discrete polynomials Pn, a natural question is whether there are basic discrete functions
given asymptotically by z 7→ RB(zs+n)(1 + o(1)). This is addressed by the following lemma.
Lemma 10. 1. The space of χ-multivalued bounded discrete holomorphic functions:
{f ∈ (CMB )χ : ‖f‖∞ <∞,Kf = 0}
is one-dimensional and is spanned by a function fχ with the following asymptotic expansion:
fχ(u) = RB
(
2s−1Γ(1− s)(u− v0)s−1
)
+ R¯B
(
τ¯2−sΓ(s)(u− v0)−s
)
+O(|u− v0|−s−2 + |u− v0|s−3)
where s ∈ (0, 1), χ = e2ipis, and τ = (x0−v0)/|x0−v0| if x0 is the vertex of Γ adjacent to the singularity
v0.
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2. More generally, for s ∈ (0, 1), k ∈ N, there exists fk,χ discrete holomorphic and χ-multivalued s.t.
fk,χ(u) = R¯B
(
τ¯2k−sΓ(s− k)(u− v0)k−s
)
+O(|u− v0|s−k−1 + |u− v0|k−s−2)
with f0,χ = fχ and for b a black vertex adjacent to the singularity,
fk,χ(b) =
2ipieiν(b)
(b− v0)k+1−s
2s−k−1(−1)ke−ipis
1− e−2ipis = (−1)
keiν(b)
pi
sin(pis)
(2(b− v0))k+1−s
Remark that fk,χ¯ is also discrete holomorphic and χ-multivalued, and that fχ¯ = τfχ. Let us also point
out that if b is a black vertex adjacent to the singularity,
fk,χ(b) =
(−1)kpi
Γ(s− k) sin(pis) R¯B
(
τ¯2k−sΓ(s− k)(b− v0)k−s
)
ie plugging b in the leading term of the asymptotic expansion of fk,χ yields the correct value up to the
positive multiplicative constant (−1)
kpi
Γ(s−k) sin(pis) = Γ(k + 1− s).
Proof. 1. Let f ∈ (CMB )χ be bounded with Kf = 0. Then a local computation (see Section 3.1.2) shows
that f|MV is harmonic except at x0, the vertex of Γ adjacent to the marked edge of Λ. Consequently
(Lemma 9), f|MV decays at infinity and is proportional to Gχ(., x0). Besides f|MF is locally given as
the harmonic conjugate of f|MF and is thus given modulo a global additive constant (on the lift to the
universal cover). This additive constant is determined by the fact that f|MF is χ-multivalued. Thus
the space of bounded holomorphic functions in (CMB )χ is at most one-dimensional.
We then simply need to exhibit a non-trivial holomorphic function. Adapting the argument for the
construction of K−1 in Section 4.2 of [37] (see also [9], Appendix A, which we follow more closely),
we use an integral representation involving the “special” discrete holomorphic functions (or discrete
exponentials). Recall that the singularity is located at v0 = 0, the midpoint of an edge of Λ which
abuts x0 ∈ Γ and y0 ∈ Γ† (thus x0 = −y0). For a parameter λ ∈ C, we set
eλ(x0) =
1
1− λ2 (x0 − y0)
eλ(y0) =
1
1− λ2 (y0 − x0)
and for x ∈ Γ, y ∈ Γ† adjacent,
eλ(x)
eλ(y)
=
1− λ2 (y − x)
1− λ2 (x− y)
It may be checked that eλ ∈ CMB is well-defined and discrete holomorphic in the sense that Keλ = 0
(recall that K is obtained from K by a gauge change). For u ∈ MB , we have eλ(u) = O(1/|λ|) as
λ → ∞. Besides, one can choose a path (u0 . . . un) on Λ from u0 = x0 or y0 to un = u in such a way
that u0, u1 − u0, . . . , un − un−1 lie in the cone:
{z : | arg(z)− arg(u)| ≤ pi − ε0}
for some ε0 > 0. Consequently the poles of eλ(u) are in {λ : | arg(λ) − arg(u¯)| ≤ pi − ε0} (and have
norm δ/2).
For s ∈ (0, 1), set
fs(u) =
∫ u¯∞
0
λ−se−λ(u)dλ
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which is χ = e2ipis-multivalued. Here
∫ u¯∞
0
represents integration along a half-line from 0 to infinity
in the direction u¯. If w ∈ MW , u1, . . . , u4 its four black neighbours, one can show that the same
integration path may be used for u1, . . . , u4 and consequently by linearity (Kfs)(w) = 0.
For small λ we have
eλ(u) = exp(λu+O(|uλ3|+ |λ2|))
and for large λ
eλ(u) = − 
λ(x0 − v0) exp(4
u¯
λ
+O(|uλ−3|+ |λ−2|)
where  = 1 on Γ and  = −1 on Γ† (see A.1 in [9]). (Notice that 1+ε1−ε = exp(2ε + O(ε3))). The
asymptotic expansion comes from small values of λ (say |λ| ≤ 1/√|u|) and large values (say |λ| ≥√|u|).
The intermediate values of λ contribute to an exponentially small error in the asymptotic analysis. We
have ∫ u¯∞
0
λ−s exp(−λu)dλ = Γ(1− s)us−1∫ u¯∞
0
λ−s
(

λ(x0 − v0) exp(−4u¯λ
−1)
)
dλ =

x0 − v0 Γ(s)(4u¯)
−s
The error terms are estimated via∫ 1/√|u|
0
t−s exp(−|u|t)O(|u|t3 + t2)dt =
∫ √|u|
0
t−s exp(−t)O(t3 + t2) dt|u|3−s = O(|u|
s−3)
and similarly for the other integral. This shows in particular that fs is not identically zero. We then
obtain fχ by multiplying by a constant and applying a gauge transformation (recall (3.11)).
2. For k ∈ N, s ∈ (0, 1), set
fk,s(u) =
∫
γ
λk−se−λ(u)dλ
where γ = γ(u) is an integration contour consisting of a large counterclockwise circle around zero
(encircling all poles of the e.(u)’s); two connecting segments on u¯(0,∞); and a small clockwise circle
around 0 (with all poles on its exterior). As before it may be checked that Kfk,s = 0, since for a given
w ∈MW , the same integration contour may be used for all black neighbours of w.
We choose a lift of the mapping u 7→ λ = −u−1 to the covers of {u : u 6= v0} and {λ : λ 6= 0}. We
choose determinations of log on these pointed covers in such a way that for λ = u−1, log(λ) = − log(u).
Then γ(u) is a simple contour on the cover of {λ : λ 6= 0}, for instance by specifying that the outward
segment is in the direction u−1; then the inward segment is on the next sheet of the cover.
Notice that, up to rotating the lattice around v0, one may assume that u− v0 ∈ (0,∞), in which case
one may a fixed branch of log, which will be convenient for local computations. More precisely, if
M ′ = eiθM (the graph rotated by θ), one may choose branches in the definitions of fMk,s, f
M ′
k,s in such
a way that fM
′
k,s (e
iθu) = eisθfMk,s(u).
In order to obtain an asymptotic expansion for large R = |u|, one may take the outer circle of the
integration contour with radius R and the inner circle with radius R−1. The contribution of the inner
half of the contour γ is, modulo exponentially small error terms,
Rs−k−1
∫
γi
λk−s exp(−λu/R+O(uλ2/R2))dλ = O(|u|s−k−1)
where γi is a contour consisting of a clockwise unit circle around 0 connected to infinity by two half-lines
along u¯(0,∞). Similarly, the contribution of the outer half of γ is:
R(k−s)
∫
γo
λk−s
(

λ(x0 − v0) exp(−4u¯(Rλ)
−1 +O(u(Rλ)−3 + (Rλ)−2)
)
dλ
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where γo consists of the unit circle connected to zero by two rays along u¯(0,∞).
Up to rotation and inversion, we have to evaluate∫
γ0
ts
′−1e−tdt
where γ0 is a contour consisting of a clockwise circle around 0 connected to infinity by two half-lines
along (0,∞). (For definiteness, set log(reiθ) = log r + iθ for θ ∈ [0, 2pi), and accordingly ts′−1 =
exp((s′ − 1) log(t))). We observe that, by contour deformation,∫
γ0
ts
′−1e−tdt = (1− e2ipis′)Γ(s′)
when s′ ∈ (0,∞); and that both sides are analytic in s′ (the RHS has removable singularities on −N).
Consequently they agree for all s′ ∈ C. Thus
fk,s(u) = 
(1− χ−1)
x0 − v0 Γ(s− k)(4u¯)
k−s +O(|u|k−s−2 + |u|s−k−1)
On the other hand, for u ∈ {x0, y0}, the residue formula yields:
fk,s(u) =
∫
γ
λk−s
1
1 + λ(u− v0)dλ = 2ipie
ipi(k−s)(u− v0)s−k−1
Discrete meromorphic functions with a pole adjacent to the singularity.
We proceed with another constructive result on discrete holomorphic/meromorphic functions with mon-
odromy, where we now allow a single “pole” at one of the white vertices adjacent to the singularity (see
Figure 3). The argument is based on special discrete holomorphic functions, as in Lemma 10. A possible
alternative route involves displacing the singularity across an edge of M , see the discussion after Lemma 14.
Lemma 11. Let w ∈ MW be one of the two white vertices adjacent to the singularity v0. Then there is
gw ∈ (CMB )χ which is discrete holomorphic except at w, has asymptotic expansion
gw(u) = RB
(
2seiν(w)Γ(1− s)(u− v0)s−1
)
+ R¯B
(
2−se−iν(w)Γ(1 + s)(u− v0)−s−1
)
+O(|u|−s−3 + |u|s−3)
and such that
(Kgw)(w) = 2
1+spi(w − v0)s
Remark that for s = 0, gw = 2piK
−1(., w); compare with Theorem 1.
Proof. We proceed as in the construction of fχ, simply changing the normalisation of the discrete exponentials
(or rather reverting to the normalisation used in [37], [9]; again we follow closely Appendix A of [9] here).
Notations are as in the proof of Lemma 10. Let x0 ∈ Γ, y0 ∈ Γ† be the two black vertices adjacent to the
singularity; let x′0 ∈ Γ, y′0 ∈ Γ† be such that w corresponds to the edges (x0x′0) and (y0y′0) (see FIgure 3).
For λ ∈ C, set
eλ(x0) =
1
(1− λ2 (x0 − y0))(1− λ2 (x0 − y′0))
and for x ∈ Γ, y ∈ Γ† adjacent,
eλ(x)
eλ(y)
=
1− λ2 (y − x)
1− λ2 (x− y)
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Then Keλ = 0 and we have the following estimates:
eλ(u) = exp(λ(u− w) +O(|uλ3|+ |λ2|))
eλ(u) =
4
(x0 − y0)(x0 − y′0)λ2
exp(4
u− w
λ
+O(|uλ−3|+ |λ−2|)
For notational simplicity, we now assume that w = 0.
Fix a ray u¯0(0,∞) from w = 0 to infinity which is disjoint of the rays u¯(0,∞) for all u ∈ M , and such
that arg(u0 − v0) ∈ (−pi, pi). We also fix a branch of log in C \ u¯0[0,∞) and set zs = exp(s log(z)) there.
By rotating the lattice we may assume that u0 = −1 and log is the usual branch in C \ (−∞, 0] (so that
(z−1)s = z−s outside of the branch cut).
Then set
g˜(u) =
∫ 0
−u¯∞
(−λ)−seλ(u)dλ
which defines a single valued function on MB . It can be identified with an element of (CMB )χ by taking
u0(0,∞) as a branch cut. As before (see Lemma 10), one then checks that Kg˜ vanishes except at w, by
deformation of the integration path.
We have ∫ 0
−u¯∞
(−λ)−s exp(λu)dλ = Γ(1− s)us−1∫ 0
−u¯∞
(−λ)−s
(
4
(x0 − y0)(x0 − y′0)λ2
exp(4u¯λ−1)
)
dλ =
4
(x0 − y0)(x0 − y′0)
Γ(1 + s)(4u¯)−s−1
Observe that (y0 − x0)(y′0 − x0) = e2iν(w) (if δ = 1). We need to evaluate g˜ at neighbors of w. In order
to evaluate
∫ 0
−u¯∞(−λ)−sf(λ)dλ, where f is rational of degree −2 without poles on the integration path, we
may write (here χ = e2ipis)
(χ−1 − 1)
∫ 0
−u¯∞
(−λ)−sf(λ)dλ =
∮
γ
˜(−λ)−sf(λ)dλ
where γ is a closed counterclockwise contour containing all poles of f and not crossing the ray −u¯(0,∞)
and λ 7→ ˜(−λ)−s is the determination of λ 7→ (−λ)−s with a branch cut on −u¯(0,∞) which agrees with
the reference determination (i.e. the one with branch cut on the negative half-line) on the right handside of
−u¯(∞, 0). Specifying to f(λ) = 1(1−λz1)(1−λz2) , the residue formula yields∫ 0
−u¯∞
(−λ)s 1
(1− λz1)(1− λz2)dλ =
2ipi
χ−1 − 1
∑
z
˜(−z)−s Resz(f) = 2ipi
(1− χ−1)(z2 − z1)
(
˜(−z−12 )−s − ˜(−z−11 )−s
)
Let us denote v0, v1, v2, v3 the midpoints of edges of the rhombus of Λ corresponding to w (where v0 is the
midpoint of (x0y0)) listed counterclockwise, and also (b0, b1, b2, b3) = (x0, y0, x
′
0, y
′
0). We have
eλ(bi) =
1
(1− λvi−1)(1− λvi)
for i = 0, . . . , 3, with cyclical indexing. For definiteness, let us assume that u0 was chosen in the interior of
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the cone generated by x0 and v0. Then we obtain (in terms of the reference determination)
g˜(b0) =
2ipi
(1− χ−1)(v0 − v3) ((−v0)
s − (−v3)s)
g˜(b1) =
2ipi
(1− χ−1)(v1 − v0)
(
χ−1(−v1)s − χ−1(−v0)s
)
g˜(b2) =
2ipi
(1− χ−1)(v2 − v1)
(
(−v2)s − χ−1(−v1)s
)
g˜(b3) =
2ipi
(1− χ−1)(v3 − v2) ((−v3)
s − (−v2)s)
Taking into account K(w, bj) = i(vj−1 − vj), we get
(Kg˜)(w) = 2pi(−v0)s
In order to obtain gw we multiply g˜ by 2
seiν(w) and apply a gauge transformation (see (3.11)).
Discrete holomorphic functions with monodromy: asymptotic behaviour at infinity.
Consider a bounded discrete function f ∈ CMB which is (discrete) holomorphic in B(0, r)c (r  1 a large
radius); from harmonic function arguments one sees that
f(z) = RB(a) + R¯B(a
′) +O((r/z))
for some a, a′ ∈ C. By Theorem 1 and a Cauchy integral formula (e.g. (3.22)) it is easy to see that
f(z) = RB(a+ b
r
z
) + R¯B(a
′ + b′
r
z¯
) +O((r/z)2)
and one could expand at higher order terms with additional arguments. In the following Lemma, we identify
the leading and subleading term at infinity for a discrete holomorphic function with monodromy.
Lemma 12. Let χ = e2ipis, s ∈ (0, 12 ). Let f ∈ (CMB )χ be bounded and s.t. Kf = 0 outside of B(0, R).
Then there exists c = c(f) such that for ε0 > 0, |z| ≥ R,
f(z) = cfχ(z) +O(‖f|B(0,R)‖∞|z/R|s−1+ε0)
More precisely, for s ∈ (0, 12 ], there exists c1(f) = O(‖f|B(0,R)‖∞Rs), c2(f) = O(‖f|B(0,R)‖∞R1−s) such that
for ε0 > 0, |z| ≥ R,
f(z) = c1fχ(z) +O(‖f|B(0,R)‖∞|z/R|s−1)
= c1fχ(z) + c2gχ(z) +O(‖f|B(0,R)‖∞|z/R|−s−1+ε0)
where gχ = gw for a white vertex w ∈MW adjacent to v0.
Proof. Fix ε, η > 0. Then there exists R0 > 0 such that for all g ∈ (CMV )χ discrete harmonic outside of
B(0, R0), there exists a continuous harmonic, χ-multivalued function gˆ s.t. for all z ∈MV , |z| ≥ (1 + η)R0
|g − gˆ|(z) ≤ ε‖g|∂B(0,R0)‖∞ (7.60)
Moreover R0 is uniform in the choice of rhombus tiling Λ under (3.10). This is obtained by contradic-
tion using equicontinuity and Ascoli-Arzela` (see e.g. Section 3.1 in [9] for similar arguments). Similarly, if
g is discrete holomorphic, then g|MF converges to a continuous harmonic function gˆ
†, which is conjugate to gˆ.
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Let gˆ be bounded, harmonic, χ-multivalued on {z : |z| > 1}. Then gˆ can be written locally as the sum
of a holomorphic function h and an antiholomorphic function h˜. The decomposition gˆ = h+ h˜ is unique up
to additive constants. It is easy to see that the additive constant can be set so that h, h˜ are χ-multivalued.
From the Laurent expansion of h(z)z−s, h˜(z)z¯s−1, we get that
gˆ(z) =
∑
n≥1
anz
s−n +
∑
n≥0
bnz¯
−s−n
for coefficients (an), (bn) which are bounded by ‖gˆ‖∂B(0,1)‖∞. Thus for all |z| ≥ C > 1,
|gˆ(z)− b0z¯−s| ≤ |z|s−1C(1 + C
−2s)
C − 1 ‖gˆ|∂B(0,1)‖∞
Let us now consider f (restricted to MV for notational simplicity) satisfying the assumptions of the
lemma. Let gˆn be, as in (7.60), a continuous, harmonic such that for |z| ≥ (1 + η)Rn
|f − gˆn|(z) ≤ ε‖f∂B(0,Rn)‖∞
(ε,Rn to be fixed later). There is c > 0, αn = O(‖g|∂B(0,Rn)‖∞Rs) such that for C > 1 large enough,
|z| ≥ CRn
|gˆn(z)− αnz¯−s| ≤ |z|s−1(1 + cC−1)‖gˆ|∂B(0,(1+η)Rn)‖ ≤ |z/Rn|s−1(1 + cC−1)(1 + ε)‖f|∂B(0,Rn)‖∞
Given that fχ(z) = RB(z¯
−s) + O(|z|s−1) (up to multiplicative constant, see Lemma 10), we get that for
z ≥ CRn,
|f − αnfχ|(z) ≤ (ε+ |z/Rn|s−1(1 + cC−1)(1 + ε)(1 + cR2s−1n ))‖f|∂B(0,Rn)‖∞
By iterating, one can find coefficients βn such that
|f − βn+1fχ|(z) ≤ (ε+ |z/Rn|s−1(1 + ε′))‖(f − βnfχ)|∂B(0,Rn)‖∞
for |z| ≥ Rn+1 = CRn. Choose ε small enough and C,R0 large enough so that ε+ Cs−1(1 + ε′) ≤ Cs−1+ε0
(and R0 ≥ R in any case). It follows that
‖(f − βnfχ)|∂B(0,Rn)‖∞ = O(‖(f|∂B(0,R0)‖∞(Rn/R0)s−1+ε0)
Since ‖(f − βnfχ)|∂B(0,Rn+1)‖∞ is of the same order, we get
βn+1 − βn = O(‖(f|∂B(0,R0)‖∞(Rn/R0)s−1+ε0Rsn)
If we fix ε0 > 0 small enough such that 2s− 1 + ε0 < 0, this is summable. Moreover, if β = limβn, we have
βn = β +O(‖(f|∂B(0,R0)‖∞(Rn/R0)s−1+ε0Rsn)
and finally
‖(f − βfχ)|∂B(0,Rn)‖∞ = O(‖(f|∂B(0,R0)‖∞(Rn/R0)s−1+ε0)
This gives the first statement. In order to obtain the more precise second statement, we write gˆ(z) =
b0z¯
−s+a1zs−1 +O(|z|−s−1) and we proceed similarly to show the existence of coefficients (βn, γn) such that
‖(f − βnfχ − γngχ)|∂B(0,Rn)‖∞ = O(‖(f|∂B(0,R0)‖∞(Rn/R0)−s−1+ε0)
Thus
(βn+1 − βn)fχ + (γn+1 − γn)gχ = O(‖(f|∂B(0,R0)‖∞(Rn/R0)−s−1+ε0)
on B(0, Rn+1)
c. This shows (by specialising at points close to the positive and negative half-lines respectively,
say) that
βn+1 − βn = O(‖(f|∂B(0,R0)‖∞(Rn/R0)−s−1+ε0Rsn)
and subsequently
γn+1 − γn = O(‖(f|∂B(0,R0)‖∞(Rn/R0)−s−1+ε0R1−sn )
and one concludes as before.
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7.1.3 Chiral Cauchy kernel
The Cauchy kernel K−1 (see Theorem 1), which inverts K, and its asymptotics are central to the analysis of
dimers for, say, smooth test functions (e.g. Corollary 4). In this section, we construct and estimate K−1χ , an
inverting kernel for K : (CMB )χ → (CMW )χ.
In what follows, we assume without loss of generality that s ∈ (0, 12 ) (excluding the delicate case s = 12 ).
If s ∈ (− 12 , 0), set K−1χ (b, w) = K−1χ¯ (b, w).
Chiral Cauchy kernel: construction.
We begin with a construction of the chiral Cauchy kernel K−1χ , and give basic a priori estimates.
Lemma 13. Let χ = e2ipis, s ∈ (0, 12 ). For w ∈ MW , there is a unique function K−1χ (., w) ∈ (CMB )χ such
that KK−1χ (., w) = δw and
K−1χ (b, w) = O
(
1
|w|
( |b|
|w|
)s−1)
for |b| ≥ 2|w|. Moreover, K−1χ (b, w) = O( 1|w| (|w|/|b|)s)) for |b| ≤ |w|/2.
Proof. Uniqueness follows from the fact that there is no non-zero holomorphic function f s.t. f(z) = o(|z|−s)
(Lemma 10).
If w corresponds to the oriented edge (x0x
′
0) of Γ, we may set
S(b) = Gχ(b, x
′
0)−Gχ(b, x0)
for b ∈ Γ. By harmonic conjugation (see e.g. Theorem 11 in [35] for similar arguments), one may extend S
to Γ† in such a way that S(y0) = 0 (y0 is the vertex of Γ† adjacent to the vertex singularity at v0 = 0) and
KS = δw. By Lemma 9, we know that
S(b) = O(
1
|w| ((|b|/|w|)
ε ∧ (|w|/|b|)ε))
for b ∈ Γ, |b− w| ≥ |w|/4.
Consider a branch cut running from 0 to infinity in the half-space {z : <(zw¯) ≤ 0}. Applying the discrete
Green’s formula in the slit plane (first intersecting it with a large disc) shows that the sum of (weighted)
discrete derivatives of S across the slit vanishes. By harmonic conjugation, this is saying that S(b) → 0 as
b→∞ on Γ†.
By harmonic conjugation and the Harnack inequality (see (3.20)), we get the following estimates on S for
|b− w| ≥ |w|/4, b ∈ Γ†, by integrating along a ray from y0 to b if |b| ≤ |w| and from ∞ to |b| if |b| ≥ |w|:
S(b) = O(
ε−1
|w| ((|b|/|w|)
ε ∧ (|w|/|b|)ε))
This shows that there is S ∈ (CMB )χ bounded s.t. KS = δw and S(b) = O(|w|−1) on the boundary of the
annulus {z : |w|2 < |z| < 2|w|}, say. Because of Lemma 10, this does not specify S uniquely.
By Lemma 12, there exists a unique β = O(‖S‖∂B(0,2|w|)|w|s) = O(|w|s−1) such that
K−1χ (., w)
def
= S(.)− βfχ
satisfies
K−1χ (b, w) = O(|w|−1(|b|/|w|)s−1)
for |b| ≥ 2|w|, say.
For |b|  |w|, we observe that S(b) = O(|w|−1) and βfχ(b) = O(|w|s−1|b|−s), so that K−1χ (b, w) =
O(|w|−1(|w|/|b|)s) for |b| ≤ |w|, |b− w| ≥ |w|/4.
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Chiral Cauchy kernel: estimates.
We now give estimates for the chiral Cauchy kernel constructed in Lemma 13 (compare with Theorem 1).
Lemma 14. Let χ = e2ipis, s ∈ (0, 12 ).
1. The kernel K−1χ satisfies:
K−1χ (b, w) =
1
2
RB
(
eiν(w)
pi(b− w)
(
b
w
)s)
+
1
2
R¯B
(
e−iν(w)
pi(b− w)
(
b¯
w¯
)−s)
+O(|w|2s−2)
for 12 |w| ≤ |b| ≤ 2|w|, |b− w| ≥ 14 |w|.
2. If w is adjacent to the singularity v0 = 0, we have
K−1χ (b, w) =
Γ(1− s)
2
RB
(
eiν(w)
pi(b− w)
(
b
w
)s)
+
Γ(1 + s)
2
R¯B
(
e−iν(w)
pi(b− w)
(
b¯
w¯
)−s)
+O(|b|s−3)
and if moreover the edge (bw) is adjacent to the singularity, and v1 is the symmetric image of v0 across
(bw), then for b ∈ Γ, v1, b, b0 in counterclockwise order around w,
K(w, b)K−1χ (b, w) =
1
1− χ−1
(
1−
(
w − v1
w − v0
)s)
Note that the conditions in 2. are not restrictive, by exchanging the roles of Γ,Γ† and/or conjugating
the lattice. Also, remark that
lim
s↘0
1− eis(arg(w−v1)−arg(w−v0))
1− e−2ipis =
1
2pi
(arg(w − v0)− arg(w − v1)) = K(w, b)K−1(b, w)
Before proceeding with the proof, let us sketch an alternative construction for K−1χ (., w), for w adjacent to
v0, from which one can deduce the evaluation K
−1
χ (b, w) for b, w adjacent to v0. Consider a branch cut γ
(a simple path on M†) running from infinity to v0 and v1: γ = (. . . , v−2, v−1, v0, v1). We have constructed
basic discrete holomorphic functions fχ,vi with monodromy at vi, i = 0, 1 (see Lemma 10). Using the
branch cut γ, we can look at them as single-valued on the same fundamental domain. Then fχ,v1 , seen
as a function with singularity at v0, is discrete holomorphic except at w. From the asymptotic expansions
(Lemma 10), we can find a (non-trivial) linear combination of fχ,v0 , fχ,v1 which is o(|z|−s) as z →∞. Thus,
by the characterisation of K−1χ (., w), it can be written as a linear combination of fχ,v0 , fχ,v1 . From the exact
evaluation of these functions near their singularity, one recovers 2.
Proof. 1. Let us fix w ∈MW and set R = |w|. We first construct an approximate kernel S˜ ∈ (CMB )χ. If
b ∈ B(0, r0), set S˜(b) = cfχ(b). If b ∈ B(w, r1), set
S˜(b) = K−1(b, w) +
1
2
RB
(
eiν(w)
pi
· s
w
)
+
1
2
R¯B
(
e−iν(w)
pi
· −s
w¯
)
and otherwise
S˜(b) =
1
2
RB
(
eiν(w)
pi(b− w)
(
b
w
)s)
+
1
2
R¯B
(
e−iν(w)
pi(b− w)
(
b¯
w¯
)−s)
Here c, r0, r1 are parameters yet to be specified. Then KS˜(., w) = δw in B(0, r0) unionsqB(w, r1). Set c s.t.
cτ2−sΓ(s) = − e
−iν(w)
2piw¯1−s
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Then the discontinuity of S˜ on ∂B(0, r0) is of order O(r
s
0/|w|s+1 + rs−10 /|w|1−s).
The discontinuity of S˜ on ∂B(w, r1) is of order O(r1/|w|2). Elsewhere KS˜(., w) is controlled by the
third derivative of the continuous limit (see (3.14)).
Next we use the a priori estimate (Lemma 13) on the kernel K−1χ to correct S˜. First let us observe
that by Lemma 10
K−1χ (w, .) = S˜ − K−1χ (KS˜).
For this we need only check that (K−1χ (KS˜))(b) = O(|b|s−1) as b→∞. The contribution from (KS˜) in
B(0, 2R) is easily seen to be O(|b|s−1). The other terms are handled as below .
Let us estimate the correction K−1χ (KS˜) for b ∈ A(R/2, 2R), b /∈ B(w,R/2) (where R = |w|, say). We
simply add upper bounds (up to multiplicative constants) stemming from (KS˜)(w′) for respectively:
w′ ∈ B(b, R/4); w′ ∈ ∂B(w, r1); w′ − w ∈ A(r1, R/4); w′ ∈ A(R/2, 2R) \ (B(b, R/4) ∪ B(w,R/4));
w′ /∈ B(0, 2R); w′ ∈ ∂B(0, r0); and w′ ∈ A(r0, R/2):
R∑
k=1
k
kR4
+
r1
R2
· r1
R
+
R∑
k=r1
k
k4
· 1
R
+
R2
R4.R
+
∞∑
k=2R
k · k
s−4
Rs
· k
s
kRs
+ r0(
rs0
Rs+1
+ (r0R)
s−1)
Rs−1
rs0
Thus, up to a constant, we get the upper bound
r21
R3
+
1
r21R
+
r0
R2
+R2s−2 = O(R2s−2)
with r1 = O(
√
R), r0 = O(1).
2. Here K−1χ (., w) is proportional to gw (see Lemma 11). Since δ = 1, we have (v0−w)s(v0 − w)
s
= 2−2s.
7.1.4 Behaviour near the singularity
If f ∈ CMB is discrete holomorphic in B(0, R), then its values near the origin can be estimated in terms
of its values on the boundary ∂B(0, R). At order 0, if f = RB(a) + R¯B(a
′) + o(1) on ∂B(0, R), then the
estimate also holds near 0 (simply by the maximum principle (3.19)). Using e.g. a Cauchy integral formula
(see (3.22)), one can obtain a first-order estimate for f near the origin of type:
f(z) = RB
(
a+ b
z
R
)
+ R¯B
(
a′ + b′
z¯
R
)
+ o(‖f|B(0,R)‖∞R−1)
In this section, we address the problem of estimating f near the singularity given its values at distance
R, where f is χ-multivalued and (discrete) holomorphic in B(0, R). This is the counterpart of Lemma 12
(under inversion z ↔ z−1 exchanging the singularities at 0 and ∞).
Discrete holomorphic functions with monodromy: growth near the singularity.
As an application of Lemma 13, we start with the following simple growth estimate for chiral discrete
holomorphic functions near the singularity.
Lemma 15. Let χ = e2ipis, s ∈ (0, 12 ). Let f ∈ (CMB )χ be bounded and s.t. Kf = 0 in B(0, R). Then
f(z) = O(‖f|∂B(0,R)‖∞|z/R|−s)
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Proof. Let f˜ = f1B(0,R). Then Kf˜ = O(‖f|∂B(0,R)‖∞) and the support of Kf˜ is contained in white vertices
adjacent to black vertices vertices belonging to ∂B(0, R) ⊂MB ; let us use the same notation for this subset
of MW . Then consider
f˜ −
∑
w∈∂B(0,R)
(Kf˜)(w)Kχ(w, .)
This function in (CMB )χ is discrete holomorphic and O(|z|s−1) at infinity, hence (Lemma 10) vanishes
identically. Consequently, we have the (chiral) Cauchy integral formula (compare e.g. with (6.53)):
f(b) =
∑
w∈∂B(0,R)
(Kf˜)(w)K−1χ (w, b) = O(‖f|∂B(0,R)‖∞|b/R|−s)
in B(0, R).
Discrete holomorphic functions with monodromy: expansion near the singularity.
We are now in position to state the analogue of Lemma 12 (concerning the asymptotic expansion of a
discrete χ-multivalued holomorphic function in a neighbourhood of ∞) for the singularity at zero. The
arguments are somewhat similar but more involved (roughly speaking, when zooming on the singularity at
infinity, the graph mesh gets finer, and the mesh gets coarser when zooming on the singularity at 0).
Lemma 16. Let χ = e2ipis, s ∈ (0, 12 ). Let f ∈ (CMB )χ be bounded and s.t. Kf = 0 in B(0, R), and so that
in A(R2 , R),
f(z) = RB(ψ1(z)) + R¯B(ψ2(z)) + ξ(z)
where ψ1(z) = z
s
∑
n≥0 anz
n, ψ2(z) = z¯
−s∑
n≥0 bnz¯
n. Then if η > 0, for z = O(1),
f(z) =
b0
τ¯2−sΓ(s)
fχ(z) +
a0
τ2sΓ(−s)hχ(z) +O(R
s+η‖ξ‖∞,A(R2 ,R) +R
3s−1+η‖ψi‖∞,A(R2 ,R))
where hχ(z) = f1,χ¯(z), and ‖ψi‖ = ‖ψ1‖+ ‖ψ2‖.
Recall fχ, fk,χ from Lemma 10.
Proof. Step 1. Let ϕ ∈ (CMB )χ be such that Kϕ = 0 in B(0, r),
ϕ(z) = αfχ(z) + βhχ(z) +RB(ϕ1(z)) +RB(ϕ2(z)) + ξ(z) (7.61)
in A( r2 , r) = B(0, r) \ B(0, r2 ), say. Here ϕ1 (resp. ϕ2) is holomorphic (resp. antiholomorphic) and χ-
multivalued, with Laurent expansions ϕ1(z) = z
s
∑
n≥1 anz
n, ϕ2(z) = z¯
−s∑
n≥1 bnz¯
n.
Our first task is to show that, when going from scale r to a smaller scale ε0r, the estimate (7.61) improves
in the (rough) sense that the ratio (αfχ + βhχ)/(other terms) gets larger.
Observe that
ϕ1(z) =
1
2ipi
∮
C(0, 34 r)
( z
w
)s ϕ1(w)dw
z − w =
1
2ipi
∮
C(0, 34 r)
( z
w
)s ϕ1(w)zdw
w(z − w)
for z ∈ D(0, 34r), and thus ‖ϕ1‖∞,C(0,ε0r) ≤ c1(ε0)‖ϕ1‖∞,C(0,r), where c1(ε0) ∼ εs+10 goes to zero as ε0 goes to
zero (ε0 > 0 small, to be fixed later). We have a similar estimate for ϕ2: ‖ϕ2‖∞,C(0,ε0r) ≤ c2(ε0)‖ϕ2‖∞,C(0,r),
c2(ε0) ∼ ε−s+10 (this is sharp: consider e.g. φ1(z) = zs+1 and φ2(z) = z¯−s+1).
If γr is a simple cycle on Γ approximating C(0,
3
4r), let B be the set of black vertices on or inside γδ. We
have the replication identity (a discrete Cauchy integral formula, as in the proof of Lemma 15)
ϕ(z) =
∑
w∈γW
K(ϕ1B)(w)K
−1
χ (z, w)
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where γW are white vertices which are on γr or are outside of γr and adjacent to a black vertex on γr. For
z ∈ B(0, r/2), say, we have:
ϕ(z) = αfχ(z) + βhχ(z) +O(‖ξ‖∞,A( r2 ,r)(|z|/r)−s) +
∑
w∈γW
K((RBϕ1 +RBϕ2)1B)(w)K
−1
χ (z, w)
As in Section 6 (leading to (6.58)), for z ∈ A( ε0r2 , ε0r), using Lemma 14 in lieu of Theorem 1, we may
estimate the discrete Cauchy integral by:∑
w∈γW
K((RBϕ1)1B)(w)K
−1
χ (z, w) = RB
1
2ipi
∮
C(0, 34 r)
( z
w
)s ϕ1(w)dw
z − w +O(‖ϕ1‖∞,A( r2 ,r)ε
−s
0 r
2s−1)
∑
w∈γW
K((R¯Bϕ2)1B)(w)K
−1
χ (z, w) = R¯B
−1
2ipi
∮
C(0, 34 r)
( z¯
w¯
)−s ϕ2(w)dw¯
z − w +O(‖ϕ2‖∞,A( r2 ,r)ε
−s
0 r
2s−1)
Consequently in A( ε0r2 , ε0r), we have
ϕ(z) = αfχ(z) + βhχ(z) +RB(ϕ1(z)) +RB(ϕ2(z)) + ξ(z)
with
‖ϕi‖∞,A( ε0r2 ,ε0r) ≤ ci(ε0)‖ϕi‖∞,A( r2 ,r)
for i = 1, 2, and
‖ξ‖∞,A( ε0r2 ,ε0r) ≤ cε
−s
0
(
‖ξ‖∞,A( r2 ,r) + ‖ϕi‖∞,A( r2 ,r)r2s−1
)
Step 2. We now iterate Step 1 along a sequence of scales εk0r, for ε0 small enough.
Fix η > 0 arbitrarily small. For small enough ε0, k ≥ 1, we get
‖ϕ1‖∞,A( εk0r2 ,εk0r)
≤ (εk0)s+1−η‖ϕ1‖∞,A( r2 ,r), ‖ϕ2‖∞,A( εk0r2 ,εk0r)
≤ (εk0)−s+1−η‖ϕ2‖∞,A( r2 ,r)
and
εs+η0 ‖ξ‖∞,A( εk+10 r2 ,εk+10 r)
≤ ‖ξ‖
∞,A( ε
k
0r
2 ,ε
k
0r)
+ r2s−1(εk0)
2s−1+1−s−η‖ϕi‖∞,A( r2 ,r)
so that for η small enough we get
‖ξ‖
∞,A( ε
k
0r
2 ,ε
k
0r)
≤ (εk0)−s−η
(
‖ξ‖∞,A( r2 ,r) + C.‖ϕi‖∞,A( r2 ,r)r2s−1
)
and for z = O(1):
ϕ(z) = αfχ(z) + βhχ(z) +O(r
s+η‖ξ‖∞,A( r2 ,r) + r3s+η−1‖ϕi‖∞,A( r2 ,r) + rs−1‖ϕi‖∞,A( r2 ,r))
Step 3. We have by Lemma 10
fχ(z) = R¯B(τ¯2
−sΓ(s)z¯−s) +O(|z|s−1)
hχ(z) = RB(τ2
sΓ(−s)zs) +O(|z|−s−1)
Taking f as in the statement of the lemma, set ϕ1(z) = ψ1(z)− a0zs, ϕ2(z) = ψ2(z)− b0z¯−s, α = b0τ¯2−sΓ(s) ,
β = a0τ2sΓ(−s) . We get
f(z) = αfχ(z) + βhχ(z) +RB(ϕ1(z)) +RB(ϕ2(z)) + ξ
′(z)
where ‖ϕi‖∞,A(R2 ,R), αR
−s and βRs are of order ‖ψi‖∞,A(R2 ,R) and
‖ξ′‖∞,A(R2 ,R) = O(‖ξ‖∞,A(R2 ,R) + ‖ψi‖∞,A(R2 ,R)R
2s−1)
and applying Step 2 concludes.
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This applies in particular to f = K−1χ (., w), R = |w|/2. For b = O(1), combining the estimate of Lemma
14 (for |b|, |w|, |b−w| mutually comparable), this leads to an estimate of K−1χ (b, w) (which is a priori of order
O(Rs−1), see Lemma 13) within O(R3s−2+η). By replication (as in Lemma 15), for s < 14 , if ϕ is discrete
holomorphic and χ-multivalued in a ball B(0, R), we can estimate ϕ(b) for b adjacent to the singularity based
on values taken by ϕ in, say, the neighbourhood of a closed cycle around 0 in A(R2 , R).
7.2 More singularities
In Section 7.1, we studied in some details discrete holomorphic functions with monodromy around a singu-
larity (in terms of the Riemann sphere Cˆ, this corresponds to a pair of singularities, including the one at
∞).
Let us now consider the situation where two points (singularities) x 6= y (midpoints of edges of Λ) are
marked. We consider functions with monodromy χ = e2ipis, s ∈ (0, 12 ), around x and χ¯ around y. We are
interested in estimating Sρ, a kernel inverting K operating on these functions, in particular near the diagonal.
More specifically, we consider a family of rhombus tilings (Λδ)δ with respective edge length δ, δ ↘ 0
along some sequence. Two points xδ, yδ (midpoints of edges of Λ) are marked; we assume xδ → x, yδ → y.
Around each singularity, the local picture is as in Figure 3.
Let ρ : pi1(C \ {x, y}) → U be the unitary character s.t. ρ(γx) = χ, ρ(γy) = χ¯ where γx (resp. γy) is a
simple loop winding around x (resp. y) counterclockwise.
Let (CMB )ρ (resp. (CMV )ρ) be the space of multiplicatively multi-valued functions on MB transforming
according to ρ. As discussed at the beginning of Section 7.1, this can be realised by lifting M to the universal
cover of Cˆ \ {x, y}; more concretely (and less canonically), one can use a branch cut running from x to y on
M† and glue decks, isomorphic to M and indexed by Z ' pi1(Cˆ \ {x, y}), along the branch cut.
7.2.1 Green kernel
First we consider the discrete Laplacian operating on (CMV )ρ. In the following lemma, we construct an
inverting (Green) kernel Gδρ, based on arguments similar to those of Lemma 9.
Lemma 17. We assume x 6= y, ρ non-trivial.
1. There is no nonzero bounded harmonic function in (CMV )ρ.
2. For w ∈MV , there is a unique bounded function Gδρ(., w) ∈ (CMV )ρ s.t. ∆ΓGρ(., w) = δw.
3. There a unique bounded continuous ρ-multivalued function Gρ(., w) on C \ {x, y} s.t. ∆Gρ(., w) = δw
and Gρ(z, w)→ 0 as z → x, y.
4. As δ ↘ 0, Gδρ(., .) converges uniformly to Gρ(., .) uniformly on compact subsets of {(z, w) ∈ (C \
{x, y})2, z 6= w}.
Proof. 1. Let h be a bounded harmonic function in (CMV )ρ. Fix z ∈ MV . Consider the random walk
(Xn) started from z stopped at τ , the time of first return to z or the first exit of B(0, n), whichever
comes first. Let wx (resp. wy) be the winding of (X0, . . . , Xτ ) around x (resp. y). An excursion
decomposition of the random walk between successive visits to z before time τ shows that:
h(z) =
1− P(Xτ = z)
1− P(Xτ = z)E(χwx−wy |Xτ = z)E(h(Xτ )|Xτ 6= z)
As n → ∞, |E(χwx−wy |Xτ = z)| stays bounded away from 1 while P(Xτ = z) → 1. Consequently
h(z) = 0.
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2. Uniqueness follows from 1. For existence, we set h(z) = Ez(ρ(γ)), where γ is the concatenation of the
sample path of a random walk started from z stopped when it first hits w and a fixed path from w to z
(one may also reason on a branched cover of MV , stopping the walk when it hits a lift of w). Then h is
bounded, ρ-multivalued and harmonic except at w. It is indeed not harmonic at w by 1. Consequently
it is proportional to Gρ(., w).
3. By compactifying at infinity, a bounded harmonic function has a removable singularity at infinity. By
mapping {x, y} to {0,∞} by a homography and lifting to the universal cover of C \ {0} via log, the
problem it to find h˜ harmonic except on w′ + 2ipiZ s.t. h˜(· + 2ipi) = χh˜(·) and ∆˜h = ∑k χkδw′+2ipik.
It is then easy to see that the solution to this problem exists and is unique (up to normalisation) and
decays as <(z)→ ±∞ (corresponding to x, y in the original coordinates). Explicitly, we may write
h˜(.) =
1
2− χ− χ¯
∑
k∈Z
χk (−GC(., w′ + 2ipi(k − 1)) + 2GC(., w′ + 2ipik)−GC(., w′ + 2ipi(k + 1)))
where GC(z1, z2) = − 12pi log |z1 − z2| is the full-plane (continuous) Green kernel. (Remark that for a
fixed value of the argument z, the summand is O(1/(k2 + <(z)2)).
4. Fix ε > 0; we consider {(z, w) ∈ (B(0, ε−1) \ (B(x, 3ε) ∪ B(y, 3ε)))2 : |z − w| ≥ ε}. We need to show
uniform convergence of Gδρ on this set.
Let γe, γi be simple paths on Γδ at distance O(δ) of the circles C(w, 2ε), C(w, ε) respectively. Let
B be the connected component of w in Γδ \ γe. Let τe (resp. τi) be the time of first exit of Γδ \ γe
(resp. Γδ \ γi) by a random walk on Γ. We define (twisted) Poisson operators Pe : Cγe → Cγi and
Pi : Cγi → Cγe by (Pef)(z) = Ez(f(Xτe)) and
(Pif)(z) = Ez(χNf(Xτi)),
where N is the algebraic number of crossings of a branch cut between x and y (not intersecting γe)
by the random walk before τi. (One may also reason on a branched cover of MV , lifting f to a ρ-
multivalued function). We omit the dependence on δ for lightness of notation.
As before (see Lemma 9), one can show that (PePi) is a strict contraction on L
∞(γi), uniformly in w
in a compact subset of C\{x, y}, δ small enough (ε > 0 is fixed). Moreover, by starting a random walk
on γi and stopping it on its first return to γi after its first visit to γe, we get the following identity in
L∞(γi):
Gδρ(., w)|γi = G
δ
B(., w)|γi + (PePi)G
δ
ρ(., w)|γi
Here GδB denotes the Green kernel with Dirichlet boundary conditions in B. Consequently,
Gδρ(., w)|γi = (
∞∑
k=0
(PePi)
k)GδB(., w)|γi ,
a summable series in L∞(γi).
Clearly, the analogue decomposition holds for the continuous Green kernelGρ. We know thatG
δ
B(., w)|γi
converges uniformly to GB(., w)|γi as δ ↘ 0 and in particular is uniformly bounded. Since (PePi) is
uniformly strictly contracting, we only need to establish uniform convergence of each term in the
expansion.
We note that P δe h converges to Peh in L
∞(γi(w)) uniformly in h,w as δ ↘ 0, where h is (the restriction
to γi(w) of) a 1-Lipschitz function. This may be shown by contradiction, using equicontinuity (of h|γi
and of P δe h on compact subsets of B).
Similarly, P δi h converges to Pih in L
∞(γe(w)) uniformly in h,w, where h is (the restriction to γe(w)
of) a 1-Lipschitz function. We reason as above, the contradiction coming from the uniqueness in the
following Dirichlet problem: find h0 harmonic, bounded, ρ-multivalued in C \ ({x, y} ∪D(w, ε)), with
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boundary condition a continuous function h on C(0, ε). As in 3., this may be recast as a standard
Dirichlet problem in C.
Using iteratively these convergence statements for P δe , P
δ
i , we obtain term-wise convergence in the
series expansion for Gδρ above.
Remark that since the statement holds for any sequence of tilings Λδ with mesh δ going to zero, it holds
uniformly in the tiling Λ (under (♠)).
7.2.2 Cauchy kernel
Two singularities.
We want to construct and estimate an inverting kernel Sρ for K : (CMB )ρ → (CMW )ρ. This is complicated
by the fact that we do not have (yet) an analogue of the classification result of Lemma 10 and there are
distinct possible choices of normalisation for an inverting kernel (namely, vanishing at a singularity or at
infinity, on the primary lattice Γ or its dual Γ†).
Lemma 18. For s ∈ (− 12 , 12 ), δ small enough, for w ∈MW there is a unique ρ-multivalued function Sρ(., w)
vanishing at infinity s.t. KSρ(., w) = δw. Moreover,
Sρ(z, w) =
1
2
RB
((
z − x
w − x ·
w − y
z − y
)s
eiν(w)
pi(z − w)
)
+
1
2
R¯B
((
z − x
w − x ·
w − y
z − y
)−s
e−iν(w)
pi(z − w)
)
+ o(|x− y|−1)
with uniform convergence on compact subsets of {(z, w) ∈ (C \ {x, y})2 : z 6= w}.
The continuous holomorphic and antiholomorphic kernels
z 7−→
(
z − x
w − x ·
w − y
z − y
)s
1
pi(z − w)
z 7−→
(
z − x
w − x ·
w − y
z − y
)−s
1
pi(z − w)
are uniquely specified by the fact that they are ρ-multivalued, have a simple pole at w, vanish as z → ∞,
and have singularities of order at most |s| at x, y.
Proof. Step 1. As was the case with one singularity (Lemma 13), we can use Gδρ to construct an inverting
kernel Sˆρ for K operating on (CMB )ρ. Among such kernels, it is characterised by the fact that Sˆρ(., w)
restricted to MV is harmonic except at endpoints of the edge of Γ corresponding to w. The restriction of
Sˆρ to MV is G
δ
ρ(., v
′) − Gδρ(., v), where w ∈ MW corresponds to the oriented edge (vv′) of Γδ. On MF , it
is deduced by harmonic conjugation; it vanishes on the vertices of Γ† corresponding to x, y respectively. A
discrete Green’s formula argument (cutting the domain along a branch cut from x to y) shows that these
two conditions for Sˆρ(., w)|MF are consistent. Indeed, the variation of the harmonic conjugate between these
two vertices is proportional to the flux of Sˆρ across a branch cut connecting the vertices; as Sˆρ decays at
infinity, this flux is the integral of the Laplacian of Sˆρ in the fundamental domain defined by the cut, hence
zero. Note also that Sˆρ is not invariant under duality Γ ↔ Γ† (i.e. reasoning on the random walk on Γ†
produces Sˆ†ρ 6= Sˆρ).
In order to estimate Sˆρ, let us evaluate ∂wGρ, ∂w¯Gρ (in the continuous limit). As a function of z, ∂wGρ is
locally the sum of a meromorphic and an antimeromorphic component; the decomposition is unique up to an
additive constant. The additive constant can be specified uniquely in order to make these two components
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individually ρ-multivalued. Moreover, Gρ(z, w) +
1
2pi log |z−w| is harmonic in z in a neighbourhood of w. If
χ = e2ipis, s ∈ (0, 1), this leaves the only possibility:
∂wGρ(z, w) =
(
z − x
w − x
)s(
z − y
w − y
)1−s
1
pi(z − w)
as there is no (nonvanishing) ρ-multivalued, bounded holomorphic (resp. antiholomorphic) function on
C \ {x, y}. (If ϕ is such an holomorphic function, z 7→ ϕ(z)(z − x)−s(z − y)s−1 is bounded, with removable
singularities and vanishing at infinity, hence vanishes identically). Similarly,
∂w¯Gρ(z, w) =
(
z − x
w − x
)1−s(
z − y
w − y
)s
1
pi(z − w)
We note that Gδρ(z, w) = G
δ
ρ¯(w, z) (as in Lemma 9).
From Lemma 17, Gδρ converges to Gρ uniformly away from singularities. By general discrete harmonic
function arguments (e.g. Section 3.3 in [9]), this yields convergence of discrete derivatives of Gδρ(z, w) (in
either variable), also uniformly away from singularities. More precisely,
Sρ(z, w) =
1
2
RB
(
eiν(w)∂wGρ(z, w)
)
+
1
2
R¯B
(
e−iν(w)∂w¯Gρ(z, w)
)
+ o(1)
uniformly in compact subsets of (C \ {x, y})2 \∆, where ∆ denotes the diagonal.
Remark that if xδ, yδ do not converge to x, y, one may apply an affine transformation to Λδ so that they
converge (as long as the graph distance between the two singularities goes to infinity). By a simple scaling
argument, this turns the o(1) error term into o(|x− y|−1).
Step 2.
We are now seeking an inverting kernel Sρ which vanishes at infinity: Sρ(b, w) → 0 as b → ∞. Such
a kernel differs from Sˆρ by a discrete holomorphic function (freezing the second variable) and is invariant
under duality Γ↔ Γ†. We start by describing bounded ρ-multivalued discrete holomorphic functions.
Observing that the restriction to MV of a ρ-multivalued discrete holomorphic function is harmonic except
possibly at the two vertices adjacent to x, y, we conclude (from Lemma 17) that the space of bounded
ρ-multivalued discrete holomorphic functions is at most two-dimensional. Let us construct two linearly
independent such functions.
Let γδ be a simple cycle on Γ at distance O(δ) of γ = C(x, |x− y|/2). Let γ†δ be the outer boundary of
the union of faces of Γ† corresponding to vertices of Γ on γδ. Set f(z) = δ1−s2sΓ(s)−1fχ,x(z) for z ∈ MB
inside or on γδ and f(z) = 0 otherwise (see Lemma 10). Then:
gx(z) = f(z)−
∑
w∈MW
(Kf)(w)Sˆρ(z, w)
is ρ-multivalued and discrete holomorphic. Moreover Kf is supported on vertices of MW corresponding to
edges of γδ and γ
†
δ . Assume here s ∈ ( 12 , 1) (so that the dominant terms near x are holomorphic rather than
antiholomorphic; otherwise conjugate): f(z) = RB((z − x)s−1) + o(1) near γ.
For z ∈MV , we have by construction of Sˆρ (see also (6.57))∑
w∈γδ
(Kf)(w)Sˆρ(z, w) =
∫
γδ
i(w − x)s−1dwGρ(z, w) + o(1)
∑
w∈γ†δ
(Kf)(w)Sˆρ(z, w) =
∫
γ†δ
(w − x)s−1 ∗ dwGρ(z, w) + o(1)
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where
dwGρ(z, w) = ∂wGρ(z, w)dw + ∂w¯Gρ(z, w)dw¯
∗dwGρ(z, w) = −i∂wGρ(z, w)dw + i∂w¯Gρ(z, w)dw¯
Taking into account (w − x)s−1 = (w − x)1−sr2s−2 on C(x, r), we may write these integrals as contour
integrals of closed forms and deform them to γ to obtain
gx(z) = (z − x)s−1χ|z−x|≤|x−y|/2
−
∮
γ
(w − x)s−1
((
z − x
w − x
)s(
z − y
w − y
)1−s
dw
pi(z − w)
)
+ o(1)
= (z − x)s−1χ|z−x|≤|x−y|/2 − (−(z − x)s−1
(
z − y
x− y
)1−s
+ (z − x)s−1χ|z−x|≤|x−y|/2) + o(1)
= (z − x)s−1
(
z − y
x− y
)1−s
+ o(1)
by the residue formula (still for z ∈ MV ). Symmetrically, one may construct another discrete holomorphic
function with:
gy(z) = (z − y)s−1
(
z − x
y − x
)1−s
+ o(1) (7.62)
The asymptotics on MF are obtained by harmonic conjugation (or by an argument similar to the one for
MV ), the additive constant being fixed by the condition on ρ-multivaluedness. This gives:
gx(z) = RB
(
(z − x)s−1
(
z − y
x− y
)1−s)
+ o(1)
gy(z) = R¯B
(
(z − y)s−1
(
z − x
y − x
)1−s)
+ o(1)
for z ∈MB . Convergence is uniform on compact subsets away from x, y, γ. By writing the Cauchy formula
on another circle γ′ (say close to C(x, |x − y|/4)), one obtains uniform convergence on compact subsets of
C \ {x, y}.
From these asymptotics, we see in particular that for a small enough mesh, gx and gy are linearly
independent and consequently span the space of bounded discrete holomorphic functions in (CMB )ρ.
Step 3.
We have constructed an inverting kernel Sˆρ normalised by: Sˆρ(b, w) = 0 for b ∈ MF ' Γ† adjacent to
one of the singularities x, y; and described bounded ρ-multivalued discrete holomorphic functions.
Thus one may add a linear combination of gx, gy to Sˆρ(., w) to obtain a kernel vanishing at infinity.
Indeed, a function on MV (resp. MF ) which is bounded and (discrete) harmonic in a neighbourhood of
infinity has a limit at infinity, as is easily shown e.g. by a random walk coupling argument. Convergence on
compact sets is enough to ensure that
lim
z→∞,z∈MV
gx(z) = (x− y)s−1 + o(1)
Similarly, limz→∞,z∈MF gx(z) = i(x−y)s−1+o(1), limz→∞,z∈MV gy(z) = (y − x)s−1+o(1), limz→∞,z∈MF gy(z) =
−i(y − x)s−1 + o(1). Thus, for δ small enough, one may find a(w), b(w) s.t.
Sρ(z, w) = Sˆρ(z, w)− a(w)gx(z)− b(w)gy(z)
vanishes at infinity. Combining with previous estimates on Sˆρ(., w), gx, gy, we identify a(w), b(w) up to
o(1).
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Multiple pairs of singularities.
Let us consider a more general situation, allowing for n pairs of punctures. This is relevant for correlators
with 2n electric insertions and will illustrate the formalism of Section 6.
Let x1, . . . , xn, y1, . . . , yn be marked points, s1, . . . , sn ∈ (− 12 , 12 ). We consider ρ : pi1(C \ {x1, . . . , yn})→
U the unitary character such that ρ(γxj ) = ρ(γyj )−1 = χj = e2ipisj where γz is a counterclockwise loop
around z ∈ {x1, . . . , yn} with no other marked point in its interior. We are interested in the associated
operator K : (CMB )ρ → (CMW )ρ. This may be realised using n disjoint branch cuts running from xj to yj ,
j = 1, . . . , n.
Let us address the case n = 2 using the surgery formalism (Lemma 8). Let γ be a simple loop with
{x1, y1} in its interior Ui and {x2, y2} in its exterior Uo. Let ρ1(resp. ρ2) be the character corresponding to
weights (s1, 0) (resp. (0, s2)). We have (by Lemma 18)
Sρj (z, w) =
1
2
RB
((
z − xj
w − xj ·
w − yj
z − yj
)sj eiν(w)
pi(z − w)
)
+
1
2
R¯B
((
z − xj
w − xj ·
w − yj
z − yj
)−sj
e−iν(w)
pi(z − w)
)
+o(|x−y|−1)
where all pairwise distances (between singularities x1, y1, x2, y2 and arguments of the kernel z, w) are of order
1. The Cauchy data spaces (see (6.56)) corresponding to the limiting continuous kernels are easy to identify:
Ci = {f|γ : f(z) = g(z)
(
z − x1
w − x1 ·
w − y1
z − y1
)s1
, (gz¯)|Ui = 0} ∩ Lip(γ)
C¯i = {f|γ : f(z) = g(z)
(
z − x1
w − x1 ·
w − y1
z − y1
)−s1
, (gz)|Ui = 0} ∩ Lip(γ)
Co = {f|γ : f(z) = g(z)
(
z − x2
w − x2 ·
w − y2
z − y2
)s2
, (gz¯)|Uo = 0, g(∞) = 0} ∩ Lip(γ)
C¯o = {f|γ : f(z) = g(z)
(
z − x2
w − x2 ·
w − y2
z − y2
)−s2
, (gz)|Uo = 0, g(∞) = 0} ∩ Lip(γ)
Note that in general C¯i 6= Ci. We check that Ci ∩ Co = C¯i ∩ C¯o = {0} and find the glued Cauchy kernels:
Sg(z, w) =
1
pi(z − w)
2∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)sj
S¯g(z, w) =
1
pi(z − w)
2∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)−sj
By induction on n (using surgery at each step to add a pair of insertions), we obtain
Sρ(z, w) =
1
2
RB
 eiν(w)
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)sj+1
2
R¯B
 e−iν(w)
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)−sj+o(|x−y|−1)
(7.63)
with uniform convergence on compact subsets of Σ2 \∆Σ, Σ = C \ {x1, . . . , yn}. Through surgery, we also
retain invertibility (i.e. Sρ is uniquely characterised by KSρ(., w) = δw, Sρ(., w) vanishes at infinity), at least
for small enough δ.
Error estimates away from singularities.
In Lemma 18 - and in greater generality in (7.63) - we established (existence and) convergence of the
kernel Sρ, without a quantitative control on the error (this originates in compactness arguments in Lemma
17). We would like to gain an explicit error estimate for Sρ. The following is a simple (and rather crude)
estimate, which will be enough for our purposes.
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Lemma 19. Let x1, y1, . . . , xn, yn be n pairs of singularities, s1, . . . , sn ∈ (− 12 , 12 ), ρ : pi1(C\{x1, . . . , yn})→
U the corresponding character.
For δ small enough, for w ∈ MW there is a unique ρ-multivalued function Sρ(., w) vanishing at infinity
s.t. KSρ(., w) = δw. Moreover, we have
Sρ(z, w) =
1
2
RB
 eiν(w)
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)sj+1
2
R¯B
 e−iν(w)
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)−sj+O(δ1−2 maxj |sj |)
uniformly on compact sets of Σ2 \∆Σ, Σ = C \ {x1, . . . , yn}.
Proof. Existence and uniqueness of Sρ were obtained in the previous surgery argument.
First we estimate Sρ(b, w) for w near a singularity, b in a compact set of Σ. From
K−1χ (b, w) = O(|w|−s)
for χ = e2ipis, s ∈ (0, 12 ) (with singularity at 0, see Lemma 13), and the replication identity:
Sρ(., w) = K
−1
χ1,x1
(., w)1B(x1,r) + Sρ(K(K
−1
χ1,x1
(., w)1B(x1,r))− δw) (7.64)
we get the estimate: Sρ(b, w) = O(|w||s1|−1) for w close to x1, b in a compact subset of Σ (note that
−|s1| > |s1| − 1).
With similar (and simpler) arguments (using Theorem 1 instead of Lemma 13) , we obtain the estimate:
Sρ(b, w) = O(|b− w|−1) for b, w in a compact subset of Cˆ \ {x1, . . . , yn}.
Now fix w0 away from the singularities; we wish to estimate Sρ(., w0). Let us set
S˜ρ(., w0) = K
−1(., w0) +
1
2
RB(a+ bz) +
1
2
R¯B(a
′ + b′z¯)
in B(w0, r); and
S˜ρ(z, w0) =
1
2
RB
 eiν(w)
pi(z − w0)
n∏
j=1
(
z − xj
w0 − xj ·
w0 − yj
z − yj
)sj+1
2
R¯B
 e−iν(w)
pi(z − w0)
n∏
j=1
(
z − xj
w0 − xj ·
w0 − yj
z − yj
)−sj
elsewhere (a, b, a′, b′, r to be fixed). We have (see below)
Sρ(z, w0)− S˜ρ(z, w0) =
∑
w 6=w0
(K(S˜ρ(., w0))(w)Sρ(z, w) (7.65)
On ∂B(w0, r), we have K((S˜ρ(., w0)) = O(δr
2) for an appropriate choice of a, b, a′, b′ (simply by matching
Taylor polynomials). For r < |w − w0|  1, we have K((S˜ρ(., w0))(w) = O(δ4|w − w0|−4) by (3.14). For w
in a compact subset of Σ \ {w0}, we have K((S˜ρ(., w0))(w) = O(δ4), also by (3.14).
For |w−w0|  1, K((S˜ρ(., w0))(w) = O(δ4|w−w0|−4). Remark that this ensures that the RHS in (7.65)
is convergent. Using the basic bound Sρ(z, w) = O(|z − w|−1) for z and w large enough, it follows that the
RHS of (7.65) goes to zero as z →∞. Together with the unique characterisation of Sρ, this justifies (7.65).
Finally, for w close to xj , K((S˜ρ(., w0))(w) = O(δ
4|w− xj |−|sj |−3) (and similarly near yj). This leads to:
Sρ(z, w0)− S˜ρ(z, w0) = O((rδ−1)(δr2)r−1) +O(δ−2δ4) +O(
∞∑
k=δ−1
k(δ4(kδ)−4)(kδ)−1)
+
n∑
j=1
O(
δ−1∑
k=1
kδ4(kδ)−|sj |−3(kδ)−|sj |)
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(the error terms coming respectively from w near w0, away from singularities, near∞, and near a singularity
in (7.65)). Thus, by setting r =
√
δ, we get
Sρ(z, w)− S˜ρ(z, w) = O(δ1−2 maxj |sj |)
as stated.
Estimates near singularities.
Our estimates so far (Lemma 19) describe the asymptotics of the kernel Sρ when its arguments are away
of each other and of singularities. We now need to analyse what happens in the most singular situation, i.e.
when both arguments are adjacent to the same singularity. Lemma 16 allows to transfer information from
macroscopic to microscopic scale (w.r.t. the singularity).
If x ∈ {x1, . . . , yn} is one of the singularities and s ∈ (− 12 , 12 ) is the corresponding exponent, we expect
that the leading behaviour of Sρ near x is given by K
−1
χ,x (with χ = e
2ipis). This leading term depends only
on the local data (position of the singularity and exponent); the subleading term, which we will estimate,
accounts for the global data (position of the other singularities and values of the other exponents). Compare
e.g. with (4.30) or (5.47).
In the continuum, let us consider the “Robin kernels”:
rρ(w) = lim
z→w
 1
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)sj
− 1
pi(z − w)
 = 1
pi
n∑
j=1
(
sj
w − xj −
sj
w − yj
)
r¯ρ(w) = lim
z→w
 1
pi(z − w)
n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)−sj
− 1
pi(z − w)
 = 1
pi
n∑
j=1
( −sj
w − xj −
−sj
w − yj
)
(so that r¯ρ(w) = rρ¯(w)).
Lemma 20. If b, w are adjacent to the singularity x ∈ {x1, . . . , yn}, s = ±sk the corresponding exponent
(s = sk for x = xk and s = −sk for x = yk), and b ∈ Γ, we have
Sρ(b, w)− K−1χ,x(b, w) =
2s
1− χ¯
(
x− b
w − x
)s
<
(
ieiν(w)ξ
)
+O(δε)
where ε = ε(s) is positive for s1, . . . , sn small enough and
ξ = − sk
xk − yk +
∑
j:j 6=k
(
sj
xk − xj −
sj
xk − yj
)
= lim
w→x
(
pirρ(w)− s
w − x
)
Proof. Let w be adjacent to the singularity x = xk (which is in a face of M , see Figure 3); by translating we
may assume xk = 0. Let r be of order 1 and small enough so that other singularities are outside of B(0, r).
Also set s = sk, χ = e
2ipis. We consider f(b) = Sρ(b, w) − K−1χ (b, w)1B(0,r) which is discrete holomorphic
except near ∂B(0, r) and is ρ-multivalued. The goal is to estimate f(b) for b = O(δ) (in particular for b
adjacent to the singularity). We have the Cauchy integral formula
f(b) =
∑
w′
Sρ(b, w
′)K(f)(w′) =
∑
w′ 6=w
Sρ(b, w
′)K(K−1χ (., w)1B(0,r))(w
′)
for b ∈ B(0, r) (e.g. from uniqueness in Lemma 19). From Lemma 14 and estimates on Sρ (Lemma 19), we
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obtain for b ∈ A( r4 , r2 ):
f(z) =
Γ(1− s)eiν(w)
2
RB
1
pi(z − w)
 n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)sj
−
(
z − xk
w − xk
)sk
+
Γ(1 + s)e−iν(w)
2
R¯B
1
pi(z − w)
 n∏
j=1
(
z − xj
w − xj ·
w − yj
z − yj
)−sj
−
(
z − xk
w − xk
)−sk
+O(δ2−|s| +O(δ1−|s|−2 maxj |sj |)
= RB(ψ1(z)) +RB(ψ2(z)) +O(δ
1−3 maxj |sj |)
where ψ1(z) = z
s
∑
n≥0 anz
n, ψ2(z) = z¯
−s∑
n≥0 bnz¯
n,
a0 =
Γ(1− s)eiν(w)
2piws
− sk
xk − yk +
∑
j 6=k
(
sj
xk − xj −
sj
xk − yj
) (1 +O(δ))
b0 =
Γ(1 + s)e−iν(w)
2piw¯−s
 sk
xk − yk +
∑
j 6=k
( −sj
xk − xj −
−sj
xk − yj
) (1 +O(δ))
(Recall that Lemma 14 is written for δ = 1, s ∈ (0, 12 ). Here, on ∂B(0, r), K−1χ (., w) = O(δ−|s|); the approx-
imation error on Sρ is O(δ
1−2 maxj |sj |). This gives the main contribution to the error term O(δ1−3 maxj |sj |),
with smaller contributions coming from the approximation error on K−1χ , and the Riemann sum approxima-
tion.)
By Lemma 16, we conclude:
f(b) =
b0
τ¯2−sΓ(s)
fχ(b) +
a0
τ2sΓ(−s)hχ(z) +O(δ
1−4 maxj |sj |−η)
for b = O(1), η > 0 fixed. Taking into account Lemma 10, we have for b adjacent to the singularity:
fχ(b) =
2ipieiν(b)
χ¯− 1 2(x− b)
1−s
hχ(b) = f1,χ¯(b) = −2ipie
−iν(b)
χ¯− 1 (2(x− b))
1+s
and τ = 2δ (b− x) if b ∈MV adjacent to x. (Recall that uΓ(u) = Γ(u+ 1)).
7.3 Variational analysis
Here we apply the technical results of the previous subsections (culminating in Lemma 20) to the asymptotics
of dimer electric correlations. As mentioned earlier, there are two distinct types of variation we will consider:
displacing a puncture while fixing the character χ (which, given our estimates, is enough to handle the case
where χ is close enough to 1); and varying χ for a fixed position of the punctures. Finally we consider a
more general situation with several pairs of punctures, building in particular on Section 6.
7.3.1 Displacing the punctures
The previous local analysis (Lemma 20) may be used to estimate the pair “electric correlator”
〈χh(y)−h(x)〉 = 〈exp(2ipis(h(y)− h(x)))〉
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for x, y ∈ M† at large distance, where h is the height function associated with a matching m of M (see
Section 3.2 - the choice of normalisation is crucial here) and χ = e2ipis is fixed (s ∈ (0, 12 )). This is a natural
discrete analogue of (2.6).
More precisely, we are interested in estimating 〈χh(y′)−h(x)〉/〈χh(y)−h(x)〉 within o(|y′ − y|/|x − y|), i.e.
logarithmic first differences.
Set-up. Fix x ∈M† and a simple path γ′ from x to y′ on M†; and that the penultimate vertex of γ′ is y:
γ′ = (x, . . . , y, y′). We also denote γ = (x, . . . , y), the path stopped at y. Let Er = Er(γ) be the set of edges
of M crossed by γ, with the black vertex on the righthand side of γ; and El = El(γ) the edges crossed by γ,
with the black vertex on the lefthand side. Then (see Section 5 in [43])
h(y)− h(x) = 1
2pi
wind(γ) +
∑
e∈Er
1e∈m −
∑
e∈El
1e∈m
In order to define the winding number of γ, we draw it as a succession of smooth arcs connecting midpoints
of segments (bb′) (ie centers of faces of M), where b ∈ Γ and b′ ∈ Γ†, in such a way that γ crosses these
segments normally (see Figure 4).
Let Kγ : MB →MW be the operator defined by Kγ(b, w) = χ¯K(b, w) if (bw) ∈ Er(γ); Kγ(b, w) = χK(b, w)
Figure 4: Dotted: (portion of a) lozenge tiling Λ. Solid: graph M . Dashed, curved: path γ crossing normally
the edges of Λ.
if (bw) ∈ El(γ); and Kγ(b, w) = K(b, w) otherwise.
Let us remark that if γ˜ is another path from x to y, then Kγ˜ is conjugate to Kγ by diagonal matrices involving
the winding number of the loop obtained by concatenating γ with γ˜ (in reverse orientation). Moreover, by
using γ as a branch cut (lifting functions on M to functions in (CM )ρ, where ρ is the unitary character of
pi1(C\{x, y}) defined as in Section 7.2.2), one can identify Kγ with K operating on (CMB )ρ. Correspondingly,
we get an inverting kernel Sγ : CMW → CMB .
Lemma 21. KγK
−1 : MW →MW is a finite rank perturbation of the identity and
〈χh(y)−h(x)〉 = eis.wind(γ) det(KγK−1)
Moreover, for |s| < 14 , 〈χh(y)−h(x)〉 6= 0.
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Proof. For the first statement, see the proof of Lemma 2.
We may write
|〈χh(y)−h(x)〉|2 = 〈χ(h−h˜)(y)−(h−h˜)(x)〉
where h˜ is the height field of an independent sample of the dimer model. The superimposition of the two
dimer configurations (corresponding to h, h˜) is a so-called double-dimer configuration. A classical argument
of “cycle rotation” shows that
|〈χh(y)−h(x)〉|2 = E ((<(χ)Nxy)
where Nxy is the number of double-dimer loops separating x from y, which is bounded by the graph distance
between x and y on M†. (In order to avoid technical difficulties for infinite volume dimer measures, one can
apply the arguments to dimers in a large box and then take a weak limit).
We give an alternative argument, for χ 6= 1 arbitrary and |y − x| large enough, based on the existence
and uniqueness of Sρ, see Lemma 18 (this is in a sense more self-contained and extends directly to the case
with n pairs of singularities).
Let γW be the (finite) set of vertices of MW adjacent to γ (i.e. those for which Kγ(w, .) 6= K(w, .)). We
may regard det(KγK
−1) as the determinant of an operator on CγW :
D1 : f 7−→ (Kγ(
∑
w∈γW
f(w)K−1(., w)))|γW
It is enough to construct an inverse of this operator. Consider
D2 : g 7−→ (K(
∑
w∈γW
g(w)Sγ(., w)))|γW
By construction Sγ is a right inverse of Kγ in that KγSγ(., w) = δw for all w ∈MW . It is also a left inverse:∑
w Sγ(., w)Kγ(w, b) = δb for all b ∈ MB (otherwise the difference would give a ρ-multivalued discrete
holomorphic function vanishing at infinity).
Remark that for w ∈ γW , Kγ(K−1(., w)) = 0 on MW \ γW . Then Sγ(Kγ(K−1(., w))) = K−1(., w), and it
follows that D2 is a left inverse of D1.
Asymptotics.
Here we (finally) apply the analysis of discrete holomorphic functions with monodromy (Lemmas 9 to 20)
to dimers.
Proposition 22. For s small enough, there exists a c = c(Λ, s) > 0 and ε > 0 such that
|〈χh(y)−h(x)〉| = |x− y|−2s2(c+O(|x− y|−ε))
Proof. We analyse the effect of taking the last step along γ′ (notations are as before Lemma 21). As
mentioned earlier, the goal is to estimate precisely enough
〈χh(y′)−h(x)〉
〈χh(y)−h(x)〉 =
det(Kγ′K
−1)
det(KγK
−1)
(by Lemma 21).
Let (bw) be the edge of M separating y, y′ ∈M†. Recall (from Lemma 18) that Sγ(., w) can be charac-
terised as the only function in CMB vanishing at infinity such that KγSγ(., w) = δw; Sγ′(., w) is characterised
similarly. Since Kγ′ −Kγ is supported on w and
(KγSγ′(., w))(w) = 1 + (1− χ±1)K(w, b)Sγ′(b, w)
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- here χ±1 = χ (resp. χ−1) if b is to the left (resp. to the right) of γ′ - we deduce
Sγ′(., w) = (1 + (1− χ±1)K(w, b)Sγ′(b, w))Sγ(., w)
Let us observe that Kγ′Sγ = Id +(Kγ′ −Kγ)Sγ is a rank 1 perturbation of the identity and that
(Kγ′Sγ)(KγK
−1) = Kγ′K−1
as bounded operators in L2(MW , µ) where µ{w} = (1 + |w|)−ε for some ε > 0. This follows from SγKγ = Id
(indeed, (SγKγ)δb−δb is in the kernel of Kγ and vanishes at infinity, hence is identically zero). Consequently,
det(Kγ′K
−1)
det(KγK
−1)
= det(Kγ′Sγ) = det(Id +(Kγ′−Kγ)Sγ) = 1+(Kγ′−Kγ)(w, b)Sγ(b, w) = 1+(χ±1−1)K(w, b)Sγ(b, w)
since Kγ′ −Kγ has rank 1. Then we have the key estimate (Lemma 20)
Sρ(b, w)− K−1χ¯,y(b, w) =
2s2
1− χ
(
w − y
y − b
)s
<
(
ieiν(w)/(y − x)
)
+O(|x− y|−1−ε)
(Recall that Lemma 20 is written for fixed singularities and mesh δ ↘ 0. Here we may set Mδ = (y−x)−1M ,
δ = |y − x|−1. Scaling by δ multiplies matrix elements of K by δ and those of Sρ by δ−1).
Together with ±iK(w, b) = y′ − y, w−yy−b = y−wy′−w (Section 3.1.1) and the exact result (Lemma 14)
K(w, b)K−1χ¯,y(b, w) =
1
1− χ
(
1−
(
y′ − w
y − w
)−s)
this yields
det(Kγ′K
−1)
det(KγK
−1)
=
(
y′ − w
y − w
)−s(
1− 2s2<
(
y′ − y
y − x
))
+O(|x− y|−1−ε)
From the previous computation we get∣∣∣∣∣ 〈χh(y
′)−h(x)〉 · |y − x|−2s2
〈χh(y)−h(x)〉 · |y′ − x|−2s2
∣∣∣∣∣ = 1 +O(|x− y|−1−ε)
with ε > 0 for s small enough.
To wrap up the argument, one can e.g. fix x and set
ϕx(y) = log |〈χh(y)−h(x)〉|+ 2s2 log |y − x|
for y ∈M† \ {x}. Then we have
ϕx(y
′)− ϕx(y) = O(|y − x|−1−ε)
which trivially implies that ϕx(y) has a finite limit log(c(x,Λ)) as y → ∞. (Indeed, if yn → ∞ with
yn = n+O(1), then |ϕx(ym+n)−ϕx(ym)| = O(m−ε); and |ϕx(y)−ϕx(yn)| = O(n−ε) if y = n+O(1), since
the graph distance on M† and the Euclidean distance are comparable). More precisely,
ϕx(y) = log(c(x,Λ)) +O(|y − x|−ε)
Remark that the error term is uniform in (Λ, x) under (♠) (see (3.10)), since Lemma 20 holds along any
sequence of tilings (Λδn), δn ↘ 0. Moreover, for x′ ∼ x,
ϕx(y)− ϕx′(y) = O(|y − x|−1)
(exchanging the roles of x and y) and consequently c(x,Λ) = c(x′,Λ) does not depend on x, which concludes.
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More generally, if {z1, . . . , z2n} = {x1, . . . , yn} are marked points, s1, . . . , s2n > 0 are small enough
exponents with s1 + s2 = · · · = s2n−1 + s2n = 0, we have (by “integrating” Lemma 20, as in Proposition 22;
a more general statement will be given in Theorem 24)〈
exp(2ipi
2n∑
j=1
sjh(zj))
〉
=
∏
i<j
|zi − zj |2sisj (c(Λ) +O(R−ε))
where the pairwise distances |zi − zj | are all comparable to R 1.
This in agreement with the electric vertex correlator heuristic (see (2.6)), i.e. what we would get by
replacing h(zj) by the average of a scalar free field φ on a microscopic ball centred at zj .
The pairing of insertions (z1, z2),. . . , (z2n−1, z2n) is somewhat restrictive. For instance, it is not obvious
how to treat correlators such as
〈exp(2ipi
3
(h(x) + h(y) + h(z))〉
or even what to expect (as compactification may start to play a role). Indeed, up to a phase, one can write
〈exp(2ipi
3
(h(x) + h(y) + h(z))〉 = 〈exp(2ipi
3
(h(x)− h(z) + h(y)− h(z)))〉
and if z′ is close to, but at macroscopic distance of, z, we have asymptotically
〈exp(2ipi
3
(h(x)− h(z) + h(y)− h(z′)))〉 ∼ |(x− z)(x− z′)(y − z)(y − z′)|− 29 |(x− y)(z − z′)| 29
Taking z′ → z yields the heuristic
〈exp(2ipi
3
(h(x) + h(y) + h(z))〉 ??∼ |(x− z)(y − z)|− 49 |x− y| 29
which is plainly incorrect (as it is not symmetric in x, y, z).
7.3.2 Varying the exponent
We turn to the case where s is not small, and for simplicity we first discuss the case of two marked points.
Remark that all previous estimates are uniform in s for s in a compact interval of (0, 12 ). Again we use a
variational argument; now x, y are fixed and the exponent s is varying.
Proposition 23. If s ∈ (0, 12 ), there is a constant c(Λ, s) such that
|〈χh(y)−h(x)〉| = exp(2c(Λ, s))|x− y|−2s2(1 + o(1))
as |x− y| → ∞.
Proof. Starting from |〈χh(y)−h(x)〉| = |det(KγK−1)| (see Lemma 21), where χ = e2ipis and Kγ is implicitly a
function of s, we get
d
ds
log |〈χh(y)−h(x)〉| = <Tr(K˙γSγ)
and K˙γ(w, b) = ±2ipiχ±1K(w, b) if γ crosses the edge (wb). Hence we need to evaluate Sγ(w, b) for these
edges. We have (uniformly in (z, w) in a compact subset of {(z, w) : z 6= x, y;w 6= x, y; z 6= w}; and in s in a
compact subset of (0, 12 ))
Sγ(z, w) =
1
2
RB
((
z − x
z − y
)s(
w − x
w − y
)−s
eiν(w)
pi(z − w)
)
+
1
2
R¯B
((
z − x
z − y
)−s(
w − x
w − y
)s
e−iν(w)
pi(z − w)
)
+o(|x−y|−1)
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by Lemma 19. (Recall that that Lemma 19 is written for small mesh and fixed punctures; by scaling we get
an estimate for fixed mesh and large separation of punctures). Here
(
u−x
u−y
)s′
= exp(s′ log((u− x)/(u− y)))
and u 7→ log((u− x)/(u− y)) is a determination of with branch cut along γ.
Since(
z − x
z − y
)s(
w − x
w − y
)−s
1
z − w =
1
z − w + s
(
1
w − x −
1
w − y
)
+O(|z − w|/|w − x|2 + |z − w|/|w − y|2)
we obtain that, for b ∼ w (by (3.22))
Sγ(b, w)−K−1(b, w) = s
2pi
RB
(
eiν(w)
(
1
w − x −
1
w − y
))
− s
2pi
R¯B
(
e−iν(w)
(
1
w − x −
1
w − y
))
+o(1/|x−y|)
(7.66)
except if (bw) crosses γ, in which case the LHS is replaced with χ±1(Sγ(b, w)− K−1(b, w)).
Let γ′ be a subpath of γ running from x′ to y′, and E(γ′) the set of edges of M crossed by γ′. If (vv′) = (wb)†
(as oriented edges), we have K(w, b) = i(v−v′) and K(w, b) = e−iν(w)−iν(b)i(v−v′) (see Section 3.1.1). Thus
if vi, vi+1 are consecutive points on γ
′ corresponding to the unoriented edge (wb),
±K(w, b)(RB(eiν(w)α) + R¯B(e−iν(w)β)) = iα(vi − vi+1)− iβ(vi − vi+1) = −iα
∫ vi+1
vi
dz + iβ
∫ vi+1
vi
dz¯
where ± = + if (bw) ∈ Er(γ) and − if (bw) ∈ Er(γ). Then
<
∑
(bw)∈E(γ′)
K˙γ(b, w)Sγ(b, w) = −s<
∫ y′
x′
(
1
z − x −
1
z − y
)
dz − s<
∫ y′
x′
(
1
z − x −
1
z − y
)
dz¯ + o(1)
= 2s< log
(
(y′ − x)(x′ − y)
(x′ − x)(y′ − y)
)
+ o(1)
(one may also keep track of the imaginary part, since K(w, b)K−1(b, w) = p(w, b) is expressed in terms of
the local gometry). We still need to address the logarithmic singularities at the endpoints of γ. A discrete
Cauchy formula (see (7.64)) together with estimates on Sρ(z, w) for z close to x and |w − x| comparable to
|x− y| (Lemma 19 and Lemma 15) leads to the estimate
Sρ(z, w)− K−1χ,x(z, w) = O(
|x− y|s−1
|w − x|s ·
|x− y|s
|w − x|s ) = O(|x− y|
2s−1|w − x|−2s)
for |w − x| ≤ 14 |x− y|, 12 |w − x| ≤ |z − x| ≤ 2|w − x|. The same estimate holds when interverting x and y.
Consequently, if we choose γ such that the lengths of its segments are comparable to their Euclidean length,
and γi is the initial segment of γ (between x and x
′), we have∑
(bw)∈E(γi)
K˙γ(b, w)Sγ(b, w) =
∑
(bw)∈E(γi)
K˙γ(b, w)K
−1
χ,x(b, w) +O((|x′ − x|/|x− y|)1−2s)
From the estimate (Lemma 14)
K−1χ,x(z, w) =
1
2
RB
((
z − x
w − x
)s
eiν(w)
pi(z − w)
)
+
1
2
R¯B
((
z − x
w − x
)−s
e−iν(w)
pi(z − w)
)
+O(|w − x|2s−2)
for 12 |w − x| ≤ |z − x| ≤ 2|w − x|, |z − w| comparable to |w − x|, we obtain
K−1χ,x(b, w)− K−1(b, w) =
s
2pi
RB
(
eiν(w)
w − x
)
− s
2pi
R¯B
(
e−iν(w)
w − x
)
+O(|w − x|2s−2)
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for b ∼ w (this corresponds to letting y → ∞ in the previous estimate (7.66)). Since the error term is
summable, it follows that
<
∑
(bw)∈E(γi)
K˙γ(b, w)K
−1
χ,x(b, w) = −2s log |x′ − x|+ c˜(x,Λ, γ, s) +O(|x− x′|2s−1) (7.67)
Moreover, the lefthand side is unchanged if γ is another path started at x going through x′, as the difference
can be written as the trace of a commutator. Thus c˜(x,Λ, γ, s) = c˜(x,Λ, s). Consequently
<Tr(K˙γSγ) = −2s< log |y − x|2 + c˜(x,Λ, s) + c˜(y,Λ, s) + o(1)
Fix a small s0 > 0 and set χ0 = e
2ipis0 . By Proposition 22, we have
log |〈χh(y)−h(x)0 〉| = −2s20 log |y − x|+ c0(Λ, s0) +O(|y − x|−ε)
and the previous argument gives
log
∣∣∣∣∣ 〈χh(y)−h(x)〉〈χh(y)−h(x)0 〉
∣∣∣∣∣ =
∫ s
s0
<Tr(K˙γK−1γ )du
= −2(s2 − s20) log |y − x|+ c(x,Λ, s) + c(y,Λ, s) + o(1)
Finally, let us now show that c(x,Λ, s) = c(Λ, s), which we already know for small s (Proposition 22). We
need only show ∣∣∣∣∣ 〈χh(y)−h(x
′)〉
〈χh(y)−h(x)〉
∣∣∣∣∣ −→y→∞ 1
if x′ ∈M† is a neighbour of x; in turn (as in Proposition 22), this follows from
Sρ(b, w)− K−1χ,x(b, w) = o(1)
as y → ∞, where (bw) is the edge of M separating x from x′. From Lemma 14, estimates for Sρ on the
macroscopic scale (Lemma 19), and Lemma 16, we get
Sρ(b, w)− K−1χ,x(b, w) = O(|y − x|s−1+s+η)
for η > 0. This is enough to conclude that c(x,Λ, s) = c(Λ, s).
7.3.3 More general correlations
We now discuss the “general” case, where the problem is to estimate
〈exp(2ipi
n∑
j=1
sj(h(yj)− h(xj))〉
where s1, . . . , sn ∈ (0, 12 ) and the pairwise distances between the xj , yk’s are large and comparable.
Theorem 24. For weights s1, . . . , s2n ∈ (− 12 , 12 ), s1 + s2 = · · · = s2n−1 + s2n = 0, and singularities{z1, . . . , z2n} with pairwise distances of order R, we have as R goes to infinity:〈
exp(2ipi
2n∑
j=1
sjh(zj))
〉
∼ exp
 2n∑
j=1
c(Λ, |sj |)
 ∏
1≤i<j≤2n
|zi − zj |2sisj
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Proof. The line of reasoning is the same as in the two-point case (Propositions 22 and 23), so we will
simply record the needed changes in the computations. This problem is associated to a character ρ of
pi1(C\{x1, . . . , yn}), and the kernel Sρ inverting K on sections of the associated line bundle (more concretely,
ρ-multivalued functions, of functions with a jump across branch cuts running from xj to yj). The key
estimates are Lemmas 20 and 19.
We start with the case where the exponents are small enough and reason as in Proposition 22. Set
ϕ(z1, . . . , z2n) = log
∣∣∣∣∣∣
〈
exp(2ipi
2n∑
j=1
sjh(zj))
〉 ∏
1≤i<j≤2n
|zi − zj |−2sisj
∣∣∣∣∣∣
(the correlator is non-zero for R large enough, see the argument in Lemma 21). Then from Lemma 20, if
z′j − zj = O(1), then
ϕ(z′1, . . . , z
′
2n)− ϕ(z1, . . . , z2n) = O(R−1−ε)
(with a uniform error term under (♠)) and then
ϕ(z1, . . . , z2n) = O(R
−ε) + lim
z′2,...,z
′
2n→∞
ϕ(z1, z
′
2, . . . , z
′
2n)
where the limit is taken along any sequence where all the pairwise distances are comparable and go to infinity.
The limit does not depend on z1 (just on Λ), which gives the result for small exponents.
In the general case (exponents not necessarily close to 0), we reason as in Proposition 23. We start from
the estimate for Sρ (see Lemma 19):
Sρ(z, w) =
1
2
RB
(
eiν(w)S(z, w)
)
+
1
2
R¯B
(
e−iν(w)S¯(z, w)
)
+ o(R−1)
where all pairwise distances in {x1, . . . , yn, z, w} are of order R, with
S(z, w) =
1
pi(z − w)
n∏
i=1
(
(z − xj)(w − yj)
(z − yj)(w − xj)
)sj
=
1
pi(z − w) + rρ(w) +O(z − w)
S¯(z, w) =
1
pi(z − w)
n∏
i=1
(
(z − xj)(w − yj)
(z − yj)(w − xj)
)−sj
=
1
pi(z − w) + r¯ρ(w) +O(z − w)
where the estimate is for z, w away from the singularities, and the Robin kernels (see before Lemma 20) are
given by
rρ(w) = pi
−1
n∑
j=1
(
sj
w − xj −
sj
w − yj
)
r¯ρ(w) = pi
−1
n∑
j=1
( −sj
w − xj −
−sj
w − yj
)
= −rρ(w)
Let γj be a simple path from xj to yj (at macroscopic distance of the other singularities), and γ
′
j the subpath
from x′j to y
′
j . Since rρ(w) ∼ pi
−1sj
w−xj near xj and rρ(w) ∼ −
pi−1sj
w−yj near yj , we have∫
γ′j
rρ(w)dw = −sj
pi
log
(
(y′j − yj)(x′j − xj)
)
+O(1)
Set ∫ reg
γj
rρ(w)dw = lim
x′j→xj ,y′j→yj
(∫
γ′j
rρ(w)dw +
sj
pi
log
(
(y′j − yj)(x′j − xj)
))
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There is no determination (branch of logarithm) issue for the real part of this regularised integral, which is
what we need. The variational argument of Proposition 23 shows that
∂
∂sj
log |〈exp(2ipi
n∑
j=1
sj(h(yj)− h(xj)))〉| = −sj<
∫ reg
γj
pirρ(w)dw + sj<
∫ reg
γj
pir¯ρ(w)dw¯
+ ∂sc(x,Λ, sj) + ∂sc(y,Λ, sj) + o(1)
and a direct computation yields∫ reg
γj
pirρ(w)dw = sj log(−(xj − yj)2) +
∑
k 6=j
sk log
(
(yj − xk)(xj − yk)
(yj − yk)(xj − xk)
)
as needed. Finally, c(x,Λ, s) = c(Λ, s) as in Proposition 23.
Locality.
For, say, a periodic (non isoradial) dimer model with height function converging to the free field (as in
Section 4.4 of [41]), one would expect the following asymptotics for electric correlators:
〈χh(y)−h(x)〉 ∼ exp(c(x,Λ, s) + c(y,Λ, s))|y − x|−2s2
where c(x,Λ, s) depends on the graph around x (rather like the invariant measure of a random walk). In the
isoradial case, we saw that c(x,Λ, s) = c(Λ, s), which is non-trivial. Let us further comment on that fact.
A by-product of Kenyon’s construction (Section 4.2 in [37]) of the kernel K−1 is its remarkable locality
property; let us phrase the corresponding statement for the chiral kernel K−1χ .
Lemma 25. The kernel K−1χ (with singularity at x) is local in the sense that K
−1
χ (b, w) depends only on Λ
restricted to a ball centred at x containing b, w.
Proof. The discrete exponentials are by construction local. If w is adjacent to x, then K−1χ (., w) has an
integral representation in terms of discrete exponentials (in the variable b) and consequently K−1χ (., w) is also
local (see Lemma 11). For a general w, consider a simple path (x0 = x, x1, · · · , xn = x′) from x to x′ on M†,
where x′ is a face adjacent to w. Let (wibi) = (xixi+1)†. By induction on the length of this path, it is easy
to see that K−1χ (., w) can be expressed as a linear combination (with local coefficients) of the K
−1
χ,xi
(., wi),
which are local. Thus K−1χ (., w) is itself local.
Consider the space {(Λ, x)} of lozenge tilings rooted at a face (fixing the scale δ = 1). As is customary
for rooted graphs ([3]), we may define a distance by:
dist((Λ, x), (Λ′, x′)) = inf{ε > 0 : (Λ, x)|B(x,ε−1) isomorphic to (Λ′, x′)|B(x′,ε−1)}
where graph isomorphisms are required to preserve roots. We need to take into account embedding data,
i.e. lozenge angles. Thus we may refine the distance as follows:
dist((Λ, x), (Λ′, x′)) = inf{ε > 0 : (Λ, x)|B(x,ε−1) isomorphic to (Λ′, x′)|B(x′,ε−1)
and corresponding angles differ by at most ε}
Then the set {(Λ, x) : Λ satisfies (♠)} is compact. Indeed, under the condition (♠) (see (3.10)), degrees
of vertices are bounded and the number of vertices in a subgraph is comparable to its area; thus there are
finitely many isomorphism classes as rooted planar graphs for restrictions (Λ, x)|B(x,ε−1) (for fixed ε > 0).
Each isomorphism class is parameterised by finitely many angles taking values in compact intervals.
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Using locality of the kernels K−1χ and their continuous dependence on lozenge angles for a given graph
type, we conclude that (Λ, x) 7→ c(x,Λ, s) is a continuous function for fixed s (see (7.67)). In particular it is
bounded under the condition (♠) for Λ. Moreover, they are bounded for s in a compact interval of (0, 12 ).
Let us now discuss the dependence on Λ (or lack thereof). The locality and continuity arguments for
(Λ, x) 7→ c(x,Λ, s) = c(Λ, s) show that, for Λ satisfying (♠), c(Λ, s) can be approximated within ε by looking
at any ball of Λ of large enough radius R(ε).
Consider Λθ a periodic tiling of the plane by identical lozenges with angles θ, pi − θ. One may glue Λθ
and Λθ′ along a line to obtain a lozenge tiling Λθ,θ′ (as in [28]). Then for small s,
c(Λθ, s) = c(Λθ,θ′ , s) = c(Λθ′ , s)
by continuity in (Λ, x).
More generally, consider the following condition for two rhombus tilings Λ1, Λ2 in the class (♠): for
some θ′0 > 0, there exists arbitrarily large balls B1 ⊂ Λ1, B2 ⊂ Λ2 and a rhombus tiling Λ3 with angles
≥ θ′0 containing copies of B1 and B2. This generates an equivalence relation ∼˙ on rhombus tilings; again by
continuity we have (at least for small s): c(Λ1, s) = c(Λ2, s) if Λ1∼˙Λ2.
The previous argument shows that Λθ∼˙Λθ′ . As another example, set Γ to be the triangular lattice and
ΛT the corresponding rhombus tiling; it contains an hexagonal lattice as a subgraph. Let Λ
′ be any rhombus
tiling obtained from ΛT by star-triangle transformations inside these hexagons. Then ΛT ∼˙Λ′; we thus obtain
an equivalence class with infinitely many elements which are distinct as graphs.
It is also easy to see that ΛT ∼˙Λpi/3, since one may glue a half-space of ΛT and a half-space space Λpi/3
to obtain a planar tiling Λ.
The triangular lattice has a two-parameter (up to isometry) family of embeddings with isometric faces,
leading to a two-parameter family of rhombus tilings. In two steps (as in [28]), one sees that they all belong
to the same equivalence class. Similarly, the isoradial embeddings of the square lattice (under (♠)), which
are parameterised by two bi-infinite sequences of angles, fall in the same equivalence class.
It would be of some independent interest to decide whether ∼˙ is trivial (coarse - and thus c(Λ, s) = c(s))
and if not describe its equivalence classes (building on the structure result of [42]).
8 Monomers and the Fisher-Stephenson conjecture
8.1 Introduction
We now consider a planar graph M , derived from a lozenge tiling as illustrated in Figure 1, with “defects”
(or monomers) consisting in a pair of missing vertices: a black vertex b0 and a white vertex w0. In this
section, we consider the regime where the mesh is fixed (δ = 1) and the separation between defects goes to
infinity.
Infinite volume limit.
Specifically, consider a sequence (Ξn)n≥1 of subgraphs of M bounded by a simple cycle on M†. We
assume that for all n, b0 and w0 are in Ξn and that Ξn has a perfect matching; and that the inradius of
Ξn, say seen from w0, goes to infinity as n → ∞. Moreover we assume that K−1n (b, w) → K−1(b, w) for
all b ∈ MB , w ∈ MW (here Kn denotes the restriction of K to Ξn); this is the case for “Temperleyan”
boundary conditions (see Theorem 13 in [35] for the square lattice; the general case follows easily from e.g.
the maximum principle (3.19) and the Harnack inequality for discrete harmonic functions, see (3.20)). It
follows that the sequence of the perfect matching measures on Ξn converges weakly to the measure P on
matchings on M described earlier (see (4.28)).
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Following Fisher-Stephenson [24], we consider the monomer correlation
MonΞn(b0, w0)
def
=
Z(Ξn \ {b0, w0})
Z(Ξn)
where Z(Ξ) is the partition function of perfect matchings of the graph Ξ (with edge weight |K(b, w)| for the
edge (bw), see (3.24)).
In general, a Kasteleyn orientation of Ξn does not restrict to a Kasteleyn orientation of Ξ
′
n
def
= Ξn\{b0, w0}
(see Section 3.1.1). Indeed, if b0 and w0 are not neighbours in M , each correspond to a finite face of Ξ
′
n
where the clockwise odd condition is violated. In order to obtain a Kasteleyn orientation of Ξ′n, one may
introduce a “defect line” γ, i.e. a simple path γ on M† running from a face of M adjacent to b0 (denoted by
x) to a face adjacent to w0 (denoted by y, see Figure 5). Reversing orientations of all edges crossing γ yields
a Kasteleyn orientation of Ξ′n. Thus, let us fix such a defect line γ and define K
′ : RMB\{b0} → RMW \{w0} by
K′(w, b) = −K(w, b) if γ crosses (bw)
= K(w, b) otherwise
(8.68)
We denote by Kn, K
′
n the restrictions of K,K
′ to Ξn,Ξ′n respectively (throughout this section, the prime
recalls the sign change across the defect line). Then [24]:
MonΞn(b0, w0) =
Z(Ξ′n)
Z(Ξn) = ±
det(K′n)
det(Kn)
In order to compare K′n, Kn, it is rather convenient to extend K
′
n to an operator RΞB → RΞW by setting
K′(w0, b0) = 1, with all other new matrices elements K′(w0, b),K′(w, b0) vanishing (one may think of an edge
“handle” connecting directly b0, w0). This does not change the determinant of K
′
n (up to sign). Then
MonΞn(b0, w0) = ±det(K′nK−1n )
Clearly K′n−Kn has bounded support (vertices adjacent to γ), and does not depend on n (for n large enough)
on its support. It follows from the assumption of pointwise convergence of K−1n that:
MonM (b0, w0) =
∣∣∣ lim
n→∞det(K
′
nK
−1
n )
∣∣∣ = |det(K′K−1)|
This defines the infinite volume monomer correlation MonM (b0, w0) (which does not depend on the choice
of approximating sequence (Ξn), under the assumption K
−1
n → K−1 pointwise).
Positivity.
In order to study logarithmic first differences of monomer correlations, it will be convenient to justify a
priori positivity of MonM (b0, w0).
Let us sketch a direct argument. Consider a simple path from b to w on M : (b0 = b, w0, b1, . . . , bn, wn =
w). Then matchings of Ξ′n containing (w0, b1),. . . ,(wn−1, bn) are in bijection with matchings of Ξn containing
(b0, w0), . . . , (bn, wn+1) (see Section 7.1 in [34] for related arguments), which gives the lower bound:
MonM (b, w) ≥ |K(w0, b1) . . .K(wn−1, bn)||K(w0, b0) . . .K(wn, bn)| P((b0, w0) ∈ m, . . . , (bn, wn) ∈ m) (8.69)
One may choose the path so that (b0, . . . , bn+1) is a simple path on Γ and bn+1 is connected to infinity in
Γ \ {b0, . . . , bn}. Then (see (4.28))
P((b0, w0) ∈ m, . . . , (bn, wn) ∈ m) =
∣∣K(w0, b0) . . .K(wn, bn) det(K−1(bi, wj))0≤i,j≤n∣∣
This is positive; indeed, otherwise one could find a non-trivial f ∈ (CMB ) vanishing at infinity such that
Kf is supported on {w0, . . . , wn}, and vanishes at {b0, . . . , bn}. It is then easy to see that f|Γ is discrete
harmonic except at {b0, . . . , bn+1} (see (3.18)). Since the harmonic measure of bn+1 seen from infinity in
Γ \ {b0, . . . , bn+1} is positive, this forces f(bn+1) = 0, then f|Γ = 0, then f = 0, yielding a contradiction.
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Fisher-Stephenson conjecture.
The monomer correlation question bears on the asymptotic behaviour of MonM (b0, w0) as |b0−w0| → ∞,
eg with w0 fixed. The Fisher-Stephenson conjecture [24] proposes:
MonZ2(b, w) ∼ c|b− w|− 12
In [34] (Section 7), Kenyon analyses the case of a white defect in the bulk and a black defect on the
boundary of a simply connected portion of the square lattice. This leads to the length exponent for the
loop-erased random walk.
More generally, if {b1, . . . , bp} and {w1, . . . , wp} are p-tuples of black and white vertices of M , one may
consider the 2p-point monomer correlation:
MonM (b1, . . . , bp;w1, . . . , wp) = lim
n→∞
Z(Ξn \ {b1, . . . , bp, w1, . . . , wp})
Z(Ξn)
where the limit is justified as in the p = 1 case.
Let us give a heuristic interpretation of these monomer correlators. If we apply the construction of the
height function (Section 3.2) to dimer-monomer configurations on M , with monomers located at the fixed
{b1, . . . , bp, w1, . . . , wp}, we obtain an additively multivalued function on M†, which increases by 1 (resp.
−1) when cycling counterclockwise around a white (resp. black) monomer. In the absence of defects, the
height field converges to a free field (in the plane, see [15] or e.g. Corollary 4). Interpreting the monomers
as discrete versions of magnetic operators for the free field, one may expect
MonM (b1, . . . , bp;w1, . . . , wp) ∼ c〈: O1(w1) . . .O1(wp)O−1(b1) . . .O−1(bp) :〉C
in some asymptotic regime, for instance as the pairwise distance between insertions goes to infinity (alter-
natively as the lattice mesh goes to zero). For the planar free field, the magnetic correlator is explicitly
〈:
∏
j
Omj (zj) :〉C =
∏
j<k
|zj − zk|g0mjmk
(see (2.7)) and here g0 =
1
2 , in agreement with eg Corollary 4 (this is the coupling constant for the limit of
2pih; recall that magnetic charges are measured as multiples of 2pi). This yields the natural extension of the
Fisher-Stephenson conjecture (see [11]):
MonM (z1, . . . , z2p) ∼ c
∏
i<j
|zi − zj |εiεj/2
where εi = 1 (resp. -1) if zi is black (resp. white) and
∑
i εi = 0. This is supported in particular by Ciucu’s
work (see [11, 12] and references therein). In the case of the square lattice, in view of the correspondence
with the 6-vertex model (see e.g. Section 5 in [19]), this may also be seen as part of the classical Coulomb
Gas heuristics (e.g. [48, 47, 17]).
The (somewhat stronger) variational form of the statement we shall prove here consists in estimating
log(MonM (b, w)/MonM (b
′, w)) within O(|b−w|−1−ε) for b′, b black vertices on the same face of M (or similar
quantities for correlations with 2n monomers), as we did for electric correlators (Proposition 22).
The analysis (estimates and local computations near singularities) is rather involved (and tedious) and
will be carried out in details in Section 8.2 in the (classical) case of p = 1 pair of monomers (Proposition
27). In Section 8.3, we simply explain what are the modifications needed for the general case (Theorem 28).
As we shall see, the relevant family of holomorphic line bundles are the line bundles over Σ = Cˆ \
{z1, . . . , z2p} with holomorphic sections in U written as:
sU (z) =
2p∏
i=1
(z − zi)εi/2g(z)
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where g is holomorphic in U \ Cˆ and vanishing at infinity, and εi = 1 for singularities corresponding to black
monomers and −1 for white monomers.
8.2 Monomer pairs
Here, we analyse asymptotics for monomer pair correlations, in the framework laid out in Section 8.1.
Plan.
Let us observe that one may define a dimer measure PM ′ on matchings of M ′ = M \ {b0, w0} as the
weak limit of the (weighted) dimer measures on Ξ′n as n → ∞. It suffices ([33]) to observe that (K′n)−1 =
K−1n (K
′
nK
−1
n )
−1, and as n → ∞, K−1n converges pointwise to K−1 and (K′nK−1n ) converges pointwise to an
invertible (since MonM (b0, w0) > 0), bounded support perturbation of the identity. Let us denote (K
′)−1 the
limiting kernel (or (K′b0,w0)
−1 if we need to emphasise the position of monomers). It satisfies K′(K′)−1(., w) =
δw for all w ∈MW \ {w0}, and (K′)−1(b, w) = O(|b− w|−1).
Denote by (b0, w1, b1) three consecutive vertices (in counterclockwise order, say) on a face x of M . We
have:
Z(Ξn \ {b0, w1, b1, w0}) = Z(Ξn \ {b0, w0})|K(w1, b1)|−1PΞn\{b0,w0}{(b1, w1) ∈ m}
= Z(Ξn \ {b1, w0})|K(w1, b0)|−1PΞn\{b1,w0}{(b0, w1) ∈ m}
where we consider two defects: the monomer w0 (on the boundary of y ∈M†), and the “trimer” {b0, w1, b1}
(see Figure 5).
w1
b0
b1
x yγ
w0
Figure 5: Local geometry and notations near the monomers.
Consequently,
MonΞn(b1, w0)
MonΞn(b0, w0)
=
∣∣∣∣K(w1, b0)K(w1, b1)
∣∣∣∣ PΞn\{b0,w0}{(b1, w1) ∈ m}PΞn\{b1,w0}{(b0, w1) ∈ m} = ± (K
′
Ξn\{b0,w0})
−1(b1, w1)
(K′Ξn\{b1,w0})
−1(b0, w1)
and taking the limit as n→∞,
MonM (b1, w0)
Mon(b0, w0)
= ± (K
′
b0,w0
)−1(b1, w1)
(K′b1,w0)
−1(b0, w1)
(8.70)
Thus we simply need to estimate Sb0,w0 = (K
′
b0,w0
)−1 precisely enough near the singularity b0. The argument
is at times somewhat technical; let us briefly sketch the line of reasoning, which is roughly parallel to the
one in Section 7.2.2.
83
1. Random walk arguments give an estimate on Sˆρ, an inverting kernel for K
′
b0,w0
which is bounded (rather
than vanishing) at infinity.
2. Bounded functions in the kernel of K′b0,w0 are classified.
3. The correct inverting kernel Sb0,w0 is constructed, and estimated in the macroscopic scale.
4. A priori estimates for Sb0,w0 when one or both arguments are near singularities are given.
5. gˆ, an approximation of Sb0,w0(., w1) is constructed, using as building blocks discrete holomorphic
functions mesoscopically near singularities, and continuous holomorphic functions elsewhere.
6. gˆ(b1) − Sb0,w0(., w1) is evaluated within O(|b0 − w0|−1−ε) (this requires controlling the leading term,
which depends only on the local geometry around x, and the first subleading correction which carries
the “global” information; compare e.g. with Lemma 20).
7. This is applied to monomer correlations via (8.70).
Recall (from (8.68)) that K′b0,w0 is obtained from K by deleting the row and column corresponding to the
pair of monomers and changing the sign of matrix entries corresponding to edges crossing the defect line γ
which runs from x ∈M† adjacent to b0 to y ∈M† adjacent to w0:
K′b0,w0 : R
MB\{b0} −→ RMW \{w0}
Displacing γ (with endpoints fixed) results in composing Kb0,w0 with diagonal matrices (with ±1 diagonal
coefficients). Equivalently, one may consider multivalued functions on M corresponding to the character
ρ : pi1(C \ {x, y}) → {±1} with monodromy −1 around x, y. One may identify elements of RMB\{b0} with
functions on MB vanishing at b0, and elements of RMW \{w0} as functions on MW modulo δw0 .
Bounded inverting kernel via harmonic functions.
We start with by constructing an inverting kernel Sb0,w0 for K
′
b0,w0
, at least for |b0 − w0| large enough.
Assume without loss of generality that b0 ∈ Γ†. We observe that the kernel Sˆρ obtained from the Green
kernel for the random walk with monodromy −1 at b0, w0 on Γ vanishes at b0 (see Lemma 17 and afterwards).
Hence K′b0,w0 Sˆρ(., w) = δw. Moreover we have
Sˆρ(z, w) =
1
2
RB
(√
(z − x)(z − y)
(w − x)(w − y) ·
eiν(w)
pi(z − w)
)
+ (cc) + o(1/|x− y|)
= <RB
(√
(z − x)(z − y)
(w − x)(w − y) ·
eiν(w)
pi(z − w)
)
+ o(1/|x− y|)
for (z, w) in a compact set of {z 6= x, y, w;w 6= x, y, z}. (Here (cc) denotes the complex conjugate of the
previous term). Note that in this case, a closed form expression for the continuous Green kernel Gρ is easily
obtained by going to a double cover of Cˆ\{b0, w0}. We consider a branch of z 7→
√
z − x (resp. z 7→ √z − y)
which is single-valued on C \ γ.
Bounded discrete holomorphic functions on M ′.
The kernel Sˆρ does not necessarily vanish at infinity; on the other hand we have some freedom since
Sb0,w0(., w) is not required to be holomorphic at w0. In order to correct Sˆρ and obtain an inverting kernel
vanishing at infinity, we need to study bounded functions in the kernel of K′b0,w0 (this is a point where the
argument differs from the construction for electric correlators, see Section 7.2.2).
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We claim that dim{f : K′b0,w0f = 0, ‖f‖∞ <∞} ≤ 2. Indeed, K′b0,w0f = 0 implies that ∆Γf|Γ is supported
on the two vertices of Γ abutting w0 (see (3.18)), and there are no non-zero bounded ρ-multivalued harmonic
functions on Γ (f|Γ† is specified by harmonic conjugation and f(b0) = 0). We simply need to construct two
linearly independent bounded functions in the kernel of K′b0,w0 .
We have constructed (Lemma 11) g such that K−1,yg = 0 outside of w0 and
g(z) = RB((z − y)−1/2) +O(|z − y|−3/2)
We then consider f = g1B−Sˆρ(g1B) where B = B(y, r), r ≤ 12 |x−y|. Plainly, f is bounded and K′b0,w0f = 0.
Since
1
2ipi
∮
C(y,r)
1√
w − y ·
√
(z − x)(z − y)
(w − x)(w − y) ·
dw
z − w =
√
z − x
(z − y)(y − x) −
1B(z)√
z − y
and the contribution from the conjugate term in Sˆρ vanishes (since (z−y)−1/2 ∝ (z − y)1/2 on the contour),
we get
f(z) = RB
(√
z − x
(z − y)(y − x)
)
+ o(|x− y|−1/2)
for z in a compact subset of C \ {x, y}. (This is the same construction as in (7.62)).
We know a priori that f|Γ (resp. f|Γ†) has a limit as z → ∞ (as it is bounded and harmonic near ∞).
Plainly, limz→∞ f|Γ(z) = 1/
√
y − x+ o(|x− y|−1/2) and limz→∞ f|Γ†(z) = i/
√
y − x+ o(|x− y|−1/2).
We observe that f¯ is also in the kernel of K′b0,w0 (a real operator); examining the limits of f|Γ, f|Γ† at
infinity shows that f, f¯ are linearly independent. Hence they constitute a basis of bounded functions in the
kernel of K′b0,w0 .
Moreover (at least for b0, w0 far enough), there is no non-vanishing function in the kernel of K
′
b0,w0
going
to zero at infinity.
Inverting kernel vanishing at infinity.
As a consequence, there is a unique kernel Sb0,w0 inverting K
′
b0,w0
(on the right) and vanishing at infinity.
By uniqueness, this kernel is real. It may be realised as
Sb0,w0(b, w) = Sˆρ(b, w)−<(a(w)f(b))
where a(w) is fixed by the behaviour as b→∞: a(w) = eiν(w)2
√
y−x
(w−x)(w−y) + o(|x− y|−1/2). Consequently,
we obtain the estimate
Sb0,w0(z, w) =
1
2
RB
(√
(z − x)(w − y)
(z − y)(w − x) ·
eiν(w)
pi(z − w)
)
+ (cc) + o(|x− y|−1) (8.71)
for (z, w) in a compact set of {z 6= x, y, w;w 6= x, y, z}. (Compare with Lemma 18). Remark also that the
error o(|x− y|−1) is uniform over lozenge tilings under (♠).
Estimates for Sb0,w0(b, w) for b close to x.
Let us review some a priori estimates on Sb0,w0(b, w) for b close to x, and w close to x, y,∞ respectively.
Remark that, for the purpose of these estimates, it is enough to know that Sb0,w0(b, w) = O(1) on macroscopic
scale (i.e. when all pairwise distances are comparable and large). In particular they apply mutatis mutandis
to the kernel Sb,w of Section 8.3.
Lemma 26. There is ε > 0 such that:
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1. If K−1,xf = 0 in B(x, r), f(b0) = 0, then f(b) = O((|b− x|/r)ε‖f∂B(x,r)‖∞) for b ∈ B(x, r).
2. There is a unique kernel Sb0 s.t. Sb0(., w) has monodromy (−1) around x, K−1,xSb0(., w) = δw, and
Sb0(., w) vanishes at b0 and infinity.
3. Sb0,w0(b, w) = O(|w − x|−1−ε) if b adjacent to x, |w − x| ≤ 12 |x− y|
4. Sb0,w0(b, w) = O(|w − y|1/2−ε|x− y|−3/2) if b adjacent to x, |w − y| ≤ 12 |x− y|
5. Sb0,w0(b, w) = O(|w − x|−1|x− y|−ε) if b adjacent to x, |w − x| ≥ 12 |x− y|,|w − y| ≥ 12 |x− y|.
Proof. 1. This follows from observing that f|Γ is harmonic, with monodromy (−1) around x, and writing
f|Γ† as the harmonic conjugate of f|Γ vanishing at b0 (see Lemma 9).
2. Uniqueness follows from the fact that the space of (−1)-multivalued bounded holomorphic functions is
spanned by a single function f−1, which does not vanish at b0 (Lemma 10). By uniqueness this kernel
is real. As before (Lemma 13), one can write Sb0(., w)|Γ as a first difference of the Green kernel on
Γ (with monodromy −1 around x) and extend it to Γ† by harmonic conjugation. This leads to the a
priori estimate
Sb0(b, w) = O(|w − x|−1((|b− x|/|w − x|)ε ∧ (|w − x|/|b− x|)ε))
e.g. if |b− w| ≥ 12 |w|.
3. Let us write
Sb0,w0(., w) = 1BSb0(., w)− Sb0,w0(K′b0,w0(1BSb0(., w)))
where B = B(x, 34 |x− y|). We have K′b0,w0(1BSb0(., w))(w′) = O(|w − x|−1(|w − x|/R)ε) for w′ ∈ ∂B
(where R = |x− y|), and Sb0,w0(b, w′) = O(R−1−ε) by 1. Thus
Sb0,w0(b, w) = O(|w − x|−1−ε) +O(|w − x|ε−1R−2ε) = O(|w − x|−1−ε)
4. Here the reference kernel Sy is constructed from the Green kernel which has monodromy (−1) at
y and is such that Sy(b, w) = O(|w − y|−1) if |b − y| and |b − w| are comparable to |w − y|. We
can construct (Lemma 11) two functions gy, g¯y with monodromy (−1) at y which are holomorphic
except possibly at w0 and with expansion gy = RB((b − w0)−1/2) + O((b − w0)−3/2). Correcting
Sy(., w) by an appropriate linear combination of gy, g¯y, we obtain a kernel Sˆy such that Sˆy(b, w) =
O(|w − y|−1(|b− y|/|w − y|)−3/2+ε) for |b− y| ≥ 2|w − y|, say (see Lemma 12).
Then we may represent Sb0,w0(., w) as
Sb0,w0(., w) = 1BSˆy(., w)− Sb0,w0(K′b0,w0(1BSˆy(., w)))
with B = B(y, 12 |x− y|) to obtain for b close to x:
Sb0,w0(b, w) = O(|x− y|−ε|w − y|−1(|w − y|/|x− y|)3/2−ε)
5. We simply write
Sb0,w0(., w) = 1BK
−1(., w)− Sb0,w0(K′b0,w0(1BK−1(., w)))
with B = B(x, 12 |x− y|) ∪B(y, 12 |x− y|), and use 1.
In 3.,4.,5., the discrete Cauchy integral formulae are justified by the absence of non-trivial functions in
the nullspace of K′b0,w0 vanishing at infinity.
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Let us denote by (b0, w1, b1, w2) the vertices of the face x of M , listed counterclockwise. Recall that we
eventually want to estimate Sb0,w0(w1, b1) within O(|w0−b0|−1−ε). We shall need basic discrete holomorphic
functions with monodromy χ = −1 around the singularity x ∈M†. Set g = K−1χ (., w1), f−1 = <fχ at χ = −1;
h = f1,−1/τ where τ = (b1 − x)/|b1 − x|. We list some useful evaluations (specialised from Lemmas 10, 11).
g(b) =
Γ( 12 )
2
RB
(
eiν(w1)
pi(b− w1)
√
b− x
w1 − x
)
+O(|b− x|−3/2)
g(b0) =
eiθ0 − 1
2 sin θ0
g(b1) =
eiθ1 − 1
2 sin θ1
h(b) =
√
2Γ(−1
2
)RB(
√
b− x) +O(|b− x|−3/2)
h(b0) = −ipi(2(b0 − x))1/2
h(b1) = −pi(2(b1 − x))1/2 = −h(b0)
(8.72)
where θi = arg(
bi−w1
x−w1 ), and we assume that the defect line γ does not cross (b0w1), (b1w1).
Pole adjacent to the singularity.
We now want to construct an approximation of Sb0,w0(., w1) (within o(|b0−w0|−1−ε) near the singularity).
We are looking for such an approximation gˆ of the form: gˆ is a linear combination of g, g¯, h, h¯ in B(x, r);
gˆ(b) = <RB
(
µ
pi(b− w1)
√
(b− b0)(w1 − w0)
(w1 − b0)(b− w0)
)
(8.73)
in (B(x, r) ∪ B(y, r˜))c. In B(y, r˜) we simply set gˆ = 0 (rather crude but sufficient for our purposes). Set
R = |x− y|; the mesoscopic scales 1 r, r˜  R are yet to be specified.
We need:
gˆ(b0) = 0, (K
′
b0,w0 gˆ)(w1) = 1, (8.74)
and the values of gˆ across ∂B(x, r) differ by o(
√
r/R): this defines uniquely gˆ as a linear combination of
g, g¯, h, h¯ and fixes µ. Since ¯ˆg satisfies the same conditions, we may set gˆ = <(αg + βh) in B(x, r). From
(8.72), we get
µ =
α
2
eiν(w1)Γ(1/2)
√
w1 − b0
w1 − x
We need to fit α, β in order to make the error term small near b0. Since
1
b− w1
√
(b− b0)(w1 − w0)
(w1 − b0)(b− w0) =
√
b− b0
w1 − b0
(
1
b− w1 +
1
2
· 1
w0 − w1 +O(|b− w1|/R
2)
)
=
√
b− b0
w1 − b0
(
1
b− w1 + ξ +O(|b− w1|/R
2)
)
=
1√
(w1 − b0)(b− w0)
(1 +O(|b− w0|/R))
(8.75)
if we set ξ = 12 · 1w0−b0 . As e.g. in Lemma 20, the leading term in the expansion is local (depends on the
singularity at b0, b1, w1), while the subleading term ξ captures the global information (position of the other
monomer w0) that we will need.
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We require:
<(α) = 1, <(αg(b0) + βh(b0)) = 0 (8.76)
(forced by (8.74)), and
β
√
2Γ(−1
2
) = α
Γ( 12 )e
iν(w1)
2pi
√
w1 − x · ξ
i.e. β = αξ′ where
ξ′ = − e
iν(w1)
4pi
√
2(w1 − x)
· ξ = − e
iν(w1)
4pi
√
2(w1 − x)
· 1
2(w0 − b0) = O(R
−1) (8.77)
This is to ensure to ensure that the definitions of gˆ inside and outside of ∂B(x,R) match up to the subleading
term.
Let us remark that =(g(bi)) = 12 does not depend on the local geometry (while <(g(bi)) does), see (8.72).
From <(αg(b0) + βh(b0)) = 0, we get (see (8.72))
1
2
=(α) = <(g(b0) + βh(b0)) = <(g(b0) + αξ′h(b0)) (8.78)
and since <(α) = 1 (see (8.76))
α = 1 + 2i<(g(b0)) = 2ig(b0) +O(1/R)
Plugging this in the RHS of (8.78)
α = 2ig(b0) + 4i<(ig(b0)ξ′h(b0)) +O(1/R2)
and we have (taking also into account (8.72))
gˆ(b1) = <(αg(b1) + βh(b1)) = 2<(ig(b0)g(b1)) + 4<(ig(b0)ξ′h(b0))(−1
2
) + <(2ig(b0)ξ′h(b1)) +O(1/R2)
= 2<(ig(b0)g(b1)) + <(2ig(b0)ξ′(h(b1)− h(b0))
(8.79)
Approximation error near the singularity.
Finally we estimate the approximation error, for b within O(1) of b0, based on
ERR = gˆ − Sb0,w0(., w1) = Sb0,w0(K′b0,w0 gˆ − δw1)
and the estimates of Lemma 26. This may be broken down according to K′b0,w0 gˆ on ∂B(x, r), ∂B(y, r˜); on
mesoscopic scale (around x and y); and on macroscopic scale. Recall that we are aiming for an error of order
ERR = O(R−1−ε) for b close to b0.
• On ∂B(x, r).
We have
K′b0,w0 gˆ = O(r
−3/2 + r3/2/R2 + r−1/2/R)
on ∂B(x, r) (with errors coming from (8.72), (8.75), and a - crude - first-order Taylor’s formula estimate
for gˆ in (8.73)). From Lemma 26, this contributes O(r−3/2−ε + r3/2−εR−2 + r−1/2−εR−1) towards the
estimation error ERR.
• On mesoscopic scale.
In B(x,R) \ B(x, r), we have (K′b0,w0 gˆ)(w) = O(|w − x|−1/2−3) (from (3.14)). From Lemma 26, this
contributes an error of order O(
∑R
k=r k
−1/2−3−ε) = O(r−1/2−2−ε) to ERR.
Similarly, in B(y,R) \ B(y, r˜), we have (K′b0,w0 gˆ)(w) = O(|w − y|−1/2−3), contributing to an error of
order O(
∑R
k=r˜ k
−1/2−3k3/2−εR−3/2) = O(r˜−1−εR−3/2) to ERR.
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• On ∂B(y, r˜).
On ∂B(y, r˜), we estimate K′b0,w0 gˆ = O(r˜
−1/2) (from the discontinuity). From Lemma 26, this leads to
a contribution of O(r˜1−εR−3/2) to ERR.
• On macroscopic scale.
Finally, outside of B(x,R) ∪ B(y,R) we have (K′b0,w0 gˆ)(w) = O(|w|−4
√
R) (again by (3.14)) and by
Lemma 26 a contribution of order O(
∑∞
k=R k
−4√R.R−ε) = O(R1/2−ε−3).
Summing up, by setting e.g. r = R2/3, r˜ = R1/3, we obtain:
Sb0,w0(b1, w1) = gˆ(b1) +O(R
−1−ε) (8.80)
Application to monomer correlations.
We may exchange the roles of b0, b1. From (8.79) and (8.80), we have
Sb0,w0(b1, w1) = 2<(ig(b0)g(b1)) + <
(
2ig(b0)ξ
′(h(b1)− h(b0))
)
+O(R−1−ε)
Sb1,w0(b0, w1) = 2<(ig(b1)g(b0)) + <
(
2ig(b1)ξ
′(h(b0)− h(b1))
)
+O(R−1−ε)
(8.81)
Observe that 2<(ig(b0)g(b1))) = g(b1) − g(b0), which is real (since =(g(b0)) = =(g(b1)) = 12 ), and that
h(b1)− h(b0) = −2pi(2(b1 − x))1/2 (see (8.72)). An examination of the local geometry yields
ieiν(w1)
h(b1)− h(b0)
4pi
√
2(w1 − x)
= −1
2
(b1 − b0)
Consequently (see (8.70) and (8.77)),
MonM (b1, w0)
MonM (b0, w0)
= −Sb0,w0(b1, w1)
Sb1,w0(b0, w1)
= 1 + <(2iξ′(h(b1)− h(b0))) +O(|b0 − w0|−1−ε)
= 1 + < (ξ(b1 − b0)) +O(|b0 − w0|−1−ε)
= 1− 1
2
<
(
b1 − b0
b0 − w0
)
+O(|b0 − w0|−1−ε)
=
∣∣∣∣b1 − w0b0 − w0
∣∣∣∣−1/2 +O(|b0 − w0|−1−ε)
and thus we have obtained (wrapping up the argument as in the proof of Proposition 22):
Proposition 27. There is c(Λ, w) > 0 such that
MonM (b, w) ∼ c(Λ, w)|b− w|−1/2
as b→∞.
Moreover c is a continuous function of the face-rooted rhombus tiling (Λ, w) (in the sense of Section 7.3.3),
and is bounded away from 0 and ∞ under (♠). Presumably, c depends only on Λ (and thus is constant on
a large class of rhombus tiling, see the discussion after Theorem 24). To see this, it is enough to check that
Mon(b, w′)
Mon(b, w)
→ 1
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as b→∞, if w, b′, w′ are consecutive vertices on the boundary of a face of M . In turn this is equivalent to∣∣∣∣Sb,w(b′, w′)Sb,w′(b′, w)
∣∣∣∣→ 1
as b→∞. This seems to require another ad hoc local computation (considering a “trimer” with two white
and one black vertex around x, instead of two black and one white vertex), which we leave to the dedicated
reader.
Notice however that if M is the square (or rectangular) lattice, one can interchange the roles of black
and white vertices (or use periodicity) and consequently c(Z2, w) = c(Z2).
8.3 General monomer correlators
In this subsection we indicate how to extend the previous argument to the general case of 2p monomers
b1, . . . , bp, w1, . . . , wp in the plane, which does not involve any substantial additional difficulty. We denote
b = {b1, . . . , bp}, w = {w1, . . . , wp}.
Let xi (resp. yi) be the face of M adjacent to bi ∈ MB (resp. wi ∈ MW ). Let γi be a defect line
running from xi to yi on M
†; we assume that the γi’s are disjoint and that the pairwise distances between
singularities are of order R 1. Let
K′ : RMB\{b1,...,bm} −→ RMW \{w1,...,wm}
be the operator obtained from K′ by removing rows and columns corresponding to monomers and changing
signs of entries corresponding to edges of M crossing one of the defect lines. Equivalently, one may think of
K′ as mapping {f ∈ RMB : f(b1) = · · · = f(bp) = 0} to RMW /R{w1,...,wp}.
By (8.71), surgery (Lemma 8) and induction on m (as we did for multiple electric correlators leading to
(7.63)), we get that for R large enough, there exists a unique inverting kernel Sb,w for K
′ vanishing at infinity
and that
Sb,w(z, w) =
1
2
RB
(
eiν(w)S(z, w)
)
+ (cc) + o(1)
where all pairwise distances are of order R and S is the continuous kernel
S(z, w) =
p∏
i=1
(
(z − xi)(w − yi)
(z − yi)(w − xi)
)1/2
· 1
pi(z − w)
Moreover, the o(1) (as R→∞) is uniform on lozenge tilings under (♠).
The corresponding “Robin kernel” (compare with Lemma 20) is
r(w) = lim
z→w
(
S(z, w)− 1
pi(z − w)
)
=
1
2pi
p∑
i=1
(
1
w − xi −
1
w − yi
)
so that
rˆk
def
= lim
x→xk
(
r(w)− 1
2pi(w − xk)
)
=
1
2pi(yk − xk) +
1
2pi
∑
i:i 6=k
(
1
xk − xi −
1
xk − yi
)
For w within O(1) of xk and z away from other singularities, we have
piS(z, w) =
1
z − w
√
z − xk
w − xk
(
1 + (z − w)pirˆk +O((z − w)2R−2)
)
which plays the role of (8.75) with pirˆk replacing ξ.
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If (bk, w, b
′
k) are on the boundary of the face xk ∈ M†, a straightforward extension of the two-point
argument (leading to (8.81))yields
Sb,w(b
′
k, w) = 2<(ig(bk)g(b′k)) + <
(
ig(bk)(h(bk)− h(b′k))eiν(w)
2
√
2(w − x) rˆk
)
+O(R−1−ε)
= g(b′k)− g(bk) + <
(
g(bk)(bk − b′k)pirˆk
)
+O(R−1−ε)
(compare also with Lemma 20). Let b′ = (b1, . . . , bp) with b′k substituted for bk. Then taking into account
g(b′k)− g(bk) ∈ R (see (8.72)), we get (by exchanging the roles of bk and b′k)
Sb,w(b
′
k, w)
Sb′,w(bk, w)
= 1 + < ((b′k − bk)pirˆk) +O(R−1−ε)
Reasoning as in (8.70) we get
MonM (b
′, w)
MonM (b, w)
= ± Sb,w(b
′
k, w)
Sb′,w(bk, w)
Positivity of the correlators can be justified as in (8.69).
Recall (from (2.7)) the expression for the magnetic correlators for the free field (with g0 =
1
2 )
〈: O1(w1) . . .O1(wp)O−1(b1) . . .O−1(bp) :〉C =
∣∣∣∣∣
∏
i<j(bi − bj)(wi − wj)∏
i 6=j(bi − wj)
∣∣∣∣∣
1/2
from which we get the following variation when bk is replaced with b
′
k:
〈: O1(w1) . . .O1(wp)O−1(b1) . . .O(b′k) . . .O−1(bp) :〉C
〈: O1(w1) . . .O1(wp)O−1(b1) . . .O(bk) . . .O−1(bp) :〉C = 1 + < ((b
′
k − bk)pirˆk)) +O(R−2)
=
MonM (b
′, w)
MonM (b, w)
+O(R−1−ε)
where all pairwise distances are comparable to R, and the O(R−1−ε) is uniform over tilings under (♠).
Wrapping up the argument as in Theorem 24, we obtain the
Theorem 28. Let b1, . . . , bp, w1, . . . , wp be marked black (resp. white) vertices on M , with pairwise distances
of order R 1. Then there is cp(Λ, w) > 0 such that
MonM (b, w) = cm(Λ, w)
∣∣∣∣∣
∏
i<j(bi − bj)(wi − wj)∏
i 6=j(bi − wj)
∣∣∣∣∣
1/2
(1 + o(1))
Again, in the case of the square lattice one may switch colours, so that cp(Λ, w) = cp(Z2). Presumably
cp(Z2) = c1(Z2)p, though that requires an additional argument.
Let us point out a by-product of the method. In the course of the argument, we have considered trimers
of type {b0, w0, b′0}, three consecutive vertices on the boundary of a face f of M . Then we have for example
the following expression for the trimer-monomer correlator:
MonM ({b0, w0, b′0}, w1) = MonM (b0, w1)|Sb0,w1(b′0, w0)| = MonM (b′0, w1)|Sb0,w1(b′0, w0)|
and |Sb0,w1(b′0, w0)| = |g(b′0 − g(b0)|(1 + o(1)) as |b0 − w1| → ∞, where g(b′0) − g(b0) depends only on the
local geometry of the face x ∈M†:
g(b′0)− g(b0) =
1
2
cot arg
(
b′0 − w0
x− w0
)
− 1
2
cot arg
(
b0 − w0
x− w0
)
6= 0
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where x =
b′0+b0
2 (see (8.72)). In the general case, we have
MonM ({b1, w′1, b′1}, . . . , {bp, w′p, b′p}, w1, . . . , wp) ∼ cp(Λ, w)
p∏
i=1
(
cot(θi) + tan(θi)
2
) ∣∣∣∣∣
∏
i<j(bi − bj)(wi − wj)∏
i6=j(bi − wj)
∣∣∣∣∣
1/2
where θi ∈ (0, pi2 ) is an angle of the right-angled triangle {bi, w′i, b′i}.
Following Ciucu [11] (note also the relation with the Coulomb Gas formalism, see e.g. [48, 47, 17]), one
can state a more general conjecture. For simplicity we consider the case M = Z2. An islet I is a finite
subset of vertices of Z2 bounded by a simple loop on (Z2)†. Its charge is ε(I) = |I ∩MW | − |I ∩MB |. The
conjecture is that an islet I is a discrete version of a magnetic operator Oε(I) in the sense that
MonM (I1 + x1, . . . , In + xn) ∼ c(I1, . . . , In)
∏
1≤i<j≤n
|xi − xj |ε(Ii)ε(Ij)/2(1 + o(1))
as the pairwise distances |xi − xj | go to infinity (we require here
∑
i ε(Ii) = 0). At the technical level, there
is a significant difference between the cases of even and odd charges.
Lastly let us point out that the surgery argument (Lemma 8) enables to analyse at essentially no additional
technical cost mixed magnetic-electric correlators, the simplest of which is
〈O1(w)O−1(b) exp(2ipis(h(f ′)− h(f)))〉
where s ∈ (0, 12 ) and the pairwise distances between insertions b, w, f ′, f go to infinity (and O1(w), O−1(b)
represent monomer defects). Of some interest are the coincident magnetic-electric operators (which may be
thought of as spinor variables, see e.g. Section 5 in [19]). At the lattice level, one may consider the above
correlator with w on the boundary of f and b on the boundary of f ′. For general s, their analysis seems to
require additional arguments. Note however that in the coincident case, for s = 12 ,
〈O1(w)O−1(b) exp(ipi(h(f ′)− h(f)))〉 = ±K−1(b, w)
the asymptotics of which underpin the analysis of all other correlators.
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