Abstract. Necessary and sufficient conditions are given for the convergence of infinite products of matrices of complex numbers. The results are applied to the solution of periodic matrix refinement equations. Conditions are given for the solutions to be in L 2 ([0, 2π) s ) and generate a multiresolution of multiplicity r. A general algorithm for constructing multidimensional periodic multiwavelets from a scaling vector which generates a multiresolution is also given.
Introduction
Let s be a positive integer and M be an s × s matrix with integer entries such that all its eigenvalues lie outside the unit circle. (1.1)
and for any distinct 1 , 2 ∈ L k , j 1 , j 2 ∈ R k ,
As an illustration, for M = D = 2I s where I s is the s × s identity matrix, we may
Throughout the paper, we shall denote 
MR2
For k = 0, 1, . . .
The functions φ [18] . Periodic spline wavelets and trigonometric wavelets were earlier studied in [24] , [8] and [26] . More results on the theory and its applications can be found in recent literatures (see [23] , [28] , [2] - [6] ). This paper develops the corresponding theory for multiresolutions of multiplicity r with dilation matrix M and the construction of the corresponding multidimensional multiwavelets.
If the sequence φ k generates a multiresolution of multiplicity r with dilation matrix M , then for k = 0, 1, . . . , , j ∈ R k+1 , ( for , ν ∈ L k+1 . Note that the relation (1.6) also yields
where
By taking Fourier coefficients, we see that (1.3) is equivalent to 10) which is the subject of intensive study in wavelet analysis and subdivision processes.
We shall call (1.3) or (1.9) a periodic matrix refinement equation.
Solutions of the matrix refinement equation (1.10) with a finitely supported mask H( ) and their properties are the main focus of present research in multiwavelets (see [14] , [29] , [7] , [20] , [9] , [15] , [27] , [22] , [17] ). In this case, many properties of the solutions can be characterized in terms of the spectrum of the corresponding transition operators. Finitely supported masks give compactly supported scaling vectors. A general algorithm for the construction of compactly supported univariate multiwavelets from a given compactly supported scaling vector for the nonperiodic case can be found in [19] . We remark that such a result on scaling vectors and multiwavelet construction is not available for infinitely supported masks and noncompactly supported multiwavelets. Our object here is the construction of periodic scaling vectors and the corresponding multiwavelets. Our results cover both the periodic analogue of infinitely supported multivariate scaling vectors and multiwavelets as well as the finitely supported ones.
The solution of (1.9) depends on the analysis of the convergence of an infinite product of matrices. This is done in Section 2, where necessary and sufficient conditions for the convergence of infinite products of matrices of complex numbers are first given and then applied to the solution of (1.9). We also give conditions on H k+1
in order that the solution of (1.9) leads to scaling vectors in L
The rest of the paper is organized as follows. Section 3 deals with the linear independence of the shifts of the scaling functions, and presents a necessary and sufficient condition for MR3 to be satisfied. The corresponding multiwavelets are constructed in Section 4. Our analysis is enriched by a class of linearly independent functions which we call polyphase splines, which is an extension of the orthogonal splines introduced in [18] . We conclude the paper with a construction of a family of periodic box spline wavelets in a three-direction mesh.
Solutions of periodic refinement equations
We shall first establish a result on the uniform convergence of infinite product 
Then the matrix product
converges uniformly in k as n → ∞, and 
where C is an absolute constant ≥ 1. It follows that for any k ≥ 0, n ≥ 1, and for any nonnegative m < n,
Since A satisfies Condition E * , the unitary space C r can be written as
where E 1 is the eigenspace of A corresponding to the eigenvalue 1, and the spectral radius ρ(A| Q ) < 1. Take any x ∈ C r and write x = v + w, where v ∈ E 1 and w ∈ Q.
The inequality (2.4) gives
which tends to zero uniformly in k as m, n → ∞. Hence,
Thus, for any
A x converges uniformly in k as n → ∞. Now, with m = 0, (2.4) becomes
Taking limits as n → ∞ gives , where A(u) is an r × r matrix of functions, we obtain the following general result on the convergence of infinite matrix product for the solution of matrix refinement equations (see [14] ) under very weak conditions.
, be an r × r matrix of continuous functions such 
uniformly in k as n → ∞, and
Proof. For all integers k ≥ 0, n ≥ 1 and any 1-eigenvector v of A,
where C is an absolute constant. Thus for m < n, 13) and so (2.11) holds by (2.10).
By (2.13) with m = 0,
Letting n → ∞ and then taking the limit as k → ∞ gives
and the proof is complete.
, be an r × r matrix of continuous functions such
14)
for some ε > 0, where the convergence is uniform on compact sets. If v is an 1-
A(u/(|λ| + ε) ) v converges locally uniformly in u and uniformly in k, and
This special case was established in [14] and [9] under a stronger assumption than (2.14).
We now consider conditions on H k+1 that guarantee a solution
To this end, we assume that for each n ∈ Z s , there exists an r × r matrix H(n) that satisfies Condition E * , and that the hypothesis of Corollary 2.1 is satisfied. Then the infinite matrix product
be a sequence of nonzero vectors such that
Furthermore, P (n)v(n) is an eigenvector of H(n) with eigenvalue 1. If 1 is a simple eigenvalue, then φ k = a k is the unique solution (up to a constant multiple) of (1.8).
The following theorem gives a sufficient condition for a k to be in
for some operator matrix norm. Then
Proof. First, observe that (2.18) implies that for k ≥ 0,
where R 1 is any full collection of coset representatives of
We shall show that for any n ∈ Z s and any full collection R k of coset representa-
Note that it suffices to establish (2.21) for the collections R k , k ≥ 1, that satisfy
It then follows from (2.20) that
Applying (2.23) repeatedly and using (2.20), we obtain
Since a k is defined by (2.17), it follows from (2.16), (2.24) and (2.21) that 
Then we may
On the other hand, since q = 0, we have
Hence, for every m ≥ k + 1, 
Taking limits as N → ∞ gives (2.19) and completes the proof of the theorem.
In view of Theorem 2.3, if H k+1 satisfies (2.18), and φ k is a sequence of 2π-periodic vector functions defined by Then Now, there exist invertible matrices P and Q in M s (Z), the ring of all s×s matrices with integer entries, such that
where n 1 , . . . , n s are positive integers (see [16, Theorem 3.8] ). Note that
If we set
then it follows from (3.1) and (3.2) that f i = n i e i and g i = n i e i , i = 1, 2, . . . , s. 
We order L k in such a way that 
, m, µ = 1, 2, . . . r , are circulant matrices of level s and type (n 1 , . . . , n s ) (see [11, pp. 184-188] 
Here, F = F n 1 ⊗ · · · ⊗ F n s is the Kronecker product of the Fourier matrices F n ν , ν = 1, 2, . . . , s (see [11] for the definitions), and Ω
Consequently, we see that a typical eigenvalue of Φ mµ is
where α ν = 0, 1, . . . , n ν − 1, ν = 1, 2, . . . , s. Using (3.2), (3.3) and the chosen collections of coset representatives L k and R k , the eigenvalues of Φ mµ can be written as
for m = 1, 2, . . . , r, j ∈ R k . Then it is easy to see that
The polyphase splines are extensions of the orthogonal splines (for the scalar case of r = 1) introduced in [18] . The orthogonal splines are always orthogonal to each other whereas the polyphase splines need not be so. However, the polyphase splines can still be used to characterize the linear independence of
Note that M k (j) is positive semi-definite, and by (3.6), we have
Since φ k satisfies (1.9), we deduce from (3.8) that
Proposition 3.1. The following are equivalent.
Proposition 3.1 follows from the following lemma. 
Then there exists a unitary matrix U such that
Proof. For i, j = 1, 2, . . . , r, let
and B := (B ij ) r i,j=1 . Then C ij = F * B ij F for some unitary matrix F (a Kronecker product of s Fourier matrices) (see [11] ). It follows that 
(i)
S k is an orthonormal set. Suppose now that the set 
otherwise .
(3.14)
Thus, if we define α 1 , . . . , α r ∈ S(D k ) by α µ ≡ 0 for µ = m, and
. By (3.12), this shows that v m k,j ∈ V k for all m = 1, 2, . . . , r and j ∈ R k . Now, to prove that the set {v m k,j : m = 1, 2, . . . , r, j ∈ R k } is a basis of V k , it suffices to show that it is linearly independent, since dim V k = r|R k |. By Parseval's identity and (3.14), we have Hence we obtain the matrix equation 
The following theorem is a periodic analogue of a theorem in [1] , and it leads to a characterization of MR3. For the special case of s = 1, the result was established independently in [18] and [25] .
and only if the set
is empty.
is not empty, then there exists
In other words, the function e
, which is a contradiction.
Conversely, suppose that Ω is empty. To prove that V is dense in L
Then it follows from (3.17) that for all k = 0, 1, . . . , ∈ L k and f ∈ V ,
By Parseval's identity,
.
Thus (3.19) yields
Consequently, in view of the finite Fourier transform (1.4) and its inverse (1.5), we see that
Thus for any ε > 0, there exists a positive number N such that
Fix n ∈ Z 
Consequently, choosing k > K, (3.20) yields
Hence,
Using the assumption that the set Ω is empty, we conclude from (3.21) that g(n) = 0 for all n ∈ Z s . Thus g = 0 and the proof is complete. By the characterization (3.12) of V k , we observe that
Then the result follows immediately from Theorem 3.1.
Construction of multidimensional periodic multiwavelets
Throughout this section, we assume that the solution of the periodic matrix re-
, k ≥ 0, and that the sequence φ k defined by
the corresponding polyphase splines, and let W k be the orthogonal complement of
Our strategy here is to first construct a polyphase spline basis of W k and then use it to obtain a multiwavelet basis of W k . 
Consider another sequence of vectors
Proposition 4.1. The following are equivalent.
Proof. Similar to the proofs of Propositions 3.1 and 3.2.
For each k ≥ 0, let
Then N k (j) is positive semi-definite, and (4.2) implies that
As in the derivation of (3.9), we deduce from (4.1) and (4.5) that
where M k (j) are as defined in (3.7). Hence, Condition (i) of Proposition 4.1 is equivalent to
for all j ∈ R k .
Analogous to (3.13) of Proposition 3.2, we note that (4.1) and (4.2) imply that = 1, 2, . . . , r(d − 1) and j ∈ R k if and only if such that the conditions (4.7) and (4.9) are satisfied. Therefore, the wavelet construction problem can be formulated as follows:
such that (4.7) and (4.9) hold for
Before proving that the answer to the above question is affirmative, we need the following lemma. will be invertible. We have therefore reduced the proof of the lemma to the case when S is a diagonal matrix whose diagonal entries are all positive real numbers. Consequently, we obtain the matrix equation
Now, we claim that A is invertible. To see this, we define row vectors
Then it can be easily checked that
Therefore A is the Gram matrix of the linearly independent set {w 1 , . . . , w p }, and it follows that A is invertible. Hence, (4.13) implies that x = 0, which is a contradiction.
such that the conditions (4.7) and (4.9) are satisfied for all k ≥ 0 and j ∈ R k .
Proof. Fix k ≥ 0, j ∈ R k . Let A be the rd × r matrix defined by
where 1 , . . . , d denote all the elements of R 1 . By the hypothesis, the matrix
is invertible, so A has rank r. Thus, we can find an invertible rd × rd matrix Q (a product of elementary matrices) such that
where T r denotes an r × r upper-triangular matrix of rank r.
where Q 1 and Q 2 are matrices of sizes r × rd and r(d − 1) × rd respectively. Note that Q 2 is of of rank r(d − 1), and Q 2 A = 0. Hence, if we define
then we obtain
that is, (4.9) holds.
It remains to show that the
and let
an rd×rd block diagonal matrix. Note that S is a positive definite Hermitian matrix, and by (4.14), we have P Q * 2 = 0. Furthermore, since P and Q 2 have ranks r and r(d − 1) respectively, we see that the matrix P Q 2 is invertible. Hence, it follows from Lemma 4.1 that
is invertible. Now, by (3.9), (4.6) and (4.14), we have
Observe that the determinant of the product of matrices in the above identity is a positive real number. Consequently, we get
and hence det(N k (j)) > 0. That is, (4.7) is satisfied. This completes the proof of the theorem. 
In the case when the set
forms an orthonormal basis of V k for each k ≥ 0, we can actually construct an orthonormal wavelet basis for W k . First of all, by Corollary 3.1, S k being an orthonormal basis of V k is equivalent to
for each j ∈ R k , where I r denotes the r × r identity matrix. Hence, (3.9) becomes 15) and (4.9) reduces to
Next, by an analogue of Corollary 3.1, we see that
where ψ m k is as defined in (4.3), forms an orthonormal basis for W k if and only if
Thus, (4.6) yields
Hence, the problem of constructing an orthonormal wavelet basis for W k reduces to finding G k+1 satisfying the conditions (4.16) and (4.17). The following theorem gives an algorithm for obtaining such G k+1 (j). Proof.
Then ( 
Note that Q is an extension of A * , so we can write Q as Q = A * B for some
Since Q is unitary, we have
It follows that
and
This finishes the proof of the theorem.
Based on the algorithm in the proof of Theorem 4.1, we can construct matrices 
for all k ≥ 0 and j ∈ R k . Then the collection of functions
Remark 3. It follows from (4.6) that (4.18) is equivalent to
is positive definite, the linearly independent set {u [21, pp. 25-26] ). 
, . . . , is used to establish
Since M 0 (0) is a positive definite constant matrix, all its eigenvalues λ 1 , . . . , λ r are real and positive, and 
An example
Therefore for all j ∈ R k , M k (j) > 0. This shows that {T k φ k : ∈ L k } is linearly independent.
By (5.4) and (5.5), for any n ∈ Z They are readily obtained using the algorithm described in the proof of Theorem 4.1.
In order to describe the matrices G k+1 , we define the set 
