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Abstract
In this paper we construct a large class of multiplication operators on reproducing kernel Hilbert spaces
which are homogeneous with respect to the action of the Möbius group consisting of bi-holomorphic auto-
morphisms of the unit disc D. Indeed, this class consists of exactly those operators for which the associated
unitary representation of the universal covering group of the Möbius group is multiplicity free. For every
m ∈ N we have a family of operators depending on m + 1 positive real parameters. The kernel function is
calculated explicitly. It is proved that each of these operators is bounded, lies in the Cowen–Douglas class
of D and is irreducible. These operators are shown to be mutually pairwise unitarily inequivalent.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A homogeneous operator on a Hilbert space H is a bounded operator T whose spectrum is
contained in the closure of the unit disc D in C and is such that g(T ) is unitarily equivalent to T
for all linear fractional transformations g which map D onto D. This class of operators has been
studied in a number of articles [1,3–7,10,17,19]. It is known that every irreducible homogeneous
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2420 A. Korányi, G. Misra / Journal of Functional Analysis 254 (2008) 2419–2436operator is a block shift, that is, H is the orthogonal direct sum of subspaces Vn, indexed by
all integers, all non-negative integers or all non-positive integers, such that T (Vn) ⊆ Vn+1 for
each n.
The case where dimVn  1 for each n is completely known, the corresponding operators
have been classified in [5]. The classification in the case where dimVn  2 and T belongs to
the Cowen–Douglas class of D is complete and the operators are explicitly described in [19].
Beyond this there are only some results of a general nature, and not too many examples are
known (cf. [4]).
In the present article we construct a large family of examples. For every natural number m we
construct a family depending on m + 1 parameters. Each one of the examples is realized as the
multiplication operator on a reproducing kernel space of vector-valued holomorphic functions.
In the block shift realization, the reproducing kernel Hilbert space appears as
⊕
n0 Vn with
dimVn = n + 1 if 0  n < m and dimVn = m + 1 for n  m. The reproducing kernels are
described explicitly. All our examples are irreducible operators and their adjoints belong to the
Cowen–Douglas class.
For these results we have chosen a presentation as elementary as possible. This seemed to be
appropriate since our goal was a complete explicit description of a class of fundamental exam-
ples. There exists, however, a deeper background from which our examples arise naturally. This
is the subject of a short final section.
Here we show that the holomorphic Hermitian bundle corresponding to any homogeneous
operator in the Cowen–Douglas class is homogeneous under the action of G˜, the universal cov-
ering group of the Möbius group G. This opens up a possibility of classifying all homogeneous
Cowen–Douglas operators which we briefly sketch and which will be the subject of a subsequent
article. It also shows that to every such operator there is an associated unitary representation
of G˜. The operators constructed in the present article are those whose associated representation
is multiplicity-free.
As suggested by the referee we explain here the connections of our results with the theory
of Hilbert modules. In the notation of Section 2, letM be the Hilbert space A(α)(D) ⊗ A(β)(D)
regarded as functions of two variables z, w, and letMn be the subspace of functions vanishing to
order n on the diagonal.M andMn are Hilbert modules over the algebra A(D2) of continuous
functions on the closure of D2 which are holomorphic on D2 (i.e. ‖f · h‖ C‖f ‖∞‖h‖ for all
f ∈A(D2), h ∈ A(α)(D)⊗A(β)(D)). So multiplication by z and w are bounded operators onM
and they induce bounded operators, denoted M1, M2 on the quotient Hilbert moduleMMn.
They are clearly homogeneous under the representation induced by the natural representation of
G on A(α)(D) ⊗ A(β)(D). It was observed already in [4] that all the homogeneous operators of
[19] arise from this construction. It was not known before, but it follows from our results and
from the remarks to be made below, that if we generalize the above construction by allowing
arbitrary rescalings of the G-irreducible subspaces we can obtain a large family of inequivalent
homogeneous operators depending on n parameters, namely the operators M(λ,μ) of the present
paper.
The way to handle the quotient module in [4,10,11,14,17] is to realize it as a space of
holomorphic Cn-valued functions on D under an isomorphism Jn defined by (Jnh)(z)j =(
Djh(z,w)
)
|z=w , where D is a differentiation transversal to the surface z = w (the jet con-
struction). Computations have been made with various choices of D. In [12] the “transvectants”
of [16,17] are used, these have the advantage that they give the direct sum A(α+β)(D) + · · · +
A(α+β+2n−2)(D) as the image space, but M1 gets mapped into a matricial operator (which the
authors compute [13]). It is an essential observation of the referee that the spaces A(λ,μ)(D) of
A. Korányi, G. Misra / Journal of Functional Analysis 254 (2008) 2419–2436 2421the present paper can also be obtained by using the operators (∂w)j of [11,17] after a renor-
malization introducing the parameters μj . This is easy to check using our Lemma 3.1. Further
observations are contained in the thesis [18] where the relationship between our construction and
the jet construction is studied in detail.
The spaces A(λ,μ)(D) are fundamental for our subsequent arguments and we construct them
in a direct way, independently of the above considerations. However, these considerations are
important for their own sake and they can also serve as a natural motivation for our definition of
the map Γ in Section 3.
Our results are also the subject of a short note presented to the Comptes Rendus de l’Académie
des Sciences, Paris [15].
2. Preliminaries
We denote by D the open unit disc in C and by G the group of Möbius transformations
z 	→ az+b
b¯z+a¯ , |a|2 − |b|2 = 1. Let G0 be the group SU(1,1) = {
(
a b
b¯ a¯
)
: |a|2 − |b|2 = 1}. So, G =
G0/{±I }. We denote by G˜ the universal covering group of G.
All Hilbert spaces H considered in this article will be spaces of holomorphic functions
f :D → V taking their values in a finite-dimensional Hilbert space V and possessing a repro-
ducing kernel K . A reproducing kernel is a function K :D × D → Hom(V ,V ) holomorphic in
the first variable and anti-holomorphic in the second, such that Kωζ defined by (Kωζ )(z) :=
K(z,ω)ζ is in H for each ω ∈ D, ζ ∈ V , and
〈f,Kωζ 〉H =
〈
f (ω), ζ
〉
V
(2.1)
for all f ∈H.
As is well known, if {en}∞n=0 is any orthonormal basis of H, then we have
K(z,ω) =
∞∑
n=0
en(z)en(ω)
∗ (2.2)
with the sum converging pointwise. Here we interpret a formal product ξη∗ for ξ, η ∈ V as
the transformation ζ 	→ 〈ζ, η〉ξ ; when V = Ck , k ∈ N, and its elements are written as column
vectors, ξη∗ is just the usual matrix product.
We will be concerned with multiplier representations of G˜ on the Hilbert space H. A multi-
plier is a continuous function J : G˜×D → Hom(V ,V ), holomorphic on D, such that
J (gh, z) = J (h, z)J (g,hz) (2.3)
for all g,h ∈ G˜ and z ∈ D. For g ∈ G˜, we define U(g) on Hol(D,V ) by(
U(g)f
)
(z) = J (g−1, z)f (g−1(z)). (2.4)
It is easy to see that the multiplier identity (2.3) is equivalent to U(gh) = U(g)U(h).
Suppose that the action g 	→ U(g), g ∈ G˜, defined in (2.4) preserves H and is unitary on it,
then we say that U is a unitary multiplier representation of G˜.
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J (g, z)K
(
g(z), g(ω)
)
J (g,ω)∗ = K(z,ω) (2.5)
for all g ∈ G˜; z,ω ∈ D, then we say that K is quasi-invariant.
Proposition 2.1. Suppose H has a reproducing kernel K . Then U defined by (2.4) is a unitary
representation if and only if K is quasi-invariant.
Proof. Assume that K is quasi-invariant. We have to show that the linear transformation U
defined in (2.4) is unitary. We note, writing ω˜ = g−1(ω) and ω˜′ = g−1(ω′),〈
U
(
g−1
)
K(·,ω)ξ,U(g−1)K(·,ω′)η〉= 〈J (g, ·)K(g(·),ω)ξ, J (g, ·)K(g(·),ω′)η〉
= 〈K(·, ω˜)J (g, ω˜)∗−1ξ,K(·, ω˜′)J (g, ω˜′)∗−1η〉
= 〈K(ω˜′, ω˜)J (g, ω˜)∗−1ξ, J (g, ω˜′)∗−1η〉
= 〈J (g, ω˜′)−1K(ω˜′, ω˜)J (g, ω˜)∗−1ξ, η〉
= 〈K(ω′,ω)ξ, η〉
and it follows that U(g−1) is isometric.
On the other hand, if U of (2.4) is unitary then the reproducing kernel K of the Hilbert spaceH
satisfies the transformation rule (2.5). A reproducing kernel K has the expansion (2.2). It follows
from the uniqueness of the reproducing kernel that the expansion is independent of the choice
of the orthonormal basis. Consequently, we also have K(z,ω) =∑=0(Ug−1e)(z)(Ug−1e)(ω)∗
which verifies Eq. (2.5). 
When we are in the situation of the Proposition 2.1 and if we can prove that the operator M
defined by (Mf )(z) = zf (z) is bounded on H, then M is a homogeneous operator. This is well
known and trivial: Clearly, (g(M)f )(z) = g(z)f (z) and hence(
MU(g−1)f
)
(z) = zJ (g, z)f (g(z))= J (g, z)g−1(g(z))f (g(z))= (U(g−1)(g−1(M))f )(z),
for all g ∈ G˜, f ∈H, z ∈ D. If, in addition, dim ker(M − ωI)∗ = n and the operator (M − ωI)∗
is bounded below, on the orthogonal complement of its kernel, for every ω ∈ D then M∗ is in the
Cowen–Douglas class (see [8]) Bn(D).
In the case of reproducing kernel Hilbert spaces of scalar functions (i.e. when dimV = 1) the
unitary multiplier representations of G˜ are well known. We describe them here because they will
be used in the next section. They are the elements of the holomorphic discrete series depending on
one real parameter λ > 0. They act on the Hilbert space A(λ)(D) characterized by its reproducing
kernel Bλ(z,ω) = (1 − zω¯)−2λ. Here B(z,ω) = (1 − zω¯)−2 is the reproducing kernel of the
Bergman space A2(D), the Hilbert space of square integrable (with respect to normalized area
measure) holomorphic functions on the unit disc D.
For g ∈ G˜, g′(z) is a real analytic function on the simply connected set G˜ × D, holomorphic
in z. Also g′(z) = 0 since g is one–one and holomorphic. Given any λ ∈ R, taking the principal
branch of the power function when g is near the identity, we can uniquely define g′(z)λ as a
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multiplier jλ(g, z) = g′(z)λ defines on A(λ)(D) the unitary representation D+λ by the formula
(2.4), that is,
D+λ
(
g−1
)
(f ) = (g′)λ(f ◦ g), f ∈ A(λ)(D), g ∈ G˜. (2.6)
An orthonormal basis of the space is given by {
√
(2λ)n
n! z
n}n0, where (x)n = x(x + 1) · · · (x +
n − 1) is the Pochhammer symbol. The operator M is bounded on the Hilbert space A(λ)(D). It
is easily seen to be in the Cowen–Douglas class B1(D).
3. Construction of the Hilbert spaces and representations
Let Hol(D,Ck) denote the vector space of all holomorphic functions on D taking values in
C
k
, k ∈ N. Let λ be a real number and m be a positive integer satisfying 2λ−m> 0. For brevity,
we will write 2λj = 2λ−m+ 2j .
For each j , 0 j m, define the operator Γj :A(λj )(D) → Hol(D,Cm+1) by the formula
(Γjf ) =
{(

j
) 1
(2λj )−j f
(−j) if  j,
0 if  < j,
for f ∈ A(λj )(D), 0 m. Here (Γjf ) denotes the th component of the function Γjf and
f (−j) denotes the (− j)th derivative of the holomorphic function f .
We denote the image of Γj by A(λj )(D) and transfer to it the inner product of A(λj )(D), that
is, we set 〈Γjf,Γjg〉 = 〈f,g〉, for f,g ∈ A(λj )(D). The Hilbert space A(λj )(D) is a reproducing
kernel space because the point evaluations f 	→ (Γjf )(ω) are continuous for each ω ∈ D. Let
B(λj ) denote the reproducing kernel for the Hilbert space A(λj )(D).
The algebraic sum of the linear spaces A(λj )(D), 0  j  m is direct. This is easily seen. If∑m
j=0 Γjfj = 0, fj ∈ A(λj )(D), then f0 = (Γ0f0)0 = 0 since (Γjfj )0 = 0 for j > 0. Similarly,
f1 = (Γ1f1)1 = 0 since (Γjfj )1 = 0 for j > 1. Continuing in this fashion, we see that fm = 0.
It follows that for any m positive numbers, μj , 1  j  m, we can define an inner product on
the direct sum of the A(λj )(D) by setting〈
m∑
j=0
Γjfj ,
m∑
j=0
Γjgj
〉
=
m∑
j=0
1
μ2j
〈fj , gj 〉, fj , gj ∈ A(λj ), (3.1)
where we take μ0 = 1. We obtain a Hilbert space in this manner which we denote by A(λ,μ)(D).
It has the reproducing kernel B(λ,μ) =∑mj=0 μ2j B(λj ). (Here μ = (μ0, . . . ,μm).)
The direct sum of the discrete series representations D+λj on
⊕m
j=0 A(λj ) can be transferred to
A(λ,μ)(D) by the map Γ =⊕mj=0 μjΓj . It is a unitary representation of the group G˜ which we
call U . Its irreducible subspaces are the A(λj )(D).
We will show that U is a multiplier representation. For each A(λj )(D) separately this is fairly
obvious by checking the effect of Γj . The important point is that the multiplier is the same on
each A(λj )(D). This is the immediate motivation for the choice of constants in our definition
of Γj . A deeper motivation is explained in Section 6, and another possible motivation at the end
of the Section 1.
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(
a b
b¯ a¯
)
,
|a|2 − |b|2 = 1, acting on D by fractional linear transformations. The inequalities
|a − 1| < 1/2, |b| < 1/2 (3.2)
determine a simply connected neighborhood U0 of e in G0. Under the natural projections, it is
diffeomorphic with a neighborhood U of e in G and with a neighborhood U˜ of e in G˜. So, we
may use a, b satisfying (3.2) to parametrize U˜ . For g ∈ U˜ , z ∈ D we have g′(z) = (b¯z + a¯)−2
and g′′(z) = −2b¯(b¯z + a¯)−3, which gives a relation
g′′(z) = −2cg′(z)3/2, (3.3)
where c = cg depends on g real analytically and is independent of z; the meaning of g′(z)3/2 is
as defined earlier. Since both sides are real analytic, (3.3) remains true on all of G˜×D.
Definition 3.1. Let J : G˜×D → C(m+1)×(m+1) be the function given by the formula
J (g, z)p, =
{(
p

)
(−c)p−(g′)λ−m2 + p+2 (z) if p  ,
0 if p < ,
(3.4)
0 p,m, for g ∈ G˜. Here c is the constant depending on g as in (3.3).
The following lemma is used for showing that U is a multiplier representation.
Lemma 3.1. For any g ∈ G˜, we have the formula
(
(g′)(f ◦ g))(k) = k∑
i=0
(
k
i
)
(2+ i)k−i (−c)k−i (g′)+ k+i2
(
f (i) ◦ g).
Proof. The proof is by induction, using the formula (3.3). For k = 0, the formula is an identity.
Assume the formula to be valid for some k. Then
(
(g′)(f ◦ g))(k+1)
=
k∑
i=0
(
k
i
)
(2+ i)k−i (−c)k−i
×
{(
+ k + i
2
)
(g′)+
k+i
2 −1g′′
(
f (i) ◦ g)+ (g′)+ k+i2 (f (i+1) ◦ g)g′}
=
k∑
i=0
(
k
i
)
(2+ i)k−i (−c)k−i
×{(2+ k + i)(−c)(g′)+ k+i+12 (f (i) ◦ g)+ (g′)+ k+i+22 (f (i+1) ◦ g)}
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k∑
i=0
(
k
i
)
(2+ i)k−i (2+ k + i)(−c)k+1−i (g′)+ k+i+12
(
f (i) ◦ g)
+
k+1∑
i=1
(
k
i − 1
)
(2+ i − 1)k+1−i (−c)k+1−i (g′)+ k+i+12
(
f (i) ◦ g).
Now, we observe that(
k
i
)
(2+ i)k−i (2+ k + i)+
(
k
i − 1
)
(2+ i − 1)k+1−i
= (2+ i)k−i
{(
k
i
)
(2+ k + i)+
(
k
i − 1
)
(2+ i − 1)
}
= (2+ i)k−i
{((
k
i
)
+
(
k
i − 1
))
(2+ k)+ i
(
k
i
)
+ (i − 1 + k)
(
k
i − 1
)}
= (2+ i)k+1−i
(
k + 1
i
)
.
Thus
(
(g′)(f ◦ g))(k+1) = k+1∑
i=0
(2+ i)k+1−i
(
k + 1
i
)
(−c)k+1−i (g′)+ k+i+12 (f (i) ◦ g)
completing the induction step. 
We can now prove the main theorem of this section.
Theorem 3.1. The image of ⊕m0 D+λj under Γ is a multiplier representation with the multiplier
given by J (g, z) as in (3.4).
Proof. It will be enough to show
Γj
(
D+λj
(
g−1
)
f
)= J (g, ·)((Γjf ) ◦ g)
for each j , 0 j m. We compute the pth component on both sides.
For p < j , both sides are zero by definition of Γj and knowing that J (g, z)p, = 0 for  > p.
For p  j , we have using the lemma,
((
ΓjD
+
λj
(g−1)f
))
p
=
(
p
j
)
1
(2λj )p−j
(
(g′)λj f ◦ g)p−j
=
(
p
j
)
1
(2λj )p−j
p−j∑(p − j
i
)
(2λj + i)p−j−i (−c)p−j−i (g′)λj+ p−j+i2
(
f (i) ◦ g)i=0
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(
p
j
)
1
(2λj )p−j
p∑
=j
(
p − j
− j
)
(2λj + − j)p−(−c)p−(g′)λj−j+ p+2
(
f (−j) ◦ g)
=
m∑
=j
p!
j !(− j)!(p − )!
1
(2λj )−j
(−c)p−(g′)λj−j+ p+2 (f (−j) ◦ g)
=
m∑
=0
J (g, ·)p,((Γjf ) ◦ g). 
4. The orthonormal basis and the operatorM
The vectors ejn(z) := Γj (
√
(2λj )n
n! z
n) clearly form an orthonormal basis in the Hilbert space
A(λj )(D). We have, by definition of Γj ,
(
e
j
n(z)
)

=
{0,  < j or  > n+ j,(

j
) √
n!
(n−+j)!
√
(2λj )n
(2λj )−j z
n−+j ,  j and  n+ j, (4.1)
0 m.
We compute the reproducing kernel B(λj ) for the Hilbert space A(λj )(D). We have
B(λj )(z,ω) =
∞∑
n=0
(
e
j
n(z)
)(
e
j
n(ω)
)∗
=
(
Γj
( ∞∑
n=0
√
(2λj )n
n! z
n
))(
Γj
( ∞∑
n=0
√
(2λj )n
n! ω
n
))∗
= Γ (z)j Γ (ω¯)j Bλj (z,ω), (4.2)
since the series converges uniformly on compact subsets. Explicitly,
B(λj )(z,ω)p, =
{(

j
)(
p
j
) 1
(2λj )−j
1
(2λj )p−j ∂
(p−j)∂¯(−j)Bλj (z,ω) if ,p  j,
0, otherwise.
(4.3)
In particular, it follows that B(λj )(0,0) is diagonal, and
B(λj )(0,0), =
{0 if  < j,(

j
)2 (−j)!
(2λj )−j if  j.
(4.4)
Then
B(λ,μ)(0,0) =
m∑
B(λj )(0,0)μ2j . (4.5)
j=0
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1√
(1−|z|2)
( 1 z
z¯ 1
) ∈ SU(1,1). We also write pz for the corresponding element of G˜ such that pz
depends continuously on z ∈ D and p0 = e. Then pz(0) = z; p−1z = p−z. By Theorem 3.1,
formula (2.5) holds for B(λ,μ) and gives
Jp−z (z)B
(λ,μ)(0,0)Jp−z (z)∗ = B(λ,μ)(z, z). (4.6)
We have p′−z(ζ ) = 1−|z|
2
(1−z¯ζ )2 ; p
′−z(z) = (1 − |z|2)−1. The −c of (3.3) corresponding to p−z is
z¯√
1−|z|2 . So (3.4) gives
Jp−z (z)p, =
{
(1 − |z|2)−λ−m2 (p

)
z¯p−(1 − |z|2)m−p, p  ,
0, p < ,
which can be written in matrix form as
Jp−z (z) =
(
1 − |z|2)−λ−m2 D(|z|2) exp(z¯Sm), (4.7)
where D(|z|2)p, = (1 − |z|2)m−δp, is diagonal and Sm is the forward shift on Cm+1 with
weight sequence {1, . . . ,m}, that is, (Sm),p = δp+1,, 0  p,  m. Substituting (4.7) into
(2.5) and polarizing we obtain
B(λ,μ)(z,ω) = (1 − zω¯)−2λ−mD(zω¯) exp(ω¯Sm)B(λ,μ)(0,0) exp
(
zS∗m
)
D(zω¯). (4.8)
In general, let H be a Hilbert space consisting of holomorphic functions on the open unit
disc D with values in Cm+1. Assume that H possesses a reproducing kernel K : D × D →
C
(m+1)×(m+1)
. The set of vectorsH0 = {Kωξ : ω ∈ D, ξ ∈ Cm+1} spans the Hilbert spaceH. On
the dense set of vectors H0, we define a map T by the formula TKωξ = ω¯Kωξ for ω ∈ D. The
following lemma gives a criterion for boundedness of the operator T .
Lemma 4.1. The densely defined operator T is bounded if and only if for some positive constant c
and for all n ∈ N
n∑
i,j=1
〈
(c −ωj ω¯i)K(ωj ,ωi)xi, xj
〉
 0
for x1, . . . , xn ∈ Cm+1 and ω1, . . . ,ωn ∈ D. If the map T :H0 →H0 ⊆H is bounded then it is
the adjoint of the multiplication operator on H.
The proof is well known and easy in the scalar case. We omit the obvious modifications
required in the general case.
It is known and easy to verify that for every  > 0, the multiplication operator M(), defined
by (M()f )(z) = zf (z), is bounded on A(). Consequently, the kernel B satisfies the positivity
condition of the lemma above for  > 0. Fix m ∈ N. Consider the reproducing kernel B(λ,μ). We
recall that B(λ,μ) is a positive definite kernel on the unit disc D if and only if λ >m/2.
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λ >m/2.
Proof. Let  be a positive real number such that λ −  > m/2. Let us find μ′ with μ′j > 0,
0 j m, such that
B(λ,μ)(z,ω) = (1 − zω¯)−2B(λ−,μ′)(z,ω). (4.9)
Since the multiplication operator is bounded on the Hilbert space whose reproducing kernel is
(1 − zω¯)−2 for every  > 0, it follows that we can find r > 0 such that (r − zω¯)(1 − zω¯)−2 is
positive definite. Assuming the existence of μ′ as above, we conclude that (r − zω¯)B(λ,μ)(z,ω)
is positive definite finishing the proof. To find such a μ′, it is enough to prove B(λ,μ)(0,0) =
B(λ−,μ′)(0,0), because then (4.6) and (4.7) (or (4.8)) immediately imply (4.9).
By (4.5), writing L(λ)j = B(λj )(0,0), the question becomes whether we can find positive
numbers μ′j satisfying the equations∑
j
L(λ)jμ
2
j =
∑
j
L(λ− )jμ′2j . (4.10)
By (4.4) each L(λ)j is continuous in λ; also L(λ)j = 0 for  < j , and L(λ)00 = 1. It follows that
for small  > 0, the system (4.10) has solutions satisfying μ′02 = 1, μ′j 2 > 0 (1 j m). 
Next we compute the matrix of M := M(λ,μ) with respect to the orthonormal basis
{μjejn(z): n  0; 0  j  m}. Let H(n) be the linear span of the vectors {ejn−j (z): 0  j 
min(m,n)}. It is clear that M maps the space H(n) into H(n + 1). (The subspace H(n) of
A(λ,μ)(D) is a “K-type” of the representation U .) We therefore have
Mμje
j
n−j =
m∑
k=0
M(n)k,jμke
k
n+1−k.
Let E(n) be the matrix, determined by (4.1), such that (ejn−j (z)) = E(n),j zn−, n  j , 0 
j m. In this notation,
E(n),jμj =
m∑
k=0
M(n)k,jE(n+ 1),kμk.
In matrix form, this means
E(n)D(μ) = E(n+ 1)D(μ)M(n), which gives
M(n) = D(μ)−1E(n+ 1)−1E(n)D(μ),
where D(μ) is the diagonal matrix with D(μ), = μ. (These are the blocks of M regarded as
a “block shift” with respect to the orthogonal decomposition of A(λ,μ)(D) =⊕∞n=0H(n).)
To get information about M(n), we note that, as n → ∞, Stirling’s formula gives, for any
fixed b ∈ R,
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(
1 + b
n
)n
e−(n+b)
∼ √2πe−(n+b)nn+b−1/2.
Applying this we immediately get, by (4.1),
E(n),j ∼ nnλ−m/2−1/2E,j ,
where E is the matrix with entries
E,j =
{(

j
)√(2λ−m+2j)
(2λ−m++j) ,  j,
0,  < j,
independent of n. Using the diagonal matrix d(n) with d(n), = n, we can write
E(n) ∼ nλ−m/2−1/2d(n)E.
It follows that
M(n) = D(μ)−1E(n+ 1)−1E(n)D(μ)
∼
(
n
n+ 1
)λ−m/2−1/2
D(μ)−1E−1d(n+ 1)−1d(n)ED(μ).
Since n
n+1 = 1 +O( 1n ), this implies
M(n) = I +O
(
1
n
)
,
where I is the identity matrix of order m+ 1 and O( 1
n
) stands for a (m + 1) × (m + 1) matrix
each of whose entries is O( 1
n
).
We denote by U+ the operator on A(λ,μ)(D) defined by U+ejn−j = ejn+1−j (0  j 
min(m,n), n− j  0).
Theorem 4.2. The operator M on A(λ,μ)(D) is the sum of U+ and of an operator in the Hilbert–
Schmidt class. In particular, M is bounded and its adjoint belongs to the Cowen–Douglas class.
5. Irreducibility and inequivalence
Let H1 and H2 be two reproducing kernel Hilbert spaces consisting of holomorphic func-
tions on D taking values in Cm+1. Suppose that the multiplication operator M on these two
Hilbert spaces is bounded. Furthermore, assume that the standard set of m+ 1 orthonormal vec-
tors ε0, . . . , εm in Cm+1, thought of as constant functions on D, is in both H1 and H2. Since
(
∑m
i=0 pi(M)εi)(z) =
∑m
i=0 pi(z)εi for polynomials pi with scalar coefficients, it follows that
the polynomials p(z) =∑mi=0 pi(z)εi belong to these Hilbert spaces. We assume that the poly-
nomials p are dense in both of these Hilbert spaces.
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(Xp)(z) =
(
X
m∑
i=0
piεi
)
(z) =
(
X
m∑
i=0
pi(M)εi
)
(z) =
(
m∑
i=0
pi(M)Xεi
)
(z)
=
(
m∑
i=0
pi(M)Xεi
)
(z).
Now, if we let (Xεi)(z) = ∑mj=0 xji (z)εj , then (Xp)(z) = ΦX(z)p(z), where ΦX(z) =
((x
j
i (z)))
m
j,i=0. Since the polynomials p are dense, it follows that (Xf )(z) = ΦX(z)f (z) for all
f ∈H1.
We calculate the adjoint of the intertwining operator X. We have
〈
XK1(·,ω)ξ,K2(·, u)η
〉= 〈ΦX(·)K1(·,ω)ξ,K2(·, u)η〉= 〈ΦX(u)K1(u,ω)ξ, η〉
= 〈K1(u,ω)ξ,ΦX(u)trη〉= 〈K1(·,ω)ξ,K1(·, u)ΦX(u)trη〉
for all ξ, η ∈ Cm+1, that is,
X∗K2(·, u)η = K1(·, u)ΦX(u)trη, (5.1)
for all η ∈ Cm+1 and u ∈ D. Hence the intertwining operator X is unitary if and only if there
exists an invertible holomorphic function ΦX :D → C(m+1)×(m+1) satisfying
K2(z,ω) = ΦX(z)K1(z,ω)ΦX(ω)tr. (5.2)
LetH be a Hilbert space consisting of Cn-valued holomorphic functions on D. Assume thatH
has a reproducing kernel, say K . Let Φ be an n × n invertible matrix-valued holomorphic func-
tion on D which is invertible. For f ∈H, consider the map X :f 	→ f˜ , where f˜ (z) = Φ(z)f (z).
Let H˜ = {f˜ : f ∈ H}. The requirement that the map X is unitary, prescribes a Hilbert space
structure for the function space H˜. The reproducing kernel for H˜ is clearly
K˜(z,ω) = Φ(z)K(z,w)Φ(ω)∗. (5.3)
It is easy to verify that XMX∗ is the multiplication operator M : f˜ 	→ zf˜ on the Hilbert space H˜.
Suppose we have a unitary representation U given by a multiplier J acting on H according to
(2.5). Transplanting this action to H˜ under the isometry X, it becomes
(U˜g−1 f˜ )(z) = J˜ (g, z)f˜ (g · z),
where the new multiplier J˜ is given in terms of the original multiplier J by
J˜ (g, z) = Φ(z)J (g, z)Φ(g · z)−1. (5.4)
Of course, now K˜ transforms according to (2.5), with the aid of J˜ .
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nel K is bounded, the constant vectors ε0, . . . , εm are inH, and that the polynomials p are dense
in H. If there exists a (self-adjoint) projection X commuting with the operator M then
ΦX(z)K(z,ω) = K(z,ω)ΦX(ω)tr
for some holomorphic function ΦX :D → C(m+1)×(m+1) with Φ2X = ΦX .
Proof. We have already seen that any such operator X is multiplication by a holomorphic func-
tion ΦX . To complete the proof, note that
ΦX(·)K(·,ω)ξ = XK(·,ω)ξ = X∗K(·,ω)ξ = K(·,ω)ΦX(ω)trξ
for all ξ ∈ Cm+1. 
From the lemma, putting ω = 0, we see that ΦX(z) = K(z,0)ΦX(0)trK(z,0)−1 for any self-
adjoint intertwining operator X. Furthermore, X0 := ΦX(0) is an ordinary projection on Cm+1,
if K(0,0) = I . The multiplication operator on the two Hilbert spaces H with reproducing ker-
nel K andH0 with reproducing kernel K0(z,ω) = K(0,0)−1/2K(z,ω)K(0,0)−1/2 are unitarily
equivalent via the unitary map f 	→ K(0,0)−1/2f . The reproducing kernel K0 has the additional
property that K0(0,0) = I . Therefore, we conclude that M is reducible if and only if there exists
a projection X0 on Cm+1 satisfying
X0K0(z,0)−1K0(z,ω)K0(0,ω)−1 = K0(z,0)−1K0(z,ω)K0(0,ω)−1X0. (5.5)
This is the same as requiring the existence of a projection X0 which commutes with all the coeffi-
cients in the power series expansion of the function K̂0(z,ω) := K0(z,0)−1K0(z,ω)K0(0,ω)−1
around 0. We also point out that K̂0 is the normalized kernel in the sense of [9] and is character-
ized by the property K̂0(z,0) ≡ 1.
For the rest of this section, we set B := B(λ,μ)(0,0) and S := Sm, as in Section 4.
Lemma 5.2. The operator M := M(λ,μ) on the Hilbert space A(λ,μ) is irreducible if and only
if there is no projection X0 on Cm+1 commuting with all the coefficients in the power series
expansion of the function
(1 − zω¯)−2λ−mB1/2 exp (−zS∗)B−1D(zω¯) exp (ω¯S)B exp(zS∗)D(zω¯)B−1 exp(−ω¯S)B1/2,
around 0.
Proof. From (4.8), we have B(λ,μ)0 (z,0) = B1/2 exp(zS∗)B−1/2, where B(λ,μ)0 :=
B−1/2B(λ,μ)B−1/2. To complete the proof, using (4.8), we merely verify that
B̂0(z,ω) =
(
B(λ,μ)0 (z,0)
)−1B(λ,μ)0 (z,ω)(B(λ,μ)0 (0,ω))−1
= (1 − zω¯)−2λ−mB1/2 exp (−zS∗)B−1D(zω¯) exp (ω¯S)B exp(zS∗)
×D(zω¯)B−1 exp(−ω¯S)B1/2. 
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(The choice of Ds ensures that the diagonal sequence in D˜s is positive.)
Lemma 5.3. If (S∗iD˜sSpBS∗qD˜tSj )kn = 0 for some choice of i, j, s, t,p, q in {0,1, . . . ,m}
then
0 s m− k − i, 0 t m− n− j ;
0 p  k + i, 0 q  n+ j ; and
k + i − p = n+ j − q.
Proof. By the definition of S we have
Sp:
{
e 	→ (l + 1)pe+p if 0 m− p,
e 	→ 0 if  >m− p.
Also,
D˜s :
{
e 	→ ce if 0 m− s,
e 	→ 0 if m− s + 1,
where c is a non-zero constant depending on , s. Therefore
Q := S∗iD˜sSp:
{
e 	→ c′e+p−i if 0 i m− p − s and + p − i  0,
e 	→ 0, otherwise
for some non-zero constant c′. Hence the full condition for Qk = 0 is
i − p  m− p − s, k = + p − i. (5.6)
Let R := S∗qD˜tSj . By what we have just proved, it follows that Rn = 0 if and only if
q − j  nm− j − t,  = n+ j − q. (5.7)
Now since B is diagonal non-zero, we have (QBR)kn = 0 if and only if Qk,Rn = 0 for some .
By (5.6) and (5.7) this happens exactly when
0  = k + i − p = n+ j − q = m, k + i m− s and n+ j m− t. (5.8)

Let a() denote the coefficient of zm++1ω¯m+ (0  <m− 1) in the polynomial A, where
A(z,ω) = exp (−zS∗)B−1D(zω¯) exp (ω¯S)B exp(zS∗)D(zω¯)B−1 exp(−ω¯S)
=
∑
(−1)i S
∗i
i! z
i(−1)sD˜szsω¯s S
p
p! ω¯
pB
S∗q
q! z
q(−1)t D˜t zt ω¯t (−1)j S
j
j ! ω¯
j ,
where the sum is over 0 i, j,p, q, s, t m.
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{
not zero if k = m− − 1 and n = m− ,
zero if k − n = 1 or k >m− − 1.
Proof. Clearly, A(z,w) =∑Aijpqst zi+s+q+t ω¯s+p+t+j , where the sum is over 0 i, j,p, q, s,
t m. Therefore, a() =∑ cS∗iD˜sSpBS∗qD˜tSj , where the sum is over all i, j,p, q, s, t such
that s + t + i + q = m+ + 1 and s + t + p + j = m+ ; c = (−1)i+j+s+t
i!j !p!q! .
It follows from the preceding lemma that if a()k,n = 0, then i − j +q −p = n− k. However,
for the terms occuring in the sum, we now have i − j + q − p = (s + t + i + q) − (s + t +
p + j) = 1. Thus if a()k,n = 0 then n− k = 1.
Furthermore, if a()k,n = 0, then we also have m++1 = (s+ t + i+q). Hence m++1−
(s + t + i) = q  n+ j from the last inequality of the preceding lemma, that is, s + t + i + j 
m+ + 1 − n. This along with s + t + i + j  2m− k − n, which is obtained by adding the first
two inequalities of the preceding lemma, gives k m− − 1.
The proof of the second part of the lemma is now complete.
If k = m− − 1 and n = m− , for the terms occuring in the sum for a(), we have s + t +
i + j = 2+ 1. It follows that a()m−−1,m− is a sum of negative numbers. This proves the first
part of the lemma. 
Theorem 5.1. The multiplication operator M := M(λ,μ) on the Hilbert space A(λ,μ) is irre-
ducible.
Proof. Suppose there exists a non-trivial projection P commuting with B̂0(z,ω) for all z,ω ∈ D.
Then, by Lemma 5.2, P must commute with B1/2A(z,ω)B1/2 for all z,ω ∈ D. By Lemma 5.4,
P must commute with all shifts, that is, matrices T such that Tkn = 0 unless k − n = 1. This is a
contradiction. 
Theorem 5.2. For every m  1, the operators M(λ,μ), λ > m2 ; μ1, . . . ,μm > 0 are mutually
unitarily inequivalent.
Proof. Suppose M(λ,μ) and M(λ′,μ′) are unitarily equivalent. Then the corresponding Hermitian
holomorphic bundles are isomorphic [8]. Now, by (5.2) and (5.4), multipliers J and J ′ giving the
G˜ action on A(λ,μ) and A(λ′,μ′) are equivalent in the sense that there exists an invertible matrix
function Φ(z), holomorphic in z, such that
Φ(z)J (g, z)Φ(gz)−1 = J ′(g, z)
on G˜×D. Setting here g = p−z, (4.7) gives
Φ(z) = (1 − |z|2)λ−λ′D(|z|2) exp(−z¯Sm)Φ(0) exp(z¯Sm)D(|z|2)−1.
The right-hand side is real analytic in z, z¯ on D. Since Φ is holomorphic, Φ(z) = Φ(0) identi-
cally. Looking at the Taylor expansion, we obtain
SmΦ(0) = Φ(0)Sm.
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unweighted shift with entries Sp = δp+1, which is its Jordan canonical form. For S the cor-
responding property is easy to see.) We write
D1,1 = ∂
2
∂z∂z¯
∣∣∣∣
0
D
(|z|2)= −
⎛⎜⎜⎜⎜⎝
m
m− 1
. . .
1
0
⎞⎟⎟⎟⎟⎠ ,
and for the Taylor coefficient of zz¯ = |z|2 we obtain
(λ− λ′)Φ(0)+D1,1Φ(0)−Φ(0)D1,1 = 0.
Consider the diagonal of this matrix equality. All diagonal elements of Φ(0) = p(Sm) are the
same number x = 0 (since p(Sm) is triangular and invertible). Hence λ− λ′ = 0. Now, since the
diagonal entries of D1,1 are all different, Φ(0) must be diagonal. So, Φ(0) = xIm+1. Also, Φ(0)
intertwines the operators M(λ,μ) and M(λ′,μ′), hence Φ(0)B(λ,μ)(z,ω)Φ(0)∗ = B(λ′,μ′)(z,ω) as
in (5.2). Using this with z = ω = 0 and using (4.4), (4.5) we get |x|2μ2j = μ′j 2 for all j . Since
μ0 = 1 = μ′0, it follows that |x|2 = 1 and μj = μ′j for 1 j m. 
6. Some general background
In this section we sketch how our results can be obtained from more general theories and
indicate some further results. First we prove a theorem which is fundamental for the subsequent
discussion.
Let pr :ET → D be the holomorphic vector bundle corresponding to an operator T ∈ Bk(D).
The operator T is homogeneous if and only if for any g ∈ G, there exists an automorphism gˆ of
the bundle ET covering g, that is, the diagram
ET
gˆ
pr
ET
pr
D
g
D
is commutative.
Theorem 6.1. If T is a homogeneous operator in Bk(D) then the universal covering group G˜ of
G acts on ET by automorphisms.
Proof. Let Gˆ be the group of automorphisms of ET . This is a Lie group. Let p : Gˆ → G be
the natural homomorphism. Let N = kerp, the automorphisms fixing all the points of D. Then
Gˆ/N  G, and for the corresponding Lie algebras, we have gˆ/n  g. Since g is semisimple, by
the Levi decomposition, there is a subalgebra gˆ0 ⊆ gˆ such that gˆ = gˆ0 + n, where the sum is a
vector space direct sum. Let Gˆ0 be the corresponding analytic subgroup.
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hood p(U) of e ∈ G. But then p(gˆU) = p(gˆ)p(U). So, p is a homeomorphism of a neighbour-
hood of any point gˆ ∈ Gˆ0 to a neighbourhood of p(gˆ) in G. It follows that the image of p is an
open subgroup and so must equal G. Therefore, Gˆ0 is a covering group of G.
Now, Gˆ0 acts on ET by automorphisms and projects to G. The universal cover G˜ now also
acts on ET . 
Remark 6.1. With slightly more work one can prove that gˆ0 is an ideal and therefore the G˜
action on ET is unique. If T is irreducible it is known independently (cf. [4]) that the G˜ action
is unique.
This theorem gives an approach to the classification of all homogeneous Cowen–Douglas
operators. First one has to determine all G˜-homogeneous holomorphic Hermitian vector bundles,
then see which ones of these come from some Hilbert space operator T . In the latter case the G˜-
action on the bundle gives a unitary representation σ such that g(T ) = σ(g)∗T σ(g) for all g in
G˜ which we call the associated representation of T .
It is well known that every finite dimensional representation  of the triangular subalgebra t
of sl(2,C) (the Lie algebra of the stabilizer of 0 in SL(2,C) acting on the extended complex
plane) gives rise to a G˜-homogeneous holomorphic vector bundle, from which the  can be
reconstructed. Refining this statement, it is easy to see that the G˜-homogeneous holomorphic
Hermitian vector bundles are in one-to-one correspondence with the unitary equivalence classes
of representations  of t on the finite-dimensional Hilbert spaces Cn with the added property that
 is skew Hermitian on the (one-dimensional) subalgebra k, the Lie algebra of the stabilizer of 0
in SU(1,1).
If we start with the restriction to t of the (m+1)-dimensional (unique) irreducible representa-
tion m of sl(2,C) and we put on the representation space all possible inner products so that the
requirement concerning k is satisfied then we obtain a family of bundles parametrized by λ ∈ R
and μ1, . . . ,μm > 0. It can then be shown that these bundles correspond to Cowen–Douglas
operators if and only if λ >m/2, and in this case the corresponding operator is M(λ,μ).
If we start with an arbitrary representation ρ of t on a finite-dimensional inner product space,
then this ρ can always be written as ελ ⊗ 0, where ελ (λ ∈ R) is a one-dimensional represen-
tation of k ∼= R extended trivially to t and 0 is normalized in a certain way. There is always a
corresponding homogeneous Hermitian vector bundle and a number λ such that for λ > λ the
bundle corresponds to a homogeneous Cowen–Douglas operator. The M(λ,μ) are distinguished
among all homogeneous Cowen–Douglas operators by the property that their associated repre-
sentation is multiplicity-free.
In the general case, one cannot expect as explicit results as in the present paper, but one can
proceed to still make fairly precise statements. In this way one gets a kind of classification of all
homogeneous Cowen–Douglas operators. This will be the subject of a subsequent article.
Finally we mention that many of our arguments extend without change to the case of opera-
tor tuples and holomorphic vector bundles over bounded symmetric domains in several complex
variables. There are, of course, a number of new features (cf. [1,2]) as well in this general situa-
tion which still have to be explored in the future.
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