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Abstract The longitudinal and shear velocities of ultrasonic waves in glass systems are influenced by
the microstructural properties and compositions of the chemical constituents. The relationship between
them is highly non-linear and very complex. Artificial Neural Networks (ANN) are adaptive and parallel
information processing systems that have the potential to learn by examples and capture the non-linear
as well as complex relationships between its inputs and outputs. Neural networks are invaluable where
formal analysis would be difficult or impossible. An attempt has been made to predict the ultrasonic
velocities in tricomponent oxide glass systems, using the microstructural properties of the constituents
as inputs to the ANN.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Ultrasonic methods have become popular in the study of
elastic and structural properties of materials. In multicompo-
nent glass systems, the longitudinal and shear velocities of
ultrasonic waves have strong dependence on the properties
and compositions of chemical constituents used to form the
glass. Several experimental techniques are available for the
measurement of ultrasonic velocities in multicomponent glass.
However, no straightforward theoretical procedure exists for
computing the velocities in heterogeneous systems. Recently,
ANNs have been widely used to solve a variety of prob-
lems in diverse fields and, in particular, in handling non-
linear and complex problems. The superiority of the ANNs in
predicting outputs for unseen inputs has been illustrated by
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Open access under CC BY-NC-ND license.many researchers [1–11]. In earlier works, Kalyana Raman et al.
predicted ultrasonic velocities in binary liquid systems through
ANN modelling [12,13]. Eskandari et al. applied the ANN
technique to predict the shear wave velocity for a carbonate
reservoir [14]. In this study, a multilayer perception (MLP) feed
forward neural network is designed to predict the ultrasonic ve-
locities in tricomponent oxide glass. For this purpose, a suitable
program is developed in the MATLAB environment, using the
neural network toolbox [15].
2. Methodology
Entire properties of oxide glass systems, such as elasticity,
stability, compactness, rigidity, temperature transitions, etc.,
are essentially characterized by the nature of oxide components
used and their compositions. Thus, the microstructural proper-
ties of the involved oxides are the key determining factors in the
behavior of glass systems and so, thereby, influence the propa-
gation of ultrasonic waves in that system.
Higazy and Bridge [16] have mentioned that the ‘Fractional
Ionic Character’ (FIC) of the oxide is important in defining the
network forming capability of the oxide in the system. The FIC
of an oxide can be estimated using Pauling’s relation:
FIC = 1− e 14 (Xa − Xb)2, (1)
where Xa and Xb are the electronegativities of the anion and
cation, respectively. The FIC values largely influence the quality
of the glass, and for a polycomponent glass, it can be computed
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FICglass =

xi(nf )iFICi
xi(nf )i
, (2)
where xi is the mole fraction, (nf )i is the coordination number
(the number of network bonds per unit glass formula) and FICi
is the fractional ionic character of the ith oxide.
Bridge et al. [17] proposed the ‘bond compression model’
to estimate the elastic constants of oxide glass by considering
the following factors; ‘number of bonds per unit volume’ (nb),
‘average cross-link density per unit glass formula’ (n¯c) which
includes the number of bridging bonds per cation, and the
‘stretching force constant’ (F ) which is a determining factor of
bulk modulus. In the present work, n¯c and F are considered:
n¯c =

i
xi(nc)i(Nc)i
i
xi(Nc)i
, (3)
where x is the mole fraction, nc is the amount of cross-link
density per cation, which is equal to the number of bondsminus
2, and Nc is the number of cations per glass formula unit:
F =

i
xi(nf )ifi
i
xi(nf )i
, (4)
where x is the mole fraction, nf is the coordination number
and f is the stretching force constant of the oxide bond; ‘i’
representing the ith oxide.
In a similar fashion, Makishima and Mackenzie [18,19]
proposed a semiempirical model to compute the elastic moduli
of oxide glass, in terms of the packing density (VT ) of glass
composition and the dissociation energy per unit volume (GT ).
These are given by the relations:
VT = ρM

i
Vixi, (5)
where ρ is the density of glass, M is the effective molecular
weight of the glass, Vi is the packing factor and xi is the mole
fraction of the ith oxide:
GT =

i
Gixi, (6)
where Gi is the dissociation energy and xi is themole fraction of
the ith oxide.
These five characteristic parameters of the oxide glass,
namely, FIC, n¯c , F , VT and GT , are used as the predictor variables
and applied as inputs to ANN. The longitudinal and shear
ultrasonic velocities are the two outputs.
2.1. Artificial neural network
2.1.1. Design aspects
Artificial Neural Networks (ANN) are parallel distributed
information processing systems that can recognize highly
complex patterns within available data. Thus, ANNs can be
viewed as non-linear statistical data modeling tools which may
be used tomodel complex relationships between the inputs and
outputs. Neural networks are composed of simple processing
units which are called nodes or neurons, with dense parallel
interconnections. Each neuron receives weighted inputs from
other neurons and communicates its output to other neurons
by using an activation function. Thus, information is processed
by massive cross-weight interconnections. Due to adaptiveFigure 1: A four-layer feed forward neural network architecture used in the
present work.
learning, the ANNs inherit their remarkable ability to derive
meaning from complicated or imprecise data.
Multilayer perception (MLP) feed-forward neural networks
are themost popular andwidely usedmodels in many practical
applications. In general, the MLP feed-forward neural network
consists of one input layer, one or two hidden layers and
one output layer. The neurons in the input layer represent
the possible influential factors, sometimes called ‘predictor
variables’, which affect the network outputs and do not have
any computation activities. The output layer consists of one or
more neurons to produce the predicted outputs. Hidden layers
organized between the input and output layers may contain
a large number of neurons to process the data. Feed-forward
networks derived their name, as propagation takes place in a
feed-forwardmanner, from input layer to output layer, through
the hidden layers.
Neural networks learn the problems by establishing the
connections (weights) between the neurons, and training the
connections to obtain the desired results. There are several
learning algorithms ofwhich the back-propagation algorithm is
the best known and widely used for multilayer networks [15].
A four layer feed-forward neural network, with a back-
propagation algorithm, is used in the present study. The
architecture of the network used is shown in Figure 1.
The input layer consists of five neurons to receive the input
variables, FIC, n¯c , F , VT and GT . The output layer has two
neurons to yield the predicted values of the two velocities,
VL and VS . After several trials, 16 neurons are used in the
first hidden layer and 14 neurons in the second hidden layer.
‘Tansig’ activation transfer functions are used for input and
hidden layers, and the ‘purelin’ function for the output layer.
Multiple layers of neurons with non-linear transfer functions
allow the network to learn non-linear and linear relationships
between the inputs and outputs. The Levenberg–Marquardt
training algorithm (trainlm) is used to train the network. The
error goal is set at 1e−005 and a maximum of 500 epochs are
used. The performance of the network used is shown in Figure 2.
2.1.2. Data sets
Vast amounts of acoustical studies on ternary oxide glass
systems have been carried out by several researchers. Most
works contain only information on the chemical composition,
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Table 1: Range of values of input and output parameters of ANN used in
training set and test set.
Parameter Range
Training set Test set
Min. Max. Min. Max.
Inputs
FIC 0.3456 0.6514 0.3467 0.6689
n¯c 1.17 4.175 1.13 4.36
F 155.2 674.7 155.2 558.0
VT 0.39 0.98 0.37 0.92
GT a 24.34 72.80 24.23 74.63
Outputs
VL (m/s) 2253 6308 2722 5901
VS (m/s) 1081 3555 1306 3389
a 109 kJ/mol.
density of glass and the ultrasonic velocities. To cater to our
need, the predictor variables, namely, FIC, n¯c , F , VT and GT ,
are calculated and applied as the inputs to the ANN. The 25
oxides considered in the present work are: TeO2, V2O5, TiO2,
WO3, K2O, ZrO2, Li2O, B2O3, Bi2O3, ZnO, Sm2O3, BaO, Na2O,
MoO3, P2O5, CaO, PbO, SiO2, Gd2O3, Y2O3, CuO, Al2O3, La2O3,
GeO2, and Ga2O3. A total of 240 data points are extracted
from 50 tricomponent glass systems, comprised of some three
combinations of oxides from the mentioned group and with
different chemical compositions. Out of these, 74 data points
are used as the ‘testing’ set and the remaining 166 data points
are used as the ‘training’ set.
Since each data point consists of different parameters, with
values that range between different upper and lower limits, a
normalizationprocedure has been applied to all data to keep the
values between 0 and 1. This preprocessing operation presents
the data in a new form which is more suitable for training
the network. After completion of the training process, post-
processing operations are carried out on the normalized data
set, so as to get back the raw data. The ranges of input–output
parameters used in the training-testing phase are provided in
Table 1.
2.1.3. Performance evaluation
The performance of the designed network is a crucial factor
in deciding the accuracy of the predicted values.
(i) The training data, aswell as the test data, should be correct,
adequate and relevant to the problem being studied.Figure 3: Linear relationship between experimental and ANN predicted values
of longitudinal velocity.
(ii) The choice of the number of neurons in the hidden layer
should be optimal. Too few neurons cannot understand
the exact correlation between the inputs and outputs,
which leads to inefficient learning (poor approximation).
Too many neurons will over-train the ANN, which results
in poor predictions (poor generalization). It is highly
necessary that a compromise should be always made
between ‘approximation’ and ‘generalization’ for good
predictions with sufficient accuracy.
(iii) The training should be conducted until maximum epoch,
a predetermined value that is suitable to the problem
studied. In the present study, it is 500 epochs. Further,
the error goal must be set at the desired level. It is very
important to note that a decrease in error over the training
data does not mean a decrease over novel data. In fact it
may lead to less generalization.
In the present work, the Mean Square Error (MSE) goal set
to 1e−005 is sufficient to predict the ultrasonic velocities with
reasonable accuracy. Several trainings are carried out, since
each training process begins with randomized initial weights
and biases; the predicted values are not unique. Once the
acceptable results are obtained, the final output weights and
biases are stored in the program for future use. The performance
of the network can be estimated by evaluating the ‘Mean
Absolute Percentage Error’ (MAPE):
MAPE = 1
n

n
i=1
[ti − oi]
n
i=1
ti
× 100%
 ,
where ‘t ’ is the target value and ‘o’ is the output value
(i.e. predicted value).
3. Results and discussion
The ANN predicted values of longitudinal and shear veloc-
ities of ultrasonic waves, along with the experimental values,
are displayed in the scatter plots (Figures 3 and 4), respec-
tively. The correlation coefficient value, R = 0.97, between
the predicted and experimental values of longitudinal veloc-
ities, and R = 0.96 for shear velocities implies the reliable
and excellent performance of the designed ANN. Further, the
very low values of MAPE 1.44 for longitudinal velocity and 2.52
for shear velocity suggest the good prediction capability of the
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values of VL and VS .
Sample no Systems Inputs to ANN Ultrasonic velocity
n¯c F VT GT FIC VL (m/s) VS (m/s)
Expt. ANN Expt. ANN
1 0.5 TeO2–0.40 V2O5–0.10 TiO2 2.71 243.8 0.57 65.04 0.4952 3851 3852 2231 2230
2 0.175 WO3–0.05 ZrO2–0.775 TeO2 2.35 188.6 0.55 59.31 0.4503 3306 3361 1487 1547
3 0.20 Li2O–0.70 B2O3–0.10 V2O5 1.80 527.5 0.49 38.35 0.5608 4262 4455 2600 2560
4 0.15 ZnO–0.30 Bi2O3–0.55 B2O3 2.21 349.1 0.48 29.40 0.4557 4332 4300 2463 2450
5 0.40 Na2O–0.35 WO3–0.25 P2O5 2.73 207.7 0.59 43.54 0.6011 4114 4164 2005 2144
6 0.21 Bi2O3–0.24 ZnO–0.55 B2O3 2.13 360.6 0.57 31.04 0.4763 3717 3719 2063 2061
7 0.71 V2O5–0.13 PbO–0.70 B2O3 1.57 468.8 0.62 30.92 0.4324 4337 4241 2284 2231
8 0.54 MoO3–0.21 PbO–0.25 P2O5 3.20 196.1 0.53 50.06 0.3517 3799 3784 2061 2015
9 0.40 Na2O–0.27 GeO2–0.33 SiO2 2.00 311.9 0.65 48.56 0.6224 4780 4806 2723 3321
10 0.15 Li2O–0.25 PbO–0.60 B2O3 1.66 465.8 0.80 31.57 0.4970 4764 4719 2826 2862
11 0.8 TeO2–0.00 WO3–0.2 K2O 2.00 188.6 0.48 47.04 0.4800 2986 3058 1568 1681
12 0.25 Li2O–0.20 ZnO–0.55 B2O3 1.61 463.6 0.46 41.89 0.5671 5902 5901 3290 3389
13 0.25 BaO–0.3 Bi2O3–0.45 B2O3 2.45 316.8 0.53 29.52 0.5558 4238 4211 2400 2413
14 0.13 V2O5–0.17 BaO–0.70 B2O3 3.02 279.7 0.54 40.53 0.5579 3631 3768 1885 1889
15 0.58 B2O3–0.17 PbO–0.25 P2O5 1.62 379.8 0.58 24.23 0.3841 3327 3578 1740 1826
16 0.05 Gd2O3–0.3 V2O5–0.65 TeO2 3.11 224.1 0.55 59.39 0.4467 3674 3680 1949 2075
17 0.7 ZnO–0.10 V2O5–0.20 B2O3 2.77 272.7 0.60 46.40 0.5531 2760 2722 1434 1306
18 0.25 La2O3–0.50 GeO2–0.25 Ga2O3 3.33 246.6 0.57 61.68 0.5770 5309 5224 2733 2678
19 0.25 Li2O–0.60 B2O3–0.15 Bi2O3 1.70 469.4 0.51 37.78 0.5235 4924 4925 2805 2805
20 0.15 BaO–0.30 Bi2O3–0.55 B2O3 2.22 352.6 0.51 27.84 0.5707 3964 3950 2227 2299
21 0.34 BaO–0.06 Al2O3–0.60 B2O3 2.63 390.0 0.58 70.97 0.6082 4527 4959 2307 2535
22 0.15 ZnO–0.25 PbO–0.60 B2O3 1.75 382.6 0.73 27.37 0.4156 4465 4498 2150 2201
23 0.20 ZnO–0.30 Bi2O3–0.50 B2O3 2.33 329.5 0.48 30.76 0.4673 4328 4355 2474 2500
24 0.05 Sm2O3–0.395 PbO–0.60 P2O5 2.50 155.2 0.47 27.23 0.3478 3658 3779 2310 2273
25 0.5 TeO2–0.35 V2O5–0.15 TiO2 2.74 240.9 0.58 66.50 0.5004 3925 3926 2316 2292
MAPE= 1.44 2.52Figure 4: Linear relationship between experimental and ANN predicted values
of shear velocity.
Figure 5: Test data number versus experimental and predicted values of VL .Figure 6: Test data number versus experimental and predicted values of VS .
network. The same results are presented in alternate form in
Figures 5 and 6.
A part of the test data (25 data points) is provided in Table 2
only for illustration purposes.
4. Conclusion
ANNs are excellent and powerful tools in handling non-
linear and complex problems. A multilayer feed-forward back
propagationneural network, such as the onepresently used, can
successfully predict the ultrasonic velocities in glass systems,
with a very high correlation to experimental values, using the
microstructural properties of the constituents. The superior
performance of the ANN is further clearly exhibited by the
very low values of MAPE. A further suggestion to this work is
to incorporate more data points in the training set pertaining
to a wider range of oxides and their compositions. This ANN
modeling may be used as a tool for fast prediction of ultrasonic
velocities in any new glass system contained within that range.
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