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Abstract
We consider some variational properties of indefinite Henstock-type integrals defined
by local systems of sets. We study in particular the dyadic path integral which is a
special example of such integrals. We obtain full descriptive characterization of the dyadic
path integral in terms of the correspondent variational measure and compare it with the
Henstock integral associated with the dyadic interval basis.  2002 Elsevier Science
(USA). All rights reserved.
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1. Introduction
In this paper we are concerned with Henstock-type integrals related to local
systems. Differentiation bases generated by those systems have some nice prop-
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erties which permit to extend to the respective integrals many results known for
the ordinary Henstock integral or for the approximate Henstock integral.
The notion of local system was introduced by Thomson in [32]. Some
properties of the integrals related to local systems (S-integrals) were studied in
[9,11] and, in the particular case of path integrals, in [13].
Our primary concern is to study some properties of indefinite Henstock-type
integrals in terms of certain generalizations of the classical ACG concept and to
obtain descriptive characterization of those integrals in terms of the variational
measures generated by the respective primitives.
In Section 3 we consider integrals related to a special type of local systems,
which we call weak path-systems. Some characterization of systems of this type
were given in [17] and in some other papers (see [31] for details). The property
we have taken as a definition of the weak path-system is very useful because
it opens the way to use some technique known for path-systems. In the case of
the approximate local system (a typical example of a weak path-system which is
not a path-system) it is just this property that permitted to settle a long standing
problem of relation between approximate Henstock integral and the Kubota
integral introduced in [19] (see [16,20,25] for a detailed discussion of this problem
and its history). The principal step in solving this problem in [20] was to prove that
the indefinite approximate Henstock integral is an [ACG] function (see definition
below).
In Theorem 3.2 we extend this last result of [20] to any Henstock type integral
related to a weak path-system.
Although the notions of ACG and VBG function are useful for describing
properties of some class of integrals, in a more general situation it appears to
be more appropriate to use descriptions in terms of variational measure directly
related to the basis with respect to which the considered integral is defined. Some
version of such a characterization is known for the S-integral (see [9] and property
(P3) below). But a certain drawback of this, and of some other similar results,
is that the S-differentiability almost everywhere of the functions in the class
of primitives is included into the characterization of this class as an additional
assumption.
Such a type of characterizations is often referred to as a “partial descriptive
characterization” (see [23]) to distinguish it from a “full descriptive characteriza-
tion” in which the differentiability of all the functions in the class of primitives is
implied by the main descriptive characteristic of the class. We have given in [4]
a full descriptive characterization of the ordinary Henstock integral in terms of the
absolute continuity of the variational measure (see also [11]). For Henstock-type
integrals with respect to some other bases this result was extended in [2,5,8,10,
28,30].
In Section 4 (Theorem 4.4) we provide a full descriptive characterization in
terms of an appropriate variational measure for the dyadic path-integral which is
a special case of the S-integrals considered in Section 3. This integral as well as
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the more familiar dyadic Henstock integral associated with the classical dyadic
basis (the “binary sequence of nets” in [24]) was studied in many papers, in
particular in connection with some problems in dyadic harmonic analysis (see
[5,14,18,22,27,29]). Under another name the dyadic path integral was also used
in the theory of Haar series (see [1]).
We compare two dyadic derivatives related to these integrals: the dyadic path
derivative and the derivative with respect to the dyadic basis. It is interesting that
these two types of differentiation turn out to be in a certain sense equivalent (see
Theorem 4.1 below). This implies that the Newton dyadic integral and the Newton
path dyadic integral are equivalent. At the same time (Theorem 4.5) the Henstock
dyadic path integral is strictly included into the Henstock integral with respect to
the dyadic basis.
2. Preliminaries
We recall some notations and definitions. Throughout the paper all sets are
subsets of the real line R. If E ⊂R then |E| denotes the outer Lebesgue measure
of E. The terms “almost everywhere” (abbr. a.e.) and “measurable” are always
used in the sense of the Lebesgue measure. If |E| = 0 then the set E is called
negligible. An interval is always a compact nondegenerate subinterval of R.
A collection of intervals is called nonoverlapping whenever their interiors are
disjoint.
A family S = {S(x): x ∈ R} is said to be a local system if each S(x) is a
collection of sets with the following properties:
(i) {x} /∈ S(x), for all x;
(ii) if s1 ∈ S(x) and s1 ⊆ s2, then s2 ∈ S(x);
(iii) if s ∈ S(x), then x ∈ s;
(iv) if s ∈ S(x) and δ > 0, then s ∩ (x − δ, x + δ) ∈ S(x).
A local system S is said to be bilateral if, for each x ∈ R, every set s ∈ S(x)
contains points on either sides of x . A local system S is said to be filtering if at
each point x ∈R we have s1 ∩ s2 ∈ S(x) whenever s1 and s2 belong to S(x).
A function γ :E → 2R with γ (x) ∈ S(x) is called an S-choice or simply
a choice on E ⊆R. In particular, we shall call γ (x) a choice at x . A local system
S is said to satisfy the intersection condition (respectively, internal intersection
condition) if corresponding to any choice γ on R there exists a positive function
δ such that whenever
0 < y − x < min{δ(x), δ(y)},
then γ (x)∩ γ (y)∩ [x, y] = ∅ (respectively, γ (x)∩ γ (y)∩ (x, y) = ∅).
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Let S = {S(x): x ∈R} be a local system and let F be a real function on R. The
function F is said to have S-limit c at a point x , provided that for every ε > 0 the
set {t : t = x or |F(t)− c|< ε} ∈ S(x). When c= F(x) the function F is said to
be S-continuous at the point x .
Notice that if the local system is filtering, then the S-limit is unique.
For any real function F and any local system S
DSF(x)= sup
s∈S(x)
inf
{
F(y)− F(x)
y − x : y ∈ s, y = x
}
is called the lower S-derivative of F at x . Similarly the upper S-derivative
DSF(x) is defined. If the system is filtering then DSF(x)  DSF(x) and the
S-derivative DSF(x) is defined as the common value of the extreme derivatives.
A special case of local system is a system generated by paths (see [31]).
A path at x is a set Ex ⊆R such that x ∈Ex and x is a point of accumulation
of Ex . Let E = {Ex : x ∈ R} be a system of paths. Note that each choice from
a local system is in fact a system of paths.
We say that a local system S = {S(x): x ∈ R} is generated by the system of
paths E , or simply is a path-system, if for every x ∈R, the family S(x) is the filter
generated by a filter base of the form {Ex ∩ (x − η,x + η): η > 0}.
We say that a local system S = {S(x): x ∈ R} is a weak path-system if for
any function F and for any point x the existence of S-limt→x F (t) implies the
existence of a choice γ (x) ∈ S(x) at x for which
lim
t→x, t∈γ (x)F (t)= S- limt→x F (t). (1)
Some characterizations of weak path-systems are given in [31, p. 29]. It is
clear that any path-system is a weak path-system. The converse is not true and as
an example the approximate system (see [31]) can be used.
Given a local system S , we associate with each choice γ a family
βγ =
{([u,v], x): x = u, v ∈ γ (x) or x = v, u ∈ γ (x), x ∈R}.
Note that if a system S is filtering then the set of all families βγ forms a dif-
ferentiation basis in terms of Henstock integration theory (see [21,32]), which
can be called S-basis. For a set E ⊂R put
βγ [E] =
{([u,v], x) ∈ βγ : x ∈E}.
A finite subset π of βγ [E] is called a βγ -partition on E if for distinct
elements (I ′, x ′) and (I ′′, x ′′) in π , the intervals I ′ and I ′′ are nonoverlapping.
If
⋃
(I,x)∈π I = [a, b], for π ⊂ βγ , then we say that π is a βγ -partition of [a, b].
Using Henstock integral terminology we can refer to βγ -partitions as γ -fine
partitions and to elements of βγ as γ -fine pairs.
For a function F and an interval I = [u,v] we shall use the standard notation
∆F(I)= F(v)− F(u).
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Given a local system S , a function F , a set E ⊂ R and an S-choice γ on E,
we define the γ -variation of F on the set E by
Var(βγ ,F,E)= sup
∑
(I,x)∈π
∣∣∆F(I)∣∣, (2)
where sup is taken over all π ⊂ βγ [E]. Then we define
V SF (E)= infVar(βγ ,F,E),
where inf is taken over all choices γ on E. We call V SF the variational measure
generated by F with respect to the system S . Note that V SF is a metric outer
measure (see [31]) and so its restriction to the Borel sets is a measure.
A variational measure V SF is called absolutely continuous (with respect to the
Lebesgue measure) on a set E if |N | = 0 implies V SF (N)= 0 for any set N ⊂E.
3. S-integral
Let S be a local system which is bilateral, filtering and satisfying the in-
tersection condition. It is known (see [11,31]) that for such local systems the
correspondent S-basis has the partitioning property in the following form: for
any S-choice γ there exists a βγ -partition of any interval [a, b]. So for this basis
we can define in the usual way the correspondent Henstock-type integral (see [9]).
Definition 3.1. A function f : [a, b]→R is said to be S-integrable on [a, b], with
integral A, if for every ε > 0 there exists a choice γ on [a, b] such that∣∣∣∣
∑
(I,x)∈π
f (x)|I | −A
∣∣∣∣< ε,
for any partition π ⊂ βγ of [a, b]. We write A= (S)
∫ b
a
f .
For this integral many of the usual properties, known also for more general
classes of bases, hold. In particular (see [9]):
(P1) If a function f is S-integrable on [a, b], then it is also S-integrable on each
subinterval of [a, b]. Therefore the S-indefinite integral F(x)= (S) ∫ xa f is
defined for any x ∈ [a, b].
(P2) The S-indefinite integral F of f is S-continuous at each point of [a, b] and
it is S-differentiable a.e. with DSF(x)= f (x) a.e. on [a, b].
(P3) A function F is the indefinite S-integral of a function f if and only if F
generates a variational measure absolutely continuous with respect to the
Lebesgue measure (or has “the strong Lusin condition” in the terminology
of [9]) and F is S-differentiable a.e. with DSF(x)= f (x) a.e. on [a, b].
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To formulate the next property due to Ene (see [11]) we need the definition of
SACG function.
Given a local system S , a function F defined on [a, b] is said to be SAC
on E ⊂ [a, b] if for any ε > 0 there exists δ > 0 and an S-choice γ on E such
that
∑
(I,x)∈π |∆F(I)| < ε, for any partition π ∈ βγ [E] with
∑
(I,x)∈π |I | < δ.
A function F is said to be SACG if E =⋃n En, with F SAC on En, for each n.
(P4) A function f : [a, b]→R is S-integrable on [a, b] if and only if there exists
an SACG function F on [a, b] such that F is S-differentiable a.e. and
DSF = f a.e. on [a, b].
It is proved in [11, Lemma 2.38.1] that class of SACG functions is included
in the set of all functions F generating absolutely continuous V SF . The opposite
inclusion is known only for some particular systems: the usual system in which
each S(x) consists of all left and right closed neighborhood of x (see [15]), and
the approximate system (see [12]). So we have
Problem 3.1. Does there exist a local system S and a function F which generates
absolutely continuous V SF and it is not an SACG function?
Note that properties (P3) and (P4) represent examples of partial descriptive
characterizations of the S-indefinite integral (see Introduction). Whether we can
reformulate those properties in the form of full descriptive characterizations is an
open question for general local systems; i.e.:
Problem 3.2. Can the assumption of S-differentiability be dropped in the “if” part
of (P3) and (P4), for any local system S? In other words: does there exist a local
system S and an SACG function F (or at least a function F with absolutely
continuous V SF ) which is not S-differentiable a.e.?
We study now some other properties of the indefinite S-integral which are
described in terms of the classical variation concepts (for the definitions of VB,
VBG, AC, and Lusin condition (N) see [24]).
F is said to be (ACG) on E if E = ⋃n En, with F being AC on En, for
each n. (Note that (ACG) differs from ACG of [24] because F is not supposed
to be continuous on E.) F is said to be [VBG] (respectively, [ACG]) on E if
E =⋃n En, with En closed and with F being VB (respectively, AC) on En, for
each n. F is said to be [CG] on E if E =⋃n En, with En closed and with the
restriction F |En continuous, for each n.
In the sequel the notations AC, (ACG), etc. are also used to denote the corre-
spondent classes of functions. So, for example, we shall write F ∈ (N) meaning
that F satisfies Lusin condition (N).
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Theorem 3.1. Let S be a bilateral filtering local system on [a, b] satisfying the
intersection condition and let F be an indefinite S-integral. Then F is an S-
continuous [VBG] ∩ (N) function.
Proof. S-continuity of F is supplied by property (P2). According to (P4) the
function F is SACG. This implies σ -finiteness of variational measure V SF on[a, b] (see [11, Theorem 2.38.2]), which in turn implies that F is [VBG] on [a, b]
(see [31, p. 95]). Moreover, by property (P3), V SF is absolutely continuous. Then
applying the known estimate (see [31, p. 101])∣∣F(E)∣∣ V SF (E),
to any negligible set E ⊂ [a, b], we get that F ∈ (N). ✷
In the case of a weak path-system we obtain the following improvement of
the previous theorem which is a generalization of a similar result for approximate
Henstock integral (see [20]).
Theorem 3.2. Let S be a filtering weak path-system on [a, b] satisfying the
internal intersection condition and let F be an indefinite S-integral. Then F is
an S-continuous [ACG] function on [a, b].
Proof. It follows from Theorem 3.1 that F is S-continuous and F ∈ [VBG]∩(N)
on [a, b]. So if we prove that F ∈ [CG] on [a, b], then we get the required result
from Banach–Zarecki theorem (see [24]). To prove this we use some ideas of the
proof of a similar result for path-systems (see [11, p. 122]), adjusting them to our
case and filling in some small gap at the end of that proof.
As we have already noted in the proof of the previous theorem, variational
measure V SF is σ -finite on [a, b]. So it is enough to prove that any set E on
which V SF is finite, can be covered by a union of closed sets on each of which the
restriction of F is continuous.
According to the definition of V SF we find a choice γ
′ on E such that for a
certain constant M∑
i
∣∣F(bi)−F(ai)∣∣<M, (3)
whenever {([ai, bi], xi)} is a γ -fine partition on E. We get another choice γ ′′ on
[a, b] using the definition of S-continuity, under the assumption that S is a weak
path-system (see (1)).
Using filtering condition we define a new choice on E
γ (x)=
{
γ ′(x)∩ γ ′′(x) if x ∈E,
γ ′′(x) if x ∈E \E.
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For this S-choice we take a positive function δ on E, given by the internal
intersection condition. For each positive integer n we put En = {x ∈ E: δ(x) 
1/n} and, for each integer i , we put Eni =En ∩ [(i − 1)/n, i/n]. It is clear that
E =
⋃
n,i
Eni and
⋃
n,i
Eni ⊂E.
So the choice γ is defined on each nonempty set Eni . We show that for each such
a set Eni the function F |Eni is continuous. First we prove that if x0 ∈Eni , then
lim
x↑x0, x∈Eni
F (x)= F(x0). (4)
Suppose that this equality does not hold. Then there exists ε > 0 and a strictly
increasing sequence (xk)⊂Eni convergent to x0 such that∣∣F(xk)− F(x0)∣∣> ε, (5)
for all k = 1,2, . . . . The S-continuity of F at x0 implies that for certain 0 < η 
1/n we have
∣∣F(x)− F(x0)∣∣< ε2 , (6)
for each x ∈ (x0 − η,x0 + η) ∩ γ (x0) ⊂ (x0 − η,x0 + η) ∩ γ ′′(x0). Now take
x0 − η < xk1 < x0. Then the internal intersection condition and the inequality
0 < x0 − xk1 < 1/n imply that there exists y1 ∈ γ (x0)∩ γ (xk1) ∩ (xk1, x0).
Since y1 ∈ γ (xk1) the pair ([xk1, y1], xk1) is γ -fine and from y1 ∈ γ (x0)∩(x0−
η,x0 + η), the inequality (6), with x = y1, and the inequality (5) it follows that∣∣F(xk1)− F(y1)∣∣ ∣∣F(xk1)− F(x0)∣∣− ∣∣F(y1)− F(x0)∣∣> ε2 .
Now take xk2 > y1 and choose y2 ∈ γ (x2) ∩ γ (xk2) ∩ (xk2, x0) so that the pair
([xk2, y2], xk2) is γ -fine and∣∣F(xk2)− F(y2)∣∣> ε2 .
Proceeding by induction we obtain a γ -fine partition {([xki , yi], xki ): i = 1,
. . . , n} ∈ βγ [Eni] for which
n∑
i=1
∣∣F(xki )− F(yi)∣∣> nε2 >M,
with n large enough. This contradicts (3) and proves (4). In the same way we
prove the equality (4) with x ↑ x0 substituted with x ↓ x0. So for any x0 ∈Eni we
get
lim
x→x0, x∈Eni
F (x)= F(x0). (7)
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It remains to prove that in (7) points x can be taken from Eni . Take any sequence
(xk) such that xk ∈ Eni and limk xk = x0. According to (7) for any k we find
yk ∈Eni so that limk yk = x0 and
∣∣F(yk)− F(xk)∣∣< 1
k
. (8)
Once again using (7) for the sequence (yk), we get from (8) that limk F (xk) =
F(x0). This proves that F |Eni is continuous. Therefore F ∈ [CG] on [a, b] and
this completes the proof. ✷
Problem 3.3. Does there exist a local system S which is filtering, satisfies the
internal intersection condition and for which the indefinite S-integrals are not
necessarily [ACG] functions?
Proposition 3.1. The indefinite S-integral F of any S-integrable function f
defined on [a, b] is approximately differentiable a.e. and F ′ap(x) = DSF(x) =
f (x) a.e. on [a, b].
Proof. The approximate differentiability follows from Theorem 3.1. The equality
of derivatives is a consequence of the fact that if F is both S1- and S2-differen-
tiable on a set E, where S1 and S2 are two local systems, each of which satisfies
the intersection condition, then the set {x ∈ E: DS1F(x) =DS2F(x)} is at most
countable (see [31, pp. 144–145]). ✷
Although all the indefinite S-integrals with respect to weak-path systems be-
long to the same class [ACG] with approximate derivatives equal a.e. to respective
integrable functions f , classes of S-integrable functions in general are different
for different systems, because of different continuity conditions. Moreover, for
certain pairs of systems the respective integrals may occur to be even incompati-
ble (see examples in the next section).
4. Dyadic integrals
In this section we consider two dyadic integrals: the dyadic path integral which
is a special case of the S-integral of the previous section and the dyadic Henstock
integral (Hd -integral) related to the dyadic basis.
We remind some notations. Points i/2n where n = 0,1, . . . , and i = 0,1,
. . . ,2n constitute the set of all dyadic-rationals on [0,1]. Its complementary set
on [0,1] is the set of dyadic-irrationals. We refer to the intervals [(i − 1)/2n,
i/2n] as dyadic intervals of order n. For each dyadic-irrational point x , there
exists only one dyadic interval [an(x), bn(x)] of order n containing x so that
{x} =⋂∞n=0[an(x), bn(x)] and we say that the sequence {[an(x), bn(x)]} is the
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basic dyadic sequence convergent to x . If x is a dyadic-rational point, then there
exist two decreasing sequences of dyadic intervals for which x is a common
end-point starting with some n; i.e., for such a point we have two basic dyadic
sequences convergent to x: the left one and the right one.
Denoting by I the set of all dyadic intervals on [0,1], we set for a function
δ : [0,1]→ (0,∞)
βδ =
{
(I, x): I ∈ I, x ∈ I ⊂ (x − δ(x), x + δ(x))}.
Then the family {βδ}δ with δ running over the set of all functions δ : [0,1] →
(0,∞), forms the dyadic basis and the Hd -integral is the Henstock integral with
respect to this basis (for the definition see, for example, [14]). Given a function
F , the dyadic derivative DdF and the extreme dyadic derivatives DdF and DdF
are defined with respect to the dyadic basis in the usual way. So if x is a dyadic
irrational point then
DdF(x)= lim
n→∞
F(bn)− F(an)
bn − an , (9)
where {[an, bn]} is the above-mentioned basic dyadic sequence convergent to
x , and the extreme derivatives are defined accordingly. In case of a dyadic-
rational point x both basic dyadic sequences convergent to x should be taken
into consideration.
The indefinite Hd -integral, as an additive interval function, is defined on all
dyadic intervals on [0,1] and can be extended to the algebra of sets generated
by this family of dyadic intervals. The indefinite Hd -integral of a function f is
known (see [14]) to be differentiable with respect to the dyadic basis a.e., with the
dyadic derivative equal to f a.e. on [0,1].
Now to define the dyadic path integral we define the system of dyadic paths.
If x is a dyadic-irrational we denote by P−(x) and P+(x) the convergent to x
sequences (an(x)) and (bn(x)), respectively, which are given by the definition of
the basic dyadic sequence of intervals. Then the set Px = {x} ∪ P−(x) ∪ P+(x)
is the dyadic path at x . In the case of a dyadic-rational x , we denote by P−(x)
(respectively, by P+(x)) the sequence of the left (respectively, right) end-points
of the intervals from the left (respectively, right) basic sequence. The definition of
the dyadic path is the same as in the case of the dyadic-irrationals.
We denote by P the local path-system generated by these dyadic paths. The
internal intersection condition for P follows from the next lemma.
Lemma 4.1. If x1, x2 belong to [0,1], x1 < x2, then there exists a point y such
that
{y} = P+(x1)∩P−(x2) ∩ (x1, x2).
Proof. We can find for points x1, x2 the minimal dyadic interval [an, bn] such
that x1, x2 ∈ [an, bn]. It is easy to see that the middle point of this interval is the
required point y . ✷
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In view of the last property we can use for the dyadic path-system P all the
theory developed for path derivatives and path integrals (see [7,13]), in particular
all the results of the previous section, related to the local systems satisfying the
internal intersection condition.
The following specific property of the dyadic paths will be very helpful in
establishing relation between the P-derivative and the dyadic derivative defined
by (9).
Lemma 4.2. Let x ∈ [0,1) (respectively, x ∈ (0,1]) and b ∈ P+(x) (respectively,
a ∈ P−(x)). If x < y < b (respectively, a < y < x), then b ∈ P+(y) (respectively,
a ∈ P−(y)).
Proof. The condition b ∈ P+(x) means that b is the right end-point of a dyadic
interval [an, bn] of the basic sequence to which x belongs. It is clear that y belongs
to the same interval. So b ∈ P+(y). A similar argument can be used for the left
side. ✷
Lemma 4.3. If the extreme dyadic derivatives DdF and DdF of a function F are
finite at a dyadic-irrational point x0, then there exists P-limx→x0 F(x).
Proof. Let [an, bn] be the basic dyadic sequence of intervals convergent to x0.
Put
kn = F(bn)− F(an)
bn − an .
It follows from our assumption that there exists a constant C > 0 such that
|kn|  C for all n = 0,1,2, . . . . We have either bn = bn+1 or an = an+1. In the
last case
F(bn)= F(an)+ kn(bn − an), F (bn+1)= F(an)+ kn+1(bn+1 − an),
and we compute
∣∣F(bn+1)− F(bn)∣∣ |kn+1||bn+1 − an| + |kn|∣∣(bn − an)∣∣
C 1
2n+1
+C 1
2n
= 3C
2n+1
.
So the difference of two consecutive elements of the sequence F(bn) are major-
ized by the geometric progression. Hence the sequence F(bn) is convergent. In
the same way we prove the convergence of the sequence F(an).
It is clear that from our assumption on the extreme derivatives we have
limn→∞(F (bn) − F(an)) = 0. So both sequences converge to the same limit
which is the P-limit at x0 of the function F . ✷
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This lemma makes it possible to extend the indefinite Hd -integral F(x) =∫ x
0 f , as a point function, being originally defined only on the set of all dyadic-
rationals, to the set of all those dyadic-irrationals at which the derivative DdF
exists, i.e., we can put F(x0)= P-limx→x0 F(x) at each such a point x0. In this
way the indefinite Hd -integral becomes defined as a point function at least almost
everywhere on [0,1].
We are checking below that if DPF(x) exists at a point x , then DdF(x) also
exists and is equal to DPF(x) at the same point.
A remarkable fact is that the converse is also true. We deduce this from the
following result, which in some other terms is in fact obtained in [26, Lemma 4].
Proposition 4.1. Let x be a dyadic irrational point and let {[an, bn]} be the basic
dyadic sequence convergent to x . Assume that for a function F defined at least at
points an, bn, n = 0,1,2, . . . , there exists a real number l, a positive number A
and a natural number n0 such that for all n n0 the following inequality holds:∣∣∣∣F(bn)− F(an)bn − an − l
∣∣∣∣A.
Then for α = limn→∞F(an)= limn→∞ F(bn) (the existence and the equality of
these limits is supplied by Lemma 4.3) and for all n n0 we have∣∣∣∣F(bn)− αbn − α − l
∣∣∣∣ 5A,
∣∣∣∣F(an)− αan − α − l
∣∣∣∣ 5A.
Theorem 4.1. Let a function F be P-continuous at a point x ∈ [0,1]. Then
(i) the upper and lower dyadic path derivatives DPF and DPF are finite at x
if and only if the extreme dyadic derivatives DdF and DdF are finite at this
point;
(ii) the dyadic path derivative DPF exists at x if and only if the dyadic derivative
DdF exists at the same point. In this case DPF(x)=DdF(x).
Proof. If x is a dyadic rational point then the dyadic path derivativeDP coincides
with the derivative Dd by definitions. The same is true for the extreme derivatives
at such a point. So we consider only the case of a dyadic irrational point x .
“If” part. P-continuity of F means that
lim
n→∞F(an)= limn→∞F(bn)= F(x).
Then, to get finiteness of the extreme P-derivatives we can use Proposition 4.1
with α = F(x), l = 0 andA given by finiteness ofDdF(x) andDdF(x). To prove
the existence of P-derivative we can apply Proposition 4.1 with l =DdF(x) and
arbitrarily small A.
“Only if” part. Consider the basic dyadic sequence {[an, bn]} convergent to x .
Then for each n the following obvious estimate holds:
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min
{
F(bn)− F(x)
bn − x ,
F (an)− F(x)
an − x
}
 F(bn)− F(an)
bn − an max
{
F(bn)− F(x)
bn − x ,
F (an)− F(x)
an − x
}
.
This implies
DPF(x)DdF(x)DdF(x)DPF(x).
So the extreme dyadic derivatives are finite if the P-derivatives are finite and the
dyadic derivative exists if the P-derivative exists. ✷
Theorem 4.2. If the extreme P-derivatives of a function F are finite on a meas-
urable set E, then F is P-differentiable a.e. on E.
Proof. It can be proved directly but we prefer, having in mind Theorem 4.1, to
reduce the statement to the known Ward-type theorem for dyadic derivatives.
By Theorem 4.1 the extreme dyadic derivatives are finite on the given set E.
Then using Ward-type theorem for dyadic derivative (see [24, p. 192]) we get
that function F has finite dyadic derivative almost everywhere on E. Note that
finiteness of the extreme P-derivatives at a point supplies P-continuity at this
point. Then application of the “if” part of (ii) in Theorem 4.1 completes the
proof. ✷
Theorem 4.3. Let F be a P-continuous function on [a, b] and let E ⊂ [a, b] be
a closed set. If the variational measure V PF is σ -finite on all negligible Borel
subsets of E then it is σ -finite on E.
Proof. The first part of the demonstration is a simplified version of our proof
in [5] of a similar theorem related to some other class of bases. Suppose that V PF
is not σ -finite on E. Let Q⊂E be the set of all points x ∈E for which V PF is not
σ -finite on E ∩ (c, d) for every interval (c, d) containing x . It is clear that Q is
perfect.
We remove from Q the countable set T of all its one-side isolated points and
put P = Q \ T . We show now that, under our hypothesis, for each x ∈ P the
measure V PF is not σ -finite on P ∩ (c, d) for every interval (c, d) containing x .
Indeed if Ij , j = 1,2, . . . , denote the intervals complementary to Q in (c, d) then,
having in mind that T is a Borel set and that V PF is additive on Borel sets, we get
V PF
(
E ∩ (c, d))= V PF (P ∩ (c, d))+ V PF (T ∩ (c, d))
+ VPF
(
E ∩
(⋃
j
Ij
))
.
The set T is Borel and negligible. Hence by assumption of the theorem V PF is
σ -finite on T ∩ (c, d). It is easy to see that it is also σ -finite on E ∩ (⋃j Ij ). Then
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if it were σ -finite on P ∩ (c, d), it would be σ -finite on E ∩ (c, d) and that would
contradict our definition of Q (remember that x ∈ P ∩ (c, d)⊂Q∩ (c, d)).
Note that having taken P to be the set without one-side isolated points we have
achieved that if P has nonempty intersection with a closed interval I , then it is
also intersecting the interior of I .
We shall come to the desired contradiction using a specially constructed neg-
ligible set N ⊂E.
The construction is the same as in [5]. So we can omit the inductive steps
and just state that as a result of the inductive process the following sequence of
families of pairs (I (k)j , x
(k)
j ) is constructed:
(1) for each k = 1,2, . . . , the family {(I (k)j , x(k)j )}j is finite, x(k)j ∈ P and each
interval I (k)j is either of the form [x(k)j , y] with y ∈ P+(x(k)j ) or of the form
[y, x(k)j ] with y ∈ P−(x(k)j );
(2) P ∩ I (k)j = ∅;
(3) each I (k)j is contained in some I (k−1)i ;
(4) each I (k−1)i contains at least two intervals I (k)j ;
(5) ∑j |I (k)j |< 2−k ;
(6) each point x(s)i , for s  k − 1, belongs to I (k)j for some j ;
(7) ∑
j : I
(k)
j ⊂I (k−1)i |∆F(I
(k)
j )|> 2k for each i .
Now we put N =⋂k⋃j I (k)j . Because of (1)–(5) the set N is perfect, N ⊂E
and |N | = 0. Because of (6) the points x(k)j are in N for all k = 1,2, . . . and all j .
Since N is a negligible Borel subset of E, then the measure VPF must be, by
hypothesis, σ -finite on N . Let Np , p = 1,2, . . . , be disjoint subsets of N on each
of which VPF is finite and whose union is all of N . Take a P-choice γ so that the
γ -variation on Np (see (2))
Var(βγ ,F,Np) <∞ (10)
for each p = 1,2, . . . . According to the definition of the path-system, to our
choice γ there corresponds a positive function η such that γ ⊃ Px∩(x−η(x), x+
η(x)). Let
Lm =
{
x ∈N : η(x) > 1/m}
for each m= 1,2, . . . . The sets Lm∩Np , for m= 1,2, . . . and p = 1,2, . . . , form
a countable cover of N .
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By Baire category theorem, for some m and p, the set Lm ∩ Np is dense in
a nonempty portion of N defined by some interval J . By passing to a subinterval,
if necessary, we can assume that
|J |< 1/m. (11)
Note that from (10) we get the following estimate from above:
Var(βγ ,F,Lm ∩Np)Var(βγ ,F,Np) <∞. (12)
Now we shall obtain the estimate of Var(βγ ,F,Lm ∩Np) from below which will
contradict (12).
Since J contains points of N there must be for all sufficiently large k some i
so that I (k−1)i ⊂ J . Each interval I (k)j ⊂ I (k−1)i must contain a point of N . Since
Lm∩Np is dense in the portionN ∩J each such interval also contains a point tj ∈
Lm ∩Np . We notice that the points x(k)i related to the partition {(I (k)j , x(k)j )} with
I
(k)
j ⊂ I (k−1)i belong to N ∩ J and hence the points tj ∈ Lm ∩Np can be chosen
sufficiently close to x(k)j . Fix I
(k)
j and, having in mind condition (1), assume that
it is of the form [x(k)j , y], where y ∈ P+(x(k)j ). The case I (k)j = [y, x(k)j ], where
y ∈ P−(x(k)j ), is treated in a similar way. We now use P-continuity of F and find
y˜ ∈ S+(x(k)j ) such that y˜ < y and
∣∣F(y˜)− F (x(k)j )∣∣< 13
∣∣∆F (I (k)j )∣∣. (13)
Choose tj ∈ Lm ∩Np ∩ [x(k)j , y˜]. Then (13) implies∣∣F(y)− F(tj )∣∣+ ∣∣F(y˜)−F(tj )∣∣

∣∣F(y)−F(y˜)∣∣ ∣∣F(y)− F (x(k)j )∣∣− ∣∣F(y˜)− F (x(k)j )∣∣

∣∣∆F (I (k)j )∣∣− 13
∣∣∆F (I (k)j )∣∣= 23
∣∣∆F (I (k)j )∣∣.
This inequality shows that at least one of the differences |F(y) − F(tj )| or
|F(y˜)−F(tj )| is greater or equal than (1/3)|∆F(I (k)j )|. Denote by I˜ (k)j one of the
intervals [tj , y] and [tj , y˜] for which this inequality holds. Notice that according
to Lemma 4.2 the points y and y˜ belong to P+(tj ). Considering in the same way
the case where x(k)j is the right end-point of the interval I
(k)
j and repeating this
construction for all I (k)j ⊂ I (k−1)j ⊂ J we find a γ -fine partition {(I˜ (k)j , tj )} on
Lm ∩Np for which, according to condition (7),
∑
j
∣∣∆F (I˜ (k)j )∣∣ 13
∑
j
∣∣∆F (I (k)j )∣∣ 2
k
3
.
As this can be done for all sufficiently large k we come to a contradiction with
(12) as required to complete the proof. ✷
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Corollary 4.1. Let F be a function on [a, b] and let E ⊂ [a, b] be a closed set. If
the variational measure V PF is absolutely continuous on E, then it is σ -finite.
Proof. Absolute continuity of V PF obviously implies P-continuity of F on E.
Then we can apply Theorem 4.3. ✷
We use now the above results for getting a full descriptive characterization of
the dyadic path integral.
We need the following result.
Proposition 4.2. Let F be a P-continuous function on [a, b] and let E ⊂ [a, b]
be a Borel subset of [a, b]. If the variational measure V PF is σ -finite on E, then
the extreme P-derivatives are finite almost everywhere on E.
Proof. It is the same as for the ordinary extreme derivatives (see, for example, [3,
p. 6] or [33, p. 850]). ✷
Corollary 4.2. Let F be a P-continuous function on [a, b] and let E ⊂ [a, b] be
a measurable set. If the variational measure VPF is σ -finite on all negligible Borel
subsets of E, then the extreme P-derivatives are finite almost everywhere on E.
Proof. Let E∞ = {x ∈ E: DPF(x)=+∞} ∪ {x ∈ E: DPF(x)=−∞}. From
P-continuity of F it easily follows that F is measurable. This in turn implies
measurability of the extreme derivatives of F . So the set E∞ is measurable and it
is enough to prove that every closed set K ⊂ E∞ is negligible. By Theorem 3.1
and our assumptions, VPF is σ -finite on K . Then by Proposition 4.2 we have|K| = 0. ✷
Theorem 4.4. A functionF is the indefiniteP-integral of some integrable function
f on [0,1] if and only if F generates an absolutely continuous variational
measure V PF .
Proof. The “only if” part is given by property (P3) of Section 3. In the opposite
direction assume that VPF is absolutely continuous. Then Corollary 4.2 and
Theorem 4.2 imply that the finite P-derivative DPF exists a.e. on [0,1]. Then
the P-integrability of DPF , with indefinite P-integral F , follows by standard
arguments (see, for example, [23] and [6, Theorem 4.4]). ✷
For the Hd -integral the analogue of this theorem is proved in [5].
The following property of P-integral is the consequence of Theorem 3.2 and
Proposition 3.1.
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Proposition 4.3. The indefinite P-integral F of a P-integrable function f on
[0,1] is a P-continuous [ACG]-function with F ′ap(x) = DP (x) = f (x) a.e. on
[a, b].
We use this property to compare the P-integral with some other integrals.
First of all using a remark at the end of the previous section we show that
the P-integral is not compatible with the approximate Henstock integral (AH-
integral) (see the definition in [15]) and the classes of integrable functions for
these integrals are different.
Example 4.1. Put an = 1 − 1/2n, bn = an + un, cn = an+1 − vn, n = 1,2, . . . ,
where positive un and vn are chosen so small that the set E =⋃∞n=1(bn, cn) has
1 as a density point. Define function F on [0,1) putting
F(x)=


0 if x ∈ [0,1/2)∪ {an}∞n=1,
1 if x ∈E,
linear if x ∈ [an, bn] and x ∈ [cn, an+1], n= 1,2, . . . .
Note that {an} = P−(1), hence P-limx↑1F(x) = 0. At the same time
lim apx↑1F(x)= 1.
Function f (x) = F ′(x) is obviously both P- and AH-integrable and F(x)=
(P) ∫ x0 f = (AH) ∫ x0 f for all x ∈ [0,1). But, because of condition of respective
continuity, we have
(P)
1∫
0
f = 0 = 1= (AH)
1∫
0
f.
Example 4.2. Using the same notation as in the previous example, choose un and
vn so that the density of the set E at the point 1 and the density of its complement
at the same point are equal to 1/2. Then the function f (x) = F ′(x) defined as
above is P-integrable on [0,1], but it is not AH-integrable on [0,1] because
lim apx↑1F(x) does not exist.
In a similar way it is possible to construct an example of an AH-integrable
function which is not P-integrable.
Now we compare P-integral with Hd -integral.
In [27] it is constructed an example of an Hd -integrable function whose indef-
inite Hd -integral is continuous but not VBG. So, having in mind Proposition 4.3,
we get
Theorem 4.5. There exists an Hd -integrable function which is not P-integrable.
At the same time it is easy to check that any P-integrable function is Hd -
integrable. So the P-integral is properly included into the Hd -integral.
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Although classes ofP-integrable and Hd -integrable functions are different, the
classes of so called exact primitives, i.e., the primitives differentiable everywhere,
with respect to correspondent basis, coincide according to Theorem 4.1. Follow-
ing [24], we shall call an integral defined by such primitives, the Newton integral
with respect to basis under consideration. In these terms we can state
Theorem 4.6. The Newton dyadic integral and the Newton path dyadic integral
are equivalent on [0,1].
In the above mentioned example from [27] the indefinite Hd -integral is not
VBG only on some negligible set. We can show now that this “bad set” cannot be
bigger. This is seen from the following property of the Hd -integral.
Theorem 4.7. If F is an indefinite Hd -integral on [0,1], then [0,1] = N ∪ E,
where |N | = 0 and F is (ACG) on E.
Proof. The dyadic derivative DdF(x) exists a.e. on [0,1]. By Theorem 4.1(ii)
the dyadic path derivative DPF(x) also exists a.e. on [0,1]. Then by a known
theorem for path derivatives (see [7]) F is (ACG) on the set where it is P-differ-
entiable. ✷
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