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Abstract
The Cauchy problem for the Camassa – Holm equation with step-like initial
conditions is reformulated as a Riemann – Hilbert problem. Then the ini-
tial value problem solution is obtained then in a parametric form from the
Riemann – Hilbert problem solution.
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1. Introduction
An inverse scattering approach, based on an appropriate Riemann –
Hilbert problem formulation, is developed for the step-like initial value prob-
lem for the Camassa – Holm (CH) equation on the line, whose form is
ut−utxx+2ωux+3uux = 2uxuxx+uuxxx, −∞ < x <∞, t > 0, (1.1)
u(x, 0) = u0(x). (1.2)
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Here u0(x) is a step-like function, that is u0(x) → cl as x → −∞ and
u0(x) → cr as x → +∞, where cl, cr are some real constants. We consider
real-valued classical solutions u(x, t) of the CH equation (1.1), which rapidly
tend to their limits as x→ ±∞, that is for any T ≥ 0
max
0≤t≤T
+∞∫
−∞
(1 + |x|)l+1×
× (|m(x, t)− clH(−x)− crH(x)|+ |mx(x, t)|+ |mxx(x, t)|) dx <∞, (1.3)
where l ≥ 0 is some integer and H(x) =
{
1, x ≥ 0,
0, x < 0
is the Heaviside
function.
The Camassa-Holm equation describes the unidirectional propagation of
shallow water waves over a flat bottom (R. Camassa, D. Holm, J. Hyman,
[8], [9]) as well as axially symmetric waves in a hyper-elastic rod (H. Dai
[14]). Firstly it was found using the method of recursion operators as a
bi-Hamiltonian equation with an infinite number of conserved functionals
(A. Fokas, B. Fuchssteiner [15]).
For the case of vanishing initial data cl = cr = 0 the Riemann–Hilbert
reformulation of CH equation and further asymptotic analysis was done by
D.Shepelsky with coauthors [2], [4],[3], [7] by transforming Lax pair into
suitable for asymptotical analysis form. Alternative approach based directly
on the scattering theory for the underlying Sturm – Liouville operator was
developed by G.Teschl and A.Kostenko with coauthors [6].
Here we derive approach based on [6], but the approach based on [2] can
be developed as well. We suppose that there exists a classical solution of
the Cauchy problem (1.1),(1.2), and that this solution satisfies the following
condition for all values of time t ≥ 0:
m(x, t) + ω
cr + ω
> 0, (1.4)
where
m(x, t) := u(x, t)− uxx(x, t)
is the so-called "momentum" variable. Also we suppose that cl+ω
cr+ω
> 0.
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The Camassa – Holm equation (1.1), quantity
cl + ω
cr + ω
and function
m(x, t) + ω
cr + ω
are invariant (see [17], p.4) under the transformation
(ω, u(x, t)) 7→ (αω − β, v(x, t) = αu(x− βt, αt) + β),
so there are only two nonequivalent cases: (cr = 0, ω = 1, cl =: c > 0) and
(cr = 0, ω = 1, cl ∈ (−1, 0)).We restrict ourselves to the first case, moreover,
we will not assume that ω = 1, so we have
(
cr = 0,
c
ω
> 0
)
.
Our goal is to develop the inverse scattering approach to the CH equation
with step-like initial data, in view of its further application for studying the
long-time asymptotics. In section 2 we recall basic facts about Camassa–
Holm equation, introduce Jost solutions, prove lemma 2.5 which guarantee
boundedness of the right transmission coefficient at the edge of spectrum
at the point
i
2
√
c
c+ ω
. In sections 3 and 4 we state two Riemann–Hilbert
problems, for the right and left spectral parameter, respectively. To deal with
RH problem which is continuous up to conjugation contour, in section 3 we
assume m(x, 0) ≤ x for all x. In section 4 to this end we suppose that l = 1
in the formula (1.3). In section 5 Camassa-Holm solution is reconstructed
via RH problem solution. Two conservative laws for step-like solutions of CH
equation are obtained ((2.9), (5.59)).
2. Lax pair for CH equation, Liouville transformation, Jost solu-
tions and spectral funcions
In this section we derive a vector Riemann – Hilbert problem directly
from the scattering theory for the Sturm – Liouville operator with a step-
like potential [10], [1]. We begin by recalling some required results for the
Camassa – Holm equation [11],[12], [2],[6].
The starting point for our considerations is the Lax representation: the
CH equation is the compatibility condition of two linear equations
ω
m+ ω
(
−ϕ′′xx +
1
4
ϕ
)
= λϕ , (2.5a)
ϕt = −
( ω
2λ
+ u
)
ϕ′x +
ux
2
ϕ . (2.5b)
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Assuming that m+ω
ω
≥ 0, equation (1.1) can be equivalently written as(√
m+ ω
ω
)
t
= −
(
u
√
m+ ω
ω
)
x
. (2.6)
Introduce Liouville transform
y = y(x, t) ≡ x−
+∞∫
x
(√
m(x˜, t) + ω
ω
− 1
)
dx˜, (2.7)
ψ(y) = 4
√
m+ ω
ω
ϕ(x). (2.8)
There is a conservative law
℘ = x
(√
c+ ω
ω
− 1
)
−c
√
c+ ω
ω
t+
x∫
−∞
(√
m(ξ, t) + ω
ω
−
√
c+ ω
ω
)
dξ+
+
+∞∫
x
(√
m(ξ, t) + ω
ω
− 1
)
dξ (2.9)
which can be checked directly.
Due to the conservative law (2.9) y can be also expressed in the following
way:
y = x−
+∞∫
x
(√
m+ ω
ω
− 1
)
dr = (2.10)
= −℘ +
√
c+ ω
ω
x− ct + x∫
−∞
(√
m+ ω
c+ ω
− 1
)
dr
 ,
so y → ±∞ as x→ ±∞ and vise versa.
Spectral problem (2.5a) now reads as follows:
−ψ′′yy(y, t; k) + v(y, t)ψ(y, t; k) = k2ψ(y, t; k), (2.11)
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or, equivalently,
−ψ′′yy(y, t; k) +
(
v(y, t) +
c
4(c+ ω)
)
ψ(y, t; k) = z2ψ(y, t; k). (2.12)
Here
λ =: k2 +
1
4
=: z2 +
ω
4(c+ ω)
, (2.13)
and
v(y, t) = − m
4(m+ ω)
+
ω
4
mxx
(m+ ω)2
− 5ω
16
m2x
(m+ ω)3
, (2.14)
so v(y, t) → 0 as y → +∞, and v(y, t) → − c
4(c+ ω)
as y → −∞. From
our assumption (1.3) we get that v(y, t) + c
4(c+ω)
∈ L1(R−, (1 + |y|)dy) and
v(y, t) ∈ L1(R+, (1 + |y|)dy). We will consider z as a function of k,
z = z(k) =
√
k2 +
c
4(c+ ω)
,
where the branch of the cut across the segment
(
i
√
c
4(c+ω)
,−i
√
c
4(c+ω)
)
is
fixed by the condition z ∼ k as k →∞.
Spectral problems (2.11), (2.12) are well studied (see [13], [1], [5]), and
all results known for them can be readily applied.
Lemma 2.1. There exist two Jost solutions ϕ±(x, t; k) which solve the system
of differential equations (2.5) and satisfy
lim
x→−∞
4
√
c+ ω
ω
exp
{
iz
√
c+ ω
ω
(
x−
(
c+
ω
2λ
)
t
)}
ϕ−(x, t; k) = 1, (2.15)
lim
x→+∞
e−ikx+
iωkt
2λ ϕ+(x, t; k) = 1. (2.16)
Function exp
{
−izt
√
(c+ω)ω
2λ
}
ϕ−(x, t; k) is analytic for ℑz(k) > 0 and con-
tinuous for ℑz(k) ≥ 0,
function exp
{
iktω
2λ
}
ϕ+(x, t; k) is analytic for ℑk > 0 and continuous for
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ℑk ≥ 0. As k →∞, ℑk ≥ 0, we have
ϕ−(x, t; k) = 4
√
ω
m+ ω
·
· exp
−iz
√
c+ ω
ω
x+ x∫
−∞
(√
m+ ω
c + ω
− 1
)
dx˜−
(
c+
ω
2λ
)
t
 ·
·
1− 1
2ik
y∫
−∞
(
v(y˜, t) +
c
4(c+ ω)
)
dy˜ +O
(
k−2
) , (2.17)
ϕ+(x, t; k) =
4
√
ω
m+ ω
exp
ik
x− +∞∫
x
(√
m+ ω
ω
− 1
)
dx˜
− iωkt
2λ
 ·
(2.18)
·
1− 1
2ik
+∞∫
y
v(y˜, t)dy˜ +O
(
k−2
) . (2.19)
Moreover, the following relations are satisfied:
ϕ±(x, t; k) = ϕ±(x, t;−k),
ϕ−(x, t; k ± 0) = ϕ−(x, t; k ∓ 0), k ∈
(
i
√
c
4(c+ ω)
, −i
√
c
4(c+ ω)
)
;
ϕ+(x, t; k) = ϕ+(x, t; k), k ∈
(
i
√
c
4(c+ ω)
, 0
)
;
ϕ−(x, t; k ± 0) = ϕ−(x, t; k ± 0), k ∈
(
i
√
c
4(c+ ω)
, −i
√
c
4(c+ ω)
)
.
Proof. This is straightforward from the corresponding results for the spectral
problem (2.11) (see [10]) by virtue of the Liouville transform (2.7), (2.8). Just
notice
ϕ−(x, t; k) = 4
√
ω
m+ω
exp
{
−i℘z + i
√
(c+ω)ω zt
2λ
}
ψK− (y, t; k),
ϕ+(x, t; k) = 4
√
ω
m+ω
e
−iωkt
2λ ψK+ (y, t; k),
(2.20)
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where ℘ is a conserved quantity of CH equation (2.9) and ψK± (y, t; k) are the
Jost solutions of (2.11) determined by their aymptotics
e+izy ψK− (y, t; k)→ 1 as y → −∞, ℑz ≥ 0
e−iky ψK+ (y, t; k)→ 1 as y → +∞, ℑk ≥ 0. (2.21)
Lemma 2.2. Jost solutions ϕ±(x, t; k) determined by (2.15), (2.16) satisfy
t-equation (2.5b).
Proof. We follow the well-known idea from [16], chapter 4, paragraph 2.
First the statement is to be proved for real k and then can be extended by
analyticity to ℑk ≥ 0, ℑz ≥ 0, respectively. Let ϕ(x, t; k) be one of the
functions ϕ±(x, t; k). It is straightforward that if ϕ(x, t; k) satisfy (1.1) and
(2.5a), then(
ϕt +
( ω
2λ
+ u
)
ϕx − ux
2
ϕ
)
xx
=
=
(
1
4
− λ(m+ ω)
ω
)(
ϕt +
( ω
2λ
+ u
)
ϕx − ux
2
ϕ
)
,
i.e. ϕt +
(
ω
2λ
+ u
)
ϕx − ux2 ϕ satisfies the same differential equation (2.5a) as
ϕ. If we define by ϕˆ another solution of (2.5a) such that ϕ and ϕˆ are linear
independent, then there exist independent on x functions A(t; k), B(t; k)
such that
ϕt(x, t; k) +
( ω
2λ
+ u(x, t)
)
ϕx(x, t; k)− ux(x, t)
2
ϕ(x, t; k) =
= A(t; k)ϕ(x, t; k) +B(t; k)ϕˆ(x, t; k).
For ψ(y, t; k) = 4
√
m+ ω
ω
ϕ(x, t; k), ψˆ(y, t; k) = 4
√
m+ ω
ω
ϕˆ(x, t; k)
the last equation reads as
ψt+
ω
2λ
√
m+ ω
ω
ψy −
(
umx
4(m+ ω)
+
mt
4(m+ ω)
+
ux
2
+
ωmx
8λ(m+ ω)
)
ψ =
= Aψ+Bψˆ. (2.22)
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a) Now let us take ϕ(x, t; k) = ϕ+(x, t; k) and ϕˆ(x, t; k) = ϕ+(x, t; k).
Function ψ(x, t; k) defined by (2.8) has the following asymptotic behavior as
x→ +∞ for ℑk = 0 :
e
−iky+ 2 iωkt
4k2+1 ψ+(y, t; k)→ 1, y → +∞, Im k = 0,
e
−iky+ 2 iωkt
4k2+1 ψ′+,y(y, t; k)→ ik, y → +∞, Im k = 0,
e
−iky+ 2 iωkt
4k2+1 ψ′+,t(y, t; k)→
−2ikω
4k2 + 1
, y → +∞, Im k = 0.
Substituting these asymptotics into (2.22) and taking the limit as y →
+∞ we get 0 in the left-hand-side, which is possible only if A(t; k) ≡ 0,
B(t; k) ≡ 0.
b) Now let us take ϕ(x, t; k) = ϕ−(x, t; k) and ϕˆ(x, t; k) = ϕ−(x, t; k).
Function ψ(y, t; k) defined (2.8) has the following asymptotic behavior as
x→ +∞ for ℑk = 0 :
e
i(y+℘)z(k)− 2 i
√
(c+ω)ω t z(k)
4k2+1 ψ−(y, t; k)→ 1, y → −∞, Im z(k) = 0.
e
i(y+℘)z(k)− 2 i
√
(c+ω)ω t z(k)
4k2+1 ψ−,y(y, t; k)→ −iz(k), y → −∞, Im z(k) = 0.
e
i(y+℘)z(k)− 2 i
√
(c+ω)ω t z(k)
4k2+1 ψ−,t(y, t; k)→ 2i
√
(c+ ω)ω z(k)
4k2 + 1
, y → −∞,
Im z(k) = 0.
Substituting these asymptotics into (2.22) and taking the limit as y →
−∞ we get 0 in the left-hand-side, which is possible only if A(t; k) ≡ 0,
B(t; k) ≡ 0.
Next, we have the scattering relations
ϕ−(x, t; k) = a+(k) ϕ+(x, t; k) + b+(k) ϕ+(x, t; k), k ∈ R \ {k = 0} ,
(2.23a)
ϕ+(x, t; k) = a−(k) ϕ−(x, t; k) + b−(k) ϕ−(x, t; k), z(k) ∈ R,ℑk ≥ 0,
(2.23b)
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where a−1± (k),
b±(k)
a±(k)
are the transmission and reflection coefficients respec-
tively. Introduce also Wronskian
W (k) := W {ϕ−(x, t; k), ϕ+(x, t; k)} = ϕ− · ∂ϕ+
∂x
− ϕ+ · ∂ϕ−
∂x
. (2.24)
We need the following preliminary lemmas:
Lemma 2.3. Spectral functions a±(k), b±(k) have extended domains of def-
inition and are expressed in terms of ϕ±(x, t; k) as follows:
1. W {ϕ−(x, t; k), ϕ+(x, t; k)} = 2ik a+(k), ℑz(k) ≥ 0;
2. W
{
ϕ+(x, t; k), ϕ−(x, t; k)
}
= 2ik b+(k), z(k) ∈ R ∩ ℑk ≤ 0;
3. W {ϕ−(x, t; k), ϕ+(x, t; k)} = 2iz(k) a−(k), ℑz(k) ≥ 0;
4. W
{
ϕ+(x, t; k), ϕ−(x, t; k)
}
= 2iz(k) b−(k), z(k) ∈ R ∩ ℑk ≥ 0.
They possess the following properties:
I. a+(−k) = a+(k), ℑz(k) ≥ 0;
b+(−k) = b+(k), z(k) ∈ R ∩ ℑk ≤ 0;
II. a−(−k) = a−(k), k ∈ C c+; b−(−k) = b−(k), z(k) ∈ R∩ℑk ≥ 0;
III. k a+(k) = z(k)a−(k), ℑz(k) ≥ 0;
k b+(k) = −z(k)b−(k), z(k) ∈ R ∩ ℑk ≥ 0;
IV. b+(k ± 0) = a+(k ∓ 0), b−(k ± 0) = a−(k ∓ 0),
b−(k±0) = a−(k ± 0), b+(k±0) = a+(k±0), k ∈
[
0, i
√
c
4(c+ ω)
]
;
V. a+(k)b−(k) + a−(k)b+(k) = 0, z(k) ∈ R ∩ ℑk ≥ 0,
a+(k)b−(k) + a−(k)b+(k) = 0, k ∈ R \ {0} ,
k
z(k)
(|a+(k)|2 − |b+(k)|2) = 1, k ∈ R \ {0} ;
z(k)
k
(|a−(k)|2 − |b−(k)|2) = 1, k ∈ R \ {0} .
Lemma 2.4. Function W (k) (2.24) possesses the following properties:
• W (k) is analytic in ℑz(k) > 0 and continuous in ℑz(k) ≥ 0;
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• W (k) 6= 0 for any k ∈
{
k : z(k) ∈ R ∧ ℑk ≥ 0 ∧ k 6= i
√
c
4(c+ ω)
}
.
• zeros of W (k) in the domain ℑz(k) > 0 are simple and lie in the
interval
(
i
√
c
4(c+ ω)
,
i
2
)
.
Proof. It is sufficient to prove only the third property, as first two are im-
mediate from corresponding results from [13]. The fact that the discrete
spectrum may lie only in the interval
(
i
√
c
4(c+ω)
,+i ∞
)
, also follows from
[13]. The fact that it indeed can lie only in the interval
(
i
√
c
4(c+ω)
, i
2
)
, can
be proved as in [11, Claim 2, p. 962].
The following lemma establishes a condition on an initial data which
provides W
(
i
√
c
4(c+ω)
)
6= 0.
Lemma 2.5. Suppose that for all x ∈ R
m(x, 0)− c
c+ ω
≤ 0.
Then W
(
i
√
c
4(c+ω)
)
6= 0.
Proof. Define k0 = i
√
c
4(c+ω)
, λ0 = λ(k0), and suppose that W (k0) = 0. In
that case the Jost solutions ϕ−(x, t; k0) and ϕ+(x, t; k0) are linearly depen-
dent, that is there exists a constant C ∈ C \ {0} such that ϕ−(x, t; k0) =
Cϕ+(x, t; k0). From (2.15), (2.16) we conclude that function
ϕ(x, t) := exp
{
−iz
√
c+ω
ω
(
c+ ω
2λ
)
t
}
ϕ−(x, t; k0) possesses the following prop-
erties (notice that z(k0) = 0):
4
√
m+ ω
ω
ϕ(x, t)→ 1, ϕx(x, t)→ 0, as x→ −∞,
ϕ(x, t)→ 0, ϕx(x, t)→ 0, as x→ +∞.
Equation (2.5a) can be rewritten as follows:
−ϕxx(x, t) + 1
4
ϕ(x, t) = λ0
m+ ω
ω
ϕ(x, t),
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where λ0 = k
2
0 +
1
4
= ω
4(c+ω)
. Multiply the last equation by ϕ and integrate
from R to +∞ :
+∞∫
R
−ϕxx(x, t)ϕ(x, t)dx+ 1
4
+∞∫
R
|ϕ(x, t)|2dx=λ0
+∞∫
R
m+ ω
ω
|ϕ(x, t)|2dx.
By integrating by parts and transferring of a summand to the right side of
the equation, we get
−ϕxϕ
∣∣+∞
R +
+∞∫
R
|ϕx(x, t)|2dx =
+∞∫
R
m− c
4(c+ ω)
|ϕ(x, t)|2dx.
Here we can take the limit as R→ −∞, and so come to the equation
+∞∫
−∞
|ϕx(x, t)|2dx =
+∞∫
−∞
m(x, t)− c
4(c+ ω)
|ϕ(x, t)|2dx.
As the left-hand side is strictly positive, and the right-hand side is non-
positive for t = 0, we come to contradiction with the statement of the lemma.
So, W (k0) 6= 0.
Lemma 2.6. The transmission coefficients a−1± are meromorphic for ℑz(k) >
0 with simple poles at iκ1, ..., iκN ,
√
c
4(c+ω)
< κN < ... < κ1 <
1
2
, and contin-
uous for k ∈ {k : ℑz(k) ≥ 0 ∧ ℑk ≥ 0 ∧ z(k) 6= 0} . Moreover, if
1. we take l = 0 in (1.3) and require that ∀x ∈ R : c > m(x, 0),
then a−1+ is continuous up to the point z(k) = 0;
2. we take l = 1 in (1.3), then a−1− is continuous up to the point z(k) = 0.
Asymptotically as k →∞ we have
a−1± (k) = e
i℘k
(
1 + O(k−1)
)
. (2.25)
The residues of a−1+ (k) and a
−1
− (k(z)) are given by
Res iκj
1
a+(k)
= iµjγ
2
+,j = Res z(iκj)
1
a−(k(z))
= iµ−1j γ
2
−,j (2.26)
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where
γ−2±,j :=
+∞∫
−∞
(ϕ±(x, t; iκj))
2 m+ ω
ω
dx > 0 (2.27)
and ϕ+(x, t; iκj) = µjϕ−(x, t; iκj) with quantities γ±,j, µj independent on t.
Note that if aK± (k, t), b
K
± (k, t), γ
K
±,j(t), µ
K
j (t),
WK(t; k) ≡W {ψK− (y, t; k), ψK+ (y, t; k)} ≡ ψK− · ∂ψK+∂y − ψK+ · ∂ψK−∂y
are the corresponding quantities for (2.11), then
a±(k) = a
K
± (k, t) exp
{
−i℘z + i
√
(c+ ω)ω zt
2λ
− iωkt
2λ
}
,
b±(k) = bK± (k, t) exp
{
±
(
−i℘z + i
√
(c+ ω)ω zt
2λ
+
iωkt
2λ
)}
,
γ+,j = γ
K
+,j(t) exp
{
iωkjt
2λj
}
,
γ−,j = γK−,j(t) exp
{
i℘zj − i
√
(c+ ω)ω zjt
2λj
}
,
µj = µ
K
j (t) exp
{
i℘zj − i
√
(c+ ω)ω zjt
2λj
− iωkjt
2λj
}
with λj := λ(kj), zj := z(kj),
W (k) = exp
{
−i℘z + i
√
(c+ ω)ω zt
2λ
− iωtk
2λ
}
WK(t; k)
and hence all results known for (2.11) are easily applied in our situation.
Particularly, as
i
√
(c+ ω)ω zt
2λ
− iωkt
2λ
=
itc
2
(
z
√
c
ω
+ 1 + k
) ,
then a±(k) are regular at the point k =
i
2
.
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3. Vector Riemann – Hilbert problem (1).
Suppose that the condition of lemma 2.5 is satisfied. We define a vector
Riemann – Hilbert problem as follows: sectionally meromorphic function
Vr(x, t; k) = (Vr, 1(x, t; k), Vr, 2(x, t; k)) is defined by

4
√
m+ω
ω
(
1
a+(k)
ϕ−(x, t; k) eig(y,t;k) , ϕ+(x, t; k) e−ig(y,t;k)
)
, ℑz(k) > 0,
4
√
m+ω
ω
(
ϕ+(x, t; k) e
ig(y,t;k) ,
1
a+(k)
ϕ−(x, t; k) e−ig(y,t;k)
)
, ℑz(k) < 0,
(3.28)
where g(y, t; k) = ky − 2ωkt
4k2+1
.
We are interested in the jump relations of Vr(x, t; k) on the contour Σr =
R ∪
[
i
√
c
4(c+ω)
,−i
√
c
4(c+ω)
]
. The orientation of the contour is chosen as
follows: from −∞ to +∞ and from +i
√
c
4(c+ω)
to −i
√
c
4(c+ω)
. Positive side of
the contour is on the left, negative is on the right. By M±(x, t; k) we denote
the limit from the positive/negative side of the contour.
The scattering relations (2.23) and lemma 2.6 provides the following prop-
erties of function Vr(x, t; k) :
1. The analyticity:
Vr(x, t; .) is meromorphic in C \ Σr with simple poles at ±iκj and con-
tinuous up to the boundary;
2. The jump relations: for k ∈ Σr
V −
r
(x, t; k) = V +
r
(x, t; k)Jr(x, t; k), where
Jr(x, t; k) =
(
1 b+(k)
a+(k)
e−2ig(y,t;k)
− b+(k)
a+(k)
e2ig(y,t;k) z(k)
k |a+(k)|2
)
, k ∈ R\{0}; (3.29)
Jr(x, t; k) =
(
1 0
z(k+0)
k a+(k−0)a+(k+0) e
2ig(y,t;k) 1
)
, k ∈
(
i
√
c
4(c+ ω)
, 0
)
;
(3.30)
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Jr(x, t; k) =
1 z(k + 0)k a+(k − 0) a+(k + 0) e−2ig(y,t;k)
0 1
 , k ∈ (0,−i√ c
4(c+ ω)
)
;
(3.31)
3. The pole relation: for j = 1, ..., N
ResiκjVr(x, t; k) = lim
k→iκj
Vr(x, t; k)
(
0 0
iγ2+,je
2ig(y,t;iκj) 0
)
, (3.32a)
Res−iκjVr(x, t; k) = lim
k→−iκj
Vr(x, t; k)
(
0 −iγ2+,je2ig(y,t;iκj)
0 0
)
;
(3.32b)
4. Symmetry relations:
Vr(x, t; k) = Vr(x, t;−k) = Vr(x, t; k)
(
0 1
1 0
)
, (3.33)
Vr(x, t;−k) = Vr(x, t; k);
5. asymptotics at the infinity:
Vr(x, t; k)→
(
1 1
)
as k →∞. (3.34)
Regular Riemann–Hilbert problem. It is useful to transform our
meromorphic RH problem defined in section 3 to holomorphic RH problem.
In order to achieve this, we define function V̂r(x, t; k) as follows:
V̂r(x, t; k) =

Vr(x, t; k)
 1 0−iγ2+,je2ig(y,t;iκj)
k − iκj 1
 , |k − iκj| < ε,
Vr(x, t; k)
1 iγ2+,je2ig(y,t;iκj)k + iκj
0 1
 , |k + iκj| < ε,
Vr(x, t; k), elsewhere,
(3.35)
where ε > 0 is sufficiently small number such that circles |k − iκj | do not
intersect and lie in the domain ℑz(k) > 0.
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Lemma 3.1. Vector-valued function V̂r(x, t; k) solves the following RH prob-
lem: find a sectionally-holomorphic function V̂r(x, t; k) which satisfies the
following:
1. V̂r(x, t; .) is holomorphic away of the contour Σr and circuits Cj :=
{k : |k − iκj | = ε} , Cj := {k : |k + iκj | = ε} . The orientation on Cj,
Cj is counterclockwise, so the positive side is inside the circuits.
2. jump condition V̂ −
r
(x, t; k) = V̂ +
r
(x, t; k)Ĵr(x, t; k) is satisfied, where
Ĵr(x, t; k) ≡ Jr(x, t; k), k ∈ Σr,
Ĵr(x, t; k) =
 1 0iγ2+,je2ig(y,t;iκj)
k − iκj 1
 k ∈ Cj; (3.36)
Ĵr(x, t; k) =
1 −iγ2+,je2ig(y,t;iκj)k + iκj
0 1
 k ∈ Cj; (3.37)
3. Symmetry relations:
V̂r(x, t; k) = V̂r(x, t;−k) = V̂r(x, t; k)
(
0 1
1 0
)
, (3.38)
V̂r(x, t;−k) = V̂r(x, t; k);
4. V̂r(x, t; k)→
(
1 1
)
as k →∞.
4. Riemann–Hilbert problem (2)
Alternative Riemann-Hilbert problem can be stated for spectral parame-
ter z in assumption that l = 1 in (1.3). Let us define sectionally-meromorphic
function
Vl(x, t; z) =
15
=
4
√
m+ ω
ω
(
1
a−(k(z))
ϕ+(x, t; k(z))e
−ig˜(y,t;z) , ϕ−(x, t; k(z))eig˜(y,t;z)
)
,
ℑz > 0,
4
√
m+ ω
ω
(
ϕ−(x, t; k(z))e−ig˜(y,t;z) ,
1
a−(k(z))
ϕ+(x, t; k(z))e
ig˜(y,t;z)
)
,
ℑz < 0,
(4.39)
where g˜(y, t; z) = z(y + ℘)− 2
√
(c+ω)ω zt
4z2+ ω
c+ω
.
Scattering relations (2.23) and lemma 2.6 implies that Vl(x, t; z) satisfies
the following conjugation problem:
1. Vl(x, t; .) is meromorphic in C \R and continuous up to the boundary;
2. V −
l
(x, t; z) = V +
l
(x, t; z)Jl(x, t; z), where
Jl(x, t; z) =
 1
b−(k(z))
a−(k(z))
e2ig˜(y,t;z)
− b−(k(z))
a−(k(z))
e−2ig˜(y,t;z)
k(z)
z |a−(k(z))|2
 ,
z ∈
(
−∞,−
√
c
4(c+ ω)
)
∪
(√
c
4(c+ ω)
,+∞
)
; (4.40)
Jl(x, t; z) =
 1
b−(k(z + i0))
a−(k(z + i0))
e−2ig˜(y,t;z)
− b−(k(z + i0))
a−(k(z + i0))
e2ig˜(y,t;z) 0
 ,
z ∈
(
−
√
c
4(c+ ω)
,
√
c
4(c+ ω)
)
; (4.41)
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3. The pole relation: for j = 1, ..., N
ResizjVl(x, t; k) = lim
z→zj
Vl(x, t; z)
(
0 0
iγ2−,je
−2ig˜(y,t;zj) 0
)
, (4.42a)
Res−izjVl(x, t; z) = lim
z→−zj
Vl(x, t; z)
(
0 −iγ2−,je−2ig˜(y,t;zj)
0 0
)
;
(4.42b)
4. Symmetry relations:
Vl(x, t; z) = Vl(x, t;−z) = Vl(x, t; z)
(
0 1
1 0
)
, (4.43)
Vl(x, t;−z) = Vl(x, t; z);
5. Vl(x, t; z) →
(
1 1
)
as z →∞.
5. Reconstruction of the Camassa–Holm solution from RH prob-
lem
The following lemma reads exactly as its analogue in vanishing case ([6,
lemma 3.5]), but proof should be modified.
Lemma 5.1. Functions Vr(x, t; k) and Vl(x, t; z) defined in (3.28)and (4.39),
respectively, satisfy the following relations:
Vr, 1(x, t;
i
2
)
Vr, 2(x, t;
i
2
)
= ex−y, (5.44)
Vr, 1(x, t; k)Vr, 2(x, t; k) =
√
m+ ω
ω
(
1 +
2i
ω
u(x, t)
(
k − i
2
)
+O
(
k − i
2
)2)
,
(5.45)
k → i
2
,
and
Vl, 1(x, t;
i
2
√
ω
c+ω
)
Vl, 2(x, t;
i
2
√
ω
c+ω
)
= e
√
ω
c+ω
(y+℘)−x+ct = exp

x∫
−∞
(√
m+ ω
c+ ω
− 1
)
dr
 ,
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(5.46)
Vl,1(x, t; z)Vl, 2(x, t; z) =
=
√
m+ ω
c+ ω
(
1 +
2i (u(x, t)− c)√
ω(c+ ω)
(
z − i
2
√
ω
c+ ω
)
+O
(
z − i
2
√
ω
c+ ω
)2)
,
(5.47)
z → i
2
√
ω
c+ ω
.
Proof The Jost solutions ϕ±(x, t; k) can be represented as follows:
ϕ+(x, t; k) = µ+(x, t; k) exp{ikx− 2iωkt
4k2 + 1
},
ϕ−(x, t; k) = 4
√
ω
c+ ω
µ−(x, t; k) exp
{
−i
√
c+ ω
ω
xz + i
√
c+ ω
ω
tz
(
c+
2ω
4k2 + 1
)}
,
where µ±(x, t; k) are the solutions of the integral equations
µ+(x, t; k) = 1 +
k2 + 1
4
2ikω
+∞∫
x
(
1− e−2ik(x−r))µ+(r, t; k)m(r, t)dr, (5.48)
µ−(x, t; k) = 1+
k2 + 1
4
2iz
√
ω(c+ ω)
x∫
−∞
(
1− e2iz(x−r)
√
c+ω
ω
)
µ−(r, t; k) (m(r, t)− c) dr.
(5.49)
Here the values of µ± at the point k = i2 can be determined due to the
observation that (2.5a) becomes explicitly solvable at λ = 0.
Existence and uniqueness of solutions of (5.49),(5.48) is established, for
example, in [16]. Moreover, µ+ is analytic for ℑk > 0, µ− is analytic for
ℑz(k) > 0.
Since k2 + 1
4
= (k − i
2
)(k + i
2
), we get
µ+(x, t; k) = 1 +
i
ω
F+(x, t)
(
k − i
2
)
+O
(
k − i
2
)2
, k → i
2
, (5.50)
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µ−(x, t; k) = 1− i
ω
F−(x, t)
(
k − i
2
)
+O
(
k − i
2
)2
, k → i
2
, (5.51)
where
F+(x, t) =
+∞∫
x
(
ex−r − 1)m(r, t)dr, (5.52)
F−(x, t) =
x∫
−∞
(
e−x+r − 1) (c−m(r, t)) dr. (5.53)
Differentiating with respect to x, we get
µ′+(x, t; k) =
i
ω
F ′+(x, t)
(
k − i
2
)
+O
(
k − i
2
)2
, k → i
2
, (5.54)
µ′−(x, t; k) = −
i
ω
F ′−(x, t)
(
k − i
2
)
+O
(
k − i
2
)2
, k → i
2
, (5.55)
with
F ′+(x, t) =
+∞∫
x
ex−rm(r, t)dr, (5.56)
F ′−(x, t) = −
x∫
−∞
e−x+r (c−m(r, t)) dr. (5.57)
Next, straightforward calculations show that
a+(k) =
W{ϕ−(x, t; k), ϕ+(x, t; k)}
2ik
= 4
√
ω
c+ ω
(1+
+
i
ω
[
F+ − F− − F ′+ − F ′− − c(x+ 1) + ct
(
3c
2
+ 2ω
)](
k − i
2
)
+O
(
k − i
2
)2)
=
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= 4
√
ω
c+ ω
{
1 +
i
ω
H0[u]
(
k − i
2
)
+O
(
k − i
2
)2}
, (5.58)
where
H0[u] =
∫ x
−∞
(c−m(r, t)) dr−
+∞∫
x
m(r, t)dr−c(x+1)+ c(3c+ 4ω)t
2
(5.59)
is a conserved quantity of the CH equation.
Substituting (5.51), (5.50) and (5.58) into (3.28), and taking into account
u(x, t) = (1− ∂2x)−1m(x, t) =
1
2
∫
R
e−|x−r|m(r, t)dr,
we come to
Vr, 1(x, t; k) =
4
√
m+ ω
ω
e(x−y)/2
(
1 +
[−i
ω
H0[u]− i
ω
F−(x, t)+
−ixc + ω
ω
+ iy +
ict(3c+ 4ω)
2ω
](
k − i
2
)
+O
(
k − i
2
)2)
,
Vr, 2(x, t; k) =
= 4
√
m+ ω
ω
e(y−x)/2
(
1 +
(
i
ω
F+(x, t) + i(x− y)
)(
k − i
2
)
+O
(
k − i
2
)2)
,
and thus to (5.44), (5.45). Formulas (5.46), (5.47) can be proved in analogous
manner. 
6. Uniqueness.
6.1. Uniqueness of RH problems by the right scattering data.
In this section we prove the uniqueness of the RH problems 1.-5. of the
section 3 under assumtion that the classical solution of the Cauchy problem
(1.1), (1.2), (1.3), (1.4) exists for all values of time. Then we can construct
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the matrix-valued function Mr(x, t; k) =
(
Mr,11(x, t; k) Mr,12(x, t; k)
Mr,21(x, t; k) Mr,22(x, t; k)
)
by
the formulas 12a+(k) ( 4√m+ωω ϕ− − 1ik 4√ ωm+ωϕ′−,x) eig 12 ( 4√m+ωω ϕ+ − 1ik 4√ ωm+ωϕ′+,x) e−ig
1
2a+(k)
(
4
√
m+ω
ω
ϕ− + 1ik
4
√
ω
m+ω
ϕ′−,x
)
eig 1
2
(
4
√
m+ω
ω
ϕ+ +
1
ik
4
√
ω
m+ω
ϕ′+,x
)
e−ig
 ,
ℑz(k) > 0, (6.60)
12
(
4
√
m+ω
ω
ϕ+ − 1ik 4
√
ω
m+ω
ϕ′+,x
)
eig 1
2a+(k)
(
4
√
m+ω
ω
ϕ− − 1ik 4
√
ω
m+ω
ϕ′−,x
)
e−ig
1
2
(
4
√
m+ω
ω
ϕ+ +
1
ik
4
√
ω
m+ω
ϕ′+,x
)
eig 1
2a+(k)
(
4
√
m+ω
ω
ϕ− + 1ik
4
√
ω
m+ω
ϕ′−,x
)
e−ig
 ,
ℑz(k) < 0, (6.61)
Here we denote g = g(y, t; k) = ky − 2ωkt
4k2+1
, ϕ± = ϕ±(x, t; k), ϕ± =
ϕ±(x, t; k). Matrix-valued function Mr has the following properties:
1. Matrix-valued function Mr(x, t; k) is meromorphic in the domain C\Σr.
2. Matrix-valued function Mr(x, t; k) satisfies the same jump relations as the
vector-valued function (3.28).
3. Mr satisfies the same pole relations as the vector-valued function (3.28).
Indeed, the derivatives of the Jost solutions ϕ′± satisfy the same scattering
relations (2.23) as the Jost solutions. The function k does not have any jump
along the contour Σr, hence any linear combination of Jost solutions and its
derivatives satisfies the same jump conditions as the vector-valued function
(3.28), and in particular, this holds for Mr(x, t; k).
Asymptotics for the derivatives of the Jost solutions is given by for-
mal differentiation of formulas (2.17), (2.18), so the matrix-valued function
Mr(x, t; k) tends to the identity matrix as k →∞.
Mr has the following behavior at the point k = 0:
1.a
(
O (1) −α±
ik
+O (1)
O (1) α±
ik
+O (1)
)
, k → 0,ℑk > 0,±ℜk ≥ 0;(−α±
ik
+O (1) O (1)
α±
ik
+O (1) O (1)
)
, k → 0,ℑk < 0,±ℜk ≥ 0;
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and satisfies the following symmetry relations and asymptotics at the infinity:
4.(a) Symmetry relations:
Mr(x, t; k) =Mr(x, t;−k) =
(
0 1
1 0
)
Mr(x, t; k)
(
0 1
1 0
)
, (6.62)
Mr(x, t;−k) = Mr(x, t; k);
5.(a)
Mr(x, t; k)→
(
1 0
0 1
)
as k →∞. (6.63)
It is easy to show that the solution of the RH problem 1.-5. is unique.
(Let us notice, that this RH problem does not have Schwartz symmetry:
Jr(k)J
∗
r
(k) 6= I. This makes possible the uniqueness of a non-regular solu-
tion.)First of all, without loss of generality we can assume absence of poles at
±iκj , because we can transform the RH problem to a regular one as in (3.35).
Further, as det Jr = 1, detMr is a meromorphic function with a possible sim-
ple pole at the point k = 0. As k →∞, detMr → 1. Hence, detMr = 1 + bk .
Due to symmetry condition 4(a) we get that detMr(−k) = detMr(k), and
hence b = 0, so detMr = 1. If the RH problem 1.-5. has another solu-
tion M˜r, then MrM˜
−1
r
can have only simple pole at the origin: it follows
from the structure 1.a of poles at the origin. So, MrM˜
−1
r
is a meromor-
phic matrix-valued function with a possible simple pole at the point k = 0,
hence MrM˜
−1
r
= I + A
ik
, where A =
(
A11 A12
A21 A22
)
. Due to the symme-
try properties 4(a), we get that the matrix A has the following structure:
Aij ∈ R, A11 = −A22, A21 = −A12. The determinant of I + Aik equals 1, this
gives A211+A
2
21 = 0 and so it proves the uniqueness of the matrix RH problem
1.-5.
With the help of this matrix function Mr we can prove the uniqueness of
the vector RH problem 1.-5. from the section 3. Indeed, as Vr and Mr satisfy
the same jump conditions, their quotient VrM
−1
r
does not have any jump
along the contour Σr, and therefore VrM
−1
r
is a meromorphic vector-valued
function with a possible simple pole at the point k = 0 and asymptotics at
the infinity equals (1, 1). Due to the symmetry relation 4. of the section
3 and due to the symmetry relation 4.a of the present section, we get that
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VrM
−1
r
satisfies the symmetry relations 4. of the section 3. So,
VrM
−1
r
=
(
1 +
A
ik
, 1− A
ik
)
. (6.64)
According to the property 1.a, the function Mr(x, t; k) has the following
behavior as k → 0, ℑk > 0, ℜk > 0:
Mr(k) =
(
β +O(k) −α
ik
+ x+O(k)
γ +O(k) α
ik
+ y +O(k)
)
, (6.65)
where α ∈ R. From the fact that detMr(x, t; k) = 1, we get
α(β + γ) = 0. (6.66)
Let us multiply (6.64) from the right by (6.65). We have
Vr =
(
VrM
−1
r
)
Mr(k) =
(
1 +
A
ik
, 1− A
ik
)(
β +O(k) −α
ik
+ x+O(k)
γ +O(k) α
ik
+ y +O(k)
)
=
=
(
A(β−γ)
ik
+O(1), 2Aα
k2
+ A(x−y)
ik
+O(1)
)
,
and, taking into account boundedness of Vr as k → 0, we have
A(β − γ) = 0, Aα = 0, A(x− y) = 0. (6.67)
Consider the system of equations (6.66), (6.67). Suppose first that A 6= 0.
Then
α = 0, β = γ, x = y,
and formula (6.65) reads as
Mr(k) =
(
β +O(k) x+O(k)
β +O(k) x+O(k)
)
, hence detMr(k) = O(k) 6= 1.
We get a contradiction. It proves that the matrix A = 0. From this and from
(6.64) we get
VrM
−1
r
= (1, 1).
If V˜r(x, t; k) is another solution of the vector RH problem from the section
3, then
VrM
−1
r
= (1, 1) = V˜rM
−1
r
and, taking into account detMr = 1, we have Vr = V˜r, which is what had to
be proved.
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6.2. Uniqueness of general vector RH problem.
As to the RH problem stated by the left scattering data, we can repeat
the procedure of the previous subsection, and construct the matrix-valued
function Ml. The distinction is that pole behavior at z = 0 involves all
4 elements of the corresponding matrix RH problem solution. It provides
non-uniqueness of the non-regular matrix RH problem solution. Indeed, the
RH problem now is stated on the real line, and satisfies Schwartz symmetry
principle; this means existence of a regular solution to the RH problem.
However, we still have the uniqueness of the vector RH problem. This is a
general fact, and we prove it in a general form.
Lemma 6.1. Suppose Σ ∈ C is a smooth contour, with possible self-intersections.
The following RH problem has a unique solution: to find a vector-valued func-
tion V (x, t; z) that satisfies the following properties
1. V (y, t; .) is holomorphic in C \ Σ and continuous up to the boundary;
2. V −(x, t; z) = V +(x, t; z)J(y, t; z), z ∈ Σ, where
J(y, t; z) = e−izyσ3J0(t; z)e
izyσ3 ≡ e−izyσ3
(
J11(t; z) J12(t; z)
J21(t; z) J22(t; z)
)
eizyσ3 .
J0(t; z) is a continuous function on the contour Σ and det J0(t; z) ≡ 1;
3. Symmetry relations:
V (y, t; z) = V (y, t;−z) = V (y, t; z)
(
0 1
1 0
)
, (6.68)
V (y, t;−z) = V (y, t; z);
4. V (y, t; z)→ (1 1) as z →∞.
Proof. Suppose V (y, t; z) = (V1(y, t; z), V2(y, t; z)) satisfies the RH problem
stated above. The jump relation 2
V −1 = V
+
1 J11 + V
+
2 e
2iyzJ21, V
−
2 = V
+
1 e
−2iyzJ12 + V
+
2 J22,
can be rewritten as analogues of scattering relations between Jost solutions:
V −1 e
−iyz = V +1 e
−iyzJ11+V
+
2 e
iyzJ21, V
−
2 e
iyz = V +1 e
−iyzJ12+V
+
2 e
iyzJ22,
(6.69)
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Differentiating (6.69) by y, we get
(V −1 e
−iyz)y = (V +1 e
−iyz)yJ11 + (V +2 e
iyz)yJ21, (6.70)
(V −2 e
iyz)y = (V
+
1 e
−iyz)yJ12 + (V +2 e
iyz)yJ22. (6.71)
Dividing the last two equations by iz, we get that functions 1±iz (V1,2e
±iyz)y
satisfy the same jump relations and asymptotics for large z as the functions
V1,2e
±iyz. Taking then half-sums and half-difference between these functions,
using (6.70) and (6.69), and then by multiplying them by e±iyz, we organize
these functions as a matrix
M(y, t; z) =
(
V1 − 12iz (V1)y − 12iz (V2)y
1
2iz
(V1)y V2 − 12iz (V1)y
)
. (6.72)
Function M(y, t; z) satisfies the same jump conditions as V (y, t; z), sym-
metry conditions (6.62), and asymptotics (6.63). As det J = 1, the deter-
minant of M does not have any jump across Σ. Furthermore, it is a mero-
morphic function with at most a simple pole at z = 0: indeed, it equals
detM =
V1V2, y − V2V1, y
2iz
+ V1V2. (6.73)
Due to symmetry properties (6.62) it detM be represented as
detM = 1 +
b
iz
, b(y, t) ∈ R.
But due to properties (6.62) we conclude that detM(z) = detM(−z), so
b ≡ 0 and detM = 1. Due to (6.73) we get
V1V2, y − V2V1, y
2iz
+ V1V2 = 1. (6.74)
Suppose V˜ = (V˜1, V˜2) is another solutions of the vector RH problem stated
in Lemma 6.1. Then by dividing it from the right on M , we see that the
quotient does not have any jump across Σ, so it meromorphic with at most
a simple pole at z = 0,
V˜ M−1 =
(
1− b
iz
, 1 +
b
iz
)
, b = b(x, t) ∈ R.
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Next, multiply the above relationship by M from the right; we get
(V˜1, V˜2) =
(
1− b
iz
, 1 +
b
iz
)(
V1 − 12izV1, y − 12izV2, y
1
2iz
V1, y V2 − 12izV1, y
)
= (6.75)
=
(
bV1, y
−z2 +
bV1
−iz + V1,
bV2, y
−z2 +
bV2
iz
+ V2
)
.
We recall that V˜ is a bounded function at z = 0. Suppose first that b 6= 0.
Then the vector (
V1, y
−z2 +
V1
−iz ,
V2, y
−z2 +
V2
iz
)
is also bounded at z = 0. Multiply the first element by V2, the second by
−V1, and add them. By using (6.74), we get
−V2
(
V1, y
−z2 +
V1
−iz
)
+ V1
(
V2, y
−z2 +
V2
iz
)
=
−2
iz
,
we come to contradiction, that is why b ≡ 0. So, V˜ = (1, 1)M = V. That is
what had to be proved.
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