With the increasing competition in the telecommunications industry, the operators try their best to increase telecom income via various measures, one of which is to set an amount of income as a goal to make the encouragement. Since accurate forecast of income plays an important role in income target setting, this paper builds a time series Autoregressive Integrated Moving Average Model (ARIMA) based on the analysis of income data. Two important issues are involved when setting up the ARIMA model: first, smooth the old data and identify the model, and then estimate the parameters in the model by SPSS software. As a result, we set up an ARIMA (1,2,1) model with order 1 auto-regression, order 2 difference and order 1 lag. Finally, computer simulations are made based on the real data from a telecommunication company and experimental results show that the proposed model fits income data well and performs well in forecasting.
INTRODUCTION
With the development of the telecommunications industry, rapid expansions of market demands have gradually become saturated. Operators convert their attention from users to income. They try their best to increase telecom income via various measures, one of which is to set an amount of income as a goal to make the encouragement. Therefore, accurate forecast of income has attracted more and more attention. The income of telecommunications industries can be divided into two parts, business income and subsidy income. Business income can also be further divided into main business income and other business income. Main business income mainly refers to the revenue which includes the sales of finished products and semi-finished products as well as providing industrial services, while other business income refers to part time sales and other business activities beyond the company's basic business. Subsidy income refers to government subsidies which are income-related, and government grants related to assets, etc. The complexity of the income structure determines that it may difficult to forecast the income on details of the revenue since it needs to collect large amounts of data [1] [2] [3] [4] . Moreover, if there exists a small deviation in the part of the data, it will be amplified during the accumulation, and the final estimation of income will have a great deviation and thus makes it no sense for the result.
Many factors affect the income, such as the demand of the market, the policy of subsidies, and the invention of new products, etc. There are a lot of issued to be determined if we analyze the income from the relationship between factors and the variation of income. Moreover, most of the factors in this part only have certain relationship other than precise data values. Therefore, most of the previous studies adopt qualitative analysis.
Considering the aforementioned problems, this paper adopts a time series model ARIMA [5, 6] instead of analyzing the revenue breakdown and the factors affected the income. The main advantage of the ARIMA model used for revenue forecasting is that economic rules or social rules of income indicators don't need be considered. Since it is very difficult to get these rules, and some of them can only be quantitatively analyzed, while some can only be qualitatively analyzed, and also some are even unpredictable factors. ARIMA model starts from history data, making use of mathematical methods to mine the regularity and invisible point of data. Only two indicator values are needed for the ARIMA model to predict revenue in future: time and income, which are very easy to get. Meanwhile, ARIMA model has no restriction on the regularity of data. Therefore, seasonal and periodical data can also be applied to the model by certain transformation. Compared to ARIMA model, regression analysis requires that the variance of the sample data are equal and independent, and neural networks is not conducive to be widely used since its operations and the principles are relatively complex although it has high accuracy. In recent years, as a result of its obvious advantages, ARIMA model has applied in many areas [7] [8] [9] . It is also used to forecast and analyze telecom income. But the problems are that these available analyses are not exhaustive on the description of the application of the ARIMA model and the explanation of parameter identification is not clear enough, or even skip some of the steps in the model. Moreover, most analyzes of the ARIMA model are made by the Eviews software, and the corresponding explanation and analysis of parameters are also based on the results in connection with Eviews. It is weird that as one of the commonly used analytical software, SPSS software is rarely used for the application of the ARIMA model. Therefore, this paper follows the general process of the ARIMA model, using SPSS to establish the ARIMA time series model, and make a detailed analysis for each parameter, judgment, and step in this model, mining internal rules contained in the data to get more accurate predictive value.
BACKGROUND KNOWLEDGE

Introduction of the Time Series
Stationary Time Series
Stationary time series refers to the statistical rules of time series which do not vary over time. Intuitively, a stationary time series can be seen as a fluctuating curve around its average value. Theoretically, there are two kinds of stability, one of which is strictly-sense stationary or completely stationary, while the other is wide-sense stationary or generalized stationary.
The definition of strictly stationary conditions is relatively harsh. The series can be considered stable only when all of the statistical properties of the series do not change over time.
Wide-sense stationary is defined by using statistical measurements of the characteristics of series. It involves the statistical properties of the series determined by its lower order moments. A time series can be considered wide-sense stationary if its average value and variance functions are constant, and its correlation coefficient does not change over time.
White Noise Series
White noise series is a special stationary series. It is de- Cov y y = , and then it is called the white noise series. White noise series is a stationary series, whose random variable covariance is 0 at different points. This feature is often called "no memory", which means its changes do not follow any rules and people cannot speculate its direction in future based on its history characteristics. The model can be considered to have achieved good results when its residual series become white noise series and there remains no more information can be identified in the deviance residuals.
ARIMA (p, d, q) Model
Autoregressive Integrated Moving Average Model (ARIMA model) [10] , , , p is the autoregressive coefficient, and
, , , q is the moving average coefficient.
When 0 p = , the model is called the moving average model, denoted as MA(q); when 0 q = , the model is called autoregressive model, denoted as AR (p). Fig. (1) shows the general modeling process of ARIMA. First, smooth the data, and then identify the model, followed by estimating the parameters. After residual test and data fitting, forecast will start. Fig. (1) . The process of building ARIMA model.
Modeling Process
THE APPLICATION OF ARIMA MODEL IN TELECOM INCOME
Data Collection and Smoothing
The data in this study comes from the income of China Telecom business analysis systems. The data during 2011.1 to 2012.12 of a province will be used as the analysis data, whose income-time chart is shown in Fig. (2) , while the data from 2013.3 to 2013.5 will be used to validate the fitting of the model to the data, and finally forecast the data in June 2013 by the model. The time series is required to be a stationary series with zero average value. Here the series only required to satisfy wide-sense stationary. So it is necessary to test the time series on the following three aspects: zero average value, constant variance, and correlation coefficient only related to time interval and independent of specific time. ARIMA model can be used only when time series meets the above three condition. It can be seen from Fig. (2) that income series is an annual cycle. It shows an increasing tendency, and the income value does not fluctuating around zero. Therefore, the series does not match ARMAI model since it is not a null means stationary series.
The method of generating non-stationary time series stationary involves logarithm and differential. The series t Z can be obtained by logarithmic the original time series t Y once and then differential it twice. t Z will be divided into two sub-series on an annual basis [11] . Then, verify the smooth of the new series on three aspects: average value, variance, and correlation coefficient as follow.
Tables (1-3) show the average values of sub-series, the variance of sub-series, and the correlation coefficient of sub-series, respectively. In Table 1 , column 2 shows the number of data in the sub-series, columns 3, 4, and 5 lists the average value, the standard deviation, and the variance of the two sub-series. As shown in Table 2 , the data in row 1 involves group variances while row 2 involves variances inside groups. Columns 2 to 5 lists the square of deviance, the degree of freedom, and the F equals to the ratio of group variances and variances inside groups. The significance coefficient Sig. always equals a significance level of 0.05 or 0.01. Negate the hypothesis when the significant coefficient below the critical value, which means that there are no significant differences in the average value in the different groups. Tables 1 and 2 show that the average value of two sub-series in 2011 and 2012 is close to 0, that the variability of the average value and variance is small, and that the significant coefficient 0.665 > 0.05. As a result, the related data shows that the hypothesis is true. This means that time has no significant influence on income. The data listed in row 1 in Table 3 shows that the correlation coefficient of sub-series in 2011 and 2012 is 0.244 
Model Identification
Identification of the model involves two steps: first, determine which model should be adopted, AR(P) model , MA(q) model or ARIMA(p, d, q) model, and then determine the value of p, d, q in Eq.(1). The two identifications depend on the property of ACF and PACF, which is shown in Table 4 . Figs. (3 and 4) involve the analysis of autocorrelation and partial correlation about series t Z . It indicates that the ARIMA (p, d, q) model can be adopted as the two figures with tailing. As a result, the above analysis indicates that differential the original time series t Y twice can obtain stationary series t Z , thus parameter d equals to 2. Note that the autocorrelation and partial correlation begin to decay from k = 2, thus p and q equal to 1 or 2. Therefore, we get four possible models: ARIMA(1,2,1) model, ARIMA(1,2,2) model, ARIMA (2,2,1) model , and ARIMA (2,2,2). Compare these four models with each other by SPSS , and the results as listed in Table 5 . As can be seen for this table, the smooth R-square represents the estimation value of the total variation explained by the model, and the larger the value, the better the fitting degree (the maximum value equals to 1). MAPE represents the average absolute percentage error. The smaller the value, the better it is. As one of the most commonly used evaluation criteria, the smaller the value of the standardized BIC, the better it is. Obviously, the final model will be different with a different evaluation. If you want to choose a smooth R-square as the largest model, it should be ARIMA (2,2,2). By contrast, if you want to choose the minimum value of MAPE, it should be ARIMA (1, 2,1), and if you want to choose the smallest standardized BIC, it should be ARIMA (1,2,1 ). Considering the model fitting degree of the history data, that is using the MAPE index [12] as the standard, based on the fact that MAPE index and standardized BIC index identify the same model, we choose the ARIMA (1,2,1) model.
Parameter Estimation
The parameters of ARIMA (1,2,1) model can be evaluated by SPSS software, which is shown in Table 6 . The model can be stated as follows:
0.94 0.99
Model Validation
It needs to test the residual series to determine whether the model has reached the optimum. If the residual series is a white noise series, which indicates that all residuals are random and that it cannot be used to make improvements to the model, then the model has reached its optimum and can be used to forecast. On the contrary, the model needs to be reidentified. Fig. (5) shows the autocorrelation of residual series in the ARIMA (1,2,1) model. As is shown in this figure, all correlation coefficients fall within the range randomly, and the residual series is a white noise series. Table 7 lists the income forecasting of the data from 2013.1 to 2013.5 with the ARIMA (1,2,1) model. It can be seen from Fig. (7) that the maximum error is about 1.8% in March 2013, and the smallest error is about 0.4% in May 2013. So the average error is about 1% of the predicted five months, which means that the model can accurately forecast the telecom income data of a province.
Income Forecasting
After forecasting by the ARIMA (1,2,1 ) model, the income of June 2013 is 689,244,328 Yuan.
Currently all provinces have established a variety of BI analysis system to support the daily management and operation decision of the telecom. Statistical analysis techniques and data mining technology can help top decision makers and business executives understand the business situation, monitor key production and operation targets and operational risks, identify potential law, and forecast future trends. Many provinces regard income forecasting as one of the key topics. ARIMA model used in this study does not involve huge data and complex system. Only based on simple data, methods, and tools, we can get a more accurate income forecasting value to help top managers in companies grasp income trends. The method proposed in this paper can be used as a reference method for other analysts.
CONCLUSION
The past estimation on telecom income mostly depends on empirical analysis or qualitative forecast. It is difficult to meet the precise needs although they can calculate out the income trend. In this paper, we construct time series for the telecom income from the historical data, use SPSS software to calculate the time series model, get optimal parameters, and fit income data in five month. The results show that the model simulates income data well and can be used to predict income in the future.
This study builds the model only based on data in 24 months, so the seasonal analysis of the data is not involved. The fitting degree of data in March is not very good due to seasonal factors. A more comprehensive ARIMA model can be built in the future based on more historical data including the trend, seasonal, and cyclical factors.
