Magneto-and electro-encephalography (MEG/EEG) non-invasively record human brain activity with 20 millisecond resolution providing reliable markers of healthy and disease states. Relating these 21 macroscopic signals to underlying cellular-and circuit-level generators is a limitation that constrains 22 using MEG/EEG to reveal novel principles of information processing or to translate findings into new 23 therapies for neuropathology. To address this problem, we built Human Neocortical Neurosolver (HNN, 24 https://hnn.brown.edu) software. HNN has a graphical user interface designed to help researchers and 25 clinicians interpret the neural origins of MEG/EEG. HNN's core is a neocortical circuit model that 26 accounts for biophysical origins of electrical currents generating MEG/EEG. Data can be directly 27 compared to simulated signals and parameters easily manipulated to develop/test hypotheses on a 28 signal's origin. Tutorials teach users to simulate commonly measured signals, including event related 29 potentials and brain rhythms. HNN's ability to associate signals across scales makes it a unique tool for 30 translational neuroscience research.
Introduction 33 34
Modern neuroscience is in the midst of a revolution in understanding the cellular and genetic substrates 35 of healthy brain dynamics and disease due to advances in cellular-and circuit-level approaches in 36 animal models, e.g., two-photon imaging and optogenetics. However, the translation of new discoveries 37 to human neuroscience is significantly lacking (Badre, Frank, & Moore, 2015; Sahin et al., 2018) . To
The focus of HNN is to study how J p is generated by the assembly of neurons in the brain at the 162 microscopic scale. Currently, the process of estimating the primary current sources with inverse 163 methods, or calculating the forward solution from J p to the measured sensor level signal, is separate 164 from HNN. A future direction is to integrate the top-down source estimation software with our bottom-up 165 HNN model for all-in-one source estimation and circuit interpretation (see Discussion).
167
HNN's underlying neural model contains elements that can simulate the primary current dipoles (J p ) 168 creating EEG/MEG signals in a biophysically principled manner (Figure 1) . Specifically, HNN simulates 169 the primary current from a canonical model of a layered neocortical column via the net intracellular 170 electrical current flow in the pyramidal neuron dendrites in a direction parallel to the apical dendrites 171 (see red arrow in Figures 1 and 2 , and further discussion in Materials and Methods) (Hämäläinen et al., 172 1993; Ikeda et al., 2005; S. R. Jones, 2015; Murakami et al., 2003; Murakami & Okada, 2006; Okada et 173 al., 1997) . With this construction, the units of measure produced by the model are the same as those 174 estimated from source localization methods, namely, ampere-meters (Am), enabling one-to-one 175 comparison of results. This construction is unique compared to other EEG/MEG modeling software (see 176 Discussion). A necessary step in comparing model results with source-localized signals is an 177 understanding of the direction of the estimated net current in or out of the cortex, which corresponds to 178 current flow down or up the pyramidal neuron dendrites, respectively, as discussed above. Estimation of 179 current flow orientation at any point in time is an option in most inverse solution software that helps 180 guide the neural interpretation, as does prior knowledge of the relay of sensory information in the cortex, 181 see further discussion in the Tutorials part of the Results section.
183
By keeping model output in close agreement with the data, HNN's underlying model has led to new and 184 generative predictions on the origin of sensory evoked responses and low-frequency rhythms, and on 185 the changes in these signals across experimental conditions (S. R. Jones et al., 2009 Jones et al., , 2007 Khan et al., 186 2015; Lee & Jones, 2013; Sherman et al., 2016; Sliva et al., 2018; Ziegler et al., 2010) described further 187 below. The macro-to micro-scale nature of the HNN software is designed to develop and test 188 hypotheses that can be directly validated with invasive recordings or other imaging modalities (see 189 further discussion in tutorial on alpha and beta rhythms).
190
HNN is currently constructed to dissect the cell and network contributions to signals from one source-191 localized region of interest. Specifically, the HNN GUI is designed to simulate sensory evoked 192 responses and low-frequency brain rhythms from a single region, based on the local network dynamics 193 and the layer-specific thalamo-cortical and cortico-cortical inputs that contribute to the local activity. As 
208
Given that the primary electrical current that generates EEG/MEG signals comes from synchronous 209 activity in pyramidal neuron (PN) dendrites across a large population, there are several key features of known differences in microscale circuitry across cortical areas and species, many features of neocortical 212 circuits are remarkably similar. We assume these conserved features are minimally sufficient to account 213 for the generation of evoked responses and brain rhythms measured with EEG/MEG, and we have 214 harnessed this generalization into HNN's foundational model, with success in simulating many of these 215 signals using the same template model (see Introduction). These canonical features include: 216 217 (I) A 3-layered structure with pyramidal neurons in the supragranular and infragranular layers whose 218 dendrites span across the layers and are synaptically coupled to inhibitory interneurons in a 3-to-1 ratio 219 of pyramidal to inhibitory cells ( Figure 3A ). Of note, cells in the granular layer are not explicitly included 220 in the template circuit. This initial design choice was based on the fact that macroscale current dipoles 221 are dominated by PN activity in supragranular and infragranular layers. Thalamic input to granular layers 222 is presumed to propagate directly to basal and oblique dendrites of PN in the supragranular and 223 infragranular layers. In the model, the thalamic input synapses directly onto these dendrites.
225
The number of cells in the network is adjustable in the Local Network Parameters window via the Cells 226 tab, while maintaining at 3-to-1 pyramidal to inhibitory interneuron ratio in each layer. The connectivity 227 pattern is fixed, but the synaptic weights between cell types can be adjusted in the Local Network menu 228 and the Synaptic Gains menu. Macroscale EEG/MEG signals are generated by the synchronous activity 229 in large populations of PN neurons. Evoked responses are typically on the order of 10 -100nAm, and 230 are estimated to be generated by the synchronous spiking activity of the order of tens of thousands of 231 pyramidal neurons. Low-frequency oscillations are larger in magnitude and are on the order of 100-232 1000 nAm, and are estimated to be generated by the subthreshold activity of on the order of a million 233 pyramidal neurons (S. R. Jones et al., 2009 Jones et al., , 2007 Murakami & Okada, 2006) . While HNN is 234 constructed with the ability to adjust local network size, the magnitude of these signals can also be 235 conveniently matched by applying a scaling factor to the model output, providing an estimate of the 236 number of neurons that contributed to the signal.
238
(II) Exogenous driving input through two known layer-specific pathways. One type of input represents 239 excitatory synaptic drive that comes from the lemniscal thalamus and contacts the cortex in the granular 240 layers, which then propagates to the proximal PN dendrites in the supragranular and infragranular layers 241 and somata of the inhibitory neurons; this input is referred to as proximal drive ( Figure 3B ). The other 242 input represents excitatory synaptic drive from higher-order cortex or non-specific thalamic nuclei that 243 synapses directly into the supragranular layers and contacts the distal PN dendrites and somata of the 244 inhibitory neuron; this input is referred to as distal drive ( Figure 3C ). The networks that provide proximal 245 and distal input to the local circuit (e.g., thalamus and higher order cortex) are not explicitly modelled, 246 but rather these inputs are represented by simulated trains of action potentials that activate excitatory 247 post-synaptic receptors in the local network. The temporal profile of these action potentials is adjustable 248 depending on the simulation experiment and can be represented as single spikes, bursts of input, or 249 rhythmic bursts of input. There are several ways to change the pattern of action potential drive through 250 different buttons built into the HNN GUI: Evoked Inputs, Rhythmic Proximal Inputs, and Rhythmic Distal
251
Inputs. The dialog boxes that open with these buttons allow creation and adjustment of patterns of 252 evoked response drive or rhythmic drive to the network (see tutorials described in Results section for 253 further details).
255
(III) Exogenous drive to the network can also be generated as excitatory synaptic drives following a 256 Poisson process to the somata of chosen cell classes or as tonic input simulated as a somatic current 257 clamp with a fixed current injection. The timing and duration of these drives is adjustable.
259
Further details of the biophysics and morphology of the cells and of the architecture of the local synaptic 260 connectivity profiles in the template network can be found in the Materials and Methods section. As the 261 use of our software grows, we anticipate other cells and network configurations will be made available 262 as template models to work with via open source sharing (see Discussion).
264
simulated with thousands of differential equations and parameters, making the parameter optimization 266 process challenging. The process for tuning this canonical model and constraining the space of 267 parameters to investigate the origin of ERPs and low-frequency oscillations was as follows. First, the 268 individual cell morphologies and physiologies were constrained so individual cells produced realistic 269 spiking patterns to somatic injected current (detailed in Methods). Second, the local connectivity within 270 and among cortical layers was constructed based on a large body of literature from animal studies 271 (detailed in Methods). All of these equations and parameters were then fixed, and the only parameters 272 that were originally tuned to simulate ERPs and oscillations were the timing and the strength of the 273 exogenous drive to the local network. This drive represented our "simulation experiment" and was based 274 on our hypotheses on the origin of these signals motivated by literature and on matching model output 275 to features of the data (see tutorials described in Results). The HNN GUI was constructed assuming
276
ERPs and low-frequency oscillations depend on layer-specific exogenous drives to the network. The 277 simulation experiment workflow and tutorials described below are in large part based on "activating the 278 network" by defining the characteristics of this layer-specific drive. Default parameter sets are provided 279 as a starting point from which the underlying parameters can be interactively manipulated using the GUI, 280 and additional exogenous driving inputs can be created or removed.
282
Automated parameter optimization is also available in HNN and is specifically designed to accurately 283 reproduce features of an ERP waveform based on the temporal spacing and strength of the exogenous 284 driving inputs assumed to generate the ERP. Before taking advantage of HNN's automated parameter 285 optimization, we strongly encourage users to begin by understanding our ERP tutorial and by hand- 
293
Importantly, the biophysical constraints on the origin of the current dipoles signal (discussed above) will 294 dictate the output of the model and necessarily limit the space of parameter adjustments that can 295 accurately account for the recorded data. The same principle underlies the fact that a limited space of 296 signals are typically studied at the macroscale (ERPs and low-frequency oscillations). A parameter 297 sensitivity analysis on perturbations around the default ERP parameter sets confirmed that a subset of 298 the parameters have the strongest influence on features of the ERP waveform (see Supplementary   299 Materials). Insights from GUI-interactive hand tuning and sensitivity analyses can help narrow the 300 number of parameters to include in the subsequent optimization procedure and greatly decrease the 301 number of simulations required for optimization.
303

HNN GUI overview and interactive simulation experiment workflow
305
The HNN GUI is designed to allow researchers to link macro-scale EEG/MEG recordings to the 
315
The process for simulating evoked responses or brain rhythms from a single region of interest is to first 316 define the network structure and then to "activate" the network with exogenous driving input based on 317 your hypotheses and simulation experiment. HNN's template model provides the initial network design is motivated by our prior published studies and was built specifically to simulate sensory evoked 320 responses, spontaneous rhythms, or a combination of the two (S. R. Jones et al., 2009 Jones et al., , 2007 Khan et 321 al., 2015; Lee & Jones, 2013; Sherman et al., 2016; Sliva et al., 2018; Ziegler et al., 2010) . The tutorials 322 described in the Results section below detail examples of how to "activate" the network to simulate 323 sensory evoked responses and spontaneous rhythms. Here, we outline a typical simulation experiment 324 workflow.
326
In practice, users apply the following interactive workflow, as in Figure 4 
338
The drive represents input to the local circuit from thalamus and/or other cortical areas and can be in the 339 form of (i) spike trains (single spikes or bursts of rhythmic input) that activate post-synaptic targets in the removed. For ERPs, automatic parameter optimization can be iteratively applied to tune the parameters 359 of the exogenous driving inputs to find those that provide the best initial fit between the simulated dipole 360 waveform and the EEG/MEG data (see further details below).
362 (Step 7)
To infer circuit differences across experimental conditions, once a fit to one condition is found, 363 adjustments to relevant cell and network parameters can be made (guided by user-defined hypotheses), 364 and the simulation can be re-run to see if predicted changes account for the observed differences in the 365 data A list of the GUI-adjustable parameters in the model can be found in the "Tour of the GUI" section 366 of the tutorials on our website. HNN's GUI was designed so that users could easily find the adjustable 367 parameters from buttons and pull down menus on the main GUI leading to dialogue boxes with 368 explanatory labels.
370
As a specific example on how to use HNN as a hypothesis testing tool, we have used HNN to evaluate 371 hypothesized changes in EEG-measured neural circuit dynamics with non-invasive brain stimulation finger tip before and after 10 minutes of ~10Hz transcranial alternating current stimulation (tACS) over 378 Parra, & Bikson, 2017) . To test this hypothesis, we first used HNN to simulate the pre-tACS evoked 379 responses, following the evoked response tutorial in our software (see Tutorial below). Once the pre-380 tACS condition was accounted for, we then adjusted the synaptic gain between the excitatory and 381 inhibitory cells in the network using the HNN GUI and re-simulated the tactile evoked responses. We 382 tested several possible gain changes between the populations. HNN showed that a two-fold increase in 383 synaptic strength of the inhibitory connections, as opposed to an increase in the excitatory connections 384 or in total synaptic efficacy, could best account for the observed differences in the data (compare blue in 
392 393
Tutorials on ERPs and low-frequency oscillations
394 395 HNN's tutorials are designed to teach users how to simulate the most commonly studied EEG/MEG 396 signals, including sensory evoked responses and low-frequency oscillations (alpha, beta, and gamma 397 rhythms) by walking users through the workflow we applied in our prior studies of these signals. The
398
data and parameter sets used in these studies are distributed with the software, and the interactive GUI 
405
Sensory evoked responses: We have applied HNN to study the neural origin of tactile evoked 406 responses localized with inverse methods to primary somatosensory cortex from MEG data (S. R. Jones et al., 2007) . In this study, the tactile evoked response was elicited from a brief perceptual threshold 408 level tap -stimulus strength maintained at 50% detection -to the contralateral middle finger tip during a 409 tactile detection experiment (experimental details in Jones et al., 2009 Jones et al., , 2007 . The average tactile 410 evoked response during detected trials is shown in Figure 4 . The data from this study is distributed with 411 HNN installation.
407
413
Following the workflow described above, the process for reproducing these results in HNN is as follows.
415
Steps 1 & 2: Load the evoked response data distributed with HNN, "yes_trial_SI_ERP_all_avg.txt". The 416 data shown in Figure 4B will be displayed. Adjust parameters defining the automatically loaded default 417 local network, if desired.
419
Step 3: "Activate" the local network. In prior publications, we showed that this tactile evoked response 420 could be reproduced in HNN by "activating" the network with a sequence of layer-specific proximal and 421 distal spike train drive to the local network, which is distributed with HNN in the file 422 "ERPYes100Trials.param".
424
The sequence described below was motivated by intracranial recordings in non-human primates, which 425 guided the initial hypothesis testing in the model. Additionally, we established with inverse methods that (e.g., down the pyramidal neuron dendrites), consistent with prior intracranial recordings (see Jones et 428 al., 2007) . As such, in this example, negative current dipole values correspond to current flow down the 429 dendrites, and positive values up the dendrites. In sensory cortex, the earliest evoked response peak 430 corresponds to excitatory synaptic input from the lemniscal thalamus that leads to current flow out of the 431 cortex (e.g., up the dendrites). This earliest evoked response in somatosensory cortex occurs at ~25ms.
432
The corresponding current dipole positive peak is small for the threshold tactile response in Figure 4D , 433 but clearly visible in Figure 11 for a suprathreshold (100% detection) level tactile response.
434
The drive sequence that accurately reproduced the tactile evoked response consisted of "feedforward" / 435 proximal input at ~25 ms post stimulus, followed by "feedback" / distal input at ~60 ms, followed by a 436 subsequent "feedforward" / proximal input at ~125 ms (Gaussian distribution of input times on each 437 simulated trial, Figure 4C ). This "activation" of the network generated spiking activity and a pattern of 438 intracellular dendritic current flow in the pyramidal neuron dendrites in the local network to reproduce the 439 current dipole waveform, many features of which fell naturally out of the local network dynamics (details 440 in Jones et al., 2007) . This sequence can be interpreted as initial "feedforward" input from the lemniscal 441 thalamus followed by "feedback" input from higher-order cortex or non-lemniscal thalamus, followed by a representation of the data was found (see section on parameter tuning above). To account for some 447 variability across trials, the exact time of the driving spikes for each input was chosen from a Gaussian 448 distribution with a mean and standard deviation (see Evoked Inputs dialog box, Figure 4C , and green 449 and red histograms on the top of the GUI in Figure 4D ). The gray curves in Figure 4D show 25 trials of 450 the simulation (decreased from 100 trials in the Set Parameters, Run dialog box) and the black curve is 451 the average across simulations. The top of the GUI windows displays histograms of the temporal profile 452 of the spiking activity providing the sequence of proximal (red) and distal (green) synaptic input to the 453 local network across the 25 trials. Note, a scaling factor was applied to net dipole output to match to the 454 magnitude of the recorded ERP data and used to predict the number of neurons contributing to the 455 recorded ERP. This scaling factor is chosen from Set Parameters, Run dialog box, and is shown as 456 3000 on the y-axis of the main GUI window in Figure 4D . Note that the scaling factor is used to predict 457 the number of pyramidal neurons contributing to the observed signal. In this case, since there are 100 458 pyramidal neurons in each of layers 2/3 and 5, that amounts to 600,000 neurons (200 neurons x 3000 459 scaling factor) contributing to the evoked response, consistent with the experimental literature 460 (described in Jones et al., 2009 (described in Jones et al., , 2007 .
462
Based on the assumption that sensory evoked responses will be generated by a layer-specific sequence 463 of drive to the local network similar to that described above, HNN's GUI was designed for users to begin 464 simulating evoked responses by starting with the aforementioned default sequence of drive that is 465 defined when starting HNN and by loading in the parameter set from the "ERPYes100Trials.param" file, 466 as described above. The Evoked Inputs dialog box ( Figure 4C ) shows the parameters of the proximal 467 and distal drive (number, timing, and strength) used to produce the evoked response in Figure 4D . Here, 468 there were two proximal drives and one distal drive to the network. These parameters were found by 469 first hand tuning the inputs to get a close representation of the data and then running the parameter 470 optimization procedure described below.
472
Step 4 The evoked response shown in Figure 4 is reproduced by clicking the "Run Simulation" button at 473 the top of the GUI, and the RMSE of the goodness of fit to the data is automatically calculated and 474 displayed. Additional network features can also be visualized through pull down menus (Step 5).
476
Evoked response parameters can now be adjusted, and additional inputs can be created or removed to 477 account for the user-defined "simulation experiment" and hypothesis testing goals (Step 6). With each 478 parameter change, a new parameter file will be saved by renaming the simulation under "Simulation can be adjusted to compare across conditions (Step 7).
482
Alpha and beta rhythms: We have applied HNN to study the neural origin of spontaneous rhythms 483 localized to the primary somatosensory cortex from MEG data; it is often referred to as the mu-rhythm, 484 and it contains a complex of (7-14Hz) alpha and (15-29Hz) beta frequency components (S. R. Jones et 485 al., 2009). A 1-second time frequency spectrogram of the spontaneous unaveraged SI rhythm from this 486 study is shown in Figure 6a . This data is distributed on the HNN website ("SI_ongoing.txt"), and contains 487 1000 1-second epochs of spontaneous data (100 trials each from 10 subjects). The data is plotted in 488 HNN through the "View → View Spectrograms" menu item, followed by "Load Data" and then selecting 489 the "SI_ongoing.txt" file. Note that it may take a few minutes to calculate the wavelet transforms for all 490 1000 1-second trials included. Next, select an individual trial (e.g. trial 32) from the drop-down menu.
491
The dipole waveform from a single 1-second epoch will then be shown in the top.
493
The corresponding time-frequency spectrogram is automatically calculated and displayed at the bottom, 494 as seen in Figure 6A . The default colormap indicating spectral power is the "jet" scheme with blue 495 representing low power and red representing high power. This is the same colormap used in the 496 spectrograms of prior publications using the HNN model for studying low-frequency oscillations.
497
However, HNN allows the user to plot the spectrogram using different standardized colormaps that are 498 perceptually uniform, meaning they have a lightness value that increases monotonically (Pauli, 1976) .
499
The configuration option for changing the colormap and the colormap options are shown in Figure 6B .
500
The spectrogram resulting from choosing the perceptually uniform "viridis" colormap is shown in Figure   501 7C. Note that updating the spectrogram colormap requires repeating the "View → View Spectrograms" 502 menu selection.
504
Notice that this rhythm contains brief bouts of alpha or beta activity that will occur at different times in below. Since we can not directly compare the waveform of this rhythm with the model output, rather than 515 first loading the data, we begin this tutorial with Step 3, "activating" the network, using the default local 516 network defined when starting HNN.
518
Step 3: "Activate" the local network. In prior publications, we have simulated non-time-locked 519 spontaneous low-frequency alpha and beta rhythms through patterns of rhythmic drive (repeated bursts 520 of spikes) through proximal and distal projection pathways. These patterns of drive were again 521 motivated by literature and by tuning the parameters to match features of the model output to the 522 recorded data (see Jones et al., 2009; Sherman et al., 2016) .
524
We begin by describing the process for simulating a pure alpha frequency rhythm only, and we then 
536
The parameters of this drive are distributed with HNN in the file "Alpha.param", loaded through the Set 537 Parameters From File button and viewed in the Set Parameters dialog box under Rhythmic Proximal 538 and Rhythmic Distal inputs ( Figure 7A ). Note that the start time mean of the ~10Hz Rhythmic Proximal 539 and Rhythmic Distal Inputs are delayed by 50ms. The HNN GUI in Figure 7B displays the simulated 540 current dipole output from this drive (middle), the histogram of the proximal and distal driving spike trains 541 (top), and the corresponding time-frequency domain response (bottom). This GUI window is 542 automatically constructed when rhythmic inputs are given to the network, and HNN is designed to easily 543 define rhythmic input to the network via the Set Parameters dialog box. A scaling factor was also applied 544 to this signal (via Set Parameters, Run dialog box) and is shown as 300,000 on the y-axis of the main 545 GUI window example in Figure 7B . The 300,000 scaling factor predicts that 60,000,000 PNs (300,000 x 546 200 PNs) contribute to the measured signal.
548
Step 4 The alpha rhythm shown in Figure 7B is reproduced by clicking the "Run Simulation" button at 549 the top of the GUI, Additional network features, including power-spectral density plots, can also be 550 visualized through the pull down menus (Step 5).
552
Steps 6 and 7: Rhythmic input parameters can be adjusted to account for the user defined "simulation 553 experiment" and hypothesis testing goals.
555
The goal in our prior study was to reproduce the alpha / beta complex of the SI mu-rhythm. By hand 556 tuning the parameters we were able to match the output of the model to several features of the recorded 557 data, including symmetric amplitude modulation around zero and PSD plots as shown in Figures 7 and 8 558 (see further feature matching in Jones et al., 2009; Sherman et al., 2016) , we arrived at the hypothesis 559 that brief bouts of beta activity ("beta events") non-time locked to alpha events could be generated by 560 decreasing the mean delay between the proximal and distal drive to 0ms and increasing the strength of 561 the distal drive relative to the proximal drive. This parameter set is also distributed with HNN 562 ("AlphaandBeta.param") and viewed in Figure 8A . With this mechanism, beta events emerged on 563 cycles when the two stochastic drives hit the network simultaneously and when the distal drive was 564 strong enough to break the upward flowing current and create a prominent ~50ms downward deflection 565 (see red box in Figure 8B ). The stronger the distal drive the more prominent the beta activity (data not 
570
Importantly, due to the non-time locked nature of this spontaneous rhythm, the waveform can not be 571 directly compared by overlaying the waveform of the model and recorded oscillations as in the evoked 572 response example (e.g. Figure 4 ). However, one can quantify features of the oscillation and compare to 573 recorded data (S. R. Jones et al., 2009; Sherman et al., 2016) . One such feature is the amplitude of the 574 oscillation waveform, where a scaling factor can be applied to the model to predict how many cells are 575 needed to produce a waveform amplitude on the same order as the recorded data, as described in Step 576 3 above. Additionally, the PSD from the model and data can be directly compared. This can be viewed 577 in the HNN GUI though the "View PSD" pull down menu (see Figure 4, Step 5), where this data 578 ("SI_ongoing.txt" -provided with HNN) can be automatically compared to the model output in the PSD 579 window ( Figure 8C ).
581
The model derived predictions on mechanisms underlying alpha and beta where motivated by literature 582 and further refined by tuning the parameters to match the output of the model with various features of 583 the recorded data. While the mechanisms of the alpha rhythm described above were motivated by 584 literature showing cortical alpha rhythms arise in part from alpha frequency drive from the thalamus and Schroeder, & Ding, 2011), the beta event hypothesis was novel. The level of circuit detail in the model 587 led to specific predictions on the laminar profile of synaptic activity occurring during beta events that 588 could be directly tested with invasive recordings in animal models. One specific prediction was that the 589 orientation of the current during the prominent ~50ms deflection defining a beta event (red box, Figure   590 8B) was down the pyramidal neuron dendrites (e.g. into the cortex). This prediction, along with several 591 others, were subsequently tested and validated with laminar recordings in both mice and monkeys,
592
where it was also confirmed that features of beta events are conserved across species and recording 593 modalities (Sherman et al., 2016; Shin et al., 2017) .
595
Gamma rhythms: Gamma rhythms can encompass a wide band of frequencies from 30-150 Hz. Here, 596 we will focus on the generation of so-called "low gamma" rhythms in the 30-80 Hz range. It has been 597 well established through experiments and computational modeling that these rhythms can emerge in 598 local spiking networks through excitatory and inhibitory cell interactions where synaptic time constants 599 set the frequency of the oscillation, while broadband or "high gamma" rhythms reflect spiking activity in 600 the network that creates sharp waveform deflections (Lee & Jones, 2013) . The period of the low 601 gamma oscillation is determined by the time constant of decay of GABAA-mediated inhibitory currents 602 (Buzsáki & Wang, 2012; Cardin et al., 2009; Vierling-Claassen, Cardin, Moore, & Jones, 2010) , a 603 mechanism that has been referred to as pyramidal-interneuron gamma (PING). In normal regimes, the 
620
To demonstrate the robust PING-mechanisms and its expression at the level of a current dipole, we 621 begin this tutorial with Step 3, "activating" the network using a slightly altered local network configuration 622 as described below.
624
Step 3: "Activate" the local network by loading in the parameter set defining the local network and initial 625 input parameters "gamma_L5weak_L2weak.param". In this example, the input was noisy excitatory 626 synaptic drive to the pyramidal neurons. Additionally, all synaptic connections within the network are 627 turned off (synaptic weight = 0) except for reciprocal connections between the excitatory (AMPA only) 628 and inhibitory (GABA A only) cells within the same layer. This is not biologically realistic, but was done for 629 illustration purposes and to prevent pyramidal-to-pyramidal interactions from disrupting the gamma 630 rhythm. To view the local network connections, click the "local network" button in the Set Parameters 631 dialog box. Figure 9B shows the corresponding dialog box where the values of adjustable parameters 632 are displayed. Notice that the L2/3 and L5 cells are not connected to each other, the inhibitory 633 conductance weights within layers are stronger than the excitatory conductances, and there are also 634 strong inhibitory-to-inhibitory (i.e., basket-to-basket) connections. This strong autonomous inhibition will 635 cause synchrony among the basket cells, and hence strong inhibition onto the PNs.
637
Click on "Run Simulation" to produce the results shown in Figure 10C . The top panel of Figure 10C 693 shows the Poisson inputs, which have a noticeably lower rate than the default PING simulation. The 694 current dipole time-course is shown in the middle panel. The corresponding wavelet spectrogram in the 695 bottom panel shows intermittent gamma bursts recurring with high power, similar to the features seen in 696 the experiment. Note, in this data set, the amplitude of the current dipole signal is small, < 0.1 nAm. As 697 such, a small dipole scaling factor of 5 was applied to the output of HNN to compare to the amplitude of 698 the experimental data. This predicts that a highly localized population of ~1000 pyramidal neurons 699 contribute to the recorded gamma signal.
701
To see the effects of averaging across trials in HNN, click on "Set Parameters" and "Run", enter 100 702 trials, and then click on "Run Simulation". Output as shown in Figure 10D will be produced. The
703
individual current dipole waveforms do not have consistent phase across trials ( Figure 10D middle) .
704
However, averaging the spectrograms across trials produces a more continuous band of gamma 705 oscillation throughout the simulation duration, similar to the effects observed in the experiment.
706
We can now use HNN to take a closer look at the underlying neuronal spiking activity contributing to the 707 observed dipole signal, as shown in Figure 10E . The firing rates of L2/3 pyramidal neurons (green) and 708 L5 pyramidal neurons (red) are significantly lower and more sparse than in the continuous PING 709 simulation shown in Figure 9 . This lower pyramidal neuron activation leads to fewer, or no basket 710 interneurons firing on any given gamma cycle ( Figure 10E white, blue points have fewer participating 711 interneurons, and do not always occur). This lower interneuron activity produces lower-amplitude bouts 712 of feedback inhibition, which are sometimes nearly absent, and thus creates transient bursty gamma 713 activity. Note that the firing rates of L2/3 pyramids are lower than that of L5 pyramidals, consistent with 714 experimental data (Naka et al., 2019; Schiemann et al., 2015) and previous data-driven modeling (Dura-715 Bernal et al., 2019; Neymotin, Dura-Bernal, Lakatos, Sanger, & Lytton, 2016) . Layer specific current 716 dipole responses in Figure 10F confirm that due to their dendritic length L5 pyramidals are once again 717 the major contributors to the aggregate dipole signal. This example is presented as a proof of principle 718 of the method to begin to study the cell and circuit origin of source localized gamma band data with 719 HNN. The circuit level hypotheses have not yet been published elsewhere or investigated in further 720 detail.
721
ERP Model Optimization
723
To ease the process of narrowing in on parameter values representing a user's hypothesized model, we 724 have added a model optimization tool in HNN. Currently, this tool automatically estimates parameter 725 values that minimize the error between model output and features of ERP waveforms from experiments.
726
Parameter estimation is a computationally demanding task for any large-scale model. To reduce this 727 complexity, we have leveraged insight of key parameters essential to ERP generation, along with a 728 parameter sensitivity analysis, to create an optimization procedure that reduces the computational 729 demand to a level that can be satisfied by a common multi-core laptop.
731
Two primary insights guided development of the optimization tool. First, exogenous proximal and distal 732 driving inputs are the essential parameters to first tune to get an initial accurate representation of an 733 ERP waveform. Thus, the model optimization is currently designed to estimate the parameters of these 734 driving inputs defined by their synaptic connection strengths, and the Gaussian distribution of their 735 timing (see dialog box in Figure 11B ). In optimizing the parameters of the evoked response simulations 736 to reproduce ERP data distributed with HNN (e.g. see ERP tutorial), we performed sensitivity analyses 737 that estimated the relative contributions of each parameter to model uncertainty, where a low 738 contribution indicated that a parameter could be fixed in the model and excluded from the estimation 739 process to decrease compute time (see Supplementary Materials).
741
Second, an intuitive insight that was confirmed by parameter sensitivity analysis is that the influence of 742 each exogenous input on the simulated dipole varies over time, with the highest influence during and stepwise optimization process, only estimating parameter values for one input at a time, where the 745 objective of each optimization is to minimize a weighted root mean squared error (RMSE) measure 746 between simulated and experimental data only during the relevant time window (see Materials and 747 Methods). This stepwise estimation reduces the complexity of the optimization problem and saves time.
748
Each step in the process searches for parameter estimates using the COBYLA optimization algorithm 749 (Powell, 1994 ) (see Materials and Methods for detailed explanation of the stepwise optimization 750 procedure).
752
Example model optimization for the suprathreshold sensory evoked response data set 753 754
In this example, we describe an application of the model optimization tool for estimating parameters to 755 simulate data representing the SI evoked response to a brief suprathreshold level tactile stimulation --756 which is 100% detected ( Figure 11A ). This evoked response is similar to that shown in Figure 4 , where 757 the signal was elicited from a perceptual threshold level stimulation -at 50% detection. We start from the 758 parameter file fitted to the 50% detection scenario, and use HNN's model optimization feature to find 759 parameter estimates that provide a better fit the suprathreshold-level experimental data. The data from 760 this study is also included in the HNN distribution ("SI_SupraT.txt").
762
Steps 1-4: Similar to steps 1-4 above, first load the supra-threshold experimental data file 763 "S1_SupraT.txt" via the "Load data file" menu option and the example starting parameters to activate the 764 network provided in the parameter file "ERPYes100Trials.param" via the "Load parameter file" menu 765 option. Note that in this example, the network is also "activated" by a sequence of three exogenous 766 inputs defined in the parameter file. The parameters for these inputs serve as a baseline for model 767 optimization. The supplied parameter file (used above) runs 100 trials by default for each simulation. For 768 model optimization, this can be reduced to 3 trials. Click on the "Set Parameters" button, then the "Run" 769 button, and replace 100 trials with 3. In the previous Set Parameters dialog box change the simulation 770 name to "ERPYes3Trials" to reflect this change ( Figure 4C) . By clicking the "Run Simulation" button the 771 evoked response using this initial parameter set as in Figure 11A will be displayed. As described above,
772
in practice with user defined data, users should apply their own hypotheses related to the number, 773 timing and synaptic input strengths of the exogenous inputs that activate the network to obtain an initial 774 representation of the recorded waveform before beginning the parameter estimation process.
776
Step 5: Before running the optimization, rename the simulation to "ERPYes3Trials_opt" in the Set 777 Parameters dialog box as described above, so that the parameter results of the optimization will be 778 saved in a new file.
780
Step 6: In the Simulation pull down menu, choose the "Configure Optimization" option. This option is 781 only selectable once data and parameter files have been loaded. A new dialog box pre-populated with 782 values from the parameter file will appear, as shown in Figure 11B . All parameters describing the timing 783 and strength of defined exogenous inputs will be available for optimization. Users can generate their 784 own evoked response parameter files with as many exogenous inputs as desired and they will be 785 automatically populated into the "Configure Optimization" dialog box.
787
Select which parameters to treat as free variables for optimization; parameters that will be fixed in the 788 optimization process are grayed out. By default, all parameters are selected, but it may be desirable to 789 limit the number of free parameters to only the most influential set based on a parameter sensitivity 
796
Optimization" dialog box ( Figure 11B) . The default values shown in Figure 11B were based on results 798 from our studies where the fit obtained was significantly improved from a single optimization. This value 799 can be decreased as the number of free parameters is reduced.
801
The parameter ranges defining the bound constraints given to the optimization algorithm are shown in 802 the "Defined range" column of the dialog box in Figure 11B . The displayed range is calculated as plus or 803 minus a specified number of standard deviations for input start time or plus or minus a percentage of the 804 initial value for all other parameters. The user may customize the range by inputting their own "Range 805 specifier" or using the interactive slider bar to define new minimum or maximum values. If a parameter 806 has an initial value of 0, its range is defined by a user-specified maximum value rather than percentage.
807
The "Reset Ranges" button will update ranges using the "Range specifier" and discard custom values 808 set by the slider. Parameters can be fixed during the optimization process by unchecking the "Optimize" 809 checkbox.
811
Step 7: Click the "Run Optimization" button to start the stepwise optimization process. After each input 812 has been optimized in sequence followed by a final optimization step that adjusts all input parameters, 
816
Step 8 (optional): To perform a second optimization using the results of the first procedure as a starting 817 point, select the optimized simulation parameter set drop-down menu. This will update the values in the 818 Configure Optimization dialog box and pressing Run Optimization will start a new optimization process.
819
For this example, the RMSE improved from 15.54 ( Figure 11D ) after the first optimization to 10.02 after 820 a second round (data not shown). Jones et al., 2009 Jones et al., , 2007 Khan et al., 2015; Lee & Jones, 2013; Sherman 830 et al., 2016; Sliva et al., 2018; Ziegler et al., 2010) , the tutorials and the example workflow focus on 831 studying the neural origin of ERPs and low-frequency oscillations from a single brain region. The 
840
HNN was created based on the biophysical origin of EEG/MEG primary currents to be a hypothesis 841 development and testing tool, where specific predictions on the microcircuit-level underpinnings of 842 recorded data can be produced. The circuit-level predictions can guide further validation with invasive 843 recordings or with other imaging modalities (e.g., spectroscopy or tractography, see Khan et al., 2015) .
844
As one specific example, HNN led to a novel prediction on the origin of transient neocortical beta 845 oscillations, and the prediction was later tested and supported by laminar recordings in mice and 846 monkeys (Sherman et al., 2016) . In turn, established cellular-or circuit-level details known to contribute 847 to healthy brain dynamics and/or disease states can be adapted into HNN to predict corresponding 848 signatures in macroscale signals. 849 850 animal model systems. As disease-specific genetic mutations and corresponding cellular/circuit 852 outcomes in mouse models are identified, they can be implemented in HNN, and their impact on 853 EEG/MEG measured brain dynamics, ranging from ongoing state properties (e.g., alpha oscillations) to 854 sensory-evoked responses, can be simulated. The outputs from HNN would then provide specific and 855 principled predictions to be compared against real EEG/MEG data obtained in the relevant population, 
876
The goal of HNN is to provide a user-friendly graphical interface to a validated biophysically detailed 
891
LFPy is a Python package that provides a set of Python libraries and associated documentation on how 892 to apply these scripts to simulate multi-scale signals, including current dipole, LFP, ECoG, M/EEG 893 sensor signals, in user defined multi-compartment neuron models and networks built in NEURON or 894 NeuroML (Hagen et al., 2018) . LFPy does not contain a GUI and is designed for users who have 895 experience in neural modeling and Python. Users define their own workflows to simulate signals of 896 interest that can be compared to data. The LFPy Python classes are likely to provide a useful framework 897 for expanding the utility of HNN to include multi-area simulations, and simulations of LFP and EEG/MEG 898 sensor level signals, as described in Limitations and future directions below.
900
DCM applied to EEG/MEG data is also a non-GUI based scripting tool, using Matlab. Users assume an 901 active set of distributed sites, i.e., nodes, in the brain that contribute to a recorded signal. The neural 902 activity of a node is simulated using "neural mass" representations in which the activity (e.g. firing rate) 903 of a population of neurons is simulated with a reduced number of variables (Kiebel et al., 2008) . The inferred.
907
Indeed, many prior models of EEG/MEG rely on reduced representations of neural activity, including 908 neural mass and/or mean field approximations (Breakspear, Williams, & Stam, 2004; Jansen & Rit, 909 1995; Jirsa & Haken, 1996; Kiebel et al., 2008; Sanz Leon et al., 2013; Woolrich & Stephan, 2013) .
910
Such simplifications may be necessary to ensure mathematical or computational tractability of models 911 that address interactions between multiple areas or whole brain activity (Breakspear, 2017) . However, 912 that tractability comes at the cost of suppressing or eliminating the ability to evaluate cellular-level 913 details of individual spiking units and dendritic currents, or to perform one-to-one comparisons between 914 model and data; explicit goals of HNN.
916
TVB is designed to simulate large-scale network interactions also using reduced neural mass 917 representations. Active nodes across the whole brain are assumed to contribute to the recorded signal 918 and connectivity between nodes is informed by individualized tractography data (Sanz Leon et al., 919 2013). Multi-scale EEG/MEG and/or fMRI data can be fit to the model. One advantage of this approach 920 is that propagation of activity across the brain can be studied (e.g. spread of seizure), unlike HNN which 921 is currently restricted to interpreting detailed activity in a single region of interest.
923
Indeed, many prior models of EEG/MEG rely on reduced representations of neural activity, including 924 neural mass and/or mean field approximations (Breakspear, Williams, & Stam, 2004; Jansen & Rit, 925 1995; Jirsa & Haken, 1996; Kiebel et al., 2008; Sanz Leon et al., 2013; Woolrich & Stephan, 2013) .
926
Such simplifications may be necessary to ensure mathematical or computational tractability of models 927 that address interactions between multiple areas or whole brain activity (Breakspear, 2017) . However, 928 that tractability comes at the cost of suppressing or eliminating the ability to evaluate cellular-level 929 details of individual spiking units and dendritic currents, or to perform one-to-one comparisons between 930 model and data; explicit goals of HNN.
932
Limitations and future directions 933 934
One of the greatest challenges in computational neural modeling is deciding the appropriate scale of 935 model to use to answer the question at hand. There is always a tradeoff between model complexity and 936 computational efficiency, ease of use, and interpretability. As discussed above, this tradeoff underlies 937 different scales of modeling in various EEG/MEG modeling software. HNN's model was chosen to be 938 minimally sufficient to accurately account for the biophysical origin of the primary currents that underlie 939 EEG/MEG signals in a single brain area; namely, the net intracellular current flow in the apical dendrites 940 of pyramidal neurons that span across the cortical layers and receive layer-specific synaptic input from 941 other brain areas. HNN's model was also constructed to maintain known canonical features of 942 neocortical circuitry including, excitatory / inhibitory ratios, layer specific synaptic interactions, and cell 943 spiking behaviors (see Parameter Tuning above, and Materials and Methods). While HNN's model is a 944 reduction of the full complexity of neocortical circuits, it has been successful in interpreting the origin of 945 extracranially measured macro-scale EEG/MEG signals that likely rely on canonical macroscale 946 features of neocortical circuitry and not on finer details of the underlying structure. A future direction 947 discussed below is to expand HNN to simulate extracellular local field potential signals (LFPs), and 948 sensor level signals, whose accuracy may require additional model detail and whose implementation 
954
Parameter optimization is a computationally challenging problem in any large-scale model. The process 955 for parameter tuning to study ERPs and oscillations in HNN's underlying model is detailed above. Based 956 on our prior studies and sensitivity analyses (see Supplementary Materials) , we have identified that the 957 timing and strength of the layer specific exogenous drive to the local network is critical in defining the in yellow in (Figure 2) . Note that the granular layer is not explicitly included in the template circuit. This 
1218
Each evoked input also has a "Synchronous Inputs" option, indicating whether for a specific evoked example, the horizontally-oriented oblique dendrites which do not have any vertical length component, do not contribute to the dipole signal, whereas for basal dendrites oriented at 45 degrees from the of interlaminar signalling within a cortical column. The Journal of Physiology, 538(3) , 803-822. 
