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Abstract. We summarize basic concepts, important results, and recent
developments on P automata, variants of P systems combining features
of classical automata and complex systems being in interaction with their
environments. We also discuss topics for future research.
1 Introduction
P automata are accepting variants of P systems which combine features of classi-
cal (standard) automata and nature-motivated complex systems of agents being
in interaction with their environment.
Briefly, a P automaton is a P system which receives input in each computa-
tion step from its environment. The input is given as a multiset of objects. It
changes the actual configuration of the P system, thus affects its functioning. The
sequences of inputs are distinguished as accepted or rejected input sequences.
The analogy between P automata and classical automata can immediately be
observed, but the reader may easily notice differences between the two constructs
as well: for example, standard automata have separate state sets while in the
case of P automata the actual state is represented by the actual configuration of
the underlying P system. Another difference between P automata and classical
automata is the following: the P automaton uses for computation only the objects
of the already consumed input (multisets of objects entering the system). This
implies that the object of the computation and the machine which performs the
computation cannot be separated as it can be done in the case of customary
automata.
The first variant of P automata, introduced in [15, 16], was the so-called one-
way P automaton where the underlying P system had only top-down symport
rules with promoters (and implicitly inhibitors). Almost at the same time, a
closely related notion, called analyzing P system was defined in [25] providing
another concept of an automaton-like P system. Both models describe the class
of recursively enumerable languages.
The property that automaton-like purely communicating accepting P systems
may represent computationally complete classes of computing devices, have re-
sulted in a detailed study of P automata. Several variants have been introduced
and investigated, which differ from each other in the main ingredients of these
systems: the objects the P system operates with, the way of defining the ac-
ceptance, the way of communication with the environment, the types of the
communication rules used by the regions, the types of the rules associated with
the regions (whether or not evolution rules are allowed to be used), and whether
or not the membrane structure changes during the computation.
Summaries on these constructs and their properties can be found in [36, 8,
14, 48, 9–11, 21].
Due to the power of the underlying P system, a lot of P automaton variants
are able to accept any recursively enumerable language, even with size parame-
ters bounded by a small constant. However, P automata with significantly less
computational power are of special interest as well. For example, the generic vari-
ant which is based on antiport rules with promoters or inhibitors and accepts
with final states, using the sequential working mode and some well-chosen map-
pings for defining its language, describes a language class with sub-logarithmic
space complexity. In this way, a ”natural description” of this particular com-
plexity class is provided.
In the following sections we describe the most important variants of P au-
tomata and their properties.
Special emphasis is put on non-standard features of P automata, namely,
that the same construct is able to operate over both finite and infinite alphabets,
languages of P automata can be defined on the base of finite and infinite run
(computation) of the system, and that to obtain large computational power they
do not need workspace overhead.
We also discuss dP automata, i.e. distributed systems of P automata, a finite
collection of P automata communicating not only with their joint environment
but with each other. We demonstrate further concepts and methods for describ-
ing parallelism, cooperation, communication, and distribution in terms of purely
communicating accepting P systems.
We also suggest possible new topics and problems for future research.
2 Preliminaries
The reader is assumed to be familiar with the basics of formal language and
automata theory, computability, and membrane computing; for more information
we refer to [35, 46, 45].
An alphabet is a finite non-empty set of symbols. Given an alphabet V , V ∗
denotes the set of all strings over V . If the empty string, λ, is not included, then
notation V + is used. The length of a string x ∈ V ∗ is denoted by |x|, the number
of occurrences of symbols from a set A ⊆ V in x is denoted by |x|A. If A is a
singleton set, A = {a}, then notation |x|a is used instead of |x|{a}. The reverse (or
the mirror image) xR of a non-empty string x = x1x2 . . . xn, xi ∈ V, 1 ≤ i ≤ n,
is defined as xR = xnxn−1 . . . x1, and λR = λ.
The class of regular, context-free, context-sensitive, and recursively enumer-
able languages is denoted by LREG), L(CF ), L(CS), and L(RE), respectively.
A finite multiset over an alphabet V is a mapping M : V → N where N is
the set of non-negative integers; M(a) is said to be the multiplicity of a ∈ V
in M . A finite multiset M can also be represented by any string x ∈ V ∗ where
|x|a = M(a) for all a ∈M . (Obviously, all permutations of x represent the same
finite multiset). Thus, the set of all finite multisets over an alphabet V can be
denoted by V ∗, and we use the notation V + for denoting the set of non-empty
(finite) multisets. The empty multiset is denoted by λ. We note that if confusion
may arise, then we indicate whether we speak of a string or a finite multiset.
We recall now some notions from computability theory we will refer to in the
sequel.
A register machine is a construct M = (m,B, l0, lh, P ), where m is the num-
ber of registers, B is the set of labels, l0 is the initial label, lh is the final label,
and P is the set of instructions labelled by elements of B. The instructions have
one of the following forms:
– (li : ADD(r); lj), where li ∈ B \ {lh}, lj ∈ B, 1 ≤ r ≤ m.
This instruction is called an increment instruction; it increases the value of
(the number stored in) register r by one and then the computation continues
with instruction lj .
– (li : SUB(r); lj , lk), where li ∈ B \ {lh}, lj , lk ∈ B, 1 ≤ r ≤ m.
This instruction is called a subtract instruction. If the number stored in
register r is a positive number, then this instruction decreases this number
by one and then the computation continues with instruction lj . This case
is called decrement. If the number stored in the register r is zero, then the
value of each register remains unchanged and the computation continues
with instruction lk. In this case we speak of a zero-test.
– lh : HALT . This instruction stops the work of the register machine; it is
called the halt instruction.
A configuration of the register machine is described by the current instruction
label and the value of the registers. The current instruction label identifies the
instruction to be executed. The register machine works with changing its con-
figurations (a change is also called a transition). A transition sequence starting
with the initial instruction l0 and ending with the final instruction lh is called a
computation by M .
A natural number n is said to be accepted by M if there is a halting com-
putation (a computation ending with instruction lh) such that at the beginning
of the computation n is stored in the first register and all other registers store
zero.
Counter automata are extensions of register machines which are able to pro-
cess strings. In this case an input alphabet T and instructions for reading symbols
from the input tape T are added to the instruction set. These instructions are
of the form l1 : (read(a), l2), with l1 ∈ B \ {lh}, l2 ∈ B, and a ∈ T . A counter
automaton is denoted by M = (m,B, l0, lh, P, T ).
It is well-known that the family of recursively enumerable sets of natural num-
bers is the family of sets of numbers that can be accepted by register machines
with at most three registers. Furthermore, counter automata with two registers
(counters) describe exactly the class the recursively enumerable languages.
Often, register machines (and thus counter automata) are presented in some
other form. Namely, instead of labels we consider states, and the notation is
changed accordingly (for more details on register machines see [35]).
In this case a register machine is given as M = (Q,R, q0, qf , P , where
– Q is a finite non-empty set, called the set of states;
– R = {A1, . . . , Ak}, k ≥ 1, is a set of registers;
– q0 ∈ Q is the initial state;
– qf ∈ Q is the final state;
– P is a set of instructions of the following form:
• (p,A+, q, s), where p, q, s ∈ Q, p 6= qf , A ∈ R, called an increment in-
struction,
• (p,A−, q, s), where p, q, s ∈ Q, p 6= qf , A ∈ R, called a decrement in-
struction.
Furthermore, for every p ∈ Q, (p 6= qf ), there is exactly one instruction of
the form either (p,A+, q, s) or (p,A−, q, s).
The configuration, the transition, and the computation is defined in the same
way as previously.
Next we recall the notion of the Arithmetical Hierarchy, a concept we will
refer to in the sequel. The Arithmetical Hierarchy (see [5, 47, 23] is usually de-
veloped with the universal (∀) and the existential (∃) quantifiers restricted to
the integers. Levels in the Arithmetical Hierarchy are labelled by Σn if they can
be defined by expressions beginning with a sequence of at most n alternating
quantifiers starting with ∃. Levels are labelled by Πn if they can be defined by
such expressions beginning with a sequence of at most n alternating quantifiers
starting with ∀. Σ0 and Π0 have no quantifier. Σ1 and Π1 have only one single
quantifier ∃ and ∀, respectively. The intersection of Σn and Πn is denoted by ∆n.
It is known that ∆1 and Σ1 are the computable languages and the recursively
enumerable languages.
Now we briefly recall the main features of (cell-like) P systems.
A P system is a structure of hierarchically embedded membranes where each
membrane has a unique label and encloses a region containing a multiset of ob-
jects and possibly other membranes. The out-most membrane which is unique
is called the skin membrane and it is usually labelled with 1. The membrane
structure can be given as a sequence of matching parentheses where the match-
ing pairs have the same label as the membranes they represent. A membrane
structure can be represented by a rooted tree as well. The P system functions by
(possibly) changing the objects in the different regions and moving them across
the neighbouring membranes. These rules can be defined in various manners,
thus making possible to create and study different variants of P systems, with
different motivations (see, for example [45]).
Biologically well-motivated, particularly important variants of P systems are
the P systems with symport/antiport rules (introduced in [38]) where the rules
are pure communication rules, i.e., they do not change any object under the
functioning of the system.
An antiport rule is of the form (x, out; y, in), where x, y ∈ V ∗. In this case,
the objects in y enter the region from the parent region and in the same step the
objects in x leave to the parent region. The parent region of the skin region is
the environment. All types of these rules might be associated with a promoter or
an inhibitor multiset, denoted by (x, in)|Z , (x, out)|Z , or (x, out; y, in)|Z , where
x, y ∈ V ∗, Z ∈ {z,¬z | z ∈ V ∗}. If Z = z, then the rule can only be applied if
the region contains all objects of multiset z, and if Z = ¬z, then z must not be
a sub-multiset of the multiset of objects present in the region.
Throughout the paper, symport and antiport rules with or without promot-
ers/inhibitors are denoted by (x, out; y, in)|Z , x, y ∈ V ∗, Z ∈ {z,¬z | z ∈ V ∗}
where we also allow x, y, z to be the empty multiset. If y = λ or x = λ, then the
notation above denotes the symport rule (x, in)|Z or (y, out)|Z , respectively, if
Z = λ, then the rules above are without promoters or inhibitors.
For more information on symport/antiport P systems consult [45].
3 P Automaton - the Basic Model
In this section we provide formal details on the generic variant of P automata,
with a brief summary of the recent developments. We mainly follow notations
of [14].
Definition 1. A P automaton (with n membranes or of degree n) is an (n+4)-
tuple Π = (V, µ, P1, . . . , Pn, c0,F), n ≥ 1,where
– V is a finite alphabet of objects,
– µ is a membrane structure (a rooted tree) of n membranes with membrane 1
being the skin membrane,
– Pi is a finite set of antiport rules being associated with (possibly empty)
promoters and/or inhibitors to membrane i for all i, 1 ≤ i ≤ n,
– c0 = (w1, . . . , wn) is the initial configuration (or the initial state) of Π where
each finite multiset wi, wi ∈ V ∗, is called the initial contents of region i,
1 ≤ i ≤ n, and
– F is a computable set of n-tuples of finite multisets (v1, . . . , vn) where vi ⊆
V ∗, 1 ≤ i ≤ n. F is called the set of accepting configurations (or set of final
states) of Π.
An n-tuple (u1, . . . , un) of finite multisets of objects over V present in the n
regions of the P automaton Π is called a configuration of Π; ui is the contents
of region i in this configuration, 1 ≤ i ≤ n.
A P automaton functions as a standard antiport P system with (possibly
empty) promoters and/or inhibitors; it changes its configurations by applying
rules according to a certain type of working mode.
Since the beginning, the most commonly used variant of rule application
mode has been the (non-deterministic) maximally parallel working mode, but
the so-called sequential mode introduced in [15, 16] (also called 1-restricted min-
imally parallel mode in [27]) has been considered as well, due to its particular
importance.
When the maximally parallel working mode is used, at every step of the
computation as many rule application is performed simultaneously in each region
as possible, while in case of sequential rule application exactly one rule is applied
in each region where at least one rule is applicable. The rules (the multisets
of rules) are non-deterministically chosen out of the applicable ones. We use
notation seq and maxpar for the sequential and the maximally parallel rule
application, respectively.
In the last few years, several other working modes (derivation modes) have
also been considered: the asynchronous derivation mode (asyn), the set-maximally
parallel working mode (smax) (it corresponds to min1), the variant where the
maximal number of rules is chosen (maxrulesmax) and its set-mode counter-
part (smaxrulesmax), or maxobjectsmax and smaxobjectsmax where the maxi-
mal number of objects are taken into account. For a summary on details of these
working (derivation) modes and their use in P automata theory, the reader is
referred to [21].
The set of the different types of working modes is denoted by MODE. If
only the sequential and the maximally parallel mode are considered, then we
use notation MODER (restricted set of modes).
Let Π = (V, µ, P1, . . . , Pn, c0,F), n ≥ 1, be a P automaton working in the
X-mode of rule application, where X ∈ MODE. The transition mapping of Π
is defined as a partial mapping δX : V
∗ × (V ∗)n → 2(V ∗)n as follows:
For two configurations c, c′ ∈ (V ∗)n, we say that c directly changes to c′,
denoted by c′ ∈ δX(u, c), if Π enters configuration c′ from configuration c by
applying its rules in the X-mode, while reading the input u ∈ V ∗, That is, u
is the multiset of objects that enter the skin membrane from the environment
while the underlying P system changes configuration c to c′ by applying its rules
in mode X.
The set of input sequences accepted by P automatonΠ = (V, µ, P1, . . . , Pn, c0,
F), n ≥ 1, with X-mode of rule application, X ∈MODE, is defined as the set of
sequences of input multisets which enter the skin membrane during an accepting
computation.
Formally, the set of accepted input sequences, AX(Π) is defined as
AX(Π) = {v1 . . . vs | vi ∈ V ∗, there are c0, c1, . . . , cs ∈ (V ∗)n such that
ci ∈ δX(vi, ci−1), 1 ≤ i ≤ s, and cs ∈ F}.
A P automaton Π (of degree n) is said to be accepting by final states if
F = E1 × · · · × En for some Ei ⊆ V ∗, 1 ≤ i ≤ n, where Ei is either a finite
set of finite multisets or Ei = V
∗. If Π accepts by halting, then F contains all
configurations c with no c′ ∈ (V ∗)n such that c′ ∈ δX(v, c) for some v ∈ V ∗,
X ∈MODE, i.e., no rule can be applied in any of the regions.
Recently, motivated by studies of P automata with infinite runs (infinite se-
quence of configurations) on finite inputs, new variants of acceptance have been
considered [2, 23]. In this case special conditions are imposed on the infinite con-
figuration sequence of the P automaton which correspond to the existence/non-
existence of a recursive feature in the infinite configuration sequence. If from
some moment on during the infinite run, the configuration of the P automaton
does not change any more, then the P automaton is said to be accepting by
adult halting; it accepts with partial adult halting if a specific pre-defined part
of it does not change any more. This moment is defined by the occurrence/non-
occurrence of the recursive feature.
By encoding the accepted multiset sequences of a P automaton to strings,
a language can be associated to the P automaton. While in the case of sequen-
tial rule application, during the computation the set of multisets that enter the
system is finite, thus the input multisets can obviously be encoded by a finite
alphabet. In the case of maximally parallel rule application, the number of ob-
jects which enter the system in one step may not be bounded by a constant.
This implies, that in this case the accepted input sequences may correspond to
strings over infinite alphabets.
To restrict the languages to be defined over finite alphabets, we apply a
mapping to produce a finite set of symbols from a possibly infinite set of input
multisets.
Let V and Σ be two alphabets and let MAPV,Σ denote the family of com-
putable mappings f : V ∗ → 2Σ∗ such that f orders to any finite multiset u over
V a finite set of strings U from Σ∗ (f(u) = U is a finite set) and the empty
multiset is mapped to λ. If f(u) = λ if and only if u is the empty multiset, then
we say that f is non-erasing.
Definition 2. For a P automaton Π = (V, µ, P1, . . . , Pn, c0,F), n ≥ 1, a finite
alphabet Σ, and a computable mapping f ∈ MAPV,Σ, we define the language
accepted by Π with respect to f and using the X-mode of rule application, where
X ∈MODE, by
LX,f (Π) = {f(v1) . . . f(vs) ∈ Σ∗ | v1 . . . vs ∈ AX(Π)}.
The family of languages accepted by P automata with X-mode of rule ap-
plication, where X ∈MODE, with respect to a mapping f satisfying the above
conditions is denoted by LX,f (PA). If a family C of such mappings is considered,
then we use notation LX,C(PA).
Notice that it is reasonable to consider mapping f of low complexity, since
the accepted language depends on f .
4 Discussion of the Model
P automata combine features of classical automata and natural complex sys-
tems. For comparisons to classical automata, the reader is referred to [9] and for
comparing P automata to natural complex systems to [11].
In the following we briefly discuss parameters and features of P automata
that make them non-standard accepting computing devices.
In case of classical language accepting devices (automata, Turing machine,
etc.), the whole input string is available at the beginning of the computation, but
in case of P automata the input will be available step-by-step, determined by its
actual configuration. Furthermore, the processed input will also be part of the
computing device and it is not separated from the configuration of the machine.
This characteristics resembles a feature of natural systems: the behaviour (the
work) of the system is determined by its existing constituents and their inter-
action with the environment, there is no abstract component (or workspace) for
influencing the functioning of the system. We note, however, that the concept of
a region designated for storing the possible input (a bounded local environment)
has been introduced and examined [24].
Notice that the input objects have no direct influence on the rules to be
applied at the step when they enter the system, they will affect the work of
the P automaton only in the coming computation steps. Interesting variants are
P automata where the input is pre-defined, and furthermore, that case where
the input decides which rules are applied at that computation step. The idea of
pre-defined input was raised by Gyo¨rgy Vaszil (see [8]); different variants and
developments of the concept were realized as input-driven tissue P automata [1],
P colony automata, PCol automata [7], and active P automata [3].
Since standard (generic) P automata are antiport P systems working in the
maximally parallel working mode, there may be P automata which have no
constant bound on the number of objects entering the skin membrane during a
successful computation.
Due to this property, P automata can be used for describing languages over
infinite alphabets without any extension or additional component added to the
construct. P finite automaton [20] is based on this property. The main charac-
teristics of this variant is that it has a distinguished object which during the
computation (in the maximally parallel working mode) may appear in the skin
membrane in a number of copies not bounded by some constant and the other
objects appear only in a number of copies bounded by some constant. Thus,
when we define the language, we may use a mapping f such that its domain is
infinite. Namely, if the distinguished object is a, depending on the number of as,
say k, we can consider f(ak) = ak for any k ≥ 1, and f(∅) = λ. In this way we
obtain an infinite alphabet {a1, a2, . . . , }.
In [20] it was shown that for any language L ⊆ Σ∗ over a finite alphabet
Σ, L is regular if and only if L is accepted by some P finite automaton Π.
Thus, the languages which are defined over infinite alphabets and accepted by P
finite automata can be considered as extensions of the class of regular languages
to infinite alphabets. The above construction significantly differs from other
infinite alphabet extensions of regular languages defined by, for example, the
finite memory automata from [32] or the infinite alphabet regular expressions
introduced in [37], as is shown in [20].
By definition, a P automaton may perform infinite runs (may have infinite
configuration sequences), thus their languages can also be defined similarly to
languages of ω-Turing machines. Counterparts of ω-Turing machines, called ω-
P automata, introduced in [26], were inspired by the above considerations. In
[26], it was shown that for any well-known variant of acceptance mode of ω-
Turing machines one can construct an ω-P automaton with two membranes
which simulates the computations of the corresponding ω-Turing machine.
Recently, the topic of infinite runs has been significantly developed. First,
the notion of a red-green P automaton was introduced [2], on the analogy of
red-green register machines (red-green counter automata), variants of red-green
Turing machines. For information on red-green Turing machines, consult [33]. In
case of red-green machines (red-green automata) the set of states is divided into
two disjoint sets, the set of so-called red states and that of green states. Then
infinite runs on finite inputs of the automaton are considered. If the number
of changes from red state to green state and vice versa is greater than one,
than red-green automata is able to recognize more than the family of recursively
enumerable languages. On the analogy of red-green counter automaton, red-
green P automaton (with one membrane) was defined and shown to be able to
”go beyond Turing”. For details, the reader is referred to [2].
An important step further has been made in [23]. The authors assigned so-
called observer languages to infinite computations of the P automaton. The
observer language is an ω-language over alphabet {0, 1} where 1 indicates that
a pre-defined specific feature of the configuration in the infinite computation
sequence is fulfilled and 0 appears in the infinite word if this feature is not
fulfilled. These observer languages extend the recognition power of P automata.
For example, particular variants of regular observer languages are sufficient to
describe infinite runs of red-green P automata.
The generic variant of P automata is given with static membrane structure,
that is, the membrane structure does not change during the work of the system.
This condition is rather restrictive, since the architecture of natural systems (a P
automata models a natural system, namely, a living cell) may change during their
functioning. An example for P automaton with dynamically changing structure
is the P automaton with marked membranes ([17]); the notion was motivated
in part by brane calculi [6]. One other such model is the so-called active P
automaton that was proposed for parsing sentences of natural languages [3].
An active P automaton starts the computation with one membrane containing
the string to be analyzed, together with some additional information assisting
the computation. It computes with the membrane structure, using operations as
membrane creation, division, and dissolution. There are also rules for extracting
a symbol from the left-hand end of the input string and for processing assistant
objects. The computation is successful (accepting) if all symbols from the string
are consumed and all membranes are dissolved. It was shown that the model is
suitable for recognizing any recursively enumerable language, and if some well-
chosen restrictions are imposed on the types of its rules, then other well-known
language classes (the regular language class andthe class of context-sensitive
languages) can be described by this model. We note that this special variant of
P automata has the whole input at the beginning of the computation.
5 Power of P Automata
The P automaton uses for computation its actual input multiset and the objects
of the already consumed input multisets (obviously, the objects already available
at the beginning are considered as well). Although this fact appears to bound
the accepting power, since the P automaton may input an exponentially growing
number of objects (using the maximally parallel working mode), the obtained
computational power can be rather large.
For the maximally parallel and the sequential working modes, a description
of the accepted language classes was presented in [12, 13]).
A non-deterministic one-way Turing machine is said to be restricted S(n)
space bounded if for every accepted input of length n, there exists an accept-
ing computation where the number of non-empty cells on the work-tape(s) is
bounded by S(d) where d ≤ n, and d is the number of input tape cells already
read, that is, the distance of the reading head from the left end of the one-way
input tape.
Let L(1LOG), L(1LIN), L(restricted− 1LOG), and L(restricted− 1LIN)
denote the class of languages accepted by one-way nondeterministic Turing ma-
chines with logarithmic space bound, linear space bound, restricted logarithmic
space bound, and restricted linear space bound, respectively.
If we consider the class of non-erasing linear-space computable mappings, C,
then by [12, 13] we obtain
Lseq,C(PA) = L(restricted− 1LOG) and
Lmaxpar,C(PA) = L(restricted− 1LIN) = L(CS).
The second statement was proved by simulating counter machines (counter
automata).
The idea of describing language accepting power of P automata in terms
of one-way non-deterministic Turing machines with restricted space complexity
above, appeared in [29] and [30]. In these papers, so-called symport/antiport P
system acceptors were examined. These accepting membrane systems are sim-
ilar to P automata, the main difference in the two models is the fact that the
alphabet of symport/antiport acceptors is divided into a set of terminal and
nonterminal objects. Both terminals and nonterminals may leave or enter the
P system but only terminals form the part of the input sequence which is ac-
cepted in a successful computation. The nonterminal objects serve for providing
additional workspace for the computation. This feature motivated the introduc-
tion of S(n) space bounded symport/antiport acceptors, systems where the total
number of objects used in an accepting computation on a sequence of length n
is bounded by a function S(n). Notice that P automata do not distinguish be-
tween terminal and nonterminal objects; if we introduce such distinction, then
we speak of extended P automata.
If we use arbitrary (possibly erasing) linear space computable mappings for
the input multisets of the P automaton to obtain the alphabet of the accepted
language, then we obtain a description of the class of recursively enumerable
languages. That is,
for any recursively enumerable language L ⊆ Σ∗ there exists a P automaton
Π = (V, µ, P1, . . . , Pn, c0,F), n ≥ 1, and a linear space computable mapping
f : V ∗ → Σ∗ such that L = Lmaxpar,f (Π) holds.
In the following we will discuss mapping fperm that is widely used in P
automata theory for assigning language to the P automaton.
Let fperm ∈MAPΣ,Σ be defined in such a way that every multiset over Σ is
mapped by fperm to the set of strings which consists of all permutations of the
elements of the multiset. This mapping was first considered in [25].
If fperm is composed with a special homomorphism, i.e., when nonterminal
and terminal objects are distinguished, then P automata using the maximally
parallel working mode describe the class of recursively enumerable languages .
However, mapping fperm itself does not provide the necessary power to obtain
any context-sensitive language [43].
In [25] it is shown that any recursively enumerable language L ⊆ Σ∗ can be
obtained by as L = h(Lmaxpar,fperm(Π)), where Π is given over object set Σ,
fperm is defined as above. Furthermore, Σ = N ∪T, where N and T are disjoint
sets of nonterminals and terminals, and h is a homomorphism over Σ∗ onto
itself which orders λ to any element of N and to any element of T it orders
itself.
By [22], it holds that for an arbitrary alphabet Σ and any injective mapping
g : Σ∗ → Σ∗, Lg = {wg(w) | w ∈ Σ∗} is not in Lmaxpar,fperm(Π) for any P
automaton Π.
Furthermore, it is shown that all families of languages which properly include
the family of regular languages and closed under λ-free morphisms contain lan-
guages which cannot be obtained as the language of any P automaton working in
the maximally parallel mode and using mapping fperm for defining words of the
language. This fact implies that there exist context-sensitive languages which
cannot be obtained as languages of a P automaton working in the maximally
parallel mode and using fperm for defining words of the language, although, any
language L ⊆ Σ∗, where L = Lmaxpar,fperm(Π), where Π has object set Σ, is a
context-sensitive language [43].
A precise description of the accepting power of P automata with respect to
fperm can be found in [19]. The result was obtained by introducing and using
special variants of counter machine acceptors.
A restricted k-counter machine acceptor M (an RCMA) is a (non-determin-
istic) counter machine (counter automata) with k counters (storing non-negative
integers) and a one-way read only input tape. Thus, M = (Q,Σ, k, δ, q0, F ) for
some k ≥ 1, where Q is the set of internal states, Σ is the input alphabet, q0 ∈ Q
is the initial state, F ⊆ Q is the set of final states, and δ : Q×Σ∗×Ck → 2Q×Dk ,
where C = {zero, nonzero}, denoting the two types of observations the machine
can make on its counters, D = {increment, decrement, none} denoting the op-
erations (instructions) the machine can perform on its counters. Furthermore,
– the transition relation is defined in such a way that δ(q, x, α) = δ(q, y, α) for
each x, y ∈ Σ∗ which represent the same multiset, that is, the reading head
can read more than one input symbol in one computation step. Moreover,
– the sum of the numbers stored in the counters can only increase as much in
one computation step as the number of symbols read in that same step, that
is, for all (q′, β) ∈ δ(q, x, α) we have |β|increment − |β|decrement ≤ |x|.
Let the class of languages accepted by restricted counter machine acceptors
be denoted by L(RCMA).
In [19], it is shown that for X ∈ {seq,maxpar}
LX,fperm(PA) ⊂ L(restricted− 1LOG) and
L(RCMA) = L(restricted− 1LOG).
The properness of the inclusion of LX,fperm(PA) in L(restricted − 1LOG),
X ∈ {seq,maxpar}, is shown by L = {(ab)n#w | w ∈ {1}{0, 1}∗, val(w) = n >
1} where val(w) denotes the value of w as a binary number.
Furthermore, in [19] it is also shown that there exists an infinite hierarchy of
language classes of P automata using mapping fperm for defining the accepted
languages.
To prove that statement, a further restriction on RCMA is introduced, and
properties of this special restricted counter machine acceptor are used.
A special restricted k-counter machine acceptor (an SRCMA) is a restricted
k-counter machine acceptor M = (Q,Σ, k, δ, q0, F ) where δ is defined in such a
way that if the length of the string x read in one computation step is l, then the
sum of the numbers stored in the counters can only increase at most as much as
l − 1 in the same computation step.
It is shown that a language L is accepted by a P automaton with input
mapping fperm, working in any of the sequential or maximally parallel work-
ing modes, if and only if L can be accepted by an SRCMA.
Furthermore, for P automata working in any of the sequential or the maxi-
mally parallel modes it holds that for every natural number r, there is an s > r
and a unary language L which can be accepted by a P automaton with input
mapping fperm and s membranes, but not by any such P automaton with r
membranes.
So far we have recalled results about P automata accepting by final states,
mainly by halting. Recently, P automata with infinite runs over finite inputs
have obtained increased interest and found to be able to ”go beyond Turing”.
Such variants of P automata are the so-called red-green P automata, intro-
duced in [2].
The concept is constructed on the analogy of red-green Turing machines [33].
In case of these machines, the set of states is divided into two disjoint parts, the
set of green states and the set of red states. The machines are special types of
ω-Turing machines with a recognition criterion based on some property of these
sets of states. An infinite run of a red-green Turing machine M on input word
w is called recognizing if and only if no red state is visited infinitely often and
one or more green states are visited infinitely often. The run starts from a red
state. A set of strings L over the input alphabet Σ is said to be accepted by M
if and only if every string in L is recognized by M and for every string u /∈ L
the infinite computation (infinite run) of M on input u eventually stabilizes in
red state; we say that u is rejected. When the ”color” of the state changes, i.e.
from red to green or vice versa, then we speak of a ”mind change”.
Red-green Turing machine recognize any recursively enumerable language
with one mind change and vice versa. Furthermore, red-green Turing machines
recognize exactly the Σ2-sets of the Arithmetical Hierarchy, and they accept
exactly those sets which are in Σ2∩Π2 (Π2-sets are in the Arithmetical Hierarchy
as well).
On the analogy of red-green Turing machines, red-green register machines
and red-green counter automata have been defined in [2], and similar results to
that of red-green Turing machines have been obtained. In that paper, the concept
of a red-green P automata (and its certain variants) have also been introduced
and studied, motivated by the fact that P automata (with antiport rules) are
able to simulate register machines and counter automata.
Thus, in [2] it was shown that a set of (finite) multisets L is recognized by
a red-green P automaton with one mind change if and only if L is recursively
enumerable. Furthermore, red-green P automata recognize exactly the Σ2-sets
and they accept exactly those sets which are in Σ2 ∩Π2.
An important development of the description of the accepting power of P
automata with infinite run can be found in [23], where the authors assigned
observer languages to infinite computations of the P automaton.
It was shown that if L is a language recognized by a red-green P automaton
using an observer language F ⊆ {0, 1}ω, then the following hold: if F ∈ Σ2,
then L ∈ Σ2; if F ∈ Π2, then L ∈ Π2; and if F is regular and F ∈ Σ2 ∩ Π2,
then L = ∪ki=0(Ki \ Li), where Ki, Li are recursively enumerable languages for
i, 0 ≤ i ≤ k.
Furthermore, if F is a Boolean combination of ω-languages Fi, Ei ∈ Σ2,
where 0 ≤ i ≤ k, then L = ∪ki=0(Ki \ Li), where Ki, Li ∈ Σ2 for i, 0 ≤ i ≤ k.
Moreover, if language L is a Boolean combination of languages in Σ2, then
it is recognized by a red-green P automaton using a regular observer ω-language
F over {0, 1}.
These results provide a nice characterization of the acceptance condition
partial adult halting.
6 dP automata
A particularly important development in P automata theory is the concept of
the dP automaton [41], the distributed P automaton. Although P automata are
distributed systems, dP automata provide further possibilities to understand
parallelism, cooperation, communication, and distribution in terms of purely
communicating accepting P systems.
A distributed P automaton (a dP automaton for short) is finite collection
of P automata communicating with each other. The notion was introduced [41]
with the aim of formulating a model for distributed problem solving in terms of
cooperating P automata and to define measures and provide tools for paralleliz-
ability of languages.
A dP automaton consists of a finite number of P automaton which have
their separate inputs and communicate from skin to skin membranes by means
of special antiport-like rules. The input accepted by the dP automaton is the
concatenation of the inputs accepted by the component P automata at the halt-
ing of the system, namely when no rule of any component or no inter-component
communication rule can be performed.
In the following we recall the notion of a dP automaton in a slightly modified
form as it was defined in [41], in order to make it conform with the notations
used for P automata in the previous sections.
A dP automaton (of degree n ≥ 1) is a construct ∆ = (V,Π1, . . . ,Πn, R,F),
where V is an alphabet, the alphabet of objects; Πi = (V, µi, Pi,1, . . . , Pi,ki , ci,0,
Fi) is a P automaton of degree ki ≥ 1, 1 ≤ i ≤ n, called the ith component
of the system; R is a finite set of rules of the form (si, u/v, sj), 1 ≤ i, j ≤ n,
i 6= j, uv ∈ O+, called the set of inter-component communication (shortly,
communication) rules of ∆; sk, 1 ≤ k ≤ n denotes the skin membrane of Πk;
F ⊆ F1 × · · · × Fn, is called the set of accepting configurations of ∆.
An inter-component communication rule (si, u/v, sj), 1 ≤ i, j ≤ n, i 6= j,
serves for direct communication between components Πi and Πj : a multiset u
in the skin region of Πi is exchanged with a multiset v in the skin region of Πj .
A configuration of ∆ is ((µ1, u1,1, . . . , u1,k1), . . . , (µn, un,1, . . . , un,kn)), where
ui,j , 1 ≤ i ≤ n, 1 ≤ j ≤ ki, is a multiset over V .
The initial configuration of ∆ is the n-tuple
((µ1, w1,1, . . . , w1,k1), . . . , (µn, wn,1, . . . , wn,kn)) = (c1,0, . . . , cn,0) where ci,0,
1 ≤ i ≤ n, is the initial configuration of component Πi.
Analogously to P automaton, dP automaton functions by changing its con-
figurations. The components work synchronously, governed by a global clock,
using the rules from their own rule sets and the corresponding inter-component
communication rules R. The generic variant of dP automata uses the non-
deterministic maximally parallel working mode. Each component Πi, 1 ≤ i ≤ n,
takes an input (may be the empty multiset) from the environment, works on it
by using the rules in its rule sets Pi,1, . . . , Pi,ki and possibly communicates with
the other components by means of rules in R.
A configuration C changes to configuration C ′ by taking the n-tuple of mul-
tisets (u1, . . . , un) from the environment, denoted by (u1, . . . , un, C) =⇒ C ′, if
C ′ can be obtained from C by applying the rule sets of ∆ (including R) such
that ui enters the skin region of Πi from the environment, 1 ≤ i ≤ n.
A computation in ∆ is a sequence of configurations directly following each
other, starting from the initial configuration; it is accepting if it enters one of the
accepting configurations of F ⊆ F1× . . .×Fn. If the components accept by final
states, then F = F1×· · ·×Fn, or if ∆ accepts by halting, then F ⊆ F1×· · ·×Fn,
it contains the direct product of those halting configurations of the components
which are also halting configurations of ∆.
∆ accepts the n-tuple (α1, . . . , αn), where αi, 1 ≤ i ≤ n, is a sequence of
multisets over V , if the component Πi, starting from its initial configuration, per-
forming computation steps in the non-deterministic maximally parallel working
mode, takes from the environment the multiset sequence αi, 1 ≤ i ≤ n, and ∆
eventually enters an accepting configuration.
As in the case of P automata, we may associate languages to the dP automa-
ton ∆ = (V,Π1, . . . ,Πn, R,F), n ≥ 1.
The (concatenated) language of ∆ over an alphabet Σ with respect to the
mapping f = (f1, . . . , fn) for fi ∈MAPV,Σ , 1 ≤ i ≤ n, is defined as
Lconcat,f (∆) = {w1 . . . wn ∈ Σ∗ | wi = fi(vi,1) . . . fi(vi,si) and
αi = vi,1 . . . vi,si , 1 ≤ i ≤ n, for an n-tuple of
accepted multiset sequences (α1, . . . , αn)}.
The notion was introduced in [41] with mapping fperm, defined above; i.e.,
for every mapping fi, fperm = fi holds. For the sake of brevity, in case of dP
automata we use/we refer to fperm in the previously given meaning.
As for P automata, the choice of f essentially influences the power of the com-
ponents, and thus, the power of the whole dP automaton. Although most of the
investigations concerning dP automata uses fperm for defining the language(s),
other mappings would also be interesting.
In the following we denote by Lconcat,f,n(dP ) the family of all languages
recognized by dP automata with n components, n ≥ 1, where the dP automaton
uses the non-deterministic maximally parallel working mode. If its language is
defined by fperm, then we may write Lconcat,n(dP ).
If the number of components is irrelevant, then we use notation Lconcat,f (dP ).
To simplify the notation, in case of mapping fperm we write Lconcat(dP ).
Observing dP automaton, it is easy to notice the similarity with multitape
(multihead) automaton: the current configuration of the n-tuple of membranes
(supposed that the system consists of n components) corresponds to the state
of the automaton, the strings (multisets) that already have been processed rep-
resent the part of the input string on the corresponding tape that has already
been read. However, since the number of configurations of a dP automaton can
be arbitrarily large, to find direct correspondence between different types of mul-
titape (multihead) automata and dP automata, new definitions of the accepted
languages of dP automata and restrictions for their configurations have to be
given.
To this aim, one reasonable candidate is the so-called finite dP automaton: a
dP automaton ∆ is called finite, if the number of configurations reachable from
its initial configuration is finite [41]. Notice in this case the set of configurations
may correspond to states of a finite state control.
To describe strings scanned/accepted by a multitape (multihead) automa-
ton, two variants of languages based on agreement of the components of a dP
automaton were introduced in [18].
The weak agreement language of a dP automaton ∆ over an alphabet Σ with
respect to a mapping f = (f1, . . . , fn) for fi ∈MAPV,Σ , 1 ≤ i ≤ n, is defined as
Lw,agree,f (∆) = {w ∈ Σ∗ | w = fi(vi,1) . . . fi(vi,si) = fj(vj,1) . . . fj(vj,sj )
for all 1 ≤ i, j ≤ n, where αi = vi,1 . . . vi,si , 1 ≤ i ≤ n,
and (α1, . . . , αn) is an n-tuple of accepted multiset
sequences of ∆}.
The strong agreement language of ∆ over an alphabet Σ with respect to a
mapping f = (g, . . . , g) for g ∈MAPv,Σ , is defined as
Ls,agree,f (∆) = {w ∈ Σ∗ | w = g(v1) . . . g(vs) and α = v1 . . . vs, for an
n-tuple of accepted multiset sequences (α, . . . , α) of ∆}.
The strong agreement language consists of all words which can be accepted in
such a way that all components accept the same sequence of multisets and their
languages are defined with the same mapping. In the case of weak agreement
languages, the accepted multiset sequences can be different, only the equality of
their images should hold.
7 Accepting Power of dP Automata
Since P automata, i.e., dP automata with only one component can be as powerful
as Turing machines, due to their ability of working with an exponential amount
of workspace (in polynomial time), the large accepting power of dP automata is
not surprising.
In [22], [43] it is shown that
L(REG) ⊂ Lconcat,1(dP ) and Lconcat(dP ) ⊂ L(CS).
In [22] it is shown that for every recursively enumerable language L ⊆ V ∗,
there is a language L′ ∈ Lconcat(dP ) and an alphabet U disjoint from V such
that L′ ⊆ LU∗ and for each w ∈ L there is an y ∈ U∗ such that wy ∈ L′.
Furthermore, Lconcat,n(dP ), n ≥ 1, forms a proper hierarchy according to
inclusion [44].
In [18] a direct correspondence between the language family of one-way multi-
head finite automata and that of finite dP automata is presented.
A multihead finite automaton as a usual finite automaton has a finite state
control and an input tape. But, unlike usual finite automaton, it may have more
than one heads reading the same input word; the heads may scan the input sym-
bol and move when the state of the automaton changes. Acceptance is defined as
in the one-head case: an input string is accepted if starting from the beginning
of the word with all heads (that never leave the input word), the automaton
enters an accepting state. Analogously to the one-head case, deterministic and
non-deterministic, one-way and two-way variants are considered. (If the heads
are allowed to move in both directions, the automaton is called two-way, if only
from left to right, then one-way.) The class of languages accepted by one-way
k-head finite automata is denoted by L(1NFA(k)) and the class of languages
accepted by two-way k-head finite automata with L(2NFA(k)). For a survey of
results on these constructs consult [28].
In [18] it was shown that the weak agreement language of any finite dP
automaton is equal to the language of a one-way multi-head automaton, and
furthermore, the language of any one-way finite multi-head automaton can be
obtained as the strong or weak agreement language of a finite dP automaton.
Analyzing the way of establishing correspondence between finite dP automata
and one-way multi-head finite automata, it was proved that using so-called dou-
ble alphabets, two-way multi-head finite automata can be represented in terms
of dP automata as well [18].
An alphabet of the form V ∪ V¯ , where V is an alphabet itself and V¯ = {a¯ |
a ∈ V } is called a double alphabet [4].
A dP automaton ∆ = (V ′, Π1, . . . ,Πk, R,F) where V ′ = V ∪ V¯ is a double
alphabet is called a two-way dP automaton if any multiset ui which enters
component Πi, 1 ≤ i ≤ k, in a computation consists of either objects of V , or
objects of V¯ , or it is the empty multiset.
Following the approach of [4], to describe the two-way motion of a head
of a two-way multi-head finite automaton in terms of two-way dP automata,
so-called two-way trails and two-way multiset trails, i.e., strings and multisets
over double alphabets were defined in [18]. The notions of the strong agreement
language and the weak agreement language of a two-way dP automaton were
obtained from the corresponding notions of (one-way) dP automaton by the
obvious modifications.
In [18] it was shown that any language which is the weak agreement language
of a two-way finite dP automaton is equal to the language of a two-way multi-head
finite automaton, furthermore, the language of any two-way multi-head finite
automaton for is equal to the strong or weak agreement language of a two-way
finite dP automaton.
Since L(1LOG) is equal to the class of languages of two-way multi-head au-
tomata, the above statements provide characterizations of this important com-
plexity class in terms of finite dP automata.
8 Discussion
The theory of P automata as can be developed in several directions. One possible
way is to study their relation to classical automata variants, standard and non-
standard features.
The following two research topics were raised in [10] but they have not been
elaborated yet. However, they might give new launch to studies of P automata.
The P automaton with dynamically varying structure combines properties of
self-configurating systems and systems re-configurating theirselves under control
coming from outside, since both the objects inside the regions and entering the
system from the environment can launch a re-configuration in the membrane
structure. It would be interesting to examine the decidability of whether or not
re-configuration takes place during the functioning of the system and if it is the
case to what extent the membrane structure changes.
One other problem is the following. P automaton is suitable for modelling
variants of weighted systems in a natural manner: the multiplicity of the object
in a finite multiset may represent its weight in the multiset. In this way, we may
order weights to rules and to objects as well, thus we can build a bridge between
special variants of weighted automata and P automata.
The following research topics were raised in [9], but they are also not elab-
orated yet. Since membrane systems are nested architectures, investigations in
relations of P automata theory to the theory of data languages, a theory mainly
motivated by applications in XML databases and parametrized verification, are
of particular importance. In particularly interesting would be to study their
relation to words with nested data and to high-order multi-counter automata.
Another promising research direction would be to study P automata as mod-
els for complex, natural systems, since they can be considered as collections of
agents which are in communication (interaction) with their environments. (Ini-
tial ideas and proposals were presented in [11]). In this research direction several
interesting open problems are waiting for future investigations: how to interpret
emergent phenomena, non-linearity, interaction complexity, behavioural com-
plexity, etc. in terms of P automata.
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