Abstract. This paper uses the Stansel (2013) economic freedom index for a maximum of 375 U.S. metropolitan areas to estimate the effect of economic freedom on entrepreneurship while controlling for spatial dependence. This paper finds statistically significant evidence that increases in economic freedom in one area result in increases in entrepreneurial activity in neighboring areas. Furthermore, the total (direct plus indirect) effects of an increase in economic freedom on entrepreneurship are positive and statistically significant, indicating that a positivesum game is present. However, these effects are small in magnitude. In order to explain a cumulative one standard deviation increase in either one of the entrepreneurial measures presented in this paper, there would have to be an increase in the freedom index equivalent to moving from the least-free area to the most-free area.
Introduction
It has long been noted that entrepreneurs are an important component of the market process and are key to economic growth (Bronfenbrenner, 1960; Kirzner, 1973; Knight, 1921; Schumpeter, 1934) . There have been numerous studies empirically testing this idea, finding a positive relationship between entrepreneurship and economic growth (Henderson, 2002; Wiseman and Young, 2013; Hafer, 2013) . Furthermore, Baumol (1990) argues that since institutions determine the rules of the game under which an entrepreneur acts, institutional quality is an important determinant of entrepreneurial activity. Consequently, there is a large body of literature that examines the relationship between institutions and entrepreneurship.
In order to test this relationship, many researchers utilize the Fraser Institute's cross-country economic freedom index, which has been cited in Social Science Citation Index journals over 402 times (Hall and Lawson, 2014) , as a proxy for institutional quality. A majority of these cross-country studies that look at the relationship between economic freedom and entrepreneurship have found there to be a positive relationship (Sobel et al., 2007; Nyström, 2008; Bjørnskov and Foss, 2008) . In addition, there have been many studies utilizing the analogous Economic Freedom of North America (EFNA) state-level economic freedom index to link entrepreneurship and economic freedom at the sub-national levels (Kreft and Sobel, 2005; Sobel, 2008; Hall and Sobel, 2008; Hall et al., 2013; Wiseman and Young, 2013) . Economic freedom has also been shown to correlate with other economic outcomes such as income levels and growth rates (Dawson, 1998; Hall et al., 2010; Cebula, 2011; Ashby et al., 2013; Cebula et al., 2013) , lower income inequality (Bennet and Vedder, 2013) , overall subjective well-being (Bjørnskov et al., 2010; Belasen and Hafer, 2013) , and migration patterns (Cebula and Clark, 2011; Mulholland and Hernán-dez-Julián, 2013) . 1 Both the cross-country and state-level economic freedom scores are proxies for institutions consistent with the definition and enforcement of property rights, as well as the size and scope of the government (Gwartney et al., 2013; Stansel and McMahon, 2013) . Thus, given this wealth of empirical studies, it seems that economic freedom is a crucial determinant of entrepreneurial activity, and therefore economic growth.
Following the methodology of the EFNA index, Stansel (2013) has recently developed an economic freedom index for 384 U.S. metropolitan areas. 2 This allows researchers to look at the freedomentrepreneurship relationship at a much more localized level than was possible in previous research. As shown in Figure 1 , this metropolitan area economic freedom index is positively correlated with two different measures of entrepreneurial activity, namely establishment birth rates and proprietorship growth rates. 3 The goal of this paper is to take advantage of this new index as a proxy for institutional quality and the large number of U.S. metropolitan areas to allow for spatial dependence in entrepreneurial activity, as well as spatial dependence in its determinants. This is the first paper to test for potential spillovers across metropolitan areas when looking at the relationship between economic freedom and entrepreneurship.
If institutional quality is an important determinant of entrepreneurial activity, and both entrepreneurial activity and institutional quality exhibit spatial dependence, then existing studies may be missing an important aspect of reality. Doing so may be problematic for two reasons. First, if spatial effects are important, then ignoring neighbors' changes in institutional quality will result in omitted variable bias. Second, changes in the institutional quality of an economy may have an effect on not only its own level of entrepreneurial activity, but also that of its neighbors; the latter (indirect) effects may be larger and/or qualitatively different than the former (direct) effects. Thus, it will be important to calculate both direct and indirect effects.
This idea that spillovers are likely to exist between metropolitan areas can be illustrated with an example. Erie, PA, is a single county metropolitan area located entirely in Pennsylvania; however this metropolitan borders the states of New York and Ohio. Erie also tends to have a lower sales tax rate than neighboring areas, and anecdotal evidence indicates that Erie is a regional retail center for nearby areas (Kurre, 2006) . Thus, if Erie would substantially cut its sales tax rates, a significant number of consumers in New York may start traveling to Erie to make their purchases rather than going to closer metropolitan areas in New York. This increase in business activity in Erie may further spur business activity as it creates more opportunities for entrepreneurial activities, since now entrepreneurs are able to attract more consumers from neighboring areas simply due to a lower sales tax rate.
As shown in Figure 2 and Figure 3 , two different measures of metropolitan area entrepreneurial activity tend to cluster across the U.S. Metropolitan areas in the northeast region of the country generally have low establishment birth rates ( Figure 2 ) and many of the metropolitan areas in the western region of the country experience similar percentage changes in the total number of proprietors ( Figure 3 ). The Stansel (2013) economic freedom index also seems to exhibit spatial dependence, as many of the least-free metropolitan areas are clustered in the western portion of the country and the most-free areas are clustered in the southeastern portion of the country (Figure 4 ). Thus, spatial dependence appears to be present in both entrepreneurial activity itself and an important determinant of entrepreneurial activity, namely economic freedom.
In general, this spatial dependence is plausible for at least two reasons. First, as Holcombe (1998) argues, the most important source of entrepreneurial activity is the presence of other entrepreneurs, thus entrepreneurial activity may cluster throughout space simply because entrepreneurial activity is dependent upon other entrepreneurial activities. Second, there may be clusters of entrepreneurs due to spatial dependence amongst potential determinants of entrepreneurship, such as institutional quality. 4 Empirically, there have been studies suggesting that both of the above general factors may be contributing to the spatial dependence of entrepreneurs. For example, Delgado, Porter, and Stern (2010) show that clusters of economic activity increase entrepreneurship, indicating that entrepreneurial activity itself has a significant amount of spatial dependence. In regards to the second reason, Kelejian et al. (2013) re-examine the determinants of institutional quality across countries and find that institutional spillovers from one country to neighboring countries are both economically and statistically significant. In fact, they find that these institutional spillovers are more economically important than some of the previous proposed determinants of institutions, such as legal origin. Using the example from above, New York metropolitan areas may respond to lower sales tax rates in Erie by cutting sales tax rates in their own metropolitan area in order to gain back those customers. Source: Average establishment birth rate data from the U.S. Small Business Administration. Proprietorship data from the U.S. Bureau of Economic Analysis. Freedom Index data from Stansel (2013) . . In addition, Cebula and Clark (2011) find that people tend to migrate to areas with a greater amount of economic freedom. This increase in migration may further increase business activity in those more economically free areas. Thus, entrepreneurial activity may be clustered in space simply because the factors that determine entrepreneurial activity cluster in space and because people in general are attracted to areas with more economic freedom.
It is likely that both of these factors are important in determining entrepreneurial activity. LeSage and Pace (2009) show that a seemingly non-spatial model (OLS) can lead to a common spatial econometric model, a Spatial Durbin Model (SDM), if there is any omitted variable that is spatially dependent and correlated with an included variable. 5 This is highly plausible in the case of entrepreneurship, as entrepreneurs are defined as agents acting on unknown profit opportunities, and it is impossible to predict their actions with complete accuracy. Thus, it will be important to control for spatial dependence of entrepreneurial activities on other entrepreneurial activities, as well as spatial dependence in determinants of entrepreneurial activities, in order to minimize the bias.
The analysis by Hall and Sobel (2008) seems to be the only study that attempts to estimate the impact economic freedom has on entrepreneurial activity while incorporating spatial dependence into the model. However, their paper does not allow for spatial dependence in the explanatory variables and does not interpret the difference between direct and indirect effects, both of which have been recently emphasized in the literature as being important in spatial models (LeSage and Pace, 2009 ). In addition, the paper by Hall and Sobel (2008) is conducted using state-level data. Therefore, this paper expands upon Hall and Sobel (2008) by using Stansel's (2013) metropolitan area economic freedom index to analyze the effect of institutional quality on entrepreneurial activity across a large number of U.S. metropolitan areas while explicitly allowing for spatial dependence in both the dependent and independent variables. This paper will also present both the properly calculated direct and indirect effects.
In doing so this provides answers to two questions. First, is institutional quality in a metropolitan area positively associated with entrepreneurial activity in that area? Second, is institutional quality in a metropolitan area also positively associated with entrepreneurial activity in neighboring areas, or, alternatively, is it unrelated or even negatively associated with that neighboring activity? Conditional on an affirmative answer to the first question, the answer to the second question is critical to understanding whether changes in institutional quality have positive-, zero-, or negative-sum effects on entrepreneurial activity across U.S. metropolitan areas. For example, increases in an area's institutional quality may increase entrepreneurship in that area, but largely because entrepreneurs are being attracted away from neighboring areas. By estimating the indirect effect on neighboring areas (as well as the direct effect on the own-area) this paper provides evidence on whether the total effect is positive-, zero-, or negative-sum. 6 The measures of entrepreneurial activity used are constructed following the previous literature. The first measure is the average establishment birth rate and the second is the cumulative growth rate of proprietors. 7 Furthermore, there are several controls included in addition to the economic freedom index that are standard in the literature. This data is then used to estimate the effect economic freedom has on subsequent entrepreneurial outcomes, after controlling for spatial dependence.
Previewing the results, this paper reports statistically significant evidence of positive spillovers in entrepreneurial activity associated with changes in institutional quality. In addition, while the direct effects are positive, they are statistically insignificant and smaller in magnitude than the cumulative spillovers resulting from a change in institutional quality. This indicates that spillovers from institutional quality may be cumulatively more important in determining entrepreneurial activity than direct effects, suggesting the previous literature has missed a key part of the analysis.
Furthermore, the estimated total (direct plus indirect) effect of an increase in a metropolitan area's economic freedom score on entrepreneurship, while small in magnitude, is positive and statistically significant. Thus, there is evidence of a positive-sum 6 The estimates of effects are explained in the results section of the paper. 7 For example, Sobel (2008) uses both average establishment birth rate and cumulative percentage change of sole proprietorships as a proxy for productive entrepreneurship in a state-level study. The establishment birth rate data comes from the U.S. Small Business Administration. The sole proprietorship data comes from the U.S. Bureau of Economic Analysis's estimate of total nonfarm proprietorship employment.
game. Improvements in institutional quality in an area increase entrepreneurial activity in that area because the new institutional environment is conducive to entrepreneurial activity (direct effect) and the new institutional environment and increased entrepreneurial activity result in positive spillovers in neighboring areas (indirect effects).
Lastly, while the positive relationship between economic freedom and entrepreneurship is fairly robust, the results seem sensitive to the area of the country being studied. Specifically, when comparing the effects of economic freedom on entrepreneurship in metropolitan areas east of the Mississippi River versus metropolitan areas west of the Mississippi River, the magnitude and statistical significance of the direct, indirect, and total effects change. This suggests that there may be important differences in the effect economic freedom has on entrepreneurship throughout different regions of the country.
The remainder of the paper is organized as follows. Section 2 provides a further review of the relevant literature. Section 3 provides a description of the data, with an emphasis on the time period being studied. Model specification and testing are offered in Section 4, while the results using the properly specified model are given in Section 5. Conclusions are offered in Section 6.
Institutional quality and entrepreneurship
At the national level, there have been several studies linking specific qualities of institutions to entrepreneurial activity. Nyström (2008) , Foss (2008), and Sobel et al. (2007) all use the Economic Freedom of the World (EFW) Index, published by the Fraser Institute, as their measure of institutional quality. This index has five components and is designed to measure the extent to which institutions in each country,protect individuals and their property from aggression from others (Gwartney et al., 2013) .
Using a panel data set and self-employment as a measure of entrepreneurial activity, Nyström (2008) finds that the EFW index components representing institutions that have a smaller government sector, less regulation, better legal structure, and secure property rights tend to increase entrepreneurship. Bjørnskov and Foss (2008) and Sobel et al. (2007) analyze the relationship using cross-country data from the Kauffman Foundation's Global Entrepreneurship Monitor (GEM) as their entrepreneurship measures. Bjørnskov and Foss (2008) find that the size of government has a negative impact on entrepreneurship, while access to sound money has a positive impact. Similarly, Sobel et al. (2007) find that productive entrepreneurship depends on both the freedom to succeed and the discipline of failure that free markets provide. All of these results indicate that economic freedom has a positive impact on productive entrepreneurial activity.
In addition, there have also been several studies linking institutional quality to entrepreneurship at the sub-national level. Kreft and Sobel (2005) use U.S. state-level economic freedom data from the Economic Freedom of North American (EFNA) index as a proxy for institutional quality and both sole proprietorships and patent activity as measures of entrepreneurship to find a positive relationship between the EFNA index and these entrepreneurial activities. In addition, they find that certain demographic and economic control variables, such as median age, employment industry structure, and educational indicators, were important in determining entrepreneurial activities within a state.
Sobel (2008) also uses U.S. state-level scores to examine the impact the EFNA index has on entrepreneurship. However, Sobel's paper explicitly distinguishes between both productive and unproductive entrepreneurial activities. Productive entrepreneurship is measured using venture capital investments per capita, patents per capita, the growth rate of self-employment, and establishment birth rates, while unproductive entrepreneurship is calculated using three measures developed in Sobel and Garrett (2002) . Sobel (2008) finds that the EFNA index is positively related to productive entrepreneurship and negatively related to unproductive entrepreneurship. The focus of this paper will be exclusively on productive entrepreneurship. Hall et al. (2013) complete a U.S. state-level analysis similar to those given above; however, they use a more general measure of freedom than those included in the EFNA index to proxy for institutional quality. They use the Freedom in the 50 States index developed by Ruger and Sorens (2011) . This index includes variables that proxy for both personal and economic freedoms. Hall et al. (2013) find that there is a positive and statistically significant relationship between overall freedom and entrepreneurship.
Overall, these studies suggest that there is a positive relationship between institutional quality and entrepreneurial activities. However, as mentioned above, these studies ignore spatial dependence. The only known study that examines the impact economic freedom has on entrepreneurship, while including spatial dependence, is an analysis by Hall and Sobel (2008) .
Using the Kaufman Foundation's state-level measure of entrepreneurship, the Kauffman Index of Entrepreneurial Activity (KIEA), and the EFNA index, Hall and Sobel (2008) find a positive relationship between economic freedom and entrepreneurial activity at the U.S.-state level of analysis. They estimate this relationship using ordinary least squares (OLS), a spatial autoregressive model (SAR model), and a spatial error model (SEM model). However, the paper did not estimate the relationship using the Spatial Durbin Model (SDM) or a Spatial Lag of X (SLX) model. The SAR model only accounts for spatial dependence in the dependent variable, the SEM model only accounts for spatial dependence in the error term, and the SDM model accounts for spatial dependence in both the dependent and independent variables. Since many of the determinants of entrepreneurial activity are likely to exhibit some sort of spatial dependence, the SDM model is likely to be most appropriate.
In addition, Hall and Sobel (2008) did not calculate direct, indirect, or total effects estimates for the variables included in their model. This is important since they are using a SAR model. Since the time of the paper's publication, LeSage and Pace (2009) have emphasized that in any spatial model that includes a spatial lag of the dependent variable, such as the SDM or SAR models, spillover and feedback effects can arise, causing the interpretations of these models to be more complex than in the simple OLS case.
For example, an increase in economic freedom in one region may positively influence entrepreneurial activity in that region, but, as described in the previous section, this increase in entrepreneurial activity may cause an increase in entrepreneurial activities in surrounding areas. The increase in entrepreneurial activity in surrounding areas may then through a feedback effect further increase entrepreneurship in the region that initially experienced an increase in institutional quality. Since it is important to know the spillovers associated with a change in economic freedom, it is essential to be calculating these effects correctly.
As will be explained in the methodology section of this paper, LeSage and Pace (2009) developed three scalar summaries that will be used to determine the direct, indirect, and total effects of the variables in question. These scalar summaries properly incorporate the feedback effects that can arise in the SAR or SDM models. Therefore, the goal of this paper is to expand upon the previous literature to estimate the impact economic freedom has on entrepreneurial activity while properly incorporating the possibility of spatial dependence. By doing so, both the direct impact of economic freedom on entrepreneurial activity and the indirect or spillover impact of economic freedom on entrepreneurial activity will be estimated. In addition, examining the total effect (direct plus indirect effects) will provide some evidence of a positive-sum, zero-sum, or negative-sum game.
Data
The measure of institutional quality that is the focus of this paper is an economic freedom index developed by Stansel (2013) and is available only for the year 2002 for a total of 384 metropolitan areas. The goal of this index is to provide a more comprehensive measure of restrictions that government places upon economic freedom than do the basic government expenditure measures.
The index measures the extent to which property rights are protected and individuals are free to engage in voluntary transactions.
The index is constructed on a scale from 0 to 10, with 10 indicating most free. The comprehensive index is an average of the scores that metropolitan areas receive in three separate areas of economic freedom (each also on a scale of 0 to 10). Each area of economic freedom is itself scored based on a number of related components: The economic freedom measure is then related to entrepreneurial activity occurring after the year 2002. This paper follows Sobel (2008) and uses 1) percentage changes in total nonfarm proprietors' employment from the U.S. Bureau of Economic Analysis (BEA) as a measure of change in sole proprietors; and 2) establishment birth data from the U.S. Small Business Administration (SBA) to estimate entrepreneurial activity in each metropolitan area. Although Baumol (1990) distinguishes between productive and unproductive entrepreneurs, this paper focuses exclusively on the productive entrepreneurship measures as described in Sobel (2008) . These measures of entrepreneurial activity are calculated over a time period (2002) (2003) (2004) (2005) where they will be avoiding most of the effects from the recent recession, and subsequently including effects of the recession (2002-2008 and 2002-2011 periods) . 8 In addition to the institutional measure, a variety of other control variables are included that are standard in the literature and have data available at either the metropolitan or county level. 9 These data are all available from either the U.S. Census Bureau or the BEA. 10 Control variables include (i) a number of industry employment shares; (ii) three different educational attainment population shares (high school diploma, some college, and bachelor's degree or higher); (iii) a number of demographic population shares; and (iv) property and violent crime rates. In order to control for initial levels that match the time period of the economic freedom index, the data for (i), (ii), (iii), and (iv) are all based on either the year 2000 or the year 2002 given that the data from the Census is only available in the year 2000. 11 It is assumed that these Census variables are slow to change overtime, such that they can be used as a proxy for their initial levels in 2002. The success of already established businesses in an area is also 8 Establishment birth rate data is only available at the county level and only available until the year of 2008. The county-level data is summed to its respective metropolitan area level using the 2009 U.S. Office of Budget and Management metropolitan area definitions. 9 See, e.g., Hall and Sobel (2008) and Hall et al. (2013) . 10 All data from the BEA and the Census Bureau were extracted from February to April of 2013. The Census does not update the relevant data according to new metropolitan area definitions. Also, data from the Census is often only available at the county level. The 2009 metropolitan area definitions provided by the BEA are used to aggregate the county level components. The data from the BEA are most often available at the metropolitan level and always constructed based on the 2009 metropolitan area definitions. 11 A significant number of these variables were not available at the metropolitan level, but they were available at the county level. Therefore, the 2009 definitions of the metropolitan areas, as provided by the BEA, were used to add up the county level components.
controlled for using the log of per capita income. With these controls included, there are a total of 24 explanatory variables and a total of 375 observations. All of the variables, their definitions, and their sources are available in Table 1 , and descriptive statistics are shown in Table 2 . 
Methodology and model specification Testing
This paper employs the Elhorst (2010) testing procedure to try to uncover the true data generating process of the data. Using this procedure there are five models that the data could potentially fit: (1) Ordinary Least Squares (OLS), (2) Spatial Autoregressive Model (SAR), (3) Spatial Error Model (SEM), (4) Spatial Lag of X Model (SLX), or (5) Spatial Durbin Model (SDM). This testing procedure will indicate whether or not spatial dependence is present in the data. Furthermore, if spatial dependence is found to be present, the procedure will suggest which spatial model is the most appropriate to use.
The SAR model only considers spatial dependence in the dependent variable; however, as explained previously it is likely that the explanatory variables, such as institutional measures, are spatially dependent as well. The SEM model assumes that there is no spatial dependence in the dependent variable or the explanatory variables, and only dependence in the error term. The SLX model includes only a spatial lag of the explanatory variables in addition to the non-spatially lagged explanatory variables. 12 However, since these models are not controlling for all types of spatial dependence, they are more likely to be biased.
The SDM model includes a spatial lag of both the explanatory variables and the dependent variable, in addition to non-spatially lagged explanatory variables. The SAR, SEM, and SLX models are all nested within the SDM model. To see this, the general structure of the SDM model is provided below:
where y is an n  1 vector of cross-sectional observations of the dependent variable, X is an n  m matrix of control variables weighted by the m  1 vector of coefficients β, and  is an n  1 vector of errors. In
(1), W is an n  n weight matrix that defines neighbor relations and  and  are scalar parameters defining spatial effects across neighbors. Therefore, from equation (1) the SAR model is estimated when θ = 0, SEM when ρ = θ = 0, and SLX when ρ = 0. As LeSage and Pace (2009) explain, given that the true data generating process (DGP) is uncertain, in the presence of spatial dependence, the SDM is the only model that consistently produces unbiased coefficients as it is a generalization of the other DGPs. Consequently, SDM is likely the appropriate model unless significant evidence is presented otherwise.
To test for spatial dependence, the first step is to specify the weight matrix, W. Neighbor relations are defined according to a k-nearest neighbors weight matrix. As explained in LeSage and Pace (2010) , if estimates are interpreted properly for spatial models that include a  parameter, the results are not sensitive to the definition of the weight matrix. Therefore, k is specified as the average number of metropolitan areas contiguous to a given metropolitan area. This simply means that k is the average number of metropolitan areas that share a border with one another. For example, the geographically largest metropolitan area in California, Riverside-San Bernardina-Ontario (labeled "RSO" in Figure 3) , shares a border with exactly seven metropolitan areas. However, as can also be seen in Figure 3 there are some areas that do not border any other metropolitan areas, such as all of the areas in Montana, and some areas that border more than seven other metropolitan areas, such as the metropolitan areas found in the eastern part of the country.
Overall, the average number of contiguous neighbors turns out to be k = 6. Based on this, the six "closest" neighbors of any given metropolitan area are the six other metropolitan areas that are closest to the center of its geographic mass. 13 Based on the six closest neighbors, entries in the W matrix are assigned a '1' to indicate metropolitan area neighbor pairs (while all other elements of W are assigned '0'). The entries are then row normalized by convention so that each row sums to 1. Thus, any vector multiplied by the weight matrix results in an average of the neighboring values for each area. 13 Hawaii and Alaska metropolitan areas are not included in our sample. The reasons for this is that those metropolitan areas have such large distances from their closest neighbors that estimating the same spatial relationships as assumed for the contiguous states is unreasonable.
Following Elhorst (2010) , the first step is to conduct Lagrange multiplier (LM) tests to determine if there is any spatial dependence in the model. The appeal of these tests is that they only require the residuals of the OLS estimation and a spatial weight matrix. The LM lag tests if there is spatial dependence present in the dependent variable and whether SAR is appropriate, while the LM error tests if there is spatial dependence in the error term and whether SEM is appropriate.
A drawback of the LM tests is that it is sometimes hard to distinguish where the spatial dependence is coming from. The LM lag test may actually be including some of the spatial dependence in the error term, while the LM error test may be including some of the spatial dependence in the dependent variable. Therefore, the robust versions of these LM tests take into account that the other form of spatial correlation may be present.
The results of these tests for both periods of the birth rate regressions are given in Table 3 , and for both periods of the proprietorship regressions results are given in Table 4 . As these tables show, all specifications were found to exhibit spatial dependence according to the LM tests. Since the null hypothesis of no spatial dependence can be rejected, the next step is to estimate the Spatial Durbin Model.
Estimates of the SDM model are used to conduct a likelihood ratio (LR) test to determine if SDM is more appropriate than either SAR or SEM. Specifically, the following hypotheses are tested: H0: θ = 0 and H0: θ + ρβ = 0, where θ, β, and ρ are as defined in equation 3.1. The first hypothesis tests whether the SDM model can be collapsed into the SAR model, while the second hypothesis tests whether the SDM model can be collapsed into the SEM model. The likelihood ratio tests are calculated as follows:
where L(ŷU) is the value of the unrestricted model's likelihood function and L(ŷR) is the value of the restricted model's likelihood function. Both tests follow a chi-squared distribution with R degrees of freedom, where R is the number of restrictions. If both hypotheses are rejected, then SDM is the most appropriate model. If H0: θ = 0 is not rejected, then the SAR model is appropriate as long as the robust LM tests point to SAR. Similarly, if H0: θ + ρβ = 0 is not rejected, then the SEM model is appropriate as long as the robust LM tests point to SEM. If one of these conditions is not satisfied then the SDM model is used as it is a generalization of both the SEM and the SAR models.
As can be seen from Table 3 and Table 4 , the hypotheses that SDM can be collapsed into either the SAR or SEM models can be rejected in all cases. Therefore, the SDM specification is the most appropriate to use for both periods and for both the establishment birth rate and proprietorship regressions. In addition, SDM estimates are made using Maximum Likelihood, as it avoids the simultaneity bias in the spatially lagged dependent variable that would have been present if estimated using a leastsquares method. Table gives relevant p values that resulted from the remaining tests. ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively.
Empirical specification and results
Given the results of the above section, this paper estimates the entrepreneurship-freedom relationship using the following SDM model:
where y is one of the measures of entrepreneurial activity from 2002 until 2005 and subsequently from 2002 until 2008 or 2011, ρ is the spatial lag of entrepreneurial activity, X is a matrix of controls as defined in Table 1 , W is the weight matrix defining neighbor relationships, and ε is an error term. As mentioned above, the SDM model requires special care when interpreting the coefficients. To see why, drop the time subscript in (3), let r index the individual vectors in the X matrix, and put the SDM model into reduced form:
y= Σr=1 Sr(W)xr + V(W)ιnα + V(W)ε (5)

Sr(W)= V(W)(Inβr + Wθr)
Thus, β no longer represents the marginal impact of an explanatory variable on the dependent variable. In this model, a change in the explanatory variable in one region not only impacts the outcomes in its own region but also results in a feedback effect arising from the impact its outcome has on surrounding regions. Due to these additional complexities, the results are presented using the estimates of the three scalar summaries as proposed by LeSage and Pace (2009): average direct effect, average indirect effect, and average total effects. The direct effects estimate is intended to capture the effects of a change in a variable in the X matrix for location i on the dependent variable y in location i; thus, it is an own effect. This effect includes the feedback that may arise as the spillover effect of observation i impacts entrepreneurial outcomes in neighboring regions, which in turn impact region i. It is measured as the average of the diagonal elements of the Sr(W) matrix given above.
The indirect effects estimates are intended to capture any spillovers to region j that may arise from a change in a variable in X for observation i, where j does not equal i. It is important to note that the indirect effects measure is cumulative, so it may often be larger than the direct effect measure. The indirect effects are calculated as the average of the offdiagonal elements of the Sr matrix given above. As described by LeSage and Pace (2009) , the indirect impact estimates may be interpreted two ways: (1) how the change in the economic freedom index in all regions by some constant amount would change entrepreneurial activity in a typical region; or (2) how the change in the economic freedom index in one region cumulatively affects all of the other regions. The second interpretation will be used throughout this section. Lastly, the average total effect is the sum of the average indirect and direct effects.
For brevity, the focus is only on the measure of institutional quality, FREEDOM, when discussing results. Table 5 shows the results when using average establishment birth rates as measures of entrepreneurial activity. FREEDOM does not exhibit statistically significant direct, indirect, or total effects for either period. In addition, RHO is not statistically significant in either period, indicating that there is no spatial dependence in the dependent variable. However, as can be seen in Figure 1 , this average birth rate measure has some extreme outliers that may be biasing the impact of FREEDOM on BIRTH_RATE_05 and BIRTH_RATE_08 downwards. Therefore, it may be important to re-estimate this relationship without these outliers.
In the 2002-2005 period Mount Vernon-Anacortes, WA, is excluded since the average birth rate during this time period was 33.37 firm births as a percent of total of establishments, where the second highest during this time period was Palm Coast, FL, with 20.18 firm births as a percent of total establishments. In addition, there were many other metropolitan areas in the average birth rate range of 15-20. In the 2002-2008 period three metropolitan areas seemed to be outliers and therefore were excluded: Mount Vernon-Anacortes, WA, Medford-Ashland, OR, and Lewiston-Auburn, ME. The three birth rates for these metropolitan areas were above 23, when the next highest birth rate was only 19.75.
Once the outliers are removed, the indirect effect and total effect of FREEDOM on BIRTH_RATE_05 and BIRTH_RATE_08 become statistically significant (Table 6 ). In addition, RHO is statistically significant at the one percent level. Therefore, this indicates that spatial dependence is important, and increases in economic freedom in one metropolitan area have a positive impact on entrepreneurial activity in its own region (direct effect) and in neighboring areas (indirect effect). In other words, a positive sum game is present.
However, for small changes in FREEDOM, both of these effects are economically small. For example, a one standard deviation increase in FREEDOM (0.861) in one region will cumulatively increase the establishment birth rate of all other regions by only 0.377 percentage points, or about 16 percent of a one standard deviation increase in BIRTH_RATE_05. A 0.861 increase in FREEDOM is approximately equivalent to moving from the least free area (El Centro, CA) to the second least free area (Visalia-Porterville, CA). In order to explain a cumulative one standard deviation increase in BIRTH_RATE_05 there would have to be an increase in the FREEDOM of 5.16 points, equivalent to moving from the least free area (El Centro, CA) to the most free area (Naples-Marco Island, FL). Table 7 shows the results using the cumulative growth rate of proprietors as the measure of entrepreneurial activity. Once again the indirect and total effects for FREEDOM are positive and statistically significant in both time periods. In addition, RHO is statistically significant in both time periods. The direct effects of FREEDOM are positive and statistically significant when looking at PROPRIETOR_05, although this effect becomes negative and insignificant in the following time period.
However, as before, all of these effects are economically small. For example, a one standard increase in FREEDOM in one area results in only a cumulative increase of PROPRIETOR_05 of about 0.861 percentage points in all other areas, or less than 15 percent of a one standard deviation increase in PROPRIETOR_05. Thus, in order to explain a cumulative one standard deviation increase in PRO-PRIETOR_05, FREEDOM would have to increase by about 5.7 points in the index, again equivalent to moving from the least free area (El Centro, CA) to the most free area (Naples-Marco Island, FL). Note: ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively. Standard errors given in parentheses. Note: ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively. Standard errors given in parentheses. Mount Vernon-Anacortes, WA, excluded from both periods; Lewiston-Auburn, ME, and Medford-Ashland, OR, excluded from 2002-2008 period. Note: ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively.
As shown in Figure 2 through Figure 4 , there seems to be a wide variation in both entrepreneurial activity and economic freedom when comparing the eastern portion of the country with the western portion. In addition, the metropolitan areas in the West are much more spread out geographically than those in the East. Given that the above results are estimated using a global spatial model, meaning that the spillovers are not limited to immediate surrounding neighbors, but rather are able to spillover across the entire country due to the RHO parameter, it seems important to separate the data into two samples: east of the Mississippi River and west of the Mississippi River. 14 Tables A1 through A4 in the appendix present the results of these two samples, for both time periods and for both entrepreneurial measures.
First looking at Table A1 and Table A2 , FREE-DOM still has a statistically significant and positive indirect and total effect on both BIRTH_05 and BIRTH_11, and this holds in both periods for both the East sample and West sample. However, the coefficients are now much larger in most cases. As Table A1 Table 6 (0.439). This may be suggesting that the full sample results may be biased downwards.
In addition, as Table A2 shows, there do seem to be important differences in the indirect and total effects estimates between the East and the West during the 2002-2008 period. The indirect effect FREE-DOM has on BIRTH_11 in the East is much smaller than its effect in the West (0.545 in the East and 0.867 in the West). In addition, the indirect effect in the East is now only statistically significant at the 10% level, while the indirect effect in the West remains statistically significant at the 1 % level. It is also important to note that RHO is no longer statistically significant in either period for either sample. This suggests that there may be important relationships in establishment birth rates that reach across the Mississippi River resulting in a statistically significant RHO in the full sample.
Lastly, looking at Table A3 and Table A4 , the effects of FREEDOM on PROP_05 and PROP_11 change significantly after splitting the sample into the East and West. It seems that the statistically significant and positive relationship between FREE-DOM and PROP_05 and PROP_11 shown in Table 7 14 For metropolitan areas that cross state borders, the state in which the principal city resides is used. may be driven exclusively by metropolitan areas in the West. FREEDOM has positive and statistically significant direct, indirect, and total effects on PROP_05 in the West and has no statistically significant relationship with PROP_05 in the East. Similarly, for PROP_11, FREEDOM has a statistically significant and positive impact only in the West. In both periods, however, RHO remains positive and statistically significant in all cases.
Therefore, overall the results suggest that spatial dependence is an important component of the analysis. Economic freedom may have a positive impact on entrepreneurial activity overall, but this impact is fairly small in magnitude. In addition, the size of the effect and its statistical significance are sensitive to the sample in question.
Conclusion
Previous research has focused on the effect economic freedom has on entrepreneurial activity, finding there to be a positive relationship. However, even though entrepreneurial activity tends to cluster in space, much of this previous literature has ignored the possibility of spatial dependence. In addition, if spatial dependence is present it is unclear whether the positive relationship found in the previous literature is because increasing economic freedom in one area results in increased entrepreneurial activity in that area as well as other areas (positivesum game) or if increasing economic freedom attracts entrepreneurs away from neighboring areas (zero-or negative-sum game).
There are two key reasons that entrepreneurial activity may cluster together: (1) entrepreneurial activities themselves spur subsequent entrepreneurial activities; and (2) specific determinants of entrepreneurial activity, such as institutional quality, tend to cluster together. This paper finds evidence of both. Using data from U.S. metropolitan areas, this paper finds that entrepreneurial activity itself is spatially dependent and finds positive and statistically significant spillovers (indirect effect) in entrepreneurial activity caused by changes in institutional quality.
In addition, this paper finds that the direct effects of changes in institutional quality, while positive in all cases except for one, are smaller than the indirect effects and statistically insignificant. This is plausible since the indirect effect captures the cumulative spillovers resulting from the change in institutional quality. However, even though the direct effect has no statistical significance, the estimated total (direct plus indirect) effect of an increase in institutional quality is positive and statistically significant, suggesting a positive-sum game. Improvements in institutional quality in an area increase entrepreneurial activity in that area because the new institutional environment is conducive to entrepreneurial activity (direct effect) and because the new institutional environment and entrepreneurial activity result in positive spillovers in neighboring areas (indirect effects).
These effects, however, are all small in magnitude. In order to explain a cumulative one standard deviation change in either of the entrepreneurial measures presented in this paper, there would have to be an increase in the FREEDOM index equivalent to moving from the least free area to the most free area. Thus, in order to see effects that are large in magnitude there would need to be very large increase in economic freedom throughout the U.S.
Furthermore, these effects may be sensitive to the sample region. When breaking the sample down into two separate groups, east of Mississippi River and west of Mississippi River, the magnitude and statistical significance of the above results seem to change greatly. It seems that the indirect effect economic freedom has on average establishment birth rates is biased downwards when including the full sample; this effect nearly doubles when the sample is broken down. In addition, it seems that the West may be driving the positive relationship found between economic freedom and proprietorship growth rates, thus suggesting there may be important differences through regions of the country. Further analysis is needed to uncover what these differences are. Note: ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively. Standard errors given in parentheses. Lewiston-Auburn, ME, Medford-Ashland, OR, and Mount-Vernon Anacortes, WA excluded. Note: ***, **, and * indicate statistically significant at 1%, 5%, and 10% levels, respectively. Standard errors given in parentheses. 
