Relative entropy for von Neumann subalgebras by Gao, Li et al.
ar
X
iv
:1
90
9.
01
90
6v
3 
 [m
ath
.O
A]
  1
6 S
ep
 20
19
RELATIVE ENTROPY FOR VON NEUMANN SUBALGEBRAS
LI GAO, MARIUS JUNGE∗, AND NICHOLAS LARACUENTE
Abstract. We revisit the connection between index and relative entropy for an inclusion
of finite von Neumann algebras. We observe that the Pimsner-Popa index connects to
sandwiched p-Re´nyi relative entropy for all 1/2 ≤ p ≤ ∞, including Umegaki’s relative
entropy at p = 1. Based on that, we introduce a new notation of relative entropy to a
subalgebra which generalizes subfactors index. This relative entropy has application in
estimating decoherence time of quantum Markov semigroup.
1. Introduction
The index [M : N ] for a II1 subfactorN ⊂M was first constructed by Jones [22] as the
coupling constant of the representation of N on L2(M). On the other hand, motivated
from classical egordic theory, Connes and Sto¨rmer [12] introduced the relative entropy
H(M|N ) for an inclusion of finite (dimensional) N ⊂M. The connection between these
two quantities was first studied by Pimsner and Popa [31] and they proved the general
relation
log[M : N ] ≥ H(M|N ) . (1)
A key concept in their discussion is the following index for an inclusion N ⊂M of finite
von Neumann algebras (which we call Pimsner-Popa index),
λ(M : N ) = max{λ | λρ ≤ E(ρ) , ∀ ρ ∈M+ .} (2)
Here E :M→ N is the trace preserving conditional expectation onto N and M+ is the
positive cone. It was proved in [31] that [M : N ] = λ(M : N )−1 for II1 subfactors, and
log λ(M : N )−1 ≥ H(M|N ) for finite von Neumann algerbas. Form this the inequality
(1) follows.
In this paper, we revisit these concepts and connect them to sandwiched Re´nyi relative
entropies Dp recently introduced in quantum information theory. Let p ∈ [1/2, 1)∪ (1,∞]
and 1/p+ 1/p′ = 1. For two densities ρ, σ ∈M (positive and trace 1) and σ invertible,
Dp(ρ||σ) := 1
p− 1 log tr(|σ
− 1
2p′ ρσ
− 1
2p′ |p) .
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where tr is the trace onM. Dp are Re´nyi type generalization of Umegaki’s relative entropy
D(ρ||σ) = tr(ρ log ρ − ρ log σ). While the D commonly has operational meaning in the
asymptotic i.i.d setting (e.g. [29, 39]), the sandwiched Re´nyi relative entropy Dp has
been found useful in proving strong converse theorems (e.g. [41, 19, 25]). Our starting
point is the observation that the quantity λ(M : N ) is closely related to the sandwiched
Re´nyi relative entropy Dp at p = ∞. Based on that, we obtain the following connection
between Popa-Pimsner index and p-Re´nyi relative entropy for all 1/2 ≤ p ≤ ∞, including
Umegaki’s relative entropy at p = 1.
Theorem A (c.f. Theorem 3.1). Let N ⊂ M be an inclusion of II1 factors or finite
dimenisional von Neumann algebras. For 1/2 ≤ p ≤ ∞,
− log λ(M : N ) = sup
ρ∈M
Dp(ρ||E(ρ)) = sup
ρ∈M
inf
σ∈N
Dp(ρ||σ) , (3)
where the supremum takes all density operators ρ in M and the infimum takes all density
operators σ in N .
One notation appears in above theorem is the relative entropy to the subalgebra,
Dp(ρ||N ) = inf
σ
Dp(ρ||σ)
where the infimum takes all densities σ ∈ N . As Dp(ρ||σ) being an information metric
between ρ and σ, Dp(ρ||N ) measures the distance of the state ρ is from the subalgebra N .
Dp(ρ||N ) unifies several information measures in quantum information including (Re´nyi)
conditional entropy [28], relative entropy of coherence [43] and of asymmetry [26], which
are important quantifier of operational resources in quantum information tasks. From
noncommutative Lp-spaces perspective, Dp(ρ||N ) correpsonds to the amalgamated Lp-
spaces studied in [23]. Theorem A states that the Pimsner-Popa index can be viewed as the
maximal relative entropy from M to the subalgebra. Motivated from that, we introduce
new notations of relative entropy for an inclusion N ⊂M of finite von Neumann algebras,
Dp(M||N ) := sup
ρ∈M
Dp(ρ||N ) , Dp,cb(M||N ) := sup
n
Dp(Mn(M)||Mn(N )) ,
where Mn denote the n-dimensional matrix. These relative entropies differ with Connes-
Sto¨rmer entropy H(M|N ) and the relative entropy discussed in [34]. In particular,
Dp,cb(M||N ) = log[M : N ] for finite subfactors, and for p = 1 and ∞, they satisfy
the multiplicity (c.f. Theorem 3.9)
Dcb(M1⊗M2||N1⊗N2) = Dcb(M1||N1) +Dcb(M2||N2) .
One application of Dp,cb is to estimate the decoherence time of quantum Markov semi-
groups. A quantum Markov semigroup (Tt)t≥0 : M → M is an ultra-weak continuous
family of normal unital completely positive maps. When M = B(H) is the bounded
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operators on a Hilbert space H , quantum Markov semigroups are also called GLKS equa-
tions in physics literature (see [11]). It models the evolution of open quantum system that
potentially interacts with environment. Let N be the subalgebra of the common multi-
plicative domain of Tt for all t ≥ 0. A semigroup Tt is self-adjoint if Tt is self-adjoint map
with respect to the trace; is primitive if N = C1 is trivial. The non-primitive semigroup
was studied in [3] as a general model of decoherence process, which means a state ρ loses
its quantum coherence and becomes like a classic state E(ρ). We obtain the following
convergence property of self-adjoint semigroups.
Theorem B (c.f. Theorem 4.2). Let Tt = e
−At : M → M be a self-adjoint quantum
Markov semigroup with generator A and let N be the common multiplicative domain of
Tt. Suppose D2,cb(M||N ) <∞ and Tt has λ-spectral gap that λ ‖x−E(x)‖22≤ tr(x∗Ax).
Then for any density ρ ∈Mn(M),
D(idMn ⊗ Tt(ρ)||Mn(N )) ≤ 2 exp
(
− λt+ 1
2
D2(ρ||Mn(N ))
)
. (4)
For ǫ > 0, we have ‖ id⊗ Tt(ρ)− id⊗ E(ρ)‖1≤ ǫ if
t ≥ 1
λ
(
2 log
2
ǫ
+D2,cb(M||N )/2
)
(5)
The decoherence time is the smallest time t such that the trace distance ‖Tt(ρ)−E(ρ)‖1
is small than ǫ. It is the analog of mixing time of classical Markov process when M is
commutative. One standard approach for the decay property of relative entropy is the
modified logarithmic Sobolev inequality (MLSI), which in our setting corresponds to
D(Tt(ρ)||N ) ≤ e−λtD(ρ||N ) . (6)
The MLSI has been intensively investigated in classical case (see e.g. [2, Chapter 5] and
the references therein) and recently has been studied for quantum Markov semigroups
(e.g. [16, 8, 9, 7, 32, 3, 4, 27]). In the classical case, an important property of MLSI is the
tensorization, i.e. the decay exponent λ for a tensor product semigroup St⊗Tt is bounded
by the exponents of St and Tt. This property allows us to derive MLSI for composite
system form components. Nevertheless, while such property is also desired for tensor
product quantum system, it is not known for MLSI of quantum Markov semigroups. The
tensorization requires that not only Tt but also idMn ⊗ Tt satisfies MLSI (6) for a uniform
constant λ independent of n. This strong property was studied in [16] under the name
“complete logarithmic Sobolev inequality” (CLSI).
Theorem B gives a decay estimate of D(ρ||N ) under the assumption of spectral gap
and D2,cb(M||N ) < ∞. Despite the factor D(ρ||N ) is generically smaller eD2(ρ||N ), the
exponent given by the spetral gap λ is not less than the MLSI exponent. Theorem B
also gives an uniform decoherence time (5) for id⊗Tt independent of the auxiliary system
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Mn. Moreover, it naturally extends to tensor product semigroup because the spectral gap
has tensorization property even in the noncommutative case and Dcb(M||N ) is additive.
One immediate consequence is that Theorem B also estimates the loss of entanglement.
A density ρ ∈ Mn(M) ∼= Mn ⊗ M is entangled if ρ cannot be written as a convex
combination of product densities ρ =
∑
j µjωj⊗ρj . Entanglement is an essential quantum
phenomenon as well as fundamental resource in quantum information science. When N is
a commutative algebra, the semigroup id⊗Tt(ρ) converges to id⊗E(ρ), which is always a
non-entangled state. In other words, when a quantum systemM decoherence to a classical
system N , it simultaneously lose its entanglement to auxiliary system or environment.
Theorem B gives a quantitive description of this phenomenon as it estimates the relative
entropy and trace distance from idMn ⊗ Tt(ρ) to the non-entangled state id⊗ E(ρ).
The rest of paper is organized as follows. In Section 2, we review the definition of
sandwiched Re´nyi p-entropy and some basic properties. We also introduce Dp(ρ||N ) and
discuss the connection to the amalgamated Lp-spaces. Section 3 proves Theorem A and
some basic properties about Dp(M||N ) and Dp,cb(M||N ). Section 4 is devoted to applica-
tion of Dp,cb(M||N ) in the decoherence time and proves Theorem B. The maintext of this
paper should be accessible to quantum information audience. We provide an appendix on
amalgamated Lp-spaces and put some technical lemmas there.
Acknowledgement—The authors are grateful to Gilles Pisier for helpful discussion
related to Proposition 2.3.
2. Relative entropy
2.1. Sandwiched Re´nyi relative entropy. We denote by C the complex numbers and
Mn the n × n complex matrices. Throughout the paper, we consider M is a finite von
Neumann algebra equipped with normal faithful finite trace tr. For 1 ≤ p <∞, the space
Lp(M) is defined as the norm completion of M with respect to the Lp-norm ‖ x ‖p=
tr(|x|p) 1p . We identify L∞(M) :=M and the predual space M∗ ∼= L1(M) via the duality
a ∈ L1(M)←→ φa ∈ M∗, φa(x) = tr(ax) .
We say ρ ∈ L1(M) is a density if ρ ≥ 0 and tr(ρ) = 1. The set of all densities correspond
to the normal states of M, which we denote by S(M). Let p ∈ [1
2
, 1) ∪ (1,∞] and
1/p + 1/p′ = 1. For two densities ρ and σ, the sandwiched Re´nyi relative entropy is
defined as
Dp(ρ||σ) =
{
p′ log ‖σ− 12p′ ρσ− 12p′ ‖p, if ρ << σ
+∞, otherwise.
where ρ << σ means that the support projections satisfies supp(ρ) ≤ supp(σ). The
negative power σ
− 1
2p′ is interpreted as generalized inverse on the support and in most
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discussion we can assume that σ is faithful. This definition was introduced in [41, 28] for
matrices and recently generalized to general von Neumann algebras via different methods
[6, 20, 21, 18]. When p→ 1, Dp recovers the relative entropy
D(ρ||σ) = tr(ρ log ρ− ρ log σ) (7)
which was first introduced by Umegaki [36] and later extended to von Neumann algebras
by Araki [1]. Umegaki’s definition is the noncommutative generalization of Kullback-
Leibler divergence form probablity theory. It is an fundamental quantity that have been
intensive studied and widely used in quantum information theory (see [38] for a survey).
More recently, the sandwiched Re´nyi relative entropy Dp has been found useful in proving
strong converse theorems of communication tasks (e.g. [41, 19, 25]). For all 1
2
≤ p ≤ ∞,
Dp(ρ||σ) is a measure of difference between ρ and σ. In particular for p =∞,
D∞(ρ||σ) = log ‖σ− 12ρσ− 12 ‖∞= log inf{λ|ρ ≤ λσ}
and D 1
2
is essentially the fidelity. We say Φ : L1(M) → L1(M) is a completely positive
trace preserving (CPTP) map if its adjoint Φ† :M→M is normal, unital and completely
positive. The CPTP maps are also called quantum channels. We summarise here some
basic properties of Dp. For any two densities ρ and σ,
i) Dp(ρ||σ) ≥ 0. Moreover, Dp(ρ||σ) = 0 if and only if ρ = σ
ii) Dp(ρ||σ) is non-decreasing over p ∈ [1/2,∞] and limp→1Dp(ρ||σ) = D(ρ||σ).
iii) For a CPTP map Φ : L1(M)→ L1(M), Dp(ρ||σ) ≥ Dp(Φ(ρ)||Φ(σ)). In particular,
Dp(ρ||σ) is joint convex for ρ and σ.
i), ii) and iii) was proved in [28, 41] for matrix algebras. The discussion for the case of
general von Nuemann algebras can be found in [6, 20, 21, 18].
2.2. Relative entropy to a subalgebra. Motivated from the asymmetry measure of
group in [26], we introduced in [15] the relative entropy to subalgebra. Given a subalgebra
N ⊂M, we define for a density ρ,
Dp(ρ||N ) := inf
σ∈S(N )
Dp(ρ||σ) .
where the infimum takes over all densities σ ∈ S(N ). This definition connects several
concepts in quantum information literature:
a) Let α : G→ Aut(M) be an action of a groupG as trace preserving ∗-automorphism
of M. Let N =MG := {x ∈ M|αg(x) = x ∀ g ∈ G} be the invariant subalgebra.
Then Dp(ρ||MG) is a G-asymmetry measure introduced in [26] and is related to
the relative entropy of frameness as introduced in [37, 17].
b) Let HA, HB be two finite dimensional Hilbert space.For M = B(HA ⊗ HB) and
N = C1 ⊗ B(HB) ⊂ B(HA ⊗HB), Dp(ρ||N ) gives the sandwiched Re´nyi relative
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entropy Hp(A|B) in [28, 41] up to a dimension constant Dp(ρ||N ) = Hp(A|B)ρ +
log(dimHA). The constant comes from the fact that the induced trace on C1 ⊗
B(HB) ⊂ B(HA ⊗HB) differs with the matrix B(HB) by a factor of dimHA.
c) Let N = Cn ⊂ Mn = M be the diagonal matrices inside the matrix algebra Mn.
Dp(ρ||N ) is the sandwiched Re´nyi relative entropy of coherence as in [5, 35].
We have the basic properties of Dp(ρ||N ) parallel to D(ρ||σ).
Proposition 2.1. For 1/2 ≤ p ≤ ∞ and a density ρ ∈ S(M),
i) Dp(ρ||N ) ≥ 0. Moreover Dp(ρ||N ) = 0 if and only if ρ ∈ S(N )
ii) Dp(ρ||N ) is non-decreasing over p ∈ [12 ,∞] and limp→1Dp(ρ||N ) = D(ρ||N ).
iii) Let Φ : L1(M) → L1(M) be a CPTP such that Φ(L1(N )) ⊂ L1(N ). Then
Dp(ρ||N ) ≥ Dp(Φ(ρ)||N ). In particular, Dp(ρ||N ) is convex for ρ.
iv) For p = 1,
D(ρ||N ) = D(ρ||E(ρ)) = H(E(ρ))−H(ρ)
where H(ρ) = −tr(ρ log ρ) is the von Neumann entropy.
i)-iii) follows from the corresponding properties of Dp(ρ||σ) by taking the infimum. When
p = 1, for any density σ ∈ S(N ),
D(ρ||σ) = tr(ρ log ρ− ρ log σ) = tr(ρ log ρ)− τ(E(ρ) log σ)
= tr(ρ log ρ−E(ρ) logE(ρ))− tr(E(ρ) log σ − E(ρ) logE(ρ))
= D(ρ||E(ρ)) +D(σ||E(ρ)) . (8)
Because D(σ||E(ρ)) ≥ 0 and D(σ||E(ρ)) = 0 implies σ = E(ρ), the infimum attains
uniquely at E(ρ). Moreover, by the condition expectation property,
D(ρ‖E(ρ)) = tr(ρ log ρ− ρ logE(ρ)) = tr(ρ log ρ− E(ρ) logE(ρ)) = H(E(ρ))−H(ρ) .
which verifies iv).
Form above properties, we see that Dp(ρ||N ) are natural measures of the difference ρ
is from a density of N . Viewing E(ρ) as the projection of ρ, Dp(ρ||E(ρ)) is also a measure
with respect to N and coincides with Dp(ρ||N ) at p = 1. Nevertheless, we note that for
general p, Dp(ρ||N ) 6= Dp(ρ||E(ρ)).
Example 2.2. Let N ∼= C2 be the diagonal matrix in M = M2. For 0 ≤ a ≤ 1, consider
the pure state ρ =
[
a
√
a(1− a)√
a(1− a) 1− a
]
. One can calculate that for 1 < p ≤ ∞
and q = p
2p−1 ,
Dp(ρ||N ) = Dp(ρ||σp) = p′ log(1 + aq(1− a)1−q + (1− a)qa1−q) ,
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σp =
[
aq
aq+(1−a)q 0
0 (1−a)
q
aq+(1−a)q
]
Dp(ρ||E(ρ)) = p′ log(a
1
p + (1− a) 1p ) , E(ρ) =
[
a 0
0 1− a
]
So for all 1 < p ≤ ∞, σp 6= E(ρ) are not the same.
2.3. Connection to amalgamated Lp-spaces. The Re´nyi relative entropy Dp(ρ||N )
are closely related to the amalgamated Lp-spaces and conditional Lp-spaces introduced
in [23]. Here we briefly recall the definitions and refer to the appendix and [23] for more
information. Let 1 ≤ p ≤ ∞ and 1
p
+ 1
p′
= 1
1
. The amalgamated Lp-space L
p
1(N ⊂M) is the
set of elements x ∈ L1(M) such that x admits a factorization x = ayb with a, b ∈ L2p′(N )
and y ∈ Lp(M) equipped the norm
‖x‖Lp1(N⊂M)= infx=ayb ‖a‖L2p′ (N )‖y ‖Lp(M)‖b‖L2p′ (N ) (9)
where the infimum runs over all such factorization x = ayb. For positive x ≥ 0, it suffices
to consider positive invertible element a = b ≥ 0 in the infimum. Hence,
‖ρ‖Lp1(N⊂M)= infσ∈S(N ) ‖σ
− 1
2p′ ρσ
− 1
2p′ ‖p . (10)
where the infimum runs over all density σ ∈ L1(N ) such that there exists a factorization
ρ = σ
1
2p′ yσ
1
2p′ for some positive y ∈ Lp(M). Therefore, for 1 < p ≤ ∞,
Dp(ρ||N ) = p′ log ‖ρ‖Lp1(N⊂M) .
It follows from Ho¨lder inequality that ‖ x ‖Lp1(N⊂M)≥‖ x ‖1 and ‖ x ‖Lp1(N⊂M)=‖ x ‖1 if
and only if x ∈ L1(N ). This corresponds to the property i) in Proposition 2.1. The dual
spaces of amalgamated Lp-spaces are conditional Lp-spaces. The conditional Lp-space
Lq∞(N ⊂M) is defined as the completion of Lp(M) with respect to the norm
‖x‖Lq∞(N⊂M)= sup‖ a ‖L2q(N )=‖ b ‖L2q(N )=1
‖axb‖Lq(M) .
Via the trace pairing 〈x, y〉 = tr(xy), Lp′∞(N ⊂M) ⊂ Lp1(N ⊂M)∗ as w∗-dense subspace
[23, Proposition 4.5]. The connection of Dp(ρ||N ) for 12 ≤ p < 1 goes with conditional
Lp-norm of ρ
1
2 . Let 1 ≤ q = 2p ≤ 2 and 1
q
= 1
r
+ 1
2
. We define the norm
‖x‖L2
(r,∞)
(N⊂M)= sup
‖a‖Lr(N )=1
‖ax‖Lq(M) .
where the supreme runs over all a ∈ N with ‖a‖Lr(N )= 1. For 1 ≤ q = 2p < 2
Dp(ρ||N ) = −r log ‖ρ 12 ‖L2
(r,∞)
(N⊂M) .
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We show that the infimum in Dp(ρ||N ) is always attained. The proof uses uniform con-
vexity of noncommutative Lp-spaces and is provided in the appendix.
Proposition 2.3. For 1/2 ≤ p ≤ ∞, the infimum Dp(ρ||N ) = inf
σ∈S(N )
Dp(ρ||σ) is attained
at some σ. For 1/2 < p <∞, such σ is unique.
3. Maximal relative entropy
Recall that the Popa-Pimsner index for a finite von Neumann algebra is defined as
λ(M : N ) = max{λ | λx ≤ E(x) ∀ x ∈M+}
where M+ is the positive cone of M. This definition can be rewritten via D∞ as follows
log λ(M : N ) = log sup{λ | λx ≤ E(x) for all x ∈M+}
= log inf
x∈M+
sup{λ | λx ≤ E(x)}
= inf
x∈M+
(log inf{µ | x ≤ µE(x)})−1
=
(
sup
x∈M+
log inf{µ | x ≤ µE(x)}
)−1
=
(
sup
x∈S(M)
D∞(x||E(x))
)−1
where the last equality follows that M+ is norm-dense in L1(M)+. Thus we have
− log λ(M : N ) = sup
ρ∈S(M)
D∞(ρ||E(ρ)). (11)
Based on this observation, we prove Theorem A.
Theorem 3.1. Let N ⊂ M be an inclusion of II1 factors or finite dimensional von
Neumann algebras. Then for 1/2 ≤ p ≤ ∞,
− log λ(M : N ) = sup
ρ∈S(M)
Dp(ρ||E(ρ)) = sup
ρ∈S(M)
Dp(ρ||N )
Proof. By monotonicity,
D 1
2
(ρ||N ) ≤ Dp(ρ||N ) ≤ D∞(ρ||N ) ≤ D∞(ρ||E(ρ)),
D 1
2
(ρ||N ) ≤ D 1
2
(ρ||E(ρ)) ≤ Dp(ρ||E(ρ)) ≤ D∞(ρ||E(ρ)) .
Then it suffices to prove that
sup
ρ∈S(M)
D 1
2
(ρ||N ) ≥ − log λ(M : N ) .
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Note that
D 1
2
(ρ||N ) = inf
σ∈S(N )
D 1
2
(ρ||σ) = inf
σ
−2 log ‖σ 12ρ 12 ‖1
= −2 log sup
σ
‖σ 12ρ 12 ‖1 .
Let e = supp(ρ) be the support projection of ρ. By Ho¨lder inequality, for any σ ∈ S(N ),
‖σ 12ρ 12 ‖1 ≤‖σ 12 e‖2‖ρ 12 ‖2
= tr(σe)
1
2 = tr(σE(e))
1
2 ≤‖E(e)‖
1
2∞ .
Therefore, D 1
2
(ρ||N ) ≥ − log ‖E(e)‖∞ and
sup
ρ
D 1
2
(ρ||N ) ≥ − log inf{‖E(e)‖ | e projection in M} .
WhenM,N are II1 factors or finite dimensional, the infimum at the right hand side equals
λ(M : N ) by [31, Theorem 2.2 & Corollary 5.6]. That completes the proof.
The above theorem used the monotonicity of Dp over p and the following equality
max{λ|λx ≤ E(x) ∀ x ∈M+} = inf{‖E(e)‖ | e projection in M} . (12)
This equality was proved in [31] for II1 factors and finite dimensional von Neumann al-
gebras. While ”≤” direction always holds from convexity, the converse inequality is open
in general. In both finite dimensional or subfactor cases, it follows from the fact that
there exists a projection e0 ∈M such that E(e0) is again a projection up to the constant
λ(M : N ). Let ρ0 = tr(e)−1e be the normalized density of e. Dp(ρ0||N ) attains the index
for all 1/2 ≤ p ≤ ∞,
sup
ρ∈S(M)
Dp(ρ||N ) = Dp(ρ0||N ) = Dp(ρ0||E(ρ0)) . (13)
Let us briefly review the value of λ(M : N ) and the optimal density ρ0 from [31]. For II1
factors N ⊂M, there is a projection e ∈ M such that E(e) = [M : N ]−11 ([22, Lemma
3.1.8]). This implies
λ(M : N )−1 = [M : N ] ,
Let N ∼= ⊕kMnk ,M∼= ⊕lMml be a pair of finite dimensional von Neumann algrebas.
Suppose the unital inclusion ι : N →֒ M is given by
ι(⊕kxk) = ⊕l(⊕kxk ⊗ 1akl) .
Here 1n denotes the identity matrix in Mn and akl is called the inclusion matrix, which
means that each block Mml of M contains akl copy of Mnk blocks from N . Let tl be the
trace of minimal projection in Mml block of M and sk be the trace of minimal projection
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in Mnk block of N . Then s = (sk), t = (tl), n = (nk), m = (ml) as column vectors satisfy
s = At and m = ATn, where A = (akl) and A
T is the transpose of A.
Based on Theorem 3.1, it is equivalent to maximize D(ρ||E(ρ)) = H(E(ρ)) − H(ρ).
By convexity of D(·||N ), it suffices to consider a minimal projection e = |ψ〉〈ψ|⊗1tl in one
block Mml . Then ρ = |ψ〉〈ψ|⊗ 1tltl is the normalized density and H(ρ) = log tl. Denote Pk,i
be the projection in Mml corresponding to the ith copy of Mnk and write |ψk,i〉 = Pk,i|ψ〉.
The conditional expectation of ρ is given by
E(ρ) = ⊕k(
akl∑
i=1
|ψk,i〉〈ψk,i|)⊗ 1
sk
1sk .
The largest possible rank of E(ρ) is
∑
kmin(akl, nk)sk because the part in the Mnk block
of N ∑
i=1
Pi,k|ψ〉〈ψ|Pi,k =
akl∑
i=1
|ψk,i〉〈ψk,i|
is of rank at most min(akl, nk). Then the maximal entropy H(E(ρ)) is attained by choosing
|ψk,i〉〈ψk,i| mutually orthogonal and ‖ψk,i ‖2= sk∑
k min(akl ,nk)sk
. In this case,
E(ρ) = ⊕k(
akl∑
i=1
|ψk,i〉〈ψk,i|)⊗ 1
sk
1sk =
1∑
kmin(akl, nk)sk
⊕k (
akl∑
i=1
|ψ˜k,i〉〈ψ˜k,i|)⊗ 1sk
where |ψ˜k,i〉 = |ψk,i〉/ ‖ψk,i‖2 are unit vectors. Then
D(ρ||E(ρ)) =H(E(ρ))−H(ρ) = log
∑
k
min(akl, nk)sk − log tl
= log
∑
k
min(akl, nk)sk/tl .
Taking the maximum over the block Mml ofM leads to the formula in [31, Theorem 6.1],
max
ρ
D(ρ||N ) = − log λ(M : N ) = logmax
l
∑
k
min(akl, nk)sk/tl . (14)
Motivated from above we introduce for finite von Neumann algebras N ⊂ M, the
relative entropy D(M||N ) and its Re´nyi version Dp(M||N )
D(M||N ) := sup
ρ∈S(M)
D(ρ||N ) , Dp(M||N ) := sup
ρ∈S(M)
Dp(ρ||N )
As a consequence of Theorem 3.1, for II1 subfactors or finite dimensional N ⊂ M,
Dp(M||N ) = D(M||N ) is independent of p, while in general such equality is open. These
definitions are different with the Connes-Stormer relative entropy
H(M|N ) = sup
∑
i xi=1
∑
i
tr(xi log xi − xi logE(xi))
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where the supreme runs over all partition of unity
∑
i xi = 1, xi ≥ 0. We now discuss the
relation between λ(M : N ), Dp(M||N ) and H(M|N ).
Proposition 3.2. Let N ⊂M be finite von Neumann algebras.
i) Dp(M||N ) is monotone for p ∈ [1/2,∞].
ii) For 1 ≤ p ≤ ∞,
− log λ(M : N ) ≥ Dp(M||N ) ≥ H(M|N ) .
iii) If N ⊂M are II1 subfactors or finite dimensional, then for 12 ≤ p ≤ ∞,
− log λ(M : N ) = Dp(M||N ) .
Proof. i) follows from the monotonicity of Dp. For ii), we have by (11) that
− log λ(M : N ) = sup
ρ
D∞(ρ||E(ρ)) ≥ D∞(M||N ) ≥ Dp(M||N ) .
Let xi ∈ M such that
∑n
i=1 xi = 1 and xi ≥ 0. Write x˜i = 1tr(xi)xi as the normalized
density. Then
H(M|N ) = sup
{pi},x˜i
∑
i
piD(x˜i||E(x˜i))−
∑
i
pi log pi = sup
{pi},x˜i
D(ρ||id⊗ EN (ρ))
where ρ =
∑
i pi|i〉〈i| ⊗ x˜i is a density operator in ln∞(M). Here ln∞ is the n-dimensional
abelian C∗-algebra. It follows from convexity that for any finite n, D(ln∞(M)||ln∞(N )) =
D(M||N ). Then for 1 ≤ p ≤ ∞,
H(M|N ) ≤ sup
n
D(ln∞(M)||ln∞(N )) = D(M||N ) ≤ Dp(M||N ) ≤ − log λ(M : N ) .
iii) is a direct consequence of Theorem 3.1.
Remark 3.3. Recall that Petz’s Re´nyi relative entropy is defined as
D˜p(ρ||σ) = p′ log tr(ρpσ1−p)
1
p .
For p = 1
2
, D 1
2
(ρ||σ) ≤ D˜ 1
2
(ρ||σ) by definition and for 1 < p, it was proved in [20, Corollary
3.3] that D˜2− 1
p
(ρ||σ) ≤ D(ρ||σ) ≤ D˜p(ρ||σ). Therefore, for N ⊂ M II1 factors or finite
dimensional, the maximal relative entropy expression also holds for D˜p with
1
2
≤ p ≤ 2,
− log λ(M : N ) = D˜p(M||N ) := sup
ρ∈S(M)
inf
σ∈S(N )
D˜p(ρ||σ) .
As observed in [31], − log λ(M : N ) = D(M||N ) does not always coincides with
[M,N ] for finite dimensional subfactors. Indeed, for n < m,
D(Mn ⊗Mm||Mn) = logmin(n,m)m 6= logm2 = log[Mn ⊗Mm :Mn] .
Moreover, the subfactors index satisfies the multiplicative properties
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i) for N ⊂M ⊂  L, [ L : N ] = [ L :M][M : N ]
ii) for N1 ⊂M1,N2 ⊂M2, [M1 ⊗M2 : N1 ⊗N2] = [M1 : N1][M2 : N2]
The follow proposition shows that this also differs with D(M||N ). Here and in the fol-
lowing, we use the notation ⊗ for von Neumann algebra tensor product.
Proposition 3.4. Let N ,M,  L be finite von Neumann algebras.
i) for N ⊂M ⊂  L, D( L||N ) ≤ D( L||M) +D(M||N );
ii) for N1 ⊂M1,N2 ⊂M2, D(M1 ⊗M2||N1 ⊗N2) ≥ D(M1||N1) +D(M2||N2).
In general both inequalities can be strict.
Proof. i) Let EM (resp. EN ) be the conditional expectation from  L onto M (resp. N ).
Because EN ◦ EM = EN , for ρ ∈ S( L),
D(ρ||N ) = H(EN (ρ))−H(ρ) = H(EN (ρ))−H(EM(ρ)) +H(EN (ρ))−H(ρ)
= D(EM(ρ)||N ) +D(ρ||M) ≤ D(M||N ) +D( L||M)
which proves i). For the strict inequality case, we have
D(M4||M2) = log 4 , D(M2||C) = log 2 , D(M4||C) = log 4 6= D(M4||M2) +D(M2||C) .
For ii), let Ei, i = 1, 2 be the conditional expectation from Mi to Ni. The inequality
follows from that
D(ρ||E1(ρ)) +D(σ||E2(σ)) = D(ρ⊗ σ||E1(ρ)⊗E2(σ)) ≤ D(M1 ⊗M2||N1 ⊗N2) .
This inequality is strict for the case
D(M6||M2) = log 6 , D(M6||M3) = log 4 ,
D(M36||M6) = log 36 6= D(M6||M2) +D(M6||M3)
Another example is N = (M2 ⊗ C13)⊕ (M3 ⊗ C12) ⊂ M12 =M. Then
D(M12||N ) = log(4 + 6) = log 10 ,
D(M12 ⊗M12||N ⊗ N ) = log(4× 9 + 6× 6 + 6× 6 + 4× 4) = log 126 .
Remark 3.5. Form the above example, we know that there exists a bipartite state ρ ∈
M12 ⊗M12 such that
D(ρ1||N ) +D(ρ2||N ) < D(ρ||N ⊗ N ) ,
where ρ1 and ρ2 are the reduced densities of ρ on each component. Hence the relative
entropy to subalgebra is super-additive. The super-additivity implies that ρ is an en-
tangled state, which means ρ is not a convex combination of tensor product densities.
The following is an example of left regular representation of finite groups.
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Example 3.6. Let G be a finite group. Consider the left regular representation λ : G→
B(l2(G)) and the gourp von Neumann algebra L(G) = spanλ(G) ⊂ B(l2(G)). For a
subgroup H ⊂ G, denote L(H) as the subalgebra generated by λ(H). Then for inclusion
L(H) ⊂ L(G),
D(L(G)||L(H)) = log[G : H ] .
To see that, first by Peter-Weyl formula, L(G) ∼= ⊕kMnk ⊗ C1nk and |G| =
∑
k n
2
k. We
use the formula (14),
D(L(G)||C) = log |G| , D(B(l2(G))||L(G)) = log(
∑
k
n2k) = log |G|.
Consider G = H ∪Hg1 ∪ · · ·Hgn−1 decomposed as a disjoint union of cosets and n = [G :
H ]. Let Pi be the projection onto l2(Hgi) as a subspace of l2(G). So L(H) is a left regular
representation of H of multiplicity n on ⊕iPil2(G) = l2(G). Thus
D(L(H)||C) = log |H| , D(L(G)||L(H)) ≥ log[G : H ]
by Proposition 3.4 i) for the inclusion C ⊂ L(H) ⊂ L(G). On the other hand, the
conditional expectation EH : L(G)→ L(H) is given by
EH(
∑
g∈G
αgλ(g)) =
∑
g∈H
αgλ(g) =
∑
i
Pi(
∑
g∈G
αgλ(g))Pi ,
where λ(g) is the unitary of left shifting by g. For g /∈ H , Piλ(g)Pi = 0 because for any
h1, h2 ∈ H , gh1gi = h2gi implies g = h2h−11 ∈ H . Note that the trace on L(G) coincides
with the induced normalized matrix trace of B(l2(G)). Consider N = ⊕B(l2(Hgi)) ⊂
B(l2(G)). We have D(B(l2(G))||N ) = log n and EN (ρ) =
∑
i PiρPi is the conditional
expectation. Thus
D(L(G)||L(H)) = sup
ρ∈L(G)
D(ρ||EH(ρ)) = sup
ρ∈L(G)
D(ρ||EN (ρ))
≤ sup
ρ∈B(l2(G))
D(ρ||EN (ρ)) = D(M||N ) = logn
Therefore we obtain D(M||N ) = [G : H ].
The continuity of D(·||N ) follows from that D(M||N ) <∞, as in [42, Lemma 7]
Proposition 3.7. Suppose D(M||N ) <∞. If ρ and σ are two densities of M such that
‖ρ− σ‖1= ǫ, then
|D(ρ||N )−D(σ||N )| ≤ 2ǫD(M||N ) + (1 + 2ǫ)h( 2ǫ
1 + 2ǫ
).
Here h(λ) = −λ log λ− (1− λ) log(1− λ) is the binary entropy function.
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Let ln∞ be the n-dimensional abelian C
∗-algebra. We know by convexity that tensoring
with an commutative space ln∞ does not change the relative entropy,
Dp(l
n
∞(M)||ln∞(N )) = Dp(M||N ) .
However this is not the case if we replace l∞ by a quantum system Mn. For finite von
Neumann algebras N ⊂M, we define the cb-relative entropy that for 1/2 ≤ p ≤ ∞
Dcb,p(M||N ) := sup
n
Dp(Mn(M))||Mn(N ))
In general, Dcb,p(M||N ) ≥ Dp(M||N ) and the inequality can be strict. In particular, for
finite dimensional factors
Dp(Mn ⊗Mm||Mn) = mn = − log λ(Mn ⊗Mm : Mn) ,
Dp,cb(Mn ⊗Mm||Mn) = m2 = log[Mn ⊗Mm :Mn] . (15)
which are different when n < m. Using the properties of D(M||N ), we immediately
obtain
Corollary 3.8. i) Dp,cb(M||N ) is monotone for p ∈ [1/2,∞].
ii) If N ⊂M are II1 factors or finite dimensional, Dp,cb(M||N ) is independent of p.
iii) For N ⊂M finite factors,
log[M : N ] = Dp,cb(M||N ) . (16)
Proof. For iii), the finite dimensional case can be verified use the formula (15). For II1
subfactors, Dcb(M||N ) = D(M||N ) = log[M : N ] because subfactor index [M : N ] is
multiplicative [22, Proposition 2.1.15].
The above proposition suggests that (the exponential of) Dp,cb is a extension of sub-
factor index [M : N ] to finite von Neumann algebras. Using the connection between
Dp(ρ||N ) and ‖ρ‖Lp1(N⊂M) for 1 < p ≤ ∞, we see that Dp(M||N ) is basically the norm of
identity map from L1(M) to Lp1(N ⊂M). Indeed, it suffices to consider positive elements
because for x = yz,
‖x‖Lp1(N⊂M)≤‖y ‖L2p′ (N )L2p(M)‖z ‖L2p(M)L2p′ (N )≤‖yy∗‖Lp1(N⊂M)‖z∗z ‖Lp1(N⊂M)
(see the Appendix for the definition of L2p′(N )L2p(M) and L2p(M)L2p′(N )). Thus, for
1 < p ≤ ∞,
Dp(M||N ) = p′ log ‖ id : L1(M)→ Lp1(N ⊂M)‖
For 1
2
< p < 1 and 1
2p
= 1
r
+ 1
2
, the relative entropy is
Dp(M||N ) = 2p′ log ‖ id : L2(M)→ L2(r,∞)(N ⊂M)‖
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In Appendix Proposition A.2, we give a natural operator space structure of Lq∞(N ⊂M)
as follows,
Mn(L
q
∞(N ⊂M)) ∼= Lq∞(Mn(N ) ⊂ Mn(M)) .
Based on that, we show Dp,cb are indeed given by the completely bounded norms.
Theorem 3.9. Let 1 ≤ p ≤ ∞ and 1/p+ 1/p′ = 1.
i) for 1 < p ≤ ∞, Dp,cb(M||N ) = p′ log ‖ id : Lp′∞(N ⊂M)→M‖cb.
ii) for 1 ≤ p ≤ ∞,
Dp,cb(M||N ) = sup
R
Dp(R⊗M||R ⊗N ) . (17)
where the supremum runs over all finite von Neumann algebra R.
iii) For Ni ⊂Mi, i = 1, 2 finite von Neumann algebras
Dp,cb(M1 ⊗M2||N1 ⊗N2) ≤ Dp,cb(M1||N1) +D∞,cb(M2||N2) . (18)
In particular, for p = 1 and ∞, we have the additivity
Dcb(M1 ⊗M2||N1 ⊗N2) = Dcb(M1||N1) +Dcb(M2||N2) .
D∞,cb(M1 ⊗M2||N1 ⊗N2) = D∞,cb(M1||N1) +D∞,cb(M2||N2) .
Proof. Note that Lp
′
∞(N ⊂ M) ⊂ Lp1(N ⊂ M)∗ as w∗ dense subspace. Using duality we
have,
‖ id : L1(M)→ Lp1(N ⊂M)‖= ‖ id : Lp1(N ⊂M)∗ → L∞(M)‖
≥ ‖ id : Lp′∞(N ⊂M)→ L∞(M)‖ .
Note that it suffices to consider positive element for ‖ id : L1(M) → Lp1(N ⊂ M) ‖ and
‖ id : Lp′∞(N ⊂M)→ L∞(M)‖. Then by Lemma A.3,
‖ id : L1(M)→ Lp1(N ⊂M)‖= sup
ρ∈M,density
‖ρ‖Lp1(N⊂M)
= sup
ρ∈M,density
sup
x≥0,‖x ‖
L
p′
∞(N⊂M)
≤1
tr(ρx)
= sup
x≥0,‖x ‖
L
p′
∞(N⊂M)
≤1
‖x‖∞
= ‖ id : Lp′∞(N ⊂M)→ L∞(M)‖ .
By Proposition A.2,
sup
n
‖ id : L1(Mn(M))→ Lp1(Mn(N ) ⊂Mn(M))‖
=sup
n
‖ id : Lp′∞(Mn(N ) ⊂Mn(M))→Mn(M)‖
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=sup
n
‖ id : Mn(Lp′∞(N ⊂M))→Mn(M)‖
=sup
n
‖ id : Lp′∞(N ⊂M)→M‖cb .
Therefore,
Dp,cb(M||N ) = sup
n
D(Mn(M)||Mn(N ))
=p′ log sup
n
‖ id : L1(Mn(M))→ Lp1(Mn(N ) ⊂Mn(M))‖
=p′ log ‖ id : Lp′∞(N ⊂M)→M‖cb
This proves i). For ii), let R ⊂ B(H) and ρ ∈ S(R⊗M) be a normal state on R⊗M.
Let φ be a normal state on B(H)⊗M extending ρ. Let ι : R →֒ B(H) be the inclusion.
ι is a normal unital completely positive map. Its adjoint on the predual ι† : B(H)∗ → R∗
is the restriction
ι†(ω) = ω|R
In particular, using the identification B(H)∗ ∼= S1(H) and L1(R) = R∗, ι† : S1(H) →
L1(R) is a completely positive trace preserving map and we have
ρ = ι† ⊗ idM∗(φ) .
Since ι†⊗ idM∗ send L1(B(H)⊗N ) to L1(R⊗N ), we have by data processing inequality
Dp(ρ||R ⊗N ) ≤ Dp(φ||B(H)⊗N ) .
(Although B(H)⊗N ⊂ B(H)⊗M are semifinite, the space Lp1(B(H)⊗N ⊂ B(H)⊗M)
are defined analogously as in Appendix A.2. There exists a increasing sequence of finite
rank projection (en) ⊂ B(H) such that for φn = (en⊗ 1)φ(en⊗ 1), limn→∞ ‖φn− φ‖1= 0.
Take λn = tr⊗ trM(φn). We have limn λn = 1 and for the normalized density φ˜n = λ−1n φn,
lim
n→∞
‖ φ˜n − φ‖1= 0 , lim
n→∞
‖ id⊗ E(φ˜n)− id⊗ E(φ)‖1= 0
For each n, φ˜n is also a density of Mkn(M) for kn = dim(enH). For p = 1, by the
lower-semicontinuity [1],
D(φ||B(H)⊗N ) =D(φ||id⊗ E(φ)) ≤ lim inf
n
D(φ˜n||id⊗E(φ˜n))
=D(φ˜n||Mkn(N )) ≤ D(Mkn(M)||Mkn(N )) ≤ Dcb(M||N )
This proves ii) for p = 1. For 1 < p ≤ ∞, we first assume Dp(φ||B(H) ⊗ N ) is finite.
Recall the norm expression
Dp(φ||B(H)⊗N ) = p′ log ‖φ‖Lp1(B(H)⊗N⊂B(H)⊗M) .
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where
‖φ‖Lp1(B(H)⊗N⊂B(H)⊗M)= infφ=ayb ‖a‖L2p′ (B(H)⊗N )‖y ‖Lp(B(H)⊗M)‖b‖L2p′ (B(H)⊗N ) .
Given a, b ∈ L2p′(B(H) ⊗ N ) and y ∈ Lp(B(H) ⊗M) such that φ = ayb, there exists a
sequence of projection (en) ⊂ B(H) that
lim
n
‖(en ⊗ 1)a− a‖2p= lim
n
‖b(en ⊗ 1)− b‖2p= 0 , lim
n
‖(en ⊗ 1)φ(en ⊗ 1)− φ‖1= 0
Then
‖φ− (en ⊗ 1)φ(en ⊗ 1)‖Lp1(B(H)⊗N⊂B(H)⊗M)
≤ ‖φ− (en ⊗ 1)φ‖Lp1(B(H)⊗N⊂B(H)⊗M)
+ ‖(en ⊗ 1)φ− (en ⊗ 1)φ(en ⊗ 1)‖Lp1(B(H)⊗N⊂B(H)⊗M)
≤ ‖a− (en ⊗ 1)a‖2p′‖y ‖p‖b‖2p′ + ‖a− (en ⊗ 1)a‖2p′‖y ‖p‖b(en ⊗ 1)− b‖2p′→ 0
Then for the normalized density φ˜n defined as above,
lim
n
‖ φ˜n‖Lp1(B(H)⊗N⊂B(H)⊗M)=‖φ‖Lp1(B(H)⊗N⊂B(H)⊗M) .
In terms of entropy, we have
Dp(φ||B(H)⊗N ) = lim
n
Dp(φ˜n||B(H)⊗N ) = lim
n
Dp(φ˜n||Mnk ⊗N ) ≤ Dp,cb(M||N ) .
Now consider the case Dp(φ||B(H) ⊗ N ) = +∞, By Lemma A.3, for any N > 0 there
exists positive x ∈ (B(H)⊗M)+ and ‖x‖Lp′∞(B(H)⊗N⊂B(H)⊗M)= 1 such that
tr(φx) > N .
Moreover, since φ ∈ L1(B(H)⊗N ), x ∈ (B(H)⊗M)+, there exits a finite rank projection
e ∈ B(H) such that
tr((e⊗ 1)φ(e⊗ 1)x) ≥ tr(φx)− 1 ≥ N − 1 . (19)
Suppose dim(eH) = n. Then φ˜ = tr((e ⊗ 1)φ)−1(e ⊗ 1)φ(e ⊗ 1) is a density of Mn(M)
and x˜ = (e⊗ 1)x(e⊗ 1) ∈Mn(M) with ‖ x˜‖Lp′∞(Mn(N )⊂Mn(M≤ 1. Moreover, from (19)
‖ φ˜‖Lp1(Mn(N )⊂Mn(M))≥ tr ⊗ trM(φ˜x˜) = tr ⊗ trM(φ˜x) ≥ N − 1 .
This means Dp(φ˜||Mn(M)) ≥ p′ log(N − 1). Since N can be arbitrary large, we have
Dp,cb(M||N ) = +∞.
For iii), let Ei : Mi → Ni be the conditional expectation. For a density ρ ∈ R ⊗
M1 ⊗M2,
D(ρ||id⊗ E1 ⊗E2(ρ)) = D(ρ||id⊗ id⊗ E2(ρ)) +D(id⊗ id ⊗E2(ρ)||id⊗ E1 ⊗E2(ρ))
≤ D(R⊗M1 ⊗M2)||R ⊗M1 ⊗N2) +D(R⊗M1 ⊗N2)||R ⊗ N1 ⊗N2)
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≤ Dcb(M1||N1) +Dcb(M2||N2) .
This proves the case p = 1. For p > 1, let σ ∈ N1 ⊗N2 be an invertible density
‖σ− 12p′ ρσ− 12p′ ‖p≤‖σ
− 1
2p′
1 ρσ
− 1
2p′
1 ‖p‖σ−
1
2p′ σ
1
2p′
1 ‖2∞
for some invertible density σ1 ∈ N1⊗M2. Consider the analytic family of operator f(z) =
σ
−z
2 σ
z
2
1 . We have
‖σ− 12p′ σ
1
2p′
1 ‖2∞≤‖σ−
1
2σ
1
2
1 ‖
2
p′∞=‖σ− 12σ1σ− 12 ‖
1
p′∞ .
In terms of relative entropy, we obtain
Dp(ρ||σ) ≤ Dp(ρ||σ1) +D∞(σ1||σ) .
Taking infimum for both σ1 ∈ N1 ⊗M2 and σ ∈ N1 ⊗N2, we have
Dp(ρ||N1 ⊗N2) ≤ Dp(ρ||N1 ⊗M2) +D∞(σ1||N1 ⊗N2) .
Taking supremum over ρ, we have
Dp(M1 ⊗M2||N1 ⊗N2) ≤Dp(M1 ⊗M2||N1 ⊗M2) +D∞(N1 ⊗M2||N1 ⊗N2)
≤Dp,cb(M1||N1) +D∞,cb(M2||N2) .
Replacing N1 ⊂M1 by R⊗N1 ⊂ R⊗M1 yields the inequality for Dp,cb(M1⊗M2||N1⊗
N2). The converse equality follows from choosing tensor product elements.
Example 3.10. Let N = ⊕kMnk⊗C1lk ⊂ Mm be a subalgebra where lk is the multiplicity
of each block. By the formula (14), we have
− log λ(Mm : N ) = D(Mm||N ) = log
∑
kmin{lk, nk}lk , Dcb(Mm||N ) = log
∑
k l
2
k.
In this case, it is clear to see that the Dcb is additive but D is not.
Up to this writing, we do not know whether Dcb,p = Dcb independent of p holds for
general finite von Neumann algebras.
4. Applications to decoherence time
In this section, we discuss the applications to decoherence time of quantum Markov
process. We start with the continuous time setting. Let (M, tr) be a finite von Neumann
algebraM equipped with a faithful normal finite trace tr. A quantum Markov semigroup
(Tt)t≥0 :M→M is a w∗-continuous family of maps that satisfies
i) Tt is a normal unital completely positive (normal UCP) map for all t ≥ 0.
ii) Tt ◦ Ts = Ts+t for any t, s ≥ 0 and T0 = id.
iii) for each x ∈M, t→ Tt(x) is continuous in ultra-weak topology.
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ForM = B(H), quantum Markov semigroups are also called GLKS equations in quantum
physics (see [11]). They model the evolution of open quantum systems which potentially
interact with environments. We denote by A the generator of Tt, i.e. A is the operator
densely defined on L2(M) by
Ax = w∗- lim
t→0+
1
t
(x− Tt(x)) ,
whose domain is the set of all x ∈M such that the weak∗ limit exists. We denote
N = {a ∈M | Tt(a∗)Tt(a) = Tt(a∗a) and Tt(a)Tt(a∗) = Tt(aa∗) , ∀ t ≥ 0} (20)
as the common multiplicative domain of Tt. N is called decoherence-free subalgebra. When
N = C1 is trivial, Tt is called primitive and has a unique invariant state. In general, (Tt)t≥0
restricted on N is a semigroup of ∗-homomorphism. We will focus on the case that the
semigroup (Tt)t≥0 is self-adjoint, i.e. for all x, y ∈M and t ≥ 0, tr(x∗Tt(y)) = tr(Tt(x)∗y).
Then Tt is also trace preserving tr(Tt(ρ)) = tr(ρ). Moreover Tt(x) = x for all x ∈ N
because for a, b ∈ N ,
tr(aT2t(b)) = tr(Tt(a)Tt(b)) = tr(Tt(ab)) = tr(ab) .
Let E : M → N be the trace preserving conditional expectation onto N . By the above
discussion, we have
A ◦ E = 0 , Tt ◦ E = E ◦ Tt = E .
One important functional inequality which relates the convergence of relative entropy
is the modified logarithmic Sobolev inequality (MLSI). We say (Tt)t≥0 satisfies λ-modified
logarithmic Sobolev inequality (or λ-MLSI) for λ > 0 if for any density ρ ∈ domA
λD(ρ||N ) ≤ IA(ρ) =: tr
(
(Aρ) ln ρ
)
,
where IA(ρ) is called the Fisher information or entropy production. This is equivalent to
exponential decay of relative entropy [16, 3]
D(Tt(ρ)||N ) = D(Tt(ρ)||E(ρ)) ≤ e−λtD(ρ||E(ρ)) = e−λtD(ρ||N ) . (21)
Combined with quantum Pinker inequality (c.f. [40, Theorem 5.38]),
D(ρ||σ) ≥ 1
2
‖ρ− σ‖21,
MLSI gives an estimate of decoherence time
tdeco(ǫ) = min{t ≥ 0 | ‖Tt(ρ)−E(ρ)‖1≤ ǫ ∀ density ρ ∈ L1(M)}.
Suppose D(M||N ) = supρD(ρ||N ) <∞ is finite, we have
λ−MLSI =⇒ tdeco(ǫ) ≤ 1
λ
(
2 log
1
ǫ
+ log 2D(M||N )) . (22)
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Another functional inequality is the spectral gap (also called Poincare´ inequality). For
λ > 0, we say (Tt)t has λ-spectral gap (or λ-PI) if for any x ∈M,
λ ‖x− E(x)‖22≤ tr(x∗Ax)
Write I as the identity map on L2(M) and I − E is the projection onto the orthgonoal
complement L2(N )⊥. The spectral gap condition λ-PI is that
‖A−1(I − E) : L2(M)→ L2(M)‖≤ λ−1
or equivalently ‖Tt − E : L2(M)→ L2(M)‖≤ e−λt (23)
Thus for each x, the L2-distance between Tt(x) and its equilibrium E(x) decays exponen-
tially. In general, λ-MLSI implies λ-PI [3], which means that the entropy decay (21) is
stronger than L2-norm decay (23). The next theorem shows that the spectral gap condition
also implies an exponential decay bound of relative entropy.
Theorem 4.1. Let (Tt)t≥0 : M → M be a self-adjoint quantum Markov semigroup and
N be the common multiplicative domain of Tt. Suppose Tt satisfies λ-PI. Then for density
ρ ∈M,
D(Tt(ρ)||N ) ≤ 2e−λt+D2(ρ||N )/2 . (24)
If in additional D2(M||N ) = supρD2(ρ||N ) <∞, then
tdeco(ǫ) ≤ 1
λ
(
2 log
2
ǫ
+D2(M||N )/2
)
Proof. The λ-spectral gap property is equivalent to
‖Tt − E : L2(M)→ L2(M)‖≤ e−λt
Since both T and E are N -bimodule maps, it follows from [16, Lemma 3.12] that
‖Tt −E : L21(N ⊂M)→ L21(N ⊂M)‖ =‖Tt − E : L22(N ⊂M)→ L22(N ⊂M)‖
=‖Tt − E : L2(M)→ L2(M)‖≤ e−λt
(see Appendix for definition of Lqp(N ⊂M) for general 1 ≤ p, q ≤ ∞.) Then for a density
ρ ∈M,
D(Tt(ρ)||N ) ≤D2(Tt(ρ)||N )
≤2 log ‖Tt(ρ)‖L21(N⊂M)
≤2 log
(
‖E(ρ)‖L21(N⊂M) + ‖Tt − E(ρ)‖L21(N⊂M)
)
≤2 log(1 + e−λt ‖ρ‖L21(N⊂M)) ≤ 2e−λt+D2(ρ||N )/2 .
Here we used the fact ‖ E(ρ) ‖L21(N⊂M)=‖ E(ρ) ‖1= 1 because E(ρ) ∈ L1(N ). The
decoherence time estimate follows from quantum Pinsker inequality.
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Let us compare the above theorem with the decay property (21) obtained from λ-
MLSI. Because the MLSI constant ≤ PI constant, the asymptotic decay rate in (25) is at
least as large as the MLSI constant. Nevertheless the constant factor 2eD2(ρ||N )/2 in (25)
is larger than D(ρ||N ) in MLSI. On the other hand, as mentioned in introduction MLSI
of quantum Markov semigroup is not known to be tensor stable. In [16], we introduced a
tensor stable version of LSI called complete logarithmic Sobolev inequality. We say (Tt)t≥0
satisfies λ-complete logarithmic Sobolev inequality (or λ-CLSI) if for any n, idMn ⊗ Tt :
Mn(M) → Mn(M) satisfies λ-MSLI. It follows from data processing inequality that λ-
CLSI is stable under tensorization [16, Section 7.1]. In particular, CLSI estimates the
complete decoherence time defined as follows,
tc.deco(ǫ) = inf{t ≥ 0 | ‖ id⊗ Tt(ρ)− id ⊗E(ρ)‖1≤ ǫ, ∀ n ≥ 1 and density ρ ∈Mn(M)}
Suppose Dcb(M||N ) <∞, we have as analog of (22)
λ-CLSI =⇒ tc.deco(ǫ) ≤ 1
λ
(
2 log
1
ǫ
+ log 2Dcb(M||N )
)
The complete version of decoherence time estimates the convergence rate independent of
the dimension of auxiliary system Mn.
The complete decoherence time also estimates the loss of entanglement We say a
density ρ ∈ L1(Mn(M)) is separable if ρ =
∑
j λjωj ⊗ ρj with
∑
λj = 1, λj ≥ 0 and
ρj ∈ L1(M), ω ∈ Sn1 densities, i.e. ρ is a convex combination of product densities. We
define the ǫ-separablity time of Tt as follows,
tsep(ǫ) = inf{t ≥ 0 | ∀ n ≥ 1 and density ρ ∈Mn(M) , inf
σ,separable
‖ id⊗ Tt(ρ)− σ‖1≤ ǫ}
The above definition describes the time t that Tt(ρ) becomes nearly separable. For ex-
amples, these ǫ-separable states cannot be used for Bell inequality violations [?, ?]. For
N noncommutative, id ⊗ E(ρ) can contains entanglement and Tt does not have finite ǫ-
separablity time. If N is commutative, id⊗ Tt(ρ) converges to id⊗ E(ρ) which is always
separable, hence
tsep(ǫ) ≤ tc.deco(ǫ)
In this case, CLSI also implies ǫ-separablity time. However, it is not clear whether in
general λ-MLSI implies λ-CLSI or complete decoherence time. We refer to [16] for more
discussion about CLSI and related examples.
In contrast to MLSI, the spectral gap property (or PI) is stable under tensorization.
Indeed, for any n, the generator A has the same spectral as IMn⊗A, which is the generator
of idMn ⊗ Tt. Based on this, Theorem 4.1 also applies to the semigroup idMn ⊗ Tt, which
leads to an estimate of complete decoherence time.
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Corollary 4.2. Let (Tt)t≥0 : M→M be a self-adjoint quantum Markov semigroup and
N be the decoherence-free subalgebra of Tt. Suppose Tt satisfies λ-PI. Then for any n and
density ρ ∈Mn(M),
D(id⊗ Tt(ρ)||Mn(N )) ≤ 2e−λt+D2(ρ||Mn(N ))/2 . (25)
If in additional D2,cb(M||N ) <∞, then
tc.deco(ǫ) ≤ 1
λ
(
2 log
2
ǫ
+D2,cb(M||N )/2
)
(26)
Remark 4.3. The above theorem applies for all finite dimensional self-adjoint semigroup
because the generator A always has positive spectral gap. In particular, we obtain that
for all self-adjoint semigroup Tt whose fixpoint subalgebra N is commutative, Tt admits
an ǫ-separablity time that is independent of dimension of entangled system
Remark 4.4. The above theorem also applies for tensor product of semigroups. Indeed,
for two semigroups St :M1 →M1 and Tt :M2 →M2,
i) If St satisfies λ1-PI and Tt satisfies λ2-PI, then St ⊗ Tt satisfies min{λ1, λ2}-PI.
ii) If D2,cb(M1||N1) <∞ and D∞,cb(M2||N2) <∞, then D2,cb(M1⊗M2||N1⊗N2) ≤
D2,cb(M1||N1) + D∞,cb(M2||N2) < ∞ by Theorem 3.9. Moreover, we know that
for finite dimensional M1 and M2,
D2,cb(M1 ⊗M2||N1 ⊗N2) = Dcb(M1 ⊗M2||N1 ⊗N2) = Dcb(M1||N1) +Dcb(M2||N2) .
We discuss the generalized dephasing map as examples. Let a = (aij)
m
i,j=1 ∈Mm. The
Schur multiplier of a is defined as
Ta(xij) = (aijxij)
It is known [30, Theorem 3.7] that Ta is completely positive if and only if a ≥ 0; is
unital (or equivalently trace preserving) if and only if aii = 1; is self-adjoint if and only if
aij = aji.
Example 4.5. Let Tt((xi,j)) = (e
−bijtxij) be a semigroup of Schur multiplier. The gener-
ator of Tt is the Schur multiplier of b = (bij),
A((xi,j)) = (bijxij) .
By Schoenberg’s theorem [33], Tt are unital completely positive trace preserving and self-
adjoint if and only if bii = 0, bij = bji ≥ 0 and conditional negative definite, i.e. for any
real sequence (c1, · · · , cm) with
∑m
i=1 ci = 0,
m∑
i,j=1
cicjbi,j ≤ 0 .
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For Tt, the subalgebra N is
N = {
∑
xijeij | xij = 0 for all (i, j) that bi,j = 0} .
Lnd eij ∈Mm be the unit matrices in Mm. Because eij are eigenvector of the generator A
with eigenvalue bij , then the spectral gap is
λ = min{bi,j | bi,j 6= 0 } .
Let us assume that
λ = min
i 6=j
|aij| > 0 . (27)
Then N ∼= lm∞ is the commutative subalgebra of diagonal matrices and the conditional ex-
pectation E(
∑
xijeij) =
∑
xiieii is the completely dephasing channel. D(ρ||N ) is exactly
the relative entropy of coherence in [43], and by Corollary 3.8 ii) and formula (14),
D2,cb(Mm||lm∞) = Dcb(Mm||lm∞) = sup
n
D(Mn(Mm)||Mn(lm∞)) = m .
Then Corollary 4.2 implies that
tsep(ǫ) ≤ tc.deco(ǫ) ≤ 1
λ
(
2 log
2
ǫ
+m/2
)
.
We now discuss the discrete time setting. A quantum Makrov map T : M → M is a
normal completely positive unital map.
N = {a ∈M | T (a∗a) = T (a∗)T (a) and T (aa∗) = T (a)T (a∗)}
be the multiplicative domain of T . T restricted on N is a normal trace preserving ∗-
homomorphism. Suppose T is self-adjoint with respect to trace tr(xT (y)) = tr(T (x)y).
Then T 2 is identity on N because for any a, b ∈ N
tr(aT 2(b)) = tr(T (a)T (b)) = tr(T (ab)) = tr(ab) .
and hence T is a isometry on L2(N ). For the conditional expectation E : M → N , we
have
T 2 ◦ E = E ◦ T 2 = E , T ◦ E = E ◦ T . (28)
Theorem 4.6. Let T : M → M be a self-adjoint quantum Markov map and let N be
multiplicative domain of T . Suppose ‖T (I − E) : L2(M) → L2(M) ‖≤ µ < 1. Then for
any n ≥ 1 and density ρ ∈Mn(M), we have
D(T k(ρ)||Mn(N )) ≤ 2µkeD2(ρ||Mn(N ))/2 .
Moreover, for k ≥ (log 1
µ
)−1(log(4/ǫ2) +D2,cb(M||N )/2),
‖ id⊗ T k(ρ)− id⊗ E(ρ)‖1≤ ǫ for k even,
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‖ id⊗ T k(ρ)− id⊗ T ◦ E(ρ)‖1≤ ǫ for k odd.
Proof. Using the relation (28), we have
(T (I −E))2 = (T − T ◦ E)2 = T 2 − 2T 2 ◦ E + T 2 ◦ E = T 2 −E .
Then
(T − T ◦ E)2k = T 2n −E , (T − T ◦ E)2k+1 = T 2k+1 −E ◦ T .
By [16, Lemma 3.12] again, since (T −E)k are N -bimodule map,
‖(T − T ◦ E)k : L21(N ⊂M)→ L21(N ⊂M)‖
= ‖(T − T ◦ E)k : L2(M)→ L2(M)‖≤ µk
The rest of argument is similar to Theorem 4.1. Here we show the case for k odd,
D(id⊗ T k(ρ)||N ) ≤D2(I ⊗ T k(ρ)||N )
≤2 log ‖T k(ρ)‖L21(N⊂M)
≤2 log
(
‖T ◦ E(ρ)‖L21(N⊂M) + ‖(T − T ◦ E)k(ρ)‖L21(N⊂M)
)
≤2 log(1 + µk ‖ρ‖L21(N⊂M))
≤2µkeD2(ρ||N )/2 .
Applying the same argument for ρ ∈Mn(M) yields the desired estimate.
We end the discussion with Markov map as a Schur multiplier.
Example 4.7. Let a = (aij)
m
i,j=1 ∈Mm. The Schur multiplier
Ta(xij) = (aijxij)
is a quantum Markov map if and only if a is a real symmetric positive matrix with aii = 1.
Then multiplicative domain of Ta is
N = {
∑
xijeij | xij = 0 for all (i, j) that |ai,j| < 1} .
Let us assume that
µ = max
i 6=j
|aij | < 1 . (29)
Then N ∼= lm∞ is the diagonal matrices in Mm. Because eij are eigenvector of Ta with
eigenvalue aij , the spectral gap is
‖Ta(I −E) : L2(Mm)→ L2(Mm)‖= µ < 1 .
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Therefore, by Theorem 4.6, for any n ≥ 1 and density ρ ∈Mn(Mm), we have
‖ id⊗ T ka (ρ)− id⊗ E(ρ)‖1≤ ǫ
whenever
k ≥ (log 1
µ
)−1(log(4/ǫ2) +m/2) . (30)
Appendix A.
A.1. Amalgamated Lp-space and Conditional Lp-spaces. In this section, we recall
the definition of amalgamated Lp-space and conditional Lp-spaces for semifinite von Neu-
mann algebras. For the case of general von Neumann algebras, we refer to [23]. Let M
be a semifinite von Neumann algebra equipped with a normal semifinite faithful trace tr.
Let N ⊂ M be a subalgebra such that tr|N is also semifinite. For 1 ≤ p ≤ q ≤ ∞
and 1/p − 1/q = 1/r, we define the amalgamated Lp-space Lqp(N ⊂ M) as the set of all
x ∈ Lp(M) which admits a factorization x = ayb with a, b ∈ L2r(N ), y ∈ Lq(M) equipped
with the norm
‖x‖Lqp(N⊂M)= infx=ayb, a,b∈N ‖a‖L2r(N )‖y ‖Lq(M)‖b‖L2r(N ) .
For 1 ≤ q ≤ p ≤ ∞ and 1/q − 1/p = 1/r, the conditional Lp-space Lqp(N ⊂ M) is the
completetion of Lp(M) with respect to the norm
‖x‖Lqp(N⊂M)= sup‖ a ‖L2r(N )=‖ b ‖L2r(N )=1
‖axb‖Lq(M) .
It follows from Ho¨lder inequality that
i) Lpp(N ⊂M) = Lp(M),
ii) for q1 ≤ p ≤ q2, ‖x‖Lq1p (N⊂M)≤‖x‖Lp(M)≤‖x‖Lq2p (N⊂M) ,
iii) Lp(N ) ⊂ Lqp(N ⊂ M) for any 1 ≤ q ≤ ∞. Moreover, ‖ x ‖Lqp(N⊂M)=‖ x ‖Lp(N ) if
and only if x ∈ Lp(N )
For 1 < p, q <∞, 1
p
+ 1
p′
= 1 and 1
q
+ 1
q′
= 1, we have the duality Lpq(N ⊂M)∗ = Lp
′
q′(N ⊂
M) via
‖x‖Lpq(N⊂M)= sup{|tr(xy)| | ‖y ‖Lp′
q′
(N⊂M)≤ 1} ,
For q = 1, Lp1(N ⊂ M) ⊂ Lp′∞(N ⊂ M)∗ as a w∗-dense subspace. (see [23, Propsition
4.5]). The complex interpolation relation is also proved in [23],
Lpq(N ⊂M) = [Lp0q0 (N ⊂M), Lp1q1 (N ⊂M)]θ
isometrically where (1−θ)/p0+θ/p1 = 1/p, (1−θ)/q0+θ/q1 = 1/q and (p1−q1)(p2−q2) ≥ 0.
26 LI GAO, MARIUS JUNGE∗, AND NICHOLAS LARACUENTE
We will also need some asymmetric version of above Lp-spaces. For 2 ≤ r ≤ ∞, 1 ≤
p, q ≤ ∞ and 1
q
= 1
r
+ 1
p
, we define the norm
‖x‖Lp
(r,∞)
(N⊂M)= sup
‖ a ‖Lr(N )=1
‖ax‖Lq(M) .
where the supreme runs over all a ∈ Lr(N ) with ‖ a ‖Lr(N )= 1. The dual spaces are the
amalgamated space Lq′(M)Lr(N ) given by
‖y ‖Lq′(M)Lr(N )= infy=za ‖z ‖Lq′(M)‖a‖Lr(N ) .
For 1 < q <∞, we have the dual relation
‖x‖L2
(r,∞)
(N⊂M) = sup{‖ax‖Lq(M) | ‖a‖Lr(N )= 1}
= sup{|tr(zax)| | ‖a‖Lr(N )= 1, ‖z ‖Lq′(M)= 1}
= sup{|tr(yx)| | ‖y ‖Lq′(M)Lr(N )= 1} (31)
These spaces also interpolates (see Theorem 4.6 from [23]). Note that the property ii)
and iii) in Proposition 2.1 can also be obtained from complex interpolation relation of the
space Lpq(N ⊂M) and Lp(r,∞) proved in [23]. We now prove Proposition 2.3.
Proposition A.1. For 1/2 ≤ p ≤ ∞, Dp(ρ||N ) = inf
σ∈S(N )
Dp(ρ||σ) attains the infimum at
some σ. For 1/2 < p <∞, such σ is unique.
Proof. The case for p = 1 follows from (8). For 1 < p <∞, we use the norm expression
Dp(ρ||N ) = p′ log inf
ρ=aya
‖a‖22p′‖y ‖p= inf
ρ
1
2 =aη
‖a‖22p′‖η‖22p ,
where a ∈ L2p′(N ), y ∈ Lp(M), η ∈ L2p(M) and a ≥ 0 positive. It suffices to show that
the above infimum is attained at unique a. Assume ‖x‖Lp1(N⊂M)= 1. We find sequences
(an) ⊂ L2p′(N ) and (ηn) ⊂ L2p(M) such that for each n,
√
x = anηn, ‖an ‖2p′= 1 and
‖ηn ‖2p≥ 1 , lim
n→∞
‖ηn ‖2p→ 1 .
By replacing an with invertible element ‖an + δ1‖−12p (an + δ1), we can assume that each
an ≥ δn1 for some δn > 0. Write an,m = (12a2n + 12a2m)
1
2 . Consider the factorization
√
x =
[
an√
2
am√
2
]
·
[
ηn√
2
ηm√
2
]
= an,mηn,m ,
where ηn,m = a
−1
n,m(
1
2
anηn +
1
2
amηm). Note that
‖an,m‖2p′ =
∥∥∥∥a2n + a2m2
∥∥∥∥
1
2
p′
,
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‖ηn,m‖2p =‖
[
a−1n,man√
2
a−1n,mam√
2
]
·
[
ηn√
2
ηm√
2
]
‖2p≤
∥∥∥∥η∗nηn + η∗mηm2
∥∥∥∥
1
2
p
≤ (1
2
‖ηn ‖22p +
1
2
‖ηm ‖22p)
1
2
which converges to 1 when n,m → ∞. Because √x = an,mηn,m, we have ‖ an,m ‖2p′‖
ηn,m‖≥ 1 for any n,m. Then we have
lim
N→∞
inf
n,m≥N
‖ a
2
n + a
2
m
2
‖p′≥ 1 .
By uniform convexity of noncommutative Lp′ spaces (c.f. [24, 14]), this implies that (a
2
n)
converges in L2p′. Using the inequality ‖a2 − b2 ‖2p≥‖a − b‖
1
2
p from [10, Lemma 1.2], we
have that (an) converges in Lp′(N ). On the other hand, because L2p(M) is a dual space,
there exists a subsequence ηnk → η weakly and ‖ η ‖2p≤ 1. Thus
√
x = ankηnk → aη
weakly in L2(M). Hence
√
x = aη and ‖a‖2p′=‖η‖2p= 1. Note that we have shown that
for any sequence an with
√
x = anηn and
‖an ‖2p′= 1, lim
n→∞
‖ηn ‖2p→ 1, (32)
an converges to some a in L2p′ . Let bn be another such sequence with
√
x = bnη
′
n and
converges to b. Define c2n−1 = an, c2n = bn, ξ2n−1 = ηn, ξ2n = η′n. Then
√
x = cnξn satisfies
same condition of (32). Then cn converges to some c in L2p′ which implies that the limit
a = b = c is unique. For p =∞, we know
D∞(ρ||N ) = log inf{λ |ρ ≤ λσ, for some densityσ ∈ L1(N )} .
Let λ = inf{λ |ρ ≤ λσ, σ ∈ S(N )} and let σn be a sequence of densities in L1(N ) ∼= N∗
such that λn := min{λ |ρ ≤ λσn} → λ monotonically non-increasing. By w∗-compactness
of state space in N ∗, we have a subsequence σnk converges to some state σ ∈ N ∗ in the
weak∗ topology. Then for any k, λnkσnm ≥ ρ in N ∗ for m ≥ k. Passing to the limit, we
have λσ ≥ ρ for some state σ ∈ N ∗. We show that σ ∈ N∗. By the decomposition of the
dual space N ∗ = N∗ ⊕ N⊥∗ , σ = σn ⊕ σs decomposex as a normal part σn ∈ N∗ and a
singular part σs ∈ N⊥∗ . Suppose σs 6= 0. Then σ0(1) = µ < 1 and
ρ ≤ λσ ⇒ ρ ≤ λσ0 .
Take the normalized density σ˜ = 1
µ
σ0 ∈ N∗. We have ρ ≤ λ
µ
σ˜ with λ/µ > λ which is a
contradiction. This proves the existence of σ ∈ N∗ ∼= L1(N ).
For 1 < q = 2p < 2 and 1
q
= 1
r
+ 1
2
., it sufficient to show that the norm
‖ρ 12 ‖L2
(r,∞)
(N⊂M)= sup
‖a‖Lr(N )=1
‖aρ 12 ‖Lq(M)
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is attained for some ‖ a ‖Lr(N )= 1. Let ‖ ρ
1
2 ‖L2
(r,∞)
(N⊂M)= λ and an ≥ 0 be a positive
sequence in ‖an ‖Lr(N )= 1 such that ‖anρ
1
2 ‖Lq(M)→ λ. Write an,m = (a
2
n+a
2
m
2
)
1
2 . We have[
anρ
1
2 anρ
1
2
amρ
1
2 amρ
1
2
]
=
[
ana
−1
n,m 0
ama
−1
n,m 0
]
·
[
an,mρ
1
2 an,mρ
1
2
0 0
]
For n,m large enough ‖anρ 12 ‖Lq(M), ‖amρ
1
2 ‖Lq(M)≥ (1− ǫ)λ. Then we have
‖
[
anρ
1
2 anρ
1
2
amρ
1
2 amρ
1
2
]
‖Lq(M2(M))≥‖
[
anρ
1
2
amρ
1
2
]
‖Lq(M2(M))≥ 2
1
q (1− ǫ)λ ,
‖
[
ana
−1
n,m 0
ama
−1
n,m 0
]
‖L∞(M2(M))= 1
‖
[
an,mρ
1
2 an,mρ
1
2
0 0
]
‖Lq(M2(M))=‖
[
1 1
0 0
]
‖Lq(M2)‖an,mρ
1
2 ‖Lq(M)= 2
1
q ‖an,mρ 12 ‖Lq(M)
By the definition of λ,
(1− ǫ)λ ≤‖an,mρ 12 ‖Lq(M)⇒ (1− ǫ) ≤‖an,m ‖Lr(N ) .
Thus we have shown
lim
N→∞
inf
n,m≥N
‖ a
2
n + a
2
m
2
‖ r
2
≥ 1 .
Following the same argument of the case of 1 < p <∞, we obtain that an converges a in
norm of Lr(N ) with ‖aρ 12 ‖q= λ, and such limit a is unique for ρ 12 . Finally, we discuss the
case for p = 1/2. It suffices to show the following supremum is attained
‖z ‖L2
(2,∞)
(N⊂M) = sup{‖az ‖L1(M) | ‖a‖L2(N )= 1}
= sup{|tr(azy)||‖a‖L2(N )= 1, y ∈M unitary}
= sup{‖E(zy)‖2 |y ∈M unitary} . (33)
Consider the set
C = {(id−E)(zy) | y ∈M unitary} .
C is a weakly convex closed set in L2(M). Indeed, for any net yα such that (id−E)(zyα)→
x weakly in L2(M), we can find a subnet yβ → y weakly in M. Then (id − E)(zyβ) →
(id − E)(zy) weakly in L2(M). Hence x = (id − E)(zy) which proves the closeness. We
show that C admits an element attains the infimum
inf
x∈C
‖x‖L2(M):= λ
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Let xn be a sequence such that ‖xn ‖2→ λ. For a weakly converging subsequence xnk → x,
we have x ∈ C by closeness and
‖x‖2≤ lim inf
k→∞
‖xnk ‖2= λ .
Hence the infimum norm for is attained. Since E : L2(M)→ L2(N ) is a projection,
‖E(zy)‖22 + ‖(id− E)(zy)‖22=‖zy ‖22= 1
We have the supremum
sup{‖E(zy)‖2 | y ∈ M unitary }
is attained by some y0. Therefore the supremum in (33) is attained with a = |E(zy0)|.
A.2. Operator space structures. We shall now discuss the operator space structures
of Lp1(N ⊂ M). Recall that Lp′∞(N ⊂ M) ⊂ Lp1(N ⊂ M)∗ as a weak∗-dense subspace.
We first consider the operator space structure on Lp
′
∞(N ⊂ M) and induce the structure
for Lp1(N ⊂M) via duality. For p =∞ and p′ = 1, the norm of L1∞(N ⊂M) is given by
‖x‖L1∞(N⊂M)= sup‖ a ‖L2(N )=‖ b ‖L2(N )=1
‖axb‖L1(M) .
Define its operator space structure as follows,
Mn(L
1
∞(N ⊂M)) ∼= L1∞(Mn(N ) ⊂ Mn(M)) .
We verify the above norms satisfies Ruan’s axioms (c.f. [13]). Denote e1 ∈ Mn+m(M) be
the projection for Mn(M) and e2 for Mm(M). Consider x = x1 ⊕ x2 = e1xe1 + e2xe2 ∈
Mn(M)⊕Mm(M). Then
‖x‖L1∞(Mn+m(N )⊂Mn+m(M))
= sup
‖ a ‖2=‖ b ‖2=1
‖axb‖L1(Mn+m(M))
= sup
‖ a ‖2=‖ b ‖2=1
‖ax1b+ ax2b‖L1(Mn+m(M))
≤ sup
‖ a ‖2=‖ b ‖2=1
‖ae1x1e1b‖L1(Mn+m(M)) + ‖ae2x2e2b‖L1(Mn+m(M)) .
≤ sup
‖ a ‖2=‖ b ‖2=1
‖|ae1|x1|(e1b)∗|‖L1(Mn(M)) + ‖|ae2|x2|(e2b)∗|‖L1(Mm(M)) .
For a, b ∈ L2(Mn+m(M)),
‖a‖22=‖ae1 ‖22 + ‖ae2 ‖22=‖|ae1|‖22 + ‖|ae2|‖22= 1 ,
‖b‖22=‖e1b‖22 + ‖e2b‖22=‖|(e1b)∗|‖22 + ‖|(e2b)∗|‖22= 1
where |ae1|, |(e1b)∗| ∈ L2(Mn(M)) and |ae2|, |(e2b)∗| ∈ L2(Mm(M)). Then,
‖x‖L1∞(Mn+m(N )⊂Mn+m(M))
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≤ ‖ae2‖1‖x1‖L∞1 (Mn(N )⊂Mn(M))‖e1b‖2 + ‖ae2‖2‖x2 ‖L∞1 (Mm(N )⊂Mm(M))‖e2b‖2
≤max{‖x1 ‖L∞1 (Mn(N )⊂Mn(M)), ‖x2 ‖L∞1 (Mm(N )⊂Mm(M))} .
Also the maximum in the inequality is achieved with a, b ∈ L2(Mn(N )) or a, b ∈ L2(Mm(N )).
For x ∈Mn(M), α, β∗ ∈Mn,m , we have
‖(α⊗ 1)x(β ⊗ 1)‖L∞1 (Mn(N )⊂Mn(M))
= sup
‖ a ‖2=‖ b ‖2=1
‖a(α⊗ 1)x(β ⊗ 1)b‖L1(Mn(M))
≤ sup
‖ a ‖2=‖ b ‖2=1
‖a(α⊗ 1)‖2‖x‖L∞1 (Mm(N )⊂Mm(M))‖(β ⊗ 1)b‖2
≤ sup
‖ a ‖2=‖ b ‖2=1
‖a‖2‖α‖Mn,m‖x‖L∞1 (Mn(N )⊂Mn(M))‖β ‖Mm,n‖b‖2
= ‖α‖Mn,m‖x‖L∞1 (Mm(N )⊂Mm(M))‖β ‖Mm,n .
Thus we verified Mn(L
1
∞(N ⊂ M)) := L1∞(Mn(N ) ⊂ Mn(M)) indeed gives an operator
space structure on L1∞(N ⊂M). By complex interpolation, we obtain the operator space
structure for Lp1(N ⊂M).
Proposition A.2. For 1 ≤ p ≤ ∞, we have isometric isomorphism
Mn(L
p
∞(N ⊂M)) ∼= Lp∞(Mn(N ) ⊂ Mn(M)) .
Proof. Recall the complex interpolation relation for 1 ≤ p ≤ ∞,
Lp∞(N ⊂M) = [L∞(M), L1∞(N ⊂M)]1/p = Lp∞(N ⊂M) .
Note that Mn(L∞(M)) ∼= L∞(Mn(M)). Then by interpolation,
Lp∞(Mn(N ) ⊂Mn(M)) ∼=[L∞(Mn(M)), L1∞(Mn(N ) ⊂Mn(M))]1/p
∼=[Mn(L∞(M)),Mn(L1∞(N ⊂M))]1/p
∼=Mn(Lp∞(N ⊂M)) .
The following lemma shows that the connection Lp1(N ⊂ M) norm can be attained
by pairing with the positive elements of Lp
′
∞(N ⊂M) in the unit ball.
Lemma A.3. Let ρ ∈ L1(M) be positive. We have
exp
( 1
p′
Dp(ρ||N )
)
= inf{‖σ‖Lp1(N⊂M) | ρ ≤ σ for some positive σ ∈ L
p
1(N ⊂M)} .
=sup{tr(xρ) | x ∈M+, ‖x‖Lp′∞(N⊂M)≤ 1} .
If finite, they all equal to ‖ρ‖Lp1(N⊂M). The equality also holds for +∞.
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Proof. For the first inequality it is sufficient to show that
ρ ≤ σ =⇒ ‖ρ‖Lp1(N⊂M)≤‖σ‖Lp1(N⊂M)
Indeed, by ρ ≤ σ, we have ρ = σ 12 zσ 12 for some ‖z ‖∞≤ 1. Note that
‖σ‖Lp1(N⊂M)= inf
σ
1
2=aη
‖a‖2L2p′ (N )‖η‖2L2p(M) .
For each factorization σ
1
2 = aη, we have ρ = σ
1
2 = aηzη∗a∗ and hence
‖ρ‖Lp1(N⊂M)≤‖a‖L2p′ (N )‖ηzη∗‖Lp(M)‖a∗ ‖L2p′ (N )≤‖a‖2L2p′ (N )‖η‖2L2p(M) .
Thus ‖ ρ ‖Lp1(N⊂M)≤‖ σ ‖Lp1(N⊂M). For the second one we use a Grothendieck-Pietsch
separation argument. Denote
λ(ρ) := inf{‖σ‖Lp(M) |ρ ≤ σ for positive σ ∈ Lp1(N ⊂M)}
We consider λ(ρ) = +∞ if the infimum is empty. Let λ be a positive number such that
λ < λ(ρ). Then for any positive σ with ‖σ‖Lp1(N⊂M)≤ 1, we have
λσ − ρ  0 ,
hence has nontrivial negative part. Therefore there exists a positive x ∈ M+ such that
‖x‖∞= 1 and
tr(ρx)− λtr(σx) > 0
Consider the weak∗-compact subset
B = {x ∈ M| ‖x‖∞≤ 1, x ≥ 0}
For each σ ∈ {σ ≥ 0 , ‖σ‖Lp1(N⊂M)≤ 1}, we define the function fσ : B → R as follows,
fσ(x) = tr(ρx)− λtr(σx)
These fσ are continuous with respect to weak
∗-topology on B because ρ, σ ∈ L1(M).
Denote
F := {fσ ∈ C(B,R) |σ ≥ 0 , ‖σ‖Lp1(N⊂M)≤ 1 .}
F− = {f ∈ C(B,R) | sup f < 0}
Bothe F and F− are convex and F− is open. Moreover, F and F− are disjoint because
for each fσ ∈ F , supx∈B fσ(x) > 0. Then by Hahn-Banach Theorem, there exists a norm
one linear function ψ : C(B,R)→ R such that for any f− ∈ F− and fσ ∈ F ,
φ(f−) < r ≤ φ(fσ) .
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Because F− is a cone, r ≥ 0. Similarly, r ≤ 0 because for any 0 < δ < 1, δF ⊂ F . Then
r = 0 and φ is a positive linear functional because φ(f−) < 0 for any f− ∈ F−. By Riesz
Representation Theorem, φ is given a Borel probablity measure µ on B. Namely.
φ(f) =
∫
B
f(x)µ(x) .
Denote x0 =
∫
B
xdµ(x). We have for any positive σ with ‖σ‖Lp1(N⊂M)≤ 1,
φ(fσ) =
∫
B
fσ(x)dµ(x) =
∫
B
tr(ρx)− λtr(σx)dµ(x) = τ(ρx0)− λtr(σx0) ≥ 0
Note that for x ∈M,
sup
σ≥0 ,‖σ ‖
L
p
1(N⊂M)
≤1
tr(σx0) = sup{tr(aya∗x) | ‖a‖L2p′ (N )≤ 1, y ≥ 0, ‖y ‖Lp(M)≤ 1}
= sup{‖a∗xa‖Lp′ (M) | ‖a‖L2p′ (N )≤ 1} =‖x‖Lp′∞(N⊂M) . (34)
Thus, we have
τ(ρx0) ≥ sup
σ≥0 ,‖σ ‖
L
p
1(N⊂M)
≤1
λtr(σx0) = λ ‖x‖Lp′∞(N⊂M) .
By linearity, we prove that
sup{tr(xρ) | x ∈M, x ≥ 0, ‖x‖
Lp
′
∞(N⊂M)= 1} ≥ λ(ρ).
If λ(ρ) = +∞, they are clearly equal. If λ(ρ) is finite,
λ(ρ) =‖ρ‖Lp1(N⊂M)≥ sup{tr(xρ) | x ∈M, x ≥ 0, ‖x‖Lp′∞(N⊂M)= 1} ,
by the duality Lp
′
∞(N ⊂M) ⊂ Lp1(N ⊂M)∗. That completes the proof.
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