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ANALYTIC ASYMPTOTIC EXPANSIONS OF THE
RESHETIKHIN–TURAEV INVARIANTS OF SEIFERT 3–MANIFOLDS FOR
SU(2)
SØREN KOLD HANSEN
Abstract. We calculate the large quantum level asymptotic expansion of the RT–invariants
associated to SU(2) of all oriented Seifert 3–manifolds X with orientable base or non-orientable
base with even genus. Moreover, we identify the Chern–Simons invariants of flat SU(2)–
connections on X in the asymptotic formula thereby proving the so-called asymptotic expansion
conjecture (AEC) due to J. E. Andersen [An1], [An2] for these manifolds. For the case of Seifert
manifolds with base S2 we actually prove a little weaker result, namely that the asymptotic
formula has a form as predicted by the AEC but contains some extra terms which should be
zero according to the AEC. We prove that these ‘extra’ terms are indeed zero if the number of
exceptional fibers n is less than 4 and conjecture that this is also the case if n ≥ 4. For the
case of Seifert fibered rational homology spheres we identify the Casson–Walker invariant in the
asymptotic formula.
Our calculations demonstrate a general method for calculating the large r asymptotics of a
finite sum Σrk=1f(k), where f is a meromorphic function depending on the integer parameter r
and satisfying certain symmetries. Basically the method, which is due to Rozansky [Ro1], [Ro3],
is based on a limiting version of the Poisson summation formula together with an application
of the steepest descent method from asymptotic analysis.
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1. Introduction
In this paper we investigate the large quantum level asymptotics of the Reshetikhin–Turaev
invariants of the Seifert manifolds. Here and elsewhere a 3–manifold is closed and oriented
unless otherwise stated. In particular, a Seifert manifold is an oriented Seifert manifold.
It is now a well established fact that the Reshetikhin–Turaev approach [RT], [Tu] leads to a
family of 2 + 1–dimensional topological quantum field theories (TQFTs) indexed by a simply
connected compact simple Lie group G and an integer r (the shifted quantum level) bigger
than or equal to the dual Coxeter number h∨ of G. In particular, we have invariants τGr of the
3–manifolds called the quantum G–invariants or the RT–invariants associated to G.
There are several other approaches to these quantum invariants and their underlying TQFTs,
see e.g. [Tu], [BK] and references therein. For the following discussion we note that J. E. Andersen
and K. Ueno [AU1] have recently constructed a family of TQFTs using ideas from conformal
field theory, notably the works [TUY], [U], [KNTY]. They have so far proved that these TQFTs
for the groups SU(n) coincide with the TQFTs of Reshetikhin and Turaev associated to these
Lie groups, cf. [AU2]. Via work of Laszlo [La] one can combine the work of Andersen and Ueno
with work of Axelrod, Della Pietra and Witten [APW], Hitchin [Hi], Faltings [Fa] and others
on the geometric quantization of the moduli space of flat connections on surfaces to obtain an
alternative gauge theoretic approach to the TQFTs of Andersen and Ueno. We refer to [At] and
[An3] and references therein for details on this gauge theoretic approach which was originally
outlined by Witten in [Wi].
The main aim of this paper is to prove the following conjecture for Seifert manifolds for
G = SU(2).
Conjecture 1.1 (J. E. Andersen [An1], [An2]. The asymptotic expansion conjecture (AEC)).
1 For any 3–manifold X there exist constants Dj ∈ Q and bj ∈ C for j = 0, 1, . . . , n and ajl ∈ C
for j = 0, 1, . . . , n and l = 1, 2, . . . such that the asymptotic expansion of τGr (X) in the limit
r→∞ is given by
τGr (X) ∼
n∑
j=0
e2πirqjrDjbj
(
1 +
∞∑
l=1
ajl r
−θl
)
, (1)
where q0 = 0, q1, . . . , qn are the finitely many different values of the Chern–Simons functional on
the moduli space of flat G–connections on X, and {θl} is a strictly increasing sequence in 1bZ>0,
where b is the least positive number such that bDj ∈ Z for j = 0, 1, . . . , n.
Here ∼ means that there for all non-negative N is a CN ∈ R such that∣∣∣∣∣∣τGr (X) −
n∑
j=0
e2πirqjrDjbj
(
1 +
N∑
l=1
ajl r
−θl
)∣∣∣∣∣∣ ≤ CNrD−θN+1
for all r ∈ Z≥h∨, where D = max{D0, . . . ,Dn}.
The formulation above seems a little awkward from the point of view of asymptotic analysis.
We shall later on see a more compact formulation of the conjecture, cf. Conjecture 2.5. The
main reason for the above formulation is to expose the quantities Dj and bj which are believed
to have interpretations in terms of certain topological/geometric quantities, cf. Conjecture 1.3
below and [An2].
Let us give a review of some of the results leading to this conjecture. We want by this
review to stress what is known today from a rigorous mathematical point of view and what is
based on arguments using techniques from theoretical physics not yet well understood from a
1We give the conjecture in a slightly different form than in [An2], where θl = l.
3mathematical point of view. In 1988 E. Witten [Wi] proposed new invariants ZGk (X,L) of a 3–
manifold X with an embedded (colored) link L, which generalize the famous Jones polynomial
[Jo] of knots in the 3–sphere. Here G is a nice Lie group as above and k is a non-negative
integer called the (quantum) level. In case there is no link present, ZGk (X) is given (formally)
by the following path integral over the infinite dimensional space of gauge equivalence classes of
G–connections on X
ZGk (X) =
∫
e2π
√−1kCS(A)DA, (2)
where
CS(A) =
1
8π2
∫
X
tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
(3)
is the Chern–Simons functional associated to G. It is well-known that CS considered as a
function into R/Z is invariant under gauge transformations if the Ad-invariant inner product tr
on g (the Lie algebra of G) is normalized properly, see e.g. [F, Sect. 2]. Although no rigorous
mathematical definition of the path integral (2) has been given yet, see [JL, Sect. 20.2.A] for some
comments, Witten was able using path integral techniques to give a recipe for calculating the
invariant ZGk (X) via a surgery description of X. These ideas enabled people to obtain explicit
(and rigorous) formulas for the invariants ZGk (X) for some classes of manifolds X such as lens
spaces [FG], [Ga1], [J1] and more generally of Seifert manifolds with orientable base [FG], [Ga1],
[Ro1], [Ro3].
In quantum field theory it is natural to study Feynman path integrals as in (2) and a main
approach to understand them is via their behaviour in the large k limit. By using stationary
phase approximation techniques together with path integral arguments, Witten was able [Wi]
to express the leading large k asymptotics of ZGk (X) (also called the semiclassical approxima-
tion) as a sum over the set M of stationary points of the Chern–Simons functional CS, the
summand being given by such invariants as Chern–Simons invariants, spectral flows and Reide-
meister torsions. Here M is the moduli space of gauge equivalence classes of flat connections in
the trivial G–bundle over X (and M is assumed discrete hence finite in Witten’s derivation).
Freed and Gompf [FG] and Jeffrey [J1] suggested different refinements to Witten’s semiclassi-
cal approximation. In particular Jeffrey allowed M to have smooth components of non-zero
dimension, and in these cases the sum over M should be replaced by some integral over M.
Let us give some details. Let A be a flat G–connection on X and consider the elliptic complex
dA : Ω
∗(X, g)→ Ω∗+1(X, g), where dAf = df + [A ∧ f ] is the covariant derivative in the adjoint
representation. Let hiA be the dimension of the ith cohomology group H
i(X, dA) of this com-
plex. If M is discrete and the covariant derivative complex is acyclic for all A (like in Witten’s
derivation) then the conjectured formula for the semiclassical approximation of ZGk (X) is
ZGk (X) ∼k→∞
1
|Z(G)|e
−π√−1 dim(G)(1+b1(X))/4 (4)
×
∑
A∈M
e2π
√−1rCS(A)rDAe−2π
√−1(IA/4+BA)√τX(A),
where r = k + h∨, Z(G) is the center of G and b1(X) is the first betti number of X. Moreover,
τX(A) ∈ R+ is the Reidemeister torsion of the complex (Ω∗(X, g), dA) and IA ∈ Z/8Z is the
spectral flow of the family of operators
( ∗dAt −dAt∗
dAt∗ 0
)
on Ω1(X; g)⊗Ω3(X; g), where At is a
path in the affine space of G–connections on X from the trivial connection to the flat connection
A. Under the above assumptions BA = DA = 0 for all A, but the factor r
DAe−2π
√−1BA
is included for the following discussion. (Here and elsewhere we follow the usual practice by
denoting a connection and its gauge equivalence class by the same symbol.)
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If we allow some of the A’s to be reducible (implying that h0A > 0) (still assuming that M is
finite) then it is conjectured that the above formula holds with DA = −h0A/2 and BA = h0A/8.
In particular, these reducible connections do not contribute to the leading large k asymptotics of
ZGk (X) (which is given by the sum of terms with DA = maxA∈M{DA}). If the gauge equivalence
class of a flat connection A is non-isolated in M then the situation becomes more complicated.
It is conjectured that we in that case have DA = (h
1
A − h0A)/2 and BA = (h0A + h1A)/8, and that
the above sum over M should be replaced by some integral over M. In cases, where A is a non-
acyclic connection, the interpretation of the factor
√
τX(A) is not clear, A being called acyclic if
(Ω∗(X, g), dA) is acyclic. (One can still define a torsion ∈ R+ of the covariant derivative complex
once a basis of H∗(X, dA) has been fixed, but there seem to be some normalization problems
even in the case of isolated reducible points in M.) In the case of non-isolated points in M the
factor
√
τX(A) should somehow be interpreted as a density function giving the needed measure
on M. We refer to [J1] and [An2] for some comments on this and also to [Ro1], [Ro2] for some
futher comments on the semiclassical approximation of ZGk (X). We note that the Chern–Simons
functional is constant on the connected components ofM, so in all cases one gets a (conjectured)
formula for the leading large k asymptotics of ZGk (X) of the form
ZGk (X) ∼k→∞
m∑
j=1
e2π
√−1rCSj
∫
Mj
r(h
1
A−h0A)/2e−2π
√−1(IA/4+(h0A+h1A)/8)f(A), (5)
where the sum is over the connected components of M, CSj is the Chern–Simons invariant of
the elements in the jth component Mj of M and the integral over Mj is w.r.t. some density
function f(A) generalizing the factor 1|Z(G)|e
−π√−1 dim(G)(1+b1(X))/4√τX(A) in (4).
A main first observation is that the expression in the right-hand side of (4) is mathematical
rigorous in case M is finite (although it is not clear what the meaning of the factor √τX(A)
should be in the non-acyclic case). Moreover, as stated above, one can in principal obtain a
rigorous expression for the invariants ZGk (X) via a surgery description of X. Thus a kind of
verification of (4) should be possible. This program was first carried out partly by Freed and
Gompf [FG] presenting a large amount of computer calculations for the SU(2)–invariants of
lens spaces and some 3–fibered Seifert manifolds, and about the same time by Jeffrey [J1] and
Garoufalidis [Ga1] who independently gave exact calculations of the semiclassical approximation
of the SU(2)–invariants of lens spaces, starting from explicit expressions for the invariants.
Jeffrey also verified parts of the conjecture (4) for G arbitrary and X belonging to a class of
mapping tori of the torus. Garoufalidis verified parts of the conjecture (4) for G = SU(2) and
X any Seifert fibered integral homology sphere.
The perturbative (or asymptotic) expansion of the Chern–Simons path integral ZGk (X) is
given by the semiclassical approximation and its so-called higher loop correction terms. This
leads together with the semiclassical approximation (5) to a conjecture for the (full) perturbative
expansion of ZGk (X) in the large k limit, see [An2, Conjecture 7.6] for a version of this conjecture.
Roughly speaking one should obtain an expansion given by the right-hand side of (5) with each
integrand being multiplied by an asymptotic series of the form 1 +
∑∞
l=1 c
A
l r
−l with the cAl ’s
given in terms of certain contributions of Feynman diagrams determined by the Feynman rules
of the Chern–Simons theory.
S. Axelrod and I. M. Singer have considered the higher loop contributions, cf. [AS1], [AS2],
[Ax]. Actually they were able to deduce rigorously defined formulas for the coefficients cAl in case
A is an acyclic point in M or an element in a smooth component of M. Moreover, they showed
that their cAl define topological invariants of (X,A). There are, however, major difficulties which
have not yet been worked out. We refer to the above works of Axelrod and Singer and [An2] for
more comments and details.
5It is generally believed that the TQFTs of Reshetikhin and Turaev are a mathematical real-
ization of Witten’s TQFTs, and one can say that the AEC, Conjecture 1.1, offers in a sense a
converse point of view to the above works on the perturbative expansion of the Witten invari-
ants, where one seeks to derive the final output of perturbation theory after all cancellations have
been made (i.e. collect all terms with the same Chern–Simons value). We stress that, although
the ideas leading to the AEC stem from Witten’s approach, the AEC is a conjecture for the
rigorously defined RT–invariants, and it is completely independent of Witten’s Chern–Simons
path integral approach. Seen in the above light we should also expect the following slightly
different version of the AEC, where we have seperated terms coming from different components
of M (even if there are different components with the same Chern–Simons value).
Conjecture 1.2 (J. E. Andersen [An1], [An2]. The asymptotic expansion conjecture (AEC)).
For any 3–manifold X there exist constants D˜j ∈ Q, Ij ∈ Q mod 8, vj ∈ R+ for j = 1, 2, . . . ,m
and a˜lj ∈ C for j = 1, 2, . . . ,m and l = 1, 2, . . . such that the asymptotic expansion of τGr (X) in
the limit r→∞ is given by
τGr (X) ∼
m∑
j=1
e2πirqjrD˜jvje
πi
4
Ij
(
1 +
∞∑
l=1
a˜jl r
−l
)
,
where the j-sum is over the connected components of the moduli space of flat G–connections on
X and qj is the value of the Chern–Simons functional on the component indexed by j.
Here ∼ means that there for all non-negative N is a CN ∈ R such that∣∣∣∣∣∣τGr (X)−
m∑
j=1
e2πirqjrD˜jvje
πi
4
Ij
(
1 +
N∑
l=1
a˜jl r
−l
)∣∣∣∣∣∣ ≤ CNrD−N−1
for all r ∈ Z≥h∨, where D = max{D˜1, . . . , D˜m}.
We note that Conjecture 1.1 follows from Conjecture 1.2, and that D is equal in the two
versions of the conjecture. The AEC concerns (analytic) asymptotic expansions of (a class of)
complex functions defined on the positive integers. As noted by Andersen [An1], [An2], such a
function has at most one asymptotic expansion of the form (1) (up to some trivialities such as
permutations of the terms in the asymptotic formula). (Here it is of course important that the
qj’s are mutually different.) This means that if the AEC is true, then the Dj ’s, bj ’s and the a
j
l ’s
in (1) are all uniquely determined by the function r 7→ τGr (X), hence they are also topological
invariants of X. In particular Andersen has proposed the following conjecture (compare with
(4) and (5)):
Conjecture 1.3 (J. E. Andersen [An1], [An2]. Topological interpretation of the Dj’s). Let
Mj be the union of the components of the moduli space of flat G–connections on X having
Chern–Simons value qj. Then
Dj =
1
2
max
A∈Mj
(
h1A − h0A
)
, (6)
where max here means the maximum value of h1A − h0A on a Zariski open subset of Mj .
The results in [An1] showed the importance of being careful about the interpretation of the
max in this conjecture. The a˜jl ’s, vj ’s, I˜j ’s and D˜j’s in Conjecture 1.2 are also expected to be
topological invariants. In particular, D˜j should be given by the right-hand side of (6) with Mj
now being the jth component of the moduli space.
Conjecture 1.3 implies that the sequence {θl} in (1) is the sequence of positive half-integers
1
2Z>0. This conjecture gives (in combination with Conjecture 1.1) a strong connection between
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the fundamental group of X and the quantum invariants of X, recalling that the moduli space of
flat G–connections on X is in bijection with Hom(π1(X), G)/G (for X connected). Garoufalidis
[Ga2] and Andersen [An4] have e.g. pointed out that the above growth rate in r for the invariants
τ
SU(n)
r leads to the fact that the colored Jones polynomials associated to SU(n) (for all colorings
and all n) can distinguish the unknot from all other knots. As also pointed out by Andersen
[An2], Conjecture 1.3 implies together with a recent result of Kronheimer and Mrowka [KM]
that the colored Jones polynomials associated to SU(2) alone can distinguish the unknot from
all other knots.
Andersen was the first to give a complete proof of the AEC for a class of 3–manifolds. In fact
he proved in [An1] the AEC (together with Conjecture 1.3) for the mapping tori of finite order
diffeomorphisms of orientable surfaces of genus at least 2 using the gauge theoretic approach
to the quantum invariants. These manifolds are Seifert manifolds with orientable base and
Seifert Euler number equal to zero. Andersen proved the conjectures for G an arbitrary simply
connected compact simple Lie group.
As already stated Jeffrey [J1] and Garoufalidis [Ga1] made completely rigorous calculations
of the semiclassical approximation of the SU(2)–invariants of lens spaces. Actually these cal-
culations contain a complete verification of the AEC for the lens spaces for SU(2). Moreover,
they confirm Conjecture 1.3 in this case. The paper [J1] also contains a proof of the AEC for a
certain class of mapping tori over the torus (for the invariants associated to an arbitrary simply
connected compact simple G). Except for the identification of Chern–Simons invariants, the
AEC has recently been proved in [HT] for all lens spaces and G an arbitrary simply connected
compact simple Lie group.
In [Ro1], [Ro3] Rozansky calculated the Witten SU(2)–invariants of all Seifert manifolds with
orientable base and carried through a rather technical analysis leading to a candidate for the full
asymptotic expansion of these invariants. However, the error estimates required to prove that
his calculations lead to the asymptotics of the invariants are missing. In this paper we establish
those error etsimates thereby proving that Rozansky’s calculations in [Ro3] really leads to the
large r asymptotic expansion of the quantum SU(2)–invariants of the Seifert manifolds. In [Ha2,
Sect. 8] it was proved that the Witten SU(2)–invariants of the Seifert manifolds calculated by
Rozansky are equal to the RT–invariants associated to SU(2).
For a certain subclass of the Seifert manifolds Lawrence and Rozansky [LR] have obtained a
much shorter calculation of the asymptotic expansion of the SU(2)–invariants. In this calculation
one does not have to apply the method of this paper to establish the required error estimates.
These estimates directly follow from the method without futher work. The method (as it stands)
only works for the Seifert manifolds satisfying that the first coordinates of the oriented Seifert
invariants are mutually coprime (the oriented Seifert invariants being pairs of coprime integers,
one for each singular fiber). In [LR] the result is only stated for the Seifert manifolds with base
S2, but their method works for all Seifert manifolds with orientable base or nonorientable base
with even genus satisfying the above coprime condition. However, it does not seem to be easy
to extend this method to cases where the coprime condition is not satisfied.
In [Y2] Yoshida defines a family of invariants Y
SU(2)
k , k ∈ Z≥0, of 3–manifolds via the abelian-
ization of the SU(2) WZW model obtained in [Y1]. Moreover, he calculates the semiclassical
approximation of his invariants for the integral homology spheres satisfying that the moduli
space M of flat SU(2)–connections is finite set of acyclic points. This calculation includes a
complete description of the semiclassical formula in terms of Chern–Simons invariants, spec-
tral flows and Reidemeister torsions. In fact, he finds that the semiclassical approximation of
his invariants for these manifolds is given by the right-hand side of (4) with G = SU(2) (and
7BA = DA = 0 for all A). It is expected (but not yet proved) that the invariant Y
SU(2)
k is equal
to the invariant τ
SU(2)
k+2 .
Let us finally mention that we via recent private communication have learned that J. E.
Andersen for the groups G = SU(n) has proved Conjectures 1.1 and 1.3 for all 3–manifolds via
the gauge theoretic approach, see [An3] for some comments. 2 The proof involves asymptotics
of Hitchin’s connection over Teichmu¨ller space, approximations to all orders, of the boundary
states of handle bodies and techniques similar to the ones presented in [An3]. Where Andersen
works with the gauge theoretic definition of the quantum invariants, we work with the definition
of Reshetikhin and Turaev and our proof of the AEC for the Seifert manifolds is very different
from Andersen’s general proof.
Next let us give a review of the content of this paper. The main result is
Theorem 1.4. The AEC, Conjecture 1.1, is true for G = SU(2) and X any Seifert manifold
with orientable base of positive genus or non-orientable base with even genus. If X is a Seifert
manifold with base S2 and n exceptional fibers, then the AEC holds if n ≤ 3 and in case n > 3
the large r asymptotic expansion of τr(X) has the form (1) with a set {qj}nj=0 containing the
image set of the Chern–Simons functional on the moduli space of flat SU(2)–connections on X.
In all cases the sequence {θl} ⊆ 12Z in accordance with Conjecture 1.3.
A part of this theorem was proved in the authors thesis [Ha1], where the case of Seifert
manifolds with orientable base was handled. In this paper we calculate the asymptotics of a
class of functions generalizing the invariants of the Seifert manifolds with orientable base or
non-orientable base with even genus. Unfortunately certain parts of the proof do not go through
as they stand for the remaining Seifert manfolds, i.e. the ones with non-orientable base of odd
genus. If X is a Seifert manifold with base S2 the asymptotic expansion of τr(X) has the
form (1) as stated above, but some of the qj’s are not Chern–Simons values. If the number
of exceptional fibers is n ≤ 2, i.e. if X is a lens space, it is easy to prove that all the terms
in our asymptotic formula, corresponding to qj’s which are not Chern–Simons values, are zero,
thus proving the AEC for those manifolds. We also prove that this is the case for the Seifert
manifolds with 3 exceptional fibers, cf. Theorem 4.10. We do not in this paper carry through the
analysis needed to prove the AEC for the cases of n ≥ 4 exceptional fibers, see Sec. 4.2 for more
details. Let us finally mention that we also prove the AEC for some of the Seifert manifolds
with non-orientable base with odd genus, namely for the Seifert manifold with base RP2 and
zero or one excepotional fiber, cf. Corollary 4.11, this indicating that nothing special happens
in the case of a non-orientable base of odd genus.
The proof of Theorem 1.4 is long and technical, but each step in the proof only uses elementary
mathematics. Let us for the convenience of the reader give an outline of the proof here. The
method used follows closely ideas of Rozansky [Ro3] and this paper owes much to Rozansky’s
work. As stated earlier we supplement the work of Rozansky by establishing certain required
error estimates. Unfortunately the calculations needed to establish those estimates take up a
big space explaining to a great extend the length of this paper.
Let τr = τ
SU(2)
r and let X be a Seifert manifold. By [Ha2, Theorem 8.4] (see Theorem 3.1)
we have
τr(X) = a(r)
r−1∑
γ=1
(−1)γdgh(γ)
sinn+dg−2
(
π
r γ
) , (7)
2It should thus be a theorem that the family of colored Jones polynomials associated to SU(2) can distinguish
the unknot from all other knots.
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where a(r) = brdg/2−1eic/r for some constants c ∈ R and b ∈ C \ {0} (depending on X). Here
n is the number of singular fibers, g is the genus of the base of X and d = 2 if this base is
orientable and d = 1 if it is non-orientable. (Here we say that the non-orientable connected
sum #kRP2 has genus k.) The function h is extendable to an entire function with some nice
symmetry properties (see (62)).
Because of the simple form of a(r) we can concentrate on Z(X; r) = τr(X)/a(r). For technical
reasons (see Remarks 5.1 and 5.2) we will assume that dg is even, so from now on X is a Seifert
manifold with orientable base or nonorientable base of even genus.
The first task is to get rid of the dependence of r in the summation limit in (7). To this end
we use that a function f : Z→ C periodic with a period of P satisfies
P−1∑
k=0
f(k) = P lim
ε→0+
√
ε
∑
k∈Z
e−πεk
2
f(k). (8)
This leads together with some other symmetry considerations to the formula
Z(X; r) = r lim
ε→0+
√
ε lim
ξ→0+
∑
γ∈Z
e−πεγ
2 h(γ)
sinn+dg−2
(
π
r (γ − iξ)
) , (9)
where we have introduced an extra parameter ξ to avoid singularities. (If there are no singular
fibers, i.e. if n = 0, then we have to include the extra factor
sin
(
π
r γ
)
sin
(
π
r (γ − iξ)
)
in the summand.)
To proceed we change (9) to a sum of integrals by using the Poisson summation formula∑
k∈Z
ϕ(k) =
∑
m∈Z
∫ ∞
−∞
e2πimxϕ(x)dx. (10)
It is well-known that this formula is valid for functions ϕ in the Schwartz space S(R) of smooth
functions, that, together with their derivatives, are rapidly decreasing at infinity, see e.g. [Ho].
We use Poisson’s formula with ϕ(γ) = e−πεγ2 h(γ)
sinn+dg−2(π(γ−iξ)/r) (with fixed ξ and ε). This is
in S(R) because h is periodic and (putting z = γ/r, δ = εr2 and η = ξ/r) we arrive at an
expression of the form
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
∑
m∈Z
∑
λ∈Λ
g(λ)
∫ ∞
−∞
e−πδz
2
κ˜(z)er(Q(z)+2πimz)dz, (11)
where Λ is a finite set (only depending on X), Q is a polynomial in z with coefficients only
depending on λ and X, and
κ˜(z) =
eibz
sink (π(z − iη)) ,
where b ∈ R only depends on λ and X and k = n + dg − 2. Put κ(z) = e−πδz2 κ˜(z) and
Qm(z) = Q(z) + 2πimz in the following. We note that Qm is of degree 1 if the Seifert Euler
number E of X is equal to zero and of degree 2 if E 6= 0. This makes the asymptotic analysis
in the case E = 0 different from (and also simpler than) that in the case E 6= 0. To make the
notation in the following compatible with the notation used in Sec. 5 and 6, we put A = πE2 .
Let us first assume that E 6= 0. In this case the integrals I(r) = ∫∞−∞ κ(z)erQm(z)dz in (11) are
approximated by using the steepest descent method. Thus, if zst denotes the stationary point
of Qm, i.e. Q
′
m(zst) = 0, we deform the integration contour (here the real axis) to a new contour
9C passing through zst in such a way that the large r asymptotics of
∫
C κ(z)e
rQm(z)dz is easy
to obtain by standard methods (such as the Laplace method), see e.g. [BH], [B], [Wo]. It can
be shown that a good such contour is a contour Csd along which the imaginary part of Qm is
constant. In the case of I(r) this so-called steepest descend contour is the straight line
Im(z) = sign(A)(Re(z) − zst). (12)
(We note that the stationary point zst is non-degenerate, i.e. Q
′′
m(zst) 6= 0, and that this point
and thereby Csd depend on (m,λ).) To determine the asymptotic expansion of I(r) in the
limit r → ∞ we need to calculate the large r asymptotics of the new contour integral J(r) =∫
Csd
κ(z)erQm(z)dz, and of the difference I(r)− J(r). This difference is zero for k ≤ 0 and is for
k > 0 given by the infinite sum of residues in the poles of κ(z) crossed when deforming the real
axes to Csd, i.e. the poles zl = l + iη, l ∈ Z, for which
sign(A)(l − zst) > η. (13)
(We refer to Lemma 5.4.) By futher showing that certain infinite sums are absolutely convergent
(see Lemma 5.5), we therefore end up with the following partition of Z(X; r):
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
(Zint,1(δ, η) + Zint,polar(δ, η) + Zpolar,1(δ, η)) , (14)
where
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
κ(z)erQm(z)dz, (15)
Zint,polar(δ, η) =
∑
λ∈Λ
g(λ)
∑
m∈Z
zst(m,λ)∈Z
∫
Csd(m,λ)
κ(z)erQm(z)dz,
Zpolar,1(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
m∈Z
∑
l∈Z
sign(A)(l−zst(m,λ))>η
Resz=zl(η)
{
κ(z)erQm(z)
}
,
where W = {(m,λ) ∈ Λ× Z | zst(m,λ) /∈ Z}. (Here we suppress the dependency on r and also
to some extend the dependency on λ in our notation for not making it too clumsy.) The above
sums are all absolutely convergent. By rearranging the terms in the sum Zpolar,1(δ, η) we obtain
an expression of the form (see Lemma 5.5)
Zpolar,1(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l)
∑
m∈Z
m+ B
2π
+A
π
l> |A|
π
η
Resz=iη
{
φ˜(z; l, λ)e2πirmz
}
,
where B/π is a certain rational number only depending on λ and X, and φ˜ is a meromorphic
function independent of m. Along the same lines we obtain the expression
Zint,polar(δ, η) =
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l)
∑
m∈Z
m+ B
2π
+A
π
l=0
∫
C(λ,0)
φ˜(z; l, λ)e2πirmzdz,
where C(λ, ρ), ρ ∈ R, is the line
Im(z) = sign(A)Re(z)− ρ.
We have a decomposition (see Lemma 5.6 for details)
Zint,polar(δ, η) = Zpolar,2(δ, η) + Zint,2(δ, η),
10 SØREN KOLD HANSEN
where Zpolar,2(δ, η) is given by a sum of residues like Zpolar,1(δ, η), in fact
Zpolar,2(δ, η) = πi
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l)
∑
m∈Z
m+ B
2π
+A
π
l=0
Resz=iη
{
φ˜(z; l, λ)e2πirmz
}
,
and
Zint,2(δ, η) =
∑
λ∈Λ
g(λ)
∑
l∈Z
B
2π
+A
π
l∈Z
β(l)
∫
C(λ,η)
F˜ (y; l, λ)dy, (16)
where F˜ (y) is a meromorphic function with poles in Z (if k > 0) (explaining the name Zint,polar).
The next observation is that there exists a η0 > 0 such that
Zpolar,1(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l)
∑
m∈Z
m+ B
2π
+A
π
l>0
Resz=iη
{
φ˜(z; l, λ)e2πirmz
}
,
for all η ∈]0, η0]. By letting Zpolar(δ, η) = Zpolar,1(δ, η) + Zpolar,2(δ, η) we therefore obtain
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
(Zint,1(δ, η) + Zint,2(δ, η) + Zpolar(δ, η)) , (17)
where Zint,1(δ, η) and Zint,2(δ, η) are given respectively by (15) and (16) and
Zpolar(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l)
∑
m∈Z
m+ B
2π
+A
π
l≥0
Resz=iη
{
φ˜(z; l, λ)e2πirmz
Sym±
(
m+ B2π +
A
π l
)} . (18)
Here we have introduced the function Sym± : R→ {1, 2} (borrowing notation from [Ro3]) which
is 1 in all points except in zero where it is 2.
The next natural step would be to try to calculate the limit limδ→0+
√
δ limη→0+ f(δ, η) (or
at least the large r asymptotics of that limit) for f equal to each of the functions Zint,1, Zint,2,
and Zpolar (assuming these limits exist). Thus we start by showing that
Zpolar(r) := r lim
δ→0+
√
δ lim
η→0+
Zpolar(δ, η) (19)
exists by calculating this limit explicitly.
To handle the two other limits limδ→0+
√
δ limη→0+ Zint,ν(δ, η), ν = 1, 2, more care need to be
taken. Since the limits on the right-hand sides of (17) and (19) exist we have that
Zint(r) := r lim
δ→0+
√
δ lim
η→0+
Zint(δ, η) (20)
exists, where Zint(δ, η) = Zint,1(δ, η) + Zint,2(δ, η). However, we do not calculate this limit
explicitly, but only give it an asymptotic description. This is of course sufficient for the proof of
Theorem 1.4. To find the asymptotic expansion of Zint(r) we show that we for each N ∈ Z≥0
have a decomposition
Zint,ν(δ, η) = Zint,ν(N ; δ, η) +Rν(N ; δ, η) (21)
such that
Zint,ν(r;N) = r lim
δ→0+
√
δ lim
η→0+
Zint,ν(N ; δ, η)
exists and can be calculated explicitly, ν = 1, 2. This implies that
lim
δ→0+
√
δ lim
η→0+
(R1(N ; δ, η) +R2(N ; δ, η))
11
exists. We will not show that limδ→0+
√
δ limη→0+ Rν(N ; δ, η) exists for each ν = 1, 2 separately.
Instead we show that Rν(N ; δ, η) is bounded from above by a certain function Aν(N ; δ, η) for
which
r lim
δ→0+
√
δ lim
η→0+
Aν(N ; δ, η)
can easily be calculated and shown to be small in the correct asymptotic sense compared to
Zint,ν(r;N) in the limit of large r, ν = 1, 2. This proves that Zint,1(r;N) + Zint,2(r,N) is the
large r asymptotics of Zint(r) to an order depending on N .
We observe that all the sums Zpolar(δ, η), Zint,1(δ, η), and Zint,2(δ, η) are infinite. (For the sum
Zint,2(δ, η) note here that A/π ∈ Q and that B(λ)/(2π) ∈ Z for some λ.) According to the AEC
we should end up with a finite sum. Basically these infinite sums are changed to finite sums by
using the periodicity result (8) ‘backwards’. The sum Zpolar(δ, η) in (18) actually contains two
infinite sums. We calculate one of these, namely the sum over m, explicitly. Let us give some
futher details. First we change Zpolar(δ, η) to an expression of the form
Zpolar(δ, η) =
∑
l∈Z
∑
ν∈Γ(l)
∑
m∈Z
m−V (ν)≥0
Resz=iη
{
e−πδ(z+l)2G(z; l, ν, η)e2πirmz
}
Sym±(m− V (ν))
, (22)
where Γ(l) is a finite index set depending on l in a periodic way, and G is periodic w.r.t. l. We
use certain symmetries to establish that. Now, if a ∈ R and f : Z→ C then∑
m∈Z
m≥a
f(m)
Sym±(m− a)
=
∞∑
m=0
f(m)
Sym±(m)
−
∑
m∈Z
0≤m≤|a|
sign(a)f(sign(a)m)
Sym±(m)Sym±(m− |a|)
.
in the sense that if the left-hand side is convergent, then the infinite sum in the right-hand side
is also convergent and the identity holds. Using this identity on (22) together with
∞∑
m=0
e2πirmz
Sym±(m)
=
i
2
cot(πrz),
valid for all z in the open disk in the complex plane with center iη and radius η, we thus obtain
Zpolar(δ, η) =
∑
l∈Z
∑
ν∈Γ(l)
(
i
2
Resz=iη
{
e−πδ(z+l)
2
G(z; l, ν, η) cot(πrz)
}
(23)
−
∑
m∈Z
0≤m≤|V |
sign(V )Resz=iη
{
e−πδ(z+l)2G(z; l, ν, η)e2πirsign(V )mz
}
Sym±(m)Sym±(m− |V |)
 .
From this expression we obtain that Zpolar(δ) := limη→0+ Zpolar(δ, η) is equal to the right-hand
side of (23) with η = 0. Finally limδ→0+
√
δZpolar(δ) is calculated by using (8). We thus obtain
an exact expression for Zpolar(r) equal to some Laurent polynomial in r.
Let us also give a few more details concerning the calculation of the asymptotic expansion of
Zint(r) in (20). First we observe that
Zint,1(δ) := lim
η→0+
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
κ0(z)e
rQm(z)dz,
where κ0(z) is equal to κη(z) with η = 0. (For ν = 1 we thus calculate this limit before making
the decomposition (21).) For an arbitrary (m,λ) ∈ W we can expand κ0 as a power series in a
small disk around zst(m,λ) (with a radius independent of (m,λ)). Let N be an arbitrary but
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fixed non-negative integer, and let κ0(z;N) be equal to the first N+1 terms in this power series.
Then we let
Zint,1(N ; δ) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
κ0(z;N)e
rQm(z)dz.
The remainder term (to order N) is then simply given by R1(N ; δ) = Zint,1(δ) − Zint,1(N ; δ).
Since the power series expansion of κ0(z) is only valid in a small neigborhood of zst(m,λ) this
remainder term is not simply given by replacing κ0(z) by the remaining terms in the power series
expansion in the expression for Zint,1(δ), see Lemma 5.13 for details.
The decomposition (21) for ν = 2 is obtained in a similar way by representing a preexponential
factor of the integrand F˜ as a power series around y = 0. However, in this case the positive
parameter η plays a crucial role and the limit limη→0+ can only be calculated in the final step.
Let us finally say a few words about the proof of Theorem 1.4 in the case E = 0. Again we
obtain the expression (11). However, in this case Q(z) = 2πiaz, where a is a constant depending
on λ but not on m, and the steepest descent method can not be used to calculate the large r
asymptotics of the integrals
∫∞
−∞ κ(z)e
rQm(z)dz since Qm(z) = Q(z) + 2πimz has no stationary
points in this case. Instead we show that there exist certain contours C(m,λ) so that
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
(Zint(δ, η) + Zpolar(δ, η)) ,
where
Zint(δ, η) =
∑
λ∈Λ
g(λ)
∑
m∈Z
∫
C(m,λ)
κ(z)erQm(z)dz,
Zpolar(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
m∈Z
m−a(λ)≥0
∑
l∈Z
Resz=zl(η)
{
κ(z)erQm(z)
}
.
By estimating the integrals inside the sum Zint(δ, η) it can be proved that
lim
δ→0+
√
δ lim
η→0+
Zint(δ, η) = 0.
Hence
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
Zpolar(δ, η),
and this double limit can be calculated explicitly along the same lines as in the case E 6= 0.
From a general point of view the main problem when calculating the large r asymptotics of the
quantum invariants as defined by Reshetikhin and Turaev, is that these invariants are given by
a finite sum in which both the number of terms and the terms themselves depend on the level r.
It has been speculated that there is some kind of number theoretic principle which can be used
to calculate these asymptotics. In [J1] Jeffrey revealed that one can calculate the asymptotics
of the SU(2)–invariants of lens spaces by an inductive argument using a reciprocity formula for
Gauss sums. This reciprocity formula follows from an application of the Poisson summation
formula, which is a special version of the Fourier transform (namely the Fourier transform of
the sum of Dirac measures on some discrete subgroup of Rn). More generally Jeffrey speculated
that the Fourier transform may be the basic mechanism behind identities needed for calculating
the asymptotics.
Rozansky [Ro1], [Ro3] took up these ideas and showed how to use the Poisson summation
formula to calculate the asymptotics for the broader class of Seifert manifolds with orientable
base space. For a general Seifert manifold the main idea is as illustrated above to change the
finite sum formula for the invariant to an infinite sum using certain periodicity results. This
involves introducing certain limits with respect to certain parameters. One can then use the
13
Poisson summation formula on the infinite sum. This leads to a formula for the invariant given
by an infinite sum of integrals. Each of these integrals can be given an asymptotic description via
the steepest descent method. As proved in this paper this leads ultimatively to an asymptotic
formula like (1).
For the calculations of the asymptotics of the SU(2)–invariants of Seifert manifolds one only
needs a one-dimensional Poisson summation formula (involving only a sum over Z), see (10).
In [J1] Jeffrey also obtained a multi-dimensional reciprocity formula for Gauss sums using a
multi-dimensional version of the Poisson formula (see also [J2] and [HT, Appendix A]). She then
used this to calculate the asymptotics of the G–invariants of some mapping tori over the torus,
G being any compact simply connected simple Lie group. In [HT] the author and Takata use
the multi-dimensional reciprocity formula to calculate the asymptotics of the G–invariants of
the lens spaces by a similar approach as in [J1].
In [AH], Andersen and the author investigate the asymptotics of the SU(2)–invariants of the
3–manifolds obtained by rational surgeries on the 3–sphere along the figure 8 knot. In these
calculations the Fourier transform is not used. Instead the asymptotics is calculated by first
obtaining a formula for the invariant given by a (finite) sum of certain contour integrals and
then use the saddle point approximation method on each of the integrals.
It seems that a general principle behind calculating the large quantum level asymptotics of the
RT–invariants of 3–manifolds is to obtain in some way or the other a formula of the invariants
given by some sum of integrals, where the number of terms in the sum (allowed to be infinite) is
independent of the level r, and where the integrals can be asymptotically described by using some
well-known approximation method such as the method of steepest descent or more generally the
saddle point method. The involved integrals will be of a form
∫
C ψ(z)e
rφ(z)dz, where C is some
(multi-dimensional) contour in C (Cn) and the phase function φ and the function ψ are some
complex functions independent of the level r. Note that even for the case of lens spaces and
mapping tori over the torus, where a reciprocity formula for Gauss sums is used, one actually
uses this approach, namely, the involved reciprocity formula can be proved by this approach,
see e.g. [HT, Appendix]. The calculations in [AH] actually first lead to an expression for the
invariants given by a finite sum of integrals, where the integrands are not of the nice form∫
C ψ(z)e
rφ(z)dz. One has to make certain initial approximations to obtain an (approximative)
expression for the invariants given by a finite sum of integrals of the nice form. This phenomenon
should be expected in general.
The paper is organized as follows. In Sec. 2 we introduce the notions from asymptotic analysis
needed. In this section we study from a general perspective asymptotic expansions of the form
(1). These expansions constitute a certain subclass of a class of asymptotic expansions which we
denote asymptotic expansions of generalized Poincare´ type, since they are finite sums with each
term being an asymptotic expansion of (ordinary) Poincare´ type. A small but important result
is Theorem 2.3, which extend the well-known uniqueness property Lemma 2.1 for asymptotics of
Poincare´ type to asymptotics of generalized Poincare´ type. In Sec. 3 we introduce notation for
the Seifert manifolds and state from [Ha2] formulas for the RT–invariants associated to SU(2) of
all Seifert manifolds. In Sec. 4 we present detailed formulas for the large r asymptotic expansion
of τ
SU(2)
r (X), X a Seifert manifold as in Theorem 1.4. Moreover, we review results of Auckly
[Au1] on the classical SU(2) Chern–Simons theory on Seifert manifolds. (We correct a small error
in Auckly’s result, see Theorem 4.8 and below.) We demonstrate that Auckly’s results combine
with our formulas for the asymptotic expansions to give a proof of Theorem 1.4. Finally, we
identify for the Seifert fibered rational homology spheres the Casson–Walker invariant in the
asymptotic formula using results of Lescop [Les]. In Sec. 5 and 6 the proofs of Theorems 4.1
and 4.4 are given. We focus on the main ideas deferring technicalities to appendices.
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We end this introduction by a side remark. The part of the theory of quantum invariants
concerned with asymptotic expansions is often denoted the perturbative theory, and (parts of)
the asymptotic expansions of the RT–invariants (or Witten’s invariants) are called perturbative
quantum invariants. One should note, however, that the notion of perturbative invariants has
different meanings in the mathematical literature. There are the analytic asymptotics studied
in this paper, and there are the algebraically defined perturbative invariants of Ohtsuki [Oh1],
[Oh2]. Note that Ohtsuki’s perturbative invariant of a 3–manifold X is trivial unless X is
a rational homology sphere [Oh2, Remark 1.3]. This is certainly not the case for the analytic
asymptotics (as the results of this paper reveals). It is, however, generally believed that these two
notions of perturbative invariants are closely related. It is speculated that the coefficients in the
formal Ohtsuki series determine (some of) the coefficients in the analytic asymptotic expansion
of the RT–invariants of rational homology spheres, see [Oh2, Example 1.6 and Sect. 5], [L],
[Ro4], [Ro5] and [Oh3, Sect. 7] for some results and conjectures. The results in this paper
should be useful to investigate this question for the Seifert fibered rational homology spheres.
We will however not pursue this issue futher in this paper. Recently K. Habiro has proposed new
invariants for integral homology spheres which according to a conjecture of Habiro and Le should
determine both Ohtsuki’s perturbative invariants and the RT–invariants for these manifolds, see
[Oh3, Conjecture 7.29]. (As stated in [Oh3, p. 492] this should now be a theorem of Habiro
and Le.) Let us finally mention that there seem to be some very interesting number theoretic
aspects of the asymptotics of the Seifert fibered integral homology spheres. We will not consider
this issue in this paper but refer to papers of Lawrence and Zagier [LZ] and Hikami [H1]–[H3].
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2. Asymptotic expansions og quantum type
In this section we study asymptotics of the form (1) from a general point of view. We shall
call such asymptotics for asymptotic expansions of quantum type, see Definition 2.4. In this
section we shall mention the few facts from asymptotic analysis needed to study them. For basic
introductions to asymptotic analysis in general, see e.g. [BH], [B], [O], and [Wo].
Let in the following A = Z≥h = {m ∈ Z|m ≥ h} for some fixed positive integer h. Recall
the usual order-notation denoted by the O- and o-symbols: If f, g : A → C are two functions,
then g = O(f) if there exists a constant C such that |f(k)| ≤ C|g(k)| for all k ∈ A. Of course
such a condition only puts limits on the large k behaviour of f(k). We say that g = o(f) in the
limit k → ∞ if for all ε > 0 there exists a kε ∈ A such that |g(k)| ≤ ε|f(k)| for all k ≥ kε. If
f(k) 6= 0 for all k (or for all sufficiently large k) this is equivalent to g(k)/f(k) → 0 as k →∞.
As examples we have k−(n+1) = o(k−n) in the limit k → ∞ and kn + log(k)kn−1 = O(kn) for
every n ∈ Z. A sequence of functions {ϕn : A → C}∞n=0 is called an asymptotic sequence as
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k →∞ if for all n ≥ 0
ϕn+1(k) = o(ϕn(k))
as k → ∞ and if we for all n have that ϕn(k) 6= 0 for all sufficiently large k. For functions
f : A → C and fn : A → C, the formal series
∑∞
n=0 fn(k) is called a generalized asymptotic
expansion of f(k) with respect to the asymptotic sequence {ϕn(k)}, as k →∞, if
f(k) =
N∑
n=0
fn(k) + o(ϕN (k)) (24)
in the limit k →∞ for every N ≥ 0. In this case we write
f(k) ∼
∞∑
n=0
fn(k); {ϕn}, k →∞. (25)
When fn(k) = anϕn(k), an a fixed complex number, for every n, then the above expansion is
said to be of Poincare´ type. Furthermore, if the expansion is of this type, and ϕn(k) = (ξ(k))
λn ,
λn a fixed complex number, the expansion is said to be of power series type. We have the
following immediate uniqueness result for asymptotic expansions of Poincare´ type (see e.g. [BH,
pp. 16-17]).
Lemma 2.1. Let {ϕn}n∈N be an asymptotic sequence and let f : A→ C. Then there is at most
one sequence of complex numbers a0, a1, a2, . . . such that
f(k) ∼
∞∑
n=0
anϕn(k); {ϕn}, k →∞.

The following definition gives a generalization of asymptotic expansions of Poincare´ type and
power series type suitable for our needs.
Definition 2.2. A function f : A → C is said to have an asymptotic expansion of generalized
Poincare´ type (w.r.t. the asymptotic sequence {ϕn(k)}) if we for all nonnegative integers N have
f(k) =
 M∑
j=1
e2πikqj
N∑
m=0
cjmϕm(k)
 + o(ϕN (k)) (26)
in the limit k → ∞, where M is a non-negative integer, qj ∈ [0, 1[ and cjm ∈ C. If, moreover,
ϕm(k) = (ξ(k))
λm , λm fixed complex numbers, then we will say that f has an asymptotic
expansion of generalized power series type. The asymptotic expansion in (26) is called trivial if
cjm = 0 for all j and m (this case being equivalent to the case M = 0, i.e. the case where the
sum
∑M
j=1 is put equal to zero).
By the notation (25), the identities (26) can also be written
f(k) ∼
∞∑
m=0
 M∑
j=1
e2πikqjcjm
ϕm(k); {ϕm}, k →∞.
We immediately get that the set of functions f : A → C having an asymptotic expansion of
generalized Poincare´ type w.r.t. a fixed asymptotic sequence is a subspace of the C–vector space
of all functions f : A → C. (The zero function 0 : N → C has trivially a trivial asymptotic
expansion of generalized Poincare´ type (w.r.t. any asymptotic sequence).)
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It is natural not to destinguish between asymptotic expansions of generalized Poincare´ type
which can be obtain from each other by trivial means. We will thus say that two such asymptotics
are equivalent if the one can be obtained from the other by a finite sequence of the following
operations: i) interchange two terms in the sum
∑M
j=1 in (26), ii) remove or add a term in
∑M
j=1
with cjm = 0 for all m and iii) collect two terms with the same qj–value. These operations also
lead to a kind of minimal representation for each equivalence class of asymptotic expansions
of generalized Poincare´ type, namely if we have such an asymptotics we will say that it is on
minimal form if it has no terms with cjm = 0 for all m and if the qj’s are mutually different.
Thus, up to the summation order in
∑M
j=1 each equivalence class has a unique representative
on minimal form. In particular, a trivial expansion is on minimal form if and only if M = 0 in
(26). We shall not destinguish between an asymptotic expansion of generalized Poincare´ type
and its equivalence class.
The following theorem extends the uniqueness property for asymptotic expansions of Poincare´
type, Lemma 2.1, to asymptotic expansions of generalized Poincare´ type. The proof is very short
due to an idea of Pieter Moree.
Theorem 2.3. Let f : A → C be an arbitrary function. Then f has at most one asymptotic
expansion of generalized Poincare´ type w.r.t. a given asymptotic sequence. The zero function
has only the trivial asymptotic expansions of generalized Poincare´ type.
Said in another way: If f : A → C has an asymptotic expansion of generalized Poincare´ type
as in (26) and if this expanion is on minimal form, then M and the qj’s and c
j
m’s are uniquely
determined by f .
Proof. Since a linear combination of asymptotic expansions of generalized Poincare´ type w.r.t.
a fixed asymptotic sequence is again an asymptotic expansion of generalized Poincare´ type w.r.t.
this asymptotic sequence it is enough to consider the case where f = 0. Assume therefore that
we for all N ≥ 0 have
0 =
 M∑
j=1
e2πikqj
N∑
m=0
cjmϕm(k)
 + o(ϕN (k)) (27)
in the limit k → ∞, where the qj’s are pairwise different numbers in [0, 1[ and cjm ∈ C. By
multiplying by e−2πikq1 we can assume that q1 = 0 and qj ∈]0, 1[, j = 2, 3, . . . ,M . We have to
show that all the cjm’s are zero. IfM = 1 this trivially follows from Lemma 2.1, so we can assume
that M > 1. By putting N = 0 we see that g(k) := c1 +
∑M
j=2 cje
2πikqj converges to zero as
k →∞, where we have put cj = cj0. Thus |g(k)|2 → 0 as k →∞ implying that 1L
∑L−1
k=0 |g(k)|2
converges to zero as L→∞. Here
|g(k)|2 = |c1|2 + |c2|2 + . . .+ |cM |2 +
∑
i,j∈{1,...,M}
i 6=j
cic¯je
2πik(qi−qj),
and therefore
1
L
L−1∑
k=0
|g(k)|2 = |c1|2 + |c2|2 + . . . + |cM |2 + 1
L
∑
i,j∈{1,...,M}
i 6=j
cic¯j
1− e2πiL(qi−qj)
1− e2πi(qi−qj)
so 1L
∑L−1
k=0 |g(k)|2 converges to |c1|2 + |c2|2 + . . .+ |cM |2 as L→∞, hence cj = 0 for all j.
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The proof is finalized by induction: Assume that cjm = 0 for all j and all m = 0, 1, . . . , N − 1
and get from (27) that c1N +
∑M
j=2 c
j
Ne
2πikqj converges to zero as k → ∞. As before we then
have cjN = 0 for all j. 
Let us see how the above fits into the theory of quantum invariants. Therefore, let f : A→ C
and assume that there exist constants qj ∈ [0, 1[, Dj ∈ Q and bj ∈ C for j = 1, 2, . . . , n, and
ajm ∈ C for j = 1, 2, . . . , n and m = 1, 2, . . . such that we for all N ∈ {0, 1, 2, . . .} have
f(k) =
M∑
j=1
bje
2πikqjkDj
(
1 +
N∑
m=1
ajmk
−θm
)
+ o(kD−θN ) (28)
in the limit k → ∞, where D = max{D1, . . . ,DM} and {θm} is a strictly increasing sequence
in 1bZ>0, where b is the least positive integer such that bDj ∈ Z for all j, compare with Con-
jecture 1.1. By adding terms of the form 0k−l/b we can assume that {θm}∞m=1 = 1bZ>0. It is
straightforward to see then that we for any N ∈ {0, 1, 2, . . .} have
f(k) =
M∑
j=1
e2πikqj
N∑
m=0
cjmk
λm + o(kλN ) (29)
in the limit k → ∞, where cjm = 0 for m = 0, 1, . . . , ej − 1, ej = b(D −Dj), and cjm = bjajm−ej
for m = ej, ej + 1, . . ., and λm = D − θm, m = 0, 1, . . .. Here we have put aj0 = 1 and θ0 = 0.
Thus f has an asymptotic expansion of generalized power series type with ξ = id and {λm} a
strictly decreasing sequence equal to 1bZ≤bD as a set.
If oppositely f : A → C has an asymptotic expansion like in (29) with {λm} a strictly
decreasing sequence equal to 1bZ≤a as a set, a ∈ Z and b some positive integer, then it is
straightforward to bring the expansion on a form like in (28). Simply put Dj = λej , where
ej = min{m ∈ Z≥0|cjm 6= 0}
and bj = c
j
ej , a
j
m = c
j
m+ej
/bj and θm = D−λm+e, where e = min{e1, . . . , eM}. (We assume here
that there are no j’s with cjm = 0 for all m. If c
j
m = 0 for all m, simply ignore that term.)
Because of the above, we will pay special attention to the following asymptotic expansions of
generalized power series type.
Definition 2.4. A function f : A→ C is said to have an asymptotic expansion of quantum type
w.r.t. b ∈ N or a quantum b–expansion for short if f has an asymptotic expansion of generalized
power series type as in Definition 2.2 with ξ = id and {λm} ⊆ 1bZ. The expansion is said to be
on minimal form if the expansion is on minimal form as an asymptotic expansion of generalized
power series type.
We can assume w.l.o.g. that {λm}∞m=0 = 1bZ≤a, where a = λ0b. Moreover, it is obvious that a
quantum b–expansion is also a quantum b′–expansion for any b′ divisible by b. We note that the
set Q of functions f : A→ C having an asymptotic expansion of quantum type is a subalgebra
of the C–algebra of all complex functions on A: It is obvious that a scalar times a f ∈ Q is again
in Q. If fi ∈ Q has a quantum bi–expansion, i = 1, 2, then both f1 and f2 have a quantum
b–expansion, where b = lcm(b1, b2). Now the sum and product of quantum b–expansions are
again quantum b–expansions, so f1 + f2 and f1f2 are both in Q.
We can now restate the AEC, Conjecture 1.1, in the following form:
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Conjecture 2.5. For any 3–manifold X the function r 7→ τGr (X), Z≥h∨ → C, has an asymptotic
expansion of quantum type as in (29) with {qj}Mj=1 being the image set of the Chern–Simons
functional on the moduli space of flat G–connections on X.
By combining the AEC and Conjecture 1.3 we get the stronger conjecture that r 7→ τGr (X) has
a quantum 2–expansion. Note that the fact that Q is multiplicative stable is well in accordance
with the AEC and the fact that the RT–invariants behave multiplicatively w.r.t. connected sums,
see e.g. [Tu, Chap. II].
We end this section by giving miscellaneous facts about asymptotic expansions of quantum
type. First we make the trivial remark that not every function f : A → C has an asymptotic
expansion of quantum type. If namely f has such an expansion there exists a positive constant
C and a rational number λ such that
|f(k)| ≤ Ckλ
for all k ∈ A. Thus it is easy to give examples of classes of functions which do not have an
asymptotic expansion of quantum type. One such class is given by f(k) = P (k)eQ(k), where
P (k) is a Laurent polynomial in k (different from zero), and Q(k) is a polynomial in k of degree
≥ 1 with positive leading coefficient.
Theorem 2.3 shows that a function having an asymptotic expansion of quantum type de-
termines the quantities building up the expansion (if the expansion is on minimal form). The
opposite is obviously not the case. That is, two different functions f, g : A → C can have the
same asymptotic expansion of quantum type. If namely f has an expansion like in (29), if
g = f + h, and if h = o(kλm) as k →∞ for all m, then g has the same asymptotic expansion of
quantum type as f . As an example one can let h(k) = exp(βk) with β a negative real number or
more generally h(k) = P (k) exp(Q(k)), where P (k) is a (non-zero) Laurent polynomial and Q(k)
is a polynomial of degree ≥ 1 with negative leading coefficient. In particular, such a function h
has a trivial asymptotic expansion of quantum type (without being zero).
Consider a function g : A→ C given by an expression of the form
g(k) =
M∑
j=1
e2πikqjkDjbjgj(k), (30)
where bj ∈ C \ {0}, Dj ∈ Q and qj ∈ [0, 1[, and gj(k) are polynomials in k−1/b with constant
term 1, where b is the least positive integer such that bDj ∈ Z for all j. Then f has obviously
an asymptotic expansion of quantum type. More generally this is true if the functions gj satisfy
asymptotic identities
gj(k) ∼
∞∑
m=0
ajmk
−m/b; {k−m/b}, k →∞ (31)
with aj0 = 1 for all j. A particular example of the above is given by the case where
gj(k) ∼
∞∑
m=0
a˜jmk
−m; {k−m}, k →∞.
If we put ajbm = a˜
j
m for m ∈ Z≥0 and ajm = 0 for m not divisible by b we get (31).
For any function f : A → C having an asymptotic expansion of quantum type there exists
a function g : A → C given as in (30) and satisfying that f and g have the same asymptotic
expansion of quantum type. In fact, assume that the expansion of f is non-trivial and assume
it is on minimal form (to avoid terms with cjm = 0 for all m). By our comments in connection
to (29) we can find constants bj , Dj and a
j
m and a sequence {θm} such that (28) is satisfied.
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According to [O, Sec. 1.9] we can find functions gj : A→ C such that (31) is satisfied. (In fact,
if 0 < a < 1, 0 < σ < π and S = {z ∈ C : |z| ≥ a, |Arg(z)| ≤ σ} then we can find analytic
functions fj : S→ C such that
fj(z) ∼
∞∑
m=0
ajmz
−m; {z−m}, z →∞ in S.
By letting gj(k) = fj(k
1/b), k ∈ N, we get the desired functions.) Now, if we let g : A → C be
given by (30) with the bj ’s, Dj ’s and the qj’s coming from the expansion (28) of f , then g has
an asymptotic expansion of quantum type equal to that of f . The functions gj are of course
not uniquely determined by the numbers ajm. We see that the function g can even be chosen to
be analytic in any sector shaped region in the complex plane containing the positive integers.
However, from an asymptotic point of view we do of course not gain anything. The asymptotic
behaviour is solely determined by the coefficients cjm, the numbers qj and the sequence {λm}.
Assume f : A → C has a non-trivial asymptotic expansion of quantum type as in (28), and
let J = { j ∈ {1, . . . ,M} | dj = D }. Then∑
j∈J
bje
2πikqjkD (32)
is called the leading term of the asymptotic expansion of f . For a 3–manifold X with discrete
moduli space of flat G–connections the semiclassical approximation of ZGk (X), i.e. the right-hand
side of (4), is (conjecturally) the leading order large k asymptotics of ZGk (X) if and only if all the
DA’s are equal. In general the leading asymptotics is given by the sum of terms with maximal
DA.
3. The Reshetikhin–Turaev invariants of Seifert manifolds for SU(2)
We use the notation introduced by Seifert in his classification results for the Seifert manifolds
(or rather fibrations), see [Se1], [Se2], [Ha2, Sect. 2]. That is, (ǫ; g | b; (α1, β1), . . . , (αn, βn))
is the Seifert manifold with orientable base of genus g ≥ 0 if ǫ = o and non-orientable base
of genus g > 0 if ǫ = n (where the genus of the non-orientable connected sum #kRP2 is k).
(In [Se1], [Se2] (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is denoted (O, ǫ; g | b;α1, β1; . . . ;αn, βn) but we
leave out the O, since we are only dealing with oriented Seifert manifolds.) The pair (αj , βj)
of coprime integers is the oriented Seifert invariant of the j’th exceptional (or singular) fiber.
We have 0 < βj < αj. The integer −b is equal to the Euler number of the Seifert fibration
(ǫ; g | b) (which is a locally trivial S1–bundle). The sign is chosen so that the Euler number
of the spherical (or unit) tangent bundle over an orientable surface Σ is equal to the Euler
characteristic of Σ, see [M, Chap. 1 and 4], [Sc, Sec. 3]. More generally, the Seifert Euler
number of (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is E = −
(
b+
∑n
j=1 βj/αj
)
. We note that except
for a small class of Seifert manifolds, the Seifert invariants are actually topological invariants,
i.e. they classify the Seifert manifolds up to orientation preserving homeomorphisms, see e.g.
[Or, Chap. 5 Theorem 6 p. 97 and Sec. 5.4] or [JN, Theorem 5.1 p. 32]. The exceptions are
the lens spaces, the prism manifolds (o; 0 | b; (2, 1), (2, 1), (α, β)), and the manifolds (n; 2 |0),
(o; 0 | − 2; (2, 1), (2, 1), (2, 1), (2, 1)), (n; 1 | b) with b 6= 0 and (n; 1 | b; (α, β)). These exceptions
constitute a proper subclass of the ’small Seifert manifolds’ listed in [Or, pp 91-92]. The lens
spaces are the Seifert manifolds with ǫ = o, g = 0 and n ≤ 2. A Seifert manifold which is not
small is sometimes called a large Seifert manifold, see [Or, p. 92].
For the convenience of the reader we will state all results in the following both in terms of the
Seifert invariants and in terms of the so-called non-normalized Seifert invariants due to W. D.
Neumann. For a Seifert manifold X with non-normalized Seifert invariants {ǫ; g; (α1, β1), . . . ,
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(αn, βn)} the invariants ǫ and g are as above. The (αj , βj)’s are here pairs of coprime integers
with αj > 0 but not necessarily with 0 < βj < αj . These pairs are actually not invariants of
the fibration X. Thus {ǫ; g; (α1, β1), . . . , (αn, βn)} and {ǫ; g; (α′1, β′1), . . . , (α′m, β′m)} are two sets
of non-normalized Seifert invariants of X if and only if the set of pairs (α′j , β
′
j) can be obtained
from the set of pairs (αi, βi) by a finite number of the following two moves: i) add or delete a
pair (1, 0), ii) replace each (αi, βi) by (αi, βi +Kiαi) provided
∑
Ki = 0. For details, see [JN].
The Seifert Euler number of X is −∑ni=1 βi/αi (which is an invariant of the Seifert fibration
X). The main advantage obtained by working with the non-normalized invariants is to make
more ‘symmetric’ expressions, since the invariant b is treated formally as a Seifert invariant
(1, b) of an exceptional fiber. Thus the Seifert manifold (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is equal to
{ǫ; g; (1, b), (α1 , β1), . . . , (αn, βn)}. Of course the number of exceptional fibers is a constant for a
Seifert manifold. This number can be read off directly from the (normalized) Seifert invariants,
but can also be read off from a set of non-normalized invariants as the number of pairs (αj , βj)
with αj > 1.
In [JN] the authors work with a more general class of oriented fibered spaces, denoted Gen-
eralized Seifert fibrations. According to [JN, Theorem 5.1] these spaces are (up to orientation
preserving homeomorphism) the classical oriented Seifert manifolds as considered here and con-
nected sums of lens spaces (considering S1 × S2 as a lens space). Since the RT–invariant of a
connected sum of 3–manifolds is the product of the RT–invariants of the 3–manifolds in that
connected sum (up to a normalization factor), the results of [J1] actually show the AEC for
these connected sums of lens spaces and G = SU(2).
To state the next theorem we need some notation. For a pair of coprime integers c, d with
|c| ≥ 1 the Dedekind sum is given by
s(d, c) =
1
4|c|
|c|−1∑
j=1
cot
πj
c
cot
πdj
c
(33)
for |c| > 1 and s(d,±1) = 0. We refer to [RG] for a comprehensive description of this function.
The Dedekind symbol is given by
S(d/c) = 12sign(c)s(d, c). (34)
Multi-indices are denoted by an underline (e.g. n). For k = (k1, . . . , kn), l = (l1, . . . , ln) ∈ Zn,
k < l if and only if kj < lj for all j = 1, . . . , n. We let 1 = (1, . . . , 1). For k = (k1, . . . , kn) ∈ Zn+
we write
∑k
m=0 for
∑k1
m1=0
. . .
∑kn
mn=0
etc. Let ao = 2 and an = 1. Given pairs of coprime
integers αj , βj we choose integers ρj , σj such that αjσj − βjρj = 1.
Theorem 3.1 ([Ha2, Theorem 8.4]). The RT–invariant at level r− 2 of the Seifert manifold X
with (normalized ) Seifert invariants (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is
τr(X) = (−1)aǫg r
aǫg/2−1
2aǫg/2−1
1√Ae
i 3π
4
(1−aǫ)sign(E) (35)
× exp
 iπ
2r
3(aǫ − 1)sign(E)− E − n∑
j=1
S
(
βj
αj
)Z(X; r),
where A =∏nj=1 αj and
Z(X; r) =
(
i
2
)n r−1∑
γ=1
(−1)γaǫgh(γ)
sinn+aǫg−2
(
π
r γ
) , (36)
21
where
h(γ) = exp
(
iπ
2r
Eγ2
) ∑
µ∈{±1}n
α−1∑
n=0
 n∏
j=1
µj
 (37)
× exp
2πi n∑
j=1
ρj
αj
[rn2j + µjnj ]
 exp
− iπ
r
γ
n∑
j=1
2rnj + µj
αj
 .
The RT–invariant at level r−2 of the Seifert manifold X with non-normalized Seifert invariants
{ǫ; g; (α1, β1), . . . , (αn, βn)} is given by the same expression.
The theorem is also valid in case n = 0, where one has to put
∑n
j=1 S(βj/αj) = 0 and A = 1
in (35) and let h(γ) = exp
(
iπ
2rEγ
2
)
in (36). The reason for including the factor (i/2)n in the
expression for Z(X; r) is that then Z(X; r) does not depend on the choice of non-normalized
Seifert invariants for X. In fact, Z(X; r) only depends on the βj ’s through the Seifert Euler
number E, and if we add a pair (α, β) = (1, 0) each of the terms in the sum-expression for
Z(X; r) changes by a factor −2i, hence Z(X; r) does not change.
4. The analytic asymptotic expansions of the Reshetikin-Turaev invariants of
Seifert manifolds
Let X be a Seifert manifold with (normalized) Seifert invariants (ǫ; g | b; (α1, β1), . . . , (αn, βn)) or
non-normalized Seifert invariants {ǫ; g; (α1, β1), . . . , (αn, βn)} with ǫ = o or g even. Let β0 = b if
X is given by normalized Seifert invariants and β0 = 0 otherwise. We will below present detailed
expressions for the asymptotic expansions of the RT–invariants of X. It will follow that all parts
of the asymptotics are expressible by the Seifert invariants.
By the Theorems 4.1 and 4.4 below, Z(X; r) has an asymptotic expansion of the form (1),
and according to Theorem 3.1
τr(X) = br
aǫg/2−1 exp
(
ia
r
)
Z(X; r),
where a ∈ R and b ∈ C \ {0}, so τr(X) has also an asymptotic expansion of the form (1).
Before stating Theorems 4.1 and 4.4 we need some preliminaries. We treat the case n = 0 as
the case n = 1 with (α1, β1) = (1, 0). For E 6= 0 we let zst : Z× Zn → R be given by
zst(m,n) = − 2
E
m− n∑
j=1
nj
αj
 . (38)
Moreover, let
q(m,n) =
n∑
j=1
ρj
αj
n2j −
1
4
Ezst(m,n)
2 (mod Z), (m,n) ∈ Z× Zn, (39)
q(l,n′) = −
1
4
β0l
2 +
n∑
j=1
(
ρj
αj
n′j
2 − 1
4
σjβj l
2
)
(mod Z), (l, n′) ∈M, (40)
where M =
{
(l, n′) ∈ Z× (12Z)n ∣∣ n′ ∈ Zn + 12 lβ, } . We let
S = { n ∈ Zn | 0 ≤ n ≤ α− 1 } (41)
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and
I1 = { (m,n) ∈ Z× S | 0 < zst(m,n) < 1 } , (42)
I2 =
{
(l, n′) ∈M
∣∣∣∣ l ∈ {0, 1}, 0 ≤ n′ ≤ 12α
}
. (43)
Above q(m,n) and I1 are of course only defined for E 6= 0. We need a partition
Ia2 =
 (l, n′) ∈ I2
∣∣∣∣∣∣ ∃µ′ ∈ {±1}n :
n∑
j=1
µ′jn
′
j
αj
∈ Z

and Ib2 = I2 \ Ia2 of I2. We will need to write 1 and 2 in a sophisticated way, namely let
Sym±(x) =
{
1 , x 6= 0,
2 , x = 0,
(44)
and
SymZ±(x) =
{
1 , x ∈ R \ 12Z,
2 , x ∈ 12Z.
(45)
These functions have a group theoretical explanation, see [Ro3, p. 36]. However, this can be
neglected here. Basically these functions are used to keep track of how many times certain terms
contribute to certain sums being part of the asymptotic expansion of Z(X; r).
As already indicated above we have to consider the cases E = 0 and E 6= 0 separately.
Theorem 4.1 concerns the case E 6= 0 while Theorem 4.4 takes care of the case E = 0.
Theorem 4.1. Assume the Seifert Euler number E 6= 0. Then
Z(X, r) = Zpolar(X; r) + Zint(X; r),
where Zpolar(X; r) is a sum of residues, while the other term Zint(X; r) is given by certain limits
of sums of certain integrals along contours in the complex plane. If n + aǫg − 2 ≤ 0 then
Zpolar(X; r) = 0. For n+ aǫg − 2 > 0 we have
Zpolar(X; r) =
∑
(l,n′)∈I2
b(l,n′) exp(2πirq(l,n′))r
(
Z
(l,n′)
0 (r) + Z
(l,n′)
1 (r)
)
, (46)
where
b(l,n′) =
2n(−1)(n+
∑n
j=1 σj)l∏n
j=1 SymZ±
(
n′j
αj
) , (47)
q(l,n′) is given by (40), and the functions Z
(l,n′)
0 and Z
(l,n′)
1 are given by
Z
(l,n′)
0 (r) = −
π
2
Resz=0
{
exp
(
iπr
2 Ez
2
)
sinn+aǫg−2(πz)
cot(πrz) (48)
×
n∏
j=1
[
i sin
(
2π
ρj
αj
n′j
)
cos
(
π
z
αj
)
sin
(
2πrz
n′j
αj
)
+cos
(
2π
ρj
αj
n′j
)
sin
(
π
z
αj
)
cos
(
2πrz
n′j
αj
)]}
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and
Z
(l,n′)
1 (r) = −
πi
(−2)n
∑
µ′∈{±1}n
∑
m∈Z
0≤m≤|a|
sign(a)
Sym±(m)Sym± (m− |a|)
×Resz=0
{
exp
[
iπr
2 Ez
2 + 2πirsign(a) (m− |a|) z]
sinn+aǫg−2(πz)
×
n∏
j=1
µ′j sin
[
2π
(
ρj
αj
n′j −
z
2
µ′j
αj
)] ,
where a = a(µ′, n′) =
∑n
j=1
µ′jn
′
j
αj
. In particular, Z
(l,n′)
0 (r) = 0 if g = 0.
Let I = I1 ∪ Ia2 , and let k0 = 0 if n is even and k0 = 1 otherwise. Moreover, let k2 =
min{0, k1}, where k1 = (k0 − n− aǫg + 2)/2. Then
r−1/2Zint(X; r) ∼
∞∑
k=k2
∑
γ∈I
exp(2πirqγ)c
γ
k
 r−k; {r−k}, r →∞,
where the quantities qγ and c
γ
k are given as follows: For γ = (m,n) ∈ I1, qγ is given by (39).
Moreover,
cγk = (−1)ne
iπ
4
sign(E)
√
2
|E|
1
k!
(
i
2πE
)k
∂(2k)z
∏n
j=1 sin
(
π
αj
(2ρjnj − z)
)
sinn+aǫg−2(πz)
∣∣∣∣∣∣
z=zst(m,n)
(49)
for k ≥ 0 and cγk = 0 for k < 0 (in case k2 < 0). Here zst(m,n) is given by (38). For
γ = (l, n′) ∈ Ia2 , qγ is given by (40). For k ∈ {k1, k1 + 1, . . .} we put k′ = 2k + n+ aǫg − 2 and
have
cγk =
b(l,n′)
(−2)nπn+aǫg−2
e
iπ
4
sign(E)√
2π|E|
Γ
(
k + 12
)
k′!
(
2i
πE
)k ∑
µ′∈{±1}n :∑nj=1 µ′jn′jαj ∈Z
∂(k
′)
z f(z; l, n
′, µ′)
∣∣∣
z=0
,
(50)
where b(l,n′) is given by (47) and
f(z; l, n′, µ′) =
(
πz
sin(πz)
)n+aǫg−2 n∏
j=1
sin
(
π
2ρjµ
′
jn
′
j − z
αj
)
.
We note that k1 ≤ 1, and k1 = 1 if and only if n = k0 = 1, ǫ = o and g = 0. In that case cγ0 = 0.
We have in the above theorem focused on the asymptotic expansion of Z(X; r) and have
therefore chosen not to give an explicit expression for the term Zint(X; r). Such an explicit
expression can be found in the proof of Theorem 4.1, see (107) together with (100) and (102),
but is not relevant here and is not very informative.
Remark 4.2. The above theorem is also true in case n = 0 if we as usual put all products
∏n
j=1
equal to 1 and all sums
∑n
j=1 equal to 0 and if we make the following natural adjustments: The
24 SØREN KOLD HANSEN
function zst in (38) and the q–function in (39) only depend on m ∈ Z, namely
zst(m) = −2m
E
,
qm = −m
2
E
(mod Z).
The index sets I1, I2 and Ia2 become
I1 = { m ∈ Z | 0 < zst(m) < 1 } ,
I2 = Ia2 = {0, 1}.
The q–function in (40) degenerates to ql = −14β0l2 (mod Z), l = 0, 1. The sum∑
µ′∈{±1}n :∑nj=1 µ′jn′jαj ∈Z
∂(k
′)
z f(z; l, n
′, µ′)
∣∣∣
z=0
in (50) simply becomes
∂(k
′)
z
(
πz
sin(πz)
)aǫg−2∣∣∣∣∣
z=0
.
The coefficients b(l,n′) in (47) become bl = 1, l = 0, 1. Finally the functions Z
(l,n′)
ν , ν = 0, 1,
degenerate to Z l1(r) = 0 and
Z l0(r) = −
π
2
Resz=0
{
exp
(
iπr
2 Ez
2
)
sinaǫg−2(πz)
cot(πrz)
}
for l ∈ I2, both actually independent of l. Thus
Zpolar(X; r) = −πrResz=0
{
exp
(
iπr
2 Ez
2
)
sinaǫg−2(πz)
cot(πrz)
}
.
To verify the above claims recall that we in Theorem 4.1 have treated the case n = 0 formally
as the case n = 1 with (α1, β1) = (1, 0). Putting (ρ1, σ1) = (0, 1) we immediately get the claims
above, see also the proof of Proposition 4.5. The case n = 0 and E 6= 0 only occurs if we work
with normalized Seifert invariants, namely for the spaces X = (ǫ; g | b), b 6= 0. If we work with
non-normalized Seifert invariants there will always be a (α, β)–pair of the form (1, β) coming
from (modifications of) the pair (1, b).
There is a peculiar thing in the above theorem. Namely if X is described by non-normalized
Seifert invariants we can always add as many (α, β)–pairs (1, 0) as we want. In that way we
can always obtain that the criterion n + aǫg − 2 > 0 is satisfied. We will see that this does not
change anything. In fact both terms Zpolar(X; r) and Zint(X; r) are independent of the choice
of non-normalized Seifert invariants for X, see Proposition 4.5 for the precise statement.
Before considering the case E = 0 let us take a more careful look at Zpolar(X; r).
Proposition 4.3. Assume that n + aǫg − 2 > 0. For each γ = (l, n′) ∈ I2 and ν ∈ {0, 1} the
function Zγν (r) is zero or is a Laurent polynomial in r of the form
∑n+aǫg−3
k=−∞ a
γ
kr
k, where the
coefficients aγk = 0 for all but finitely many k.
Proof. The proof is straightforward. Let (l, n′) ∈ I2 be fixed and put λj = sin
(
π
2ρjn
′
j
αj
)
and
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κj = cos
(
π
2ρjn
′
j
αj
)
. We start by analyzing Z
(l,n′)
0 . Put
τ(z) =
n∏
j=1
[
i sin
(
2π
ρj
αj
n′j
)
cos
(
π
z
αj
)
sin
(
2πrz
n′j
αj
)
+cos
(
2π
ρj
αj
n′j
)
sin
(
π
z
αj
)
cos
(
2πrz
n′j
αj
)]
and write τ(z) =
∑n
ν=0 i
ν
∑
1≤j1<...<jν≤n g(j1,...,jν)(z), where
g(j1,...,jν)(z) =
∏
j∈{j1,...,jν}
λj cos
(
π
z
αj
)
sin
(
2πrz
n′j
αj
)
×
∏
j∈{1,...,n}\{j1,...,jν}
κj sin
(
π
z
αj
)
cos
(
2πrz
n′j
αj
)
.
Note that g(j1,...,jν) has a zero in 0 of order n or is constantly zero. We have
g(j1,...,jν)(z) = r
ν
∞∑
k=n
e
(j1,...,jν)
k (r)z
k,
where e
(j1,...,jν)
k (r) is a real polynomial in r of order at most k − n. This description gives the
result for Z
(l,n′)
0 (r). For the analysis of Z
(l,n′)
1 (r) we fix µ
′ ∈ {±1}n and put
σ(z) =
n∏
j=1
µ′j sin
[
2π
(
ρj
αj
n′j −
z
2
µ′j
αj
)]
=
n∏
j=1
[
µ′jλj cos
(
π
z
αj
)
− κj sin
(
π
z
αj
)]
and write σ(z) =
∑n
ν=0
∑
1≤j1<...<jν≤n h(j1,...,jν)(z), where
h(j1,...,jν)(z) = (−1)n−ν
∏
j∈{j1,...,jν}
µ′jλj cos
(
π
z
αj
) ∏
j∈{1,...,n}\{j1,...,jν}
κj sin
(
π
z
αj
)
.
We note that h(j1,...,jν)(z) is independent of r and has a zero in 0 of order n− ν or is constantly
zero. 
Let λj and κj be as in the above proof. We note that λj = 0 if and only if n
′
j ∈ {0, αj/2}
and κj = 0 if and only if n
′
j = αj/4 (so this happens only in case αj is even and l is odd). If
λj = 0 for a j ∈ {1, 2, . . . , n} then the highest degree term in both Z(l,n
′)
0 (r) and Z
(l,n′)
1 (r) is
of an order strictly less than n + aǫg − 3. If αj = 1 for a j ∈ {1, 2, . . . , n} we have λj = 0 for
all (l, n′) ∈ I2. If λj = 0 for m indices j ∈ {1, 2, . . . , n} then the highest degree term in both
Z
(l,n′)
0 (r) and Z
(l,n′)
1 (r) is of an order less than or equal to n+ aǫg − 3−m.
In the following theorem the case n = 0 is treated as the case n = 1 with (α1, β1) = (1, 0).
For that case, see also the remarks following the theorem.
Theorem 4.4. Assume the Seifert Euler number E = 0. If n+ aǫg − 2 ≤ 0 then X = S2 × S1
(so τr(X) = 1). For n+ aǫg − 2 > 0 we have
Z(X; r) =
∑
(l,n′)∈I2
b(l,n′) exp(2πirq(l,n′))r
(
Z
(l,n′)
0 (r) + Z˜
(l,n′)
1 (r)
)
,
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where b(l,n′) is as in (46), q(l,n′) is given by (40), Z
(l,n′)
0 is given by (48) with E = 0, and
Z˜
(l,n′)
1 (r) = −πi
(
i
4
)n ∑
µ∈{±1}n
∑
µ′∈{±1}n
∑
m∈Z
0≤m≤|a|
 n∏
j=1
µj

× sign(a)
Sym±(m)Sym±(m− |a|)
exp
2πi n∑
j=1
µj
ρj
αj
µ′jn
′
j

×Resz=0
{
exp [2πirsign(a))(m− |a|)z]
sinn+aǫg−2(πz)
}
,
where a = a(µ, µ′, n′) =
∑n
j=1
µ′jn
′
j
αj
+ 12r
∑n
j=1
µj
αj
. Moreover, if
∑n
j=1
1
αj
< n + aǫg − 2 we have
that Z(X; r) = Zpolar(X; r) for all levels r, where Zpolar(X; r) is given by (46) with E = 0.
Finally, in all cases there exists a positive number r(α, β) such that
Z(X; r) = Zpolar(X; r) + rZspec(X; r)
for all r ≥ r(α, β), where Zpolar(X; r) is given by (46) with E = 0 and
Zspec(X; r) = πi
(
i
4
)n ∑
(l,n′)∈Ia2
b(l,n′) exp(2πirq(l,n′))
∑
µ′∈{±1}n∑n
j=1
µ′
j
n′
j
αj
∈Z
∑
µ∈{±1}n∑n
j=1
µj
αj
<0
 n∏
j=1
µj

× exp
2πi n∑
j=1
µj
ρj
αj
µ′jn
′
j
Resz=0{ f(z;µ)
sinn+aǫg−2(πz)
}
,
where
f(z;µ) =
 cos
(
π
(∑n
j=1
µj
αj
)
z
)
, n odd,
−i sin
(
π
(∑n
j=1
µj
αj
)
z
)
, n even.
In particular, Zspec(X; r) = 0 for all r ≥ r(α, β) if
∑n
j=1
1
αj
< n+ aǫg − 2.
Let us look at the special case n = 0, i.e. X is given by the Seifert invariants (ǫ; g | 0) or
non-normalized Seifert invariants {ǫ; g |}. As stated above this case is treated as the case n = 1
with (α1, β1) = (1, 0). If aǫg ≥ 4 we get from the above theorem that
Z(X; r) = Zpolar(X; r) = −πrResz=0
{
cot(πrz)
sinaǫg−2(πz)
}
. (51)
If aǫg = 2 we have X = (o; 1 | 0) or X = (n; 2 | 0). For this case we use that r(α, β) in
Theorem 4.4 can be put equal to 2 since n = 1. Thus we get for all levels r that
Z(X; r) = Zpolar(X; r) + rZspec(X; r).
Here Zpolar(X; r) is given by (51), i.e. Zpolar(X; r) = −πrResz=0(cot(πrz)) = −1. Moreover
Zspec(X; r) = 1 so Zpolar(X; r) = r− 1. Note that this infact follows directly from (36). Finally,
if aǫg = 0, i.e. ǫ = o and g = 0, then X = S
2 × S1.
By the above theorems we see that
Z(X; r) =
∑
j∈I
e2πirqj
N∑
l=l0
cjl r
−l/2
+ o(r−N/2) (52)
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for every N ≥ l0 in the limit r → ∞, where l0 is some fixed integer (depending on X), and
I = I1 ∐ I2 if E 6= 0 and I = I2 if E = 0. By Proposition 4.3 the term Zpolar(X; r) has a
structure like (30). In Theorem 4.1 we have separated the ‘exact part’ Zpolar(X; r) from a part
Zint(X; r), which is only given an asymptotic description. However, one should note that in the
expression (52) there are contributions to the terms with j ∈ Ia2 coming both from Zpolar(X; r)
and Zint(X; r).
If we work with non-normalized Seifert invariants, the different quantities involved in the
above Theorems 4.1 and 4.4 potentially depends on the actual choice of invariants. The precise
situation is described in the following proposition, where we remind the reader that for the large
Seifert manifolds the Seifert invariants in fact classify the Seifert manifolds up to an orientation
preserving homeomorphism. Thus all quantities independent of the choice of non-normalized
Seifert invariants are topological invariants for these large Seifert manifolds. Moreover, these
topological invariants can then be calculated using any set of non-normalized Seifert invariants
for a given large Seifert manifold.
Proposition 4.5. We have
Z(X; r) = Zpolar(X; r) + Zint(X; r)
where Zpolar(X; r) and Zint(X; r) are as in Theorem 4.1 if E 6= 0 and Zint(X; r) = 0 if E = 0.
In both cases
Zpolar(X; r) =
∑
(l,n′)∈I2
exp(2πirq(l,n′))Q
(l,n′)(r)
where q(l,n′) is given by (40) and the Q
(l,n′)(r) are Laurent polynomials in r. The expressions
Zpolar(X; r) and Zint(X; r) do not depend on the choice of non-normalized Seifert invariants for
X. More specifically, let ∆ = {ǫ; g; (α1, β1), . . . , (αn, βn)} and ∆˜ = {ǫ; g; (α˜1, β˜1), . . . , (α˜n˜, β˜n˜)}
be two sets of non-normalized Seifert invariants for X, let I1 and I2 be the index sets related to
∆ given by (42) and (43) respectively and let I˜1 and I˜2 be the corresponding index sets related
to ∆˜. Then we have a one-one correspondence between Ij and I˜j for j = 1, 2, and under these
correspondences the functions q in (39) and (40) are preserved. Moreover, the large r asymptotic
expansion of Zint(X; r), i.e. the coefficients in (49) and (50) are preserved. Finally the Laurent
polynomials Q(l,n
′)(r) are preserved if E 6= 0 or E = 0 and ∑nj=1 1αj < n+ aǫg − 2.
Proof. The proof is simply a matter of routine checks. We first consider the case E =
−∑nj=1 βjαj 6= 0. Let us write a tilde on each quantity or set relating to ∆˜. Thus we write S˜
instead of S etc. Let us first assume that ∆˜ is obtained from ∆ by adding a trivial (α, β)–pair
(1, 0). Thus n˜ = n + 1 and (α˜j , β˜j) = (αj , βj) for j = 1, 2, . . . , n and (α˜n+1, β˜n+1) = (1, 0).
We then have S˜ = S × {0} and z˜st(m, (n, 0)) = zst(m,n) for all (m,n) ∈ Z × S. Thus we also
have I˜1 = I1 × {0}. We let (ρ˜j , σ˜j) = (ρj , σj) for j = 1, 2, . . . , n and put (ρ˜n+1, σ˜n+1) = (0, 1)
and find that q˜(m,(n,0)) = q(m,n) for all (m,n) ∈ I1. For (m,n) ∈ I1 and k = 0, 1, 2, . . . it
follows immediately from (49) that c˜
(m,(n,0))
k = c
(m,n)
k . Next, let us look at the set I˜2 and the
related quantities. We have M˜ = M × Z and then I˜2 = I2 × {0}. Thus we also have that
I˜a2 = Ia2 × {0}. For (l, n′) ∈ I2 we immediately get that q˜(l,(n′,0)) = q(l,n′), b˜(l,(n′,0)) = b(l,n′)
and Z˜
(l,(n′,0))
ν (r) = Z
(l,n′)
ν (r), ν = 0, 1. Finally, let us check that the coefficients in (50) stay
unchanged. First assume that n is even. Then k0 = 0, n + 1 is odd and k˜0 = 1 so k˜1 =
(k˜0− (n+1)− aεg+2)/2 = k1. If k ∈ {k1, k1+1, . . .}, then k˜′ = 2k+(n+1)+ aεg− 2 = k′+1.
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We note that f˜(z; l, (n′, 0), (µ′, µ′n+1)) = −πzf(z; l, n′, µ′), and that
∂(k
′+1)
z zf(z; l, n
′, µ′)
∣∣∣
z=0
= (k′ + 1) ∂(k
′)
z f(z; l, n
′, µ′)
∣∣∣
z=0
.
This shows that c˜
(l,(n′,0)
k = c
(l,n′)
k . Next assume that n is odd. Then k0 = 1, n + 1 is even and
k˜0 = 0, so k˜1 = k1− 1. Like before we find that c˜(l,(n
′,0)
k = c
(l,n′)
k for k ∈ {k1, k1 +1, . . .}. Finally
c˜
(l,(n′,0)
k˜1
= 0 since f˜(0; l, (n′, 0), (µ′, µ′n+1)) = 0.
Next, consider the case where n˜ = n, α˜j = αj and β˜j = βj +Kjαj for some integers Kj with∑n
j=1Kj = 0. Let ρ˜j = ρj and σ˜j = σj +Kjρj , j = 1, 2, . . . , n. We immediately get that S˜ = S
and that z˜st(m,n) = zst(m,n) and q˜(m,n) = q(m,n) for (m,n) ∈ Z × S. Moreover, I˜1 = I1 and
the coefficients in (49) are unchanged. Next let us consider I˜2 and the quantities related to that
index set. First note that (0, n′) ∈ I˜2 if and only if (0, n′) ∈ I2 and that all quantities related
to such a point (0, n′) are the same w.r.t. the two sets of non-normalized Seifert invariants ∆
and ∆˜. Let us next consider a point (1, n′) ∈ I˜2. Thus n′j ∈ Z + 12βj if αj or Kj is even and
n′j ∈ Z + 12βj + 12 if both αj and Kj are odd. But if αj is odd then αj/2 ∈ 12 + Z so in all
cases there is a one-one correspondence between the set of points (l, n˜′) ∈ I˜2 with l = 1 and
the set of points (l, n′) ∈ I2 with l = 1. A correspondence is given as follows: For (1, n′) ∈ I2,
let n′′j = n
′
j +
1
2Kjαj (mod αj) such that 0 ≤ n′′j < αj and let n˜′j = n′′j if 0 ≤ n′′j ≤ αj/2 and
n˜′j = −n′′j + αj otherwise. Then (1, n˜′) ∈ I˜2. To see that q˜(1,n˜′) = q(1,n′) we observe that the
q-function in (40) only depends on n′j (mod αj) and is unchanged when changing the sign of n
′
j.
Moreover,
ρj
αj
(
n′j +
1
2
Kjαj
)2
− (σj + ρjKj) (βj + αjKj) = 1
4
Kj (mod Z).
We have b˜(1,n˜′) = (−1)
∑n
j=1Kjρjb(1,n′) since n˜
′
j/αj ∈ 12Z if and only if n′j/αj ∈ 12Z. Assume that∑n
j=1
µ′j n˜
′
j
αj
∈ Z and let µ˜′j = µ′j if 0 ≤ n′′j ≤ αj/2 and µ˜′j = −µ′j otherwise, where n′′j is as above.
Then
n∑
j=1
µ˜′j n˜
′
j
αj
=
n∑
j=1
µ′jn
′
j
αj
+
1
2
n∑
j
µ′jKj (mod Z).
But 12Kj − 12µ′jKj ∈ Z so 12
∑n
j µ
′
jKj ∈ Z. We also have
f˜(z; 1, n˜′, µ˜′)(−1)
∑n
j=1Kjρjf(z; l, n′, µ′).
These observations show that c˜
(1,n˜′)
k = c
(1,n′)
k in (50). Finally, let us notice that
b˜(1,n˜′)
(
Z˜
(1,n˜′)
0 (r) + Z˜
(1,n˜′)
1 (r)
)
= b(1,n′)
(
Z
(1,n′)
0 (r) + Z
(l,n′)
1 (r)
)
.
The easiest way to see this is to refer to the actual calculation of Zpolar(X; r). Thus, for l ∈ Z let
J ′l be the set in (116) and let J˜
′
l be the corresponding set w.r.t. ∆˜. Then J˜
′
l = J
′
l for each even l
and for l odd the map n′ 7→ n˜′ described above gives a bijection from J ′l to J˜ ′l . Moreover, if Z l(δ, η)
is given by (117) and Z˜ l(δ, η) is the corresponding function w.r.t. ∆˜ then Z˜ l(δ, η) = Z l(δ, η)
proving the claim. Note that we do not necessarily have b˜(1,n˜′)Z˜
(1,n˜′)
ν (r) = b(1,n)Z
(1,n′)
ν (r) for
ν = 0, 1.
Let us next assume that E = 0. Exactly as above we get that there is a one-one correspondence
between I2 and I˜2 and under this correspondence the function q in (40) is preserved. Moreover,
we know that Z(X; r) is independent of the choice of non-normalized Seifert invariants. Assume∑n
j=1
1
αj
< n+ aǫg− 2. Note that this condition is independent of the choice of non-normalized
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Seifert invariants. In this case we have Z(X; r) = Zpolar(X; r), where Zpolar(X; r) is given by
(46) with E = 0. Thus in this case we get that Q(l,n
′)(r) = b(1,n′)
(
Z
(1,n′)
0 (r) + Z
(l,n′)
1 (r)
)
is
independent of the choice of non-normalized Seifert invariants exactly as in the case E = 0. 
In case E = 0 it follows from Theorem 4.4 that the large r asymptotics of Z(X; r) is given by
Zpolar(X; r) in (46) (with E = 0) except for the special cases
∑n
j=1
1
αj
≥ n+ aǫg − 2, where we
also have the extra term Zspec(X; r).
Let us determine which of the Seifert manifolds with E = 0 that satisfy the condition∑n
j=1
1
αj
≥ n + aǫg − 2. As noted above the condition is independent of the choice of non-
normalized Seifert invariants if we work with such invariants. We can therefore safely restrict to
consider (normalized) Seifert invariants. This also allows us to keep track of the types of Seifert
fibrations. Therefore, let X = (ǫ; g | b; (α1, β1), . . . , (αn, βn)). Recall that 0 < βj < αj so αj ≥ 2
for all j = 1, . . . , n. Thus
∑n
j=1
1
αj
≤ n2 so
∑n
j=1
1
αj
≥ n+ aǫg − 2 implies that 2− aǫg ≥ n2 , and
this is only satisfied in the cases g = 0, ǫ = o, n ∈ {0, 1, 2, 3, 4} and g = 1, ǫ = o, n = 0 and g = 2,
ǫ = n, n = 0 (recall that we only consider even genus for ǫ = n). In the last two cases the Seifert
Euler number E = −b, so since this number is zero we have X = (o; 1| 0) = T 2×S1 (the 3–torus)
or X = (n; 2| 0), both being small Seifert manifolds. In case ǫ = o, g = 0, and n ∈ {0, 1, 2},
X is a lens space L(p, q), see [Or, Sect. 5.4 (i) pp. 99–100]. We find in all these cases that the
Seifert Euler number E = 0 if and only if p = 0, hence X = S2 × S1 if E = 0. The remaining
cases to consider are ǫ = o, g = 0 and n ∈ {3, 4}. Let us first consider the easy case n = 4. Here
the αj ’s have to satisfy
∑4
j=1
1
αj
≥ 2, hence we have αj = 2 for all j ∈ {1, 2, 3, 4}. In this case
E = −b− 412 = −b− 2, so b = −2 when E = 0. Thus X = (o; 0 | − 2; (2, 1), (2, 1), (2, 1), (2, 1)).
This is the small Seifert manifold considered in [Or, Sec. 5.4 (iii) p. 101]. In fact, this manifold
is homeomorphic by an orientation preserving homeomorphism to the Seifert manifold (n; 2| 0),
cf. [JN, Theorem 5.1]. Let us finally consider the case ǫ = o, g = 0, n = 3. Here we search for
solutions to
∑3
j=1
1
αj
≥ 1. The subset of these satisfying the strict inequality ∑3j=1 1αj > 1 are
the small Seifert manifolds considered in [Or, Sec. 5.4 (ii) pp. 100–101]. By a direct inspection
one finds that none of these manifolds have Seifert Euler number E = 0. Finally we consider
the manifolds with
∑3
j=1
1
αj
= 1. The only solutions to this equation with α1 ≤ α2 ≤ α3 are
(2, 3, 6), (2, 4, 4) and (3, 3, 3). A direct inspection reveals that we have the following possibilities
with E = 0:
X1 = (o; 0 | − 1; (2, 1), (3, 1), (6, 1)),
X2 = (o; 0 | − 2; (2, 1), (3, 2), (6, 5)) = −X1,
X3 = (o; 0 | − 1; (2, 1), (4, 1), (4, 1)),
X4 = (o; 0 | − 2; (2, 1), (4, 3), (4, 3)) = −X3,
X5 = (o; 0 | − 1; (3, 1), (3, 1), (3, 1)),
X6 = (o; 0 | − 2; (3, 2), (3, 2), (3, 2)) = −X5,
where, as usual, −X means X with the opposite orientation. Thus the Seifert fibrations with∑n
j=1
1
αj
≥ n+ aǫg − 2, aǫg even and E = 0 are the small Seifert manifolds S2 × S1, (o; 1 | 0) =
T 2 × S1, (n; 2 | 0) ∼= (o; 0 | − 2; (2, 1), (2, 1), (2, 1), (2, 1)) and the six 3–fibered large Seifert
manifolds Xj , j = 1, . . . , 6.
We saw above that all but 9 of the Seifert fibrations satisfying
∑n
j=1
1
αj
≥ n+aǫg−2, aǫg even
and E = 0 are topologically the space S2 × S1. There is an infinite number of such fibrations
for S2 × S1. If X = (o; 0 | b, (α1, β1), (α2, β2)), then E = −b − β1/α1 − β2/α2 = 0 if and only
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if b = −1, α1 = α2 and β2 = α1 − β1. Thus (o; 0 | 0) and (o; 0 | − 1; (α, β), (α,α − β)), α ≥ 2,
give the possible Seifert fibrations for S2 × S1. (Note that there are no (o; 0 | b; (α, β)) with
E = −b−β/α = 0 and 0 < β < α.) For all the Seifert fibrations satisfying∑nj=1 1αj ≥ n+aǫg−2,
aǫg even and E = 0 the term Zspec(X; r) 6= 0.
4.1. The moduli space of flat SU(2)–connections on Seifert manifolds. It follows from
the results in the previous section that the proof of Theorem 1.4 it finalized once we have shown
that the values of the q–functions defined in (39) and (40) are in fact the Chern–Simons values
of the flat SU(2)–connections on X. This is done by a simple comparison between the values of
the q–functions and the values of the Chern–Simons functional of flat SU(2)–connections on the
Seifert manifolds calculated by D. Auckly, cf. [Au1].
Let X be a Seifert manifold given by the Seifert invariants (ǫ; g | b; (α1, β1), . . . , (αn, βn)) or
the non-normalized Seifert invariants {ǫ; g; (α1, β1), . . . , (αn, βn)}. Let β0 be as in the previous
section and letMX denote the moduli space of flat SU(2)–connections on X. There is a classical
identification
MX = Hom(π1(X),SU(2))/SU(2),
where /SU(2) means moduli conjugation. Let us recall Auckly’s results. Assume first that ǫ = o
(so g ≥ 0). It is well-known that
π1(X) = 〈h, q1, . . . , qn, a1, b1, . . . , ag, bg | qαkk hβk = 1, h−β0q1 . . . qn
g∏
i=1
[ai, bi] = 1,
[aj , h] = [bj, h] = [qk, h] = 1, j = 1, 2, . . . , g, k = 1, 2, . . . , n 〉,
cf. [Au1], [JN, Theorem 6.1]. Let g1, . . . , gn ∈ SU(2), n ∈ Zn and ε ∈ {0, 1/2}. Then Auckly
defines representations
ω = ω(ε, n)[g1, . . . , gn] : π1(X)→ SU(2)
in the following way, cf. [Au2, Definition p. 56], [Au1, Definition p. 231]. Let ω˜ be the homo-
morphism from the free group generated by h, q1 . . . , qn, a1, b1, . . . , ag−1, bg−1 to SU(2) given by
ω˜(h) = e2πiε, ω˜(aj) = ω˜(bj) = 1, j = 1, . . . , g − 1, and ω˜(qk) = gk exp (2πi(nk − εβk)/αk) g−1k ,
k = 1, . . . , n, where we identify SU(2) by the unit quaternions Sp1 in the usual way. Let
a+ jb = ω˜(q−1n . . . q
−1
1 h
β0), a, b ∈ C.
If a = 1 (so b = 0) we let x = y = 1. If not we let x ∈ S1 be a square root of a(2−2Re(a))−|b|2
2−2Re(a)−|b|2 and
y = b¯
r(x2−1) + jr, where r ∈ [−1, 1] satisfies r2 = 1− |b|
2
2−2Re(a) (noting that 1− |b|
2
2−2Re(a) ≥ 0). We
then define ω by letting ω(γ) = ω˜(γ), γ ∈ {h, q1, . . . , qn, a1, b1, . . . , ag−1, bg−1}, and by letting
ω(ag) = x and ω(bg) = y. (Thus, in case a 6= 1, there are four possible choices of ω corresponding
to the two possible choices of each of x and y. All four choices are needed in Proposition 4.6.)
If g ≥ 1 then ω extends to a SU(2) representation of π1(X). If g = 0 then ω extends to a
representation π1(X)→ SU(2) if and only if
e−2πiβ0ε
n∏
j=1
gj exp
(
2πi
(
nj − εβj
αj
))
g−1j = 1. (53)
Above we can of course restrict to n ∈ S. If the Seifert Euler number E = −β0 −
∑n
j=1
βj
αj
6= 0
then we define a representation
ρ = ρ(m,n) : π1(X)→ SU(2)
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for each integer m and each n ∈ S by letting ρ(aj) = ρ(bj) = 1, j = 1, . . . , g, and by putting
ρ(h) = exp
(
−2πi 1
E
(
m+
n∑
k=1
nk
αk
))
,
ρ(qj) = exp
(
2πi
(
nj
αj
+
1
E
βj
αj
(
m+
n∑
k=1
nk
αk
)))
.
Note that the image of ρ is contained in C ∩ Sp1 = U(1) = S1, so ρ is reducible. We have
Proposition 4.6 ([Au2, Lemma p. 57]). Let the situation be as above. If E = 0 then any
element of MX is in the same path component as one of the conjugacy classes of the ω’s. If
E 6= 0 then any element of MX is in the same path component as one of the conjugacy classes
of the ω’s and ρ’s. 
If l ∈ {0, 1}, n′ ∈ Zn + 12 lβ and g1, . . . , gn ∈ SU(2) then we let ε = l/2 and nj = n′j + εβj
and let ω′(l, n′)[g1, . . . , gn] be equal to ω(ε, n)[g1, . . . , gn]. We note that ω′(l,−n′)[g1j, . . . , gnj] =
ω′(l, n′)[g1, . . . , gn] thus we can restrict to (l, n′) ∈ I2.
Next we consider the Seifert manifolds with non-orientable base. Therefore, let X be as above
with ǫ = n (so g > 0). We have
π1(X) = 〈h, q1, . . . , qn, a1, . . . , ag | qαkk hβk = 1, h−β0q1 . . . qn
g∏
i=1
a2i = 1,
a−1j hajh = [qk, h] = 1, j = 1, 2, . . . , g, k = 1, 2, . . . , n 〉,
cf. [Au1], [JN, Theorem 6.1]. Let g1, . . . , gn ∈ SU(2), n ∈ Zn and ε ∈ {0, 1/2}. Then Auckly
defines representations
ν = ν(ε, n)[g1, . . . , gn] : π1(X)→ SU(2)
in the following way, cf. [Au2, Definition p. 56], [Au1, Definition p. 231]. First let ν˜ be the
homomorphism from the free group generated by h, q1 . . . , qn, a1, . . . , ag−1 to SU(2) given by
ν˜(h) = exp(2πiε), ν˜(qk) = gk exp (2πi(nk − εβk)/αk) g−1k , and ν˜(aj) = 1, j = 1, . . . , g − 1,
k = 1, . . . , n. We then define ν by letting ν(γ) = ν˜(γ), γ ∈ {h, q1, . . . , qn, a1, . . . , ag−1}, and
by putting ν(ag) = sqr
(
ν˜(q−1n . . . q
−1
1 h
β0)
)
, where sqr(x) is any element of SU(2) such that
(sqr(x))2 = x, x ∈ SU(2). (We know that such an element exists because there is an element
z ∈ SU(2) such that zxz−1 ∈ S1. Therefore we have an element y ∈ S1 such that y2 = zxz−1.
But then (z−1yz)2 = x.) This defines a representation ν : π1(X) → SU(2). (We will see below,
that the Chern–Simons value of [ν] ∈ MX is independent of the choice of this square root, so
therefore we don’t specify this choice here.) As in the oriented base case we can parametrize
slightly differently by letting ν ′(l, n′)[g1, . . . , gn] be equal to ν(ε, n)[g1, . . . , gn] for each l ∈ {0, 1}
and n′ ∈ Zn + 12 lβ with ε = l/2 and n = n′ + εβ. Also here we can restrict to (l, n′) ∈ I2.
If the Euler number E = −β0 −
∑n
j=1
βj
αj
6= 0 then we define a representation
σ = σ(m,n) : π1(X)→ SU(2)
for each integer m and each n ∈ S by letting σ(ai) = j, i = 1, . . . , g, and by putting
σ(h) = exp
(
−2πi 1
E
(
g
2
+m+
n∑
k=1
nk
αk
))
,
σ(qj) = exp
(
2πi
(
nj
αj
+
1
E
βj
αj
(
g
2
+m+
n∑
k=1
nk
αk
)))
.
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We then have
Proposition 4.7 ([Au2, Lemma p. 62]). Let the situation be as above. If E = 0 then any
element of MX is in the same path component as one of the conjugacy classes of the ν’s. If
E 6= 0 then any element of MX is in the same path component as one of the conjugacy classes
of the ν’s and σ’s. 
Using [KK1, Theorem 4.2] Auckly proved the following result, where CS denotes the Chern–
Simons functional defined in (3) (with G = SU(2)).
Theorem 4.8 ([Au1, pp. 232–234], [Au2, pp. 63–70]). Let the situation be as above. Let γ be a
SU(2)–representation of π1(X) equal to ω(ε, n)[g1, . . . , gn] or ν(ε, n)[g1, . . . , gn]. Thinking of the
conjugacy class [γ] as a gauge equivalence class of flat connections we have
CS([γ]) = −εc− ε2E −
n∑
j=1
(
ρjn
2
j + 2njε
αj
)
(mod Z),
where the ρj’s are as before and c = 0 if ǫ = o and c = g if ǫ = n. Next assume that E 6= 0 and
let γ be a SU(2)–representation of π1(X) equal to ρ(m,n) or σ(m,n). Thinking of the conjugacy
class [γ] as a gauge equivalence class of flat connections we have
CS([γ]) =
1
E
(
m+
c
2
)(
m+
c
2
+
n∑
k=1
nk
αk
)
−
n∑
j=1
ρjn
2
j − njE
(
m+ c2 +
∑n
k=1
nk
αk
)
αj
(mod Z),
where c and ρj are as before. 
Actually Auckly works with (normalized) Seifert invariants all over. To see that all the
above results holds when working with non-normalized Seifert invarints simply note that all the
calculations of Auckly stay unchanged with the exception that one should put b = 0 all over in
Auckly’s calculations as indicated above. It is instructive to give a more direct argument for
Theorem 4.8. First simply note that since this theorem is true for (normalized) Seifert invariants
it is also true for the non-normalized Seifert invariants {ǫ; g | (α1, β1), . . . , (αn, βn), (1, b) }, with
0 < βj < αj , j = 1, 2, . . . , n, since nn+1 has to be zero. Secondly, we note that two sets of non-
normalized Seifert invariants for the same Seifert fibration give the same set of Chern–Simons
values. Of course this has to be the case since isomorphic Seifert fibrations are homeomorphic.
However, it is in fact also easy to see directly from the formulas in Theorem 4.8. Thus adding or
deleating an (α, β)–pair (1, 0) preserves the set of Chern–Simons invariants since if the jth pair
is such a pair then nj has to be zero. Secondly, if we change (αj , βj) to (αj , βj + Kjαj) with∑n
j=1Kj = 0, then we can keep the ρj’s unchanged and thus the set of Chern–Simons invariants
don’t change.
The above Theorem 4.8 actually corrects a small error in Auckly’s result. Thus the term
−εc is missing in the formula for CS(ν(ε, n)[g1, . . . , gn]) given in [Au1], [Au2]. Let us give a
short account for why this extra term has to be included, following Auckly’s proof most of
the way. As mentioned above Auckly bases his proof of Theorem 4.8 on a result of Kirk and
Klassen, namely [KK1, Theorem 4.2]. Let us work with normalized invariants. Thus assume
X = (n; g | b; (α1, β1), . . . , (αn, βn)) and let Xj be the space obtained from X by cutting out the
interior of a tubular neighborhood of the jth exceptional fiber, j = 1, . . . , n, and let X0 be the
space obtained from X by cutting out the interior of a tubular neighborhood of a regular fiber.
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Thus
π1(Xj) = 〈h, q1, . . . , qn, a1, . . . , ag | h−bq1 . . . qn
g∏
i=1
a2i = 1, q
αk
k h
βk = 1, k 6= j,
a−1m hamh = [qk, h] = 1,m = 1, 2, . . . , g, k = 1, 2, . . . , n 〉
and
π1(X0) = 〈h, q1, . . . , qn, a1, . . . , ag | qαkk hβk = [qk, h] = 1, k = 1, 2, . . . , n,
a−1m hamh = 1, m = 1, 2, . . . , g, 〉.
Let ρj, σj ∈ Z such that αjσj−βjρj = 1 as usual. We note that µj = qαjj hβj and λj = qρjj hσj are
respectively a meridian and a longitude for the torus neighborhood in X around the jth excep-
tional fiber. Moreover, µ0 =
(
h−bq1 . . . qn
∏g
k=1 a
2
k
)−1
and λ0 = h are a meridian and longitude
respectively for the torus neighborhood in X around a regular fiber. Let ν = ν(ε, n)[g1, . . . , gn]
and let us define curves νj = νj(ε, n)[g1, . . . , gn] : [0, 1]→ Hom(π1(Nj),SU(2)) by νj(t)(x) = ν(x)
for t ∈ [0, 1] and x = h, x = a1, . . . , ag−1 and x = q1, . . . , qj−1 (a curve being a continuous curve
here and in the following). Moreover, we let νj(t)(qi) = gi exp
(
−2πiε βiαi
)
g−1i for i = j+1, . . . , n
and νj(t)(qj) = gj exp
(
2πi
njt−εβj
αj
)
g−1j . Finally we define νj(t)(Ag) in the following way: First
choose curves hj : [0, 1] → SU(2) such that hj(t)−1νj(t)(q−1n . . . q−11 hb)hj(t) ∈ S1 and choose
curves ϕj : [0, 1] → R such that hj(t)−1νj(t)(q−1n . . . q−11 hb)hj(t) = e2iϕj (t). Since νj(1)(x) =
νj+1(0)(x) for j = 1, 2, . . . , n and x = h, q1, . . . , qn, a1, . . . , ag−1, where νn+1(0) = ν, we can
choose the hj and ϕj such that hj(1) = hj+1(0) and ϕj(1) = ϕj+1(0), j = 1, . . . , n− 1 and such
that hn(1)e
iϕn(1)hn(1)
−1 = ν(ag). Thus uj : [0, 1] → SU(2) given by uj(t) = hj(t)eiϕj(t)hj(t)−1
define curves such that uj(t)
2 =
(
νj(t)
(
h−bq1 . . . qn
∏g−1
k=1 a
2
k
))−1
and such that uj(1) = uj+1(0),
j = 1, . . . , n − 1 and un(1) = ν(ag). We let νj(t)(ag) = uj(t). Thus νj(1) = νj+1(0) and
νn(1) = ν. Also we note that νj(0) = ν(ε, n1, . . . , nj−1, 0, . . . , 0)[g1, . . . , gn] so νj(0) and νj(1)
both extend to SU(2)–representations of π1(X). We note that νj(t)(µj) = gje
2πiaj(t)g−1j and
νj(t)(λj) = gje
2πibj(t)g−1j , where aj(t) = njt and bj(t) = (ρjnjt+ ε)/αj . By [KK1, Theorem 4.2]
we thus find that
CS(ν)− CS(ν1(0)) = −2
n∑
j=1
∫ 1
0
bj(t)a
′
j(t)dt = −
n∑
j=1
ρjn
2
j + 2njε
αj
(mod Z).
To calculate CS(ν1(0)) we construct a curve γ : [0, 1] → Hom(π1(X0),SU(2)) from the trivial
representation to ν1(0) and apply [KK1, Theorem 4.2] once more. To be specific we let
γ(t)(h) =

1 , t ∈ [0, 1/4],
eπiε(4t−1) , t ∈ [1/4, 3/4],
e2πiε , t ∈ [3/4, 1]
and
γ(t)(qj) =

1 , t ∈ [0, 1/4],
e
−πiε βj
αj
(4t−1)
, t ∈ [1/4, 3/4],
hj(4t− 3)e−2πiε
βj
αj hj(4t− 3)−1 , t ∈ [3/4, 1]
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for j = 1, . . . , n, where hj : [0, 1]→ SU(2) is a curve from 1 to gj . Moreover we let
γ(t)(ak) =
 u1(4t) , t ∈ [0, 1/4],j , t ∈ [1/4, 3/4],
u1(4− 4t) , t ∈ [3/4, 1]
for k = 1, . . . , g − 1, where u1 : [0, 1]→ SU(2) is a curve from 1 to j. Finally we let
γ(t)(ag) =
 u1(4t) , t ∈ [0, 1/4],j , t ∈ [1/4, 3/4],
u2(4t− 3) , t ∈ [3/4, 1],
where u2 : [0, 1] → SU(2) is a curve from j to ν1(0)(ag). Thus γ indeed defines a curve in
Hom(π1(X0),SU(2)) from the trivial representation to ν1(0). We recall that λ0 = h and thus
have that γ(t)(λ0) = e
2πib(t), where
b(t) =
 0 , t ∈ [0, 1/4],ε2(4t− 1) , t ∈ [1/4, 3/4],
ε , t ∈ [3/4, 1].
Choose piecewise smooth curves g : [0, 1] → SU(2) and a : [0, 1] → R such that γ(t)(µ0) =
g(t)−1e2πia(t)g(t). By [KK1, Theorem 4.2] we find that
CS(γ(1)) − CS(γ(0)) = −2
∫ 1
0
b(t)a′(t)dt (mod Z).
Here
−2
∫ 1
0
b(t)a′(t)dt = −4ε
∫ 3/4
1/4
ta′(t)dt+ ε (3a(3/4) − a(1/4)) − 2εa(1).
For t ∈ [1/4, 3/4] we can choose g(t) = 1 and a(t) = − g2 − ε2E(4t − 1), where E is the Seifert
Euler number as usual. This gives
−2
∫ 1
0
b(t)a′(t)dt = −εg − ε2E − 2εa(1).
Finally we note that a(1) ∈ Z since γ(1)(µ0) = 1, since γ(1) = ν1(0) extends to a representation
of π1(X).
We note that the Chern–Simons invariants only depend on the genus of the base in the case
of non-orientable base and that the set of Chern–Simons invariants in that case only depends
on the parity of the genus. The Chern–Simons value of σ(m,n) for genus g is equal to the
Chern–Simons value of σ(m+ l, n) for genus g− 2l. We can of course replace the ω and ν above
by the ω′ and ν ′.
We are now ready to show that the values of the q–functions in (39) and (40) are equal to
the Chern–Simons invariants of the flat SU(2)–connections on the Seifert manifold. In fact we
find that the values differ by a sign. This sign discrepancy is either due to a general sign error
in [KK1] or else the AEC is only true if we work with the complex conjugated invariants (which
are the invariants associated to the mirror category of the modular category induced by the
representation theory of Uq(sl2(C))). A similar phenomenon was observed in [AH]. In any case
this sign is not serious and is solely related to sign conventions.
Let X and β0 be as before and let γ be an equal to ω
′(l, n′)[g1, . . . , gn] or ν ′(l, n′)[g1, . . . , gn],
where (l, n′) ∈ I2 and g1, . . . , gn ∈ SU(2). Let ε = l/2 and n = n′ + εβ. We assume that (53) is
satisfied if (ǫ, g) = (o, 0) i.e. we assume that
e−πiβ0l
n∏
j=1
gj exp
(
2πi
n′j
αj
)
g−1j = 1 (54)
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in that case. The number q(l,n′) in (40) is given by
q(l,n′) =
n∑
j=1
ρj
αj
n′j
2 − ε2
n∑
j=1
σjβj
=
n∑
j=1
ρj
αj
n2j + ε
2
n∑
j=1
(
ρjβ
2
j
αj
− σjβj
)
− 2ε
n∑
j=1
ρjβj
αj
nj (mod Z).
By using that ρjβj = αjσj − 1 we get
∑n
j=1
ρjβ2j
αj
= E +
∑n
j=1 βjσj so
q(l,n′) =
n∑
j=1
ρj
αj
n2j + ε
2E − 2ε
n∑
j=1
αjσj − 1
αj
nj
= ε2E +
n∑
j=1
ρjn
2
j + 2njε
αj
(mod Z),
where we use that 2ε
∑n
j=1 σjnj ∈ Z. We have thus shown that
q(l,n′) = −CS([γ]).
Let us next assume that the Seifert Euler number is nonzero and let γ be equal to ρ(m,n) or
σ(m,n). Then
CS([γ]) = −
n∑
j
ρj
αj
n2j +
1
4
E
(
2
E
[
m+
c
2
+
n∑
k=1
nk
αk
])2
(mod Z),
where c is the number of cross caps in the base of X. If c is even we see that
CS([γ]) = −q(m′,n),
where m′ = −m− c2 and q(m′,n) is given by (39).
There is a small appropriate remark to make here. Namely, in our asymptotic formula in
Theorem 4.1, only the values q(m,n) for which zst(m,n) ∈]0, 1[ are present. By the symmetry
considerations above Corollary 5.15 we indeed have that the image of the q–function in (39) is
given by the values q(m,n) for which zst(m,n) ∈ [0, 1]. If zst(m,n) = l ∈ {0, 1}, put n′j = nj+ 12βjl
for all j and get that
∑n
j=1
n′j
αj
= m ∈ Z. Thus (l, n′) ∈ Ia2 . Moreover, q(m,n) in (39) is equal to
q(l,n′) in (40).
4.2. The genus 0 case. In the case where the base is S2 it follows from the previous section
that not all values q(l,n′), (l, n
′) ∈ I2, in (40) have to be Chern–Simons values. Namely, the point
(l, n′) corresponds to a representation if and only if there exists g1, . . . , gn ∈ SU(2) such that
(54) is satisfied. Of course it could happen that q(l,n′) is still equal to a Chern–Simons value
for a point (l, n′) ∈ I2 that does not satisfy (54) but there are certainly cases where this is not
the case. To give an example consider the manifold M−1 obtained by surgery on the 3–sphere
along the figure 8 knot with framing −1. This manifold is equal to the Seifert manifold (o; 0 | −
1; (2, 1), (3, 1), (7, 1)). It is easy to see that I1 is empty in this case. One finds that Ia2 = {(l =
0, n′ = 0)} and that Ib2 contains 15 points (l, n′) with l = 0 and 8 points (l, n′) with l = 1. How-
ever, only the single point in Ia2 and two points (l, n′) ∈ {(1, (1/2, 1/2, 3/2)), (1, (1/2, 1/2, 5/2))}
in Ib2 correspond to SU(2)–representations of π1(M−1), namely they are the only three points
in I2 satisfying (57) below. The point in Ia2 corresponds to the trivial connection and has
Chern–Simons invariant 0. For the two points in Ib2 corresponding to connections we find
q(1,(1/2,1/2,3/2)) = 121/168 (mod Z) and q(1,(1/2,1/2,5/2)) = 25/168 (mod Z). The other 21 points
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in Ib2 have the following 21 different values for q(l,n′) (all (mod Z)): 1/2,2/3,1/6,3/7,5/7,6/7,5/8,
3/14,5/14,13/14,2/21,8/21,11/21,7/24,1/42,25/42,37/42,3/56, 19/56,27/56,1/168, none of which
are equal to one of our three Chern–Simons invariants.
Thus, to finalize the proof of the AEC for the Seifert manifolds X with base S2 we have to
prove that the terms in our large r asymptotic formulas for τr(X) in Theorems 4.1 and 4.4,
corresponding to points (l, n′) ∈ I2 such that q(l,n′) is not a Chern–Simons value, are zero. In
the genus zero case the Laurent polynomial Z
(l,n′)
0 (r) is always zero so left is to prove that
Z
(l,n′)
1 (r) = 0 and that the coefficients c
(l,n′)
k in (50) are zero for such a ’non-contributing’ point
(l, n′) ∈ I2.
Since jeiθj−1 = e−iθ we have that there for all (l, n′) ∈ Ia2 exists g1, . . . , gn ∈ SU(2) such
that (54) is satisfied. Thus the part Zint(X; r) in Theorem 4.1 and also the part Zspec(X; r) in
Theorem 4.4 have an asymptotic expansion in accordance with the AEC, so the AEC will follow
if we can prove the following
Conjecture 4.9. Let X be a Seifert manifold with base S2 and let (l, n′) ∈ Ib2 be a point such
that there do not exist g1, . . . , gn ∈ SU(2) such that (54) is satisfied. Then Z(l,n
′)
1 (r) = 0.
Let us prove this conjecture for the cases with 3 or less exceptional fibers.
Theorem 4.10. The AEC is true for G = SU(2) and X any Seifert 3–manifold with base S2
and n ≤ 3 exceptional fibers.
Proof. The case n ≤ 2 are the lens spaces (considering S2×S1 a lens space) and for that case
the AEC immediately follows from our formulas since Z
(l,n′)
1 (r) = 0 for all (l, n
′) ∈ I2 in that
case (since we calculate the residue of an entire function). (As mentioned in the introduction
Jeffrey has already proved that the AEC holds for the lens spaces.)
Let us next look at the case n = 3. Let us work with non-normalized Seifert invariants so
let X = {o; 0 | (α1, β1), (α2, β2), (α3, β3)}. Let us first determine which of the pairs (l, n′) ∈ Ib2
that corresponds to a SU(2)–representation of π1(X). Any element q ∈ SU(2) = Sp1 can be
written q = r + ai + bj + ck, where r, a, b, c ∈ R with r2 + a2 + b2 + c2 = 1. The number
r is called the real part of q and any two elements of SU(2) are conjugate if and only if they
have the same real part. Thus the conjugacy class of any q ∈ SU(2) \ {±1} is topologically
a 2-sphere. Now, for any element q ∈ SU(2) we write q = cos(θ) + sin(θ)(ai + bj + ck) for a
unique θ ∈ [0, π] and a, b, c ∈ R with a2 + b2 + c2 = 1. (If q = ±1, then of course sin(θ) = 0
and a, b, c are redundant.) Recall here that any element q ∈ SU(2) is conjugate to an element
of S1 = {x + yi | x, y ∈ R, x2 + y2 = 1 } ⊆ SU(2). Thus, q = geiθg−1 for a g ∈ SU(2), θ as
above. Let Sθ be the conjugacy class consisting of the elements of SU(2) with real part cos(θ),
θ ∈ [0, π].
Let us find all possible (θ1, θ2, θ3) ∈ [0, π]3 such that
g1e
iθ1g−11 g2e
iθ2g−12 g3e
iθ3g−13 = 1 (55)
for some g1, g2, g3 ∈ SU(2). By conjugation we can assume that g1 = 1 and the above equation
then becomes
eiθ1geiθ2g−1 = heiθ3h−1
for some g, h ∈ SU(2), that is, we search for triples (θ1, θ2, θ3) ∈ [0, π]3 such that there exists
a u ∈ Sθ2 with eiθ1u ∈ Sθ3 , i.e. such that the real part of eiθ1u is cos(θ3). Writing u =
cos(θ2)+sin(θ2)(ai+bj+ck) we find that the real part of e
iθ1u is cos(θ1) cos(θ2)−a sin(θ1) sin(θ2).
If θ2 = 0 then θ3 = θ1. If θ2 = π, then θ3 = π − θ1. In the other cases Sθ2 is a 2–sphere and
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a runs through [−1, 1] when u runs through Sθ. Thus we get that (55) is satisfied for some
g1, g2, g3 ∈ SU(2) if and only if
|θ1 − θ2| ≤ θ3 ≤ min{θ1 + θ2, 2π − θ1 − θ2}. (56)
Note that the special cases θ2 ∈ {0, π} are covered by this condition. Thus ω′(l, n′)[g1, g2, g3] is
a SU(2)–representation of π1(X) if and only if (l, n
′) ∈ I2 satisfies the condition∣∣∣∣n′1α1 − n
′
2
α2
∣∣∣∣ ≤ n′3α3 ≤ min
{
n′1
α1
+
n′2
α2
, 1− n
′
1
α1
− n
′
2
α2
}
. (57)
The points (l, n′) ∈ Ia2 are the points satisfying (57) with at least one of the two ≤ being an
equality. We have to prove that if (l, n′) ∈ Ib2 does not satisfy (57), then Z(l,n
′)
1 (r) = 0. It is not
hard to see that
Z
(l,n′)
1 (r) =
i
4
 3∏
j=1
sin
(
πρj
2n′j
αj
) ∑
µ′∈{±1}3
a(µ′,n′)>0
3∏
j=1
µ′j
∑
m∈Z
0≤m≤a(µ′,n′)
1
Sym±(m)Sym±(m− a(µ′, n′))
(58)
for all (l, n′) ∈ I2, where a(µ′, n′) =
∑n
j=1
µ′jn
′
j
αj
. Now let (l, n′) ∈ Ib2. Then
Z
(l,n′)
1 (r) =
i
4
 3∏
j=1
sin
(
πρj
2n′j
αj
) ∑
µ′∈{±1}3
a(µ′,n′)>0
3∏
j=1
µ′j
∑
m∈Z
0≤m<a(µ′,n′)
1
Sym±(m)
.
The double inequality (57) is completely symmetric in n′1, n′2 and n′3. This should be so since
we in the above argument have numbered the exceptional fibers aribitrary. To see the symmetry
directly from (57), note that (θ1, θ2, θ3) satisfies (56) if and only if there exist uj ∈ Sθj such that
u1u2u3 = 1. But this is equivalent to u2u3u
−1
1 = 1 etc. (where of course u
−1
1 ∈ Sθ1). Thus it is
enough to consider the case
n′1
α1
≤ n′2α2 ≤
n′3
α3
. Assume this and assume that n′ does not satisfy (57).
Since the first inequality in (57) is satisfied we have that the second is not satisfied. Assume
first that
∑3
j=1
n′j
αj
> 1 (in which case we have that the right-hand side of (57) is 1 − n′1α1 −
n′2
α2
and that the second inequality in (57) is not satisfied). In this case we have
Z
(l,n′)
1 (r) =
i
4
 3∏
j=1
sin
(
πρj
2n′j
αj
)
32 + 12 ∑
µ′∈{±1}3
0<a(µ′,n′)<1
3∏
j=1
µ′j
 .
By going through all the 8 possibilities for µ′ ∈ {±1}3 one finds that a(µ′, n′) ∈]0, 1[ if and only
if µ′ ∈ {(1, 1,−1), (1,−1, 1), (−1, 1, 1)}, thus Z(l,n′)1 (r) = 0.
Finally assume that
∑3
j=1
n′j
αj
< 1. In that case
Z
(l,n′)
1 (r) =
i
8
 3∏
j=1
sin
(
πρj
2n′j
αj
) ∑
µ′∈{±1}3
0<a(µ′,n′)<1
3∏
j=1
µ′j.
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We still restrict to the case
n′1
α1
≤ n′2α2 ≤
n′3
α3
and have then that the second inequality in (57) is
not satisfied if and only if
n′3
α3
>
n′1
α1
+
n′2
α2
. Assuming this we find that a(µ′, n′) ∈]0, 1[ if and only
if µ′ ∈ {(1, 1, 1), (1,−1, 1), (−1, 1, 1), (−1,−1, 1)}, so Z(l,n′)1 (r) = 0. 
Let us for completeness also calculate Z
(l,n′)
1 (r) for (l, n
′) ∈ Ia2 . Note first that ρj
2n′j
αj
∈ Z
if and only if n′j ∈ {0, αj/2} and in these cases Z(l,n
′)
1 (r) = 0 by (58). For µ
′ ∈ {±1}3, let
a(µ, n′) =
∑n
j=1
µ′jn
′
j
αj
as above. By assumption there exists a µ′ ∈ {±1}3 such that a(µ′, n′) ∈
{0, 1}. Assume first that a(µ′, n′) = 1 for a µ′ ∈ {±1}3. Then either µ′j = 1 for j = 1, 2, 3 or
there is a j ∈ {1, 2, 3} with n′j = 0. In the last case Z(l,n)1 (r) = 0. In both cases
∑3
j=1
n′j
αj
= 1.
By (58) we get that
Z
(l,n′)
1 (r) =
i
4
 3∏
j=1
sin
(
πρj
2n′j
αj
)
1 + 12 ∑
µ′∈{±1}3
0<a(µ′,n′)<1
3∏
j=1
µ′j
 .
By symmetry we can assume that
n′1
α1
≤ n′2α2 ≤
n′3
α3
as usual. If
n′3
α3
= 12 , then Z
(l,n′)
1 = 0. If that is
not the case then a(µ′, n′) ∈]0, 1[ if and only if µ′ ∈ {(1, 1,−1), (1,−1, 1), (−1, 1, 1)} and
Z
(l,n′)
1 (r) = −
i
8
3∏
j=1
sin
(
πρj
2n′j
αj
)
(59)
which is also valid in case
n′3
α3
= 12 .
Next assume that a(µ′, n′) = 0 for a µ′ ∈ {±1}3. If ∑3j=1 n′jαj = 1 we are in the above case, so
assume that
∑3
j=1
n′j
αj
< 1. Assume also that
n′1
α1
≤ n′2α2 ≤
n′3
α3
as always. Then
Z
(l,n′)
1 (r) =
i
8
 3∏
j=1
sin
(
πρj
2n′j
αj
) ∑
µ′∈{±1}3
0<a(µ′,n′)<1
3∏
j=1
µ′j.
In this case we find that a(µ′, n′) ∈]0, 1[ if and only if µ′ ∈ {(1, 1, 1), (1,−1, 1), (−1, 1, 1)} so
again we find that Z
(l,n′)
1 (r) is given by (59). Thus we have proved that Z
(l,n′)
1 (r) is given by
(59) for all (l, n′) ∈ Ia2 .
To prove the AEC for Seifert manifolds with base S2 and n ≥ 4 exceptional fibers, one
can proceed as in the above proof, but the combinatorics is of course harder. For a given
(θ1, . . . , θn) ∈ [0, π]n there exist g1, . . . , gn ∈ SU(2) such that
n∏
j=1
gje
iθjg−1j = 1
if and only if there exist uj ∈ Sθj , j = 2, 3, . . . , n− 1 such that the real part of eiθ1u2 . . . un−1 is
cos(θn). Note that the function that maps (u2, . . . , un−1) to the real part of eiθ1u2 . . . un−1 is a
continuous map Sθ2 × . . . Sθn−1 → [−1, 1], so the image is an interval. Thus this analysis leads
to a condition of the form
a ≤ θ3 ≤ b
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where a, b ∈ [0, π] are continuous functions in (θ1, θ2, . . . , θn−1). The condition (56) is the special
case where n = 3.
Let X be an integral homology sphere with n ≥ 3 exceptional fibers and let Mρ be the
component in the moduli space of irreducible flat SU(2)–connections on X containing the class
represented by the connection corresponding to a representation ρ : π1(X) → SU(2). Then
Fintushel and Stern [FS] have proved that Mρ is a closed manifold of dimension 2m − 6 if
ρ(qj) /∈ {±1} for exactly m ≥ 3 of the j ∈ {1, 2, . . . , n}. (Note that the only reducible connection
is the trivial connection in this case.) We also refer to [KK2] regarding results on the components
of the moduli space of flat SU(2)–connections on a Seifert fibered integral homology sphere.
4.3. Small Seifert manifolds with base RP2. Let X be a Seifert manifold with base RP2
and zero or one exceptional fiber. Except for a few cases X is then homeomorphic to a prism
manifold, i.e. a Seifert manifold of the form (o; 0 | b; (2, 1), (2, 1), (α, β)). The few exceptions are
homeomorphic to lens spaces except (n; 0 | 0) which is homeomorphic to RP3#RP3, see [JN,
Theorem 5.1] and [Or, Sec. 5.4 (vii) p. 102] (there seem to be some small mistakes in [Or]. Thus
(n; 1 | ± 1) both have cyclic fundamental group, namely Z4, and (n; 1 | 0; (α, 1)} also has cyclic
fundamental group, namely Z4α. All three cases are homeomorphic to lens spaces according
to [JN, Theorem 5.1].) Since RP3 is homeomorphic to L(2, 1) and since the RT–invariants
are multiplicative under connected sums and since the AEC behaves nicely w.r.t. products of
RT–invariants we obtain by Theorem 4.10 the following
Corollary 4.11. The AEC is true for G = SU(2) and X any Seifert manifold with base RP2
and zero or one exceptional fiber.
The AEC can actually be proved directly for X = (n; 1 | 0) by a small calculation: By (36)
we namely have
Z(X; r) =
r−1∑
γ=1
(−1)γ sin
(π
r
γ
)
,
and by an elementary calculation we find that
Z(X; r) = −f
(π
r
)(
1 + e2πir
1
2
)
,
where f(x) = sin(x)2(1+cos(x)) . Thus we find that
τr(X) =
1√
2r
f
(π
r
)(
1 + e2πir
1
2
)
. (60)
By Theorem 4.8 the Chern–Simons invariants of flat SU(2)–connections on X are 0 (mod Z)
and 1/2 (mod Z).
4.4. The contribution from the trivial connection and the Casson–Walker invariant.
From a topological point of view it is not necessarily a good idea to bring the asymptotics of
the quantum invariants on minimal form; it is actually more natural to sum over the connected
components of the moduli space instead of over the image set of the Chern–Simons functional.
Let us consider the case of lens spaces. The lens spaces are identical with the Seifert manifolds
with base S2 and zero, one or two exceptional fibers. Let (p, q) be a pair of coprime integers
and let L(p, q) be the associated lens space given by surgery on S3 along the unknot with
surgery coefficient −p/q. Thus we can and will assume in the following that p ≥ 0. We have
π1(L(p, q)) = Z/pZ for p > 0, and L(0, 1) = S
2 × S1 with fundamental group Z. Hence L(p, q)
is a rational homology sphere iff p 6= 0 and an integral homology sphere iff p = 1, and L(p, q)
and L(p′, q′) are nonhomeomorphic if p′ 6= p. It is a classical result that L(p, q) and L(p, q′)
are homeomorphic if and only if q′ = ±q mod p or qq′ = ±1 mod p. A homeomorphism is
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orientation preserving if and only if the relevant sign is +. In particular, we can always assume
that 0 < q < p if |p| > 1.
Let us compare τr(L(p, q)) with the Casson–Walker invariant of L(p, q), p 6= 0. First we note
that L(1, q) = S3 for all q ∈ Z. In our normalization we have
τr(S
3) =
√
2
r
sin
(π
r
)
=
√
2
r
π
r
(
1 + c1r
−1 + c2r−2 + . . .
)
,
where c1 = 0. Note also that λC(S
3) = 0, where λC is the Casson–invariant of integral homology
spheres, cf. [AM]. We note that there is only one flat SU(2)–connection on S3, namely the
trivial one.
Next let us investigate the lens spaces with |p| > 1. Assume that p > q > 0 and let q∗ denote
the inverse of q mod p. By [HT, Theorem 5] we have
τr(L(p, q)) =
√
2
pr
exp
(
πi
2r
S
(
q
p
)) p−1∑
n=0
cn(r) exp
(
2πir
q∗
p
n2
)
,
where
cn(r) = i cos
(
π
pr
)
sin
(
2π
q∗
p
n
)
sin
(
2πn
p
)
+ sin
(
π
pr
)
cos
(
2π
q∗
p
n
)
cos
(
2πn
p
)
.
(Use that L(p, q) ∼= L(p, q∗) and that S(q∗/p) = S(q/p). The shift from q to q∗ is done to
facilitate a comparison to Chern–Simons invariants, see below.) The moduli space ML(p,q) of
flat SU(2)–connections on L(p, q) can be identified with the set M = {0, 1, . . . , [p/2]} via the
identification of ML(p,q) with the set of representations Z/pZ → SU(2) moduli conjugation by
SU(2). Here [x] is the integer part of x ∈ [0,∞[. To be precise the integer n ∈ {0, 1, . . . , [p/2]}
corresponds to the representation which maps the generator e2πi/p to e2πin/p. By [KK1, Theorem
5.1] the Chern–Simons invariant of the flat SU(2)–connection corresponding to n ∈ M is equal
to qn = − q
∗
p n
2. (Note that Kirk and Klassen use another convention for the lens spaces. Thus
L(p, q) in [KK1] is equal to L(p,−q) here.) Using a symmetry under the change of n to p − n
we immediately get a formula of the form
τr(L(p, q)) =
√
2
pr
exp
(
πi
2r
S
(
q
p
)) [p/2]∑
n=0
an(r) exp
(
2πir
q∗
p
n2
)
.
Here, for p even we have an(r) = 2cn(r) for n = 1, 2, . . . , p/2 − 1 and a0(r) = sin(π/pr)
and ap/2(r) = (−1)1+q∗ sin(π/pr) = sin(π/pr). For p odd we have an(r) = 2cn(r) for n =
1, 2, . . . , (p − 1)/2 and a0(r) = sin(π/pr). The trivial connection corresponds to n = 0. Let us
write
τnr (p, q) =
√
2
pr
exp
(
πi
2r
S
(
q
p
))
an(r) exp
(
2πir
q∗
p
n2
)
for n ∈M. Then
τ0r (p, q) =
√
2
pr
sin
(
π
pr
)
exp
(
πi
2r
S
(
q
p
))
=
√
2
pr
π
pr
(
1 + c1r
−1 + c2r−2 + . . .
)
,
where
c1 =
πi
2
S
(
q
p
)
= 6πiλCW(L(p, q)).
Here λCW is Walker’s extension of the Casson–invariant to rational homology spheres, cf. [W].
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Let us next investigate the sum of τnr (p, q) for which qn = 0 mod Z. We have qn = 0 mod Z if
and only if p divides n2. Let us consider L(9, q), q ∈ {1, 2, 4, 5, 7, 8}. We have qn = 0 mod Z if
and only if n ∈ {0, 3}. Moreover
τ3r (p, q) = 2
√
2
pr
exp
(
πi
2r
S
(
q
p
))
c3(r),
where
c3(r) = i cos
(
π
pr
)
sin
(
2π
q∗
3
)
sin
(
2π
3
)
+ sin
(
π
pr
)
cos
(
2π
q∗
3
)
cos
(
2π
3
)
=
i
√
3
2
cos
(
π
pr
)
sin
(
2π
q∗
3
)
− 1
2
sin
(
π
pr
)
cos
(
2π
q∗
3
)
.
Thus
τ0r (p, q) + τ
3
r (p, q)
=
√
2
pr
exp
(
πi
2r
S
(
q
p
))
×
(
sin
(
π
pr
)(
1− cos
(
2π
q∗
3
))
+ i
√
3 cos
(
π
pr
)
sin
(
2π
q∗
3
))
= i
√
6
pr
sin
(
2π
q∗
3
)(
1 + c1r
−1 + c2r−2 + . . .
)
,
where
c1 =
π
(
1− cos
(
2π q
∗
3
))
ip
√
3 sin
(
2π q
∗
3
) + πi
2
S
(
q
p
)
= 6πi
s(q, p)−
(
1− cos
(
2π q
∗
3
))
6p
√
3 sin
(
2π q
∗
3
)
 .
Note that s(q∗, p) = s(q, p) and put
a(q) =
(
1− cos (2π q3))
54
√
3 sin
(
2π q3
)
and b(q) = s(q, p)− a(q). We find that s(1, 9) = 14/27 and s(2, 9) = 4/27, while a(2) = −a(1) =
−1/54, so b(1) = 2728s(1, 9) while b(2) = 98s(2, 9). We conclude that the Casson–Walker invariant
of L(p, q) is naturally associated with the trivial connection’s contribution to the asymptotic
expansion of τr(L(p, q)) and not with the full contribution to this asymptotics coming from the
zero set of the Chern–Simons functional.
Next let us turn to the general Seifert fibered rational homology spheres. A Seifert manifold
X = (ǫ; g | b; (α1, β1), . . . , (αn, βn)) is a rational homology sphere iff ǫ = o, g = 0 and E 6= 0 or
ǫ = n and g = 1. The Seifert manifold X is an integral homology sphere if and only if ǫ = o,
g = 0 and |E|A = 1. Here E = −b−∑nj=1 βjαj is the Seifert Euler number and A = ∏nj=1 αj as
usual. In this paper we have not calculated the asymptotics for the cases where ǫ = n and g = 1,
except for the ones with zero or one exceptional fiber. Let us first consider the cases with base
S2 and nonzero Seifert Euler number. For these cases we have by [Les, Proposition 6.1.1] that
λCW(X) =
1
12
(
3sign(E)− E −
n∑
i=1
S
(
βi
αi
)
− 1
E
(
2− n+
n∑
i=1
1
α2i
))
, (61)
where we have used the facts that |H1(X;Z)| = |E|A and that we for any rational homology
sphere N have λCLW(N) =
1
2 |H1(N ;Z)|λCW(N), see [Les, p. 13].
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Under the identification of the moduli space MX of flat SU(2)–connections on X by the
set of SU(2)–representations of π1(X) moduli conjugation by SU(2), the trivial connection is
identified by the trivial representation. Using notation from the previous section we note that
ω′(l, n′)[g1, . . . , gn] is the trivial representattion if and only if l = 0 and n′ = 0 and in this case
ω′ is independent of the gj’s. Next assume that E 6= 0 and let ρ = ρ(m,n). We note that
ρ(h) = exp (πizst(−m,n)), where zst is given by (38). Hence ρ is trivial only if zst(−m,n) ∈ 2Z
and in this case (−m,n) /∈ I1. It should be noted that for n ∈ {0, 1, 2}, X is a lens space, so
in that case MX is a finite discrete space. This is also the case for n = 3, but not for n ≥ 4,
see also our remarks at the end of Sec. 4.2. For n ≥ 4 it is not known whether the connected
components of MX are parametrized by I1 ∪ Ia2 ∪ Ic2, Ic2 being the set of points in Ib2 satisfying
(54).
In any case, let us calculate the contribution to the asymptotics of τr(X) coming from the
point (l, n′) = (0, 0). First note that there is no polar contribution, that is, Z(0,0)0 (r) and Z
(0,0)
1 (r)
are both zero. The part of the large r asymptotics of τr(X) associated to the zero point in I2,
denoted τ0r (X) in the following, is therefore given by
in+1
2n
√
r
e−i
3π
4
sign(E)
√A exp
 iπ
2r
3sign(E)− E − n∑
j=1
S
(
βj
αj
)Z0(X; r),
where Z0(X; r) is the (not necessarily convergent) power series given as follows: Let k0 = 0 if n
is odd and k0 = 1 otherwise. Moreover, let k1 = (k0 − n+ 1)/2. Then Z0(X; r) =
∑∞
k=k1
ckr
−k,
where
ck =
(−2i)n+1
πn−1
ei
π
4
sign(E)√
2π|E|
Γ
(
k + 12
)
k′!
(
2i
πE
)k
∂(k
′)
z

(
πz
sin(πz)
)n−1 n+1∏
j=1
sin
(
πz
αj
)
∣∣∣∣∣∣
z=0
,
where k′ = 2k + n− 1 and αn+1 = 1. Therefore
ck =
(−2i)n+1
πn−2
ei
π
4
sign(E)√
2π|E|
Γ
(
k + 12
)
k′!
(
2i
πE
)k
∂(k
′−1)
z

(
πz
sin(πz)
)n−2 n∏
j=1
sin
(
πz
αj
)
∣∣∣∣∣∣
z=0
.
In general we have for m ∈ {0, 1, . . . , n} that
∂(l)z

(
πz
sin(πz)
)m n∏
j=1
sin
(
πz
αj
)
∣∣∣∣∣∣
z=0
=

0 , l = 0, 1, . . . ,m− 1
l!πm
(l−m)! ∂
(l−m)
z

∏n
j=1 sin
(
πz
αj
)
sinm(πz)

∣∣∣∣∣∣
z=0
, l = m,m+ 1, . . . .
Since we have already treated the lens spaces, we can assume that n > 2. In that case k1 < 0
and k′ − 1 = n− 2 if and only if k = 0, so ck = 0 for k = k1, . . . ,−1 and
ck = (−2i)n+1 e
iπ
4
sign(E)√
2π|E|
Γ
(
k + 12
)
(2k)!
(
2i
πE
)k
∂(2k)z

∏n
j=1 sin
(
πz
αj
)
sinn−2(πz)

∣∣∣∣∣∣
z=0
= (−2i)n+1 e
iπ
4
sign(E)√
2|E|
1
k!
(
i
2πE
)k
∂(2k)z

∏n
j=1 sin
(
πz
αj
)
sinn−2(πz)

∣∣∣∣∣∣
z=0
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for k = 0, 1, . . .. Therefore
τ0r (X) = −isign(E)
√
2
r|E|A exp
 iπ
2r
3sign(E)− E − n∑
j=1
S
(
βj
αj
) Z˜0(X; r),
where Z˜0(X; r) =
∑∞
k=0 dkr
−k with
dk =
1
k!
(
i
2πE
)k
∂(2k)z

∏n
j=1 sin
(
πz
αj
)
sinn−2(πz)

∣∣∣∣∣∣
z=0
.
We have
f(z) :=
∏n
j=1 sin
(
πz
αj
)
sinn−2(πz)
=
(πz)2
A
1 + 1
6
n− 2− n∑
j=1
1
α2j
 (πz)2 + c(πz)4 + . . .
 .
Thus f(0) = 0, f (2)(0) = 2π
2
A and
f (4)(0) =
24π4
A
1
6
n− 2− n∑
j=1
1
α2j
 = 12π2 1
6
n− 2− n∑
j=1
1
α2j
 f (2)(0).
Hence
∞∑
k=0
dkr
−k = rd1
1 + πi
2E
n− 2− n∑
j=1
1
α2j
 r−1 + a2r−2 + . . .

and finally by (61)
τ0r (X) =
π
|E|A
√
2r
|E|A
(
1 + 6πiλCW(X)r
−1 + b2r−2 + . . .
)
.
Let us next consider the Seifert manifolds with base RP2 and zero or one exceptional fiber.
Except for the case (n; 1 | 0) all these manifolds are covered by the above calculation, since they
are all homeomorphic to Seifert manifolds with base S2 and nonzero Seifert Euler number, see
Sec. 4.3. Left is to consider the case X = (n; 1 | 0). By (60) we have to find the first terms
in the Taylor expansion of f(x) = sin(x)2(1+cos(x)) . But f is an odd function so we have f(x) =
cx
∑∞
j=0 c2jx
2j for x ∈]− π, π[. Thus f (πr ) = cπr (1 + c1r−1 + π2c2r−2 + . . . ....) for r ≥ 4, where
c1 = 0. But λCW(RP
3) = 0, thus λCW(X) = 0, so again we find that the part of the expansion
of τr(X) related to the trivial connection has a form ar
d
(
1 + 6πiλCW(X)r
−1 + b2r−2 + . . .
)
.
The Casson–Walker invariant λCW has been extended by Lescop to an invariant λCLW of all
closed oriented 3–manifolds, cf. [Les]. We note that τr(S
2×S1) = 1 = 1+c1r−1+c2r−2+ . . . . . .,
where cl = 0 for all l = 1, 2, . . .. We have previously seen that S
2 × S1 has an infinite number
of Seifert fibered structures. Thus S2 × S1 = (o; 0 | − 1; (α, β), (α,α − β)) for any α ∈ Z≥2 and
any β ∈ {1, 2, . . . , α−1} coprime to α. Using this together with [Les, Proposition 6.1.1], we find
that λCLW(S
2×S1) = −1/12. The moduli spaceMS2×S1 is topologically a closed interval since
π1(S
2 × S1) = Z. (An element ρ ∈ Hom(Z,SU(2)) is determined by ρ(1). By conjugation we
can assume that ρ(1) = eiθ, θ ∈ [0, π].) In particular, the moduli space MS2×S1 is connected.
Thus it seems that Lescop’s extension of the Casson–Walker invariant to 3–manifolds not being
rational homology spheres is not part of the quantum SU(2)–invariants in the same way as the
Casson–Walker invariants of rational homology 3–spheres. At least this extension does not seem
44 SØREN KOLD HANSEN
to be proportional to any of the coefficients in the asymptotic expansion of the quantm invariant
as the simple example S2 × S1 reveals.
5. Proof of Theorem 4.1
The proof of Theorem 4.1 is rather long and technical but the single steps in the proof use
elementary analysis. To streamline the proof we will in this section emphasize the main ideas in
the arguments and defer technical details to a number of appendices. The proof of Theorem 4.4,
which uses the same ideas as the proof of Theorem 4.1, is much shorter and is given in Sect. 6.
In the introduction we gave an outline of the proof. Let us recall the basic ideas. Let X be
a Seifert manifold described by (normalized) Seifert invariants (ǫ; g | b; (α1, β1), . . . , (αn, βn)) or
non-normalized Seifert invariants {ǫ; g; (α1, β1), . . . , (αn, βn)}. The first problem we encounter
when calculating the large r asymptotics of r 7→ Z(X; r) is that this function is given by a sum
in which both the terms and the summation range depend on r, cf. Theorem 3.1. This problem
is solved by using certain symmetries to replace
∑r−1
γ=1 by another sum of the form
∑
γ∈Z. After
this manoeuvre we use Poisson’s summation formula to change the expression for Z(X; r) to an
infinite sum of integrals. Apparently all this seems to complicate things. However, we obtain
the big advantage that the large r asymptotics of the integrals in the thus obtained sum can
be calculated with a strong method called the steepest descent method. Roughly speaking this
will express Z(X; r) as an infinite sum of main contributions plus an infinite sum of remainder
terms. The final step will be to rewrite the infinite sum of main contributions as a finite sum in
which the summation range does not depend on r and to show that the infinite sum of remainder
terms is small compared to this finite sum in the large r limit.
We want to generalize the situation. Therefore, let us first consider the function Z(X; r) in
(36) in greater detail. As mentioned above the first step is to rewrite this expression so that r
only appears in the summands and not in the summation range. To this end we need to extend
the function h in (37) to Z. There is of course no problem in doing this by using the expression
(37). However, we will need that the extended function h satisfies the following symmetries
h(rγ) = 0, (62)
h(−γ) = (−1)nh(γ),
h(γ + 2r) = h(γ)
valid for all γ ∈ Z. To establish these symmetries we need to examine the proof of [Ha2, Theorem
8.4]. Let us note here that the first symmetry h(rγ) = 0, γ ∈ Z, is not satisfied if n = 0. When
this identity is needed we will force it to be true also in case n = 0, see below (69). The two
other symmetries are trivially satisfied when n = 0.
Assume n > 0. The Rademacher Phi function Φ is defined on PSL(2,Z) = SL(2,Z)/{±1} by
Φ
[
a b
c d
]
=
{
a+d
c − S
(
d
c
)
, c 6= 0,
b
d , c = 0,
(63)
where the Dedekind symbol S(d/c) is given by (34). By the proof of [Ha2, Theorem 8.4] the
function h is given by
h(γ) = κ
n∏
i=1
(M˜i)γ,1 (64)
with
κ =
√
A(2r)n/2i−n exp
 iπ
4
n∑
j=1
Φ(Mj)
 exp
− iπ
2r
n∑
j=1
ρj
αj
 ,
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where Mi =
( −βi −σi
αi ρi
)
, i = 1, . . . , n. Here A 7→ A˜ is a unitary (r − 1)–dimensional
representation of PSL(2,Z). By unitarity we have A˜j,k = (A˜−1)k,j for j, k ∈ {1, 2, . . . , r − 1},
where ·¯ is complex conjugation. By using this with A = Mi together with the formula for
(M˜−1i )1,γ given in [J1, Propositions 2.7 (a) and 2.8] we get
(M˜i)γ,1 = i
1√
2rαi
e−
iπ
4
Φ(Mi) (65)
×
∑
µ=±1
αi−1∑
m=0
µ exp
(
iπ
2rαi
[−βiγ2 − 2γ(2rm+ µ) + ρi(2rm+ µ)2]
)
,
and inserting this expression for (M˜i)γ,1 into (64) leads to (37).
Now, to prove (62), we only need to establish the same symmetries for the functions γ 7→
(M˜i)γ,1 (extended to Z). To do this we make a little simple observation. The group SL(2,Z) is
generated by the two matrices
Ξ =
(
0 −1
1 0
)
, Θ =
(
1 1
0 1
)
(66)
Any A ∈ SL(2,Z) can be written A = BΞ, where B = AΞ−1 = −AΞ. In particular
A˜j,k =
r−1∑
l=1
B˜j,lΞ˜l,k, (67)
where
Ξ˜l,k =
√
2
r
sin
(
πlk
r
)
, l, k = 1, . . . , r − 1.
This expression is valid for all k ∈ Z, so we can use (67) to extend the function k 7→ A˜j,k
from {1, . . . , r − 1} to Z. We can also use the explicit expression for k 7→ A˜j,k given by [J1,
Propositions 2.7 (a) and 2.8] to extend this function to Z, but it follows by the proof of these
propositions in [J1] that these two extensions coincide. By (67) we immediately get that
A˜j,rk = 0, (68)
A˜j,−k = −A˜j,k,
A˜j,k+2r = A˜j,k
for all k ∈ Z and j ∈ {1, . . . , r− 1}, giving the needed symmetries for the entries (M˜i)γ,1. In the
above kind of argument we do of course not need to use unitarity of the representation A 7→ A˜.
The reason for using this unitarity is that it leads to an expression for h(γ) which is slightly
better to work with in the proof of Theorem 1.4.
Assume still that n > 0. By introducing a parameter ξ > 0 we get by (36) and (62) that
Z(X; r) =
1
2
(
i
2
)n
lim
ξ→0+
r∑
γ=−r+1
P (γ)H(γ, ξ), (69)
where
H(γ, ξ) =
eπiaǫgγh(γ)
sinn+aǫg−2
(
π
r (γ − iξ)
)
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and where P (γ) = (−1)aǫg for γ = −r + 1, . . . ,−1, P (γ) = 1 for γ = 1, . . . , r. Moreover we let
P (x) = (P (x−) + P (x+))/2, x = 0, r, where P (x±) = limt→x± P (t). If we multiply H(γ, ξ) by
sin
(
π
r γ
)
sin
(
π
r (γ − iξ)
)
in case n = 0, (69) also holds in that case. For later use we extend P not only to Z but to all
of R by letting P (γ) = (−1)aǫg for −r < γ < 0 and P (γ) = 1 for 0 < γ < r and letting P be
periodic with a period of 2r. Note that for aǫg even (that is for ǫ = o or g even) P is identically
one. The parameter ξ can of course be ignored in cases where n+ aǫg − 2 ≤ 0. To continue we
use the following formula which is a special case of Lemma 7.1. If f : Z→ C is a function with
a period of N then
N−1∑
k=0
f(k) = N lim
ε→0+
√
ε
∑
k∈Z
e−πεk
2
f(k). (70)
By applying this to the sum (69) we obtain
Z(X; r) = r
(
i
2
)n
lim
ξ→0+
lim
ε→0+
√
ε
∑
γ∈Z
e−πεγ
2
P (γ)H(γ, ξ).
We can exchange the order of the two limits. To see this, simply use (70) with f(k) =
P (k) limξ→0+ H(k, ξ) to get
Z(X; r) = r
(
i
2
)n
lim
ε→0+
√
ε
∑
γ∈Z
e−πεγ
2
P (γ) lim
ξ→0+
H(γ, ξ).
By uniform convergence of the sum
∑
γ∈Z e
−πεγ2P (γ)H(γ, ξ) with respect to ξ on an interval of
the form ]0, ξ0], ξ0 > 0, we then have that
Z(X; r) = r
(
i
2
)n
lim
ε→0+
√
ε lim
ξ→0+
∑
γ∈Z
e−πεγ
2
P (γ)H(γ, ξ). (71)
The expression (37) allows us to consider h as an entire function. In particular we can consider
γ 7→ H(γ, ξ) as a meromorphic function on C with a countable number of isolated poles. To
proceed we change (71) to a sum of integrals by using the Poisson summation formula
∑
k∈Z
ϕ(k) =
∑
m∈Z
∫ ∞
−∞
e2πimxϕ(x)dx. (72)
By a result of Zygmund [Z, p. 68] this formula is valid for every function ϕ which is absolutely
integrable over R, of bounded variation, and satisfies 2ϕ(x) = ϕ(x+)+ϕ(x−) for all x ∈ R. We
use Poisson’s formula with ϕ(γ) = e−πεγ2P (γ)H(γ, ξ) (with fixed ξ). By (37) and the above we
get
Z(X; r) = r
(
i
2
)n
lim
δ→0+
√
δ lim
η→0+
∑
m∈Z
∑
µ∈{±1}n
α−1∑
n=0
g(µ, n)
∫ ∞
−∞
κ(z)erQm(z)dz, (73)
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where
g(µ, n) =
 n∏
j=1
µj
 exp
2πi n∑
j=1
ρj
αj
[rn2j + µjnj]
 ,
κ(z) = κη(z;µ, δ) = e
−πδz2P (rz)
exp
[
−iπ
(∑n
j=1
µj
αj
)
z
]
sinn+aǫg−2 (π(z − iη)) ,
Qm(z) = Qm(z;n) = 2πi
aǫg
2
+m−
n∑
j=1
nj
αj
 z + iπ
2
Ez2.
(Put z = γ/r, δ = εr2 and η = ξ/r.) In case n = 0 the function κ(z) contains an extra factor
sin(πz)/ sin(π(z − iη). But
sin(πz) =
i
2
∑
µ∈{±1}
µ exp(−iπµz),
so formally we can treat the case n = 0 as the case n = 1 with (α1, β1) = (1, 0)
We note that it was necessary in the process of changing the expression (36) to (73) to involve
the sum
∑
µ∈{±1}n
∑α−1
n=0. This was needed for establishing (some of) the properties (62). Note
that z 7→ P (rz) is independent of r.
Remark 5.1. A remark is appropriate here. It is well-known that the Poisson formula (72)
is valid for functions in the Schwartz space S(R) of smooth functions, that together with their
derivatives are rapidly decreasing at infinity, see e.g. [Ho]. If aǫg is even then P is identically 1
and ϕ(γ) = e−πεγ2H(γ, ξ) is in S(R) since γ 7→ H(γ, ξ) is periodic by (62). If aǫg is odd it is not
clear how many times γ 7→ P (γ)H(γ, ξ) is differentiable in a point γ ∈ rZ. We can, however,
choose P to be smooth also for aǫg odd. In this case we can simply let P be a smooth function
equal to 1 on [3/4, r − 3/4], equal to 0 on [0, 1/4] and on [r − 1/4, r], and equal to −P (−γ) on
[−r, 0]. Finally we extend P to all of R by letting it have the period 2r. The problem with this
approach is that z 7→ P (rz) so defined depends on r.
For the method used in the following we will need to extend P to an entire (or at least
meromorphic) function with certain properties, see above Remark 5.2. It is not clear at the
moment for the author if such a P exists, and therefore we restrict to the case aǫg even, i.e.
ǫ = o or g even. The calculations presented in this paper were first done for the case ǫ = o
where aǫg is always even, and first later the author started to consider the case ǫ = n. It was
then realized that the calculations could only be carried through as they stand for half of the
Seifert manifolds with nonorientable base, namely the ones with a base with even genus. We
note that one can probably calculate the asymptotics of Z(X; r) by other means than applied
in this paper, see e.g. [Ro1] and [Ro3, Appendix] for some suggestions. It should be possible to
use one of these methods to handle the case of aǫg odd, but we will defer that to another paper.
We approximate the integrals
∫∞
−∞ κ(z)e
rQm(z)dz in (73) by the steepest descent method. This
is a general method for obtaining asymptotic expansions of contour integrals of the form
I(t) =
∫
C
g(z)etf(z)dz
in the limit t→∞, where f(z) and g(z) are analytic functions on some domain Ω in the complex
plane, both independent of the real positive parameter t, and C is a contour inside Ω. Actually
we allow g(z) to have poles in Ω away from the contours involved. The basic idea is to deform
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C inside Ω into a new path of integration C ′ so that the following conditions hold:
i) The path C ′ passes through one or more of the stationary points of f (that is the zeroes
of f ′(z));
ii) The imaginary part of f(z) is constant on C ′.
We will only need to consider the case of non-degenerate stationary points of f , i.e. stationary
points p such that f ′′(p) 6= 0. In that case one finds that there is a unique contour C ′ through
p satisfying ii) above and satisfying that Re(f(p)− f(z)) < 0 for all z on C ′ \ {p} near p. This
contour is called the steepest descent contour through p. It’s argument is (π − arg(f ′′(p)))/2,
see e.g. [BH, Theorem 7.1] or [B, Sec. 5.4]. To determine the asymptotic expansion of I(t) in
the limit t→∞ we have to calculate the large t asymptotics of the new contour integral
J(t) =
∫
C′
g(z)etf(z)dz.
The difference between I(t) and J(t) can be zero or contain a sum of residue contributions,
coming from the poles of g(z) crossed in the process of deforming the contour from C to C ′.
Moreover, this difference can contain contributions given by integrals along contours connecting
the contours C and C ′, but these contributions should be o(t) compared to J(t) in the limit
t→∞. The integral J(t) will for quite general f(z) and g(z) be of a form for which the Laplace
method can be used to calculate the large t asymptotics. In our case these integrals will however
be so simple that a general description of the Laplace method is not relevant. Moreover, we will
not go into details about why the steepest descent contour C ′ is a particularly ‘good’ contour
when it comes to finding the large t asymptotics of I(t). From a technical point of view a main
reason is, as already pointed out, that the Laplace method is applicable to the new integral J(t)
along C ′. We refer to [Wo, pp. 84-90], [BH, pp. 262-268] and [B, Chap. 5] for futher details.
In case f has more than one stationary point one has normally to determine the contribution
to the large t asymptotics of I(t) coming from each stationary point by using a ‘short’ steepest
descent contour through each such point. One should of cource also secure that it is possible to
deform the original contour C into the steepest descent contour within the domain Ω.
In our situation t = r, f(z) = Qm(z), g(z) = κ(z), Ω = C, and the contour C is the real axes.
If the Seifert Euler number E = 0 the functions Qm do not have stationary points so in this case
the steepest descent method is not applicable. The case E = 0 will be taken care of in Sec. 6 as
already pointed out earlier. If E 6= 0 the phase function Qm has exactly one stationary point
zst = − 2
E
aǫg
2
+m−
n∑
j=1
nj
αj

which is non-degenerate.
5.1. Calculation of asymptotics. A general case. To make the calculations useable for
other situations and for shortening notation we will generalize the situation above without
making things more difficult. To be more concrete we will study functions of the form
Z(r) =
r−1∑
γ=1
h(γ)
sink
(
π
r γ
) , (74)
where k ∈ Z and
h(γ) =
∑
λ∈Λ
g(λ)p(γ) exp
(
i
[
A
r
γ2 +Bγ
])
. (75)
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We assume that A and B are real and independent of r. Moreover, we assume that g is inde-
pendent of γ and that p is an entire function. The index set Λ is assumed to be a finite subset
of Re for some e ∈ Z>0. We also assume that h satisfies (62) with n = k for all γ ∈ Z. We will
allow g to depend on r and A, B, and p to depend on λ. By (70) we get
Z(r) = r lim
ε→0+
√
ε lim
ξ→0+
∑
γ∈Z
e−πεγ
2 h(γ)
sink
(
π
r (γ − iξ)
) .
(We can exchange the order of the limits limε→0+ and limξ→0+ in (76). This follows exactly
as in the special case where Z(r) = Z(X; r)). The function x 7→ e−πεx2 h(x)
sink(πr (x−iξ))
belongs to
S(R) since x 7→ h(x)
sink(πr (x−iξ))
is periodic. Therefore
Z(r) = r lim
δ→0+
√
δ lim
η→0+
∑
m∈Z
∑
λ∈Λ
g(λ)
∫ ∞
−∞
f(z;m,λ)dz (76)
by the Poisson formula (72), where
f(z;m,λ) = e−πδz
2
q(z)
erQm(z)
sink(π(z − iη)) , (77)
with q(z) = q(z;λ) = p(rz) and Qm(z) = Q(z) + 2πimz, where Q(z) = Q(z;λ) = i(Az
2 + Bz).
In case k ≤ 0 we can and will replace 1/ sink(π(z − iη)) in f(z;m,λ) by sin|k|(πz) and remove
limη→0+ . (Note that we do not loose any generality by not allowing the polynomial Q to have a
constant term. Such a constant term c would just produce an extra factor eirc in g.) From the
first identity in (62) we have ∑
λ∈Λ
g(λ)q(z)erQ(z) = 0 (78)
for all z ∈ Z.
In case Z(r) = Z(X; r) (with aǫg even) we have by (73) that
Λ = {±1}n × S, (79)
A =
π
2
E = −π
2
β0 + n∑
j=1
βj
αj
 ,
B = B(n) = −2π
n∑
j=1
nj
αj
,
k = n+ aǫg − 2,
g(µ, n) =
(
i
2
)n n∏
j=1
µj
 exp
2πi n∑
j=1
ρj
αj
[rn2j + µjnj]
 ,
q(z) = q(z;µ) = exp
−iπ
 n∑
j=1
µj
αj
 z

for (µ, n) ∈ Λ, where S is given by (41).
Let us return to the general case. We will need to make a series of assumptions on q. Firstly, we
will assume that q is independent of r (or equivalently, that z 7→ p(rz) is independent of r). This
assumption is made to make the steepest descent method applicable to the asymptotic analysis of
integrals
∫∞
−∞ f(z;m,λ)dz. Secondly, we need to make some assumptions of a technical nature.
50 SØREN KOLD HANSEN
The need for these will only be transparent within the proofs of results to follow. In general,
they are made to secure convergency of certain infinite sums. First of all we assume that there
exist real positive numbers an, bn such that∣∣∣∣dnq(z;λ)dzn
∣∣∣∣ ≤ bnean|z| (80)
for all z ∈ C, all λ ∈ Λ, and n = 0, 1, . . .. Moreover, we assume that q is periodic along each line
parallel to the real line. In fact we assume that there exists an integer mq > 0 such that
q(z +mq;λ) = q(z;λ) (81)
for all z ∈ C and all λ ∈ Λ. It will follow that we can relax the assumption (80) slightly by
replacing ean|z| by ean|z|τ with τ ∈ [1, 2[, but since the above sufficis for our purpose we will
continue by using (80). In the case Z(r) = Z(X; r) the above conditions are satisfied, see (79).
Remark 5.2. This remark is a continuation of Remark 5.1. In the case where Z(r) = Z(X; r)
and aǫg is odd q contains an extra factor P (rz), where P is the function in (69). To include
this case in the following calculations one will need to extend P to an entire function in such a
way that the above assumptions on q are not violated. It is not clear to the author if this can
be done.
By the formulae sin(z) = (eiz−e−iz)/(2i) and cos(z) = (eiz+e−iz)/2 we see that both | sin(z)|
and | cos(z)| are less than or equal to e|z| for all z ∈ C. For k ≤ 0 we can therefore let 1/ sink(πz)
be included in q(z) without violating the above assumptions on q.
In the following we will suppress λ in many of the expressions. One should keep in mind
that all functions depending on A, B and/or q may depend on λ. The calculation of the large
r asymptotics of Z(r) is divided naturally into several parts. To make it possible to follow the
rather long computation we have tried to stress this by dividing the calculation into several
subsections.
5.1.1. A partition of Z(r) using the steepest descent method. In the remaining part of
Sec. 5 we assume that A 6= 0. The case A = 0 will be handled in Sec. 6. We use the method
of steepest descent to calculate the large r asymptotics of the integrals
∫∞
−∞ f(z;m)dz in (76).
The polynomial Qm(z;λ) has only one critical point
zst(m,λ) = −2πm+B
2A
(82)
which is non-degenerate. The steepest descent contour, denoted Csd(m,λ), is the contour
Im(z) = sign(A)(Re(z) − zst(m,λ)). (83)
We orient Csd by starting at −∞e iπ4 sign(A) + zst. In the process of deforming the real axes into
Csd the integration contour crosses (for k > 0) those poles
zl(η) = l + iη, l ∈ Z, (84)
for which
sign(A)(l − zst) > η. (85)
Remark 5.3. It is possible in parts of the calculation of the large r asymptotics of Z(r) in (76)
to let Q be of a more general form, in particularly if no singularities are present, i.e. if k ≤ 0. One
can e.g. assume that Q is an arbitrary analytic function satisfying that Qm(z) = 2πimz +Q(z)
has exactly one stationary point zm for each m. Moreover, we assume that zm is nondegenerate.
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For the stationary point zm we deform the integration contour in
∫∞
−∞ f(z;m)dz from the real
axes to the line γm(t) = zm + αmt, t ∈ R, where
αm = exp
(
iπ
2
− i
2
Arg(Q′′m(zm))
)
.
We then have
Qm(γm(t)) = Qm(zm) +
1
2
Q′′m(zm)α
2
mt
2 + . . . ,
where Q′′m(zm)α2m = −|Q′′m(zm)| < 0. In case of polar contributions, i.e. in case k > 0 we
will also assume that γm is not parallel with the real axes, i.e. we assume that Q
′′
m(zm) is
not real and negative. This assumption is imposed to avoid problems with the sum of residue
contributions (see Lemma 5.5 below). The integrals
∫
γm
f(z;m)dz can now be handled by using
the Laplace method as illustrated in [B, Sec. 4.4]. There are several reasons why we will not
do the calculations in this generality. First of all it will put us too far away from the example
of main interest in this paper, the case Z(r) = Z(X; r). A more serious reason is however that
to be able to carry out the analysis we will have to impose too many assumptions. Some of
these assumptions will then in concrete examples be hard to check (or at least these checks will
demand long computations), so one does not gain very much. We have found that the expression
(77) is a good compromise between generality and ability to carry through the analysis without
too many assumptions.
We will need to impose a periodicity assumption on the function zst : Z × Λ → R. To be
specific we assume that there exists an integer H > 0 such that
zst(m+H,λ)− zst(m,λ) = − π
A
H ∈ Z (86)
for all (m,λ) ∈ Z×Λ. This implies that the set { zst(m,λ) (mod Z) | (m,λ) ∈ Z×Λ } is finite.
Note that (86) is satisfied if and only if
A = A(λ) = π
H
P
(87)
with P = P (λ) ∈ Z \ {0} for all λ ∈ Λ. In the following we assume that A is given by (87) and
reserve the symbols H and P for this. By (86) there exists an η0 ∈]0, 1/2[ such that
zst(m,λ) 6∈ Z+ ([−η0, η0] \ {0}) (88)
for all (m,λ) ∈ Z × Λ. For many of the next results we only have to assume (88) but later on
we will have to assume the stronger (86). In parts of the calculation we will also need to assume
that
B = B(λ) ∈ πQ (89)
for all λ ∈ Λ. When Z(r) = Z(X; r), (86) and (89) are satisfied by (79).
Let us introduce some notation used in the remaining part of this paper. The steepest descent
contour Csd(m,λ), (m,λ) ∈ Z× Λ, is parametrized by
γ(m,λ)(t) = te
iπ
4
sign(A) + zst(m,λ). (90)
We let
κη(z;λ, δ) = e
−πδz2 q(z;λ)
sink(π(z − iη)) , (91)
where δ and η are non-negative parameters. We note that
erQm(γ(m,λ)(t)) = e−irAz
2
st(m,λ)e−r|A|t
2
. (92)
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Let
W = { (m,λ) ∈ Z× Λ | zst(m,λ) /∈ Z }, (93)
and put
A0 = min{ |A(λ)| | λ ∈ Λ }. (94)
The open disk in the complex plane with centre z and radius ρ > 0 is denoted D(z, ρ), and the
punctured disk D(z, ρ) \ {z} is denoted D′(z, ρ).
The next lemma, Lemma 5.4, is necessary because we deal with infinite contours so we have
to check that the integrals along the steepest descent contours are convergent. Since the real
axes and the steepest descent contour are not attached to each other in the ‘end points’ we also
have to check that there are no contributions from integrals along contours connecting the real
axes to Csd(m) at respectively minus and plus infinity.
Lemma 5.4. Let η0 > 0 be as in (88) and let (m,λ) ∈ Z× Λ be arbitrary but fixed. Then∫ ∞
−∞
f(z;m,λ)dz =
∫
Csd(m,λ)
f(z;m,λ)dz + 2πi
∑
l∈Z
sign(A)(l−zst(m,λ))>η
Resz=zl(η) {f(z;m,λ)} (95)
for all η ∈]0, η0] and all δ ∈]0, r|A|π ]. The sum of residues is zero if k ≤ 0.
The proof is given in Appendix B. By (76) and Lemma 5.4 we conclude that
Z(r) = r lim
δ→0+
√
δ lim
η→0+
∑
m∈Z
∑
λ∈Λ
g(λ) (96)
×
∫
Csd(m,λ)
f(z;m,λ)dz + 2πi
∑
l∈Z
sign(A)(l−zst(m,λ))>η
Resz=zl(η) {f(z;m,λ)}
 .
Next we are going to separate the contributions coming from respectively poles and the integrals
along the steepest descent contours.
Lemma 5.5. Let λ ∈ Λ be arbitary but fixed. Then the infinite series
Σ1(λ) =
∑
m∈Z
∫
Csd(m,λ)
f(z;m,λ)dz
is absolutely convergent for all η ∈]0, η0] and all δ ∈]0, 2r|A|/π[, and the infinite series
Σ2(λ) =
∑
m∈Z
∑
l∈Z
sign(A)(l−zst(m,λ))>η
Resz=zl(η) {f(z;m,λ)}
is absolutely convergent for all η > 0 and all δ > 0. For all η, δ ∈]0,∞[ we have
Σ2(λ) =
∑
l∈Z
β(l, λ)
∑
m∈Z
m+ B
2π
+A
π
l> |A|
π
η
Resz=iη {φ(z; l,m, λ)} ,
where
β(l, λ) = (−1)kleir(Al2+Bl), (97)
φ(z; l,m, λ) = e−πδ(z+l)
2
q(z + l;λ)eirAz
2 e2πir(m+
B
2π
+A
π
l)z
sink(π(z − iη)) .
Note that Σ2(λ) = 0 for k ≤ 0.
53
For the proof, see Appendix B. Note that the sum over m in the expression (76) is absolutely
convergent by Lemma 5.5. By (78)∑
λ∈Λ
g(λ)β(l, λ)q(z + l)eir(Az
2+Bz+2Alz) = (−1)kl
∑
λ∈Λ
g(λ)q(z + l)erQ(z+l) = 0 (98)
for all z, l ∈ Z. By (96) and Lemma 5.5 we have
Z(r) = r lim
δ→0+
√
δ lim
η→0+
(Zint,1(δ, η) + Zint,polar(δ, η) + Zpolar,1(δ, η)) , (99)
where
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
f(z;m,λ)dz, (100)
Zint,polar(δ, η) =
∑
λ∈Λ
g(λ)
∑
m∈Z
zst(m,λ)∈Z
∫
Csd(m,λ)
f(z;m,λ)dz,
Zpolar,1(δ, η) = 2πi
∑
λ∈Λ
g(λ)
∑
l∈Z
β(l, λ)
∑
m∈Z
m+ B
2π
+A
π
l>
|A|
π
η
Resz=iη {φ(z; l,m, λ)} .
Here we suppress the dependency on r and also to some extend the dependency on λ in our
notation for not making it too clumsy. We have split the sum Σ1 in Lemma 5.5 into two parts,
since this will be convenient for the following calculations. The reason for the names Zint,polar
and Zpolar,1 instead of Zint,2 and Zpolar will become clear below.
Let us take a closer look at Zint,polar(δ, η). Assume that zst(m,λ) = l ∈ Z. By changing
variable to w = z − l, as in the proof of Lemma 5.5, the contour Csd(m,λ) changes to C(λ, 0),
where, for ρ ∈ R, the contour C(λ, ρ) is given by
Im(w) = sign(A)Re(w) − ρ
oriented so that we start at −∞e iπ4 sign(A) − iρ. It follows that
Zint,polar(δ, η) =
∑
λ∈Λ
g(λ)
∑
l∈Z
B
2π
+A
π
l∈Z
β(l, λ)I(l;λ, δ, η),
where I(l;λ, δ, η) =
∫
C(λ,0) φ(w;λ,m, l)dw, where
φ(w;λ,m, l) = e−πδ(w+l)
2
q(w + l)
eirAw
2
sink(π(w − iη))
by (97) sincem+ B2π+
A
π l = 0. By changing variable once more to y = w−iη we get I(l;λ, δ, η) =∫
C(λ,η) F(y)dy with
F(y) = F(y; l, λ, δ, η) = e−πδ(y+l+iη)
2
q(y + l + iη)
eirA(y+iη)
2
sink(πy)
. (101)
We split the function F into its even and odd parts, i.e. F(y) = F+(y) + F−(y), where
F±(y) =
1
2
(F(y)± F(−y)).
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Lemma 5.6. Let λ ∈ Λ and l ∈ Z be arbitrary but fixed. Then∫
C(λ,η)
F−(y; l, λ, δ, η)dy = πiResy=0F(y;λ, l, δ, η)
for any η ∈]0, 1[ and any δ ∈]0, 2r|A|/π[. Moreover, the series
Zpolar,2(δ, η) :=
∑
λ∈Λ
g(λ)
∑
l∈Z
B
2π
+A
π
l∈Z
β(l, λ)πiResy=0F(y; l, λ, δ, η)
is absolutely convergent for all δ, η ∈]0,∞[. For k ≤ 0 this sum is zero.
The proof is given in Appendix B. By Lemma 5.5 the sum Zint,polar(δ, η) is absolutely conver-
gent for η ∈]0, η0] and δ ∈]0, 2rA0/π[, and by Lemma 5.6 we then get that
Zint,2(δ, η) :=
∑
λ∈Λ
g(λ)
∑
l∈Z
B
2π
+A
π
l∈Z
β(l, λ)
∫
C(λ,η)
F+(y; l, λ, δ, η)dy (102)
is absolutely convergent and that
Zint,polar(δ, η) = Zpolar,2(δ, η) + Zint,2(δ, η)
for these (δ, η). We put
Zpolar(δ, η) = Zpolar,1(δ, η) + Zpolar,2(δ, η).
To conclude we have so far proven that
Z(r) = r lim
δ→0+
√
δ lim
η→0+
(Zint,1(δ, η) + Zint,2(δ, η) + Zpolar(δ, η)) , (103)
where Zint,1(δ, η) and Zint,2(δ, η) are given by respectively (100) and (102), and
Zpolar(δ, η) =
∑
l∈Z
Z l(δ, η), (104)
where Z l(δ, η) = Z l1(δ, η) + Z
l
2(δ, η) with
Z l1(δ, η) = 2πi
∑
λ∈Λ
g(λ)β(l, λ)
∑
m∈Z
m+ B
2π
+A
π
l> |A|
π
η
Resz=iη {φ(z; l,m, λ)} ,
Z l2(δ, η) = πi
∑
λ∈Λ
B
2π
+A
π
l∈Z
g(λ)β(l, λ)Resz=iη
{
φ
(
z;λ,−
(
B
2π
+
A
π
l
)
, l
)}
(where, as usual, an empty sum is put equal to zero). By (82) we have that m+ B2π +
A
π l >
|A|
π η is
equivalent to sign(A)(l−zst(m,λ)) > η. By (88) this is also equivalent to sign(A)(l−zst(m,λ)) >
0 for η ∈]0, η0]. For η ∈]0, η0] we therefore have
Z l(δ, η) = 2πi
∑
λ∈Λ
g(λ)β(l, λ)
∑
m∈Z
m+ B
2π
+A
π
l≥0
Resz=iη
{
φ(z; l,m, λ)
Sym±
(
m+ B2π +
A
π l
)} , (105)
where Sym± is given by (44).
Let us make some comments on the strategy we will follow from here. Idealistically we can
calculate the large r asymptotics of Z(r) in (103) by calculating the large r asymptotics of the
limit limδ→0+
√
δ limη→0+ f(δ, η) for f equal to each of the functions Zint,1, Zint,2 and Zpolar
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(assuming that these limits exist). This is actually what we will attempt to do. In fact we start
by showing that
Zpolar(r) := r lim
δ→0+
√
δ lim
η→0+
Zpolar(δ, η) (106)
exists, and at the same time we calculate this limit. Thus we not only give an asymptotic
description of this limit but we actually find an exact expression for it. To do this we need to
assume that certain “symmetry” conditions are satisfied.
To handle the two other limits limδ→0+
√
δ limη→0+ Zint,ν(δ, η), ν = 1, 2, more care need be
taken. Since the limits on the right-hand sides of (103) and (106) exist we have that
Zint(r) := r lim
δ→0+
√
δ lim
η→0+
Zint(δ, η) (107)
exists, where Zint(δ, η) = Zint,1(δ, η) + Zint,2(δ, η). We will, however, not calculate this limit
explicitly, but only give it an asymptotic description. This is of cource sufficient for the proof
of Theorem 4.1. Thus we will show that we for each N ∈ Z≥0 have a decomposition
Zint,ν(δ, η) = Zint,ν(N ; δ, η) +Rν(N ; δ, η)
such that
Zint,ν(r;N) = r lim
δ→0+
√
δ lim
η→0+
Zint,ν(N ; δ, η)
exists, ν = 1, 2. This implies then that
R(r;N) = r lim
δ→0+
√
δ lim
η→0+
(R1(N ; δ, η) +R2(N ; δ, η))
exists. We will not show that limδ→0+
√
δ limη→0+ Rν(N ; δ, η) exists for each ν = 1, 2 separately.
Instead we show that Rν(N ; δ, η) is bounded from above by a certain function Aν(N ; δ, η) for
which
Aν(r;N) = r lim
δ→0+
√
δ lim
η→0+
Aν(N ; δ, η)
can easily be calculated and shown to be small compared to Zint,ν(r;N) in the limit of large r,
ν = 1, 2. This will prove that Zint,1(r;N) + Zint,2(r,N) is the large r asymptotics of Zint(r) to
an order depending on N . To carry out this program we have to assume that certain functions
admit certain periodicities.
One final small remark is appropriate. When dealing with Zint,1(δ, η) we will start by getting
rid of the parameter η by showing that
Zint,1(δ) := lim
η→0+
Zint,1(δ, η)
exists and then make a decomposition
Zint,1(δ) = Zint,1(N ; δ) +R1(N ; δ)
for each N ∈ Z≥0. This makes things a little easier. When dealing with Zint,2(δ, η) this is not
possible. We will see that the positive parameter η plays a crucial role in the calculations and
can only be removed in the final step.
5.1.2. A calculation of the polar contribution Zpolar(r). In this section we calculate the
limit Zpolar(r) in (106). If k ≤ 0 this is zero so here we assume that k > 0. By (104) Zpolar(δ, η)
is given by two infinite sums, the l-sum and the m-sum. We will change the l-sum by using
(70) ’backwards’. The m-sum will be calculated explicitly. Before we can do this we need to
write Z l(δ, η) in (105) in a different way. A main problem is that the lower bound in the m-sum
depends on l in the present expression for Z l(δ, η).
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We begin by a list of assumptions. Recall that the index set Λ is a subset of Re. We assume
that A,B, g, and q(z) (for a fixed but arbitrary z ∈ C) as functions of λ are defined on all of
Re, and that A and B are real on all of Re.
Let Vl : R
e → R and Ul : C× Re → C be given by
Vl(x) = −B(x)
2π
− A(x)
π
l,
Ul(z;x) = g(x)β(l, x)q(z + l;x)e
irA(x)z2 .
Assume that there for each l ∈ Z exists a bijection Tl : Re → Re such that
V (x) := Vl
(
T−1l (x)
)
only depends on x (and not on l). We will assume that T0 = idRe . By (105) and (97) we then
have
Z l(δ, η) = 2πi
∑
x∈Λ(l)
∑
m∈Z
m−V (x)≥0
Resz=iη
{
e−πδ(z+l)2 Kl(z;x)
sink(π(z−iη))e
2πir(m−V (x))z
}
Sym±(m− V (x))
, (108)
where Λ(l) = Tl(Λ) and Kl(z;x) = Ul
(
z;T−1l (x)
)
. In the above expression the lower bound in
the m-sum still depends on l since Λ(l) depends on l. Moreover, in order to be able to use (70)
on the l-sum, the expression needs to be ’sufficiently’ periodic in l. We will see below what is
meant by that. Let us just remark here that a main part consists of changing the finite index
set Λ(l) to a new index set Γ(l) which is periodic in l. To be able to do this we need to assume
that there are some additional symmetries present. Firstly, we will assume that there exists a
positive integer L and a subset R of Re containing ∪l∈ZΛ(l) such that Kl+L(z;x) = Kl(z;x)
for each l ∈ Z, z ∈ C and x ∈ R. Secondly, we assume that there exists a family of bijections
{Sj : R → R}j∈I all independent of l such that the maps x 7→ Kl(z;x) and x 7→ V (x) (mod Z)
restricted to R are invariant under these transformations, i.e. V (Sj(x)) ≡ V (x) (mod Z) for all
x ∈ R and Kl(z;Sj(x)) = Kl(z;x) for all x ∈ R and all z ∈ C and l ∈ Z.
For a tuple of integers C = (j1, . . . , jm) ∈ Im and a sequence of signs ǫ ∈ {±1}m we let
S
ǫ
C = S
ǫm
jm
◦ . . . ◦ Sǫ1j1 ,
where S−1j is the inverse of Sj. We then finally make the following “symmetry” assumption:
There exists a family of subsets Γ(l) ⊆ R, l ∈ Z, periodic in l such that there for any l ∈ Z and
any x ∈ Λ(l) exists a tuple of integers Clx and a sequence of signs ǫlx satisfying SC
l
x
ǫlx
(x) ∈ Γ(l).
For simplicity we will assume that the map Λ(l) → Γ(l), x 7→ SClx
ǫlx
(x), is a bijection, but the
following analysis can actually be carried out with only minor changes in case this map is only
surjective.
Since the product of the periods of two periodic functions is a period for both of the functions
we can assume that the family of sets Γ(l) is periodic in l with a period of L, i.e. Γ(l+L) = Γ(l)
for all l ∈ Z. Since the expression (108) only depends on m and V (x) through their difference
m−V (x) we can always modify the different values of V (x) by appropriate integers. In particular
we have
Z l(δ, η) = 2πi
∑
ν∈Γ(l)
∑
m∈Z
m−V (ν)≥0
Resz=iη
{
e−πδ(z+l)2 Kl(z;ν)
sink(π(z−iη))e
2πir(m−V (ν))z
}
Sym±(m− V (ν))
. (109)
57
Note that ∑
ν∈Γ(l)
Kl(z; ν)e
−2πirV (ν)z (110)
is periodic in l with a period of L for any fixed z ∈ C. By (98) we have∑
ν∈Γ(l)
Kl(z; ν)e
−2πirV (ν)z = (−1)kl
∑
λ∈Λ
g(λ)q(z + l)erQ(z+l) = 0 (111)
for all z ∈ Z.
Let us consider the case Z(r) = Z(X; r). Here we have Λ ⊆ R2n by (79), so e = 2n here. Let
Tl(x, y) = (x, y + lβ/2) for x, y ∈ Rn. Then Λ(l) = Tl(Λ) ⊆ {±1}n ×
(
1
2Z
)n
for all l ∈ Z. In
particular, we can let R = {±1}n × (12Z)n. We have
V (x, y) = Vl
(
T−1l (x, y)
)
=
n∑
j=1
yj − lβj/2
αj
+
l
2
n∑
j=1
βj
αj
=
n∑
j=1
yj
αj
which is independent of l (and x). For j = 1, 2, . . . , n we let Sj : R → R be the transformation
Sj(µ, y) = (µ, y + αjej), where ej is the standard jth unit vector of R
n. Then V (Sj(µ, y)) =
V (µ, y) + 1 for all j and all (µ, y) ∈ R. By (79) and (97) we have
Ul(z; (x, y)) = g(x, y)β(l, y)q(z + l; y)e
irAz2
= (−1)nl
(
i
2
)n n∏
j=1
xj
 exp
2πi n∑
j=1
ρj
αj
[
ry2j + xjyj
] exp(πir
2
Ez2
)
× exp
(
πir
2
El2
)
exp
−2πir
 n∑
j=1
yj
αj
 l
 exp
−πi
 n∑
j=1
xj
αj
 (z + l)

for z ∈ C and x, y ∈ Rn. But then
Kl(z; (x, y
′)) = (−1)nl
(
i
2
)n n∏
j=1
xj
 exp
2πi n∑
j=1
xj
(
ρj
αj
y′j −
1
2
σj l
)
× exp
2πir
−1
4
β0l
2 +
n∑
j=1
[
ρj
αj
y′j
2 − 1
4
σjβj l
2
]
× exp
(
πir
2
Ez2
)
exp
−πi
 n∑
j=1
xj
αj
 z

× exp
−2πir n∑
j=1
(
σj
(
y′j −
1
2
βj l
)
l
)
for z ∈ C and x, y′ ∈ Rn. Thus, for fixed (x, y′) ∈ R and z ∈ C, Kl(z; (x, y′)) is periodic in l with
a period of 2. Moreover, (x, y′) 7→ Kl(z, (x, y′)), R → C, is invariant under the transformations
Sj for all l ∈ Z and all z ∈ C. Finally, it is easy to see that we can put
Γ(l) = {±1}n × {n′ ∈ Zn + 1
2
βl | 0 ≤ n′ < α }.
In particular, the period L = 2 in this case. Note that the last factor in the above expression
for Kl(z; (x, y
′)), namely exp
(
−2πir∑nj=1 (σj (y′j − 12βj l) l)), is 1 for (x, y′) ∈ Γ(l).
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Let us return to the general case. The next step is to get rid of of the infinite sum over m in
(109). A problem here is that the lower bound in this sum is V (ν). To overcome this difficulty
we use the following small lemma which proof is left to the reader. The function Sym± is given
by (44).
Lemma 5.7. If a ∈ R and f : Z→ C is a function such that∑
m∈Z
m≥a
f(m)
Sym±(m− a)
is convergent, then∑
m∈Z
m≥a
f(m)
Sym±(m− a)
=
∞∑
m=0
f(m)
Sym±(m)
−
∑
m∈Z
0≤m≤|a|
sign(a)f(sign(a)m)
Sym±(m)Sym±(m− |a|)
.

By using this result on (109) we immediately get
Z l(δ, η) = 2πi
∑
ν∈Γ(l)

∞∑
m=0
Resz=iη
{
e−πδ(z+l)2 Kl(z;ν)
sink(π(z−iη))e
2πir(m−V )z
}
Sym±(m)
(112)
−
∑
m∈Z
0≤m≤|V |
sign(V )Resz=iη
{
e−πδ(z+l)2 Kl(z;ν)
sink(π(z−iη))e
2πirsign(V )(m−|V |)z
}
Sym±(m)Sym±(m− |V |)
 ,
where we write V for V (ν). We could of course have used Lemma 5.7 directly on (105). A prob-
lem with this is however that the resulting expression contains a sum of the form
∑
0≤m≤| B2π+Aπ l|
depending on l in a bad (=nonperiodic) way. If we use Lemma 5.7 on (108) the resulting ex-
pression contains a sum of the form
∑
0≤m≤|V (x)|. The problem here is that V (x) depends on
x ∈ Λ(l) and thereby on l in a bad way.
Let ν ∈ Γ(l) be fixed and let
Ψ(z;m) = Ψ(z; l,m, ν, δ) = e−πδ(z+l)
2
Kl(z; ν)e
2πir(m−V )z.
By using the identity
∞∑
m=0
e2πirmz
Sym±(m)
=
i
2
cot(πrz),
valid for all z ∈ D(iη, η), we get
∞∑
m=0
Resz=iη
{
Ψ(z;m)
sink(π(z−iη))
}
Sym±(m)
=
i
2
Resz=iη
{
Ψ(z; 0)
sink(π(z − iη)) cot(πrz)
}
. (113)
To see this, assume that q(z + l) has a zero of order kl ≥ 0 in z = iη. If kl ≥ k then both sides
of (113) are zero. If kl < k we let k
′ = k − kl and put
u(z) = Ψ(z; 0)
(z − iη)k′
sink(π(z − iη)) .
59
Then
∞∑
m=0
Resz=iη
{
Ψ(z;m)
sink(π(z−iη))
}
Sym±(m)
=
∞∑
m=0
1
(k′ − 1)!
(
d
dz
)k′−1
um(z)
∣∣∣∣∣
z=iη
,
where um(z) = u(z)
e2πirmz
Sym±(m)
. Note that um is analytic on D(iη, η), where we assume that η ≤ 1.
Now let ρ ∈]0, η[. For z ∈ D(iη, ρ) we have
∞∑
m=0
|um(z)| ≤ |u(z)|
∞∑
m=0
e−2πmr(η−ρ)
Sym±(m)
where the infinite sum on the right-hand side is convergent, so by Weierstrass’ M-test U(z) =∑∞
m=0 um(z) is uniformly convergent on D(iη, ρ). It follows that U is analytic on D(iη, η) and
that all its derivatives may be calculated by term-by-term differentiation, see e.g. [T, p. 95].
Therefore
Resz=iη
Ψ(z; 0)
sink(π(z − iη))
i
2
cot(πrz) =
1
(k′ − 1)!
(
d
dz
)k′−1
u(z)
i
2
cot(πrz)
∣∣∣∣∣
z=iη
=
1
(k′ − 1)!
(
d
dz
)k′−1
U(z)
∣∣∣∣∣
z=iη
=
1
(k′ − 1)!
∞∑
m=0
(
d
dz
)k′−1
um(z)
∣∣∣∣∣
z=iη
.
By (112) and (113) we have
Z l(δ, η) = 2πi
∑
ν∈Γ(l)
{
i
2
Resz=iη
{
Ψ(z; l, 0, ν, δ)
sink(π(z − iη)) cot(πrz)
}
(114)
−
∑
m∈Z
0≤m≤|V |
sign(V )Resz=iη
{
Ψ(z;l,sign(V )m,ν,δ)
sink(π(z−iη))
}
Sym±(m)Sym±(m− |V |)
 .
Lemma 5.8. Let η2 ∈]0, 1/r[. Then the infinite series
∑
l∈Z Z
l(δ, η) is uniformly convergent
with respect to η on ]0, η2]. We therefore have
Zpolar(δ) := lim
η→0+
∑
l∈Z
Z l(δ, η) =
∑
l∈Z
Z l(δ),
where
Z l(δ) = lim
η→0+
Z l(δ, η)
= 2πi
∑
ν∈Γ(l)
{
i
2
Resz=0
{
Ψ(z; l, 0, ν, δ)
sink(πz)
cot(πrz)
}
−
∑
m∈Z
0≤m≤|V |
sign(V )Resz=0
{
Ψ(z;l,sign(V )m,ν,δ)
sink(πz)
}
Sym±(m)Sym±(m− |V |)
 .
The proofs of this lemma and the next proposition are given in Appendix C. By the next
proposition we end the calculation of the contribution to Z(r) coming from the polar term
Zpolar(δ, η). Note that this contribution is given an exact (non-asymptotic) description.
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Proposition 5.9. We have
Zpolar(r) := r lim
δ→0+
√
δZpolar(δ) =
L−1∑
l=0
Z l,
where
Z l =
2πr
L
∑
ν∈Γ(l)
[
i
2
Resz=0
{
Kl(z; ν)e
−2πirV z
sink(πz)
cot(πrz)
}
−
∑
m∈Z
0≤m≤|V |
sign(V )
Sym±(m)Sym±(m− |V |)
Resz=0
{
Kl(z; ν)e
2πirsign(V )(m−|V |)z
sink(πz)
} ,
where V = V (ν).
Note that this expression does not in general give a function as in (30). The factors e2πirqj can,
however, be hidden in the expression. Let us see that this is indeed the case when Z(r) = Z(X; r).
Corollary 5.10. Let Z(r) = Z(X; r). Then
Zpolar(r) =
∑
(l,n′)∈J
b(l,n′) exp
(
2πirq(l,n′)
)
r
(
Z(l,n
′)
a (r) + Z
(l,n′)
2 (r)
)
,
where q(l,n′) is given by (40),
J =
{
(l, n′) ∈ {0, 1} ×
(
1
2
Z
)2 ∣∣∣∣∣ n′ ∈ Zn + 12 lβ, 0 ≤ n′ < α
}
,
and b(l,n′) = πi(−1)nl(−1)n, and where
Z(l,n
′)
a (r) =
i
2
Resz=0

exp
(
πir
2 Ez
2 − 2πir
(∑n
j=1
n′j
αj
)
z
)
sinn+aǫg−2(πz)
cot(πrz)
×
n∏
j=1
sin
(
2π
[
ρj
αj
n′j −
z
2αj
− 1
2
σj l
]) ,
Z
(l,n′)
b (r) = −
∑
m∈Z
0≤m≤
∣∣∣∣∑nj=1 n′jαj
∣∣∣∣
sign
(∑n
j=1
n′j
αj
)
Sym±(m)Sym±
(
m−
∣∣∣∑nj=1 n′jαj ∣∣∣)
×Resz=0

exp
(
πir
2 Ez
2 + 2πirsign
(∑n
j=1
n′j
αj
)(
m−
∣∣∣∑nj=1 n′jαj ∣∣∣) z)
sinn+aǫg−2(πz)
×
n∏
j=1
sin
(
2π
[
ρj
αj
n′j −
z
2αj
− 1
2
σj l
]) .
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Proof. The corollary is an immediate consequence of Proposition 5.9 and the remarks above
Lemma 5.7 about the Seifert case. We use that∑
µ∈{±1}n
 n∏
j=1
µj
 exp
−πi
 n∑
j=1
µj
αj
 z
 exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σjl
)
= (2i)n
n∏
j=1
sin
(
2π
[
ρj
αj
n′j −
z
2αj
− 1
2
σjl
])
.

We observe that this expression is not identical with the one stated in Theorem 4.1. It has
the correct form, but the set J contains twice as many elements as the set I2 in (43). By (40)
it follows that if (l, n′) = (l, n′1, . . . , n′j) ∈ J then (l, n′ + (αj − 2n′j)ej) ∈ J and
q(l,n′+(αj−2n′j)ej) = q(l,n′).
What is even more important is that we expect the connected components of the moduli space
of flat SU(2)–connections on X to be parametrized by I1∪I2. Therefore it is desirable to obtain
an expression for Zpolar(r) similar to the one in the above corollary but with the sum over J
replaced by a sum over I2. To obtain the result stated in Theorem 4.1 we have to use some
extra symmetries before using Lemma 5.7. Let Z(r) = Z(X; r) and let
Jl =
{
n′ ∈ Zn + 1
2
βl | 0 ≤ n′ < α
}
. (115)
From (109) and the remarks above Lemma 5.7 about the Seifert case we get
Z l(δ, η) = 2πi(−1)nl
(
i
2
)n ∑
n′∈Jl
exp
(
2πirq(l,n′)
) ∑
µ∈{±1}n
 n∏
j=1
µj

× exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σj l
) ∑
m∈Z
m≥∑nj=1 n′jαj
1
Sym±
(
m−∑nj=1 n′jαj )
×Resz=iη
{
e−πδ(z+l)
2 exp
(
πir
2 Ez
2
)
sinn+aǫg−2(π(z − iη))
× exp
−πi
 n∑
j=1
µj
αj
 z
 exp
2πir
m− n∑
j=1
n′j
αj
 z
 .
Let
J ′l =
{
n′ ∈ Zn + 1
2
βl | 0 ≤ n′ ≤ 1
2
α
}
. (116)
In the expression for Z l(δ, η) we can change the sum
∑
n′∈Jl to∑
µ′∈{±1}n
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
)
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if we at the same time substitute µ′jn
′
j for n
′
j everywhere. The function SymZ± is given by (45).
This leads to the identity
Z l(δ, η) = 2πi(−1)nl
(
i
2
)n ∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp (2πirq(l,n′))
×
∑
µ′∈{±1}n
∑
m∈Z
m≥∑nj=1 µ′jn′jαj
1
Sym±
(
m−∑nj=1 µ′jn′jαj )
∑
µ∈{±1}n
 n∏
j=1
µj

× exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σjl
)
×Resz=iη
{
e−πδ(z+l)
2 exp
(
πir
2 Ez
2
)
sinn+aǫg−2(π(z − iη))
× exp
−πi
 n∑
j=1
µj
αj
 z
 exp
2πir
m− n∑
j=1
µ′jn
′
j
αj
 z
 . (117)
By Lemma 5.7 and the remarks following that lemma we get
Z l(δ, η) = 2πi(−1)nl
(
i
2
)n ∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp (2πirq(l,n′))(Z(l,n′)0 (δ, η) + Z(l,n′)1 (δ, η)) ,
where
Z
(l,n′)
0 (δ, η) =
∑
µ′∈{±1}n
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σjl
)
×Resz=iη
e−πδ(z+l)2
exp
(
πir
2 Ez
2 − 2πir
(∑n
j=1
µ′jn
′
j
αj
)
z
)
sinn+aǫg−2(π(z − iη))
× i
2
cot(πrz) exp
−iπ
 n∑
j=1
µj
αj
 z
 (118)
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and
Z
(l,n′)
1 (δ, η) = −
∑
µ′∈{±1}n
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σj l
)
×
∑
m∈Z
0≤m≤
∣∣∣∣∑nj=1 µ′jn′jαj
∣∣∣∣
sign
(∑n
j=1
µ′jn
′
j
αj
)
Sym±(m)Sym±
(
m−
∣∣∣∑nj=1 µ′jn′jαj ∣∣∣)
×Resz=iη
e−πδ(z+l)2 exp
−iπ
 n∑
j=1
µj
αj
 z

×
exp
(
πir
2 Ez
2 + 2πirsign
(∑n
j=1
µ′jn
′
j
αj
)(
m−
∣∣∣∑nj=1 µ′jn′jαj ∣∣∣) z)
sinn+aǫg−2(π(z − iη))
 . (119)
Here ∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σj l
) exp
−iπ
 n∑
j=1
µj
αj
 z

= (2i)n
n∏
j=1
µ′j sin
(
2π
[
ρj
αj
n′j −
z
2
µ′j
αj
− 1
2
σj l
])
,
where we use that sin(x− πσj l) = sin(x+ πσj l) for x ∈ R since σj l ∈ Z. Futhermore, we have
∑
µ′∈{±1}n
 n∏
j=1
µ′j sin
(
2π
[
ρj
αj
n′j −
z
2
µ′j
αj
− 1
2
σj l
]) exp
−2πir
 n∑
j=1
µ′jn
′
j
αj
 z

= (−2)n
n∏
j=1
[
i sin
[
2π
(
ρj
αj
n′j −
1
2
σj l
)]
cos
(
π
z
αj
)
sin
(
2πrz
n′j
αj
)
+cos
[
2π
(
ρj
αj
n′j −
1
2
σj l
)]
sin
(
π
z
αj
)
cos
(
2πrz
n′j
αj
)]
.
By inserting these expressions in the expressions for Z
(l,n′)
0 (δ, η) and Z
(l,n′)
1 (δ, η) and by pro-
ceeding like in the proofs of Lemma 5.8 and Proposition 5.9 we finally obtain that Zpolar(r) =
Zpolar(X; r), where Zpolar(X; r) is given by (46).
5.1.3. An asymptotic description of Zint,1(δ, η)’s contribution to Zint(r). We proceed by
analyzing the contribution to Zint(r) in (107) coming from
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
f(z;m,λ)dz.
We saw in Lemma 5.5 that this infinite series is absolutely convergent for δ ∈]0, 2rA0/π[ and
η ∈]0, η0], where η0 is the positive constant from (88) and A0 is given by (94).
Lemma 5.11. For every fixed δ ∈]0, 2rA0/π[ the infinite series Zint,1(δ, η) is uniformly conver-
gent w.r.t. η on an interval of the form [0, η1], where η1 > 0.
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The proof is given in Appendix D. By this lemma we conclude that
Zint,1(δ) := lim
η→0+
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ) lim
η→0+
∫
Csd(m,λ)
f(z;m,λ)dz.
Recall here that f(z;m,λ) but not g(λ) and Csd(m,λ) depend on η. Let in the following
(m,λ) ∈W be arbitrary but fixed and let zst = zst(m,λ). By (90)–(92) we have∫
Csd(m,λ)
f(z;m,λ)dz = e
iπ
4
sign(A)e−irAz
2
st
∫ ∞
−∞
ψη(t; δ) exp
(−r|A|t2) dt,
where ψη(t; δ) = κη(γ(m,λ)(t);λ, δ). By (80) and (135) we have
|ψη(t; δ)| ≤ KeCt+a0|t|
for all t ∈ R and all η ∈ [0, η1], where C = −π
√
2zstδ and K =
b0
Mk
e−πδz2stea0|zst|. Since
t 7→ KeCt+a0|t|e−r|A|t2 ∈ L1(R) and limη→0+ ψη(t; δ) = ψ0(t; δ) for all t we conclude by Lebesgue’s
dominated convergence theorem that
lim
η→0+
∫
Csd(m,λ)
f(z;m,λ)dz =
∫
Csd(m,λ)
f0(z;m,λ)dz,
where f0(z;m,λ) is equal to f(z;m,λ) in (77) with η = 0, i.e.
f0(z;m,λ) = e
−πδz2q(z;λ)
erQ(z)e2πirmz
sink(πz)
. (120)
We have shown
Lemma 5.12. For every fixed δ ∈]0, 2rA0/π[ we have
Zint,1(δ) = lim
η→0+
Zint,1(δ, η) =
∑
(m,λ)∈W
g(λ)
∫
Csd(m,λ)
f0(z;m,λ)dz,
where the functions f0(z;m,λ) are given by (120). 
Next we give an asymptotic description of the integrals I(m,λ) =
∫
Csd(m,λ)
f0(z;m,λ)dz,
(m,λ) ∈ W . We follow a standard and completely elementary proceedure for calculating such
asymptotics. The idea is to obtain a partition of I(m,λ) into parts in such a way that one
part constitutes the “main contribution” and the other parts are remainder terms, which can be
evaluated easily. The starting point is to expand the preexponential factor κ0 of the integrand
f0(z) = κ0(z)e
rQm(z) around the stationary point of Qm.
Let us first give some preliminary remarks. By (88) we can choose a ρ > 0 such that κ0 is
analytic on D(zst(m,λ), 4ρ) for all (m,λ) ∈W . In fact we can use any ρ ≤ η0/4. By (81) there
exists a constant Cρ such that
|q(z + zst(m,λ);λ)| ≤ Cρ (121)
for all (m,λ) ∈ Z × Λ and all z ∈ D(0, 4ρ). Let in the following (m,λ) ∈ W be fixed and write
zst for zst(m,λ). Expand κ0 as a power series around zst
κ0(z; δ) =
∞∑
j=0
aj(δ)(z − zst)j (122)
for z ∈ D(zst, 4ρ). Moreover, let N ∈ Z≥0 be arbitrary but fixed in the following and write
κ0(z; δ) =
N∑
j=0
aj(δ)(z − zst)j +RN (z; δ). (123)
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We claim that the main contribution to an order of N of the integral
∫
Csd(m,λ)
f0(z;m,λ)dz is
given by
I(N ; δ) = I(N ;m,λ, δ) =
∫
Csd(m,λ)
κ0(z;N ; δ)e
rQm(z)dz,
where κ0(z;N ; δ) =
∑N
j=0 aj(δ)(z − zst)j . Accordingly, the remainder term is given my
ǫ(N ; δ) = ǫ(N ;m,λ, δ) = I(m,λ)− I(N ;m,λ, δ).
At a first glance this can seem a little peculiar since the power series of κ0 is only defined in a
small neighborhood around zst. The point is that the main contribution comes from integrating
κ0(z;N ; δ) along the part of Csd(m,λ) lying inside D(zst, 4ρ). However, by integrating along all
of Csd(m,λ) we obtain an explicit and nice expression for the main contribution. By (92) we
have
I(N ; δ) =
N∑
j=0
aj(δ)
∫
Csd(m,λ)
(z − zst)jerQm(z)dz
=
N∑
j=0
aj(δ)
(
e
iπ
4
sign(A)
)j+1
e−irAz
2
st
∫ ∞
−∞
tje−r|A|t
2
dt
= 2
∑
0≤j≤N
j∈2Z
aj(δ)
(
e
iπ
4
sign(A)
)j+1
e−irAz
2
st
∫ ∞
0
tje−r|A|t
2
dt
=
∑
0≤j≤N
j∈2Z
aj(δ)
(
e
iπ
4
sign(A)
)j+1
e−irAz
2
stΓ
(
j + 1
2
)(
1
r|A|
) j+1
2
.
Let us next describe ǫ(N ; δ). Note that for any nice function g : R→ C and any 0 ≤ a < b ≤ ∞
we have
∫ −a
−b g(t)e
−r|A|t2dt =
∫ b
a g(−t)e−r|A|t
2
dt. Thus
ǫ(N ; δ) = e
iπ
4
sign(A)e−irAz
2
st
∑
ν∈{0,1}
Eν(N ; δ) + Jν(δ) − N∑
j=0
aj(δ)F
j
ν
 ,
where
Jν(δ) =
∫ ∞
2ρ
ψ((−1)νt; δ) exp (−r|A|t2) dt,
Eν(N ; δ) =
∫ 2ρ
0
RN
(
γ(m,λ) ((−1)νt) ; δ
)
exp
(−r|A|t2) dt,
for ν = 0, 1, and F jν =
∫∞
2ρ
(
γ(m,λ) ((−1)νt)− zst
)j
exp
(−r|A|t2) dt for ν = 0, 1 and j =
0, 1, . . . , N . By using the incomplete gamma function Γ(α, u0) =
∫∞
u0
uα−1e−udu we get
F jν =
1
2
(
(−1)νe iπ4 sign(A)
)j ( 1
r|A|
) j+1
2
Γ
(
j + 1
2
, 4|A|ρ2r
)
.
Using that F j0 + F
j
1 = (1 + (−1)j)F j0 and e
iπ
4
sign(A)
(
e
iπ
4
sign(A)
)2j |A|− 2j+12 = (i/A) 2j+12 we get
I(N ; δ) = e−irAz
2
st
∑
0≤j≤N
j∈2Z
aj(δ)Γ
(
j + 1
2
)(
i
rA
) j+1
2
,
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ǫ(N ; δ) = e−irAz
2
st
e iπ4 sign(A) ∑
ν=0,1
(Eν(N ; δ) + Jν(δ))
−
∑
0≤j≤N
j∈2Z
aj(δ)
(
i
rA
) j+1
2
Γ
(
j + 1
2
, 4|A|ρ2r
) .
In accordance with the above we put
Zint,1(N ; δ) =
∑
(m,λ)∈W
g(λ)I(N ;m,λ, δ),
R1(N ; δ) = Zint,1(δ) − Zint,1(N ; δ) =
∑
(m,λ)∈W
g(λ)ǫ(N ;m,λ, δ).
This decomposition of Zint,1(δ) is justified by the following lemma.
Lemma 5.13. For any N ∈ Z≥0 and δ > 0 the infinite series
Zint,1(N ; δ) =
∑
(m,λ)∈W
g(λ) exp
(−irAz2st) ∑
0≤j≤N
j∈2Z
aj(δ)Γ
(
j + 1
2
)(
i
rA
) j+1
2
Σ1(N ; δ) =
∑
(m,λ)∈W
g(λ) exp
(−irAz2st) ∑
0≤j≤N
j∈2Z
aj(δ)
(
i
rA
) j+1
2
Γ
(
j + 1
2
, 4|A|ρ2r
)
,
Σ2ν(N ; δ) =
∑
(m,λ)∈W
g(λ) exp
(−irAz2st)Eν(N ; δ), ν = 0, 1,
are absolutely convergent. Moreover, there exists a r0 ∈ Z≥2 and a δ0 > 0 such that the infinite
series
Σ3ν(δ) =
∑
(m,λ)∈W
g(λ) exp
(−irAz2st) Jν(δ), ν = 0, 1,
are absolutely convergent for all δ ∈]0, δ0] and r ∈ Z≥r0. For all such δ and r and all N ∈ Z≥0
we therefore have Zint,1(δ) = Zint,1(N ; δ) +R1(N ; δ), where
R1(N ; δ) = −Σ1(N ; δ) + e
iπ
4
sign(A)
∑
ν=0,1
(
Σ2ν(N ; δ) + Σ
3
ν(δ)
)
.
The proof is given in Appendix D. By the following lemma we calculate one of the two main
contribution to Zint(r) in (107) to arbitrary high order N ∈ Z≥0. Recall here that in general we
allow g(λ) to depend on r. By the above lemma we can write
R1(N ; δ) =
∑
λ∈Λ
g(λ)
∑
m∈Z:(m,λ)∈W
e−irAz
2
stD(N,λ;m, δ)
for r ∈ Z≥r0 and δ ∈]0, δ0], where
D(N,λ;m, δ) = −
∑
0≤j≤N
j∈2Z
aj(δ)
(
i
rA
) j+1
2
Γ
(
j + 1
2
, 4|A|ρ2r
)
+e
iπ
4
sign(A)
∑
ν∈{0,1}
(Eν(N ; δ) + Jν(δ)) .
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Proposition 5.14. For each fixed λ ∈ Λ and j ∈ Z≥0 the functions
Gj(m,λ) = exp
(−irAzst(m,λ)2) ∂(j)z q(z)
sink(πz)
∣∣∣∣
z=zst(m,λ)
(124)
are periodic in m with a period Mλ independent of j ∈ Z≥0. Moreover, for each such set of
periods {Mλ}λ∈Λ and each N = 0, 1, 2, . . . we have
Zint,1(r;N) := r lim
δ→0+
√
δZint,1(N ; δ) (125)
=
√
ri
πA
∑
0≤j≤N
j∈2Z
1
(j/2)!
(
i
4r
) j
2 ∑
λ∈Λ
|A|
Mλ
A−
j
2 g(λ)
×
∑
m∈Z mod Mλ
zst(m,λ)∈R\Z
exp
(−irAz2st(m,λ)) ∂(j)z q(z)
sink(πz)
∣∣∣∣
z=zst(m,λ)
.
Finally, let δ0 > 0 and r0 ∈ Z≥2 be as in Lemma 5.13. For each N = 0, 1, 2, . . . and λ ∈ Λ there
exists a positive function δ 7→ ε1(N,λ; δ) on ]0, δ0] (also depending on r) such that∑
m∈Z:(m,λ)∈W
|D(N,λ;m, δ)| ≤ ε1(N,λ; δ),
for all δ ∈]0, δ0] and all r ∈ Z≥r0 and such that r limδ→0+
√
δε1(N,λ; δ) exists and is O
(
r−N/2
)
on Z≥r0. If |g(λ)| is independent of r it follows that there for each N = 0, 1, 2, . . . exists a
positive function δ 7→ ε1(N ; δ) on ]0, δ0] (also depending on r) such that
|R1(N ; δ)| ≤ ε1(N ; δ)
for δ ∈]0, δ0] and r ∈ Z≥r0 and such that r limδ→0+
√
δε1(N ; δ) exists and is O
(
r−N/2
)
on Z≥r0 .
The proof is given in Appendix D. By this we have finalized the description of Zint,1(δ, η)’s
contribution to the large r asymptotics of Z(r).
Before leaving this section, let us take a closer look at the Seifert case, i.e. the case where
Z(r) = Z(X; r). Let us find periods Mλ as in Proposition 5.14. Recall that A =
∏n
j=1 αj > 0.
Put P = 2A and
H = AE = −β0A−
n∑
j=1
A
αj
βj = −β0α1 . . . αn −
n∑
j=1
α1 . . . αj−1βjαj+1 . . . αn.
Then A = πH/P . Note that |H| is the order of the torsion part of H1(X;Z) in case of orientable
base, i.e ǫ = o, cf. [JN, Corollary 6.2]. For the following we refer to (79). By (82) we have that
zst(m,n) = −P
H
m− n∑
j=1
nj
αj

for (m,n) ∈ Z × Zn. (Thus this is independent of µ ∈ {±1}n.) For each fixed n ∈ Zn the
function m 7→ exp (−irAzst(m,n)2) is periodic with a period of |H|. This follows by the facts
that zst(m+H,n) = zst(m,n)− P and P ∈ 2Z. The functions
hµ(z) =
q(z;µ)
sinn+aǫg−2(πz)
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are periodic with a period of P for any µ ∈ {±1}n, and therefore the derivatives of hµ in zst(m,n)
are periodic in m with a period of |H|. We can therefore put M(µ,n) = |H| for each (µ, n) ∈ Λ
and get from (125) that
Zint,1(r;N) =
1
2A
(
i
2
)n√2ir
E
∑
0≤j≤N
j∈2Z
1
(j/2)!
(
i
2πE
) j
2
r−
j
2
∑
n∈S
∑
m∈Z mod |H|
zst∈R\Z
exp
(
2πirq(m,n)
)
×
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
ρjnj
αj
 ∂(j)z exp
(
−iπ
(∑n
j=1
µj
αj
)
z
)
sinn+aǫg−2(πz)
∣∣∣∣∣∣
z=zst
,
where q(m,n) is given by (39). By calculating the sum over µ we get
Zint,1(r;N) =
(−1)n
2A
√
2ir
E
∑
0≤j≤N
j∈2Z
1
(j/2)!
(
i
2πE
) j
2
r−
j
2
×
∑
n∈S
∑
m∈Z mod |H|
zst∈R\Z
exp
(
2πirq(m,n)
)
c
(j)
(m,n),
where we for j ∈ {0, 1, 2, . . .} and (m,n) ∈ Z× Zn have put
c
(j)
(m,n) = ∂
(j)
z

∏n
j=1 sin
(
π
αj
[2ρjnj − z]
)
sinn+aǫg−2(πz)

∣∣∣∣∣∣
z=zst(m,n)
.
In particular,
Zint,1(r;N) =
(−1)n
2A
√
2ir
E
∑
0≤j≤N
j∈2Z
1
(j/2)!
(
i
2πE
) j
2
r−
j
2
×
∑
n∈S
∑
m∈Z
zst∈]0,2A[∩(R\Z)
exp
(
2πirq(m,n)
)
c
(j)
(m,n).
In this expression certain symmetries are present. Let e1, . . . , en be the standard basis in R
n
and let
hj(m,n) = (m+ 1, n + αjej), j = 1, 2, . . . , n
f(m,n) = (m,n− β),
g(m,n) = −(m,n)
for (m,n) ∈ Z× Zn and j = 1, 2, . . . , n. The function zst is invariant under the transformations
hj, change sign under g and zst(f(m,n)) = zst(m,n)+ 2. Moreover, q(m,n) and c
(j)
(m,n), j ∈ 2Z≥0,
are invariant under all the above transformations (and their inverses). For a ∈ Z put
Wa = {(m,n) ∈ Z× S | zst(m,n) ∈]2a, 2(a + 1)[\{2a + 1} }.
For any a ∈ Z there is a bijection between Wa and W0; namely (m,n) ∈ Wa is maped to
hk11 . . . h
kn
n f
−a(m,n), where (k1, . . . , kn) ∈ Zn is the unique tuple of integers such that nj+aβj+
kjαj ∈ {0, 1, . . . , αj − 1}. Finally we partition W0 into the two sets
W 10 = {(m,n) ∈ Z× S | zst(m,n) ∈]0, 1[ }.
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and W 20 =W0 \W 10 and observe that there is a bijection between W 10 and W 20 constructed using
fg and the hj ’s. We have thus shown
Corollary 5.15. Let Z(r) = Z(X; r). Then
Zint,1(r;N) =
√
r
∑
0≤j≤N
j∈2Z
∑
(m,n)∈I1
exp
(
2πirq(m,n)
)
c
(m,n)
j/2 r
− j
2 ,
where q(m,n) is given by (39) and c
(m,n)
j/2 is given by (49).
Finally observe that |g(µ, n)| = 2−n for all (µ, n) ∈ Λ by (79). Thus the estimate for R1(N ; δ)
given at the end of Proposition 5.14 is valid.
5.1.4. An asymptotic description of Zint,2(δ, η)’s contribution to Zint(r). We will follow
the same strategy as in the analysis of Zint,1(δ, η), i.e. we will partition the expression Zint,2(δ, η)
into simple and manageable pieces, one piece giving the main contribution and the remaining
ones adding up to a remainder part, which is small in the large r limit compared to the main
contribution piece.
Let us in the following assume that q(m;λ) 6= 0 for all m ∈ Z and all λ ∈ Λ. By periodicity
and continuity of q it then follows that there exists a ρ > 0 such that q(z;λ) 6= 0 for all
z ∈ ∪m∈ZD(m,ρ) and all λ ∈ Λ. Assume also that the positive parameter η < ρ.
Let λ ∈ Λ be arbitrary but fixed and suppress λ from the notation everywhere. By (101) we
have
F+(y; l, δ, η) = exp(−irAη2)G+(y; l, δ, η) exp(irAy2),
where
G(y; l, δ, η) = e−πδ(y+iη+l)
2 q(y + iη + l) exp(−2rAηy)
sink(πy)
and G+ is the even part of G, i.e. G+(y; l, δ, η) = (G(y; l, δ, η) +G(−y; l, δ, η)) /2. We note that
G+ is entire if k ≤ 1 and analytic on D′(0, 1) with a pole in 0 of order m > 0 if k > 1, where
m is the biggest even integer less than or equal to k. Write G(y; l, δ, η) =
∑∞
s=−k cs(l, δ, η)y
s for
y ∈ D′(0, 1). Then
G+(y; l, δ, η) =
∞∑
ν=0
ν−k∈2Z
dν(l, δ, η)y
ν−k ,
where
dν(l, δ, η) =
1
πkν!
∂(ν)y Ψ(y; l, δ, η)
∣∣∣
y=0
, (126)
where
Ψ(y; l, δ, η) = e−πδ(y+iη+l)
2
q(y + iη + l) exp(−2rAηy)
(
πy
sin(πy)
)k
. (127)
By (102) the relevant integrals to examine are
∫
Cη
F+(y; l, δ, η)dy = exp(−irAη2)I(l, δ, η), where
we write Cη for C(λ, η) and I(l, δ, η) =
∫
Cη
G+(y; l, δ, η) exp
(
irAy2
)
dy. Let N ∈ Z≥0 be arbi-
trary but fixed in the following and write
G+(y; l, δ, η) =
N∑
ν=0
ν−k∈2Z
dν(l, δ, η)y
ν−k +RN (y; l, δ, η)
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for y ∈ D′(0, 1). Put
I(N ; l, δ, η) =
N∑
ν=0
ν−k∈2Z
dν(l, δ, η)
∫
Cη
yν−keirAy
2
dy,
ǫ(N ; l, δ, η) = I(l, δ, η) − I(N ; l, δ, η).
To decribe ǫ(N ; l, δ, η), let Cη(t) = e
iπ
4
sign(A)t − iη be a parametrization of Cη, and let C0η and
C∞η be the restrictions of Cη(t) to [−1/2, 1/2] and R\]− 1, 2, 1/2[ respectively and put
I∞(l, δ, η) =
∫
C∞η
G+(y; l, δ, η)eirAy
2
dy,
J1(N ; l, δ, η) =
∫
C0η
RN (y; l, δ, η)e
irAy2dy,
J2(N ; l, δ, η) = −
N∑
ν=0
ν−k∈2Z
dν(l, δ, η)
∫
C∞η
yν−keirAy
2
dy.
Then
ǫ(N ; l, δ, η) = I∞(l, δ, η) + J1(N ; l, δ, η) + J2(N ; l, δ, η).
For λ ∈ Λ put
Iλ =
{
l ∈ Z
∣∣∣∣ B(λ)2π + A(λ)π l ∈ Z
}
.
Lemma 5.16. There exists a η2 > 0 such that the infinite series
Zint,2(N ; δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)I(N ; l, δ, η),
Σ4(N ; δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)J1(N ; l, δ, η)
Σ5(N ; δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)J2(N ; l, δ, η)
are absolutely convergent for all δ > 0, all η ∈]0, η2] and all N ∈ Z≥0. We can choose η2 > 0
such that all the above series are uniformly convergent w.r.t. η on ]0, η2] for each fixed δ > 0
and N ∈ Z≥0.
Moreover, by choosing η2 sufficiently small, there exists a r0 ∈ Z≥2 and a δ0 ∈]0,∞[ such that
Σ6(δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)I∞(l, δ, η)
is absolutely convergent for all δ ∈]0, δ0], η ∈]0, η2] and r ∈ Z≥r0, and such that Σ6(δ, η) is
uniformly convergent w.r.t. η on ]0, η2] for each fixed δ ∈]0, δ0] and r ∈ Z≥r0.
The proof is given in Appendix E. By the above lemma (and proof of that lemma) we get
Zint,2(N ; δ) := lim
η→0+
Zint,2(N ; δ, η)
=
∑
λ∈Λ
g(λ)
e
iπ
4
sign(A)√
r|A|
∑
l∈Iλ
β(l, λ)
N∑
ν=0
ν−k∈2Z
dν(l, δ, 0)
(
i
rA
)ν−k
2
Γ
(
ν − k + 1
2
)
,
71
where we have also used (146) and where dν(l, δ, 0) is equal to dν(l, δ, η) with η = 0. Similarly
we find that
Σν(N ; δ) := lim
η→0+
Σν(N ; δ, η) =
∑
λ∈Λ
g(λ)
∑
l∈Iλ
β(l)Jν−3(N ; l, δ)
for ν = 4, 5, where Jk(N ; l, δ) is equal to Jk(N ; l, δ, η) with η = 0, k = 1, 2. Finally, for δ ∈]0, δ0]
and r ∈ Z≥r0 we get
Σ6(δ) := lim
η→0+
Σ6(δ, η) =
∑
λ∈Λ
g(λ)
∑
l∈Iλ
β(l)I∞(l, δ),
where I∞(l, δ) is equal to I∞(l, δ, η) with η = 0. (That limη→0+ I∞(l, δ, η) = I∞(l, δ, 0) and
limη→0+ Jk(N ; l, δ, η) = Jk(N ; l, δ, 0) follows by Lebesgue’s theorem on dominated convergence.)
Thus, for δ ∈]0, δ0] and r ∈ Z≥r0 , we have a decomposition
Zint,2(δ) = Zint,2(N ; δ) +R2(N ; δ),
where
R2(N ; δ) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)ǫ(N ; l, δ) = Σ4(N ; δ) + Σ5(N ; δ) + Σ6(δ),
where
ǫ(N ; l, δ) = lim
η→0+
ǫ(N ; l, δ, η) = I∞(l, δ) + J1(N ; l, δ) + J2(N ; l, δ).
The task is now to calculate
Zint,2(r;N) := r lim
δ→0+
√
δZint,2(N ; δ)
and estimate R2(N ; δ) for small δ and large r. For the next proposition, recall that ǫ(N ; l, δ) =
ǫ(N,λ; l, δ) depends on λ ∈ Λ.
Proposition 5.17. With notation from above we have
Zint,2(r;N) =
r
πk
∑
λ∈Λ
g(λ)
Mλ
e
iπ
4
sign(A)√
r|A|
∑
l∈Iλ modMλ
β(l, λ) (128)
×
N∑
ν=0
ν−k∈2Z
(
i
rA
)ν−k
2 Γ
(
ν−k+1
2
)
ν!
∂(ν)y h(y; l)
∣∣∣
y=0
,
where
h(y; l) = q(y + l)
(
πy
sin(πy)
)k
and Mλ is the least common multiplum of 2, mq, b(λ) and P (λ), where mq and P (λ) are the
integers in (81) and (87) respectively, and b(λ) is an integer such that b(λ)B(λ)/π ∈ Z, see (89).
Moreover, let δ0 > 0 and r0 ∈ Z≥2 be as in Lemma 5.16. For each N = 0, 1, 2, . . . and each
λ ∈ Λ there exists a function δ 7→ ε2(N,λ; δ) on ]0, δ0] (also depending on r) such that∑
l∈Iλ
|ǫ(N,λ; l, δ)| ≤ ε2(N,λ; δ),
for all δ ∈]0, δ0] and r ∈ Z≥r0 and such that r limδ→0+
√
δε2(N,λ; δ) exists and is O
(
r
k−ν1+1
2
)
on Z≥r0, where ν1 ∈ {N +1, N +2} such that v1−k ∈ 2Z. If |g(λ)| is independent of r it follows
that there for each N = 0, 1, 2, . . . exists a function δ 7→ ε2(N ; δ) on ]0, δ0] (also depending on r)
such that
|R2(N ; δ)| ≤ ε2(N ; δ),
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for all δ ∈]0, δ0] and r ∈ Z≥r0 and such that r limδ→0+
√
δε2(N ; δ) exists and is O
(
r
k−ν1+1
2
)
on
Z≥r0, where ν1 is as above.
Proposition 5.17 is proved by applications of Lemma 7.1. The estimate on R2(N ; δ, η) mainly
follows from the proof of Lemma 5.16. We give the details in Appendix E.
Let us finally restrict to the Seifert case, where the relevant data are given in (79). Here we
have that mq = 2A = 2
∏n
j=1 αj . For all λ ∈ Λ we can let b(λ) = A and P (λ) = 2A. Therefore,
we can put Mλ = 2A in Proposition 5.17 and find that
Zint,2(r;N) =
e
iπ
4
sign(E)
πn+aǫg−2
√
2r
π|E|
∑
µ∈{±1}n
∑
n∈S
g(µ, n)
2A
∑
l∈Z mod 2A∑n
j=1
nj+
1
2βj l
αj
∈Z
β(l, n)
×
N∑
ν=0
ν−n∈2Z
(
i2
rπE
) ν−n−aǫg+2
2 Γ
(
ν−n−aǫg+3
2
)
ν!
∂(ν)y h(y; l)
∣∣∣
y=0
,
where
h(y; l) = exp
−iπ
 n∑
j=1
µj
αj
 (y + l)
( πy
sin(πy)
)n+aǫg−2
.
For l ∈ Z arbitrary but fixed we put n′j = nj + 12βj l for n ∈ Zn and obtain by (79) and (97) that
g(µ, n)β(l, n)e
−iπ
(∑n
j=1
µj
αj
)
l
=
(
i
2
)n n∏
j=1
µj
 k(l, µ, n′),
where
k(l, µ, n′) = (−1)nle2πirq(l,n′) exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σjl
) ,
where q(l,n′) is given by (40). Therefore
Zint,2(r;N) =
e
iπ
4
sign(E)
πn+aǫg−2A
(
i
2
)n√ r
2π|E|
∑
µ∈{±1}n
 n∏
j=1
µj
∑
n∈S
∑
l∈Z mod 2A
n′=n+ 1
2
βl :
∑n
j=1
n′
j
αj
∈Z
k(l, µ, n′)
×
N∑
ν=0
ν−n∈2Z
(
i2
rπE
) ν−n−aǫg+2
2 Γ
(
ν−n−aǫg+3
2
)
ν!
∂(ν)y h(y; 0)
∣∣∣
y=0
.
Since k(l, µ, n′) and the condition
∑n
j=1
n′j
αj
∈ Z are invariant under the transformations 12Zn →
1
2Z
n, n′ 7→ n′ + αjej , j = 1, 2, . . . , n, we get
Zint,2(r;N) =
e
iπ
4
sign(E)
πn+aǫg−2A
(
i
2
)n√ r
2π|E|
N∑
ν=0
ν−n∈2Z
(
i2
rπE
) ν−n−aǫg+2
2 Γ
(
ν−n−aǫg+3
2
)
ν!
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×
∑
l∈Z mod 2A
∑
µ∈{±1}n
 n∏
j=1
µj
 ∑
n′∈Jl :
∑n
j=1
n′
j
αj
∈Z
k(l, µ, n′) ∂(ν)y h(y; 0)
∣∣∣
y=0
,
where Jl is given by (115). For fixed (µ, n
′) we have that k(l, µ, n′) is periodic in l with a period
of 2. Moreover, the sum
∑
n′∈Jl :
∑n
j=1
n′
j
αj
∈Z
is periodic in l with a period of 2. Therefore
Zint,2(r;N) =
e
iπ
4
sign(E)
πn+aǫg−2
(
i
2
)n√ r
2π|E|
N∑
ν=0
ν−n∈2Z
(
i2
rπE
)ν−n−aǫg+2
2 Γ
(
ν−n−aǫg+3
2
)
ν!
×
∑
l∈Z mod 2
∑
µ∈{±1}n
 n∏
j=1
µj
 ∑
n′∈Jl :
∑n
j=1
n′
j
αj
∈Z
k(l, µ, n′) ∂(ν)y h(y; 0)
∣∣∣
y=0
.
Finally, if J ′l is the set in (116), we can change the sum
∑
n′∈Jl :
∑n
j=1
n′
j
αj
∈Z
to
∑
µ′∈{±1}n
∑
n′∈J ′l :
∑n
j=1
µ′
j
n′
j
αj
∈Z
1∏n
j=1 SymZ±
(
n′j
αj
)
if we everywhere change n′j to µ
′
jnj. By this we end up with
Zint,2(r;N) =
e
iπ
4
sign(E)
πn+aǫg−2
(
i
2
)n√ r
2π|E|
N∑
ν=0
ν−n∈2Z
(
i2
rπE
)ν−n−aǫg+2
2 Γ
(
ν−n−aǫg+3
2
)
ν!
×
∑
l∈Z mod 2
∑
µ∈{±1}n
∑
µ′∈{±1}n
∑
n′∈J ′l :
∑n
j=1
µ′
j
n′
j
αj
∈Z
1∏n
j=1 SymZ±
(
n′j
αj
)
×
 n∏
j=1
µj
 (−1)nl exp (2πirq(l,n′))
× exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σj l
) ∂(ν)y h(y; 0)∣∣∣
y=0
.
By evaluating the sum over µ we arrive at
Corollary 5.18. Let Z(r) = Z(X; r). Then
Zint,2(r;N) =
√
r
N∑
ν=0
ν−n∈2Z
∑
(l,n′)∈I2
exp
(
2πirq(l,n′)
)
c
(l,n′)
ν′ r
−ν′
where q(l,n′) is given by (40) and c
(l,n′)
ν′ is given by (50), where ν
′ = (ν − n− aǫg + 2)/2. 
As already noted after Corollary 5.15 we have that |g(µ, n)| = 2−n for all (µ, n) ∈ Λ so the
estimate for R2(N ; δ, η) given at the end of Proposition 5.17 is valid.
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6. Proof of Theorem 4.4
In this section we calculate the large r asymptotics of Z(r) in (76) in case A = 0. Like in the
case A 6= 0 one can calculate this asymptotics by finding a good deformation of the integration
contour (the real axes) of the integral
I(m,λ) =
∫ ∞
−∞
f(z;m,λ)dz
to some other contour (depending on (m,λ)). However, in this case we do not have a natural
choice of a good such deformation, since the steepest descent method is not applicable. In the
case A 6= 0 we saw that by deforming the real axes in I(m,λ) to the steepest descent contour
we obtain an integrand with an exponential decay of the form e−ct2 with c a positive constant.
It turns out that we can again obtain integrands with an exponential decay by deforming the
real axes to a line parallel to the real line and lying in the upper or lower half plane depending
on the sign of a certain parameter. Like in the case A 6= 0 this leads to a decomposition of Z(r)
into a residue part and a part being equal to a limit of a certain infinite sum of integrals. If
a0−kπ < 0 we can show that this limit is equal to zero, a0 being the constant in (80). However,
if a0 − kπ ≥ 0, we have not been able to find a nice reduction of the expression involving the
infinite sum of integrals. Let us give the details. Let q(z) be an r independent function satisfying
(80) and (81). Let us write q(z) = q0(z)q1(z), where
q0(z;λ) = e
πiζ(λ)z (129)
with ζ(λ) ∈ Q for all λ ∈ Λ. In particular q1 is independent of r and satisfies (80) and (81) with
the numbers mq, an and bn replaced by some other numbers m
′
q = mq1 , a
′
n and b
′
n. We will
use this splitting in a flexible way. In particular we are interested in the extreme cases, with q0
respectively q1 being constantly one. We have
f(z;m,λ) = e−πδz
2
q1(z)
exp
(
2πir
[
m+ B2π +
1
2r ζ
]
z
)
sink (π(z − iη))
with B = B(λ) and ζ = ζ(λ), so
Z(r) = r lim
δ→0+
√
δ lim
η→0+
∑
m∈Z
∑
λ∈Λ
g(λ)
∫ ∞
−∞
e−πδz
2
q1(z)
e2πirν(m,λ)z
sink (π(z − iη))dz,
where ν(m,λ) = m + B2π +
1
2r ζ. For R ∈ Z + 12 , ν ∈ R and ρ ∈]0,∞[, let γ(t) = γ(ν,ρ,R)(t) =
R+ isign(ν)t, t ∈ [0, ρ]. Here sign(0) ∈ {±1} (both options will be used). Then∫
γ
f(z;m,λ)dz = isign(ν)e2πirνRe−πδR
2
×
∫ ρ
0
eπδt
2
q1(R+ isign(ν)t)
e−i2πδRsign(ν)te−2πt|ν|t
sink (π(R+ i(sign(ν)t− η)))dt,
so ∣∣∣∣∫
γ
f(z;m,λ)dz
∣∣∣∣ ≤ b′0e−πδR2 ∫ ρ
0
eπδt
2 ea
′
0(m
′
q+t)e−2πt|ν|t
|sin (π(R + i(sign(ν)t− η)))|k dt.
By (132) and our choice of R we have |sin (π(R+ i(sign(ν)t− η)))| ≥ 1 so∣∣∣∣∫
γ
f(z;m,λ)dz
∣∣∣∣ ≤ b′0ea′0m′qe−πδR2 ∫ ρ
0
eπδt
2
ea
′
0te−2πt|ν|tdt.
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Here the integral on the right-hand side is finite and independent of R, hence
∫
γ f(z;m,λ)dz
converges to zero as |R| → ∞. Now put M(m,λ) = 0 if sign(ν(m,λ)) = −1 and
M(m,λ) = 2πi
∑
l∈Z
Resz=l+iη {f(z;m,λ)}
if sign(ν(m,λ)) = +1. For the following, let η0 > 0 be arbitrary but fixed, and let κ
ρ
ν(t) = t +
isign(ν)ρ, t ∈ R, for ρ > η0. Moreover, let J be any subset of I = {(m,λ) ∈ Z×Λ | ν(m,λ) = 0}
and let sign(ν(m,λ)) = 1 for (m,λ) ∈ J and sign(ν(m,λ)) = −1 for (m,λ) ∈ I \ J and put
ZJint(δ, η) =
∑
m∈Z
∑
λ∈Λ
g(λ)
∫
κρ
ν(m,λ)
f(z;m,λ)dz,
ZJpolar(δ, η) =
∑
(m,λ)∈Z×Λ
g(λ)M(m,λ).
Lemma 6.1. For any J ⊆ I the infinite series ZJint(δ, η) and ZJpolar(δ, η) are absolutely convergent
for all δ > 0 and η ∈]0, η0]. In particular
Z(r) = r lim
δ→0+
√
δ lim
η→0+
(
ZJint(δ, η) + Z
J
polar(δ, η)
)
for any such subset J .
The proof of this lemma is given in Appendix F. By the estimate (156) the series ZJint(δ, η)
is uniformly convergent with respect to η on an interval on the form ]0, η0]. Using this and
Lebesgue’s dominated convergence theorem we get
ZJint(δ) := lim
η→0+
ZJint(δ, η) =
∑
m∈Z
∑
λ∈Λ
g(λ)
∫
κρν
f0(z;m,λ)dz,
where
f0(z;m,λ) = e
−πδz2 q1(z)e2πirν(m,λ)z
sink(πz)
.
Let dρ =
√
e2πρ + e−2πρ − 2. Similar to (156) we have∣∣∣∣∫
κρν
f0(z;m,λ)dz
∣∣∣∣ ≤ b′0ea′0(m′q+ρ) 1√δ
(
2
dρ
)k
eπδρ
2
e−2πrρ|ν|
and then ∣∣∣√δZJint(δ)∣∣∣ ≤ b′0ea′0(m′q+ρ)( 2dρ
)k
eπδρ
2
∑
λ∈Λ
|g(λ)|
∑
m∈Z
e−2πrρ|m+ B2π+ 12r ζ|
for all ρ > 0. (Note that this estimate is independent of J .) Therefore (below we show that
limδ→0+
√
δ limη→0+ ZJpolar(δ, η) exists, hence that limδ→0+
√
δZJint(
√
δ) exists)∣∣∣∣ limδ→0+√δZJint(δ)
∣∣∣∣ ≤ b′0ea′0(m′q+ρ)( 2dρ
)k∑
λ∈Λ
|g(λ)|
∑
m∈Z
e−2πrρ|m+ B2π+ 12r ζ|
Here ∑
m∈Z
e−2πrρ|m+ B2π+ 12r ζ| ≤
∫ ∞
−∞
e−2πrρ|x|dx+max
x∈R
{
e−2πrρ|x|
}
= 2
∫ ∞
0
e−2πrρxdx+ 1 = 1 +
1
πrρ
.
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In the limit ρ→∞ we have dρ ∼ eπρ so ea′0ρ/dkρ ∼ e(a
′
0−kπ)ρ, and since ZJint(δ) is independent of
ρ ∈]0,∞[ we find by letting ρ→∞ that
lim
δ→0+
√
δZJint(δ) = 0
for any J ⊆ I if a′0 − kπ < 0. Thus, in that case we have that
Z(r) = r lim
δ→0+
√
δ lim
η→0+
ZJpolar(δ, η)
for any J , hence the right-hand side is independent of J in case a′0 − kπ < 0. Thus we can
conclude that non of the terms with (m,λ) ∈ I contribute to Z(r) in that case. For (m,λ) ∈ I
we have
lim
η→0+
M(m,λ) = 2πi
∑
l∈Z
(−1)klResz=0
{
e−πδ(z+l)
2 q1(z + l)
sink(πz)
}
.
Here (−1)klq1(z + l) is periodic in l with a period of 2m′q, thus by the standard argument we
obtain
lim
δ→0+
√
δ lim
η→0+
M(m,λ) =
πi
m′q
2m′q−1∑
l=0
(−1)klResz=0
{
q1(z + l)
sink(πz)
}
and by the above argument this limit is zero in case a′0 − kπ < 0. If q1(z) = 1 (so m′q = 1 and
a′0 = 0), this is the trivial statement that
1∑
l=0
(−1)klResz=0
{
1
sink(πz)
}
= 0.
We calculate r limδ→0+
√
δ limη→0+ ZJpolar(δ, η) by using some of the same techniques as in the
case A 6= 0, however, this case is much simpler. Indeed we have
ZJpolar(δ, η) = A
J
+(δ, η) −AJ−(δ, η) + 2πi
∑
l∈Z
∑
λ∈Λ
g(λ)e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
∑
m∈Z:ν(m,λ)≥0
1
Sym±(ν(m,λ))
Resz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πirν(m,λ)z
sink(π(z − iη))
}
,
where
AJj (δ, η) = πi
∑
(m,λ)∈Jj
g(λ)
∑
l∈Z
(−1)klResz=iη
{
e−πδ(z+l)
2 q1(z + l)
sink(π(z − iη))
}
for j = +,−, where J+ = J and J− = I \ J . Since the summation limit in the sum over m is
independent of l we can immediately use Lemma 5.7 to obtain
ZJpolar(δ, η) = A
J
+(δ, η) −AJ−(δ, η) + 2πi
∑
l∈Z
∑
λ∈Λ
g(λ)e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
(
i
2
Resz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πir( B2π+
1
2r
ζ)z
sink(π(z − iη)) cot(πrz)
}
+
∑
m∈Z
0≤m≤| B2π+ 12r ζ|
sign
(
B
2π +
1
2r ζ
)
Resz=iη
{
e−πδ(z+l)2 q1(z+l)e
−2πirsign( B2π+ 12r ζ)(m−| B2π+ 12r ζ|)z
sink(π(z−iη))
}
Sym±(m)Sym±
(
m− ∣∣ B2π + 12r ζ∣∣)
 .
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Like in the case A 6= 0 we get by uniform convergence that
ZJpolar(δ) := lim
η→0+
ZJpolar(δ, η) = Z
J
polar(δ, 0).
Finally, since B(λ) and ζ(λ) are rational for all λ ∈ Λ we arrive via Lemma 7.1 at
Theorem 6.2. The limit ZJpolar(r) = r limδ→0+
√
δZJpolar(δ) exists. In fact, there exists a family
of positive integers {Mλ}λ∈Λ such that
ZJpolar(r) = r
(
AJ+(r)−AJ−(r)
)
+ 2πir
∑
λ∈Λ
g(λ)
Mλ
∑
l∈Z modMλ
e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
(
i
2
Resz=0
{
q1(z + l)e
2πir( B2π+
1
2r
ζ)z
sink(πz)
cot(πrz)
}
+
∑
m∈Z
0≤m≤| B2π+ 12r ζ|
sign
(
B
2π +
1
2r ζ
)
Resz=0
{
q1(z+l)e
−2πirsign( B2π+ 12r ζ)(m−| B2π+ 12r ζ|)z
sink(πz)
}
Sym±(m)Sym±
(
m− ∣∣ B2π + 12r ζ∣∣)
 ,
where
AJj (r) = πi
∑
(m,λ)∈Jj
g(λ)
Mλ
∑
l∈Z modMλ
(−1)klResz=0
{
q1(z + l)
sink(πz)
}
for j = +,−. If a′0 − πk < 0, then Z(r) = ZJpolar(r) for any J ⊆ I. In particular, AJj (r) = 0,
j = +,− in that case.
The disadvantage with the above expression for Z(r) is that the summation limit depends on
r (except in the extreme case where q1 = q, where ζ(λ) = 0 for all λ ∈ Λ). Let us derive a slightly
different expression valid for all large r avoiding this problem. Let λ ∈ Λ. If B(λ) ∈ R \ 2πZ or
ζ(λ) ≥ 0 we can choose a positive integer rλ such that{
m ∈ Z
∣∣∣∣ m+ B(λ)2π + 12r ζ(λ) ≥ 0
}
=
{
m ∈ Z
∣∣∣∣ m+ B(λ)2π ≥ 0
}
for all r ≥ rλ. If B(λ) ∈ 2πZ and ζ(λ) < 0 we can choose rλ such that{
m ∈ Z
∣∣∣∣ m+ B(λ)2π + 12r ζ(λ) ≥ 0
}
=
{
m ∈ Z
∣∣∣∣ m+ B(λ)2π > 0
}
for all r ≥ rλ. Put r0 = max{rλ}λ∈Λ. For r ≥ r0 we have
ZIpolar(δ, η) = A1(δ, η) + 2πi
∑
l∈Z
∑
λ∈Λ
g(λ)e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
∑
m∈Z
m+ B
2π
≥0
Resz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πirν(m,λ)z
sink(π(z − iη))
}
,
where
A1(δ, η) = −2πi
∑
l∈Z
∑
λ∈Λ
B∈2πZ; ζ<0
g(λ)eπiζl(−1)klResz=iη
{
e−πδ(z+l)
2 q1(z + l)e
πiζz
sink(π(z − iη))
}
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We therefore have
ZIpolar(δ, η) = A1(δ, η) +A2(δ, η) + 2πi
∑
l∈Z
∑
λ∈Λ
g(λ)e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
∑
m∈Z
m+ B
2π
≥0
1
Sym±
(
m+ B2π
)Resz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πirν(m,λ)z
sink(π(z − iη))
}
,
where
A2(δ, η) = πi
∑
l∈Z
∑
λ∈Λ
B∈2πZ
g(λ)eπiζl(−1)klResz=iη
{
e−πδ(z+l)
2 q1(z + l)e
πiζz
sink(π(z − iη))
}
.
We note that
A1(δ, η) +A2(δ, η) = A+(δ, η) +A0(δ, η) −A−(δ, η),
where
Aj(δ, η) = πi
∑
l∈Z
∑
λ∈Λj
g(λ)eπiζl(−1)klResz=iη
{
e−πδ(z+l)
2 q1(z + l)e
πiζz
sink(π(z − iη))
}
for j = +, 0,−, where Λj = {λ ∈ Λ | B ∈ 2πZ, jζ(λ) > 0} for j = +,− and Λ0 = {λ ∈ Λ | B ∈
2πZ, ζ(λ) = 0}. Similarly, we find that
Z∅polar(δ, η) = A+(δ, η) −A0(δ, η) −A−(δ, η) + 2πi
∑
l∈Z
∑
λ∈Λ
g(λ)e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
∑
m∈Z
m+ B
2π
≥0
1
Sym±
(
m+ B2π
)Resz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πirν(m,λ)z
sink(π(z − iη))
}
.
By letting I+ = I and I− = ∅ we therefore have
Theorem 6.3. There exists a family of positive integers {Mλ}λ∈Λ such that
ZIτpolar(r) = r limδ→0+
√
δ lim
η→0+
ZIτpolar(δ, η)
= r (A+ + τA0 −A−) + 2πir
∑
λ∈Λ
g(λ)
Mλ
∑
l∈Z modMλ
e2πir(
B
2π
+ 1
2r
ζ)l(−1)kl
×
(
i
2
Resz=0
{
q1(z + l)e
2πir( B2π+
1
2r
ζ)z
sink(πz)
cot(πrz)
}
+
∑
m∈Z
0≤m≤| B2π |
sign(B)Resz=0
{
q1(z+l)e
2πir(sign(B)m+ B2π+ 12r ζ)z
sink(πz)
}
Sym±(m)Sym±
(
m− ∣∣ B2π ∣∣)

for all r ≥ r0 and τ = +,−, where Aj = limδ→0+
√
δ limη→0+ Aj(δ, η) is given by
Aj = πi
∑
λ∈Λj
g(λ)
Mλ
∑
l∈Z mod Mλ
eπiζl(−1)klResz=0
{
q1(z + l)e
πiζz
sink(πz)
}
for j = +, 0,−. If a′0 − kπ < 0, then Z(r) = ZIτpolar(r), τ = +,−. In particular, A0 = 0 in this
case.
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If q1 = q (so ζ(λ) = 0 for all λ ∈ Λ) and a0 − kπ < 0, then A0 = 0 and A− = A+ = 0 since
Λj = ∅, j = −,+. Note that Theorem 6.3 is a corollary of Theorem 6.2 in this case. In fact
(m,λ) 7→ λ defines a bijection I → Λ0 and A0 = AI+(r) = A∅−(r) (which is independent of r in
this case).
Let us finally take a closer look at the Seifert case, i.e. the case Z(r) = Z(X; r). Then
q(z) = exp
(
−iπ
(∑n
j=1
µj
αj
)
z
)
and B = −2π∑nj=1 njαj . By using Theorem 6.2 and Theorem 6.3
directly we would end up with a result similar to Corollary 5.10. As argued below that corollary
we obtain in this way a sum with pairs of terms with the same Chern–Simons value. We will
therefore follow a strategy similar to the one followed after Corollary 5.10.
Recall that we always assume that aǫg is even. We will futher in what follows assume that
n + aǫg − 2 > 0. This is not a serious assumption. Since we treat the case n = 0 as the case
n = 1 with (α1, β1) = (1, 0) we have n + aǫg − 2 > 0 except in case g = 0 (hence ǫ = o) and
n = 1, 2. Since we futher assume that E = 0, we find that X = S2× S1 in these cases (compare
with [JN, Sect. 4 pp. 28–31] and the discussion following Theorem 4.4).
Let us first put q0(z) = q(z), so ζ = ζ(µ) = −
∑n
j=1
µj
αj
. Since q1 = 1 (so a
′
0 = 0) we get from
the general argument that
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
ZJpolar(δ, η),
where
ZJpolar(δ, η) = 2πi
∑
l∈Z
∑
µ∈{±1}n
∑
n∈S
g(µ, n)
×
∑
m∈Z
sign(ν(m,µ,n))=1
Resz=l+iη
{
e−πδz
2 e2πirν(m,µ,n)z
sinn+aǫg−2(π(z − iη))
}
,
where ν(m,µ, n) = m−∑nj=1 njαj− 12r∑nj=1 µjαj and g(µ, n) is given by (79). Here sign(ν(m,µ, n) =
1 if (m,µ, n) ∈ J and sign(ν(m,µ, n) = −1 if (m,µ, n) ∈ I\J (so here the terms with ν(m,µ, n) =
0 do not contribute to Z(X; r)). Let us specialize to the case J = I and let us write Zpolar for
ZIpolar. Like in the E 6= 0 case we first rewrite the above expression by introducing n′j = nj+ 12βj l.
This leads to
Zpolar(δ, η) = A
I
+(δ, η) + 2πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈Jl
exp(2πirq(l,n′))
×
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σj l
)
×
∑
m∈Z
ν(m,µ,n′))≥0
1
Sym±
(
ν(m,µ, n′)
)Resz=iη
{
e−πδ(z+l)
2 e2πirν(m,µ,n
′)z
sinn+aǫg−2(π(z − iη))
}
,
where Jl is given by (115) and
AI+(δ, η) = πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈Jl
exp(2πirq(l,n′))
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×
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σjl
)
×
∑
m∈Z
ν(m,µ,n′))=0
Resz=iη
{
e−πδ(z+l)
2 1
sinn+aǫg−2(π(z − iη))
}
.
Note that
∑n
j=1
n′j
αj
=
∑n
j=1
nj
αj
since E = 0. Like in the case E 6= 0 we can change the sum∑
n′∈Jl to ∑
µ′∈{±1}n
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
)
if we at the same time substitute µ′jn
′
j for n
′
j everywhere. This leads to the identity
Zpolar(δ, η) = A
I
+(δ, η) + 2πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp(2πirq(l,n′))
×
∑
µ′∈{±1}n
∑
m∈Z
ν(m,µ,n′,µ′))≥0
∑
µ∈{±1}n
 n∏
j=1
µj
 1
Sym±
(
ν(m,µ, n′, µ′)
)
× exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σjl
)
×Resz=iη
{
e−πδ(z+l)
2 e2πirν(m,µ,n
′,µ′)z
sinn+aǫg−2(π(z − iη))
}
,
where J ′l is given by (116) and ν(m,µ, n
′, µ′) = m−∑nj=1 µ′jn′jαj − 12r∑nj=1 µjαj . By an application
of Lemma 5.7 we thus find that
Zpolar(δ, η) = A
I
+(δ, η) + 2πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
)
× exp(2πirq(l,n′))
(
Z
(l,n′)
0 (δ, η) + Z˜
(l,n′)
1 (δ, η)
)
,
where Z
(l,n′)
0 (δ, η) is given by (118) (with E = 0) and
Z˜
(l,n′)
1 (δ, η) = −
∑
µ′∈{±1}n
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σjl
)
×
∑
m∈Z
0≤m≤|a|
sign(a)
Sym±(m)Sym± (m− |a|)
×Resz=iη
{
e−πδ(z+l)
2 exp (2πirsign(a) (m− |a|) z)
sinn+aǫg−2(π(z − iη))
}
,
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where a = a(µ, µ′, n′) =
∑n
j=1
µ′jn
′
j
αj
+ 12r
∑n
j=1
µj
αj
. Since the terms with ν(m,µ, n) = 0 do not
contribute to Z(X; r) we have limδ→0+
√
δ limη→0+ AI+(δ, η) = 0. The first part of Theorem 4.4
thus follows by calculating limδ→0+
√
δ limη→0+ Zpolar(δ, η) like in the case E 6= 0.
Like Theorem 6.2 the disadvantage with the above obtained expression for Z(X; r) is that
the summation limit in Z˜
(l,n′)
1 (r), see Theorem 4.4, depends on the level r. Let us proceed like
in the proof of Theorem 6.3 to obtain a slightly different expression for Z(X; r). In fact, there
exists a positive integer r0 (depending on X) such that
ZIτpolar(δ, η) = A+(δ, η) + τA0(δ, η) −A−(δ, η)
+2πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp(2πirq(l,n′)) ∑
µ′∈{±1}n
×
∑
µ∈{±1}n
 n∏
j=1
µj
 ∑
m∈Z
m≥∑nj=1 µ′jn′jαj
1
Sym±
(
m−∑nj=1 µ′jn′jαj )
× exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σj l
)
×Resz=iη
{
e−πδ(z+l)
2 e2πirν(m,µ,n
′,µ′)z
sinn+aǫg−2(π(z − iη))
}
for all r ≥ r0, where ν(m,µ, n′, µ′) = m−
∑n
j=1
µ′jn
′
j
αj
− 12r
∑n
j=1
µj
αj
as above and
Aj(δ, η) = πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp(2πirq(l,n′))
×
∑
(µ,µ′)∈Λ(n′,j)
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σj l
)
×Resz=iη
e−πδ(z+l)2 exp
[
−πi
(∑n
j=1
µj
αj
)
z
]
sinn+aǫg−2(π(z − iη))

for j = +, 0,−, where
Λ(n′, j) =
(µ, µ′) ∈ {±1}n × {±1}n
∣∣∣∣∣∣ −sign
 n∑
j=1
µj
αj
 = j, n∑
j=1
µ′jn
′
j
αj
∈ Z
 ,
where sign(0) = 0. (Note the minus in front of sign
(∑n
j=1
µj
αj
)
due to the fact that ζ = ζ(µ) =
−∑nj=1 µjαj .) By Lemma 5.7 we then find for r ≥ r0 that
ZIτpolar(δ, η) = πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈J ′l
1∏n
j=1 SymZ±
(
n′j
αj
) exp(2πirq(l,n′))(2Z(l,n′)0 (δ, η)
+2Z
(l,n′)
1 (δ, η) +A
(l,n′)
+ (δ, η) + τA
(l,n′)
0 (δ, η) −A(l,n
′)
− (δ, η)
)
,
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where Z
(l,n′)
0 (δ, η) and Z
(l,n′)
1 (δ, η) are given as in the case E 6= 0, i.e. they are given by respec-
tively (118) and (119) with E = 0, and where
A
(l,n′)
j (δ, η) =
∑
(µ,µ′)∈Λ(n′,j)
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
µ′jn
′
j −
1
2
σjl
)
×Resz=iη
e−πδ(z+l)2 exp
[
−πi
(∑n
j=1
µj
αj
)
z
]
sinn+aǫg−2(π(z − iη))

for j = +, 0,−. This expression leads to
Z(X; r) = Zpolar(X; r) + rZspec(X; r) (130)
for r ≥ r0, where Zpolar(X; r) is as in Theorem 4.1 (with E = 0) and
Zspec(X; r) =
∑
(l,n′)∈Ia2
b(l,n′) exp(2πirq(l,n′))
(
A
(l,n′)
+ −A(l,n
′)
−
)
,
where I2 and b(l,n′) are as in Theorem 4.1 and
A
(l,n′)
j =
πi
2
(
i
4
)n ∑
(µ,µ′)∈Λ(n′,j)
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
ρj
αj
µ′jn
′
j

×Resz=0
exp
[
−πi
(∑n
j=1
µj
αj
)
z
]
sinn+aǫg−2(πz)

for j = +,−. (Note that we necessarily have limδ→0+
√
δ limη→0+ A0(δ, η) = 0.)
Now put q1(z) = q(z) (so q0(z) = 1, ζ = 0). In this case (80) is valid with a0 = π
∑n
j=1
1
αj
(and b0 = 1). Assume in the following that a0 < π(n+ aǫg− 2). Then we have from the general
case, see Theorem 6.2. that
Z(X; r) = r lim
δ→0+
√
δ lim
η→0+
ZJpolar(δ, η),
where
ZJpolar(δ, η) = 2πi
(
i
2
)n∑
l∈Z
(−1)nl
∑
n′∈Jl
exp(2πirq(l,n′))
×
∑
µ∈{±1}n
 n∏
j=1
µj
 exp
2πi n∑
j=1
µj
(
ρj
αj
n′j −
1
2
σjl
)
×
∑
m∈Z
sign(ν(m,n′))=1
Resz=iη
{
e−πδ(z+l)
2 q(z)e2πirν(m,n
′)z
sinn+aǫg−2(π(z − iη))
}
,
where ν(m,n′) = m−∑nj=1 n′jαj and sign(ν(m,n′)) = 1 if (m,n′) ∈ J and sign(ν(m,n′)) = −1 if
(m,n′) ∈ I\J , where J is any subset of I. By the same proceedure as used above we immediately
get that Z(X; r) = Zpolar(X; r), where Zpolar(X; r) is as in Theorem 4.1 (with E = 0). A
comparison with (130) reveals that Zspec(X; r) = 0 for r ≥ r0 in case a0 < π(n+aǫg−2), and since
the q(l,n′)’s are rational, we in fact have that Zspec(X; r) = 0 for all levels r if a0 < π(n+aǫg−2).
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Let (l, n′) ∈ I2 be fixed. If µ′ ∈ {±1}n satisfies that
∑n
j=1
µ′jn
′
j
αj
∈ Z, then the same is true
for −µ′. Moreover, if µ ∈ {±1}n satisfies that ∑nj=1 µjαj < 0, then −µ satisfies the opposite
inequality. These observations show that Zspec(X; r) is given by the formula in Theorem 4.4.
The level r0 is chosen so that we for all r ≥ r0, l ∈ Z and (µ, µ′, n′) ∈ {±1}n × {±1}n × J ′l
have  m ∈ Z
∣∣∣∣∣∣ m−
n∑
j=1
µ′jn
′
j
αj
− 1
2r
n∑
j=1
µj
αj
≥ 0
 =
 m ∈ Z
∣∣∣∣∣∣ m−
n∑
j=1
µ′jn
′
j
αj
≥ 0

in case
∑n
j=1
µj
αj
/∈ Z or ∑nj=1 µjαj ≤ 0, and m ∈ Z
∣∣∣∣∣∣ m−
n∑
j=1
µ′jn
′
j
αj
− 1
2r
n∑
j=1
µj
αj
≥ 0
 =
 m ∈ Z
∣∣∣∣∣∣ m−
n∑
j=1
µ′jn
′
j
αj
> 0

if
∑n
j=1
µj
αj
∈ Z and∑nj=1 µjαj > 0. In particular we can put r0 = 2 (the minimum level) for n = 1.
In general we see that r0 only depends on the pairs of Seifert invariants (α1, β1), . . . , (αn, βn) (so
is independent of the data for the base space, i.e. the genus g and the invariant ǫ).
7. Appendices
We have in the following appendices collected material of a technical nature.
7.1. Appendix A. The periodicity lemma. The following lemma is proven in bigger gener-
ality than needed in this paper. However, to make parts of the ideas in this paper useable to
other situations, in particular to multi-dimensional cases, we give it in this generality. One can
find an even more general version of the periodicity lemma in [HT, Appendix], where it is used
in a multi-dimensional setting.
Lemma 7.1. Let F : Zn → C be a function periodic in all variables with a period of Ni in the
ith variabel. Let Pi(x) = Aix
2 + Bix + Ci be polynomials with complex coefficients such that
Re(Ai) > 0 for all i. Then
N1−1∑
k1=0
. . .
Nn−1∑
kn=0
F (k1, . . . , kn)
=
(
n∏
i=1
√
AiNi
)
lim
ε→0+
εn/2
∑
(k1,...,kn)∈Zn
e−πεf(ε)(P1(k1)+···+Pn(kn))F (k1, . . . , kn)
for all functions f :]0, ε0]→]0,∞[ with limε→0+ f(ε) = 1, where ε0 > 0 is arbitrary but fixed.
Proof. The series
∑
(k1,...,kn)∈Zn e
−πεf(ε)(P1(k1)+···+Pn(kn))F (k1, . . . , kn) is absolutely convergent
by periodicity of F , hence∑
(k1,...,kn)∈Zn
e−πεf(ε)(P1(k1)+···+Pn(kn))F (k1, . . . , kn)
=
N1−1∑
j1=0
. . .
Nn−1∑
jn=0
F (j1, . . . , jn)
∑
(k1,...,kn)∈Zn
e−πεf(ε)(P1(j1+k1N1)+···+Pn(jn+knNn)).
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Thus we have to show that
lim
ε→0+
√
ε
√
ANQ(ε) = 1, (131)
where Q(ε) =
∑
k∈Z e
−πεf(ε)P (j+kN) for a polynomial P (x) = Ax2 + Bx + C with Re(A) > 0.
Let j ∈ {0, 1, . . . , N − 1} be fixed. By Poisson’s formula (72) we have
Q(ε) =
∑
m∈Z
∫ ∞
−∞
e2πimxe−πεf(ε)P (j+xN)dx
which is a sum of Gaussian integrals. Thus
Q(ε) =
e−πk(ε)C
N
√
Ak(ε)
exp
(
π
4
B2k(ε)
A
)∑
m∈Z
e−πi
2jA+B
AN
m exp
(
− π
Ak(ε)N2
m2
)
,
where k(ε) = εf(ε) from which it follows that Q(ε) is absolutely convergent. The term coming
from m = 0 gives the contribution
lim
ε→0+
e−πk(ε)C√
f(ε)
exp
(
π
4
B2k(ε)
A
)
= 1
to the left-hand side of (131). To see that the remaining part is zero we simply note that∣∣∣∣∣∣
∑
m∈Z\{0}
e−πi
2jA+B
AN
m exp
(
− π
Ak(ε)N2
m2
)∣∣∣∣∣∣
≤ exp
(
−1
2
π
Ak(ε)N2
) ∑
m∈Z\{0}
exp
(
−1
2
π
Ak(ε)N2
m2 +
πIm(B)
AN
m
)
.
where the factor in front of the m-sum in the right-hand side converges to zero as ε → 0+
and the m-sum in the right-hand side is majorized by the convergent and ε–independent series∑
m∈Z\{0} exp
(
−12 π2Aε0N2m2 +
πIm(B)
AN m
)
on an interval on the form ]0, ε1], where ε1 ≤ ε0 is
chosen such that f(ε) ≤ 2 for all ε ∈]0, ε1]. 
7.2. Appendix B. Proofs of Lemma 5.4–Lemma 5.6. For the following proofs we need
certain estimates. Let aη(t;m,λ) = | sin(π(γ(m,λ)(t)− iη))|, where γ(m,λ) is the steepest descent
contour, see (90). For u, v ∈ R we have
| sin(u+ iv)| = 1
2
√
e2v + e−2v − 2 cos(2u) (132)
and therefore
aη(t;m,λ) =
1
2
√
e
2π(sign(A) t√
2
−η)
+ e
−2π(sign(A) t√
2
−η) − 2 cos
(
2π
[
zst(m,λ) +
t√
2
])
. (133)
Let η0 > 0 be as in (88). Then zst(m,λ)+sign(A)η ∈ R\Z for all (m,λ) ∈ Z×Λ and all η ∈]0, η0].
Since the function x 7→ ex + e−x is strictly decreasing on ] − ∞, 0] and strictly increasing on
[0,∞] and takes the value 2 for x = 0 we thus have
dη := inf
t∈R,m∈Z,λ∈Λ
|aη(t;m,λ)| > 0 (134)
for every fixed η ∈]0, η0]. Moreover, letting ρ =
√
2η0, there exists a α ∈ [0, 1[ such that
cos
(
2π
[
zst(m,λ) + t/
√
2
]) ≤ α for all t ∈ [−ρ, ρ] and all (m,λ) ∈ W . (We use here that
{ zst(m,λ) (mod Z) | (m,λ) ∈ Z × Λ } is finite. If we only assume (88) then put ρ = η0.) Let
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s = −sign(A) t√
2
. Then aη(t;m,λ) ≥ 12
√
e2π(s+η) + e−2π(s+η) − 2. Letting η1 = ρ2√2 < η0 we
then get aη(t;m,λ) ≥ 12
√
eπη1 + e−πη1 − 2 for |t| > ρ and η ∈ [0, η1]. We conclude that
aη(t;m,λ) ≥M := min
{
1√
2
√
1− α, 1
2
√
eπη1 + e−πη1 − 2
}
> 0 (135)
for all t ∈ R, η ∈ [0, η1] and (m,λ) ∈W .
Proof of Lemma 5.4 Let (m,λ) ∈ Z × Λ be fixed in the following and let Csd = Csd(m,λ),
γ = γ(m,λ), zst = zst(m,λ), and f(z) = f(z;m,λ). Assume first that k > 0. Observe that
sign(A)(Rezl− zst) > Imzl is equivalent to sign(A)(l− zst) > η, explaining the summation range
in the sum of residues in (95). We will first show that the integral
∫
Csd
f(z)dz is convergent for
all sufficiently small positive η. By (77), (92) and (134) we have
|f(γ(t))| ≤ 1
dkη
|e−πδγ(t)2q(γ(t))| exp (−r|A|t2)
for every δ > 0 and η ∈]0, η0]. Here
∣∣∣e−πδγ(t)2 ∣∣∣ = e−πδz2ste−π√2zstδt, so by (80) we get
|f(γ(t))| ≤ b0
dkη
e−πδz
2
ste−π
√
2zstδtea0(|zst|+|t|) exp
(−r|A|t2)
where the right-hand side is integrable. Thus
∫
Csd
f(z)dz is convergent and∣∣∣∣∫
Csd
f(z)dz
∣∣∣∣ ≤ b0dkη e−πδz2stea0|zst|
∫ ∞
−∞
e−π
√
2zstδt
(
ea0t + e−a0t
)
exp
(−r|A|t2) dt
=
b0
dkη
e−πδz
2
stea0|zst|
√
π
r|A|
(
exp
(
a2+
4r|A|
)
+ exp
(
a2−
4r|A|
))
(136)
where a± = πδ
√
2zst ± a0.
Next we estimate the contributions coming from integrals along curves connecting Csd by the
real axes. Let Rn = n+
1
2 for n ∈ Z and let τn(t) = Rn + it, t ∈ [a, b], where a, b ∈ R. Then∣∣∣∣∫
τn
f(z)dz
∣∣∣∣ ≤ e−πδR2n ∫ b
a
|q(τn(t)|
| sink(π(γ(t)− iη))|e
πδt2 |erQm(τn(t))|dt
≤ b0ea0|Rn|e−πδR2n
∫ b
a
ea0|t|
| sink(π(τn(t)− iη))|
eπδt
2
e2rA(zst−R)tdt
by (80). By (132) we have | sin(π(τn(t)− iη))| ≥ 1√2
√
1− cos(2πRn) = 1 so∣∣∣∣∫
τn
f(z)dz
∣∣∣∣ ≤ b0ea0|Rn|e−πδR2n ∫ b
a
(
ea0t + e−a0t
)
eπδt
2
e2rA(zst−Rn)tdt.
In our case {a, b} = {0, sign(A)(Rn − zst)}, where we assume that a ≤ b. For c ∈ R we have∫ b
a
ecteπδt
2
e2rA(zst−Rn)tdt
=
∫ b
a
eπδt
2
e−sign(A)[r|A|(Rn−zst)−sign(A)c]te−sign(A)r|A|(Rn−zst)tdt.
We can choose a Nc ∈ N such that
sign(A) (r|A|(Rn − zst)− sign(A)c) t ≥ 0
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for all t ∈ [a, b] and all n ∈ Z with |n| > Nc. Therefore∣∣∣∣∫
τn
f(z)dz
∣∣∣∣ ≤ 2b0ea0|Rn|e−πδR2n ∫ b
a
e−[r|A|sign(A)(Rn−zst)−πδt]tdt
for all n ∈ Z with |n| > N = max{N−a0 , Na0}. For |n| > N and δ > 0 with r|A| ≥ πδ we get∣∣∣∣∫
τn
f(z)dz
∣∣∣∣ ≤ 2b0ea0|Rn|e−πδR2n ∫ b
a
e−r|A|[sign(A)(Rn−zst)−t]tdt
≤ 2b0ea0|Rn|e−πδR2n(b− a) = 2|Rn − zst|b0ea0|Rn|e−πδR2n
which converges to zero as |n| −→ ∞. Now, since ∫∞−∞ f(z)dz is convergent for all δ > 0 and all
η ∈]0, η0], it follows by the residue theorem and the above that∑
l∈Z
sign(A)(l−zst)>η
Resz=zl(η) {f(z)}
is convergent and (95) is satisfied for all η ∈]0, η0] and all δ ∈]0, r|A|/π]. We will actually see in
what follows that this last sum is absolutely convergent.
The case k ≤ 0 is handled as above but is easier since the sin–factor is included in the function
q and η is not present. Note also that in this case we do not need the assumption (88). 
For the next proof and later we note the following elementary fact which is stated for the sake
of easy reference. Let a > 0, δ > 0 and b ∈ C be constants and let j ≥ 1. Then(
d
dz
)j
e−aδ(z+b)
2
= Pj(z + b, δ)e
−aδ(z+b)2 , (137)
where Pj(y, δ) is a polynomial in δ and y. By induction we find that Pj(y, δ) =
∑j
k=0 a
j
k(δ)(δy)
k
where ajk(δ) =
∑mjk
s=0 b
j
k(s)δ
s is a polynomial such that for every j ≥ 1 either aj0(δ) = 0 or else
bj0(0) = 0 and m
j
k ≥ 1. Of importance here is that all terms in a derivative of e−aδ(z+b)
2
are of
the form Azkδje−aδ(z+b)2 , A ∈ C, k ∈ N, j > 0 (i.e. there are no terms with j = 0). In what
follows P0(y, δ) = 1 by definition.
Throughtout we will use the following elementary fact: If l is a nonnegative integer and P (z) is
a polynomial of degree ≥ 1 with complex coefficients with leading coefficient having positive real
part, then
∑∞
k=1 k
le−P (k) is absolutely convergent and
∑
k∈Z k
le−P (k) is absolutely convergent if
P is of even degree.
Proof of Lemma 5.5 Let η0 be as in (88) and let η ∈]0, η0] and λ ∈ Λ be arbitrary but
fixed in the following. Write Csd(m), f(z;m) and zst(m) for Csd(m,λ), f(z;m,λ) and zst(m,λ)
respectively, m ∈ Z. By (136) we have∣∣∣∣∣
∫
Csd(m)
f(z;m)dz
∣∣∣∣∣ ≤ Ce−πδz2st(m)ea0|zst(m)|
(
exp
(
a2+
4r|A|
)
+ exp
(
a2−
4r|A|
))
for all δ > 0, where C and a0 are positive constants independent ofm, and a± = πδ
√
2zst(m)±a0.
We have
e−πδz
2
st(m) exp
(
a2±
4r|A|
)
= e−πδdz
2
st(m) exp
(
1
4r|A| (a
2
0 ± 2
√
2πδa0zst(m))
)
,
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where d = 1− πδ2r|A| . By this and (82) we get∑
m∈Z
∣∣∣∣∣
∫
Csd(m)
f(z;m)dz
∣∣∣∣∣ ≤ C ′ ∑
µ=±1
eµa
∑
m∈Z
e
πa0
|A| |m|e(b+µc)m exp
(
−π
3δ
A2
dm2
)
,
where C ′, a, b and c are constants independent of m. If we choose δ ∈]0, 2r|A|/π[ we have d > 0
and ∑
m∈Z
∣∣∣∣∣
∫
Csd(m)
f(z;m)dz
∣∣∣∣∣ <∞.
Next let us consider the sum Σ2. Let w = z − l. Then f(z;m) = β(l)φ(w; l,m), where β(l) and
φ are given by (97). Since A and B are assumed to be real we get
|Σ2| ≤
∑
m∈Z
∑
l∈Z
m+ B
2π
+A
π
l> |A|
π
η
|Resz=iη {φ(w; l,m)}| .
Write φ(w; l,m) = F (w;l,m)
sink(π(w−iη)) , where F (w; l,m) = e
−πδ(w+l)2q(w + l)eir(Aw
2+2π(m+ B2π+
A
π
l)w).
For |w − iη| < 1 we have 1
sink(π(w−iη)) =
∑∞
j=−k cj(w − iη)j , where the cj’s are independent of l
and m. Moreover, F (w; l,m) =
∑∞
j=0 aj(w − iη)j for w ∈ C. Thus
Resw=iη {φ(w; l,m)} =
k−1∑
j=0
ajc−1−j .
We have aj =
1
j!
djF (w;l,m)
dwj
, and thus by Leibnitz’ formula and (137)
aj =
1
j!
∑
k1,k2,k3,k4≥0
k1+k2+k3+k4=j
j!
k1!k2!k3!k4!
dk1e−πδ(w+l)2
dwk1
∣∣∣∣∣
w=iη
× d
k2e2πir(m+
B
2π
+A
π
l)w
dwk2
∣∣∣∣∣
w=iη
dk3q(w + l)
dwk3
∣∣∣∣∣
w=iη
dk4eirAw
2
dwk4
∣∣∣∣∣
w=iη
=
∑
k1,k2,k3,k4≥0
k1+k2+k3+k4=j
Mk4(η)
k1!k2!k3!k4!
e−irAη
2
Pk1(iη + l, δ)e
−πδ(iη+l)2
×
(
2πir
(
m+
B
2π
+
A
π
l
))k2
e−2πr(m+
B
2π
+A
π
l)η d
k3q(w + l)
dwk3
∣∣∣∣∣
w=iη
,
where Pm(iη + l, δ), m ∈ {0, 1, 2, . . .}, is a polynomial in l for fixed η > 0 and δ > 0 by (137),
and Mk4(η) is a constant independent of m and l. We therefore get
|Σ2| ≤
k−1∑
j=0
|c−1−j |
∑
k1,k2,k3,k4≥0
k1+k2+k3+k4=j
|Mk4(η)|
k1!k2!k3!k4!
∑
m∈Z
∑
l∈Z
m+ B
2π
+A
π
l>
|A|
π
η
|Pk1(iη + l, δ)|
×
∣∣∣q(k3)(iη + l)∣∣∣ e−πδ(l2−η2)(2πr(m+ B
2π
+
A
π
l
))k2
e−2πr(m+
B
2π
+A
π
l)η.
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By (80) and (81) we have
∣∣q(k3)(iη + l)∣∣ ≤ bk3eak3 (η+mq), and for l ∈ Z fixed we have that∑
m∈Z
m+ B
2π
+A
π
l>
|A|
π
η
(
2πr
(
m+
B
2π
+
A
π
l
))k2
e−2πr(m+
B
2π
+A
π
l)η =
∑
m′∈Z+ B2π+Aπ l
m′> |A|
π
η
(2πrm′)k2e−2πrm
′η.
is bounded from above by
βk2(η) = max
x∈[0,∞[
f(x) +
∫ ∞
0
f(x)dx =
(
k2
η
)k2
e−k2 +
k2!
2πrηk2+1
,
where f(x) = (2πrx)k2e−2πrηx. But then
|Σ2| ≤
k−1∑
j=0
|c−1−j |
∑
k1,k2,k3,k4≥0
k1+k2+k3+k4=j
|Mk4(η)|βk2(η)bk3
k1!k2!k3!k4!
eak3 (η+mq)
×
∑
l∈Z
|Pk1(iη + l, δ)|e−πδ(l
2−η2),
where the right-hand side is convergent. 
Proof of Lemma 5.6 Let λ ∈ Λ, l ∈ Z, η ∈]0, 1[, and δ > 0 be fixed in the following and
let F(y) = F(y; l, λ, δ, η) and let C(ρ) = C(λ, ρ) for all ρ ∈ R. To show the first identity in
Lemma 5.6, first note that∫
C(η)
F−(y)dy =
1
2
(∫
C(η)
F−(y)dy −
∫
C(−η)
F−(y)dy
)
= πiResy=0F
−(y) = πiResy=0F(y), (138)
where we in the last equality use that F+(y) has zero residue in y = 0 as an even function. The
first equality simply follows by the fact that
∫
C(−ρ) f(−y)dy =
∫
C(ρ) f(y)dy for all ρ > 0 and
every complex function such that
∫
C(ρ) f(y)dy exists. By this we have
−1
2
∫
C(−η)
F−(y)dy =
1
4
(∫
C(−η)
F(−y)dy −
∫
C(−η)
F(y)dy
)
=
1
4
(∫
C(η)
F(y)dy −
∫
C(η)
F(−y)dy
)
=
1
2
∫
C(η)
F−(y)dy.
The second equality in (138) follows by the residue theorem and the following estimation (since
y = 0 is the only pole for F−(y) between the contours C(−η) and C(η) since η ∈]0, 1[): Let
τR(t) = iR + t, t ∈ [a, b], R ∈ R, where a = sign(A)R − η and b = sign(A)R + η (so τR(t) is a
contour parallel with the real axes and connecting C(−η) and C(η)). Since∫
τR
F(−y)dy =
∫
τ−R
F(y)dy
we only have to show that | ∫τR F(y)dy| converges to zero as |R| converges to infinity. By (132)
one finds | sin(πτR(t))| ≥ 14eπ|R| for |R| sufficiently large. By this and (80) we therefore get∣∣∣∣∫
τR
F(y)dy
∣∣∣∣ ≤ b04ke−πk|R|ea0(|R|+l+η) ∫ b
a
∣∣∣e−πδ(iR+t+l+iη)2 ∣∣∣ e−2rA(R+η)tdt
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for |R| sufficiently large. Now, for |R| large, a and b have the same sign and
sup
t∈[a,b]
e−2rA(R+η)t ≤ e−2rA(R+η)a + e−2rA(R+η)b ≤ 2e−2r|A|R2e2r|A||R|ηe2r|A|η2
so ∣∣∣∣∫
τR
F(y)dy
∣∣∣∣ ≤ 2b04ke−πk|R|ea0(|R|+l+η)e−2r|A|R2
× exp(2r|A||R|η) exp(2r|A|η2)
∫ b
a
∣∣∣e−πδ(iR+t+l+iη)2 ∣∣∣dt.
Here
∫ b
a
∣∣∣e−πδ(iR+t+l+iη)2 ∣∣∣dt ≤ eπδ(R+η)2 ∫∞−∞ e−πδt2dt = 1√δeπδ(R+η)2 so∣∣∣∣∫
τR
F(y)dy
∣∣∣∣ ≤ ced|R|e−(2r|A|−πδ)R2 ,
where c and d are constants independent of R, so the right-hand side converges to zero as |R|
converges to infinity if δ ∈]0, 2r|A|/π[.
The last claim about the absolute convergency is proved by the same technique as used in the
proof of the absolute convergency of Σ2 in Lemma 5.5. However, the proof is shorter here since
we only have a single sum to consider. 
7.3. Appendix C. Proofs of Lemma 5.8 and Proposition 5.9.
Proof of Lemma 5.8 We will follow the same strategy as in the last part of the proof of
Lemma 5.5. In particular we let cj , j = −k,−k + 1, . . . be as in that proof. Let
τ(z) = cot(πrz)
∑
ν∈Γ(l)
Kl(z; ν)e
−2πirV z,
θ(z) =
∑
ν∈Γ(l)
∑
m∈Z
0≤m≤|V |
Kl(z; ν)e
2πirsign(V )(m−|V |)z).
By (111), τ is analytic in a neighborhood of z = 0, in fact on D(0, 1/r). For η ∈]0, 1/r[ we have
e−πδ(z+l)
2
τ(z) =
∞∑
j=0
aj(l, η)(z − iη)j ,
e−πδ(z+l)
2
θ(z) =
∞∑
j=0
bj(l, η)(z − iη)j
for z in a neighborhood of iη. We thus have∣∣∣∣Resz=iη {e−πδ(z+l)2 τ(z)sink(π(z − iη))
}∣∣∣∣ ≤ k−1∑
j=0
|c−1−j ||aj(l, η)|
≤
k−1∑
j=0
|c−1−j | 1
j!
j∑
n=0
(
j
n
)
|Pn(l + iη, δ)| e−πδ(l2−η2)
∣∣∣∣∣∣
(
d
dz
)j−n
τ(z)
∣∣∣∣∣
z=iη
∣∣∣∣∣∣
and ∣∣∣∣Resz=iη {e−πδ(z+l)2 θ(z)sink(π(z − iη))
}∣∣∣∣ ≤ k−1∑
j=0
|c−1−j ||bj(l, η)|
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≤
k−1∑
j=0
|c−1−j | 1
j!
j∑
n=0
(
j
n
)
|Pn(l + iη, δ)| e−πδ(l2−η2)
∣∣∣∣∣∣
(
d
dz
)j−n
θ(z)
∣∣∣∣∣
z=iη
∣∣∣∣∣∣ .
Now let η2 ∈]0, 1/r[ be fixed and observe that Aj = supl∈Z,η∈[0,η2]
∣∣∣∣( ddz )j τ(z)∣∣∣z=iη
∣∣∣∣ and Bj =
supl∈Z,η∈[0,η2]
∣∣∣∣( ddz)j θ(z)∣∣∣z=iη
∣∣∣∣ are both finite since both τ and θ are periodic in l with a period
of L by the assumptions on Γ(l) and Kl. By the above we get
|Z l(δ, η)| ≤ πeπδη22
k−1∑
j=0
|c−1−j | 1
j!
j∑
n=0
(
j
n
)
(Aj−n + 2Bj−n)e−πδl
2 |Pn(l + iη, δ)| .
By using the explicit expression for the polynomials Pn, see (137), we can now appeal to Weier-
strass’ test for uniform convergence. Note finally that
lim
η→0+
Resz=iη
{
e−πδ(z+l)
2 τ(z)
sink(π(z − iη))
}
=
k−1∑
j=0
c−1−j lim
η→0+
aj(l, η)
=
k−1∑
j=0
c−1−jaj(l, 0) = Resz=0
{
e−πδ(z+l)
2 τ(z)
sink(πz)
}
since aj(l, η) =
1
j!
(
d
dz
)j
e−πδ(z+l)2τ(z)
∣∣∣
z=0
, and similarly with the other residue term in Z l(δ, η).

For the proof of Proposition 5.9 we need the following small lemma which we state for the sake
of easy reference.
Lemma 7.2. Let P (z) = Az2 + Bz + C be a polynomial with complex coefficients such that
Re(A) > 0. Then
lim
δ→0+
√
δ
∑
k∈Z
|kδ|le−δP (k) = 0
for all l ∈ {1, 2, . . .} and
lim
δ→0+
√
δ
∑
k∈Z
δe−δP (k) = 0.
The first statement follows by comparing the sums by integrals of the form
∫∞
0 x
le−δa(x+d)2dx.
The second statement is a simple corollary of the periodicity lemma, Lemma 7.1.
Proof of Proposition 5.9 Let us use the notation from the proof of Lemma 5.8. Thus we
have Zpolar(r) = r limδ→0+
√
δ
∑
l∈Z Z
l(δ), where
Z l(δ) = 2πie−πδl
2
k−1∑
j=0
c−1−j
1
j!
j∑
n=0
(
j
n
)
Pn(l, δ)
(
d
dz
)j−n( i
2
τ(z) + θ(z)
)∣∣∣∣∣
z=0
.
For j ∈ {0, 1, . . . , k − 1} and n ∈ {0, 1, . . . , j} we let
C(j, n, δ) = 2πic−1−j
1
j!
(
j
n
)∑
l∈Z
Pn(l, δ)e
−πδl2
(
d
dz
)j−n( i
2
τ(z) + θ(z)
)∣∣∣∣∣
z=0
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Then
|C(j, n, δ)| ≤ 2π|c−1−j | 1
j!
(
j
n
)(
1
2
Aj +Bj
)∑
l∈Z
|Pn(l, δ)|e−πδl2 .
By Lemma 7.2 and (137) we therefore get
Zpolar(r) = r lim
δ→0+
√
δ
k−1∑
j=0
j∑
n=0
C(j, n, δ) = r lim
δ→0+
√
δ
k−1∑
j=0
C(j, 0, δ)
= 2πir lim
δ→0+
√
δ
∑
l∈Z
e−πδl
2
k−1∑
j=0
c−1−j
1
j!
(
d
dz
)j ( i
2
τ(z) + θ(z)
)∣∣∣∣∣
z=0
=
2πir
L
L−1∑
l=0
k−1∑
j=0
c−1−j
1
j!
(
d
dz
)j ( i
2
τ(z) + θ(z)
)∣∣∣∣∣
z=0
,
where the last identity follows by Lemma 7.1 and the fact that τ and θ are periodic in l with a
period of L. 
7.4. Appendix D. Proofs of Lemma 5.11, Lemma 5.13 and Proposition 5.14.
Proof of Lemma 5.11 By following the first part of the proof of Lemma 5.4 leading to (136)
and by the remarks before the proof of Lemma 5.4 we find that∣∣∣∣∣
∫
Csd(m,λ)
f(z;m,λ)dz
∣∣∣∣∣ ≤ b0Mk
√
π
r|A|e
−πδz2st(m,λ)ea0|zst(m,λ)|
×
(
exp
(
a2+(m,λ)
4r|A|
)
+ exp
(
a2−(m,λ)
4r|A|
))
for all η ∈ [0, η1] and all (m,λ) ∈W . Here a0 and b0 are the constants from (80) and a±(m,λ) =
πδ
√
2zst(m,λ) ± a0. By following the first part of the proof of Lemma 5.5 we find that∑
(m,λ)∈W
|g(λ)|√|A| e−πδz2st(m,λ)ea0|zst(m,λ)|
(
exp
(
a2+(m,λ)
4r|A|
)
+ exp
(
a2−(m,λ)
4r|A|
))
is convergent for δ ∈]0, 2rA0/π[, where A0 is given by (94). 
Proof of Lemma 5.13 Keep N ∈ Z≥0 fixed in the following. For λ ∈ Λ, let Wλ = {m ∈
Z | (m,λ) ∈ W}. We write zst for zst(m,λ). Let us start by showing that Zint,1(N ; δ) and
Σ1(N ; δ) are absolutely convergent. By Cauchy’s integral formula for the derivatives we have
aj(δ) =
1
j!
κ(j)(zst; δ) =
1
2πi
∫
|z−zst|=3ρ
κ(z; δ)
(z − zst)j+1dz.
Let L(ρ, δ) = sup|z−zst|=3ρ |κ(z; δ)|. Then
|aj(δ)| ≤ (3ρ)−jL(ρ, δ). (139)
By (91) and (121) we get L(ρ, δ) ≤ Cρ sup|z|=3ρ
∣∣∣e−πδ(z+zst)2 sin−k(π(z + zst))∣∣∣. Since zst ∈ R we
get by (132) that
| sin(π(z + zst))| = 1
2
√
e2πIm(z) + e−2πIm(z) − 2 cos(2π(zst +Re(z)))
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≥ 1√
2
√
1− cos(2π(zst +Re(z))).
By our choice of ρ we have that zst(m,λ) +Re(z) /∈ Z+ [−ρ, ρ] for all (m,λ) ∈W and all z ∈ C
with |z| = 3ρ, so | sin(π(z + zst(m,λ)))| ≥Mρ :=
√
1− cos(2πρ) > 0 for all (m,λ) ∈ W and all
z ∈ C with |z| = 3ρ. Therefore L(ρ, δ) ≤ CρM−kρ sup|z|=3ρ
∣∣∣e−πδ(z+zst)2∣∣∣. Now use that
sup
|z|=3ρ
∣∣∣e−πδ(z+zst)2∣∣∣ = e−πδz2st sup
|z|=3ρ
∣∣∣e−πδ(z2+2zstz)∣∣∣
≤ e−πδz2st
(
sup
|z|=3ρ
e−πδRe(z
2)
)(
sup
|z|=3ρ
e−2πδzstRe(z)
)
= e−πδz
2
ste9πδρ
2
e6πδ|zst|ρ.
Letting C ′ρ = CρM−kρ e9πδρ
2
and d = 6πρ we see that
L(ρ, δ) ≤ C ′ρedδ|zst |e−πδz
2
st . (140)
By (139) and (140) we therefore get∑
m∈Wλ
∑
0≤j≤N
j∈2Z
∣∣∣∣∣aj(δ)
(
i
rA
) j+1
2
Γ
(
j + 1
2
)∣∣∣∣∣ ≤ C(0)N Σ(λ; δ),
∑
m∈Wλ
∑
0≤j≤N
j∈2Z
∣∣∣∣∣aj(δ)
(
i
rA
) j+1
2
Γ
(
j + 1
2
, 4|A|ρ2r
)∣∣∣∣∣ ≤ C(1)N Σ(λ; δ),
where
Σ(λ; δ) =
∑
m∈Z
e−πδzst(m)
2
(
edδzst(m) + e−dδzst(m)
)
(141)
with zst(m) = zst(m,λ), and where
C
(0)
N = C
′
ρ
∑
0≤j≤N
j∈2Z
(rA0)
− j+1
2 (3ρ)−jΓ
(
j + 1
2
)
,
C
(1)
N = C
(1)
N (r) = C
′
ρ
∑
0≤j≤N
j∈2Z
(rA0)
− j+1
2 (3ρ)−jΓ
(
j + 1
2
, 4A0ρ
2r
)
(142)
are independent of λ. Since zst is a real affine expression in m for λ ∈ Λ fixed, the sum Σ(λ; δ)
is convergent for all δ > 0.
Next we show that Σ2ν(N ; δ) are absolutely convergent. By (122) and (123) we have
RN (z; δ) =
∞∑
j=N+1
aj(δ)(z − zst)j
for z ∈ D(zst, 4ρ). By (139) we have for |z − zst| ≤ 2ρ that
|RN (z; δ)| ≤ 3L(ρ, δ)
( |z − zst|
3ρ
)N+1
.
Therefore
|Eν(N ; δ)| ≤
∫ 2ρ
0
|RN (γ ((−1)ν t) ; δ)| exp
(−r|A|t2) dt
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≤ 3L(ρ, δ)(3ρ)−N−1
∫ ∞
0
tN+1 exp
(−r|A|t2) dt
=
3
2
Γ
(
N + 2
2
)
(3ρ)−N−1(r|A|)−(N+2)/2L(ρ, δ).
Note that this estimate is independent of ν ∈ {0, 1} and that the only quantity depending on m
is L(ρ, δ). Therefore we have for ν ∈ {0, 1} that∑
m∈Wλ
|Eν(N ; δ)| ≤ C ′Nr−(N+2)/2
∑
m∈Wλ
L(ρ, δ),
where C ′N =
1
2A
(N+2)/2
0
(3ρ)−N−1Γ
(
N+2
2
)
. By (140) we therefore get∑
m∈Wλ
|Eν(N ; δ)| ≤ C(2)N r−(N+2)/2Σ(λ; δ) (143)
for ν ∈ {0, 1}, where Σ(λ; δ) is the convergent sum in (141) and
C
(2)
N = C
′
ρC
′
N =
Cρ
2MkρA
(N+2)/2
0
e9πδρ
2
(3ρ)−N−1Γ
(
N + 2
2
)
. (144)
Note that the right-hand side of (143) is independent of ν and C
(2)
N is independent of λ.
Let us finally consider the sums Σ3ν . We begin by estimating the integrals
Jν(δ) =
∫ ∞
2ρ
ψ ((−1)νt; δ) exp (−r|A|t2) dt.
By the remarks above the proof of Lemma 5.4 we have
|ψ(t; δ)| ≤ 1
Mk
∣∣∣e−πδγ(t)2q(γ(t))∣∣∣ = 1
Mk
e−πδz
2
ste−
√
2πδzstt|q(γ(t))|.
By our periodicity assumptions on q and zst we have
q(z + zst(m+mqH,λ);λ) = q(z + zst(m,λ);λ)
for all (m,λ) ∈ Z× Λ and all z ∈ C. Combining this with (80) we get
|q (γ ((−1)νt))| ≤ b0ea0Kea0|t|
for all (m,λ) ∈ Z× Λ and t ∈ R, where
K = max { |zst(m,λ)| | m = 0, 1, . . . ,mqH − 1, λ ∈ Λ } .
We therefore have the estimate
|Jν(δ)| ≤ K1e−πδz2st
∫ ∞
2ρ
e(a0−(−1)
ν
√
2πδzst)te−r|A|t
2
dt,
where K1 =
b0
Mk
ea0K . Here e−(−1)ν
√
2πδzstt = e
(−1)νπ B√
2A
δt
e
(−1)ν π2√
2A
δmt
. Choose rλ ∈ Z≥2 such
that ea0t ≤ e 12 r|A|t2 for all t ≥ 2ρ and all r ≥ rλ, and choose δλ > 0 such that e(−1)
νπ B√
2A
δt ≤
e
1
4
r|A|t2 for all t ≥ 2ρ, r ≥ rλ and δ ∈]0, δλ]. Then
|Jν(δ)| ≤ K1e−πδz2st
∫ ∞
2ρ
ecδ|m|te−at
2
dt
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for r ≥ rλ and δ ∈]0, δλ], where cδ = π2√2|A|δ and a =
1
4r|A|. Now use that ecδ|m|t ≤ e
a
2
t2 if and
only if 2cδ |m|/a ≤ t. If 2ρ ≥ 2cδ |m|/a we therefore get∫ ∞
2ρ
ecδ|m|te−at
2
dt ≤
∫ ∞
2ρ
e−
a
2
t2dt =
√
2
|A|r
−1/2Γ
(
1
2
,
|A|ρ2
2
r
)
.
For 2ρ < 2cδ |m|/a we have∫ ∞
2ρ
ecδ|m|te−at
2
dt ≤
∫ 2cδ|m|/a
2ρ
ecδ|m|te−at
2
dt+
∫ ∞
2cδ|m|/a
e−
a
2
t2dt.
Here ∫ ∞
2cδ|m|/a
e−
a
2
t2dt ≤
∫ ∞
2ρ
e−
a
2
t2dt =
√
2
|A|r
−1/2Γ
(
1
2
,
|A|ρ2
2
r
)
,
and ∫ 2cδ|m|/a
2ρ
ecδ|m|te−at
2
dt ≤ e−4aρ2
∫ 2cδ|m|/a
2ρ
ecδ|m|tdt
≤ e−r|A|ρ2
∫ 2cδ|m|/a
0
ecδ|m|tdt ≤ 2cδ |m|
a
e
2
a
c2δm
2
e−r|A|ρ
2
.
We therefore get∑
m∈Wλ
|Jν(δ)| ≤ K1
∑
m∈Wλ
e−πδz
2
st
(√
2
r|A|Γ
(
1
2
,
|A|ρ2
2
r
)
+
2cδ|m|
a
e
2
a
c2δm
2
e−r|A|ρ
2
)
for r ≥ rλ and δ ∈]0, δλ]. Here
2cδ|m|
a
e
2
a
c2δm
2
e−πδz
2
st =
8π2√
2A2
e−πδ(
B
2A)
2 1
r
δ|m|e−πδ(
π
A)
2
(
1− 4π
r|A|δ
)
m2
e−δ(
π
A)
2
Bm.
Finally choose δλ > 0 so small that
4π
rAδ ≤ 12 for all r ∈ Z≥2 and all δ ∈]0, δλ]. Then∑
m∈Z
2cδ |m|
a
e
2
a
c2δm
2
e−πδz
2
st ≤ K2 1
r
∑
m∈Z
δ|m|e−δP (m;λ),
where K2 =
8π2√
2A20
and P (m;λ) = π
3
2A2m
2 +
(
π
A
)2
Bm. We therefore get that
∑
m∈Wλ |Jν(δ)| ≤
A3(λ; δ) for ν ∈ {0, 1}, r ≥ rλ and δ ∈]0, δλ], where
A3(λ; δ) = K1
(√
2
A0r
Γ
(
1
2
,
A0ρ
2
2
r
)∑
m∈Z
e−πδz
2
st +
K2
r
e−rA0ρ
2
∑
m∈Z
δ|m|e−δP (m;λ)
)
(145)
is convergent. Finally put r0 = max{ rλ | λ ∈ Λ } and δ0 = min{ δλ | λ ∈ Λ }. 
Proof of Proposition 5.14 The idea of the proof is to use the periodicity lemma, Lemma 7.1.
To this end we have to show that the summand in the infinite sum over m is periodic in m (for
each fixed λ ∈ Λ). Keep λ ∈ Λ fixed. First note that
irAzst(m)
2 = πir
P
H
m2 +Bir
P
H
m+ c,
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where c is a constant independent of m. By (89) is follows that exp
(−irAzst(m)2) is periodic
in m, lets say with a period of Nλ. By (122) and (137) we get
aj(δ) =
1
j!
d(j)κ(z; δ)
dzj
∣∣∣∣∣
z=zst
=
1
j!
j∑
n=0
(
j
n
)
Pn(zst, δ)e
−πδz2st d
(j−n)h(z)
dzj−n
∣∣∣∣∣
z=zst
,
where h(z) = h(z;λ) = q(z;λ)/ sink(πz). Put
Cj,n,λ(δ) =
∑
m∈Z
zst∈R\Z
g(λ) exp
(−irAz2st)Pn(zst, δ)e−πδz2st d(j−n)h(z)dzj−n
∣∣∣∣∣
z=zst
.
By (81) h is periodic in z with a period of 2mq, so the derivatives of h in zst are periodic in m
with a period of 2mqH. We conclude that the functions m 7→ Gj(m,λ), j ∈ Z≥0, in (124) are
periodic with a period of 2mqHNλ. Moreover, there exists for each λ ∈ Λ a constant KN (λ)
such that
sup
m∈Z
∣∣∣∣∣∣ d
(n)h(z;λ)
dzn
∣∣∣∣∣
z=zst(λ,m)
∣∣∣∣∣∣ ≤ KN (λ)
for all n = 0, 1, . . . , N . But then limδ→0+
√
δ|Cj,n,λ(δ)| = 0 since
lim
δ→0+
√
δ
∑
m∈Z
|Pn(zst, δ)|e−πδz2st = 0
for all j and n with 1 ≤ n ≤ j ≤ N by Lemma 7.2. Note here that∑
m∈Z
|Pn(zst, δ)|e−πδz2st ≤
n∑
s=0
(
π
|A|
)s ∑
m∈Z
|ans (δ)|δs
∣∣∣∣m+ B2π
∣∣∣∣s e−δP (m),
where the ans (δ) are described below (137) and P (m) = πzst(m)
2 = π
(
π
Am+
B
2A
)2
. Thus
r lim
δ→0+
√
δZint,1(N ; δ) = r
∑
0≤j≤N
j∈2Z
1
j!
Γ
(
j + 1
2
)(
i
r
) j+1
2 ∑
λ∈Λ
A−
j+1
2 g(λ)
× lim
δ→0+
√
δ
∑
m∈Z
zst∈R\Z
e−πδz
2
stGj(m,λ)
by Lemma 5.13. The identity (125) now follows by the periodicity lemma and the fact that
Γ(m+ 1/2)/(2m)! =
√
π/(4mm!).
Let us next show the result about the remainder term R1(N ; δ). We stress again that we
do not show that limδ→0+
√
δR1(N ; δ) exists, see the discussion below (105). By the proof of
Lemma 5.13 we can let
ε1(N,λ; δ) =
(
C
(1)
N + 2C
(2)
N r
−N+2
2
)
Σ(λ; δ) + 2A3(λ; δ),
where Σ(λ; δ) is given by (141), A3(λ; δ) is given by (145) and C
(1)
N and C
(2)
N are given by
respectively (142) and (144). We note that C
(1)
N and C
(2)
N are continuous in δ on [0, δ0]. Moreover,
since the polynomial zst(m) in m has (π/A)
2 as leading coefficient, we get immediately from
Lemma 7.1 that
lim
δ→0+
√
δΣ(λ; δ) =
A
π
.
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By (145), Lemma 7.1 and Lemma 7.2 we get
lim
δ→0+
√
δA3(λ; δ) =
K1A
π
√
2
A0r
Γ
(
1
2
,
A0ρ
2
2
r
)
.
We note that C
(2)
N is independent of r. For α and u0 positive we have the following estimate
Γ(α, u0) =
∫ ∞
u0
uα−1e−udu ≤ e−u02
∫ ∞
0
uα−1e−
u
2 du = 2αΓ(α)e−
u0
2
finalizing the proof. 
7.5. Appendix E. Proofs of Lemma 5.16 and Proposition 5.17.
Proof of Lemma 5.16 For the following proof, recall that β(l) = β(l, λ) has norm 1 for all
(l, λ) ∈ Z× Λ, see (97). We parametrize Cη by Cη(t) = e iπ4 sign(A)t− iη, t ∈ R. Let
C˜η(t) = e
−πi
4
sign(A)Cη(t) = t− 1√
2
sign(A)η − i√
2
η,
t ∈ R, and get
I(N ; l, δ, η) =
N∑
ν=0
ν−k∈2Z
dν(l, δ, η)
(
e
iπ
4
sign(A)
)ν−k+1 ∫
C˜η
(z2)
ν−k
2 e−r|A|z
2
dz.
For s ∈ C and z ∈ C we let zs = exp(s log(z)), where log(reiθ) = log(r) + iθ, r > 0, θ ∈ [0, 2π[,
with log(r) ∈ R being the usual (principal) logarithm of a positive real number. In particular,
rs > 0 for r ∈]0,∞[ and s ∈ Z. Let us also in the following text reserve the symbol √· for
the continuous square root on C\]−∞, 0], being positive on the positive real axes. Using these
conventions we have∫
C˜η
(z2)
ν−k
2 e−r|A|z
2
dz = −1
2
(
1
r|A|
) ν−k
2 1√
r|A|
∫
χη
z
ν−k
2
− 1
2 e−zdz,
where χη(t) = r|A|C˜η(t)2 is shown on Figure 1.
We have the following integral representation for the gamma function due to Hankel valid for
all s ∈ C \ Z:
Γ(s+ 1) =
e−iπs
2i sin(πs)
∫ (0+)
∞
zse−zdz.
Here the symbol
∫ (0+)
∞ means that we integrate along a contour which originates at +∞, runs
in toward the origin just above the real axis, circles the origin once counterclockwise, and then
returns to +∞ just below the real axes, see the contour Γ on Figure 2.
We have
Γ(s+ 1) =
e−iπs
2i sin(πs)
∫
χη
zse−zdz
for all s ∈ R \ Z and all fixed η > 0. To see this, note that the integrand is holomorphic on
C \ [0,∞[. By Cauchy’s theorem we therefore only have to show that ∫ς±R zse−zdz converges to
zero as R converges to infinite, where ς±R (t) = R+ it, t ∈ [0, t±η (R)], R > 0, and
t±η (R) =
1√
2
(
ηsign(A)±
√
η2 +
2R
r|A|
)
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χη−
r|A|η2
2
Figure 1.
Γ
Figure 2. Contour of integration for representation of the gamma function.
are the two t–values for which the line R+ it intersects the contour χη. But this follows by the
estmate ∣∣∣∣∣
∫
ς±R
zse−zdz
∣∣∣∣∣ ≤ e−R
∣∣∣∣∣
∫ t±η (R)
0
|R+ it|sdt
∣∣∣∣∣ ≤ ∣∣t±η (R)∣∣ (Rs + (R+ |t±η (R)|)s) e−R.
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Therefore
I(N ; l, δ, η) =
e
iπ
4
sign(A)√
r|A|
N∑
ν=0
ν−k∈2Z
dν(l, δ, η)
(
i
rA
) ν−k
2
Γ
(
ν − k + 1
2
)
. (146)
To show that Zint,2(N ; δ, η) is absolutely convergent it is enough to show that
∑
l∈Z |dν(l, δ, η)|
is convergent for all ν ∈ Z≥0 and all λ ∈ Λ (where λ is suppressed from the notation). By (126)
and (137) we have
dν(l, δ, η) =
1
πk
ν∑
j=0
1
j!(ν − j)!Pj(iη + l, δ)e
−πδ(iη+l)2∂(ν−j)y hη(y)|y=0, (147)
where hη(y) = q(y + iη + l)e
−2rAηy
(
πy
sin(πy)
)k
. Let η3 > 0. By the periodicity assumption on q
(and continuity) we have that
Mν(η3) := max
{ ∣∣∣∂(j)y hη(y)|y=0∣∣∣ : j ∈ {0, 1, . . . , ν}, λ ∈ Λ, l ∈ Z, η ∈ [0, η3]}
is finite for ν ∈ Z≥0. Using notation from (137) we therefore get
|dν(l, δ, η)| ≤ Mν(η3)
πk
eπδη
2
3
ν∑
j=0
1
j!(ν − j)!
j∑
n=0
|ajn(δ)|(δ(η3 + |l|))ne−πδl
2
, (148)
where the ajn(δ)’s are polynomials in δ independent of l. It follows that
∑
l∈Z |dν(l, δ, η)| is
convergent. In fact, we see that this series is uniformly convergent w.r.t. η on [0, η3].
Let us next show that Σ5(N ; δ, η) is absolutely convergent. To this end we consider the series∑
l∈Z |J2(N ; l, δ, η)| for λ ∈ Λ arbitrary but fixed. Here
|J2(N ; l, δ, η)| ≤
N∑
ν=0
ν−k∈2Z
|dν(l, δ, η)|
∫
|t|≥ 1
2
|Cη(t)|ν−k
∣∣∣eirACη(t)2 ∣∣∣dt.
We have
∣∣∣eirACη(t)2 ∣∣∣ = e−r|A|t2e√2r|A|ηt. Moreover, |Cη(t)| ≤ |t|+ η and |Cη(t)| ≥ |t|/√2, so
|J2(N ; l, δ, η)| ≤ (2
√
2)k
N∑
ν=0
ν−k∈2Z
2ν |dν(l, δ, η)|
∫
|t|≥ 1
2
|t|νe
√
2r|A|ηte−r|A|t
2
dt
for η ≤ 1/2. For t ≥ 2√2η we have exp (√2r|A|ηt) ≤ exp (12r|A|t2), so
|J2(N ; l, δ, η)| ≤ (2
√
2)k
N∑
ν=0
ν−k∈2Z
2ν |dν(l, δ, η)|
∫
|t|≥ 1
2
|t|νe− 12 r|A|t2dt
for η ∈]0, η′], where η′ = 1
4
√
2
. Therefore
|J2(N ; l, δ, η)| ≤ 1
4
(2
√
2)k
N∑
ν=0
ν−k∈2Z
(
8
r|A|
) ν
2
+1
|dν(l, δ, η)| Γ
(
ν + 1
2
,
1
8
|A|r
)
.
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This implies that
∑
l∈Z |J2(N ; l, δ, η)| ≤ A5(N,λ; δ, η), where
A5(N,λ; δ, η) =
1
4
(
2
√
2
)k N∑
ν=0
ν−k∈2Z
(
8
r|A|
) ν
2
+1
Γ
(
ν + 1
2
,
1
8
|A|r
)∑
l∈Z
|dν(l; δ, η)| . (149)
Thus Σ5(N ; δ, η) is absolutely convergent.
Next we show that Σ4(N ; δ, η) is absolutely convergent. It is enough to prove that the series∑
l∈Z |J1(N ; l, δ, η)| is convergent. Thus we have to estimate RN (y; l, δ, η) =
∑∞
ν=N+1
ν−k∈2Z
dν(l, δ, η)
for y = Cη(t), |t| ≤ 1/2. By (126) and Cauchy’s formula we have
dν(l, δ, η) =
1
πk
1
2πi
∫
|z|=ρ
Ψ(z; l, δ, η)
zν+1
dz
for ν ∈ Z≥0 and ρ ∈]0, 1[. Therefore |dν(l, δ, η)| ≤ π−kρ−νL(ρ, l, δ, η), where L(ρ, l, δ, η) =
max|z|=ρ |Ψ(z; l, δ, η)|. Let ν1 ∈ {N +1, N +2} such that ν1− k ∈ 2Z. Assume first that ν1 ≥ k.
Then
|RN (y; l, δ, η)| ≤ 1
πk
L(ρ, l, δ, η)
∞∑
ν=ν1
ν−k∈2Z
1
ρν
|y|ν−k ≤ 1
πk
L(ρ, l, δ, η)
1
ρν1
|y|ν1−k
∞∑
ν=0
( |y|
ρ
)ν
for ρ ∈]0, 1[ and |y| < ρ. Now let ρ = 3/4 and let L(l, δ, η) = L(3/4, l, δ, η). Then
|RN (y; l, δ, η)| ≤ 9
πk
(
4
3
)ν1
L(l, δ, η)|y|ν1−k
for |y| ≤ 2/3. For η ≤ 1/6 we have |Cη(t)| ≤ 2/3 for all t ∈ [−1/2, 1/2] so
|J1(N ; l, δ, η)| ≤ 18
πk
(
4
3
)ν1
exp
(
r|A|η√
2
)
L(l, δ, η)
∫ 1/2
0
(t+ η)ν1−ke−r|A|t
2
dt.
By (127) and the assumptions on q, see (80) and (81), we have
L(ρ, l, δ, η) ≤M1(ρ)kb0ea0(ρ+η+mq)e2r|A|ηρmax|z|=ρ
∣∣∣e−πδ(z+iη+l)2 ∣∣∣ ,
where M1(ρ) = max|z|=ρ |(πz)/ sin(πz)|. Here max|z|=ρ
∣∣∣e−πδ(z+iη+l)2 ∣∣∣ ≤ e−πδl2+2πδρ|l|eπδ(η+ρ)2
so
L(l, δ, η) = L(3/4, l, δ, η) = C(δ, η)e
3
2
|A|rη
(
e−
3
2
πδl + e
3
2
πδl
)
e−πδl
2
,
where C(δ, η) = M1(3/4)
kb0e
a0(3/4+η+mq)eπδ(η+3/4)
2
. Therefore
∑
l∈Z |J1(N ; l, δ, η)| is bounded
from above by
A04(N,λ; δ, η) := C1(λ; δ, η)
∫ ∞
0
(t+ η)ν1−ke−r|A|t
2
dt
∑
l∈Z
(
e−
3
2
πδl + e
3
2
πδl
)
e−πδl
2
, (150)
where
C1(λ; δ, η) =
18C(δ, η)
πk
(
4
3
)ν1
exp
((
3
2
+
1√
2
)
|A|rη
)
.
We note that A04(N,λ; δ, η) is convergent, hence Σ4(N ; δ, η) is absolutely convergent.
Assume next that ν1 < k and write
RN (y; l, δ, η) =
k−2∑
ν=ν1
ν−k∈2Z
dν(l, δ, η)y
ν−k +R(y; l, δ, η).
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Then J1(N ; l, δ, η) = I3(N ; l, δ, η) + J3(l, δ, η), where
I3(N ; l, δ, η) =
k−2∑
ν=ν1
ν−k∈2Z
dν(l, δ, η)
∫
C0η
yν−keirAy
2
dy,
J3(l, δ, η) =
∫
C0η
R(y; l, δ, η)eirAy
2
dy.
Let
Σ7(δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)J3(l, δ, η).
According to the above we have that
∑
l∈Z |J3(l, δ, η)| is bounded from above by an expression
equal to the right-hand side of (150) with ν1 replaced by k, i.e. by
A14(λ; δ, η) := C1(λ; δ, η))
∫ ∞
0
e−r|A|t
2
dt
∑
l∈Z
(
e−
3
2
πδl + e
3
2
πδl
)
e−πδl
2
, (151)
where C1(λ, δ, η) is as in (150) with ν1 replaced by k. The series A
1
4(δ, η) is convergent, hence
Σ7(δ, η) is absolutely convergent. We further partition I3(N ; l, δ, η) = I4(N ; l, δ, η)+J4(N ; l, δ, η)
with
I4(N ; l, δ, η) =
k−2∑
ν=ν1
ν−k∈2Z
dν(l, δ, η)
∫
Cη
yν−keirAy
2
dy,
J4(N ; l, δ, η) = −
k−2∑
ν=ν1
ν−k∈2Z
dν(l, δ, η)
∫
C∞η
yν−keirAy
2
dy.
Put
Σ8(N ; δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)I4(N ; l, δ, η),
Σ9(N ; δ, η) =
∑
λ∈Λ
g(λ)e−irAη
2
∑
l∈Iλ
β(l)J4(N ; l, δ, η).
As in the case Zint,2(N ; δ, η) we get that
∑
l∈Z |I4(N ; l, δ, η)| is bounded from above by
A24(N,λ; δ, η) :=
k−2∑
ν=ν1
ν−k∈2Z
(
1
r|A|
) ν−k+1
2
∣∣∣∣Γ(ν − k + 12
)∣∣∣∣∑
l∈Z
|dν(l, δ, η)| , (152)
thus Σ8(N ; δ, η) is absolutely convergent. Moreover, similar to the case Σ5(N ; δ, η) we get that∑
l∈Z |J4(N ; l, δ, η)| is bounded from above by
A34(N,λ; δ, η) :=
1
4
(2
√
2)k
k−2∑
ν=ν1
ν−k∈2Z
(
8
r|A|
) ν
2
+1
Γ
(
ν + 1
2
,
1
8
|A|r
)∑
l∈Z
|dν(l; δ, η)| (153)
showing that Σ9(N ; δ, η) is absolutely convergent.
Finally let us consider Σ6(δ, η). By (132) we have
|sin (πCη(t))| ≥ 1
2
√
e2vη(t) + e−2vη(t) − 2,
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where vη(t) = π
(
1√
2
sign(A)t− η
)
. Let η2 <
1
2
√
2
and let M2 = infη∈[0,η2],|t|≥ 12 |sin (πCη(t))| > 0.
Then ∑
l∈Z
|I∞(l, δ, η)| ≤ 1
Mk2
∑
l∈Z
∫
|t|≥ 1
2
f(t; l, δ, η)dt
for η ∈]0, η2] and δ > 0, where
f(t; l, δ, η) =
(
|G˜(Cη(t); l, δ, η)| + |G˜(−Cη(t); l, δ, η)|
) ∣∣∣eirACη(t)2 ∣∣∣ ,
where G˜(y; l, δ, η) = e−πδ(y+iη+l)2q(y + iη + l)e−2rAηy . By (80), (81) and the fact that |Cη(t)| ≤
|t|+ η we get
|q (±Cη(t) + iη + l)| ≤ b0ea0(2η+mq+|t|).
Moreover,
∣∣e−2rAηCη(t)∣∣ ≤ e√2r|A|ηt, and ∣∣∣eirACη(t)2 ∣∣∣ ≤ e−r|A|t2e√2r|A|η|t| so we have
f(t; l, δ, η) ≤ b0ea0(2η+mq )ea0|t|e2
√
2r|A|η|t|e−r|A|t
2
∑
µ∈{±1}
∣∣∣e−πδ(µCη(t)+iη+l)2∣∣∣ .
Here
∣∣∣e−πδ(−Cη(t)+iη+l)2∣∣∣ = g(t; l)e4πδη2e−2√2πδηsign(A)t and ∣∣∣e−πδ(Cη(t)+iη+l)2∣∣∣ = g(t; l), where
g(t; l) = e−πδl2e−
√
2πδlt so
f(t; l, δ, η) ≤ C2(δ, η)e−πδl2e
√
2πδ|l||t|eD(δ,η)|t|e2
√
2r|A|η|t| exp
(−r|A|t2) ,
where C2(δ, η) = b0e
a0(2η+mq)e4πδη
2
and D(δ, η) = a0 + 2
√
2πδη. Choose for each λ ∈ Λ a
rλ ∈ Z≥2 so
e(D(δ,η)+2
√
2r|A|η)t ≤ exp
(
1
2
r|A|t2
)
for all t ≥ 1/2, δ, η ∈ [0, 1/2] and r ≥ rλ. For δ ∈ [0, 1/2], η ∈ [0, η2], and r ≥ rλ we then get∫ ∞
1
2
e
√
2πδ|l|teD(δ,η)te2
√
2r|A|ηte−r|A|t
2
dt ≤
∫ ∞
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt.
We therefore have∑
l∈Z
|I∞(l, δ, η)| ≤ 2C2(δ, η)
Mk2
∑
l∈Z
e−πδl
2
∫ ∞
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt
for δ ∈ [0, 1/2], η ∈ [0, η2] and r ≥ rλ. For t > 0 we have that e
√
2πδ|l|t ≤ e r4 |A|t2 if and only if
t ≥ cδ|l|, where c = 4√2π/(r|A|). If cδ|l| ≤ 12 we therefore get∫ ∞
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt ≤
∫ ∞
1
2
e−
1
4
r|A|t2dt =
1√
r|A|
∫ ∞
r|A|
16
u
1
2
−1e−udu =
1√
r|A|Γ
(
1
2
,
1
16
r|A|
)
.
For 12 < cδ|l| we have∫ ∞
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt ≤
∫ cδ|l|
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt+
∫ ∞
cδ|l|
e−
1
4
r|A|t2dt.
Here
∫∞
cδ|l| e
− 1
4
r|A|t2dt ≤ ∫∞1
2
e−
1
4
r|A|t2dt = 1√
r|A|Γ
(
1
2 ,
1
16r|A|
)
and∫ cδ|l|
1
2
e
√
2πδ|l|te−
1
2
r|A|t2dt ≤ e− 116 r|A|
∫ cδ|l|
0
e
√
2πδ|l|tdt ≤ e− 116 r|A|cδ|l|e
√
2πδcδ2l2 .
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By putting everything together we get that
∑
l∈Z |I∞(l, δ, η)| is bounded from above by
2C2(δ, η)
Mk2
∑
l∈Z
e−πδl
2
(
1√
r|A|Γ
(
1
2
,
1
16
r|A|
)
+
4
√
2πe−
1
16
r|A|
r|A| δ|l|e
8πδ
r|A|πδl
2
)
for δ ∈]0, 1/2], η ∈]0, η2] and r ∈ Z≥rλ. By choosing δ0 ∈]0, 1/2] so small that 8πδ0A0 ≤ 12 we get∑
l∈Z |I∞(l, δ, η)| ≤ A6(λ; δ, η), where
A6(λ; δ, η) = C3(δ, η)
(
1√
r|A|Γ
(
1
2
,
1
16
|A|r
)∑
l∈Z
e−πδl
2
+ C4(r)
∑
l∈Z
δ|l|e− 12πδl2
)
(154)
for all η ∈ [0, η2], δ ∈]0, δ0] and r ∈ Z≥rλ. Here C3(δ, η) = 2C2(δ, η)/Mk2 is independent of r and
C4(r) =
4
√
2π
|A|r e
− 1
16
|A|r. Finally put r0 = maxλ∈Λ{rλ}. The claims about uniform convergence
immediately follows from the above. 
Proof of Proposition 5.17 By the remarks following Lemma 5.16 we have
Zint,2(N ; δ) =
1
πk
∑
λ∈Λ
g(λ)
e
iπ
4
sign(A)√
r|A| (D(N,λ; δ) + E(N,λ; δ)) ,
where
D(N,λ; δ) =
∑
l∈Iλ
β(l, λ)
N∑
ν=0
ν−k∈2Z
(
i
rA
) ν−k
2 Γ
(
ν−k+1
2
)
ν!
e−πδl
2
∂(ν)y h(y)|y=0,
E(N,λ; δ) =
∑
l∈Iλ
β(l, λ)
N∑
ν=0
ν−k∈2Z
(
i
rA
) ν−k
2
Γ
(
ν − k + 1
2
)
×
ν∑
j=1
1
j!(ν − j)!Pj(l, δ)e
−πδl2∂(ν−j)y h(y; l)|y=0,
where h(y; l) = h0(y) = q(y + l)
(
πy
sin(πy)
)k
. By Lemma 7.2 together with the remarks about the
polynomials Pj(l, δ) in connection to (137) we have
lim
δ→0+
√
δE(N,λ; δ) = 0.
By (81) the derivatives of y 7→ h(y; l) in y = 0 are periodic in l with a period of mq. Moreover,
the function β(l, λ) is periodic in l for each fixed λ with a period equal to the least common
multiplum of 2, P (λ) and b(λ), where P (λ) and b(λ) are as in Proposition 5.17. Finally we
observe that if l0 ∈ Iλ then l0 + P (λ)Z ⊆ Iλ. Thus (128) follows by Lemma 7.1.
Next let us estimate the remainder term R2(N ; δ). By the proof of Lemma 5.16 and the
remarks after that lemma we have
ǫ(N,λ; δ) ≤ A4(N,λ; δ) +A5(N,λ; δ) +A6(λ; δ),
where Aν(N,λ; δ) = limη→0+ Aν(N,λ; δ, η) = Aν(N,λ; δ, 0) for ν = 4, 5, and A6(λ; δ) is equal to
limη→0+ A6(λ; δ, η) = A6(λ; δ, 0), where A5(N,λ; δ, η) and A6(λ; δ, η) are given by respectively
(149) and (154), and where A4(N,λ; δ, η) = A
0
4(N,λ; δ, η) in case ν1 ≥ k and
A4(N,λ; δ, η) = A
1
4(λ; δ, η) +A
2
4(N,λ; δ, η) +A
3
4(N,λ; δ, η) (155)
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in case ν1 < k, where A
0
4(N,λ; δ, η), A
1
4(λ; δ, η), A
2
4(N,λ; δ, η) and A
3
4(N ;λ; δ, η) are given by
respectively (150), (151), (152) and (153). Recall here that ν1 ∈ {N + 1, N + 2} such that
ν1 − k ∈ 2Z.
As in the calculation of Zint,2(r;N) above we get
A5(N,λ; δ) ≤ A˜5(N,λ; δ) := 1
4
(
2
√
2
π
)k
(D(N,λ; δ) + E(N,λ; δ)) ,
with
D(N,λ; δ) =
N∑
ν=0
ν−k∈2Z
(
8
r|A|
) ν
2
+1 1
ν!
Γ
(
ν + 1
2
,
1
8
|A|r
) ∑
l∈Z
e−πδl
2
∣∣∣∂(ν)y h(y; l)|y=0∣∣∣
and with limδ→0+
√
δE(N,λ; δ) = 0. We let
A5(r;N,λ) = r lim
δ→0+
√
δA˜5(N,λ; δ) =
r
4
(
2
√
2
π
)k
lim
δ→0+
√
δD(N,λ; δ)
=
N∑
ν=0
ν−k∈2Z
cνr
− ν
2Γ
(
ν + 1
2
,
1
8
|A|r
)
,
where cν =
1
4mqν!
(
2
√
2
π
)k (
8
|A|
) ν
2
+1∑mq−1
l=0
∣∣∣∂(ν)y h(y; l)|y=0∣∣∣ are independent of r.
Next we get
A6(r;λ) := r lim
δ→0+
√
δA6(λ; δ) = C
√
r
|A|Γ
(
1
2
,
1
16
|A|r
)
,
where C = C3(0, 0) is independent of r.
Let us finally consider A4(N,λ; δ). We first consider the case ν1 ≥ k. In this case A4(N,λ; δ)
is equal to A04(N,λ; δ, η) in (150) with η = 0. We have
A04(r;N,λ) := r lim
δ→0+
√
δA4(N,λ; δ) = Cr
k−ν1+1
2 ,
where C = 12C1(λ; 0, 0)Γ
(
ν1−k+1
2
)
|A|k−ν1−12 is independent of r. (Actually C1(λ; 0, 0) is inde-
pendent of λ.)
Next assume that ν1 < k. Here A4(N,λ; δ) is given by the right-hand side of (155) with η = 0.
Recall here that A14(λ; δ, η) is simply equal to A
0
4(N,λ; δ, η) with ν1 replaced by k, hence
A14(r;λ) := r lim
δ→0+
√
δA14(λ; δ, 0) = C
√
r,
where C is a constant independent of r.
The analysis of A24(N,λ; δ, 0) and A
3
4(N,λ; δ, 0) are similar to the analysis of A5(N,λ; δ), the
main point being to analyse the series
∑
l∈Z |dν(l; δ, 0)|. Thus we find that A24(N,λ; δ, 0) is
bounded from above by an expression A˜24(N,λ; δ) for which A
2
4(r;N,λ) := r limδ→0+ A˜
2
4(N,λ; δ)
exists and is equal to
A24(r;N,λ) =
k−2∑
ν=ν1
ν−k∈2Z
cνr
k−ν+1
2 ,
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where
cν =
1
mqπk
∣∣∣∣Γ(ν − k + 12
)∣∣∣∣ |A|− ν−k+12 mq−1∑
l=0
∣∣∣∂(ν)y h(y; l)|y=0∣∣∣
are independent of r. Finally we find that A34(N,λ; δ, 0) is bounded from above by an expression
A˜34(N,λ; δ) for which A
3
4(r;N,λ) := r limδ→0+
√
δ limη→0+ A˜34(N,λ; δ) exists and is equal to
A34(r;N,λ) =
k−2∑
ν=ν1
ν−k∈2Z
cνr
− ν
2Γ
(
ν + 1
2
,
1
8
A0r
)
,
where
cν =
1
4mq
(
2
√
2
π
)k (
8
|A|
) ν
2
+1 mq−1∑
l=0
∣∣∣∂(ν)y h(y; l)|y=0∣∣∣
are independent of r. Thus we can put
ε2(N,λ; δ) = A˜4(N,λ; δ) + A˜5(N,λ; δ) +A6(λ; δ),
where A˜4(N,λ; δ) = A
0
4(N,λ; δ, 0) if ν1 ≥ k and A˜4(N,λ; δ) = A14(λ; δ, 0) + A˜24(N,λ; δ) +
A˜34(N,λ; δ) if ν1 < k. By the above we have
r lim
δ→0+
√
δε2(N,λ; δ) = A4(r;N,λ) +A5(r;N,λ) +A6(r;λ),
where A4(r;N,λ) = A
0
4(r;N,λ) for ν1 ≥ k and A4(r;N,λ) = A14(r;λ)+A24(r;N,λ)+A34(r;N,λ)
for ν1 < k. By the remarks about the incomplete gamma function at the very end of the proof
of Proposition 5.14 we see that this limit is O
(
r
k−ν1+1
2
)
. 
7.6. Appendix F. Proof of Lemma 6.1.
Proof of Lemma 6.1 Let (m,λ) ∈ Z× Λ be arbitrary and put ν = ν(m,λ). Then∫
κρν
f(z;m,λ)dz == eπδρ
2
e−2πr|ν|ρ
∫ ∞
−∞
e−πδt
2
e−2πδisign(ν)ρt
q1(t+ isign(ν)ρ)e
2πirνt
sink(π(t+ isign(ν)ρ− iη))dt.
But then∣∣∣∣∫
κρν
f(z;m,λ)dz
∣∣∣∣ ≤ b′0ea′0(m′q+ρ)eπδρ2e−2πr|ν|ρ ∫ ∞−∞ e−πδt2 1|sin(π(t+ isign(ν)ρ− iη))|k dt.
Here
|sin(π(t+ isign(ν)ρ− iη))| = 1
2
√
e2a + e−2a − 2 cos(2πt) ≤ 1
2
√
e2a + e−2a − 2,
where a = π(sign(ν)ρ − η). For η ∈]0, η0] we have |a| ≥ π(ρ − η0) > 0. If we put cρ =√
e2π(ρ−η0) + e−2π(ρ−η0) − 2 we get∣∣∣∣∫
κρν
f(z;m,λ)dz
∣∣∣∣ ≤ b′0ea′0(m′q+ρ)( 2cρ
)k
eπδρ
2
e−2πr|ν|ρ
∫ ∞
−∞
e−πδt
2
dt
= b′0e
a′0(m
′
q+ρ)
1√
δ
(
2
cρ
)k
eπδρ
2
e−2πr|ν|ρ. (156)
Therefore ∑
m∈Z
∣∣∣∣∫
κρν
f(z;m,λ)dz
∣∣∣∣ ≤ 1√δ b′0ea′0(m′q+ρ)
(
2
cρ
)k
eπδρ
2
∑
m∈Z
e−2πrρ|ν(m,λ)|,
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which is convergent since ν(m,λ) is an affine function of m, showing that ZJint(δ, η) is absolutely
convergent.
For the sum ZJpolar(δ, η) we note that
Resz=l+iη
{
e−πδz
2 q1(z)e
2πirνz
sink(π(z − iη))
}
= (−1)kle2πirνlResz=iη
{
e−πδ(z+l)
2 q1(z + l)e
2πirνz
sink(π(z − iη))
}
.
We have to show that
Σ(λ) :=
∑
l∈Z
∑
m∈Z:sign(ν(m,λ))=1
∣∣∣∣Resz=iη {e−πδ(z+l)2 q1(z + l)e2πirνzsink(π(z − iη))
}∣∣∣∣
is convergent for each λ ∈ Λ. But this follows exactly as in the 2nd part of the proof of
Lemma 5.5. In fact we get by using notation from that proof that
Σ(λ) ≤
k−1∑
j=0
∑
l∈Z
∑
m∈Z:ν(m,λ))≥0
|c−1−j ||aj |,
where
aj =
1
j!
dje−πδ(z+l)2q1(z + l)e2πirνz
dzj
∣∣∣∣∣
z=iη
=
∑
k1,k2,k3≥0
k1+k2+k3=j
1
k1!k2!k3!
Pk1(iη + l, δ)e
−πδ(iη+l)2 (2πirν)k2e2πirν(iη+l)q(k3)1 (iη + l).
We therefore get
|aj| ≤
∑
k1,k2,k3≥0
k1+k2+k3=j
1
k1!k2!k3!
|Pk1(iη + l, δ)|eπδη
2
e−πδl
2
(2πrν)k2e−2πrνηb′k3e
a′k3 (η+m
′
q)
showing the convergence of Σ(λ). 
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