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Abstract
A new systematic method is developed to study to what extent the symmetry require-
ments alone, above all the invariance under 16 supersymmetries (SUSY), determine the
completely off-shell eective action Γ of a D-particle, i.e. without imposing any restric-
tions on its position rm() and spin (). Our method consists of (i) writing down the
proper closure relations for general SUSY transformations  (which necessarily involves Γ
itself) together with the invariance condition Γ = 0 (ii) and solving this coupled system
of functional dierential equations for  and Γ simultaneously, modulo eld redenitions,
in a consistent derivative expansion scheme. Our analysis is facilitated by a novel classi-
cation scheme introduced for the terms in Γ. At order 2 and 4, although no assumption
is made on the underlying theory, we reproduce the eective action previously obtained
at the tree and the 1 loop level in Matrix theory respectively (modulo two constants),
together with the quantum-corrected SUSY transformations which close properly. This




One of the most remarkable discoveries with far-reaching consequences in recent years in
string/M theory is the gauge/gravity correspondence, the prototype of which was uncov-
ered by Maldacena [1] [2] in the form of AdS/CFT duality. Although it is certain that
this phenomenon must be deeply related to the so called s-t duality of string theory, i.e.
the modular duality between the open and the closed string channels, it is equally certain
that its validity hinges crucially on the existence of supersymmetry: Whereas the whole
tower of massive string modes is needed at least in one of the channels for the generic s-t
duality, the miracle of gauge/gravity correspondence in question is that it holds without
such massive modes and this can only be possible by supersymmetric cancellations [4].
More recently, the gauge/gravity relation has been extended to include the correspon-
dence between the massive modes of the closed string in a Penrose limit of AdS5  S5
spacetime and a special class of gauge-invariant composite operators in N = 4 super
Yang-Mills theory [3]. Although the signicance of supersymmetry seems less apparent
in this extension, the fact that the Penrose limit preserves the maximal supersymmetry
of the original spacetime strongly suggests that its role is still of considerable importance.
In this paper, we focus on the eective dynamics of a D-particle (in interaction with
a large number of coincident source D-particles), a rare example in which one can explic-
itly study the details of a type of gauge/gravity correspondence. As is well-known, the
dynamics of a system of D-particles is eciently described by Matrix theory for M the-
ory [5] [6] [7] and strong evidence has been accumulated that quantum eects in Matrix
theory reproduce the tree-level dynamics of the 11-dimensional supergravity compactied
along a light-like circle [8][21]. Particularly impressive is the agreement in the case of
multi-body scattering [10, 11], which probes the non-linear structure of the 11-dimensional
supergravity.
It has been suspected that behind such remarkable successes lie the high degrees
of symmetries of the system, in particular the maximally implemented supersymmetry.
Indeed a number of investigations have been performed [22, 23, 24, 26, 25, 27], which
strongly indicated that supersymmetry, together with a few other symmetries, is powerful
enough to x the form of the eective action completely up to two constants at least at low
orders in derivative expansions. Since the D-particle dynamics is physically non-trivial
starting at order1 4, this evinces a rather surprising fact that global symmetries can be so
restrictive as to dictate even the dynamics of the system.
1The concept of order will be precisely dened in the next section.
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However, as we have emphasized previously (see Sec. 3 of [29]), existing analyses
have several unsatisfactory features and are not complete2. The essential shortcoming
is that such analyses made use of the eikonal approximation, or equivalently the tree-
type on-shell condition, which sets all but rm; _rm and  to zero; higher derivatives are
simply neglected. This is not justied for the following two related reasons: (i) Since the
derivatives can be moved around by integration by parts, naive eikonal approximation is
logically inconsistent. Derivative expansion must be organized by a concept unaected by
the freedom of adding total derivatives, which requires retention of previously discarded
terms. (ii) As we shall demonstrate in our analysis, fully consistent treatment involves
expressions which would vanish by the quantum-corrected on-shell condition, which can
only be obtained by o-shell computations.
Consequently, the only consistent and unambiguous procedure is to deal with the
trajectory rm() and the spin degrees of freedom () with arbitrary time dependence.
Based on this consideration, we have performed, in a series of papers, fully o-shell analysis
of the D-particle system with emphasis on the role of supersymmetry. After deriving the
relevant Ward identity [28], we computed the o-shell eective action and the SUSY
transformations at order 4 [29], including all the fermionic contributions for the rst
time, proved that, given SUSY transformations, the Ward identity uniquely xes the
eective action at this order [30], and nally extended this demonstration to all orders in
perturbation theory [31]. These investigations were performed in the context of Matrix
theory. Although exceptionally powerful nature of the supersymmetry even at the o-shell
level was revealed in these works, this was not sucient to claim that SUSY determines
the dynamics. One must be able to show that it determines the SUSY transformations
as well as the eective action simultaneously in a self-consistent manner without any
knowledge of the underlying theory apart from its symmetries.
In this paper, we complete our program for such a demonstration. The basic idea
is to fully utilize the proper ‘o-shell’ closure relations3 that must be satised by the
SUSY transformations , in addition to the SUSY Ward identity for the eective action
Γ. Since the expressions Γ=rm and Γ=, which would vanish on-shell, appear in the
closure relations, we must deal with a system of coupled non-linear functional dierential
equations for  and Γ. This will be solved in a consistent derivative expansion with a new
ecient classication scheme for various terms and with a careful analysis of how to x
the ambiguity of adding total derivatives. After a rather long analysis, with a considerable
use of various complicated Fierz identities, the following results are obtained:
2Below we discuss only the most important points. Further remarks are provided in Sec. 2.3.
3We elucidate what we exactly mean by ‘o-shell’ SUSY carefully in Sec. 2.
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1. There exists a frame ( i.e. the choice of the denitions of the elds) in which the
eective action and the SUSY transformations at order 2 take the tree-level forms.
2. At order 4, the eective action is determined completely, modulo two constants,
which in an appropriate frame coincides with the one obtained in the eikonal-type
analysis4 [25] and with the explicit 1-loop result in Matrix theory [29].
3. SUSY transformations in relevant orders are determined uniquely in a chosen frame
and are shown to satisfy proper closure relations.
It is clear that the results 1 and 2 can be interpreted as complete proofs of non-renormalization
theorems in the context of Matrix theory. The result 3 has never been obtained before.
Due to the large amount and to the intricate nature of the works performed in this
study, the exposition in this paper has become somewhat long even after many omissions
of the calculational details. However, once the basic ideas and methods described in
Sec. 2 and in Sec. 4.1 are understood the rest of the manipulations are conceptually
straightforward to follow.
The organization of the rest of the article is as follows: We begin in Sec. 2 by describing
our basic formalism. The symmetry requirements are explained, including what we exactly
mean by o-shell supersymmetry, and basic equations are written down together with our
expansion scheme. Then, some salient features of our formalism in comparison with
previous works are claried. The actual analysis begins in Sec. 3, starting at order 2.
First the SUSY transformation laws are simplied by appropriate eld redenitions and
a use of a part of the closure relations. Then, after introducing a crucial concept of
independent basis, the Ward identity is solved and the eective action is fully determined.
The description of our main eort, namely the analysis at order 4, is given in Sec. 4. In
Sec. 4.1, we introduce an ecient classication scheme called \E-type - D-type separation
method", which at the same time greatly reduces the amount of work and allows us to
read o the SUSY transformation laws. Using this method, we analyze the eective action
in Sec. 4.2  4.3. Subsequently, the SUSY transformation laws at this order are obtained
in Sec. 4.4 and their closure relations are studied in Sec. 4.5 and 4.6. Finally, in Section
5, we summarize our results and indicate some directions for further study.
Two appendices are provided for some technical details. In Appendix A, we describe
the analysis of certain special fermionic transformations, called ‘null transformations’,
which is needed to justify our scheme used in Section 4. In Appendix B, we display the
4As we shall explain in Sec. 4.3.6, this agreement does not however mean that a naive eikonal analysis
is justied.
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SUSY transformation laws obtained in Sec. 4 which are too space-lling to be presented
in the main text.
2 Basic Formalism
2.1 Formulation of symmetry requirements for the effective ac-
tion
A D-particle in 10 dimensions in Euclidean formulation is described by the 9-component
position vector rm() and the 16-component Majorana-Weyl spinor () representing
the spin state, with  the Euclidean time. As was already emphasized, their dependence
on  will be taken to be completely arbitrary throughout. The dynamics is assumed to be
governed by some eective action of the form
Γ[r; ; g] =
Z
dL(r; ; g) ; (2.1)
where g is a coupling constant5. We assign the mass dimensions −1 ; 3 ; 1 ; 32 to ; g; rm; 
respectively. Thus, L is taken to be a local expression of dimension 1. Terms composing
L are classied according to the order, dened as the number of time derivatives plus half
the number of ’s involved. This notion will be used to organize a consistent derivative
expansion.
We will require that Γ be invariant under (i) SO(9) rotations, (ii) C-P-T transfor-
mations and (iii) 16 supersymmetry transformations. SO(9) rotations act on rm and 
in the usual way. C-P-T transformation properties are dened to conform to those valid
in the Matrix theory. P and T are separately violated due to the Weyl nature of the
spinor  and we only impose invariance under C and CPT. Under the C-transformation,
rm ! −rm, while  are unchanged. On the other hand, CPT-transformation does not
transform the elds but flips the sign of the time-derivative and eects i ! −i as it is
anti-unitary. Together with the requirement of hermiticity, C-P-T invariance of L can be
summarized as the following simple rule [30]:
 In constructing L, use i1+m+n(m)γi1i2:::ik(n) as fermionic building block, where
(m)  @m  and γi1i2:::ik are the antisymmetrized products of SO(9) γ-matrices.
Demand also that the number of rm, the number of γm and the ‘order’ be all even.
Now we come to the main focus of our attention, the invariance under 16 supersym-
metries. This must be formulated and explained with care for several reasons.
5As we can easily recover its dependence from the dimensional analysis, we will set g = 1 .
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1. As is well known, there is as yet no formulation of 16 supersymmetries with o-
shell closure: Commutator6 of SUSY transformations yields translation only up to
terms which vanish upon the use of the equations of motion. As we do not wish
to impose such on-shell conditions, we must allow for these additional terms in the
closure relations. An obvious complication is that, as they must involve Γ=rm()
or Γ=(), they depend on the eective action itself which we wish to determine.
2. Sometimes, this lack of o-shell closure is rephrased as the statement that for such
a system \supersymmetry exists only on shell". This statement is both true and
false, depending on what one means by supersymmetry. If one insists that super-
symmetry must act between equal numbers of bosonic and fermionic elds, then
the statement is obviously correct; imposition of the on-shell condition is indeed
necessary to achieve this equality. This, however, does not mean that there is no
fermionic symmetry o the mass shell. A prime example is the super Yang-Mills the-
ory in 10 dimensions, from which the Matrix theory can be obtained by dimensional
reduction. For such a theory the action is invariant under so-called supersymme-
try transformations without any use of the equations of motion. A purist would
carefully call it \a symmetry which becomes the supersymmetry on-shell". It is
precisely this type of o-shell global fermionic symmetry that we will impose on the
eective action. Having claried its meaning, we shall hereafter simply refer to it
as supersymmetry, following common usage.
3. Since we are dealing with the most general eective action without assuming the
knowledge of the underlying theory, we must consider also the most general forms
for our SUSY transformation laws rm and . They are to be restricted only by
the generalized closure relations explained above, SO(9) and CPT symmetries, and
dimensional considerations.
4. We must allow arbitrary eld redenitions of the type which do not change the
physical S-matrix.
5. The actual analysis will be performed on the eective Lagrangian L. Therefore we
must always allow for the freedom of adding total derivatives. This means that a
naive approximation scheme, such as the often-used eikonal approximation, where
elds with more than a xed number of derivatives are set to zero is not consistent.
On the other hand, the notion of ‘order’ is stable against such additions. Although
6Global spinor parameter α is understood to be included in the transformation.
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we call it a \derivative expansion", what we will employ throughout is the expansion
with respect to this quantity.
2.2 Basic equations and expansion scheme
We are now ready to write down our basic equations which embody the scheme explained
above. We express the supersymmetry transformations, their closure relations and the
invariance of the eective action under them in the following manner 7:
 = T ; (2.2)
rm = Ωm ; (2.3)
[; ]  = −2() _ + AγΓγ +BγnΓrnγ ; (2.4)
[; ] rm = −2() _rm + CmγΓγ +DmγnΓrnγ ; (2.5)
Γ =
Z
d L = 0 : (2.6)
T;Ω; A; B; C;D and L are as yet unknown local functions of frm(); ()g and their
derivatives. In what follows, A  D will be referred to as off-shell coefficients. In
the context of Matrix theory, the equation (2.6) represents an invariance of the quantum
eective action under quantum-corrected eective SUSY transformations, hence it is often
referred to as the SUSY Ward identity or simply the Ward identity. In the closure relations
(2.4) and (2.5), we have written out the expressions Γ=rm and Γ=, which vanish
on shell, explicitly. We are not, however, excluding the possibility8 that A  D may
contain additional dependence on functional derivatives of Γ. Apart from the symmetry
and dimensional requirements, the only assumption we shall make is that Γ starts at order
2. The prime question is to what extent the unknown quantities, in particular Γ and ,
can be determined just from these relations, up to eld redenitions.
Let us express the basic set of equations introduced above in a slightly more explicit
fashion. By using the denitions (2.2) and (2.3), the left-hand-sides (LHS) of (2.4) 
(2.6) become
[; ] () =
Z
ds [(Ωn(s)Tγ()rn(s)− T(s)Tγ()(s)) + ( $ γ)] γ ;
(2.7)
7Here and hereafter, the dot signies dierentiation with respect to the Euclidean time τ and we will
use vm and am to denote _rm and r¨m respectively. Contractions of the spinor indices are often suppressed,
so that (λ) stands for βλβ , etc.
8Judging from the Matrix theory calculations, this is highly unlikely.
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[; ] rm =
Z




d (Ωm()Γrm()− T()Γ())  : (2.9)
This makes it clear that what we are dealing with is a set of coupled non-linear functional
equations, which are in general extremely hard to solve. Nevertheless, by the systematic
use of the derivative expansion and a novel classication scheme for the terms in Γ, to be
described in detail later, one can analyze them to get concrete results at low orders.
Now let us explain our scheme of expansion of various quantities with respect to order,
needed for the analysis up to order 4.
First, the eective action, the order of which must be even from CPT symmetry, is
expanded as
Γ = Γ(2) + Γ(4) ; (2.10)
where the superscripts in parentheses refer to their orders. They are further expanded

















On the right-hand-sides (RHS), the superscript indicates the schematic structure of each
term in a self-explanatory manner.
Next, consider the SUSY transformation laws. A quick examination of the closure
relations tells us that Ωm and T start from order 1/2 and order 1 respectively. Also,











































Finally, consider the expansion of the o-shell coecients. Again by a simple analysis
of the basic equations, we nd that A;B;C;D must start at orders 0; 32; 32; 1 respectively,
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In sections 3 and 4, we substitute these expansions into our basic equations, identify
independent structures to produce more explicit set of equations and solve them.
2.3 Comparison with previous approaches
Before we begin the analysis of our basic equations, it should be helpful to make a com-
parison of our framework with previous works in the literature and clarify what are new
and/or improved in our approach. As we have already mentioned the essential shortcom-
ings of the eikonal-type approximation employed in existing literature in the introduction,
below we wish to make a little more explicit comparison with the work by Paban et al.[22]
and the one by Hyun et al. [25], which are most closely related to the present study.
In Section 3, we shall give a complete proof of the non-renormalization theorem for
the eective action at order 2, which was discussed in [22]. The arguments presented in
[22] were incomplete in several respects: (i) It was assumed that by eld redenition
the eective Lagrangian can be brought to the form f(r)v2 in the basis where the SUSY
transformation laws take the simple tree-level form without any corrections. As we shall
see in Section 3.2, the eld redenitions which can be used at order 2 are actually so
restricted that it is not possible to make both the eective action and the SUSY transfor-
mation laws simple at the same time. (ii) The Γ
4
term allowed in the eective action
was neglected from the beginning. It requires some arguments to show that this can be
eliminated. (iii) The work [22] also discussed the determination of the Γ
8
structure at
order 4, which will be dealt with in Sec. 4.3.4 and 4.3.5. While conditions weaker than
what SUSY requires were used in [22], we shall deal with the genuine conditions dictated
by SUSY.
In Section 4, we will determine the eective action at order 4, which was studied
in [25]. (i) As the authors of [25] employed the eikonal approximation, they unduly
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neglected the higher derivative terms that should be kept for consistent analysis. (ii)
As we shall explain in Sec. 4.2, these higher derivative terms can actually be removed
by appropriate eld redenitions9. This fortunate fact does not however justify their
treatment completely since in analyzing the Ward identity they again discarded higher
derivative terms arbitrarily. (iii) Furthermore, during the course of the analysis, they
replaced an arbitrary spinor  by a special structure (γ
i) to simplify the analysis. As a
result the resultant equations provide only necessary conditions. In contrast, we shall deal
with the full set of constraints dictated by the SUSY Ward identity. (iv) Finally, they only
analyzed the Ward identity and did not clarify the nature of the fermionic transformations.
Our analysis will determine the complete form of these transformations and by analyzing
the closure relations we shall prove that they do qualify as SUSY transformations.
Having spelled out the various new features of our work in advance, we now describe
the essential part of the analysis.
3 Analysis at Order 2
3.1 Strategy
We start our analysis from order 2. At this order, various simplications occur and the
analysis is essentially straightforward.
The rst simplication is that, by a simple counting of the order, the o-shell coecient
functions B;C;D can be shown to vanish at this order and we only need to keep A. Thus,














γ ()rn(s)− T (1) (s)T (1)γ ()(s)

+ ( $ γ)
i




−Ω(1=2)n (s)Ω(1=2)mγ ()rn(s) + T (1) (s)Ω(1=2)mγ ()(s)

+ ( $ γ)
i







(2)rm()− T (1) ()Γ(2)()

= 0 ; (3.5)
where in the last three equations we have removed the arbitrary spinors  and γ.
9This fact was rst recognized by Okawa [32]
10
These equations will be solved in the following steps:
1. First we write down the most general form of the SUSY transformation laws com-
patible with the symmetry requirements.
2. Next, by utilizing the freedom of eld redenitions, we further simplify the form of
the SUSY transformations and study the restrictions from the closure relation on
rm. This will reduce  to be of the simple tree-level form.
3. We then write down the most general expressions for the eective action, and de-
termine its form from the Ward identity (3.5).
4. Finally, we solve the closure relation (3.3) on  to determine A
(0)
γ.
These steps are rather easy to perform due to several simplifying features that occur at
this order: Allowed structures for various quantities are limited and it is not dicult
to enumerate them. In addition, as the number of spinors is small, we need not use
complicated Fierz rearrangement identities in solving the Ward identity.
We now exhibit some details of the above procedures in the remainder of this section.
3.2 The SUSY transformation laws and the closure relation
We begin by writing down the general form of the SUSY transformation laws. As we have
already described in Sec. 2, Ωm at this order is composed of terms of O(), while T

























Here Ωi ; T
@
i (i = 1  4) are functions of r() 
p
rm()rm() only and T 
2
 is composed
of rm() and γ-matrices. The details of the structure of T 
2
 will not be needed in our
analysis.
Some of the terms written above are actually forbidden by C-symmetry. The rule is
that Ωm and T must contain even and odd number of r
m (and its derivatives) respec-
tively, since the tree level SUSY transformations enjoy this property and C-preserving




















Now we can further simplify these transformation laws by the use of eld redenitions.
The most general eld redenitions that do not change the order are of the form10
~rm(r; ) = rmZ1(r); ~(r; ) = Z2(r) ; (3.10)
where Zi(r) are functions of r() only. They must satisfy the conditions
Zi(r) ! 1 as r !1; (3.11)
in order that the transformations (3.10) do not change the S-matrix. As we have two
arbitrary functions Zi(r), we may \gauge-x "two functions of r. It is not dicult to
check that indeed we can set Ω1 = 1 and Ω

















where we have omitted the tilde for simplicity.
Having simplied the form of the transformation laws as much as possible, let us
substitute (3.12) and (3.13) into the closure relation (3.4) on rm. The O(0) and O(2)
parts of the closure relation give














They are easily solved and we get
T @1 = 0; T
@
2 = 1; T
2
 = 0: (3.16)








 =i/v : (3.18)
What we have shown is that there exists a frame of elds (or a gauge) in which the SUSY
transformation laws at order 2 take precisely the tree-level form.
10A possible term of the form θβ/rβα in ~θα is forbidden by C-symmetry.
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3.3 Determination of the effective action from the Ward identity
Now we move on to the analysis of the Ward identity for the eective action Γ(2). As
we have already used up the freedom of eld redenitions, we must deal with the most
general form of Γ(2). By substituting the expansion (2.11) of Γ(2) and the above SUSY
transformation laws (3.17), (3.18) into the equation (3.5) and collecting terms with the




























= 0 : (3.21)
As is characteristic of any Ward identity, these equations are of global integrated form and
due to the inherent total derivative ambiguities it is non-trivial to extract the information
on the local quantities such as Γ@
2
=rm() etc. that we wish to obtain.
This diculty can however be overcome by the following consideration. First, consider
the possible algebraically independent structures at a xed order with a denite number
of ’s and denote them by f~eAg. The number N of such structures is obviously nite. In




i (r)~eA ; (i = 1  n)
which are actually total derivatives. Thus, we can choose among f~eAg what we shall call
an independent basis feag(a=1N−n) for which the following properties hold:
 ea’s are algebraically independent.
 The set feag is such that
P
ga(r)ea cannot be a total derivative for any choice of
ga’s.




ga(r)ea = 0 ) ga(r) = 0: (3.22)
Clearly the choice of such a set feag is not unique, but once we x one independent basis
and stick to it, we can unambiguously obtain local equations from an integrated equation
using (3.22). We must of course be very careful to check that a chosen set feag really
satises these properties. For structures involving more than 4 ’s, even the algebraic
independence can be highly non-trivial due to the existence of often formidable Fierz
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identities. It is important to note that once we nd an independent basis, (3.22) holds
for any subset of it since it is a special case with some of the ga’s already set to zero.
Hereafter, we shall say that a set of terms are “independent” whenever the property (3.22)
holds.
Using this notion of \independence", we now solve the Ward identities. It is convenient
to rst prove Γ
4
= 0. Of the various possible structures for Γ
4
, the following actually
vanish by the Fierz identities:
(γmn)(γmn); (γmnk)(γmnk); (γmn)(γmnk)rk:
Furthermore, by using another Fierz identity, the structure (γmnk)rk(γ
mnl)rl can be













is a function only of r(). Now substitute this into the Ward identity (3.21)










It can be checked that the integrand does not vanish by any of the Fierz identities and
these two terms form an independent basis. Thus we must set F 
4









































i (i = 1; 2) are functions of r() only. Here we have already discarded
terms forbidden by C-symmetry and those which can be eliminated by integration by
parts.
As the next step, we analyze the Ward identity at O(@3). By substituting the
expression (3.27) into (3.20), we getZ
d
















+ i vi (γ
j) (γij)F @
2




= 0 : (3.28)
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The terms in the integrand are already independent and hence we must have
F @
2
1 = 0; F
@2
2 = c1; (3.29)
where c1 is a numerical constant.
Now we come to the analysis of the last Ward identity (3.19). In this case, it turns out
that the expression we get by the direct substitution of (3.26), (3.27) and (3.29) contains
dependent terms and we must perform an integration by parts. In this way, (3.19) can


































− 2 i ri (r  v) (γi _)F @22
!
= 0 ; (3.30)
where the structures are now all independent. Thus their coecients must separately
vanish and we get
F @
2
1 = c1; F
@2
2 = 0: (3.31)






v2 + ( _)

: (3.32)
Since c1 is simply a normalization constant, we will set it to 1=2.
What remains to be done is the examination of the closure relation (3.3) on . By
using the SUSY transformation laws (3.17), (3.18) and the form of the eective action





 + γ − γ − γ: (3.33)
3.4 Summary of the results at order 2
Let us pause to summarize the results found at order 2. What we have shown is that
at this order the symmetry requirements are powerful enough to x the eective action
and the SUSY transformation laws completely in such a manner that the proper closure















 = i/v : (3.36)
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The analysis was completely non-perturbative and it can be interpreted as an unam-
biguous proof of a non-renormalization theorem in the context of Matrix theory for M
theory.
4 Analysis at Order 4
The analysis at order 4 is considerably more involved due to a vast number of possible
structures and to the need of often formidable Fierz identities. We shall overcome the
essential part of this diculty by devising a novel classication scheme for various terms
that occur in the eective action. The basic idea is to separate, within a given order,
the type of terms which occur in the naive eikonal approximation and the rest containing
more derivatives. Combined with judicious eld redenitions and the use of the notion
of \independent basis" already described, we can reduce the amount of analysis consid-
erably to be able to solve our basic equations (2.2)  (2.6) completely. This method,
to be described in detail below, has a further advantage that we can obtain the SUSY
transformation laws rather easily.
4.1 Scheme of the analysis
Since the actual process of solving the basic equations is somewhat complicated, we spell
out, in this subsection, the essence of our scheme of analysis.
E-type - D-type separation and simplification of the effective action
First, we classify each term that may occur in the eective action into E-type and D-type,
dened as follows:
 E-type: An expression involving rm; vm and  only will be called of eikonal- or
E-type.
 D-type: An expression containing higher derivatives, such as am; _ etc., will be
called of derivative- or D-type.
Using this terminology, the eective Lagrangian L(4) at order 4 can be written as a
sum of an E-type part L(4) and the rest forming a D-type part in the following way:
L(4) ’ L(4) + amXm −Ψ _ : (4.1)
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Here, the symbol ’ signies equality up to a total derivative, andXm and Ψ are arbitrary
expressions of order 2 and 5=2 respectively. It should be clear that the D-type part can
always be brought to the form above by adding appropriate total derivatives. Obviously
this E-D separation is not unique: An E-type term in L(4) containing vm can be rewritten,
by \integration by parts", into sum of E-type and D-type terms. As we shall explicitly
demonstrate in Sec. 4.2, this ambiguity can be completely eliminated by rst xing a
complete basis for L(4) and then choosing among them an independent basis for L(4), Xm
and Ψ. Here we suppose that such a basis has been chosen.
Now we make use of the observation by Okawa [32] that the D-type terms in (4.1) can
be removed by the following eld redenitions applied to the Lagrangian L(2) at order 2:
rm ! rm +Xm ; (4.2)
 !  + Ψ : (4.3)
Indeed, one can easily check that, up to total derivatives, the extra terms produced from
L(2) through these eld redenitions cancel the D-type terms of L(4). Thus, L(4) can be
brought to a form consisting only of E-type terms. We will schematically write L(4)
as L(4) = Pi fi(r)ei, where feig is a basis of E-type terms and fi(r) are the coecient
functions.
Procedure for the analysis of the Ward Identity
Next we will examine the Ward identity at order 4. As we have already made use of
eld redenitions, we must deal with the most general form of the SUSY transformations.




 respectively, the Ward
identity is expressed as
0 ’ (0) L(4) + (2) L(2): (4.4)
Consider the rst term. Since L(4) has terms containing vm, the action of (0) on vm
produces terms with one _, which are of D-type. Hence, 
(0)

L(4) is of the structure
E[f ] + D[f ], where E[f ] and D[f ] denote schematically the E-type and the D-type terms
respectively, which depend on the coecient functions fi. If the terms in E[f ] are not
all independent, we rewrite the non-independent terms as much as possible into D-type
terms using integration by parts. After this manipulation, we get
(0)
L(4) ’ E[f ] +D[f ] ; (4.5)
where E[f ] here contains independent structures only. Furthermore, it is important to
recognize that the terms composingD[f ] are actually of special type. As they are produced
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either from the variation of vm, as already explained, or from partial integration of E-type
terms, they can only contain one _ or one a
m. Thus, D[f ] must be of the form
D[f ] = amEm[f ] + E[f ] _; (4.6)
where Em[f ] and E[f ] are schematic expressions for bosonic and fermionic E-type terms
respectively, which are functions of fi.
Now consider the second term of the Ward identity (4.4), namely 
(2)
 L(2). Due to the
form of L(2), it can be brought to the form
(2) L(2) ’ −am(2) rm[h] + (2)  _[h]; (4.7)
where h = fhkg collectively denotes the coecient functions for the structures that can
appear in the SUSY transformation laws. Evidently, 
(2)
 L(2) consists only of D-type
terms, which we denote by f dig. Recalling that (2) rm and (2)  are still arbitrary, this
set contains the special type of D-type terms composing D[f ] above.
Now an important question is whether the set f dig forms an independent basis for
D-type terms. The answer would be \no" if there exists some SUSY transformation 
(2)
 ,
referred to as \null" transformation, for which the RHS of (4.7) becomes a total derivative,
i.e.




for some G. A detailed investigation of this equation, summarized in Appendix A, shows
that although such null transformations exist, they cannot satisfy the proper SUSY clo-
sure relations and therefore should be excluded. This proves that the set f dig forms an
independent basis for D-type terms.
Combining the results (4.4), (4.5), (4.6) and (4.7), the Ward identity can be written
as
E[f ] + amEm[f ] + E[f ] _ − am(2) rm[h] + (2)  _[h] ’ 0 ; (4.9)
and, as it is expressed in terms of independent basis, it leads to the following set of local
equations:
E[f ] = 0; (4.10)
Em[f ]− (2) rm[h] = 0; (4.11)
E[f ] + (2) [h] = 0: (4.12)
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The rst equation imposes relations among fi’s and, as we shall see, determines the form
of the eective action. The second and the third equations, on the other hand, will enable
us to express hk in terms of fi, thereby determining the form of the SUSY transformations
directly. This feature is extremely useful since it spares us of enumerating all possible
SUSY transformations, a task of considerable complexity.
Analysis of the Closure relations
Finally, using the eective action and the transformation laws thus obtained, we ex-
amine the closure equations to prove that these transformation laws truly qualify as those
of supersymmetry. This type of analysis has never been performed before and it at the
same time determines the form of the o-shell coecient functions A  D completely.
In what follows, we will describe in some detail how the procedures sketched above
are actually executed .
4.2 General form of the effective action
First, we must write down the most general form of the eective action Γ(4). Performing
appropriate integration by parts to the expressions already obtained in our previous work
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; (4.18)
where the coecients fi’s (for E-type terms) and Fi’s (for D-type terms) are functions of
r() only.
As already explained, we can remove all the D-type terms contained in this expression
by appropriate eld redenitions. Consider for example the case of Γ@
4
, where all but the
rst term are of D-type. It is easy to verify that they can be removed by the following
eld redenitions applied to L(2):
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: (4.24)
4.3 E-type part of the Ward identities and determination of the
effective action
Our next task is the analysis of the Ward identity (2.9). By substituting the expansions
(2.12), (2.15), (2.18) and the results (3.34), (3.17), (3.18) obtained at order 2, and sub-





































































= 0 : (4.29)
By the E-type - D-type separation procedure explained previously, we decompose each
of these equations into 3 types of local equations (4.10)  (4.12). In the rest of this
subsection, we solve the purely E-type equations of the type (4.10) to determine the
coecient functions fi’s. The other two types of equations, which will x the SUSY
transformation laws, will be studied later.
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4.3.1 Analysis at O(@4)
We begin our analysis by looking at the part with one power of , i.e. at O(@4). The
relevant E-type terms are produced by the last two terms in the Ward identity (4.25).
When we substitute the explicit form of the eective action (4.20) and (4.21), the resultant
E-type terms turned out to be not all independent. Thus we have to add appropriate total
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Although it is expressed as an integral, it is actually a local expression. On the RHS of
















4.3.2 Analysis at O(@33)
In an entirely similar manner, E-type terms at this order are produced by the last two
terms of (4.26), and after adding appropriate total derivatives, we arrive at the following
22
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It can be checked that the E-type structures, the rst 3 terms on the RHS, cannot be
related by Fierz identities and are independent. Setting them separately to zero, we obtain
f@
24



















Evidently, these relations determine Γ@
24 in terms of f@
32
1 , which in turn has already
been related to f@
4
1 .
4.3.3 Analysis at O(@25)
Beginning at this order with 6 spinors, our task becomes much more dicult, since, in
addition to adding total derivatives, we must nd and apply judicious Fierz identities in
order to bring the relevant E-type terms to completely independent expressions. The last
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− 4 f@62 ri1 ri2 ri3 vi4 vi5 (γa1i1i4) (γa1i2) (γi3i5); (4.38)
where we have set f@
24
1 to zero according to (4.35). The E-type terms in this expression
are not (even algebraically) independent and we must make use of various Fierz identities11
as well as integration by parts to reduce them to independent forms. Since these Fierz
identities and the results generated by their applications at intermediate steps are too
space-lling to be displayed here, we shall only sketch the reduction procedure.
First, we rewrite the last term on the RHS of (4.38) by the use of several 5-free-index
type Fierz identities. The results so obtained are further reduced by using the 3-free-index
Fierz identities of the following form:
(γa1i) (γa1jk) = + (γa1jk) (γa1i)− 2(γk) (γij) + 2(γj) (γik)
+ 2(γi) (γjk)− 2() (γijk)− (γa1) (γa1k) ij
+ (γa1) (γa1j) ik; (4.39)
(γa1ij) (γa1k) =− (γa1jk) (γa1i) + (γa1ik) (γa1j) + (γk) (γij)
− (γj) (γik) + (γi) (γjk) + 3() (γijk); (4.40)
(γa1j) (γa1ik) =(γa1k) (γa1ij) + (γa1i) (γa1jk): (4.41)
11These Fierz identities, many of which are quite complicated, are generated using an ecient algorithm
described in the Appendix A of [29]. In particular, the ones involving several dierent spinors and/or
with large number of free-indices ( i.e. uncontracted indices) can be extremely complicated. For example,
the longest ve-free-index identity consists of 109 terms.
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At this stage, the resultant terms become algebraically independent. To make them truly
independent in the sense dened before, we must add total derivative terms. In this way,
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The rst of these relations, (4.43), coincides with the one previously obtained in [25] in the
eikonal approximation. The other 3 relations are new. Although we shall not elaborate
on it, they can be used to x the dependence on r of various coecients without resort
to the analysis of terms with higher number of ’s.
4.3.4 Analysis at O(@7)
We now come to the structure with 8 spinors. The relevant E-type terms are produced by
the second and the third terms of the Ward identity (4.28). The procedure for reducing
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these terms to independent ones parallels the one at O(@25). Uses of intricate ve-free-
index and other types of Fierz identities together with integration by parts leads to the
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; (4.50)
4.3.5 Analysis at O(9)
Finally, we are left with the structures with 10 spinors. These structures without any
derivatives have already been studied by Paban et al.[22]. However, as they examined
equations weaker than the actual invariance conditions, our results will give stronger
constraints12. Starting from the Ward identity (4.29), we rewrite the terms with ve free
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a1) (γa1a2) (γa2a3) (γa3a4) (γa4i1): (4.51)














































12However, the extra solutions allowed by the weaker conditions do not satisfy physical requirements
and their eective action agrees with our result (4.61).
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4.3.6 Determination of the effective action
Having found all the relations imposed by the Ward identities, we now combine them to








Now we put this result into (4.32), (4.36), (4.37), (4.43), (4.47), (4.48), (4.52) and (4.54),
none of which contains integrated coecients Gi’s. There can be two choices of the
physical boundary condition for solving these set of dierential equations, depending on
one’s view. One choice would be to require that L(4) should be nite as r !1. A slightly
stronger alternative is that L(4) should not only be nite but should vanish in the above





















































where b and c are nite constants, while the latter stronger condition sets b to zero. At
rst sight, the presence of a term like bv4 appears to violate the cluster property. This
is certainly correct if such a term is generated by some interactions of the underlying
theory. Actually, in the case of Matrix theory a simple dimensional analysis tells us that
the coecient b must be proportional to g−14=3, where g is the gauge coupling constant,
and hence could only be of non-perturbative origin. However, since we do not make any
assumption about the underlying theory, one may simply accept such a term as describing
a self-interaction of a D-particle. As the rest of our analysis is not aected by the presence
of b, we will keep it.
Let us briefly compare our results (4.57)  (4.61) with those obtained previously by
various authors. We should distinguish two categories:
 General analysis without assuming underlying theory: This type of analysis at
order 4 was initiated by Paban et al. [22] for the O(8) part which does not contain
any derivatives and later extended by Hyun et al.[25] to the full structures containing
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all the allowed powers of . In spite of the fact that these analyses were incomplete
in several senses, as already explained before, our complete fully o-shell results
agree precisely with those obtained in [25]. This can be ‘explained’ by our method
of E-type - D-type separation. Although careful analysis of independent basis was
crucial, the E-type part of the equations turned out to be essentially the same as
those in [25]. From the point of view of eikonal approximation, however, this is
largely a coincidence: By adding total derivatives, the structures of the E-type part
could have been dierent.
 Explicit calculation in Matrix theory: Various authors performed explicit 1-loop
calculation of the eective action with or without ’s in the eikonal approximation
[4, 5, 15, 19, 17]. At the o-shell level, some partial results were reported in [12, 34]
and nally the full 1-loop result, including all the fermionic terms, was obtained in
[29], which agreed with all the previous results where comparisons could be made.
Due to the dierent ‘frame’ adopted, the result of [29] is supercially dierent from
the one obtained here, but we have checked that after appropriate eld redenitions
they agree completely provided that we take
b = 0; c = −15
16
: (4.62)
Before we turn to the determination of the SUSY transformations, we should make a
remark. As an alert reader may have noticed already, the set of all the relations imposed
on the coecient functions forms an over-determined system. It can be checked that our
solutions obtained using a part of these relations do satisfy all the rest of the equations,
as they should.
4.4 D-type part of the Ward identities and determination of the
SUSY transformation laws
Having determined the eective action from the E-type part of the Ward identities, we
now solve the remaining D-type part of the identities to obtain the form of the SUSY
transformation laws.
We start with the analysis of the part containing one power of . Using the D-type
terms left in (4.30), the Ward identities of the type (4.11) and (4.12) at O(@4) are given
(in a combined form) by
− Ω@2mam + T @
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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i _) ’ 0: (4.63)
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By substituting the results (4.57) and (4.58) into the above equation, and reading o the
coecients of am and , we immediately obtain
Ω@
2
























Likewise, using the D-type terms in (4.33) and the knowledge of the coecients (4.58)
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The procedures to get the SUSY transformation laws at O(@25) and O(@7) are
entirely similar. The results, which are rather involved, are recorded in Appendix B.
4.5 Closure relations on α
The nal step of our endeavor is to show that the transformation laws obtained above are
bonade those of supersymmetry, i.e. they satisfy the proper closure relations (2.4) and
(2.5). In the course of this demonstration, we will be able to x the o-shell coecients
A  D completely.
In this subsection, we study the closure relation (2.4) on . To this end, we substitute
into (2.4) the explicit expression (2.7) for the LHS, the expansions (2.12), (2.15), (2.18)
and the results obtained at order 2, namely (3.34), (3.17) and (3.18). Collecting terms



























































































where A0γ is already given in (3.33). For later convenience we have stripped o the
arbitrary spinors  and γ. Below, we will examine the consistency of each of these
relations and determine the form of the remaining o-shell coecients.
4.5.1 Analysis at O(@3)
First, we analyze the closure relation at O(@3). Substituting the SUSY transformation
laws (4.64), (4.65) and (4.67) into the LHS of (4.68) and contracting with arbitrary spinors
γ  from left, we get
LHS of (4.68) =− 7 c v
2 ri vj (γ
j) (γi )
r9
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(4.72)
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Note that the rst 7 terms are of E-type and the rest are of D-type. Turning to the
RHS of (4.68), the rst term can be easily computed using the explicit expression Γ@
32 =R
d 7 c v2 ri vj (γ
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Since the remaining two terms on the RHS of (4.68) are both of D-type, E-type terms in
(4.72) and (4.73) must cancel for consistency. Though it is not self-evident, we can show,
with the help of Fierz identities, that they do cancel each other.







































































































This completes the analysis at O(@3).
4.5.2 Analysis at O(@23)
Although the procedure is entirely similar as above, the amount of computations needed at
O(@23) increases considerably. For example, the number of E-type terms in the relation
(4.69) is 269 on the LHS and 12 on the RHS and we must show that they precisely cancel.
By using the explicit representation of SO(9) γ-matrices and with the aid of Mathematica,
we have checked that they indeed cancel. Once E-type terms are cancelled, determination











































































































4.5.3 Analysis at O(@5)
The situation is quite analogous to the one just described, except that it is even more
involved. We have found that 393 and 35 E-type terms on the LHS and RHS, respectively,
of the relation (4.70) cancel exactly and the relation among the remaining D-type terms
xes the form of A
4
γ uniquely. Unfortunately, the result consists of 152 terms, which is
too space-consuming to be displayed in this paper.
4.5.4 Analysis at O(7)
The nal closure relation (4.70) left to be examined consists only of E-type terms and
does not contain any of the o-shell coecients. Thus it serves as a consistency check of
our SUSY transformation laws. The LHS of (4.70) has 85 E-type terms while its RHS
has 35. In a manner similar to the previous analyses, we have checked that these E-type
terms match precisely.
This completes the analysis of the closure relation on .
4.6 Closure relations on rm
To nish up our rather long exploration, we examine the closure relation (2.5) on rm.
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By using the explicit expression (2.8), the expansions (2.12), (2.15), (2.18) and the
results (3.34), (3.17), (3.18) obtained at order 2, we can decompose the closure relation

























































+ ($ ) = 0 : (4.81)
At O(@3), substituting the SUSY transformation laws (4.64), (4.65) into (4.78), one
can easily nd
D@mn = 0: (4.82)
Similarly, at O(@22), substituting (4.64), (4.66), (4.67) into (4.79), we obtain
D
2



























































Beginning at O(@4), we need various Fierz identities. Substituting (4.66), (B.1) and
(B.2) into (4.80), we get 175 E-type terms and 4 D-type terms on the LHS, while we do
not have any E-type terms on the RHS. Thus the E-type terms on the LHS should vanish
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by themselves. As before, with the help of Mathematica , we can show that they indeed

























Finally at O(6), the relevant closure relation (4.81) does not contain any o-shell
coecients and hence it only provides a consistency check. Calculating the LHS of (4.81)
using (B.1) and (B.3), we get 97 E-type terms. It can be shown that these terms cancel
out due to Fierz identities.
5 Summary and Discussions
In this paper we have developed an ecient unambiguous scheme to analyze the SUSY
Ward identity for the eective action, the SUSY transformations and their closure rela-
tions to clarify the role of maximal supersymmetry in the dynamics of a D-particle. Our
analysis is valid for completely o-shell congurations and assumes no knowledge of the
underlying theory.
We found that the eective actions at order 2 and at order 4 are completely determined,
up to two numerical constants, by the symmetry requirements alone. In the context of
Matrix theory for M theory, this provides a complete unambiguous proof of o-shell non-
renormalization theorems.
Moreover, in contrast to previous investigations, we have been able to determine the
SUSY transformations uniquely and proved that they satisfy the proper closure relations.
This includes the determination of the o-shell coecient functions appearing in the
closure relation as well. As far as the system under consideration is concerned, we believe
that our analysis has fully elucidated the power of the symmetries, in particular the
supersymmetry.
A natural extension of this work would be the generalization to higher orders in the
derivative expansion. For example, let us consider the eective action at order 6. The
purely bosonic part at 1-loop was computed in [33] in Matrix theory and a crude analysis
without assuming such an underlying theory has been attempted in [23]. To perform a




(6) + (2) Γ
(4) + (4) Γ
(2) = 0; (5.1)
where Γ(6) is the eective action at order 6 and 
(4)
 is the SUSY transformation at order
4. Since we now have the explicit form of 
(2)
 and Γ(4), the second term on the LHS can





L(6) + amX(4)m −Ψ(9=2) _

; (5.2)
where L(6) denotes the purely E-type part. This means that, by the use of E-type - D-
type separation method developed in this paper, it should be possible to determine Γ(6)
and 
(4)
 . Moreover, since 
(2)
 Γ(4) part acts as an ‘inhomogeneous term’ in the relevant
equations, even the normalization of Γ(6) is expected to be xed by that of Γ(4). This is
a new situation starting at this order. The actual calculation would require considerable
eort, however.
Another important direction into which to extend our work is to apply our scheme
to the multi-body system. Although performed in the eikonal approximation, an ex-
plicit calculation in Matrix theory revealed [10, 11] that even the non-linear part of the
11-dimensional supergravity interactions are correctly encoded in Matrix theory. It is ex-
tremely important to clarify to what extent this feature is due to supersymmetry. Again,
practically this requires a vast amount of work mainly because the number of possible
terms in various quantities increases signicantly compared to the two-body case.
We hope that progress on these issues can be made in future investigations.
Acknowledgment
We wish to acknowledge valuable discussions with Y. Okawa. The research of Y.K. is
supported in part by the Grant-in-Aid for Scientic Research (B) No. 12440060, while
that of T.M. is supported in part by the Japan Society for Promotion of Science under the
Predoctoral Research Program No. 12-9617, both from the Japan Ministry of Education,
Science and Culture.
36
Appendix A: Null transformations and their closure
relations
In this appendix, we study the null transformations 
(2)
 , which are the solutions of the
equation




for some G, and clarify how they aect the closure relations.
Enumeration of null transformations
An ecient algorithm for nding solutions to (A.1) is to write down the most general
form of 
(2)
  and see if (
(2)
 ) _ can be rewritten completely into the form amXm by
integration by parts. When that is possible, we get a solution by setting 
(2)
 rm = Xm.
We now enumerate all possible solutions. Since 
(2)
  is of order 3, apart from , it
may contain derivatives of rm up to _am.
1. First, consider the case 
(2)
  = _amXm. By integration by parts, we can rewrite
_amXm _ into −am@ (Xm _). So there is always a solution.
2. Next consider the case where 
(2)
  = amYm. Then 
(2)
 rm = Ym _ always gives
a solution (with G = 0).
3. The remaining case is the one in which 
(2)
  does not contain am. There are two
possibilities:
(1) One possibility of rewriting (
(2)
 ) _ entirely into the form amXm occurs
when 
(2)
  consists of vm only, since then integration by parts always produces a
factor of am. Since the order of 
(2)
  is 3, we must use three vm’s and . The
only possibility is 
(2)
  = k1v
2(/v) where k1 is a numerical constant. Then, by
performing integration by parts, we nd
(2) rm = −2k1vm(/v) − kv2(γm): (A.2)
(2) The second possibility is when 
(2)
 rm consists of  only, since after integrating
am
(2)
 rm by parts the terms containing _ may be canceled by (
(2)
 ) _. Taking
into account its order and C-symmetry requirement, the only possibility is
(2) rm = k2(γ
n) (γam) (γan); (A.3)
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where k2 is a numerical constant. Performing integration by parts, we nd that the
following 
(2)
  gives a solution:
(2)  = −k2(γn) (γam) (γan) vm − 2 k2 (γn) (γan) (γam) vm
− 2 k2 (γn) (γam) (γan) vm: (A.4)
Summarizing, there are 4 types of solutions:
(i) (2)  = _amXm ; (A.5)
(2) rm = −@ (Xm _); (A.6)
G = amXm _; (A.7)
(ii) (2)  = amYm ; (A.8)
(2) rm = Ym
_; (A.9)
G = 0; (A.10)
(iii) (2)  = k1v
2(/v); (A.11)
(2) rm = −2k1vm/v − k1v2γm; (A.12)
G = k1v
2/v; (A.13)
(iv) (2)  = −k2(γn) (γam) (γan) vm − 2 k2 (γn) (γan) (γam) vm
− 2 k2 (γn) (γam) (γan) vm; (A.14)
(2) rm = k2(γ
n) (γam) (γan); (A.15)
G = k2(γ
n) (γam) (γan) vm: (A.16)
Examination of the closure relation





 be a SUSY transformation which already satises the proper closure relations.
Then, an addition of 
(2)










We shall examine if this is of an appropriate form for proper closure relations to be
maintained, for each of the 4 solutions above.
(i) Xm is an arbitrary structure of order 0. Combined with the restriction from
C-symmetry, the only possible structure for Xm is




where X1 is a function of r() only. Then, the SUSY transformation laws become
(2) r






(2)  = X1 (γ
i) _ai (A.20)












+ 4 iX1 () _am: (A.21)
While the rst term, proportional to am, only modies the form of the o-shell
coecient Dmn, the second term containing _a
m cannot be absorbed into any of
the coecient functions and hence spoils the proper closure relation. Thus, the
solution (i) does not qualify as proper SUSY transformation laws.
(ii) Ym is an arbitrary structure of order 1. Combined with the restriction from
C-symmetry, the possible structures for Ym are
























































































i (i = 1  12) are functions of r() only. SUSY transformation laws then
become
(2) r
m = Y1 (r  v) (γm _)− Y2 ri vj (γmij _) + Y 2m _; (A.24)
(2) 
 = Y1 ai (r  v) (γi) + Y2 rk vj ai (γijk) + Y 
2
mam: (A.25)
Now we note that there exists a eld redenition of the form
~rm = rm; ~ =  + iY1(r  v) _: (A.26)
which preserves the form of the eective action. It, however, changes the form of
the transformation laws as
(2) ~r
m = (2) r




  − Y1 ai (r  v) (γi): (A.28)
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Thus, by using this eld redenition, we can always set Y1 = 0. With this choice,







 = i Y2 rj vk (γ
i¨) (γijk) + i Y2 rj vk (γ
ijk¨) (γi)
− i Y2 rj vk (γi¨) (γijk) − i Y2 rj vk (γijk¨) (γi)
− i(γm¨)Y 2m + i(γm¨)Y 
2
m




+ terms with am and _. (A.29)
As before, the terms with am and _ only produce changes in the o-shell coecient
Aγ, Bγn. On the other hand, the rst 8 terms, which do not vanish by any use of
the Fierz identities, contain _am and cannot be absorbed by the o-shell coecients.
Thus, the solution (ii) does not lead to proper SUSY transformation laws.
(iii) By using the SUSY transformation laws (A.11) and (A.12), we can easily compute
the extra term produced in the closure relation on rm to be −8 k1 () v2 vm. Proper
closure relation cannot contain such a term and hence the case (iii) is also excluded.
(iv) Finally we come to the case (iv). The additional terms produced in the closure
relation on rm take the form
8 i k2 v
2 (γi) (γj) ( γij)− 4 i k2 vi vj (γikl) (γk) ( γjl)
+ 4 i k2 vi vj (γ
k) (γikl) ( γjl) + 4 i k2 v
2 (γi) (γj ) (γij)
+ 4 i k2 v
2 (γi ) (γj) (γij) + 8 i k2 vi vj () ( γ
ik) (γjk)
− 2 i k2 vi vj (γikl) (γk ) (γjl)− 2 i k2 vi vj (γikl ) (γk) (γjl)
+ 2 i k2 vi vj (γ
k) (γikl ) (γjl) + 2 i k2 vi vj (γ
k ) (γikl) (γjl): (A.30)
They are of unallowed form and it is not dicult to show that they do not vanish
by any of the Fierz identities. Thus we must discard this nal possibility.
This demonstrates that there are no acceptable null transformations and hence the
D-type basis is independent. This in turn is responsible for the uniqueness of the the
SUSY transformation laws determined by the SUSY Ward identities.
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Appendix B: SUSY transformation laws
In Sec. 4.3, we recorded O(0) and O(2) parts of the SUSY transformation laws. In this





7 i c (γi) (γij) (γjm)
16 r9
+
91 i c ri rm (γ
j) (γik) (γjk)
80 r11




119 i c ri rj (γ
k) (γik) (γjm)
20 r11
















21 i c ri rj (γ
ik) (γlm) (γjkl)
8 r11
− 119 i c ri rj () (γ
ik) (γjkm)
80 r11
− 2289 i c ri rj (γ
kl) (γil) (γjkm)
640 r11
















49 i c ri rj vk (γ
jl) (γkl) (γi)
16 r11
− 21 i c vi (γ
ik) (γjk) (γj)
16 r9








49 i c ri rj vk (γ
il) (γjk) (γl)
5 r11
− 189 i c ri rj vk (γ
lm) (γjkm) (γil)
80 r11




4641 i c ri rj vk (γ
jl) (γklm) (γim)
640 r11




2289 i c ri rj vk (γ
il) (γjkm) (γlm)
640 r11




2513 i c ri rj vk (γ
im) (γkl) (γjlm)
640 r11




7 i c vi (γ
j) (γjk) (γik)
8 r9
− 91 i c ri (r  v) (γ
j) (γjk) (γik)
40 r11
− 119 i c ri rj vk (γ
l) (γjk) (γil)
10 r11
− 1841 i c ri rj vk (γ
klm) (γjm) (γil)
320 r11








− 2793 i c ri rj vk (γ
jkl) (γlm) (γim)
320 r11








7 i c vi (γ
j) (γik) (γjk)
8 r9
− 91 i c ri (r  v) (γ
j) (γik) (γjk)
40 r11








49 i c ri rj vk (γ
i) (γkl) (γjl)
8 r11
− 1841 i c ri rj vk (γ
klm) (γil) (γjm)
320 r11












21 i c ri rj vk (γ
il) (γjlm) (γkm)
4 r11
− 2793 i c ri rj vk (γ
jkl) (γim) (γlm)
320 r11
− 189 i c ri rj vk (γ
il) (γjkm) (γlm)
40 r11
− 119 i c ri rj vk () (γ
il) (γjkl)
40 r11
− 2289 i c ri rj vk (γ
lm) (γim) (γjkl)
320 r11








21 i c ri rj vk (γ
il) (γkm) (γjlm)
4 r11








27 i c ri (γ
il) (γjk) (γkl) (γj)
40 r11
+
143 i c ri rj rk (γ
il) (γjm) (γkm) (γl)
40 r13
+
i c ri (γ
jk) (γkl) (γlm) (γijm)
80 r11
− 11 i c ri rj rk (γ
il) (γjn) (γmn) (γklm)
80 r13
− 2 i c ri (γ
j) (γjk) (γkl) (γil)
5 r11
− 99 i c ri rj rk (γ
l) (γjm) (γkm) (γil)
40 r13
− 11 i c ri rj rk (γ
klm) (γjn) (γmn) (γil)
40 r13
− 2 i c ri (γ
j) (γil) (γkl) (γjk)
5 r11
− i c ri (γ
ijk) (γkm) (γlm) (γjl)
40 r11
− 11 i c ri rj rk (γ
klm) (γil) (γmn) (γjn)
40 r13
− 2 i c ri (γ
j) (γil) (γjk) (γkl)
5 r11
− 99 i c ri rj rk (γ
l) (γil) (γjm) (γkm)
20 r13
− i c ri (γ
ijk) (γjl) (γlm) (γkm)
40 r11
− i c ri (γ
ijk) (γjl) (γkm) (γlm)
40 r11
− 11 i c ri rj rk (γ
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