Abstract-Java has become one of the predominant languages for embedded and mobile platforms due to its architecturally neutral design, portability, and security. But Java execution in the embedded world encompasses Java Virtual Machines (JVMs) specially tuned for the embedded world, with stripped-down capabilities, and configurations for memory-limited environments. While there have been some studies on desktop and server Java, there have been very few studies on embedded Java. The non proliferation of embedded Java benchmarks and the lack of widespread profiling tools and simulators have only exacerbated the problem. While the industry uses some benchmarks such as MorphMark, MIDPMark, and EEMBC Java Grinder Bench, their representativeness in comparison to actual embedded Java applications has not been studied. In order to conduct such a study, we gathered an actual mobile phone application suite and characterized it in detail. We measure several properties of the various applications and benchmarks, perform similarity/dissimilarity analysis and shed light on the representativeness of current industry standard embedded benchmarks against actual mobile Java applications. It was observed that for many characteristics, the applications had a broader range, indicating that the benchmarks were under representing the range of characteristics in the real world. Furthermore, we find that the applications exhibit less code reuse/hotness compared to the benchmarks. We also draw comparisons of the embedded benchmarks against popular desktop/client Java benchmarks, such as the SPECjvm98 and DaCapo. Interestingly, embedded applications spend a significant amount of time in standard library code, on average 65%, suggesting to the usefulness of software and hardware techniques to facilitate pre-compilation with out the real time resource overhead of JIT.
I. INTRODUCTION
Devices such as MP3 players, PDAs, and cellular phones have increased in popularity over the past few years, and this is only expected to grow. According to Rob Shaddock, chief technology officer for Motorola mobile devices, the dramatic size of the cell phone market, with its 2 billion subscribers "makes it the largest consumer electronics business on the planet, bar none" [16] . A 2006 Gartner study expects mobile application deployment by enterprises to grow by 30% per year till 2011 with over 8% of the IT budgets spent on mobile applications.
As mobile devices grow in complexity and time-to-market windows shrink, high-level languages have been increasingly adopted to enhance productivity. Issues relating to development time, platform security and portability, as well as the traditional concerns of performance and cost have been pushed to the forefront. More importantly, the rise of malicious software has increased the need for ensuring the security of executable code. Java [25] has become one of the predominant development languages for mobile systems due to its architecturally neutral design, rich Application Program Interfaces (APIs) and ability to ensure executable security. Java support on embedded platforms has experienced significant development and growth from major industry groups in recent years. According to a Gartner study, the sale of Java enabled cell phones is expected to be nearly 789 million units in 2007, and 1.17 billion in 2010 [14] .
There are many reasons for the popularity of Java despite the challenges to run Java in a resource-restricted embedded environment. The embedded space is populated by a very large variety of architectures (ARM, MIPS, x86, PowerPC etc) and operating systems(flavors of Linux, Windows CE, Palm etc) making portability a key issue. This coupled with the short life span of devices and rapid pace of evolution of applications exacerbates the need to be able to churn out high quality, portable code rapidly. A 2006 Gartner study [14] expects that, 50% of the large corporations will employ at least five mobile architectures and a third of current application will be discarded by 2009 . Under such circumstances, the managed runtime based model of Java coupled with a virtual machine environment provides considerable advantages to an embedded software developer including code portability and ease of development. The presence of garbage collection in the language runtime, frees the programmers from the burden of memory management, by avoiding memory leaks and accidental memory overwrites ("dangling pointers") [21] . Additionally, Java is designed to deploy code dynamically over a network in a secure fashion. Furthermore, the bytecode structure of Java also ensures that the class files are compact compared to a full native binary, allowing for optimal use of limited network bandwidth. Figure 1 illustrates the various layers in the typical embedded Java platform. Embedded Java environments consist of two important elements -configurations and profiles. Configurations provide a set of libraries and a virtual machine. Profiles are APIs built on top of configurations to provide a runtime environment for a specific device such as PDA or cell phone. Profile manages the application, user interface, networking and I/O. In our experiments, the configuration is CLDC, and the profile is MIDP.
CLDC (Connected Limited Device Configuration) [29] includes some new classes designed specifically to fit the needs of smallfootprint devices with an intermittent (limited) network connection. It specifies a stripped-down JVM (e.g.: KVM) as well as several APIs for fundamental application services. Short for Mobile Information Device Profile, MIDP is a set of embedded Java APIs that define how software applications interface with cellular phones and two-way pagers.
Embedded Java has become important and critical; however embedded Java benchmarking is yet to mature. A notable effort comes from the Embedded Microprocessor Benchmark Consortium (EEMBC), a consortium of 58 member companies, who have interest in a variety of areas like microprocessors (MPU's) microcontrollers (MCU's), and digital signal processors (DSP's). To address the emergence of Java as a language of choice, in 2002, EEMBC released a Java benchmark suite, the
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Embedded Java Application MIDP Profile Native API Hooks CLDC Configuration + Embedded Java Virtual Machine Operating System Device  Fig 1. Typical Embedded Java Platform EEMBC Java Grinderbench [12] . EEMBC Grinderbench contains kernels extracted from some real world applications built on the CLDC framework. There are also some other benchmarks available like Morphmark [22] , MIDPMark [7] and CaffeineMark [23] . These stress some aspects of the embedded Java framework on the target test platform and are mostly synthetic. For this reason, some of the benchmarks like CaffeineMark have been criticized to be the LLLs of embedded Java benchmarks. We use all of these benchmarks in our study.
Given a set of benchmarks, it would be immensely useful to system designers to know, if the benchmarks provide adequate representation of their application space. Such concerns are understandably acute in emerging areas like embedded Java. Although suites such as Morphmark, MIDPmark and Caffeinmark exist, nothing is known about their representativeness. Furthermore, the loop nature of many of these benchmarks has been of concern to designers and many often doubt their representativeness. We undertake a study examining the embedded benchmarks in the light of a suite of embedded applications from a leading cell phone manufacturer, Samsung Electronics. The mobile application suite consists of 50+ real world applications, deployed in various models of mobile phones and devices. These applications include interactive graphical games, board games, image rendering, web browsing, photo gallery, and navigation systems (maps).
There have been very few studies on embedded Java in the past. Desktop Java has been understood a little more and hence we also compare and contrast embedded Java with desktop Java. A primary concern in benchmarking is whether the benchmarks are representative of actual applications. Embedded benchmarks are traditionally miniature compared to their desktop counterparts. They are loop intensive and often are created by stripping out a lot of I/O functionality from applications. Many are often concerned about the representativensss and usefulness of these miniature embedded benchmarks. We study a cellular phone application suite consisting of 50+ applications in use within an actual cellular phone, and analyze the similarity between these real world embedded applications and embedded Java benchmarks to understand the representativeness of the benchmarks. We use Principal Component Analysis and clustering techniques [9, 10, 11] to study similarity.
b) Are embedded Java benchmarks fundamentally different from client/desktop Java benchmarks? Most embedded benchmarks are traditionally miniature. Does the small size mean inherent reduction of complexity compared to the desktop benchmarks? How different are embedded Java benchmarks from desktop Java benchmarks? We compare the embedded Java benchmarks against desktop benchmarks like SPECjvm98 [26] , and a recently proposed desktop suite, the DaCapo benchmark [3] .
II. Embedded benchmarks and applications
This section describes the embedded benchmarks and applications that we used.
A. Embedded CaffeineMark (CaffMark)
The EmbeddedCaffeineMark benchmark suite from PenDragon Software [23] is a simple synthetic benchmark suite composed of several key Java language features. As illustrated in Table 2 , the EmbeddedCaffeineMark suite is composed of a variety of tests involving kernels targeting basic language features such as method invocations, object manipulation, and basic logical, string and mathematical operations. 
B. MIDPMark
The MIDPMark benchmark suite by DigitalBridges [7] , is a suite that tests the different media features of a mobile handset. A set of non-interactive and non-graphical MIDPMark tests as described in Table 3 were used in the study. These tests include method and thread creation, integer math and synchronization calls. 
C. MorphMark
MorphMark, by Morpheme Ltd [22] , is another common benchmark suite that tests the performance of applications like video games. The benchmark is primarily designed to test the overall performance of embedded Java Virtual Machines when running an entertainment gaming application. However, the benchmark suite also has tests targeting the virtual machine performance itself without interacting with the graphics subsystem. The set of tests that were used in our study are listed in Table 4 . 
D. EEMBC Java GrinderBench
EEMBC, the industry embedded benchmarking consortium, provides a set of Java benchmarks known as Java GrinderBench [12] . These are composed of a set of six embedded Java applications. The applications are non-interactive, nongraphical and only require the support of the CLDC libraries. All the six applications were used in the study and are described in more detail in Table 5 . 
E. Mobile phone Java Applications
We obtained access to a suite of embedded Java applications for a mobile phone. The suite consists of approximately 50 different applications. These applications are from various applications domains like interactive graphical games, board games, image rendering, web browsing, photo gallery, and navigation systems (maps). In order to give an indication of the length of the benchmarks, we provide the dynamic size of the various benchmarks used in this study. Table 6 shows the number of bytecodes executed for each given benchmark. As seen in Table 6 , the individual tests and suites in the study have varying dynamic bytecode counts, ranging from 5 to 155 million bytecodes. In contrast, the SPECjvm98 benchmarks execute 2 to 954 million bytecodes with the -s1 data set and approximately 100 million to 1 billion bytecodes with thes100 data set. Thus the embedded benchmarks are miniature compared with the desktop Java benchmarks. How representative are these embedded benchmarks? That is the question we set off to answer.
III. Methodology
Characterizing embedded Java and comparing it to desktop Java is very challenging from the perspective of tools and methodology. Embedded and desktop VMs are different and the stripped down embedded VMs will not run the desktop applications. However, we use a methodology that consists of analyzing object-oriented metrics in the various programs at a VM-independent level. We use the IBM J9 VM [15] , and a Sprint Wireless Tool Kit [28] in order to perform the various experiments. Embedded VMs are stripped down to be resource efficient which in turn makes them deficient in some of the debugging and profiling abilities. Many of the embedded VMs have no support for profiling interfaces like JVMPI [25] or JVMTI [25] . We used the IBM J9 VM, which supports JVMPI, enabling us to measuring several of the VM level metrics. Real embedded Java applications often use some of the device specific characters adding to the dependencies and complexity of execution. Some of these dependencies seem to interfere with the limited JVMPI support IBM J9 has and had to be dealt at a case by case basis for the suite of 50+ applications. By working around these limitations, we perform a study of embedded Java benchmarks at both the bytecode and the native embedded processor level.
A. Simulation/Execution framework
The embedded virtual machine used in this study is an IBM J9. The IBM J9 VM, is a high-end, feature-heavy, versatile VM implementation for embedded Java. It supports JVMPI enabling profiling.
B. Principal Component Analysis and Clustering
In order to understand the similarity/dissimilarity between embedded Java benchmarks, other Java benchmarks and actual embedded Java applications, we use Principal Component Analysis (PCA) and clustering [10, 11] . PCA is a multivariate statistical technique that reduces a large N-dimensional space into a lower dimensional uncorrelated space with very little loss of information. In order to isolate the effect of varying ranges of each parameter, the data is first normalized to a unit normal distribution, i.e. a normal distribution with mean equal to zero and standard deviation equal to 1, for each variable. PCA helps to reduce the dimensionality of a data set while retaining most of the original information. PCA computes new variables, so-called principal components, which are linear combinations of the original variables, such that all the principal components are uncorrelated. PCA transforms p variables X 1 , X 2 ,...., X p into p principal components (PC) Z 1 ,Z 2 ,…,Z p such that:
which means that Z 1 contains the most information and Z p the least. Given this property of decreasing variance of the PCs, we can remove the components with the lower values of variance from the analysis. This reduces the dimensionality of the data set while controlling the amount of information that is lost. We use a standard technique (Kaiser Criterion) to choose PCs where only the top few PCs which have eigenvalues greater than or equal to one are retained. For details on PCA please refer to [9] . After PCA, the workload space is projected using the most important principal components, or linkage distance between the programs is computed.
IV. Measuring Representativeness of Embedded Benchmarks
We study characteristics of the aforementioned embedded Java benchmarks and applications. Some issues with the instrumentation and profiling setup prevented a few of the applications from functioning correctly; but still we were able to correctly execute 40+ real world applications. We first compare the benchmarks and applications for code complexity, code structure, object-orientedness features, class hierarchies, etc using the popular Chidamber and Kemerer (C-K) metrics [4] . Then the applications and benchmarks are compared for object behavior as measured by execution-time object allocation/deallocation and liveness characteristics using methodology used by DiekmanHolzle, and Blackburn et al [8, 3] .
A. Code Complexity Metrics
The complexity of the code is one of the aspects to compare embedded benchmarks and real world mobile phone application programs. Chidamber and Kemerrer [4] proposed several object oriented programming metrics in order to quantify code complexity. These metrics include Depth of Inheritance tree, number of children, coupling between classes, etc. We use the software package ckjm [27] to measure these metrics. As in prior work [3] , these metrics are measured for classes that load at runtime. The libraries are excluded from the analysis as they are heavily duplicated across the benchmarks. These metrics are described in short as follows.
WMC (Weighted Methods per Class):
WMC for a given program is measured by adding complexity of a program's methods. Ckjm assigns a complexity value of 1 to each method, and therefore the WMC value is equal to the number of declared methods in the loaded classes. Large numbers thus show that a class provides a variety of different behaviors in the form of different methods/functions. DIT (Depth of Inheritance Tree): DIT provides for each class a measure of the inheritance levels from the top of the object hierarchy. In Java where all classes inherit object the minimum value of DIT is 1. NOC (Number of Children): NOC measures the number of immediate subclasses of the class. CBO (Coupling Between Objects): For a given class CBO measures the number of classes coupled to a given class. Classes may be coupled via method calls, field accesses, inheritance, arguments, return types, and exceptions. The metric measures code complexity in terms of interactions between objects and classes. RFC (Response for a Class): RFC measures the number of different methods that may execute when a method is invoked. Ckjm calculates a rough approximation to the response set by inspecting method calls within the class's method bodies. LCOM (Lack of Cohesion): LOC counts methods in a class that are not related through the sharing of some of the class's fields. Table 7 presents the C-K metrics for embedded benchmarks and the mobile phone application suite. The benchmark data includes EEMBC, Morphmark, MIDPmark, and Caffeine benchmarks. The applications data is aggregated from 40+ different applications.
Weighted Methods per class ranges from 37 to 191 for the benchmarks, while it ranges from 2 to 410 for the applications. Similarly the depth of inheritance tree ranges from 7 to 49 for benchmarks while it ranges 0 to 68 for the applications. However, the average depth of inheritance tree is 25 for the benchmarks while only 16 for the applications. The number of children range from 0 to 16 for benchmarks and 0 to 22 for applications. In general, the applications exhibit a wider spread than the benchmarks. For all 6 of the metrics, the application has a maximum much higher than the maximum of the benchmarks. Similarly, the minimum for the applications is smaller than the minimum for the benchmarks for 5 out of 6 metrics. However, if you look at the mean or median, for many of the metrics, the benchmarks are slightly more complex than the suite of applications we studied. Although this might suggest that the benchmarks are slightly over designed, it is not unhealthy to have benchmarks slightly overstress application characteristics since benchmarks are made to last longer and also intended to help in studying ruggedness of designs. The more serious weakness is that the benchmark suite lacks the broad spread of the application suite.
In order to compare and visualize the similarity/dissimilarity of the workload space (with all metrics), we rely on Principal Components Analysis (PCA) [9] . Figure 2 shows a scatter plot of two principal components that account for about 86% of the variance in the embedded benchmarks and the embedded applications. From Figure 2 we can observe that the benchmarks are within the typical range exhibited by the applications for the code complexity characteristics. But there are a few real world applications (e.g.: A18, A30, A49, A50) that are very different from all the benchmarks and hence are not represented by the benchmarks. Two of the applications, A49 and A50 have high values for most of the C-k metrics. (Our non-disclosure agreement with Samsung does not allow us to discuss the details of these applications any more.) However, it can be easily concluded that there is room for improvement in the design of the benchmarks. Benchmark suites can be made to include more diverse benchmarks. Although the benchmark suite does not show complete coverage of the application space, it is encouraging to note that the industry standard benchmarks do fall within the range exhibited by the applications.
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B. Object allocation/liveness/locality analysis
This section presents two important program properties namely 1) memory allocation and management, and 2) code reuse. The memory allocation and management properties are of greatest concern to virtual machine designers. The code reuse information is useful to VM and hardware designers. The memory behavior of objects is gathered by using the limited support for JVMPI that IBM J9 VM offers. Due to some of the stability and dependency issues with JVMPI in IBM J9, the code reuse was done using the Sprint Wireless Toolkit 3.1 [28] . The Sprint Wireless Toolkit is an emulation of the embedded Java platform with support for some device and vendor specific libraries, which enables us to execute most of our application suite.
1) Dynamic Object Memory behavior
To capture the dynamic memory profile of the programs, we measure some of the metrics suggested by Dieckmann et al [8] .
The VM was modified using a plug-in written using JVMPI. This allowed for data collection and regular (controlled) invocation of the GC. We invoked the GC once in every 10K of allocation and measured both object allocation and live object statistics. A brief discussion on each of the metrics follows.
Allocated bytes: measures the total number of bytes allocated by this program. Live bytes: measures the total number of bytes alive at the end of a 10k allocation cycle, allowing one to compare the data survival behavior. The amount of the bytes that stay alive can determine the size of the second level of the heap and the algorithm used to compact the heap. Since data compaction tends to perform bulk copy, support for such operations in the architecture could be helpful; but the level of support needed would be partly determined by the amount of live bytes. Allocated to Live bytes ratio: measures the ratio of allocated to live bytes. This gives an idea of the pressure on the GC in terms of that data allocation and de-allocation rate. A high ratio would signal that allocation and de-allocation are happening at a high rate (i.e. low survival rate with most of the objects being de-allocated quickly). A high ratio would support the weak generation hypothesis [20] , the hypothesis that most objects die young, making it a valuable information to the GC designers. The usefulness of this metric extends to computer architects too. A high ratio is likely to imply that large amount of data is being allocated and stored in the high level memory and caches and then being discarded at a very high rate. This could lead to a low utilization of the cache hierarchy. Allocated objects: measures the total number of objects allocated by this program. Allocation of a large number of objects requires an appropriately tuned heap management, a useful input to the Virtual Machine designers. A large number of allocations can pressure the TLB.
Live objects: measures the total number of objects alive at the end of a 10k allocation cycle. The larger the number of objects that survive, the more difficult could be the GC operations and possibly more number of data copy operation are required.
Allocated to Live objects ratio: measures the ratio of allocated to live objects. This metric is analogous to the allocated to live bytes ratio except that now it concerns object count instead of bytes. This metric gives us an idea of the pressure on the GC in terms of object count. This data in conjunction to the object size related data can give further insights to GC designers as well as micro-architects. For example, a large object count ratio can have implication on the cache block size. If the objects are small enough a number of them could fit into the same cache block. This could work to ones advantage and disadvantage. On the positive side it provides prefetching but on the negative side it can lead to fragmentation of the heap and thus reducing the utilization of the caches as well as causing misaligned reads, typically a costlier operation.
Average Allocated Object size: measures the average size of the objects allocated by the program. Large objects will have different VM architecture and micro-architectural requirements compared to small objects. For example, large objects are better off having larger cache block sizes and the ability to write larger amount of data in bulk (the bandwidth).
Average Live Object size: measures the average size of the live (as defined before) objects allocated by the program. If the objects that survive are smaller, more data operations are required to manage them and the efficiency of small data operations become critical (e.g. latency of data operations). Table 8 shows the object allocation/liveness metrics for the various embedded benchmarks and embedded applications. Due to space limitation, the data for each individual benchmark and each mobile application is included in Appendix I of the extended version posted anonymously at [30] . On average, benchmarks allocate more heap than applications, but the variation in amount of heap allocated is higher in applications than benchmarks. Thus there is a difference between average behaviors versus the range of behaviors. Similarly, on average, benchmarks allocate more objects; however, there is more diversity in object count allocation between various applications than between the benchmarks. The average allocated/live ratio is similar for both applications and benchmarks, although applications have more diversity. With respect to average object size, the benchmarks exhibit a wider range than applications, both in allocated and live. To simplify comparison and visualization we plot the two principal components PC1 and PC2 that account for more than 72% of the variance in the data (See Figure 4) . The applications occupy a space distinct from that of the benchmarks (one can draw a line separating out the applications from the benchmarks). This is true of all the benchmarks except Morphmark. On PC1, the benchmarks fall within the range exhibited by the applications, whereas on PC2, applications and benchmarks exhibit significant difference in behavior. Now, let us consider SPECjvm98 and DaCapo. Table 9 presents a summary of the comparison between embedded Java benchmarks and the SPECjvm98/DaCapo information with the same IBM J9 tool suite. Due to space limitation, a summary of the results from Blackburn et al [3] is included as Appendix II of the extended version posted anonymously at [30] . On average, the object sizes are higher for SPECjvm98 for both allocated and live. However, live size is higher for DaCapo compared to SPEC. The PCA plot for the workload space with embedded benchmarks, embedded applications, SPECjvm98 and DaCapo is shown in Figure 5 . Four principal components are presented, accounting for about 97% of the variance in the data. As expected, DaCapo's richness in code complexity translates to more complex behavior even for object allocation and management. Once all the Java workloads are presented in the same figure (as in Fig 5) , some outliers from DaCapo and one from SPECjvm98 programs (compress) define a broad envelope, however, all embedded benchmarks and applications and many SPECjvm98 programs are clustered in a small region of the workload space. The embedded Java benchmarks have more similarity to SPECjvm98 than DaCapo.
Since many garbage collection algorithms are most concerned with live object behaviors these demographics are more indicative for designers of new garbage collection mechanisms. The object demographics also dictate many other choices such as the design of per-object metadata, locking mechanisms, etc. All such decisions in the end affect the performance of the micro-architecture.
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V. Related Work
Prior work [17, 18, 2, 3, 10, 19] in understanding the nature of Java workloads has focused on characterizing the performance of standard client and server applications using industry benchmarks such as SPECjvm98 and SpecJbb [24] . In the embedded domain, prior work includes Chen et al. [6] which characterized the performance of embedded Java applications through the development of their PennBench suite. Even though this study concerns Java in the embedded space, the analysis is limited to method and object distribution across the proposed suite. Furthermore, our study focuses on industry standard benchmarks and performs the analysis of the method and object level properties elaborately. In another study by Chen et al [5] , the impact of various garbage collection properties and allocation strategies, that can take advantage of banked memory, are studied. Griffin et al [13] also proposed improvements to the garbage collection strategies with the objective of being energy efficient for embedded systems. They use a small suite of application to model embedded Java applications and only focus on relative benefit of their scheme, but no characterization of the applications is presented. We perform an elaborate characterization of standard embedded benchmarks and embedded applications. We also present a comparison between desktop and embedded Java benchmarks.
VI. Conclusion
With the goal of understanding embedded Java benchmarks and their representativeness of real-world embedded applications, we gathered and characterized industry benchmarks such as MIDPmark, Morphmark, Caffeine, EEMBC Java benchmarks, and an actual cell phone application suite. Using a versatile embedded virtual machine, a Sprint wireless toolkit, and a JVMPI based module, we obtained the characteristics of embedded benchmarks and approximately 50 applications from the cell phone Java application suite. On code complexity metrics, as well as object allocation and live properties, there are differences between the properties of embedded benchmarks and embedded applications. On most characteristics, the range of variability represented by the applications is much higher than the range of variability exhibited by the benchmarks. On the object allocation and live properties, the benchmarks and applications occupy an almost disjoint space. Furthermore, we find that the applications exhibit less code reuse/hotness compared to the embedded benchmarks. Future embedded Java benchmarks can be designed to include benchmarks with a wider range of complexity characteristics as well as object allocation properties.
We also compared the embedded programs to desktop/client benchmarks such as SPECjvm98 and DaCapo. Utilizing Principal Component Analysis and clustering techniques we present a similarity/dissimilarity analysis of the different Java benchmarks. As expected, desktop Java benchmarks, especially DaCapo, is significantly richer in code complexity metrics and object allocation/liveness characteristics. Embedded benchmarks and embedded applications are seen to be different from SPECjvm98 and DaCapo programs.
We also find that, embedded applications spend a significant part of the time executing bytecodes from the standard library; on average 65% of the time. This suggests that software and hardware techniques that aid ahead of time compilation of library functions can provide a significant performance boost without having to incur the resource overhead of just-in-time compilation of code. Compared to the applications, embedded java benchmarks spend far less time, an average of 14%, in libraries.
VII. Acknowledgement

