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Abstract
Given a finite simplicial graph G and groups Gv for each vertex v ∈ G, the graph product GG
is the free product of the vertex groups modulo the normal closure of all commutator groups
[Gv,Gw] where v and w are adjacent vertices. If all vertex groups are indicable we give a complete
description of the homotopical invariant Σ2(GG) which captures, among other things, information
determinining which normal subgroups above the commutator are finitely presented. In case some
vertex group is not indicable, our result still gives an almost complete picture of Σ2(GG). Ó 1999
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1. Introduction
Given a finite simplicial graph G = (V G,EG) and groups Gv for each vertex v ∈ VG,
the graph product GG is the quotient of the free product ?v∈VGGv of all vertex groups
modulo the normal subgroup generated by all commutators [Gv,Gw] with {v,w} ∈EG an
edge. After direct products, the most common examples of graph products are graph groups
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(sometimes called right angled Artin groups) which are graph products with Gv ' Z for
all v ∈ VG.
Bestvina and Brady settled a long standing question by showing that certain graph
groups contain subgroups which enjoy the homological finiteness condition FP2 but are
not finitely presented [2]. These subgroups appear as kernels of maps from graph groups
onto the infinite cyclic group.
In general, the information on the finiteness properties Fm and FPm of all normal
subgroups containing the derived subgroup of a group G is codified in two chains of
geometric invariants: the homotopical invariants
S(G)=Σ0(G)⊇Σ1(G)⊇Σ2(G)⊇ · · · ,
and the homological invariants
S(G)=Σ0(G,Z)⊇Σ1(G,Z)⊇Σ2(G,Z)⊇ · · · .
These invariants were introduced in a sequence of papers by Bieri, Neumann, Strebel and
Renz [5,6,16,17,7]. They are subsets of the character sphere S(G) which is the set of
equivalence classes [χ] of non-zero homomorphisms, or characters, χ :G→ R, where
two homomorphisms are equivalent if they are positive scalar multiples of one another.
The first invariants in these sequences,Σ1(G) andΣ1(G,Z), are always the same. For the
higher invariants one has Σn(G)=Σ2(G) ∩Σn(G,Z), if n > 1, but the Bestvina–Brady
result shows that the homotopical invariant can be a proper subset of the homological one
(see [11]).
The Σ1-invariants of graph products were determined by the second author in [13], and
all the invariants for graph groups by the authors in [11] thereby generalizing the work
of Bestvina and Brady. It is the aim of this article to extend these results by investigating
the invariants Σ2(GG) and Σ2(GG,Z) of graph products. We note that while progress
has been made in computing the Σ1-invariant of important families of groups, there are
few examples of groups whoseΣ2-invariants have been computed, aside from those where
Σ1(G)=Σ2(G,Z)=Σ2(G) for general reasons.
Throughout this paper, let G = (VG,EG) be a finite simplicial graph, and let GG be the
graph product based on G with finitely presented vertex groups Gv . (It is not difficult to
see that GG is finitely presented if and only if all vertex groups are finitely presented; for a
proof and more general results, see [1].) We will also be assuming that the vertex groups are
indicable, that is, that they admit some non-trivial map to Z. Although this is not optimal,
it is fairly natural given that we are computing theΣ2-invariant, which determines whether
or not the kernel of any given map χ :G→ Zn is finitely presented.
The full simplicial complex spanned by the graph G will by written as Ĝ. Recall that a
set of vertices S defines a simplex in Ĝ if and only if any two vertices in S are adjacent in
G. By Ĝ(n) we mean the n-skeleton of Ĝ.
Let χ :GG→R be a character. The full subgraph of G generated by all vertices v ∈ V G
with χ(Gv) 6= 0 will be called the living subgraph of G, denoted as L= Lχ .
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Our first step toward computing Σ2(GG) is to reduce ourselves to the generic
characters, that is, characters which are non-zero on each vertex group. In other words,
χ :GG→R is generic if and only if G = L.
Theorem 1.1. Let χ :GG→ R be a character of a finitely presented graph product GG
of indicable groups. Let Gv denote the 1-skeleton of the link of a vertex v ∈ Ĝ. Then
[χ] ∈Σ2(GG) (respectively [χ] ∈Σ2(GG,Z)) if and only if the following two assertions
hold:
(i) [χ |GL] ∈Σ2(GL) (respectively [χ |GL] ∈Σ2(GL,Z));
(ii) χ |GGv 6= 0 and [χ |GGv ] ∈Σ1(GGv) for each vertex v ∈ G −L.
The restriction that the vertex groups are indicable is only needed for one special part
of this result, namely that the second condition in (ii) is necessary for [χ] to belong to
Σ2. We know that “indicable” can be replaced by the more general requirement that “each
vertex group admits an epimorphism onto a non-trivial finite group”, but proving this result
involves presenting a number of details which would significantly increase the length of
this paper. We conjecture that Theorem 1.1 holds without even this weak assumption.
Since geometric conditions describing Σ1(GG) are known (Theorem 1 in [13]), it only
remains to establish geometric conditions describing when a generic character is in the
homotopical invariant Σ2(GG) or the homological invariantΣ2(GG,Z).
Theorem 1.2. Let χ :GG → R be a generic character of a finitely presented graph
product GG where G does not consist of a single edge or vertex. Then [χ] ∈ Σ2(GG)
(respectively [χ] ∈Σ2(GG,Z)) if and only if
(i) Ĝ is 1-connected (respectively 1-acyclic);
(ii) for each vertex v ∈ G whose link in Ĝ is not connected, [χ |Gv ] ∈Σ1(Gv).
Because Σ2-invariants are generally difficult to compute, it is important to note that
these theorems compute the Σ2-invariants of (most) graph products using only the Σ1-
invariants of certain vertex groups and the topology of Ĝ.
The exceptional situation where the underlying graph G is a single vertex v is trivial:
in this case GG =Gv and nothing more can be said. The situation where G = v w is a
single edge, and henceGG =Gv×Gw , is understood by the work of Gehrke [9]. In general
it is surprisingly complicated to compute the Σ-invariants of direct products, although
there is a standing conjecture as to their structure. This conjecture has been established
only in dimensions one, two, and most recently three. Dimension three was resolved by
Robert Bieri and Ross Geoghegan who have also announced that the standing conjecture
is true when working with the homological invariants with coefficients in a field. Their
work extends to give results in the context of the new CAT(0)-Σ theory. For a survey on
Σ-invariants of direct products see [3]; for background on Σ-theory in a CAT(0) context
see [4].
The proof of the ‘if’-part of Theorem 1.2 is fairly geometric, and follows three basic
steps:
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(1) decompose the complex Ĝ into pieces Ĝi where Ĝi ∩ Ĝj is either a single vertex or
is empty,
(2) show the restriction of χ to GGi is in Σ2(GGi ),
(3) use the decomposition of Ĝ from the first step to express GG as the fundamental
group of a graph of groups, and appeal to known facts aboutΣ-invariants and graphs
of groups to finish the argument.
We concentrate our discussion on the homotopical invariant Σ2(GG); the homological
argument is quite similar and is sketched in the concluding section.
2. Some basic results on Σ2
In this section we include some known results which will be needed in later sections.
The reader is directed to [5–7] for further background on the Σ-invariants. Since we will
be working with the Σi -criteria (for i = 1 and 2), we quickly review them here.
The character sphere S(G) of a group G is the collection of all non-zero homomor-
phisms from G to R, modulo positive scalar multiplication. Since Hom(G,R) is a real
vector space, S(G) can be identified with the unit sphere (or the sphere at infinity if you
prefer). In this paper G is finitely presented, hence S(G) is finite-dimensional.
Let G= 〈S|R〉 be finitely presented, and let K be the corresponding finite presentation
2-complex. The vertices of the universal cover K˜ will be identified with group elements;
the edges (respectively 2-cells) in K˜ are labeled by generators s ∈ S (respectively by
defining relators r ∈ R); words in S±1 can be thought of as paths in K˜ starting at the
vertex corresponding to the identity in G. Given a character χ :G→R there is an induced
map vχ from finite subcomplexes of K˜ to R given by
vχ (∆)=min
{
χ(g) | gis associated to a vertex in ∆}.
Renz’ Combinatorial Σ-Criteria. The character [χ] is in Σi(G) (for i = 1 or 2) if
and only if there is a continuous, cellular, G-equivariant map φ : K˜(i)→ K˜(i) such that
vχ (φ(σ)) > vχ (σ ) for each cell σ ⊂ K˜(i). (See [16,17].)
Often the map φ is constructed by induction on the dimension. Let t ∈ S be a generator
with χ(t) > 0. At the level of the 0-skeleton, the vertex corresponding to the group element
g is mapped to the vertex associated with g · t ; call this map φ0. If φ0 extends to a map
φ1 : K˜(1)→ K˜(1) as above then [χ] ∈Σ1(G). At the level of Σ1, Renz’s criterion can be
rephrased in terms of words in the generators:
Σ1-criterion. [χ] ∈ Σ1(G) if and only if there is a word ws , for each generator s ∈ S,
such that t−1st =ws in G and vχ (ws) > vχ (s)− χ(t). (See [16,17,7].)
The relation between the two criteria is as follows. With the wordsws of theΣ1-criterion
in hand, one maps the edge g→ gs in K˜(1) to the path connecting gt to gt · ws = gs · t
described by the word ws ; this gives the required map φ1 : K˜(1)→ K˜(1). On the other hand,
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if φ1 is a map extending φ0 above and satisfying the requirements of Renz’ criterion then
one can read off the words ws from the image of the edges 1→ s under φ1.
To show that [χ] is in Σ2(G) the map φ1 is extended to a map φ2 defined on the 2-
skeleton; a 2-cell σ labeled by a relator r ∈ R is mapped to a van Kampen diagram filling
the circuit induced by the image of ∂σ = r under φ1. In order to simplify notation we
denote φ1(∂σ ) by rˆ .
At the level of Σ2, one can also rephrase the above criterion. In this case however,
one needs to ensure that the set of relators contains those relators obtained from the
Σ1-criterion. So if [χ] ∈ Σ1(G) and t ∈ S is a generator with χ(t) > 0, suppose that
R contains a set of relators t−1stw−1s , with s ∈ S, satisfying the assertion of the Σ1-
criterion.
Σ2-criterion. [χ] ∈Σ2(G) if and only if there is, for each relator r ∈ R, a van Kampen
diagramDr filling the circuit induced by rˆ such that vχ (Dr) > vχ (r). (See [16,17].)
It follows directly from these characterizations that Σi(G) is an open subset of S(G).
One can also quickly check that the set of all rational characters, those maps χ :G→ R
where χ(G) is infinite cyclic, is dense in S(G).
The following results will be used throughout our discussion of the Σ2-invariants
of graph products. (The fact that these results are only stated for the low-dimensional
invariants does not necessarily mean that they do not hold in higher dimensions; in fact, in
almost all cases the higher-dimensional analogues are known to be true.)
Theorem 2.1 (Meinert [15]). Suppose that G= pi(G(−), Y ) is the fundamental group of
a graph of groups (G(−), Y ) with finite underlying graph Y . Let χ :G→R be a character
whose restriction χ |Υ = χ |G(Υ ) to each vertex or edge groupG(Υ ) with Υ ∈ VY ∪EY is
non-zero.
If [χ |V ] ∈Σ2(G(V )) for each vertex V ∈ V Y and if [χ |E] ∈Σ1(G(E)) for each edge
E ∈EY then [χ] ∈Σ2(G).
For a proof of the following result also see [11].
Theorem 2.2 (Schmitt [18]). Suppose the assumptions of Theorem 2.1 above hold. If
[χ] ∈Σ2(G) and if [χ |V ] ∈Σ1(G(V )) for each vertex V ∈ V Y then [χ |E] ∈Σ1(G(E))
for each edge E ∈EY .
Theorem 2.3 (Meinert [15]). Suppose that pi :G H is a split epimorphism, and that
ψ :H →R is a character. If [ψ ◦ pi] ∈Σi(G) with i = 1 or 2, then [ψ] ∈Σi(H).
Theorem 2.4 [9,3]. Let χ = (χH ,χK) :H ×K→R be a character of a finitely presented
direct product such that χH :H → R and χK :K → R are both non-trivial. If [χH ] ∈
Σ1(H) or [χK ] ∈Σ1(K) then [χ] ∈Σ2(H ×K).
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Fig. 1. The diagram for r = cε11 · · · cεnn ∈RC .
3. On certain free products with amalgamation
Here we provide the basic tools for the proof of Theorem 1.1.
Throughout this section let A and C be finitely presented groups, and let B be a finitely
generated subgroup of A. Let G=A ∗B (B ×C) be the free product of A and of the direct
product B ×C, amalgamating B , and let χ :G→R be a character with χ |B 6= 0.
Theorem 3.1. If [χ |A] ∈Σ2(A) and [χ |B] ∈Σ1(B), then [χ] ∈Σ2(G).
Proof. If χ |C 6= 0 then [χ |B] ∈Σ1(B) implies [χ |B×C] ∈ Σ2(B × C) by Theorem 2.4.
We can then apply Theorem 2.1, with vertex groups A and B × C and edge group B , to
get the desired result. Hence we may assume that χ(C)= 0.
We choose finite generating sets A, B, and C of A, B , and C, respectively. Since
χ(C) = 0 we also have χ(C) = 0. Inverting a generator if necessary, choose t ∈ B with
χ(t) > 0.
We first show that the Σ1-criterion is satisfied. As [χ |A] ∈Σ1(A), the requirements of
theΣ1-criterion are fulfilled for generators inA∪B. More explicitly, since [χ |A] ∈Σ1(A)
the Σ1-criterion guarantees, for each generator a ∈ A, the existence of a word wa in
A±1 ∪ B±1 such that t−1at = wa and vχ (wa) > vχ (a) − χ(t). Similarly, as [χ |B] ∈
Σ1(B), for each generator b ∈ B there is word wb in B±1 such that t−1bt = wb and
vχ (wb) > vχ (b) − χ(t). Since B and C commute, for each generator c ∈ C we have
t−1ct = c and vχ (c) > vχ (c)− χ(t), so we can set wc = c. Thus the Σ1-criterion is also
satisfied for generators in C , so [χ] ∈Σ1(G).
Let 〈A,B|RA〉 be a finite presentation of A such thatRA contains all relators t−1xtw−1x
with x ∈A ∪ B resulting from the Σ1-criterion. Let 〈C|RC〉 be a finite presentation of C.
Then 〈A,B,C|RA,RC, [B,C]〉 is the finite presentation of G we will work with.
We use Renz’ combinatorialΣ2-criterion to show that [χ] ∈Σ2(GG); for each relation
r ∈ RA ∪RC ∪ [B,C] we describe a van Kampen diagram Dr for the relation rˆ which
results from replacing each generator x in r by the word wx such that vχ (Dr) > vχ (r)
(here the base point of the diagram Dr is the vertex t ∈G, the base point of the path r is
1 ∈G!).
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Fig. 2. The diagram for r = bcb−1c−1 ∈ [B,C].
Since [χ |A] ∈Σ2(A), the assertion can be satisfied for all relators r ∈RA; this follows
from the Σ2-criterion in Section 2 (also see [16, Theorem 3]). The condition is trivially
satisfied for relators r ∈RC since t ∈ B commutes with all elements in C and, aside from
basepoint, rˆ = r .
So let r = bcb−1c−1 ∈ [B,C]. Then rˆ = wbcw−1b c−1. As wb is a word over B one
can use the relations in [B,C] to construct the required diagram (as in Fig. 2) so that
vχ (Dr)= vχ (wb)+ χ(t) > vχ (b)> vχ (r).
This completes the proof of Theorem 3.1. 2
Remark. If A and C are of type Fn and B is of type FPn−1, there is an obvious
generalization: if [χ |A] ∈ Σn(A), and if [χ |B] ∈ Σn−1(B,Z), then [χ] ∈ Σn(G). We
believe this is true, but we have not constructed a proof. However, in addition to the
case n = 2 above, it is known to be true when n = 1; the easiest proof of this fact uses
Ken Brown’s R-tree approach to Σ1 (see [8]) and can be found in [13].
We close this section by proving a kind of converse of the above result:
Proposition 3.2. Suppose C is indicable. If [χ] ∈ Σ2(G) and if [χ |A] ∈ Σ1(A) then
[χ |B] ∈Σ1(B).
Proof. Suppose first that χ |C = 0. By the assumption that C is indicable, there is a split
epimorphism piC :C→ Z. Let H = A ∗B (B × Z). Then the identity map on A together
with piC induces a split projection pi :G H , the kernel being the normal subgroup of
G generated by the kernel of piC . Thus χ factors via pi through a character ψ :H → R,
and [ψ] ∈ Σ2(H) by Theorem 2.3. Since ψ|A = χ |A, we have [ψ|A] ∈ Σ1(A), and it
suffices to show that [ψ|B] ∈Σ1(B). Now notice that H = 〈A, t | t−1Bt = B〉 is an HNN-
extension with base A, stable element t (the free generator of Z) and associated subgroups
B = B . Thus Theorem 2.2 shows that [ψ|B ] ∈Σ1(B).
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If χ |C 6= 0, then because the rational maps are dense, there is a map ϕ :C Z which is
close to χ |C in S(C). Let χ ′ → R be the map defined by χ ′|A = χ |A and χ ′|C = ϕ. We
then have a split projection pi :GH and a map ψ :H →R such that χ ′ =ψ ◦ pi . Since
ϕ is close to χ |C , and Σ2(G) is open, we may assume [χ ′] ∈Σ2(G). It then follows that
[χ ′|B] = [χ |B] ∈Σ1(B) by the same argument as above. 2
Corollary 3.3. If C is indicable and χ |C = 0, then [χ] ∈Σ2(G) implies [χ |A] ∈Σ2(A)
and [χ |B] ∈Σ1(B).
Proof. Notice that factoringG by the normal closure of C gives a retractionGA. Thus
the result follows from Theorem 2.3 along with the preceding proposition. 2
Remark. The assumption of the last two results, that C is indicable, can be relaxed. It
suffices to assume that C admits an epimorphism onto a non-trivial finite group. Since
the proof requires fairly different techniques, and since we conjecture that the results hold
without any further restriction on C, we restrict ourselves to the indicable case.
Moreover, since variants of the ingredients of the last two results (with indicable
group C) are available in all dimensions, analogues of these results hold in all dimensions.
4. The reduction to generic characters
The proof of Theorem 1.1 mirrors the proof of Theorem 5.1 in [11].
Proof of Theorem 1.1. (⇐) Suppose first that the conditions (i) and (ii) hold. By induction
on the number of vertices in G −L we will show that [χ] ∈Σ2(GG). The base case, when
G = L, is trivial. For the inductive step, choose a vertex w ∈ G − L, and let Gw be the
full subgraph on all vertices of G except w. For each vertex v ∈ Gw − L, χ vanishes
on the kernel of the natural split projection GGv  GGvw sending Gw to the identity if
w ∈ Gv . By (ii), [χ |GGv ] ∈ Σ1(GGv), and by Theorem 2.3, [χ |GGvw ] ∈ Σ1(GGvw). Since
L= Lχ = Lχ |GGw ⊆ Gw ⊂ G, [χ |GGw ] ∈Σ2(GGw) by the inductive hypothesis.
To complete the induction step, notice that
GG =GGw ?GGw (GGw ×Gw)
is a free product with amalgamation. Since χ |GGw 6= 0, [χ |GGw ] ∈ Σ2(GGw), and
[χ |GGw ] ∈Σ1(GGw), Theorem 3.1 gives [χ] ∈Σ2(GG).
(⇒) The character χ factors through the split projection GG GL, where all vertex
groups associated to vertices in G − L are sent to the identity. If [χ] ∈Σ2(GG) then by
Theorem 2.3, [χ |GL] ∈ Σ2(GL). So it remains to show that condition (ii) is satisfied.
Fix a vertex v ∈ G − L and define Gv to be the full subgraph of G generated by all
vertices except v, as above. It follows from [13, Theorem 1] that χ |GGv 6= 0. As above,
GG = GGv ?GGv (GGv × Gv) is a free product with amalgamation. Since χ |Gv = 0,
Corollary 3.3 yields [χ |GGv ] ∈Σ1(GGv). 2
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Remark. If Theorem 3.1 generalizes to dimensions > 2 then one can also extend
Theorem 1.1 to these dimensions, using the above proof.
5. Wedge decompositions
In this section we collect some well known facts about wedge, or one-point union,
decompositions of simplicial complexes. Applied to the full simplicial complex of the
underlying graph of a graph product, these decompositions are reflected in iterated free
products of sub-graph products amalgamating vertex groups.
For completeness we supply a proof of the following well-known fact.
Lemma 5.1. Let v be a vertex of a 1-connected simplicial complex K . Then the link of v
in K is connected if and only if K \ {v}, or equivalently the full subcomplex Kv generated
by all vertices of K except v, is connected.
Proof. Let st(−), sto(−), and lk(−) denote the star, the open star, and the link of a vertex
in K , respectively. Then Kv =K \ sto(v) and thus Kv is connected if and only if K \ {v}
is connected.
We have K = Kv ∪ st(v) and Kv ∩ st(v) = lk(v). Hence the Mayer–Vietoris sequence
for reduced homology yields
H˜1(K)→ H˜0
(
lk(v)
)→ H˜0(Kv)⊕ H˜0(st(v))→ H˜0(K).
Since K is 1-connected we find that H˜0(lk(v))∼= H˜0(Kv), whence the claim. 2
Wedge decomposition at a vertex. Let v be a vertex of a locally finite 1-connected
simplicial complexK whose link, lk(v), in K is not connected (and non-empty).
It follows from the previous lemma that K \ {v} decomposes into m > 1 connected
components C1, . . . ,Cm. For each j = 1, . . . ,m, let Kj be the closure of Cj in K; thus
Kj = Cj ∪ {v}. ThenK1, . . . ,Km are full subcomplexes of K containing the vertex v, and
K is the wedge
∨m
j=1Kj of the pointed subcomplexes (K1, v), . . . , (Km,v). We call this
decomposition of K the maximal wedge decomposition at the vertex v.
In particular, the properties below follow from the description of K as the wedge∨m
j=1Kj :
(i) Kj is 1-connected for all j ∈ {1, . . . ,m};
(ii) Ki ∩Kj = {v} for all i 6= j ∈ {1, . . . ,m};
(iii) lk(v) ∩Kj is non-empty and connected for all j ∈ {1, . . . ,m};
(iv) lk(wj )⊆Kj for all j ∈ {1, . . . ,m} and all vertices v 6=wj ∈Kj .
Remark. The wedge decomposition above is maximal in the following sense: If we
also have K = ∨ki=1Li , where the pointed subcomplexes (L1, v), . . . , (Lk, v) satisfy
Li \ {v} 6= ∅ for each i , then each Kj is contained in exactly one Li . In particular, if
k < m then some Li can be written as a non-trivial wedge of pointed subcomplexes
(Li,1, v), . . . , (Li,s , v).
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Iterated wedge decompositions. From the properties listed above it is obvious that the
process of the maximal wedge decomposition at a vertex of a finite 1-connected simplicial
complex can be iterated. The iteration ends if the link of each vertex in each subcomplex
occurring in the decomposition is connected.
The most efficient way to describe the subcomplexes occurring in this decomposition is
the following. Let X1, . . . ,Xr be the connected components of the subspace
X =K \ {v ∈K(0) | lk(v)⊂K is not connected}
of the finite 1-connected polyhedron K . For j = 1, . . . , r , let Kj be the closure of Xj in
K . ThenK is the iterated wedge of the subcomplexesK1, . . . ,Kr , and none of the Kj is a
non-trivial wedge of subcomplexes.
It is not too difficult to write down how to build up K from the Kj . As we are more
interested in graph products, we will describe the corresponding building process in terms
of amalgamated free products of sub-graph groups later. From this it is easy to deduce the
corresponding result for the iterated wedges.
The decomposition of a non-trivial, finite, 1-connected simplicial complex K into sub-
complexes K1, . . . ,Kr obtained above shall be called the maximal wedge decomposition
of K . It has the following properties:
(i) each Kj is 1-connected and contains at least one edge;
(ii) each non-empty intersection Kj1 ∩ · · · ∩Kjs of pairwise different subcomplexes is
a single vertex whose link in K is not connected;
(iii) for each Kj , the link of each vertex vj ∈Kj in Kj is connected.
In the remainder of this section we apply the wedge decomposition to the full simplicial
complex associated with the underlying graph of a graph product.
Decompositions of graph products. Let GG be a graph product with the property that
the full simplicial complex Ĝ generated by the (finite) underlying graph G is 1-connected.
If v ∈ Ĝ is a vertex whose link in Ĝ is not connected then there are full subgraphs
G1, . . . ,Gm such that Ĝ =∨mi=1 Ĝi is the maximal wedge decomposition at v. Hence the
corresponding decomposition of GG as an amalgamated free product:
GG = ( · · · ((GG1 ?Gv GG2) ?Gv GG3) ?Gv · · · ) ?Gv GGm.
If there is another vertex w 6= v whose link in Ĝ is not connected, then at least one
of the Ĝi also decomposes as a nontrivial wedge product. Passing to the more general
case of the maximal wedge decomposition, now let G1, . . . ,Gr be full subgraphs whose
induced subcomplexes Ĝ1, . . . , Ĝr are the subcomplexes occurring in the maximal wedge
decomposition of Ĝ. Then GG is the iterated free product of the groups GG1, . . . ,GGr
amalgamating the vertex groups associated to vertices with unconnected links.
This process is most easily described in the language of the fundamental group of
a tree of groups. So let Y be a maximal tree in the 1-skeleton of the nerve of the
covering G = ⋃rj=1 Gj . Recall that the vertices of this nerve are the subgraphs Gj ,
and two subgraphs Gi ,Gj form an edge in the nerve if their intersection is non-empty.
To each vertex V of the tree Y we associate the group G(V ) = GGi if the vertex
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V ∈ V Y is represented by the subgraph Gi and to each edge E ∈ EY , represented by
the (non-empty) intersection Gi ∩ Gj = {v}, we associate the group G(E) = Gv . In
this way we obtain a tree of groups (G(−), Y ) where the vertex groups are precisely
the sub-graph products GG1, . . . ,GGr and the edge groups are the vertex groups Gv
belonging to vertices v ∈ G with unconnected link. It follows from our construction that
the graph product GG is the fundamental group pi(G(−), Y ) of the above finite tree of
groups.
Let us summarize what has been proved:
Theorem 5.2. Let GG be a graph product with non-trivial finite 1-connected associated
complex Ĝ. Let G1, . . . ,Gr be full subgraphs of G such that Ĝ1, . . . , Ĝr are the subcomplexes
occurring in the maximal wedge decomposition of Ĝ.
For each j , the complex Ĝj is 1-connected, contains at least one edge and has the
additional property that the link in Ĝj of each vertex in Ĝj is connected.
Moreover,GG is the fundamental group of a finite tree of groups where the vertex groups
are precisely the sub-graph products GG1, . . . ,GGr and the edge groups are precisely the
original vertex groupsGv associated to vertices v ∈ G with disconnected links.
6. Toward the theorem for generic characters
In this section we prove the necessity of the conditions in Theorem 1.2, and also reduce
the proof of sufficiency of these conditions to the case where the links of all vertices are
connected. We use the maximal wedge decomposition of the complex Ĝ constructed in the
previous section for both proofs.
Proposition 6.1. Let χ be a generic character of a finitely presented graph product GG.
If [χ] ∈Σ2(GG), then
(i) Ĝ is 1-connected;
(ii) For each vertex v ∈ G whose link in Ĝ is not connected, [χ |Gv ] ∈Σ1(Gv).
Proof. We first prove that Ĝ is 1-connected. Because Σ2(G) is open and the rational
characters are dense in S(G), there is a rational character χ ′ in Σ2(G) which is close
to χ . Thus it will suffice to consider the case where GG → Z by having each vertex
group map onto Z. Let HG be the graph group based on G (hence each Hv ' Z). The
split epimorphisms χ |Gv :Gv  Hv ' Z induce a split epimorphism pi :GG  HG. By
Theorem 2.3 it follows that [ψ] ∈Σ2(HG). But in this case the Bestvina–Brady result [2]
(also see [11]) implies that Ĝ is 1-connected.
To see that the second condition holds, we use the decomposition of GG as the
fundamental group of a finite tree of groups according to Theorem 5.2. By Theorem 2.2
it now simply suffices to show that [χ |GGj ] ∈Σ1(GGj ) for each j . Since χ is a generic
character and Gj is a connected graph containing at least one edge, this follows from the
general description of the Σ1-invariant of graph products in [13]. 2
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Now let χ :GG→ R be a generic character of a finitely presented graph product with
non-trivial 1-connected associated complex Ĝ. Let G1, . . . ,Gr be full subgraphs of G such
that Ĝ1, . . . , Ĝr are the subcomplexes occurring in the maximal wedge decomposition
of Ĝ.
By Theorem 5.2, each complex Ĝj is 1-connected, contains at least one edge and has
the additional property that the link in Ĝj of each vertex in Ĝj is connected. Moreover,
combining the final assertion of Theorem 5.2 with Theorem 2.1 we obtain:
Proposition 6.2. If [χ |GGj ] ∈Σ2(GGj ) for j = 1, . . . , r , and if [χ |Gv ] ∈Σ1(Gv) for each
vertex v ∈ Ĝ whose link in Ĝ is not connected, then [χ] ∈Σ2(GG).
So to determine when a character is in Σ2(GG) it remains only to determine when its
restriction is in Σ2(GGj ) for each component Ĝj in the maximal wedge decomposition of
Ĝ. If Gj is a single edge, then at least one vertex, v say, of Gj has a disconnected link in Ĝ .
By assumption [χ |Gv ] ∈ Σ1(Gv), and Theorem 2.4 yields [χ |GGj ] ∈ Σ2(GGj ). Thus to
complete the proof of Theorem 1.2, it remains to show: if Ĝ is simply connected, neither a
vertex nor an edge, and the links of all the vertices in Ĝ are connected, then [χ] ∈Σ2(GG).
The proof of this case is found in the next three sections.
7. Some notation
As mentioned at the end of the last section, we now restrict our attention to the case
where Ĝ(2) is a simply connected 2-complex such that the link of every vertex is a
connected graph. Furthermore, we assume that Ĝ is not a single edge or vertex. Let
GG be a graph product based on G and let χ :GG → R be a generic character. We
show that [χ] ∈Σ2(G) by explicitly constructing the pushing map φ required by Renz’
CombinatorialΣ2-criterion, but first we establish some notation.
The tree and chosen generators. Choose a spanning tree T ⊂ G, and a base vertex b ∈ T
at which we will ‘root’ our tree. To avoid more complicated case studies, b is not chosen
arbitrarily but in such a way that it has exactly one neighbor b in T . Here the notation
becomes potentially confusing. The vertex b is not the inverse of b; b is just a vertex of G,
not a group element in GG.
In the following we will be working with the standard presentation 〈S|R〉 ofGG obtained
from the presentations for each vertex group,Gv = 〈Sv |Rv〉, by adding the commutators{[su, sv] = 1 | su ∈ Su, sv ∈ Sv, and u v ∈EG}.
For each vertex v, choose a generator tv ∈ Sv with χ(tv) > 0, inverting the appropriate
generators if necessary. Notice that the subgroup generated by {tv | v ∈ V G} is a copy of
the graph group based on G embedded in the graph product GG.
Let KG denote the 2-complex of the presentation for GG. Our goal is to push edges and
2-cells of the universal cover K˜G by the generator t = tb .
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Fig. 3. An example of a st(g;G′) and a lk(g;G′).
Cubes. Various cubes can be found in K˜G , both explicit and implicit. Let g ∈ GG be
a vertex in K˜G. For each generator s ∈ S, let 2g(s) be the edge g→ g · s ⊂ K˜G . For
each pair of generators su ∈ Su and sv ∈ Sv for which {u,v} are vertices of an edge in
G, let 2g(su, sv) denote the 2-cube based at g whose edges are labeled by su and sv . For
example, 2g(su, sv) would be the 2-cell:
g · su g · susv
g g · sv
.
Since we are restricting our attention to the 2-complex of the presentation, there are no
3-cubes in K˜G . However, for each triple of generators su ∈ Su, sv ∈ Sv , and sw ∈ Sw for
which {u,v,w} are the vertices of a 2-simplex in Ĝ, let2g(su, sv, sw) denote the 2-skeleton
of the implicitly defined 3-cube based at the vertex g ∈GG whose edges are labeled by su,
sv , and sw .
Links and stars. Let g ∈ GG be a vertex in K˜G . For each subgraph G′ ⊂ G there is a
cubical complex st(g;G′) ↪→ K˜G and a graph lk(g;G′) ↪→ st(g;G′) ↪→ K˜G. The complex
consists of the union of the closed 2-cells
st(g;G′)≡ {2g(tv, tw) | v w ∈EG′}.
The graph lk(g;G′) is formed by removing any open cell in st(g;G′) whose closure
intersects the vertex g. (See Fig. 3 where ti = tvi .)
Combinatorially, lk(g;G′) is just a barycentrically subdivided copy of G′, and st(g;G′)
is the cone of this cubulation.
We will also need a similar construction one dimension higher. Let G′ be a graph
contained in the link of a vertex v ∈ V G, and let sv ∈ Sv be a generator of the corresponding
vertex group. We define st(2g(sv);G′) to be the following union of the 2-skeleta of implicit
3-cubes,
st
(2g(sv);G′)≡ {2g(sv, tu, tw) | u w ∈EG′};
we then define lk(2g(sv);G′) to be the 2-complex formed by removing any open cell in
st(2g(sv);G′) whose closure intersects the edge 2g(sv). In the case we will be interested
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Fig. 4. An example of a st(2g(sv);G′) and a lk(2g(sv);G′).
in, G′ is an arc (contained in lk(v)) and lk(2g(sv);G′) is an interval crossed with the
barycentric subdivision of G′. (See Fig. 4.)
Generalized links and stars. There are two situations where we shall need the following
slight generalization of the above constructions. Again, let g be a vertex in K˜G and recall
that S is our chosen set of generators. Let G′ be a finite simplicial graph, and let ψ :G′ → G
be a simplicial map. Let γ :VG′ → S be a map such that
(i) γ (v′) ∈ Sψ(v′) for all vertices v′ ∈ V G′;
(ii) γ (v′)= γ (w′) for all edges {v′,w′} ∈EG′ where ψ(v′)=ψ(w′).
For each vertex v′ ∈ V G′ we define2g(v′) to be2g(γ (v′)), and for each edge v′ w′ ∈
EG′ we define 2g(v′,w′) to be 2g(γ (v′), γ (w′)). Our assumptions above guarantee that
these cubes are well-defined. We think of them as being labeled: the vertices by vertices
in K˜G (or, equivalently, group elements in GG) and the edges by vertices in G′. When one
now considers the (disjoint) union of all cubes2g(v′,w′)with v′ w′ ∈EG′, one can find
various 1-cubes with identical labels. Thus we identify two 1-cubes 2h(v′) and 2h′(w′)
if and only if h = h′ and v′ = w′; the resulting 2-complex shall be called st(g;G′,ψ,γ ).
As before, the graph lk(g;G′,ψ,γ ) is formed by removing any open cell in st(g;G′,ψ,γ )
whose closure intersects the vertex g. Notice that lk(g;G′,ψ,γ ) is again a barycentrically
subdivided copy of G′, and st(g;G′,ψ,γ ) is the cone of this complex.
If ψ(G′) is contained in the link of some vertex v ∈ V G and if sv ∈ Sv , one can similarly
define the 2-complexes
lk
(2g(sv);G′,ψ,γ )⊂ st(2g(sv);G′,ψ,γ ).
Notice that if ψ is an inclusion of a subgraph G′ ⊆ G and γ maps each vertex v ∈ G′
onto the corresponding special generator tv then the generalized complexes above coincide
with the previously defined stars and links. Also notice that by construction one always has
continuous ‘basepoint-preserving’ cellular maps
st(g;G′,ψ,γ )→ K˜G and st(2g(sv);G′,ψ,γ )→ K˜G.
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To simplify notation, we will omit the reference to ψ and γ if ψ is an inclusion and γ
maps each vertex v′ ∈ VG′ onto the special generator tψ(v′) ∈ Sψ(v′).
In the next two sections, we will use the similarity between the local structure of K˜G
and the defining graph G to construct our pushing arguments locally.
8. Pushing edges: establishing the Σ1-criterion
Our map φ0 : K˜G → K˜G , restricted to the 0-skeleton, will take a vertex associated
with g ∈ GG to the vertex associated with gt . (Recall that t = tb where b ∈ T is our
chosen base point.) In order to construct the map φ1 on the 1-skeleton, for each generator
s = sv ∈ Sv and each vertex v ∈ V G we need to find a word ws =GG t−1st where
vχ (ws) > vχ (s) − χ(t). We can then set φ1(2g(s)) equal to the path described by ws
based at gt .
Throughout this section and the next, in order to avoid the extended use of double
subscripts, we will write ti for tvi or tui or twi whenever vi or ui or wi is a vertex in
G. It will always be clear from the context what is meant.
Case 8.1: v = b. If s = t then we may set wt = t ; so assume that s 6= t , and recall that b
is the unique vertex adjacent to b in T . Then we may set ws = (tb t−1)s(t t−1b ). Notice that
ws is read along the sides and the top of the 2-complex in Fig. 5, which we will callM(s).
Case 8.2: v = b. In this case one simply defines ws = s since t = tb commutes with s
and hence t−1st = s. Here the 2-complexM(s) is the single 2-cell corresponding to the
relation [t, s] = 1.
Case 8.3: v /∈ {b, b}. In this situation we will use the unique path from b to v in the
spanning tree T ,
P = b v1 v2 · · · vn v ⊂ T ⊂ G,
to define ws (of course, v1 = b but this is not important here). One can describe ws
algebraically as a ‘braiding’ of the ti corresponding to the vertices in P as in [12]:
ws =
(
t1 t
−1 t2 t−11 · · · tn t−1n−1
)
s
(
tn−1 t−1n · · · t1 t−12 t t−11
)
.
Fig. 5.M(s), whose boundary contains ws , for s ∈ Sb .
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Fig. 6.M(s), whose boundary contains ws , for s ∈ Sv and v /∈ {b, b}.
However it is probably easier to understand ws geometrically. Let M(s) be the abstract
complex defined at each vertex g ∈ K˜G by
M(s)= st(g;P − v) ∪2g(tn, s)∪ st(gs;P − v),
where P − v = b v1 · · · vn. The word ws is then read from the boundary of
M(s) excluding the arc described by t−1st ; equivalently, ws corresponds to the graph
lk(g;P − v) ∪ 2gtn(s) ∪ lk(gs;P − v).
For example, if P = b v1 v2 v, then M(s) is the complex in Fig. 6, and
ws = (t1 t−1 t2 t−11 ) s (t1 t−12 t t−11 ) =GG t−1st is the (thickened) portion of the boundary
not including the path described by t−1st .
To see that these ws ’s raise the minimum value of vχ , let h ∈GG be any vertex in ws .
By construction, h has one of the following two forms:
(i) It corresponds to g · tw or gs · tw for some vertex w ∈ P − v.
(ii) It corresponds to g · twtw′ or gs · twtw′ for some edge w w′ ∈ P − v.
Because χ(tu) > 0 for all vertices u, the minimum value of χ on the vertices of ws is
greater than vχ (s)− χ(t). Thus for each cell σ ⊂ K˜G(1), vχ (φ1(σ )) > vχ (σ ).
9. Pushing relations: establishing the Σ2-criterion
We have defined wordsws for each generator s ∈ S, hence for each relator r ∈ R we have
an associated relation rˆ obtained from r by replacing each generator s in r by the word ws ;
we need to show that there is a van Kampen diagram Dr for rˆ such that vχ (Dr) > vχ (r).
In establishing this, we consider six cases. We strongly recommend the readers sketch a
few pictures of their own in each case.
Case 9.1: r ∈ Rb . Each generator s ∈ Sb in r has an associated 2-complex M(s)
(see Fig. 5). If we piece these 2-complexes together as we read off the generators in
r , identifying each pair of 2-cells of the form 2g(t, tb), then the resulting 2-complex
resembles a polygonal cylinder. The parallel faces are copies of the circuit corresponding
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Fig. 7. GluingM(s)’s together; the front circuit corresponds to r ∈Rb .
to the relator r , and the sides are formed from the commutator relations [sb, tb] = 1 for
generators sb ∈ Sb . So the two copies of r are joined by edges labeled tb at each vertex.
The additional 2-cells described by 2g(t, tb) at each vertex of r form a collection of ‘fins’
off of the main cylinder. Thus rˆ consists of the copy of r raised by tb along with the paths
labeled t · t−1
b
based at the vertices of this raised copy of r . The van Kampen diagram for
rˆ thus consists of the diagram for r “raised” by tb together with paths of the form t · t−1b at
each vertex.
Case 9.2: r ∈ Rb . This case is even easier than the previous one. By case 8.2 one has
ws = s for each generator s ∈ Sb and the associated complexM(s) is simply the square
corresponding to [t, s]. If we piece these 2-complexes together as we read off the generators
in r , identifying each pair of edges of the form 2g(t), then the resulting 2-complex is a
polygonal cylinder. The parallel faces are copies of the circuit corresponding to the relator
r , and the sides are formed from the commutator relations [t, s] = 1 for generators s ∈ r .
Since χ(t) > 0 we can simply use the original relation r (raised by t) as our van Kampen
diagram.
Case 9.3: r ∈ Rv with v /∈ {b, b}. This case is similar to the first one. Let P =
b v1 · · · vn v be the path in T ⊂ G used in defining the words ws for the
generators s ∈ Sv . As above, each generator s in r has an associated 2-complex M(s)
(see Fig. 6 for a specific example). Again form a complex by piecing these 2-complexes
together as we read off the generators in r . This time, however, we will identifying each
pair of 2-cells of the form 2g(tw, tw′) wherew w′ ∈ P − v = b v1 · · · vn. The
resulting 2-complex again has parallel copies of the circuit corresponding to the relation
r—joined by edges labeled tn—forming a polygonal cylinder. Off of each edge tn along the
sides of this cylinder are more complex ‘fins’ than in the first case; now they are cubulated
disks st(−;P − v) based at each vertex of r . So rˆ will consist of a copy of r (raised by tn)
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with paths lk(−;D) attached at all the vertices. One can fill this diagram with the original
relation r pushed forward by tn.
Case 9.4: Commutators r = [su, sv] where u v /∈ET . Since r ∼= ∂2g(su, sv) we need
to understand the relation rˆ = φ(∂2g(su, sv)). In order to establish some useful notation,
think of the two paths
Pu = b b · · · un u
and
Pv = b b · · · vm v
as paths distinct from their images in G. Let S be the simplicial simple closed curve
obtained by identifying the initial vertices of Pu and Pv and connecting the end points
u and v of these paths by a 1-simplex. There is then a natural map ψ :S→ G defined by
identifying the obvious vertices and edges; the map ψ will not be injective.
LetM=M(su, sv) be the abstract cubical complex constructed by starting with a single
square '2g(su, sv) and attaching copies ofM(su) along the edges labeled su and copies
ofM(sv) along the edges labeled sv , then identifying neighboring edges labeled t . A planar
representation ofM (as in Fig. 8) resembles a symmetric maple leaf, hence the use of the
letterM.
Fig. 8. A defining graph, simplicial curve, and resulting maple leaf.
J. Meier et al. / Topology and its Applications 99 (1999) 41–65 59
Notice that the cubical link of any interior vertex can be naturally identified with S . (The
cubical link of a vertex g ∈ K˜G is the set {y ∈ K˜G | d(g, y)= 12 } where the 2-cells ofM
are given the metric of unit Euclidean squares.) Further, given any vertex g ∈ K˜G there is
a natural map pi :M→ K˜G such that
pi(∂M)= [̂su, sv] = [wsu,wsv ],
where [su, sv] is based at g.
We want to construct (the 2-skeleton of) a cubulated 3-ball C = C(su, sv) containing
M=M(su, sv) as part of its boundary; we then use the complement ofM in C to define
the van Kampen diagram we are after. Because Ĝ is 1-connected, there is a simplicial 2-
disk D, with boundary S , such that ψ extends as a simplicial map to ψ :D→ Ĝ(2). This
complex C is defined to be the union
st(g;D,ψ) ∪ st(gsu;D− {u},ψ)∪ st(gsv;D− {v},ψ) ∪ st(gsusv;D− {u,v},ψ).
Notice that the cubical links in C of any vertex of 2g(su, sv) are all copies of D. More
importantly, notice that C is a 3-ball with boundary a cubulated 2-sphere, and thatM⊆ ∂C .
To see this inclusion, notice that S bounds D and the construction of C is completely
analogous to the construction ofM. Furthermore, since
∂
(
cl(∂C −M))= ∂M and pi(∂M)= φ(∂2g(su, sv)),
we find
pi
(
∂
(
cl(∂C −M)))= φ(∂2g(su, sv)).
Recall we want a van Kampen diagram whose boundary is [̂su, sv] but which does not
contain 2g(su, sv); since 2g(su, sv)⊆ pi(M), the image of the maple leafM needs to be
avoided.
Definition. We define φ(2g(su, sv))= pi(cl(∂C(su, sv)−M(su, sv))).
The alert reader will notice that our use of “∂” is not exactly what we want. However, if
one makes C(su, sv) into an actual 3-complex by filling the implicitly defined boundaries
of 3-cubes, then one really does just take the boundary of this complex.
Example. Consider the circuit indicated in Fig. 9. We have color coded the generators in
order to match the vertices in G with the edges in K˜G . Our base vertex b is colored red,
and the edge we will be working with is bounded by the green and dark blue vertices. The
darker edges indicate the 1-sphere S and the lighter edges and interior vertex indicate the
2-disk D.
In Fig. 10 we show the maple leafM; in Fig. 11 we show the maple leaf embedded in
the boundary of the cubical complex C; and in Fig. 12 we indicate ∂C−M. In order to not
obscure the pictures, only the edges of C have been indicated in Figs. 11 and 12. The small
spheres two-thirds of the way along each edge in C indicate the orientation of these edges,
and the colors of the edges correspond to the coloring of the vertices in Fig. 9.
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Fig. 9. An S and its filling disk D. Fig. 10. The maple leafM associated to the sphere S
in Fig. 9.
Fig. 11. The associated cubulated 3-ball C. Fig. 12. The image of 2(su, sv).
To see that this van Kampen diagram raises the value of vχ , notice that, similar to the
one-dimensional case, every vertex in φ(2g(su, sv)) is of one of the following types:
(i) It corresponds to g · tw , gsu · tw , gsv · tw or gsusv · tw for some vertexw ∈D−{u,v}.
(ii) It corresponds to g · twtw′ , gsu · twtw′ , gsvtwtw′ or gsusv · twtw′ for some edge
{w,w′} ∈D− {u,v}.
(iii) It corresponds to g · twtw′ tw′′ , gsu · twtw′ tw′′ , gsv · twtw′ tw′′ or gsusv · twtw′ tw′′ for
some 2-simplex {w,w′,w′′} ∈D− {u,v}.
Finally, we highlight one fact that might not be obvious on a first reading. Because u v /∈
ET , the construction above shows there is a vertex w ∈ lk(u v) ∩ ψ(D) and that the
central square2g(su, sv)⊂M(su, sv) is a cell in the 2-complex2g(tw, su, sv)⊂ C(su, sv).
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Fig. 13. The complex giving the van Kampen diagram.
(In the example sketched in Fig. 9, the vertex w is colored light blue.) It is partly because
u v /∈ET that such a w exists; this is the primary difficulty to be overcome in our next
two cases.
Case 9.5: Commutators r = [sb, sb]. In this situation we will use a vertex w ∈ lk(b b)
to construct the required van Kampen diagram. To see that such a vertex exists, first notice
that there is a vertex u /∈ {b, b} adjacent to b or b in G; this follows from the assumption
that Ĝ is not a single edge (and connected). Suppose that b u ∈ EG; the other case is
similar. Since the link of b in Ĝ is connected there is an edge path p ⊆ lk(b) from b to u.
Then w can be defined to be the first vertex ( 6= b) on this path.
As in the previous case, we now construct the ‘maple leaf’M=M(sb, sb). By cases 8.1
and 8.2 it is a 3 × 3 grid (it looks like the front face in Fig. 13) where the vertical
(respectively horizontal) lines all come from elements in Sb (respectively Sb) or vice versa.
Since tw commutes with all elements in Sb ∪ Sb we can use it to construct a cubical 2-
complex which is simply the direct product ofM with a copy of the 1-cube 2g(tw) (see
Fig. 13). The required van Kampen diagram is the boundary of this complex excluding the
portion corresponding to M (it is the boundary of the complex in Fig. 13 excluding the
open front face). Since every vertex in this diagram can be reached from a vertex of the
original relation r by traveling along edges labeled by t , tb , or tw and since χ is positive
on these generators, this diagram raises the value of vχ .
Case 9.6: Commutators r = [su, sv] where u v ∈ ET and u 6= b 6= v. The terminal
sequence in the path Pv will be important in this case, so to establish some notation, for
the rest of this section we set
Pv = b u1 · · · un−1 u u v.
One could construct a circuit S as in case 9.4, and a filling disk D, but this filling disk
would simply collapse to the arc Pv . Hence because our chosen generator tu ∈ Su might
not commute with the arbitrary generator su ∈ Su, we can’t use the exact same technique
as in the previous case. Instead we will use the fact that the link of u in Ĝ is connected.
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Fig. 14. The collapsed maple leafM(su, sv).
Notice that in the corresponding maple leafM=M(su, sv) there are a number of natural
identifications due to the fact that the path Pu and Pv overlap in b u1 · · · u. Let
M=M(su, sv) be the quotient ofM(su, sv) where the neighboring 2-cells corresponding
to this initial segment are identified. (Of course we could have made similar identifications
in case 9.4, but we did not need to in that case.)
For example, if Pv = b u u v, thenM is as in Fig. 14.
The initial sequence Pu¯ = b · · · u generates four ‘fins’ corresponding to the
complex st(−;Pu¯) similar to what happens in cases 9.1 and 9.3; so it suffices to find a
van Kampen diagram for the relation r˜ = [stuu , stu¯v ] which is read off from the boundary of
the 3× 3 cubulated disk as in Fig. 14. Since rˆ is just r˜ with four ‘arms’ corresponding to
lk(−;Pu¯) attached, this van Kampen diagram for r˜ will serve as a van Kampen diagram
for rˆ as well.
Because the link of u in Ĝ is connected, there is an edge path
Q= u w1 · · · wm v ⊂ lk(u).
Notice that the vertical lines occurring in Fig. 14 above all come from elements in Gu, all
of which commute with the Gw’s for w ∈ lk(u). We use this fact to build a collection of
3-cubes ‘behind’ the face in the picture above.
We think of Q as a subgraph of G and define a map γ :VQ→ S by
(i) γ (w)= tw for all vertices w ∈Q− v;
(ii) γ (v)= sv .
This definition reflects the fact that in the middle of the horizontal lines of Fig. 14 we find
the generator sv and not the special generator tv corresponding to the vertex v. We then
construct a cubical complex by taking the union of
st
(2g(tu);Q,γ )∪ st(2g(su);Q,γ )∪ st(2gsu(tu);Q,γ )
with
st
(2gsv (tu);Q− v, γ )∪ st(2gsv (su);Q− v, γ )∪ st(2gsvsu(tu);Q− v, γ ),
J. Meier et al. / Topology and its Applications 99 (1999) 41–65 63
Fig. 15. The path connecting u to v.
Fig. 16. The complex giving us our van Kampen diagram.
identifying the two copies of
2gsv (tu, twm)∪2gsv (su, twm)∪2gsvsu(tu, twm).
The van Kampen diagram is the boundary of this complex excluding the portion
corresponding toM.
For example, consider the graph in Fig. 15.
In this case the complex we construct looks like the set of cubes in Fig. 16 (where
ti = twi ). The front face is the 3 × 3 grid of M; the required van Kampen diagram is
composed of ‘the sides and the back’.
Notice that in this case the central square 2g(su, sv) ⊂M is a face of the 2-complex2g(su, sv, tw2). Thus the vertexw2 ∈ lk(u) is playing the roll that the vertexw ∈ lk(u v)
played in cases 9.4 and 9.5. Finally, as in the previous cases, every vertex of this new filling
of rˆ can be reached by starting with a vertex on r and moving along at least one edge
labeled twi . Because χ(tw) > 0 for all vertices w ∈ V G, we have succeeded in raising the
value of vχ .
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10. Comments on the homological invariants
Here we quickly outline how essentially the same argument as is given above for the
homotopical invariant Σ2(GG) for a finitely presented graph product of groups can be
used to describe its homological invariant Σ2(GG,Z). Similar to Renz’ Combinatorial
Σ2-criterion, a character χ is in Σ2(GG,Z) if and only if there is a continuous, cellular,
GG-equivariant map φ1 : K˜G(1)→ K˜G(1) satisfying the Σ1-criterion, and there is a map
φ2 taking 2-chains to 2-chains such that for each 2-cell σ with ∂σ = r , there is a 2-chain
φ2(σ ) with ∂(φ2(σ ))= rˆ and vχ (supp(φ2(σ ))) > vχ (σ ).
The theorems quoted in Section 2 all hold with Σ2(−,Z) replacing Σ2(−), hence the
arguments in Sections 3 and 4 go through essentially verbatim. The discussion of wedge
decompositions was actually presented on a homological level; hence one can check that
there is a wedge decomposition of a 1-acyclic complex K decomposing it into 1-acyclic
pieces Kj where the links of vertices in each Kj are connected. This allows us to reduce
to the case where Ĝ is 1-acyclic and the links of all the vertices are connected.
We use the same map φ : K˜G(1)→ K˜G(1) as was constructed in Section 7. In order to
establish the homological Σ2-criterion we have to fill the 1-cycles formed by the rˆ’s by
2-chains which raise the value of vχ . This we can actually do with the images of 2-disks
as described in all but case 9.3, where r is a commutator relation coming from an edge not
in T . The difficulty arises because S cannot necessarily be filled by a disk in Ĝ, because
Ĝ is not necessarily 1-connected. But Ĝ is 1-acyclic, so there is a 2-chain C with ∂C = S .
One can then use this 2-chain in Ĝ (much as we used the 2-disk D in case 9.3) to construct
a 2-chain in K˜G filling rˆ whose support increases vχ .
Final remark. The homological invariants are also defined for groups of type FP2 (which,
by the result of Bestvina–Brady, need not be finitely presented). Our result also holds for
these groups. The steps outlined above for finitely presented groups can actually be carried
through if one is willing to work completely with chain complexes and to replace the
arguments on defining relators by similar arguments on the (finitely many) generators of
the corresponding relation modules.
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