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I. INTRODUCTION 
Often, in sociological and economic research, studies are concerned 
with estimating the manner in which a given population is changing and 
the current value of the population mean. For example, the National 
Crime Survey is concerned with estimating yearly changes in the crime 
rate. One way of carrying out such studies is by surveying the 
population at regular time intervals. If the sampling is designed such 
that samples drawn on different occasions partially overlap, we have a 
rotation sampling scheme. Under such a scheme, suppose that a survey at 
time t provides an estimate of the population parameter . We 
can write 
where u^ is the sampling error. If is unbiased, we have that, 
for given , E{u^} = 0 , and var{u^} = , the variance of the 
sampling error. In rotation sampling schemes, the errors u^ are 
correlated over time. Hence, improved estimators of X^ can be 
obtained by properly combining estimators from several time intervals. 
Together, this fact and the assumption that is a fixed parameter 
form the basis of the classical rotation sampling theory. 
Recent work on rotation sampling has extended the model assumptions 
to allow for stochastic variation in X^ . By representing X^ as a 
realization of a stochastic process, the problem of estimating X^ 
becomes one of estimating the current value of a time series subject to 
2 
measurement error. 
Consider the stationary sequence of population means 
satisfying the stochastic difference equation 
\ ^ \-i + ••• + % Vp = ®t 
where {e^} is a sequence of NI(0, random variables. Let {Y^} 
be a sequence of unbiased survey estimates of . We write 
where {u } is the sequence of sampling errors whose covariance 
structure depends upon the sampling design. If the sampling units 
appear in the sample for at most q occasions, then the survey errors 
u^ and uncorrelated for j > q . Therefore, we assume 
"t = ^t ^ ^t-1 + ••• + ^q ^t-q ' 
where v^ is a sequence of NI(0, random variables and 
E{e^v^} = 0 for all t and r . In this study, we propose estimators 
of a, , ..., a and a , assuming that b, , .•., b and a are 
I' p ee 1 q w 
estimable from the survey data. The large sample distribution of the 
estimators is derived. The accuracy of the approximate distributions is 
investigated by means of a Monte Carlo experiment. Finally, an example 
of a time series subject to the error of rotation sampling is presented. 
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II. LITERATURE REVIEW OF ROTATION SAMPLING 
In studies concerned with estimating a population parameter which 
changes over time, it is common practice to sample the population at 
regular time intervals. This repeated sampling allows the sample design 
to be very flexible. For example, on the t-th occasion, one may have 
parts of the sample that are matched with the (t-l)-th occasion, parts 
that are matched with the (t-2)-th occasion, and so on. If there exists 
a relationship between the value of an element in the population at 
time t and the value of the same element at time t + At , then it is 
possible to use the information contained in earlier samples to improve 
the current estimate of the population parameter. 
If an estimator of the parameter at the t-th occasion does not use 
data reported on occasions other than t , it is called a simple or 
elementary estimator. If the estimator involves data reported earlier, 
then it is called a composite estimator. 
Rotation sampling schemes, also called sampling on successive 
occasions with partial replacement of units by Patterson (1950), and 
sampling for a time series by Hansen et al. (1955), are sampling 
procedures in which the samples reporting at times t and t + At have 
some elements in common. 
Rotation samples can be classified according to the reporting 
pattern of the samples. In one-level rotation sampling, there is an 
4 
overlap between the samples at times t and t—1 . Each sampling unit 
reports data only for the current time. In two-level rotation sampling, 
the samples drawn at two consecutive occasions do not overlap, and each 
sampling unit reports data for the current and the immediately preceding 
times. The period covered by the interview is called reference period, 
and the time between the reported date and the date of interview is 
called recall lag or recall period. 
Estimation of parameters in rotation sample designs has been 
considered by several authors. There are two different approaches to 
the problem; the classical approach in which the population parameter 
of interest 8^ , usually the mean, is considered to be a fixed 
quantity; and the time series approach in which {8 } , the sequence of 
means, is considered to be a realization of a stochastic process. 
A. Classical Approach 
Under the classical approach, i.e., 6^ fixed, the individual 
values attached to the i—th unit at time t , i = 1, 2, ..., 
t = 1, 2, ..., are the random quantities. These values are assumed to 
be related to the previous values ^ of the same unit with some 
known correlation structure. 
Patterson (1950) provided a general theory for the rotation 
sampling problem. He assumed that samples are drawn from an Infinite 
population according to the following pattern: at each given time, some 
of the. old elements are eliminated from the sample and new elements are 
5 
added to the sample. 
Assume that for all t , 
' "«t-l.i - Vx' + \i (2.1) 
where } is a sequence of uncorrelated random variables. 
E(nti) = 0 , 
var(ri^i) = (1 - p2)s2 , 
S 2  =  E ( Y  -  0 ^ ) 2  
Let n^ he the sample size at time t , 
n^ (< n^) be the number of sampling units on occasion 
t which are in common with the (t—1)—th occasion, 
n^ be the number of new sampling units on occasion t 
(nj; = n^ - np , 
j, 1 < j < n^ , denote the j-th sampled value at 
t ime t , 
x' , be the mean of the n' matched units on the (2.2) t—1 t 
(t-l)-th occasion, 
be the mean of the n^ matched units on the 
t-th occasion, 
x" , be the mean of (n , - n*) unmatched units t—1 t—i t 
6 
on the (t-l)-th occasion, 
y'^ be the mean of the njj new units, and 
0^ be a linear unbiased estimator of 6^ , the 
population mean at time t . 
By definition, we can write. 
' A X * 
where 
"i 
Z w^. . = 1 , for j = t 
= 0 , for j ^  t 
1=1-
Therefore, the minimum variance linear unbiased estimator of 0^ is 
obtained by minimizing the Lagrangean 
^1 t 
Var{ 
1 
where the are the Lagrangean multipliers. The minimization leads 
to a set of equations which may be written 
Cov(Y^j, 0^) = h^j, for all h and j . (2.3) 
Using expression (2.3), Patterson showed that the minimum variance 
7 
linear unbiased estimator of the population mean under model (2.1) is of 
the form 
9, = (1 - + P(8,_1 - . 
where 
1 - , ' .  
and its variance is given by 
var(9 ) = —;; if n" ^ 0 
- - - - - - -  -  -  —  - -  -  —  -  —  % %  -  - -  —  -  - - - - -  -  % %  
If nj] = 0 , 
var(0 ) = S2 I i ^ ^ 
" ' ^t ^t-1 ^ 
, ^ 0 . 
The minimum variance linear unbiased estimator of the change in the mean 
for the last two occasions is given by 
A^t = + P *t-l)^t " P " ®t-l 
and 
var(Ae^) = {1 - (1 - 4»^) - 2p(l -
t t-1 
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These expressions simplify for the case in which the sample size and the 
number of new units added to the sample at each time are the same on 
each occasion. 
The problem of finding the optimum number of matching units between 
two successive occasions was also considered by Patterson. Patterson's 
work is an extension of the earlier work by Jessen (1942) for sampling 
on two occasions. 
Eckler (1955) extended Patterson's methods to two and three-level 
rotation samplings. For the two-level rotation sampling, with n^ = n 
for all t , the proposed minimum variance linear unbiased estimator of 
6^ is of the form 
where y is the mean for the (t-l)-th occasion of the sample drawn 
^ >1 
on t—th occasion, 
y is the mean for the (t-l)-th occasion of the sample drawn 
t—1,1 
on the (t-l)-th occasion, and 
a^ = 0 for t = 1 , 
^ = 2 - a^_^p . t = 2, 3, ... . 
The coefficients a^ were determined to satisfy the conditions 
=°^^yt-l.l' ®t^ (P - ^ t) 
9 
and 
for all t . These conditions play the same role as condition (2.3) in 
the one-level rotation sampling. 
The variance of the estimator 9^ is given by 
S2 _ 
var 9^ = (1 - a^p) . 
t n t 
The one—level rotation sampling estimators can be obtained from the 
two-level rotation sampling estimators through the relationships 
and 
var 8^^^ = 2n ^  5^(2 - a^p) ^ (1 - a^p) . 
where 6^^^ is the minimum variance linear unbiased estimator of 0^ 
based on j-level rotation sampling , j = 1, 2 . This result was 
obtained by using a generalization of the method used to find the 
minimum variance linear combination of two uncorrelated estimates of the 
same parameter. 
To get estimators for the three—level rotation sampling problem one 
10 
has to solve a system of four equations in four unknowns. In this case, 
the minimum variance linear unbiased estimator of 0^ depends upon the 
sample averages and the minimum variance linear unbiased estimators of 
Estimation in rotation sampling involving concepts of finite 
population was considered by Rao and Graham (1964). They considerc^d a 
rotation pattern that allows sample units, which had been eliminated in 
previous occasions, to come back into the sample. Let N and n be 
the population and sample sizes, respectively (both assumed to be the 
same for all occasions). Also, let N and n be multiples of n' . A 
group of n' units remains in the sample for r occasions (n = r n') , 
leaves the sample for m occasions, comes back for another r 
occasions, and so on. If a unit returns to the sample after having 
dropped out (k — 1) previous times, the unit is said to be in the k—th 
cycle. 
A theory for composite estimates of the current population mean and 
of changes in level between successive occasions was developed for the 
one-level rotation sample designs. The composite estimator of the 
current population mean is 
\ " Q(^t-i ^t " ^t-1^ + (1 - q)y^ . 
where 0 < Q < 1 , y^ is the sample mean at time t , and y^ and 
are as defined in (2.2). The composite estimator of the 
population change 6^ - is 
11 
= 8c - ^ -1 
For the cases in which either 
i) Var(Y^^) = , t = 1, 2, i = 1, 2, N and 
C<=v(Y„. - pM S2 
or 
ii) Var(Y^^) = , t = 1, 2, i = 1, 2, N and 
Cov(Y , Y .) = [p - (pj - l)d]s2 , for ( | &| - l)d < p 
- -  ^- Jv y ' "L - - - - - - - - - — - - — .. 
= 0 otherwise , 
explicit formulas for the variances of the estimators were given. 
The gain in efficiency of the composite estimators relative to the 
use of simple estimators was numerically investigated for cases (i) and 
(ii). For each combination of (r, p, m) and ((d, p, r), m = <») , the 
optimum Q was defined to be the value which gives the maximum percent 
gain in efficiency. The percent gain in efficiency and the optimum Q 
were tabulated for selected values of (r, p, m) and ((d, p, r) , 
m = ") . This investigation shows that for model (i), the composite 
estimator is virtually the same for moderate m as for m = » , and 
that the optimum Q is not affected by m . Also, for m = «> , the 
optimum Q for model (i) either is equal or differs by 0.1 from the 
12 
optimum Q for model (ii), for different values of d . 
Two-level rotation schemes were studied by Wolter (1979). Under a 
finite population model, he considered surveys in which the sample is 
divided into s(s > 0) fixed panels and SL(.1L > 1) rotating panels. 
The rotating panels continually rotate in an m-occasion cycle. At each 
time, point data are reported by a different rotating panel and all the 
fixed panels. 
Because of the computational complexity of the MVLU estimators, 
Wolter proposed to approximate them by composite estimators which are 
easier to compute since they are linear combinations of simple 
estimators and past composite estimators. He suggested estimators for 
the population "monthly" total, "month-to-month" change, and "year-to-
year" change, where "month" and "year" mean regular time periods of the 
survey. 
Let y and y„ be unbiased simple estimates of the 1, t z,t—i 
population totals and , obtained from the group reporting at 
time t . Wolter considered two composite estimators of the total: the 
preliminary composite estimator 
- ""l.t + + "l.t" ='2,t-l' • 
and the final composite estimator 
^ = (1 - c)y2,t-i + " 4-1 » 
13 
where 0 < a < 1 , and 0 < g < 1 . 
The composite estimators of month-to-month change and year-to-year 
change are, respectively, defined as 
and 
Expressions for the approximate variances of the estimators were 
derived under the assumptions: 
i) simple estimators derived from different groups are uncorrelated; 
ii) var(y^ ) = var(yg^^_^) = , and cov(y^^^, y^^) = p ; 
iii) the simple estimators are covariance stationary in the sense that 
cov(y^^^. = covCyg^^,^, 
= cov(y^^^, 
= P^S2 , 
where r is an integer multiple of the number of rotating panels. 
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Numerical computation led to the optimum values of a and g for 
particular correlation structures. The investigation showed that the 
optimum coefficients of the estimator of the current population total 
may not be the optimum coefficients of the estimators of the "month—to— 
month" change or "year-to-year" change. This suggests that different 
coefficients should be used for each of these estimates whenever 
permitted by the survey conditions. The suggested estimators were shown 
to be computationally and statistically efficient. 
Estimation problems for repeated surveys have received considerable 
attention under the classical point of view. Studies not mentioned here 
include Yates (1949), Gurney and Daly (1965), and others. 
B. Time Series Approach 
Some authors argue that it is more natural to consider the 
population parameters 9^ as random quantities rather than as fixed 
constants. Based on this argument, they suggest using a time series 
representation for 9^ . Under the time series approach, there are at 
least two different methods of estimation. 
Scott and Smith (1974) pointed out that under the time series 
approach, data from previous surveys can be employed in nonoverlapping 
surveys in order to get improved estimates of the current population 
mean 8^ . 
Following Patterson's line. Blight and Scott (1973) assumed that 
conditional on the population mean 9^ , the observations follow 
15 
model (2.1). In addition, they assumed that 8^ follows a first-order 
antoregresslve model 
3^ - p = X(8^_^ - p) + , t = 2, 3, 
where } is a sequence of uncorrelated random variables. 
E(e^) = 0, all t , 
var(e^) = all t , 
and {e } and {ri .} are normally distributed and uncorrelated with 
each other. 
Assuming that the parameters p , p , , X , and are known. 
Blight and Scott derived recursive relationships for estimators of the 
current mean and for the variance of the estimated mean. 
Let y^ > , yj] , xj_" , n^ , and nj] be as defined in (2.2). Let 
^t = nf^^' ' ^ t = \ ^ ^  ' n' ^ 0 , 
and let 
X2\ 
t-1 
/ 1 1 \ 
w; 
16 
The minimum mean square error estimator of 0^ , derived from 
Bayes' formula, is 
fst — jL 
®t = \ 
X2\ 
^t ^t-1 w. 
p_ + A. 
w' a' 
t-1 
t-1 
and 
t-1 
X ( X  -  p )  / y ^  -  p  x ^ _ ^ \  
w' 
var(9j.) = v^ 
As approaches infinity, the estimators derived by Blight and Scott 
reduce to Patterson's estimators. 
Scott and Smith (1974), and Scott, Smith, and Jones (1977) 
suggested an alternative time series approach. Let y^ be an unbiased 
sample survey estimator of 9^ based on the sample at time t alone. 
One can write 
17 
where e^. is the sampling error, 
E(e^) = 0 , 
var(e^) = 
Also assume that {8^} and {e^} are stationary processes uncorrelated 
with each other, and that admits an infinite autoregressive 
representation, i.e.. 
where {e^} is a sequence of uncorrelated random variables, and 
E(E^) = 0, for all t , 
var(e^) = , for all t 
Scott and Smith suggest fitting a linear time series model to the 
available data y^, y^_^, . ., etc. and then estimating 8^ from the 
fitted model. The estimator of 0^ is given by 
18 
where e is the best linear predictor of e^ based on 
A '"-3 • 
where 
j) = E a Y (j + k)/a2 , 
^ k=0 ^ ® 
are the coefficients which minimize E(e^ - , and Y^(h) is the 
autocovariance function of the process {e^} . The mean square error of 
®t -
E(0 -  0^)2 = Z *4 
t t y .^0 : 
Jones (1980) showed that the results of Patterson (1950), Blight 
and Scott (1973), and Scott and Smith (1974) can be unified using the 
least squares theory. Let yj^(t) be the i—th elementary unbiased 
estimator of 8^ , i = 1, 2, , t = 1, 2, h , say. One can 
write 
y^(t) = 8^ + e^ , t = 1, 2, ..., h , i = 1, 2, ..., Z , 
19 
or, in matrix form 
where = [y^(h), y p_2^(h), , y^(l)]' is the &h-dimensional 
vector of elementary estimates, 
0^ = (8^, ..., 8^)' is the h-dimensional vector of unknown 
parameters, 
X is the matrix of zeroes and ones, which selects the 
appropriate elements of 0^ , and 
e^ = [e^(h), e^(l)] is the Jlh-d imens ional vector of 
sampling errors. 
Tt is assumed that 
var(e^) = , 
where is known, and nonsingular. Under the classical approach, 
0^ is fixed and the generalized least squares gives the best linear 
unbiased estimator (BLUE) of as 
% - X) 1 
20 
with 
var(9, ) = (X'K~^ X)~^ -
'Ml e 
This is a more general result than the ones obtained by Patterson (1950) 
and Eckler (1955). 
Under the time series approach, one has to add to (2.4) the 
assumption that 0, is a random vector with E(0, ) = y , 
~h ~h 
var(8^) = V . The generalized least squares formulation gives the best 
linear unbiased estimator of 6, as 
-"h 
—1 —«I —1 —1 
8 = (X'K X + V ) X'K y, 
• • — — - - — — — — - - — — -- — - - - - — — — -. — _ 
with 
var(0, ) = (X'K"^ X + V ^) ^ . (2.5) 
Ml e 
If the elements of V are of the form 
1 -
for some \ and , jx| <1 , i, j=l, ...,h, (2.5) coincides 
with the estimates derived by Blight and Scott (1973). 
Now, suppose £, = 1 . Then, (2.4) becomes 
21 
y, = 9, + e, 
-'h ~h "'h 
and (2.5) reduces to 
—1 —1 —1 —1 
= (K^ + V ) Xh . 
with 
var(^) = (K^ + V ^) ^  , 
which are the results obtained by Scott and Smith (1974). 
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III. PREVIOUS WORK IN AUTOREGRESSIVE TIME SERIES 
SOBJECT TO MEASUREMENT ERROR 
The methods presented in Section II.B approach estimation in 
rotation sampling designs as a signal detection problem. In such a 
formulation, the sequence of population means is the underlying time 
series that is observed with error. Several authors considered the 
signal measurement problem when the sequence of observational errors is 
white noise. For instance, Kendall (1944) studied the particular case 
of a time series generated by a second-order autoregressive process. 
Walker (1960) and Pagano (1974) proposed estimators for the parameters 
of a general p-th order autoregressive stationary time series. In 
this chapter, we review the usual signal detection model and some of the 
estimation methods that have been suggested. 
â.. Estimation of the Current Value When the Parameters are Known 
Let be a stationary autoregressive time series satisfying 
+ a = e^ , t = 1, 2, (3.1) 
where {e^} is a sequence of uncorrelated random variables with mean 
zero and variance o • Because of measurement error we do not observe 
ee 
Xj. directly. Instead, we observe 
23 
+ Uj. , t = 1, 2, , (3.2) 
where {u^} is a sequence of uncorrelated random variables with zero 
mean and variance a , and u^ is independent of e. for all t 
uu t " J 
and j . A signal detection problem consists in building an estimator 
of given a sample of a realization on . 
We consider a recursive estimation procedure proposed by Kalman 
(1960), the so-called Kalman filtering. This method was first developed 
using least squares theory. A development of Kalman filter from a 
Bayesian viewpoint is given by Meinhold and Singpurvalla (1983). We 
follow the original derivation. 
To start the recursive procedure, we assume that 
X = X + v , (3.3) 
o o o 
where X is the initial estimate of X , and v^ is a random 
o o o 
variable with mean zero and variance a , independent of (e^, u^) 
woo t t 
for all t . Assume also that a , a , a , a and X are 
uu ee woo o 
known. 
At time t = 1 we wish to estimate X^ based on the observation 
Yi and the knowledge of c , c , o , a and X . From (3.1), 1 ° uu ee woo o 
(3.2) and (3.3), we have 
24 
where + a • Since and are uncorrelated, the best 
linear unbiased estimator of , given , is 
^ <C - Cn " V • 
where a - , = a + a . Let 
wwl 1 ee woo 
= =1 - =1 
. —1 —1 .—1 . —1 —1 \ 
= + '^wwll^ (^uu ^  - Wl ^1^ 
The variance of v^ is 
^vvll ^°uu °wwll ^ 
At time t = 2 we use Yg > Y^ and to estimate X^ • Now, 
the best linear unbiased estimator of based on (Y^, X^) is 
a X^ = a X^ - a v^ . (3.4) 
Therefore, the best linear unbiased estimator of X^ is obtained by 
combining the information in a X^ with that in Yg • From (3.1) and 
(3.4), 
25 
Yg = Xg + Ug 
a = -X^ + , (3.5) 
where Wg = + a . 
Because w^ is uncorrelated with , the best linear unbiased 
estimator of Ois 
% - (°ÛÙ + W2>"' ("ûl "'2 - C22 • 
"her* °ww22 = °ee + °vvll 
For a general t , 
=t = (°uu + ^ (*uu Tt - 'w^tt * Xf-l) ' 
where 
Û = a + a ^ , 
wwtt ee vv,t-l,t-l 
, —1 , -1 x-l 
a = (o + a ) 
vvtt uu wwtt 
The results for the model introduced by (3.1), (3.2) and (3.3) can 
be extended to the case where X^ is a p-th order autoregressive time 
series. Let 
26 
= %t + "t ' t = 1' 2 
+ a X •p ^-p = , t = 1, 2, , (3.6) 
where (u^, e^) is a sequence of uncorrelated vector random variables 
with mean zero and covariance matrix S = diag(o^^, , 
X = (X , X T, ..., X .T)' , X is an initial estimate of X and 
—O O -1 -p+1 -'O "O 
v is a random vector with mean zero and covariance matrix V , 
"O o 
independent of (u^, e^) . 
Define the p-dimensional vectors 
X t-p+1 ) 
= (Sj., 0, 0)' , 
F = (1, 0 > 0) 
and the p x p matrix 
27 
where denote the (p - 1) x (p - 1) identity matrix, and 0 is 
the (p - 1) X 1 vector of zeroes. Then, (3.6) can be expressed a 
= I' St + "c 
= G + St 
X = X + V • 
O 
The system of equations analogous to (3.5) is 
It-
G St-l - %t + %t ' 
where w = e + G v , and v = X - . Hence, the best linea 
~t -^t—1 ~t ~t t 
unbiased estimator of is the first component of 
i - tC I r + \ + Ctt it-ii • 
where 
Z = a F F' + G - G' , 
wwtt ee ~ t-1 
-1 -1 -1 V = (<7 F F' + E \ ) 
t uu ~ wwtt 
28 
B. Estimation for Âutoregressive Signal 
In the last section, we presented the signal detection problem when 
the parameters are known. We now study estimation methods for the 
parameters of the âutoregressive signal-
Let be a stationary p-th order âutoregressive time series 
which cannot be observed directly. Assuming the observational error is 
additive, the observed value at time t is 
YT = + U^ , (3.7) 
where 
Xt + *1 %t-l + --- + *t-p - «t - (3-*) 
{u^} is the measurement error time series, and is a 
sequence of independent normal (0, Z) random variables with 
Z = diag (a , a ) . The problem is to construct estimators of 
ee uu 
a, , .... a , a and cr based on a sample of n observations from 1' ' p' ee uu 
a realization on . 
We first consider the estimation procedure suggested by Walker 
(1960). Define 
YyCh) = , h = 0, 1. 
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Since {Y^} is a normal process, its behavior is completely determined 
by the autocovariance function Yy(h) . From (3.7), 
YyCO) = Yx(0) + 
YyCh) = Y%(h) . h = 1, 2, 
so that the effect of the additional error term is to reduce all 
the autocorrelations of the time series by the same proportion 
[1 + ^ • Thus, 
Y^Ch) Px(h, «1 Op) _ ^ 
Y/h'-) - o^, a ) ' \ _ 
where (h, a^, ct^) denotes the h-th autocorrelation of the 
process {X^} expressed as a function of a^, • 
We create estimators of the unknown parameters by equating the 
first p + 2 sample autocovariances (h), h=0, 1, . ., p + 1 , to 
their expected values Yy • This gives the system of equations: 
Tv(h) Py(h, a., ..a ) 
= -r z ;— . h = 2, 3, p+1 
YyCl) P% (1, a ) 
Tyd) = °uu *x(l' *1 *p) (3.9) 
TyfO) - *uu + °ee 
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Solving the first p equations of (3.9) gives the estimator of 
(a^, dp) . Substituting (o^, ot^) in the last two equations 
gives a and a 
ee uu 
Although the solution to the equations in (3.9) appears to be 
complicated, this system can be expressed in a simple form. Since 
P%(h) + p (^h - 1) + ... + Op p (^h - p) = 0, 
h = 2 ,  3 ,  . . . ,  p + 1  >  
the first p equation of (3.9) can be expressed as 
Y^(p + 1) + Yx(p) + ... + Op Y%(1) = 0 
Y (1) 
Y (h) + CL YyCh - 1) + ... + + ••• + a -y (h - p) = G 
X -1 X 1 p X 
h 2j 3j ...y p y 
which determine a^, ct^, ..., as ratios of two polynomials in 
[pjj(l)] ^ • Substitution of these polynomials in p^^l, .. ., a^) 
will then give an equation for p^^l) . Estimators of and 
are obtained as before from the last two equations in (3.9). 
A further simplification can be achieved by using autocovarlances 
for lags greater than p + 1 . One can substitute y^(h) in any set 
of p of the Yule—Walker equations, and solve the system 
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Y^(h) + - 1) + . •. + ttp Y- (ÎI - P) = 0 , 
h  =  r ,  r + 1 ,  —  , r  +  p ,  
for some r > p . As E{Y^(h)} >0 as h+oo ^ one would, in general, 
expect to obtain more accurate estimates from h = p + 1, 2p than 
from any other set of p values of h . 
The estimates obtained from (3.9) are consistent and have 
asymptotic standard errors of 0(n ^ ; however, they are, in general, 
asymptotically inefficient. We define an estimator to be efficient if 
its covariance matrix is the same as that for the maximum likelihood 
estimator. An examination of the case p = 1 shows that, for a fixed 
a- ^ 0 , the-efficiency of—a,—approaches one as -the ratio—a- - (a ) 1 ' 1 uu ee 
approaches zero. 
Pagano (1974), using least squares theory, proposed an 
asymptotically efficient estimation procedure for the parameters of 
model (3.7). To introduce Pagano's procedure, define 
= e^ + u. + a u. ^ + ... + a u . (3.10) 
t t 1 t-1 p t-p 
The last equality follows directly from (3.8) and shows that 
is a stationary time series. In fact, we can see that Yg(^) ~ 0 for 
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h| > p . Therefore, is a p-th order normal moving average 
time series and hence, there exists a sequence of normal random 
variables {z^,} such that 
= Zt + + ... + , (3.11) 
where the roots of 
m^ + 6^ m^ ^ + ... + = 0 , (3.12) 
and of 
m^ + a. m^ ^ + ... + a =0 (3.13) 
1 P 
are less than one in absolute value. To show that the polynomials 
(3.12) and (3.13) have no roots in common, we need the following 
definition. The autocovariance generating function of a stationary 
process is the complex function 
G (m) = 2 Y_(h) m^ , 
h=-» 
where ^^(h) is the autocovariance function of 
Now, define the complex polynomials 
R. (m) = S a 
j=0 J 
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and 
^ p-j 
R?(m) = E B , 
j=0 J 
with Oq = Bg = 1 • From (3.10) and (3.11), 
GgC*) = °ee + °uu *l(*) 
= R2(m) RgCm ) . 
-1 
Therefore, if is a zero of R^(m) , then neither or is a 
zero of R2(m) . Thus, the polynomials (3.12) and (3.13) have no common 
roots -
Based on these results, the observable process {Y^} can be 
represented as the following autoregressive moving average process 
+ *1 ?t-l + + "p ?t-p = + *1 :t-l + 3 P c-p 
(3.14) 
Model (3.14) has 2p + 1 unknown parameters, namely 
a = (a^, ..., Op)' , 6= (B^, Bg' ''» G^)' and or, 
equivalently, a and ^Ty = [Yy (0), Yy (p)]' . By introducing 
p - 1 new parameters, model (3.7) is transformed into an autoregressive 
moving average model, for which the solution to the estimation problem 
1s known. 
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To introduce Pagano's estimation method, let = [7g(0), 
Yg(p)]' , where Yg(h) = , and let (a', %g)' be a vector of 
efficient estimators (g/, . Let be an estimator of H , the 
information matrix of («'» ' • Furthermore, assume that 
-> a , a.s. , (3.15) 
%S •> Is ' a-s- ' (3.16) 
and 
> H , a.s. , (3.17) 
as n+co . Using the sample spectral density, Parzen (1971) has developed 
estimators for the autoregressive moving average time series, which 
satisfy the conditions (3.15), (3.16), and (3.17). 
The fact that (a', j^)' is not efficient for the parameters of 
the original model (3.7) becomes clear when one considers that is a 
function of a , and the information matrix H is not block diagonal. 
In fact, from (3.10), 
P 
= ""ee ^Oh + V = 0. 1, P , 
(3.18) 
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where is the Kronecker delta. Denote the relationship in (3.18) 
by 
Is = ("uu) ' 
where = [Yg(0), . , Tg(p)]' • 
The information matrix, 0 , of (a*, a , a )' is obtained 
^ ee uu 
using the chain rule for vector derivatives. Let A be the matrix of 
derivatives of (cc', Y„') with respect to (a', a , a )' . The 
' •^S ee uu 
matrix A is a function of a and a , i.e., A = A (a', a ) , and 
uu uu 
4> = A' HA. (3.19) 
Pagano found an estimator of («*> a^^)' with large sample 
covariance matrix (n $) -1 
Replacing Yg(^) > h = 0, 1, ...» p , in (3.18) by their estimated 
values from the enlarged model (3.14) gives the equation 
ll\ 
is! ""ee' ""uu)/ 
+ Sn ' 
where Che estimation error s is such that, as n-v» 
s > 0 a.s. , 
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and 
n 
V, -1, 
^—> N(0, H ) 
The generalized squares estimator of 0 = (a', ' is 
obtained by minimizing the residual quadratic form 
Qn(8) = - *)'' tYg - ïg(e)]'}H^^{(a - a)', [Tg - Yg(6)] 
The generalized least squares estimator will be denoted by 
d = (cx', a , o . Using a theory similar to that developed by 
ee uu 
Jennrich (1969), Pagano established that 
''ee' ""uu)' > %e' = ' ' 
n 
V, 
% \ 
ee 
uu 
L W 
ee 
—> N(q, $ , 
\ uu// 
and 
A A > $ a. s. , 
where $ is defined in (3.19) and A = A(a' a , CT ) 
ee uu 
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Other studies in autoregressive time series observed with error 
include estimation methods based on the asymptotic distribution of the 
periodograra ordinates. Dunsrauir (1979) derived a central limit theorem 
for the approximate maximum likelihood estimators obtained by maximizing 
a frequency domain approximation to the Gaussian likelihood. Because we 
will restrict our attention to estimation in the time domain, the 
frequency domain procedures will not be reviewed. 
38 
IV. ÀUTOKEGRESSIVE SIGNAL PLUS MOVING AVERAGE NOISE 
The estimation methods which have been presented are based upon the 
fact that the measurement errors form an independent stationary time 
series. However, in the case of repeated surveys, where the same units 
appear in the sample on more than one occasion, it is reasonable to 
assume that the errors form a sequence of correlated random variables. 
We consider a signal detection problem in which the signal is a p-th 
order autoregressive time series, and the noise is a q—th order moving 
average. This model applies to the situations in which the sampling 
units appear in the survey for a fixed finite number of occasions. 
A. Model and Estimators 
Consider the following model 
+ a X 
P t-p 
e 
t ' 
(4.1) 
+ b V 
q t-q 
where 
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{Y^} is the observed time series, 
{x^} is the unobservable time series, 
{u^} is Che time series of measurement errors, 
(e^, v^)' is a sequence of independent normal (0, Z) random 
variables with Z = diag (a , a ) . It is assumed that 
ee vv 
the roots of 
+ a_ mP ^ + ... + a = 0 (4.2) 
1 P 
and of 
+ b^ m^ ^ + ... + b =0 
are less than one in absolute value. We develop estimators of 
a = (a,, ..., a )' and a under the assumption that 
- 1 p ee 
b, , b_, b and a are known. This is a reasonable 12 q vv 
approximation to reality for the repeated survey problem. This is 
because b^, b^, ..., b^ and are functions of the sampling 
variance that can be estimated by standard sample survey methods from 
the individual observations. In a later section, we extend the model to 
recognize the estimation error of the within sample estimates. 
Following Pagano (1974), we first enlarge the model (4.1) by 
finding the autoregressive moving average representation for the process 
{Y^} . Estimators of the parameters for the original model will be 
obtained by fitting an autoregressive moving average model with 
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constrained parameters to the available observations Yg, ..., Y^ 
Define the time series by 
St ' + °ï ?t-l + + "p ?t-p (4-3) 
" «t + "c + °ï "t-l + ••• + 'p "t-p 
It has been shown, in Section III.B, that 
St = =t + ^  =t-l +••••" Vq 't-p-q ' 
where {z^} is a sequence of normal random variables, and 
, 3-, 3 . are such that the roots of 
J. Z prt-q 
+ 3, m^^^ ^+... + 3 =0 (4.4) 1 p+q 
are less than unity in modulus. In Section III.B, it has also been 
shown that (4.2) and (4.4) have no roots in common. Thus, the observed 
values (Y^, Y^, ..., Y^) are a sample from the autoregressive moving 
average process 
^t + "l ^t-1 + ••• + ""p ?t-p = ^t + ®1 =t-l + + Vq ^t-p-q ' 
(4.5) 
where {z^} is a sequence of independent normal (0, o^^) random 
variables. We call (4.5) the unrestricted model. This model has 
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2p + q + 1 parameters, whereas the original model has only p + 1 
unknown parameters. The new parameters 6^ , .., ®p+q '^ 77. 
functions of , .•., and . Let = 8^ = 1 . From (4.3), 
P P 
Y„(h) = S Z a a Y (h + i - j) 
^ i=0 j=0 ^ ^ 
p+q p 
- °ee 'oh + ' 
1=0 j=0 
h = 0 ,  1 ,  . . . ,  p + q  ,  
where 6^^ is the Kronecker delta and (h) = E{Z^Z^^^} , 
h = 0, ± 1, ..., for any stationary process {Z^} . Equivalently, 
p p P+q 
3? = 0 
(4.6) 
a +Z S a.cLy (k - j) - a I 
j=o k=o j=o : 
P P p+q-h 
'3 j+h E Z a . a Y ( k - j + h ) - a  I = 0  > J K TJ. Z Z  T - f  j=o k= 0 " j=0 
h = l ,  . . . j p + q  .  
Model (4.5) with parameters satisfying (4.6) will be called the 
restricted model. Under the assumption that (b^, ..., b^) and 
are known, the Y^(h) are known for all h . 
The problem is to construct estimators of a= (a^, . , a^)' and 
a assuming that y (h) , h = 0, ..., q are known, 
ee u 
42 
1. Preliminary estimators 
We now define a procedure to build preliminary estimates of 
a = (a,, a )' and a . The procedure is similar to that 1 p ee 
suggested by Pagano. It differs in that least squares estimates are 
constructed at the first step and the set of statistics used at the 
second step differs from the set used by Pagano. The preliminary 
estimator of this section will be used as input to the estimation 
procedure of the next section. The steps of the procedure are: 
(a) Obtain an asymptotically efficient estimator of 
6 = (a*, S', a )' for the unrestricted model. Denote this 
ZZ 
estimator by 5 = (ct', B', a )' and its estimated covariance 
~Ti ^ ~ zz 
matrix by G . See Fuller (1976) for a description of a 
Gauss-Newton estimation procedure. 
(b) Find the generalized least squares estimator (6', ' for 
the model 
6 = 6 + a 
= 2 ' 
using G^ as the estimated covariance matrix of a , where 
f(5', a ) denotes the left-hand side of the set of 
"w ' ee 
restrictions in (4.6). 
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We suggest the Gauss-Newton procedure to obtain the least squares 
estimator of (5', a )' for the model 
~ ee 
n ci 
i m 
p+q+l y ° j 
T* 
i 0 cl 
p+q+l I \ -2/ 
(4.7) 
where T is a matrix such that the T'T = G , I, is the d x d 
n a 
identity matrix, c is an arbitrary large number, and (a^, a^)' is a 
random vector with zero mean and identity estimated covariance matrix. 
In this formulation, the restrictions are included in the model as if 
they were actual observations. The error in the degree to which the set 
of restrictions are satisfied can be made very small by choosing the 
constant c sufficiently large-
Estimators for model (4.7) can be found using any standard 
nonlinear regression program. As initial estimators for the iterative 
process, one can use a = a and 
ee 
 ^ p+q P P _ _ 
'j ' A " 
The estimator (6', a )' is consonant with the restricted model and 
~ ee 
will be used as the starting values of the nonlinear estimation 
procedure. 
44 
To illustrate this method consider a first-order autoregressive 
signal plus a first-order moving average noise. Let 
?t = + "t ' 
^t + ^  %t-l = ®t ' 
"t = ^ t + , 
where {o^| < 1, (e^> are vectors of NI(0, Z) random variables 
and Z = diag (a , a ) . Assume b. and a are known. The 
ee vv 1 vv 
observable process {Y^} can be expressed as 
^t + "l ?t-l - =t + z^-l + h =t-2 ' 
where the are NI(0, » and the parameters satisfy 
°ee + (1 + + 2=1 " (1 + Sj + B|)a^^ = 0 
aiY^(O) + (1 + a2)Y^(l) - 3^(1 + = 0 
a^Y^(l) - @2<7^^ = 0 
Let 6 be the least squares estimator of 5 = (a, , g_, o ) 
-«n i 1 z zz 
for the unrestricted model, and let be the estimated covariance 
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matrix of 6 . Let T be a 4x4 matrix such that T'T = G To 
n 
simplify the notation, we will assume that T = [t^^] is the upper 
triangular matrix given by the Cholesky decomposition of the matrix 
G Let 
n 
(^11*1 *^12^1 ^13^2 h^ '^ zz' ^22^1 ^23^2 
t^4°zz ' ^33^2 ^34*22' '^44'^zz' 
Estimators of the parameters of interest, and , are obtained 
by fitting the nonlinear model 
*1T = °il*l + »12Gl + + D^a zz 
+ + (1 + apY^(O) + 2a^Y^(l) - (1 + + gp 
+ »i6 [*17.(0) + (1 + a2)y^(l) - g^Cl + 
+ " *2*zz] + =1 ' 1 = 1' ' ^ ' 
a 
zz 
where 6^^ is the i-th component of §q< > 
= t^j for i = 1, j , j = 1, . , 4 , 
= c for ij = 55, 66, 77 , 
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= 0 otherwise , 
c is an arbitrary large number, and is the error component. The 
a have estimated mean zero and estimated variance one. The matrix of 
1. 
derivatives for the nonlinear model, before transformation, is given in 
Table 4.1. 
By allowing an arbitrarily small error in the set of restrictions, 
this method releases us of the need of explicitly expressing g and 
as functions of the parameters a and • This procedure gives 
estimators of S and a and an estimated covariance matrix for the 
— zz 
vector of estimators. 
Together, steps (a) and (b) are, essentially, Pagano's estimation 
method applied to model (4.1). Pagano parametrizes the unrestricted 
model in terms of a and the autocovariance of {S^} at lags 0, ..., 
p + q , whereas we take a , B , and as parameters. Our 
parametrization has the advantage that, as we estimate (a/, S')' in 
step (a), we obtain the least squares estimate of the covariance matrix 
of (ct', 3')' as a direct result of the computations. 
Moreover, in step (a), Pagano computes frequency domain estimators 
for the unrestricted model; we compute least squares estimators 
instead. Nerlove and Pinto (1984) conducted a Monte Carlo experiment to 
compare maximum likelihood in time domain with the approximate maximum 
likelihood in the frequency domain estimation as methods for 
autoregressive moving average time series. Their study suggests that 
the time domain estimators have both bias and mean square error 
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Table 4.1. Observations and derivatives used in construction of nonlinear estimators of (b) 
Derivatives 
Observations 
a 1 0 0 0 0 
^1 
0 1 0 0 0 
^2 
0 0 1 0 0 
0 0 0 1 0 
0 2[a^Y„(0)+Yy(l)] 
-2*2*zz -(l+gZ+gZ) 1 
0 Y^(0)+2a^Y^(l) 
-BlCl+Bg) 0 
0 Y„(l) 0 -a 
zz ~^2 
0 
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that are smaller than those of the frequency domain estimators. Because 
least squares and maximum likelihood estimators are closely related, we 
feel that, at step (a), the least squares estimation method is preferred 
to the frequency domain estimation procedure. 
2. An alternative generalized least squares estimator 
The procedure of this section was developed on the basis of two 
properties of the preliminary estimators. First, the vector of 
covariances between and (o^, 3') of step (a), Section IV.A.1, in 
the covariance matrix of the limiting distribution is zero. The 
limiting distribution of is approximated by a quadratic function 
oE the z . Therefore, the information in a can be combined with 
t zz 
the information in the linear part of by considering the vector of 
observations (Y^, Y^, ..., Y^, • This idea has been used by 
Jobson and Fuller (1980). Second, the preliminary estimator of the 
previous section and that developed by Pagano use an estimated 
covariance matrix constructed from the initial unrestricted estimates to 
compute the restricted estimates. It seems reasonable that a more 
efficient estimator of the covariance matrix would improve the 
efficiency of the estimators. The approximate covariance matrix of the 
error associated with the vector (Y^, Y^, ..., Y^, is 
block diag {I^ , [2(n - 2p - q)] • 
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The use of the square root of a in place of a has two 
^ zz zz 
consequences. First, the distribution should he more nearly normal, and 
second, the approximate covariance matrix of the error in 
(Y^, Y^, •••, Y^, ) is known up to a multiple. 
The suggested estimation procedure applies simple nonlinear least 
squares to the system 
P p+q 
Y = - 1 a Y _ + Z e.z _ + z , t = 1, ..., n 
t j=i J c J j=i J ^ J 
= roj fT 1 
. (4-8) 
((('' " 2. 
where Y_, Y ,, ...» Y are initial observed values, a 0' -1 ' -p+1 zz 
denotes the estimator of obtained at step (a), d^ = n - 2p - q , 
Vo 
and a is the estimation error of [2d^o ] ^  . In expressions for 
n+1 f zz 
estimators, we will often set a^^^ = z^^^ to simplify the notation. 
This is not strictly proper because a^^^ is not an observation from 
the stationary process {z^} • 
The method of adding the restrictions to the set of observations, 
as suggested for step (b) of Section IV.A.l, can be applied to solve for 
the estimators of (4.8). Let 9 = (£', . The equations (4.8) can 
be approximated by 
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P p+q 
''t -- "j-'t-J + jf, ^ ^  • t - 1. .... 
0 = c fi(8) + 
^ ^ ^ p+q+1^®^ ^n+p+q+l ' 
where c is an arbitrary large number, f^(8) denotes the i-th 
component of f ( 8) , and (a^^^, ..., ^^ig-i-i^ are introduced to 
signify that the equalities need not be exactly satisfied. Let 
P P+q 
z (Y;0) = Y + Z o.Y _i " Z 6 z _ , t = 1, n 
c c j=i j c : j=i J ^ J 
Zr^+i+j( Y;8) = - c fj(8) , j  =  1, . . . ,  P  +  q  +  1  ,  
and let W^(Y; 8) be the (2p + q + 2)-dimensional vector composed of 
the negative of the partial derivatives of z^(Y;9) with respect to 
8 . The last (2p + q) vectors of W^(Y;0) are the last three rows 
Table 4.1 for p = q = 1 . The nonlinear regression estimator of 9 
obtained at a step of the iterative procedure is 
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6 = 0 + A 0 , 
where 9 is the estimator of the preceding step, and 
n+p+q+2 .. .. -1 n+p+q+2 
A8 - [ Z %;XY;e)W_(Y;e)] E W'(Y;8)Zt(Y;8) . 
t=l t=l 
The value of 9 for the first iteration is the value obtained in (b) of 
the previous section. Alternative start values could be used. 
B. Limiting Properties of the Estimators 
In this section, we derive some large sample properties of the 
estimators defined in Sections IV.A.1. and IV.A.2. 
Consider the model 
^ + .1 ' (4-9) 
where are NI(0, and the roots of the characteristic 
polynomials associated with (4.9) are less than unity in modulus. 
Let a = (a^, ..., a^)' , g = (6^, ..., 6^)' , and write as 
z (Y;a'. g') = Y + ? oc Y - 2 g z (Y;a', g') , 
j=l J j=l ^ 
(4.10)  
where the notation z^(Y;a', g') is to emphasize the fact that a and 
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B are parameters of . Define 
az (Y;o' ,  B')  
9^r ' i = 1' •••' P ' 
3z (Y;a', 3') 
Og agj ' j = 1' •••' q ' 
(4.11)  
and 
/V . - f Q « \ 1 U^/Y;*', g') = [U^ [(Yio,', G') Ug ,,j 
1 q 
(4.12) 
Let (a/, S ' ) ' he an estimator of (oV, 3')' such that 
_ 1/. 
(a' - a', 3' -^8')' = Op(n 4 ) . Expanding z^(Y;a', 3') in a Taylor 
series about (a'> 3') gives 
&') = g/) - Z 0^ ,.(Y;^/, 6)(ai - ^ i) 
i=l i 
-  Z Ug (Y;o' ,  g ' ) (gi  -  g;)  -  2 ^d;XY;o' ,  g ' )  ,  
(4.13) 
where 
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q q 
H Z 2 
1=1 j=l 
a U (Y;a*' 
'^it 
33. 
g*') 
(Gl 6i)(6j - 6j) 
p q 
+ 2 E Z 
1=1 j=l 
3 U (Y;a*', «*') 
"it 
agj ~ ~ 6j), 
(4.14) 
and (a*', g*)' lies between (a', 8')' and (a', B')' 
Expression (4.13) is equivalent to 
z (Y;^/, B") = Z U (Y;a', 8')(ai -
1=1 it 
+ Z U (Y;a', 8')(S. - 6.) 
j=l "jt ^ ^ 
+ 2"^d^(Y;a', g') + . (4.15) 
Regressing z^(Y;oc', g' ) on ^(Y;a, g) we obtain an estimator of 
(cc' - a', g' - g')' . The one-step Gauss-Newton estimator of 
(a', g')' is then 
(a', g') = (%', 6') + (Aa', Ag') , (4.16) 
where 
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( A S ; ,  A B ' ) '  =  [  E  B ; ) U t ( Y ; 5 ' ,  g / ) ]  1  
Z ir(Y;a', 6') z(Y;a', g') . (4.17) 
/vr  ^ /w  ^ /V 
t=l 
The asymptotic properties of (&/, 8')' are developed in Theorem 4.1 
and Theorem 4.4. 
Theorem 4.1. Let satisfy 
Y + I. a Y = Z 6.Z + z , t = 1, 2, ..., 
^ j=l J J i=l 
where Y_, Y Y ,, are initial observations and {Y } is a 0 -1 —p+1 t 
stationary process. Let the roots of 
ind 
m^ + a_ 4- ... + a = 0 (4.18) 
1 P 
r^ + 6, r^ ^ + ... + 0 =0 (4.19) 1 q 
be less than one in absolute value, and let be a sequence of 
NI(0, random variables. Let (a/, 6')* be an initial estimator 
— V/ 
of (oV, B')' satisfying (a' - a', g' ~ 6')'= Op(n ^) and such that 
the roots of + E a.m^ ^ = 0 and of r^ + E 6.r^ ^ = 0 are 
j=l ^ .. j=l ^ 
less than unity in modulus. Let z. , j=-q+l, ...,0,be bounded 
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In probability. Then, 
[(% - *)', (& - &)'] = Op(n" ) , 
where (oV, 3')' is the estimator defined in (4.16). 
Proof: From (4.15) and (4.17), 
[(* - %)', (& - &)']' = [ : 
[ E u;(Y;a', 6')2 +R(Y;a', 6')] , 
t=l 
(4.20) 
where 
t=i 
and d^(Y;a', g') is defined in (4.14). 
— 1 
As a first step in this proof, we want to show that n R^(Y;a', g') 
- Vo is 0 (n ^) . Differentiating both sides of (4.10) with respect to 
P 
, and using the invertibility property of {Y^} , we can establish 
the following difference equation relationship for ^(Y;a', 6*) , 
i=l, •••, p J 
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,(Y;a', e') = 
't-2 
(4.21) 
Ua (Y;a\  8'  )  + Z a.U 
P 
jfl ê') - — z t-p 
From (4.21), we note that the difference equation defining 
U (Y;a', 3') is identical to that defining U (Y;a', S') , 
a^t - ~ ^i+s' 
i= I, 2, ..., p-1 , s = 1, 2, ..., p-i . Therefore, if the 
process started in the distant past. 
U 
= U^^(Y;a', 6') , say . 
The time series U^^(Y;a', B') converges to a stationary autoregressive 
process with characteristic equation 
^  +  . . .  +  =  0  .  
Differentiating both sides of (4.10) with respect to 
G .) j = 1, , , q , gives 
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By Che arguments used for ^(Y;a', £* ) , it follows that 
»') - °32,t+l(--S'- Ê'> - Ê') 
• .6'' . say-
Furthermore, Ug^(Y;a', B') converges to a stationary 
autoregressive process with characteristic equation 
m^ + ^ + ... + g = 0 . 
1 q 
Repeating the reasoning used for u^^(Y;a*, 3') and Ug^(Y;a', 3' 
one can establish the convergence of the second partial derivatives of 
z^(Y;a', 3') to stationary processes. 
Let m° = ..., m°) and r° = (r°, ..., r°) be the roots of 
(4.18) and (4.19), respectively. Let be a compact set within the 
unit circle of the p-dimensional Euclidean space, with m° as an 
interior point, such that 
sup max |m^] < < 1 
m e i=l, ...,p 
Define = {a : 
1 
and S2 he the analb 
be such Chat 
sup \ 
r £ F., 141, 
Define S = 3^ < S,^ . 
and 
Up.(?:*%, S 
where w. and v'. s 
J J 
w .  - r  n  w .  
J 1 : J-
and 
"j =i "j-
with initial coaditic 
Using a result given 
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w. < X; 
and 
<^2 4 
for some and . Then, 
E{0ac(?;2'. r)1<.,t+h(^'2'> r» < (1 - 4"' • 
and 
ZZ 
and by theorem 6.2.1 in Fuller (1976), the variances of 
n ^^2 u^j.(Y;a', g') and n"^^ u2^(Y;a', 6') 
are bounded. 
Since the second partial derivatives of 2j.(Y;a', g') converge to 
stationary processes, it follows that, for (g/, £') e S , the 
variances of 
? I ' ° c ' y' ' • 
t=i ^°i t=i 
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and o f 
„-Va ; , £•) 
.-1 ' ' 
are bounded. Therefore, for example. 
-1 " a &) 
n U,;(Y;a', %')[ ] = 0^(1) . 
— V/ Because (ot' - a', 6' ~ 3') ' = o^Cn ^ ) , given e > 0 there exists 
N such that, for all n > N , P{(a', 6')' e S} > 1 - a • Hence, 
n ^ R^(Y;a', g') = 0 (n ) . (4.22) 
We can write 
n 1 E u; . (Y;â' ,  g/ )  g/ )  
t=l 
-1 "• _ l/_ 
= n Z U' CY;a', g')%l (Y;a', 3') + 0 (n . 
t=l ^ 
(4.23)  
Let {F } and {? } be the limiting processes of U (Y;a', g) 
ctt pt Ott ^ 
and Uo^(Y;a', B') , respectively. Thus, as n-»-» , pu 
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and 
" ^ : "a -^^-> Yp (|l-j|) . 
t=l i j a 
n~^ Ug t(Y;o', 6')Ug^^(Y;a'. g') —> Yp^(|j-k|) , 
j , k = 1, ...» q , 
: "o tCTiS', &')Ug cC?;*', G') -^-> Yp p . 
t=l ' i -a g 
i 1, •••yp, j Ij 
Where (h) = E{F^F^^^} , and ^ (h) = . Hence. 
a g 
-1 ^ P 
n 2 U^(Y;a', g')T^(Y;o', g ' ) —^—>V , say. (4.24) 
c=l 
-l ^ Now, expanding the r-th element of n Z U^(Y;a', g/)z^ in a 
Taylor series about (a/, g') gives 
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Z U (Y;a', g')z = S [U (Yja'.g') 
t=l t=l 
p 3 U (Y;a*', &*') . 
q 3 n <Y;o»\ S»') .. 
+ as; • 
where (a*', 6*')' lies between (a', £')' and (oV, 6')' • 
Because 
.  1 . 1  p .  0 ^ ^ T)— t = l 1 
-1 n 3 UrtX?;*', 2') _I6 
1 I ^ z = 0 (n - ) , i = 1, .. • , q , 
t=l ^ P 
and 
- V/ [(a - a)', (8 - 6)'] = o (n ) , 
it follows that 
63 
-1 " " -1 ^ -3/4 
n r u (Y;a', 6')z. = n E U (Y;a' ,  6')z + o (n 
t=l t=l ^ V 
_l/_ 
= 0^(n ^2 ) (4..25) 
From (4.20), (4.22), (4.23) and (4.25), 
[(2 - %)'. (G - &)]' = 
n ^ 2 &'):% + OpCn" ) 
C=1 
The result follows from (4.25). • 
An estimator of cr is 
zz 
^ n ^ ^ 
*22 = n z z^(Y;a', £') , (4.26) 
t=l 
where 
I ' )  = \ + Vt-j - 8jZt_.(Y;a', |') 
t = 1, ..., n 
We show that a is a consistent estimator for a 
zz zz 
Theorem 4.2. Let the conditions of Theorem 4.1 hold. Then, 
— -1 ^ 2 -1 
OL, - n I z; + 0 (n ^) , (4.27) 
zz t=l ^ P 
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— -1 2 -I 
a = a Z z + 0 (n ) , (4.27) 
t=l ^ P 
where is defined in (4.26). 
Proof- Because {Y^} is an invertible stationary time series, it 
can be represented as 
where 
Hence, 
^0 = ^ 
di = Bi + 
^2 = - - gg + *2 
rain(j,q) 
d. = 2: B d + a , j < p 
J i=0 1 J 1 J 
niin( j,q) 
dz = % Bid _ , j > p . 
J i=l ^ J ^ 
n - n _ 
n •"[ E z^(Y;a', 6') - Z z^] = 0 (n '") , (4.28) 
t=l ~ t=l P 
where 
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t—1 
j=0 J j 
By the arguments used in Theorem 4.1 and (4.28), 
n ^ Z |') = n~^{ Z zJ(Y;a', 6') 
t=l t=l 
P ^ 
+ 2 Z Z z (Y;a*', B*')U _(Y;a*', (a - a ) 
1=1 t=l ^ 
+ 21 Z z (Y;a*', S*')U . (Y;a*\ 3*')(6. - B,)} 
j=l t=l J J J 
-1 ^ 2 -1 
=  n  Z  z ^  +  0 ( n  ) ,  
t=l P 
where (a*', £*') lies on the line segment joining (a/, S') and 
(S', 3) . • 
To derive the limiting distribution of (a/, 3*, » we need a 
central limit theorem for martingale differences. Theorem 4.3 is due to 
Scott (1973). Related results have been obtained by Brown (1971). 
Theorem 4.3. Let {Z^^: l<t<n,n>l} denote a triangular 
array of random variables defined on the probability space 
(Î2, B, P) . Let 
^kn ^tn 
for l<k<n,n>l with S =0 for n > 1 . Assume that 
on 
for 1 < t < n , 
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S(Skn|Sk-l,.|: ' Sk-1,. 
where B, _ denotes the a-algebra generated by S , S k—l,n in tc—i,n 
Let 
V2 = Z gZ , 
nn jn 
s2 = E{V^ } = E{S2 } 
nn nn nn 
As s uine 
i) v2 s ^ > 1 in probability, 
' nn nn ^ 
and 
U t  C  X  ;  ( I z .  I  > c s }Zjn = >0 • 
J=1 ' jni nn 
Then, 
s ^ S -^> N(0, 1) . 
nn nn 
Proof: See Scott (1973). Q 
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Theorem 4.4. Assume that the model of Theorem 4.1 holds, and let 
6=(a', e',a )'. Then, 
z z 
n^^(5 - S) —i—> N(0, Go), 
 ^ yV ^ 22 
-X 
as n+=> , where G = block diag (V , ^ is defined in 
(4.24), 5 = (a', g', > and (a'» S') is defined in (4.16) and 
a is defined in (4.26). 
zz 
Proof. From (4.26) and (4.27), the limiting distribution of 
I/o -
n ^(6 - Ô) is the samé as the limiting distribution of 
n"^^2 I {[V~^u;.(Y;a', 6')z^]', zj _ o^^}' 
or equivalently. 
/v-1 
I ^  
0 \ 
1 
-V, 
n 2 I 
t=l 
- CT 
(4.29) 
zz 
where U (Y;a', 6' ) is defined in (4.12). Let X = (A,*, X.)' be a 
(p + q + l)-dimensional real vector with X'X ^ 0 , and consider the 
distribution of 
a Z A'ECScCY;*', a')Zc , - 0,3]' 
t=l 
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• til ' 
whe re 
Zj„ . tyB^(Yl2\ S'):; + - a^^)] 
-ec Br_i _ be the sigma-algebra generated by {z., j < t-1} . Then, 
t. J. , U J 
GfZtn Bt-l,n} = ^ *'S' ' 
= E{z2n|Bc_i,n} = S'yU^CY;»', B)]Xia, 
+ 2 n ^ X2 a2 
2 zz 
'L ' .1 Sj. - . ê'iii-'z. j=i t=i 
+ 2 ^2 -
From (4.24), 
> X'VX.a + 2 in probability. 
nn ~1 ~1 zz 2 zz 
Now, 
E{s2^} = Var{n E [X{u;.(Y;a', g')z^ + X^Czg - o^^)] 
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n ^ E E[X{u;^(Y;a', 8')u;^(Y;a\ + 2 , 
t=l 
S2 
nn 
lim E{S2 } = x;vx, a + 2 x| 
n-^ nn zz 2 Z2 
= lim «2 
n-j-oo '^nn 
Hence, 
s ^ > 1 , in probability, (4.30) 
nn nn 
and condition (i) of Theorem 4.3 is satisfied. 
Now, let V > 0 be such that < M for all t , and let 
e > 0 be arbitrary. Then, 
C  I ^ t n l  '  «  
t=l 
' C \ S((: l^ nl >  ^
t=l 
< =;r A 
t=i 
2+v 
n 
—2—V -V 2 
= s en 
t=l 
E{jx{U;(Y;a', 8'):; 
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By Minkowsky's inequality, 
1 
where 
1 
+ [H{|4 A 
1 
- [E(|%u;(7:2', G')|2+V)E{|Z^|2+V}]2+V 
< wf+v E{ix:  Ul(Y;a', 0' ) |2+V}2+V + c(v)  ,  (4.31)  
I ^j[ /V /V I 
(2+v,^ 2+v 
C(v) = I Xgl [E{|z2 - a^J }] 
which is finite. 
From arguments used in the proof of Theorem 4.1, 
t—1 
3') = z WjZt_i_j > for i = 1, ..., P , 
j-0 
t-1 
= v^z^+p-i-j ' i = p + 1, ..., P + q , 
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where the weights w^ and satisfy wy = = 0 for j < 0 , 
Wj = Vj = 1 for j = 0 , and 
+ ^ 1 *j_l + + Gp Wj_p = ° ' j > 1 > 
+ ^ 1 + ••• + 6q Vj_q = 0 , j > 1 
By Holder's inequality. 
j.O 3 j.O 
t-1 — 1 - ^ 
' I'd I I't-i-i-/"' (I I'ji'"' 
(4.32) 
Therefore, from (4.31) and (4.32), 
8^2; + X; (z| - .,:)|2+V) 
is bounded, and 
n 
s Z E{Z2 ; Z > 6 s J > 0 in probability.(4.33) 
nn ^ , tn I tnl nn 
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From (4.30), (4.33) and Theorem 4.3, 
-V, n Ï. 
t=l 
+ x„ (z2 - *2 = )] 
N(0, XjVXiO,, + 2 A2 cf,) 
and hence, using (4.29), 
n X' (6 - 6) —> N(0, X'GX a ) 
«' zz 
Since X is an arbitrary real vector the result follows. [] 
We use the results in Theorem 4.4 to show that the least squares 
estimators for the restricted model obtained at step (b) of the 
estimation procedure of Section IV.A.1 are weakly consistent. The model 
we are considering is 
6 = 5 + a 
'~n 
f(6'. 
*ee) = 0 
(4.34) 
where a is a random vector whose covariance matrix is estimated by 
Ml 
~X 
n G , and 
n 
f(S', Oge) = *2^) . .... fp+q+i(a', 
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with 
P P p+q 
"ae' - - 3> - "zz .f„ S? 
P P 
+ i - 1) (4.35) 
"e.) - .f„ J, "3 v."' - J 
p+q-i+1 
-°zz jf, ' 
i=2, ..., p+q+1 . 
The least squares estimator of (6', a ) is the value 
ee 
(6' , a ) that minimizes 
^ ee 
(%. - «)' - y 
subject to 
f(S', *ee) = 0 
For mathematical convenience, we use an alternative formulation of 
the minimization problem above. Because appears only in 
a ) , and since a > 0 , the restriction f, (6', cr ) = 0 is 1 — ee ee 1 — ee 
equivalent to 
P+q P P 
a = a Z B? - I Z a.o, Y (k - j) (4.36) 
ee jfo - j!o hfo 
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or 
p+q _ p p 
a 
zz . 
Z s? - I z a.a Y (k - j) > 0 
j=0 ^ j=0 h=0 j 
Since in (4.36) is a continuous function of 6 , the least squares 
estimator (6', is obtained by finding S that minimizes 
(6 - 5)'G 1(6' - 6) 
Ml n 
subject to 
zz 
p+q 
Z 8? 
j=0 ^ 
P P 
Z Z - j) > 0 
- 0 " îic^  0 — - — - — — — 
f^(6') = 0 , 1 = 2 ,  p + q + 1 
We use f.(<5*) for f.(5', a ) to emphasize the fact that f. does 1 ~ 1 ~ ' ee 1 
not depend upon for i=2, ...,p+q+l. In this formulation, 
the least squares estimator of is 
p+q .. pp.. .. 
""ee = °zz Z *1 " Z ^ ' (^-37) 
^ j=0 ^ j=0 k=0 ^ 
To show the consistency of (6*, a ) we need the following lemma. 
ee 
Lemma 4.1. Let {X } be a sequence of p x 1 random vectors, let 
be a fixed p x 1 vector, and let A be a p x p symmetric 
positive definite matrix. Assume that as n->» , 
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(ï. - - Ho' —> » • 
Then, X ^ So 
Proof. Let < • • • < be the characteristic roots of A , 
and let Q be the orthogonal matrix whose columns are the 
characteristic vectors associated with . For a fixed 
vector X , we can write 
P 
x'Ax = x'Q'AQx = y'Ay = Z X.y? 
" ~ ^ , I X 1=1 
> \Z'Z' = %'QQ'x = (4.38) 
where A = diag[X^, ., X^} , and ^=Qx 
For a given £ > 0 , and using (4.38), 
- Hoi' > - Hoi' > 4 G'l 
( - Ho)'A(%n - H») > 4 
< £ for n sufficiently large. • 
Theorem 4.5. Let 6 = (a^, ..., a^, 3^, •••, ®p+q' ^zz^' ' 
6° be the true value of ô , and let y^(h) , h = 0, ..., q be 
known. Let D be a subset of (2p + q + 1)-dimensional Euclidean 
space such that if ô s D , 
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p p p+q 
j=0 k=0 ^ j=0 ^ 
p p p+q-i+1 
jfo Jo - j + i - 1) - «àVi-i-»' 
i = 2, , p + q + 1 
Assume that D is bounded, i.e., if ^ e D , _S'£ < B for some 
B < 0= . Let 5 be the least squares estimator of ô° for the 
-1 
unrestricted model (4.6), and let n G be its estimated covariance 
n 
matrix. Let 6 be the value of 5 that minimizes 
(5 - 6) 'G~\6 - 6) 
^ n 
over D . Assume that 
5 —> 6° , 
~ai 
p 
G > G , 
n 
as n->«> , where 5° z D and G is positive definite. Then, 
6 —-> 6° , 
as nx» . 
Proof. Because 
77 
~ -1 " " o -1 " o ( 5 - 5  )'G (5 - 6 ) - (6 - 6 )'G (6 - 6 ) 
"* " 1 —» 1 ** ** —« 1 yW —1 
= Ô'(G - G )6 - 2 6'(G 6 - G ^6°) 
~ n ~ ~ n ~n 
+ 5 
-Ml 7  6  -  5  G  S  ,  n "Cl ~ 
and because ô' 5 < B , it follows that 
— -1 " •« " o —1 •• o P ( 5 - 5  )'G (6 - 6 ) - (6 - 6 )'G ( 5  -  6 ) -^> 0 . 
Since ô minimizes (<S -ô)'G^(ô - 6) over D , ô° a D , and 
G^ is positive definite. 
0 < - f) ' <ïn - - f> • 
By hypothesis, ^ •> 6° , and G^ ^ > G . Therefore, 
(In - S°)'G;"(3L - 5°) 0 ' 
** 1 ** p 
(6 — ô)'G (6 ~ 6) —'—y 0 , 
MCI ~ n -«m. — 
and 
(6 - 6°)'G ^(5 - 6°) —> 0 
78 
Thus, by lemma 4.1, the results follows. Q 
Corollary 4.1. Given the assumptions of Theorem 4.1, 
; -L_> ^  , 
ee ee 
as y where 
p-hq p p 
O O C U o o 
o - a - - -
ee zz J= 
E - Z Z a°apY (k - j) , 
j 0 j=0 k=0 
and a is defined in (4.37). 
ee 
p o 
Proof. Using the facts that 6 > 6 , and that a can be 
ee 
expressed as a continuous function of 8 , we have 
; -?-> a° . [] 
ee ee 
We now consider the estimator of Section IV.A.2. Let the 
restricted model be 
P p+q 
Y; = - a.Y;_. + ' % = 1' 
[2dJ_]^^2 = [2d^a + a^^. , (4.39) 
*zz' *ee) = % 
where are NI(0, > and the characteristic polynomials 
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associated with the first equation in (4.39) have roots that are less 
than unity in modulus and have no common roots. 
Expressing 6 and a in terms of a and a gives an 
zz ee 
alternative expression for equations (4.39). The existence and 
uniqueness of such representations are guaranteed by the implicit 
function theorem. We verify that f(a', 6', a , a ) satisfies the 
^ ^ zz ee 
conditions of the theorem. 
'Lenmia 4.2. Let (o^ , ..., , ..., ^p+q » Ogg) be the 
parameters of the autoregressive moving average 
«1 - h'tr-l* ^t-q 
where the roots of m^ + ^+...+a =0 and of 1 p 
m^ + g^m^ ^ + ... + g =0 are less than one in absolute value. Let 1 q 
a > 0 . The parameter space of (CL , ..., a , g. , ..., S , a , cr 
ee 1 pi q zz ee 
is an open subset of the (2p + q + 2)-dimensional Euclidean space. 
Proof. Let and B2 be subsets of the p—dimensional and 
(p + q)-dimensional Euclidean spaces respectively. 
Write the parameter space as x B^ x (0,«) x (0,<») . 
Let m^y i = 1, ..., p be the roots of 
m^ + o^m^ ^ + ... + a = 0 . 
By assumption, the parameter space for the m^ is 
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< 1 ,  i  =  1 ,  p }  ,  
which is an open set in the p-dimensional Euclidean space. Since the 
mapping from to is continuous, is open in the p-dimensional 
Euclidean space. 
The same reasoning applies to B^ , and the result follows. Q 
The function f(a', 6', o , a ) is twice continuously 
~ zz ee 
differentiable in the parameter space. Moreover, because the model 
(4.5), (4.6) is identified, the matrix of the partial derivatives of 
f(a', 6', o , a ) with respect to 3 and a is of full rank. 
' zz ee ^ ~ zz 
Hence, the conditions of the implicit function theorem are satisfied. 
This ensures the existence of the open neighborhoods of (oV, o^^) 
and of (3*. and of the unique solution 2(a', , lying 
in X ^2 , to the equations (4.6). Furthermore, 2(a', a^^) is 
twice continuously differentiable in . Hence, the parameters of the 
restricted model can be expressed as locally continuously differentiable 
functions of the parameters for the unrestricted model. Denote the i-
th component of 2(a*, a^^) by Gu(a', o^^) , if i = 1, ..., p + q , 
and by a (a',a ) if i=p+q+l. 
zz ee 
,o ,o, o. j _ _o Let 9 = (a a ) , and let 6 e N, , an open set 
any 8 c , f[a, g(a, a^^) , a^^(a, a^^), = 0 , 
such that for 
P p+q 
: (Y;8°) = Y + Z of Y_ -  Z g (e*): _ (Y;8°) ,  
c j=l J J j=l J J 
t=l, ..., n (4.40) 
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For 0 £ N. , define 
- 1 
3Zc(Y;8) 
W^^(Y;d) = ^ , i = l, ...,p,t=l, ...,n. 
az.XY;e) 
,  i  =  p  +  l , t  =  l ,  . . . ,  n  ,  
^ , 1 = 1, ..., p , t = n + l , 
aa (Y;0; 
^  , i  =  p +  l , t  =  n  +  l ,  
ee 
and 
W^(Y;0) = [W^^(Y;0) , Wp^^(Y;9)] . (4.41) 
Let 0 be the estimator of 0° obtained at step (b) in Section A.2. 
Then, the first-order Taylor expansion of z^(Y;0°) about the point 0 
is 
z^.(Y;0°) = z^(Y;0) - W^(Y;0)(8 - 0) 
+ 2~^(0° - 0)'H^(Y;0*)(0° - 0) , 
or equivalently. 
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- ë; - 2 ^ (8° - ë)'at(Y;8*)(8° - ep + 
(4.42) 
where H^(Y:8 ) is the matrix of the second partial derivatives of 
* * 
Zj.("^;9) with respect to 0 evaluated at 9 , and 9 lies between 
9 and 0 . 
The Gauss-Newton estimator of 9 is 
e = e + A0 , (4.43) 
where 
n+1 .. -1 n .. 
A8 = Z [W;.(Y;9)WJ.(Y;8)] [E W^(Y; 9)Z^(Y; 9) 
" t=l t=l 
+ (4.44) 
Theorem 4.6. Let 
p ' p+q 
j=l J ^ J ^ j=l J ^ J 
[2d-a ] = [2d.CT ] + 
S(5'' *zz' Oee) = S , 
where Y Y are initial conditions, and Y^ is a 0 —1 —p+1 t 
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stationary process. Assume the are NI(0, , and the roots of 
m f  +  O L m P  ^  +  . . .  +  a  =  0 and of m^*^ + ^ + ... + 3 , =0 are 1 p 1 p+q 
less than unity in modulus. Let d^ = n - 2p - q . Assume that 
a is an estimator of a  satisfying 
zz zz 
1/ ^ -1 
plim n 2(a -n E z^) = 0 , 
^=1 ^ 
Let f^o/, 3', Ogg, <ïgg) be a mapping from S2 , an open subset of the 
(2p + q + 2)-dimensional Euclidean space, such that 
p p P+q 
£I<2'. r. "jW" - « - V ' 
j=o k=0 
P P 
i - 1) 
p+q—i+1 
-"zz ,f„ «jVi-l-
i  =  2 ,  . p  +  q  +  1  
where the y (h) , h = 0, 1, ..., q are known. Let 9 = (a', 
—1/_ 
be an initial estimator of 9 satisfying 9-8 = O^Cn ^) , and such 
that the roots of m^ + Z a,m^ ^ = 0 are less than unity in in 
j=l 3 
modulus. Let z^,i=-q+l,...,0 be bounded in probability. 
Then, 
n^''2 (9-9) —> N(0, Ma ) , 
^  Z Z  
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where 9 is the one-step Gauss-Newton estimator defined in (4.43), 
-1 n 
M = plim n I (Y; 8)W^(Y; 8) , and (Y; 8) is the vector of 
t=l 
derivatives defined in (4.41). 
Proof: From (4.42) and (4.44), 
n+1 .. .. -1 n 
t=l t=l 
R(Y;e) 
where W^(Y;8) is defined in (4.41), the r-th element of R.(Y ; 8) is 
given by 
p+1 p+1 n+1 
S Z Z W (Y;e)H (Y;e )(8 - 8 )(0 - 0 ) , 
1=1 j=i t=l J' J J 
(4.45) 
and . ^(Y;0 ) is the negative of the derivative of W^^(Y;80 with 
* 
respect to 8^ evaluated at 8 , a point lying between 8 and 8 . 
By defining 
6(0) - [a^, ..., a , 6^(0), •••, 6.(8), ' 
we obtain the partial derivatives W^^(Y;8) , r=l, ..., p+1 , by 
the chain rule, and 
W^(Y;0) = Uj.(Y;6) D(0) , t = 1, ..., n 
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D(9) . t - n + 1 
Where U^(Y;6) = [U^^(Y;Ô) , ..., U^^CY;^) , 0] , U.^(Y;6) is the 
negative of the partial derivative of z^(Y;£) with respect to the 
i-th element of ô , and D(8) = [d^j(6)] is the matrix of derivatives 
of 5(9) with respect to 9 . 
From (4.45), one can write the r-th element of R(Y;9) as 
p+1 P+1 n+1 
i=l j=l t=l 
Oi - e^)(9j - 9j) 
where d^(£) is the i-th column of 0(9) , and 
- I°- •••• Wf) ] 
It has been shown in the proof of Theorem 4.4 that 
_ n 3U'(Y;5) 
» \ ai'l - °p(i) 
t=l 
Moreover, D(9^ is twice continuously differentlable at 9 , and 
- Vo 9 - 0 = 0 (n 2 ) . Thus, 
~ p 
n ^R(Y;8) = Op(n"^) . (4.46) 
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Now, 
t=i 
= n ^ E W;(Y;8W(Y;y + 0 (n '^2 ) , 
n+1 
- Vo 
t=l 
and as n-»-» , 
, n+l ^ % 
plim n Z W'(Y;0)W (Y;e) = D'(0) _ D(0) (4.47) 
t=l 0 (2a ) 
— zz 
where V is defined in (4.24), and G is defined in Theorem 4.4. 
We can write 
o = a + (4a ) (a — a ) + 0 (n ^) 
zz zz zz zz zz p 
= a ^ 4- (4a ) ^ n Z (z£ — a ) + 0 (n ) 
zz zz . T t zz p t=l 
and hence, 
n^+1 = ('t ~ ^ zz^  + ' 
and 
- I». •••. (2»:=)'' <»? ' > ' 
t=l 
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Now, 
- [ Ï, + °p(i) 
t=l 
- D'(e) « [J^ o;(Y:6):c + 2^+i(Tia)ao+ll + °p(l) 
1 
= D'(6) n '2 z + o_(l) , 
- l / _ 2  _  ^  ^  P  t-l (2o,,) (z^ - *22) 
(4.48) 
where U^(Y;o',6') is defined in (4.12). 
Therefore, from (4.46), (4.47) and (4.48), the limiting 
Vo " distribution of C9 - £) is the same as the limiting distribution 
of 
1, n % (7 = 2'' 
[D'(8)G D(9)] D'(8)n '2 j; 
c-1 (=: - 'zz) 
The result follows from Theorem 4.4. • 
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C. Error Autocovariance Function Estimated 
The estimation procedure described in Section IV.A assumed the 
error covariance structure to be known. He now investigate the effect 
of using a survey estimator of the autocovariance function on the 
estimation of the remaining parameters. 
Let T be an estimator of Y = [Y^^(O), , Y^Cq)]' , and let 
d be an estimator of the covariance matrix of - %) 
p 
satisfying Z > Z . Given a sample of n observations, we 
YY YY 
construct an estimator of n = (a', by solving the expanded 
system 
(4-49) 
«a'. X') - fl 
I - I + In+z ' 
where r^^ ~ ^^n+2' ' ^gl 21 Che estimation error of , and 
f(cx*, S', a , a ,Y') = 0 denotes the set of restrictions in (4.6). 
^ ^  ^ zz ee ^ ^ 
It is worth noting that, in this model, y is an argument of 
89 
In our notation, model (4.49) becomes 
p p+q 
Z (Y;TI) =  Y + Z CT Y - Z 2.(RI)Z , t = 1, n 
j=l J ^ J j=l J ^ 
a 
Define 
(4.50) 
3z (Y;TI) 
v;.(Y;n) = 3^^ , t = 1, ..., n 
Sa , .(Y;^ 
= —^ . t = n+ j, j = 1, ..., q + 2 
Let n be the initial estimator of n . Thus, the one-step Gauss-
Newton estimator is defined by 
n = n + An , (4.51) 
where 
6% = [ z %(Y;%(Y;n)] \ Z %c(Y:a)Zc(7;s) 
t=l t=l 
m 
+ I:  V;(Y;TI )a (Y;n)] 
t=n+l ^ ^ 
90 
and m = n + q + 2 . 
Theorem 4.7. Let 
p p+q 
Z a Y = z + Z ^i^t-i ' t = 1, n 
c j=l J [ J  ^ j=l J c J 
[2<i,ï„! "'2 . [2d,.,,] % + «^ 1 
I - I + In+2 
p p P+q 
a + Z I a.a Y (k-j) = a E 8? 
j=o k=o j=o J 
p p p+q—i+l 
j=0 k=0 j=0 
i=2, ..., p+q+1 , 
where are NI(0, , Y_^, ..., ^ _p+i initial 
conditions, and Y^ is a stationary process. Assume the roots of the 
characteristic polynomial associated with Y^ are less than unity in 
absolute value. Let a be an estimator of a satisfying 
zz zz 
- -1 ^ -1 
a -n Z z2 = 0 (n ) . 
t=l ^ P 
Let % be an estimator of ' Y^(q) ] ', Y^(k) = E{u^u^^^} , 
such that 
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where d satisfies lira nd^=c, 0<c<". Assume there exists 
n-J-» 
a sequence of matrices converging to in probability and that 
the distribution of is independent of the distribution of . 
— 1/. 
Let n be an initial estimator of n satisfying n-n=o(n ), 
and let , i = p - q + 1, ..., 0 be bounded in probability. Then, 
n (n - n) ^ > N(0, n , 
where n is defined in (4.51), V^(Y;n) is defined in (4.50) and 
-1 " -1 A = plim n Z VJ.(Y;TI)V^(Y;TI) . 
Proof. The proof parallels that of Theorem 4.4. Let 
6 = (a', 8', a )' . From the discussion in Section IV.B, we can write 
" zz' 
V^(Y;n) = y^(Y;6)[D^(T,) D2(n)] , t = 1, ..., n + 1 
where 
3z (Y;6) 3z (Y;Ô) 
^ '  • • • '  38 ' 0] , t = 1, ..., n 
Vi(ï;«) = 10 0. {d,)^''2(2o^p-^''2] 
and D^(n) and D2(n) are the matrices of derivatives of ô^n) with 
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respect to (o^, , a^, and [y^(0). 
Therefore, 
/ V, 
> Y^(q)] , respectively. 
m 11 V 
V, 21 
12 
22 
where 
n+1 
= Dl(n)[ Z u;.(Y;ô)U^ (Y;6)]D^ (n) . 
n+1 
?12 = °i(n)[ z u;(Y;6)Ut(Y;6)]D2(n) , 
t=l 
n+1 
V22 = D2^It)[ 2 UJ;(Y;ô)^^(Y;5)]D2(3) + d z; 
t=l 
-1__  
YY 
m = n + q + 2 
Because the elements of U^(Y;£) converge to stationary 
-1 
autoregressive time series and because 0 < lim n d < » , the matrix 
n>a» 
n is well defined. The proof of normality follows the proof of Theorem 
4.4. • 
D. Estimation of the True Values with Estimated Parameters 
Constructing predictions of Sp ~ ^T-1 ' for the 
model (4.1) is of particular interest when one is dealing with rotation 
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sample designs. Given knowledge of the parameters, one can construct a 
predictor of superior to . However, in general, the parameters 
of the time series are unknown and they are replaced by their estimators 
in the prediction formulas. In this section, we investigate the use of 
estimated parameters in the estimation of the true process Xj. . 
Consider the model 
+ u^ , t = 1, 2, ..., 
t + «1 Xf-i + ••• + , t = 1, 2, ..., (4.52) 
"Zt + ^ 1 J^t-l + ••• + ^t-q ' ^ 
where (v^, e^)' is a sequence of independent normal random vectors 
with mean zero and covariance matrix S = diag(a^^, , and X^ is a 
stationary process. 
Under this model, the covariance matrix of Y^ = (Y^, ...» Y^)' is 
+ Z , where and 2 are the covariance matrices of X_ 
XX uu * XX uu ~T 
and u^ = (u^,...,u^)' , respectively. When the parameters are known, 
the stochastic least squares theory gives the best linear unbiased 
predictor of X^ as 
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and 
Var(X^ - - ^xX^^XX ^XX ' 
Expression (4.53) confirms one's expectation that the estimator of X^ 
is constructed by subtracting the predictor of from the observed 
values • 
The covariance matrices and depend on the parameter 
values. Substituting the estimators for the respective parameters in 
(4.47) gives 
&r - + ^ uu'''ïT • (4-54) 
Theorem 4.8. Let the model (4.52) hold. Define 
an Y^(k) = E{u^u^_^^} and = [Y^(0), ..., %(q)]' . Let (a', %) be 
" " — Vo 
estimator of («'> %) such that (a' Op(T ^ ) . Then, 
- Vo 
_ ^  = 0 (T /2 ) , 
where X^ and X^ are defined in (4.53) and (4.54), respectively. 
Proof. From (4.54), 
5i - IT -
-1 -1. 
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For all t , the elements of and are continuously 
dif ferentiable functions at the point (a/, ) . Because 
— Vo (a' ~ ot', - %') = Op(T 2) , it follows that 
L'L + : + o^ (T-''2) . 
Since is a stationary process, the result follows. [] 
Kalman filtering, introduced in Section III.A, is an efficient 
computational method for obtaining the estimated . 
E. Extension to Nonnormal Distributions 
The derivations of the preceding sections were based on the 
assumption that the time series were normal. A number of results can be 
obtained without the normality assumption. First, the asymptotic 
covariance matrix of (oV, S') is the same for {e^} and {u^} that 
are independent sequences, each a sequence of independent and 
identically distributed random variables with finite (2 + v)-th 
moments, v > 0 . The initial estimator of obtained at step (a) 
in Section IV.A.1 is asymptotically normally distributed for with 
finite fourth moment. However, the variance of the limiting distibution 
of n - 0 ) is no longer 2 . Also, n ^ (o -a ) is 
zz zz zz zz zz 
asymptotically independent of n [ (a - a) ', CS - S)'] if and only if 
the distribution of z^ is symmetric. 
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Assume that {z^} is a sequence of independent and identically 
distributed random variables with finite fourth moments. Assume that 
the estimators are constructed by the procedure in Section IV.A.1. Then 
these estimators have errors that are O^Cn ^ , but the estimated 
covariance matrix is not a consistent estimator of the covariance matrix 
of the estimator. 
Let 
be the estimated residual computed with the estimates obtained at step 
(b) in Section IV.A.1. Then, for with finite eighth moments. 
3 = (n - p) ^  (z2 - a^^)z^ 
K. = (n - p) ^  Z (z2 - a )2 , 
^ t=l ^ 
where 
•• —1  ^
*zz = * ' 
C—i 
are consistent estimators of the covariance of and z^ and of the 
variance of z2 , respectively. 
If one is willing to postulate a distribution for the z^ , 
alternative consistent estimators of the third and fourth moments of 
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can be calculated. Under the general moment assumptions the 
approximate covariance matrix of the error in Y^, Y^, 
is 
I I a. 
zz 
-1 y 
n 
—1 _ 
n JK, 
—1 
n K, 
where J is an n-dimensional column vector of ones, is the third 
moment of and is the second moment about the mean of z^ . 
Using a consistent estimator of this covariance matrix, one can compute 
the generalized nonlinear least squares estimators defined in Section 
TV.A.2. The estimated nonlinear least squares estimator of the 
covariance matrix of the estimators is a consistent estimator of the 
covariance matrix of the limiting distribution. 
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V. A SIMULATION STUDY 
Asymptotic properties of the least squares estimators were derived 
in the previous chapter. In this chapter, a Monte Carlo study is 
presented. The Monte Carlo study had two aims: 
(i) to assess the accuracy of the approximate distributions of 
the estimators; 
(ii) to compare the estimators of Sections A.l and A.2 of 
Chapter IV. 
The cases of a first-order autoregressive signal plus white noise 
and a first-order autoregressive signal plus a first-order moving 
average noise were investigated in the Monte Carlo experiment. All 
computations were performed using the SAS package. Normal random 
variables were generated using the function NORMAL. Step (a) in Section 
IV.A.l and the procedure of Section IV.A.2 were computed using the 
procedure MATRIX, whereas step (b) of Section IV.A.l used the procedure 
NLIN. 
The time series used in the study has the form 
Tt = + "t 
where 
+ a X 
t-1 
= e. 
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(e^, v^)' are NI(0, Z) , and Z = diag(a , a ) . 
ee vv 
The initial observation for the process {X^} was generated by 
*0 = - of) . 
and the remaining observations as 
+ a X^_^ = , t = 1, 2, .n . 
Series of length 30 and 100 observations were considered. In both 
cases, the results are based on 100 samples. The constant c used in 
the computation was 400 and 600 for the preliminary and final estimates, 
respectively. For each replication, we recorded the estimates obtained 
at the three stages of the estimation procedure and the values of the 
auxiliary statistics 
P = S Y2 , P = E (e + V )2 , 
^ t=l ^ ^ t=l 
and of 
^3 ' + Vl' • 
The estimators (a, , (a, and (a, are the estimators 
obtained at steps (a) and (b) in Section IV.A.1, and the estimator of 
100 
Section IV.A.2., respectively. The initial values z_^ and Zq used 
in the estimation procedure were set equal to zero. In the 
computations, the estimates were constrained to lie within the parameter 
space. The three sets of parameter values used in this experiment are 
given in Table 5.1. 
Table 5.1. Parameter values in the Monte Carlo study 
a b a 
ee vv 
-0.8 1.00 0.0 1.00 15 
-0.8 1.00 0.0 1,00 30 
-0.8 1.00 0.0 1.00 100 
-0.95 1.00 0.5 1.00 15 
-0.95 1.00 0.5 1.00 100 
We first investigate the correlation of the estimators and the 
variables , Pg and P^ . Table 5.2 displays the sample multiple 
correlation coefficient of the different estimators with (P^, P^, P^) 
for the three sets of parameter values. An inspection of Table 5.2 
suggests the use of the regression estimators to obtain estimates of the 
mean of the empirical distribution of a , a and a . The regression 
 ^  ^ r. £ ^100 - ^100 •• , ^100 
estimators are of the form Z. , c.a. , Z. , c.a, and Z, . c.a, , i=l i i i=l i 1 i=l i i 
where the c^ are functions of P^ , P^ and P^ . We computed the 
weights in the regression estimators using the program MWEIGHTS 
101 
developed by Huang (1978). The Huang procedure is a refinement of 
regression estimator as described in Cochran (1977). This program has 
Table 5.2. Sample multiple correlation coefficients of (P^, , P^) 
with the estimators of Section A.l and A.2 
(n, a, b) a ct a 
(15, -0.8, 0.0) 0.39 0.55 0.58 
(30, -0.8, 0.0) 0.42 0.38 0.46 
(100, -0.8, 0.0) 0.34 0.61 0.62 
(15, -0.95, 0.5) 0.38 0.59 0.60 
(100, -0.95, 0.5) 0.36 0.48 0.50 
the advantage of calculating positive weights. Moreover, Huang showed 
that under simple random sampling, the regression estimator with 
nonnegative weights has the same large sample properties as the usual 
regression estimator. All estimates of bias and mean square error are 
the regression estimators. 
First, consider the estimation of a . Table 5.3 displays the 
empirical bias of the different estimators. All three estimators are 
positively biased. The biases of a and a are very similar. The 
bias for n = 30 is about three times larger than that for n = 100. 
For n = 15 , the biases are at least five times larger than that for 
n = 100. 
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Table 5.3. Empirical bias of estimators of a obtained for 
a sample of 100 samples 
(n, a, b) a a a 
(15, -0.8, 0.0) 0.133 0.113 0.129 
(0.042) (0.027) (0.027) 
w
 0
 
1 o
 
00
 
o
 
o
 
0.059 0.034 0.036 
(0.017) (0.014) (0.014) 
(100, - 0.8, 0.0) 0.022 0.0110 0.0107 
(0.0094) (0.0069) (0.0067) 
(15, -0.95, 0.5) 0.171 0.139 0.129 
(0.033) (0.027) (0.027) 
(100, -0.95, 0.5) 0.0245 0.0216 0.0218 
(0.0056) (0.0051) (0.0050) 
The empirical mean square errors multiplied by 100 are shown in 
Table 5.4. The last column lists the corresponding values of the 
asymptotic distribution of a and a . Both a and a are much 
superior to the preliminary estimator. The estimator a has a 
marginally smaller mean square error. 
For each of the 100 samples, we also computed the "t-statistics" 
a - a  .. a  -  a ^  a  -  a  
T = — — , T = — — and T = — — , 
s.e.(a) s.e.(a) s.e.(a) 
where the estimated standard errors are estimators of the standard 
errors of the limiting distributions. Table 5.5 shows that for the 
sample sizes used in this study, the empirical distributions of 
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Table 5.4. Empirical mean square error of a , a and a 
multiplied by 100 
(n, a, b) a cx a a 
asy 
(15, -0.8, 0.0) 7.21 5.30 5.27 3.97 
(1.02) (0.60) (0.56) 
(30, -0.8, 0.0) 3.47 2.04 2.04 1.99 
(0.56) (0.27) (0.23) 
(100, -0.8, 0.0) 1.27 0.752 0.74 0.596 
(0.32) (0.083) (0.10) 
(15, -0.95, 0.5) 3.51 2.16 1.99 1.76 
(1.10) (0.59) (0.55) 
(100, -0.95, 0.5) 0.54 0.298 0.288 0.264 
(0.14) (0.049) (0.048) 
T , T and T are slightly skewed. The empirical probabilities were 
computed by adding up the weights assigned by MWEIGHTS to the 
observations lying on the tails of the distributions. Note that the 
values of the empirical probabilities that x e [-a, a] , for a = 1.64, 
1.78, 1-96 and 2.24, can be approximated by the corresponding 
probabilities computed from the standard normal, namely, 0.90, 0.925, 
0.95 and 0.975. Hence, despite the fact that the distribution of T is 
skewed, the use of the standard normal approximation in two-sided tests 
will result in modest deviations from nominal error rates. Furthermore, 
the approximation error becomes smaller as the sample size increases. 
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Table 5.5. Empirical tail probabilities for T , X and T obtained 
for a sample of 100 samples 
Region T T T 
(15, -0.8, 0.0) 
< 
—1 .64, > 1 .64 0.030, 0.040 0.020, 0.050 0.040, 0.040 
< 
-1 .78, > 1 .78 0.020, 0.040 0.010, 0.040 0.030, 0.040 
< 
-1 .96, > 1 .96 0.010, 0.040 0.000, 0.040 0.020, 0.030 
< 
-2 .24, > 2 .24 0.000, 0.020 0.000, 0.040 0.010, 0.020 
(30, -0 
O
 
c
 
00 
< 
-1 .64, > 1 .64 0.048, 0.011 0.060, 0.017 0.059, 0.027 
< 
-1 .78, > 1 .78 0.048, 0.000 0.041, 0.008 0.049, 0.018 
< 
-1 .96, > 1 .96 0.038, 0.000 0.039, 0.000 0.039, 0.000 
< 
-2 .24, > 2 .24 0.030, 0.000 0.030, 0.000 0.020, 0.000 
(100, -0 
o
 
o
 
00 
< 
-1 .64, > 1 .64 0.045, 0.021 0.046, 0.012 0.068, 0.021 
< -1 .78, > 1 .78 0.045, 0.021 0.046, 0.000 0.060, 0.009 
< 
-1 .96, > 1 .96 0.020, 0.013 0.034, 0.000 0.046, 0.000 
< -2.24, > 2.24 0.020, 0.000 0.000, 0.000 0.012, 0.000 
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Table 5,5. (continued) 
(15, -0.95, 0.5) 
< -1 .64, > 1 .64 0.030, 0.040 0.030, 0.040 0.030, 0.040 
< -1 .78, > 1 .78 0.030, 0.030 0.020, 0.020 0.030, 0.030 
< -1 .96, > 1 -96 0.010, 0.030 0.010, 0.010 0.020, 0.020 
< -2 .24, > 2 .24 0.010, 0-010 0.010, 0.000 0.010, 0.010 
(100, -0 .95, 0.5) 
< -1 .64, > 1 .64 0.029, 0 .016 0.045, 0.016 0.069, 0.026 
< -1 • 78, > 1 .78 0.021, 0.008 0.031, 0.008 0.058, 0.016 
< 
-1 .96, > 1 .96 0.021, 0.000 0.016, 0.000 0.025, 0.000 
< -2.24, > 2.24 0.021, 0.000 0.016, 0.000 0.017, 0.000 
Now, consider the estimation of a . Recall that in the 
ee 
preliminary stage of estimation, is estimated only at step (b). 
Therefore, there are only two estimators to be considered: a and 
ee 
. The empirical biases are given in Table 5.6, with all of them 
being less than one standard error. The estimator a has the 
ee 
smallest empirical bias, but the differences are very small. 
Table 5.7 contains one hundred times the mean square error of the 
estimators of and the corresponding values of the approximate 
distribution. Both estimators have mean square error larger than the 
106a 
Table 5.6. Empirical bias of a 
ee 
and a obtained 
ee 
for a 
sample of 100 samples 
(n, a, b) a 
ee 
a 
ee 
(15, -0.8, 0.0) 0.012 
(0.078) 
0.010 
(0.078) 
(30, - 0.8, 0.0) 0.009 
(0.054) 
0.006 
(0.051) 
(100, -0.8, 0.0) 0.004 
(0.032) 
0.002 
(0.032) 
(15, -0.95,0.5) 0.010 
(0.061) 
0.009 
(0.060) 
(100, -0.95, 0.5) 0.002 
(0.032) 
0.002 
(0.032) 
Table 5.7. Empirical mean square error of a and 
ee 
a 
ee 
(n, a, b) a 
ee 
a 
ee 
a 
ee asy 
(15, -0.8, 0.0) 67.0 
(12.0) 
63.7 
(9.9) 
61.3 
(30, -0.8, 0.0) 32.8 
(4.3) 
32.7 
(4.5) 
30.8 
(100, -0.8, 0.0) 9.7 
(1.4) 
9.8 
(1.3) 
9.2 
(15, -0.95, 0.5) 69.8 
(9.9) 
65.1 
(9.0) 
64.2 
(100, -0.95, 0.5) 9.88 
(0.80) 
9.84 
(0.81) 
9.63 
106b 
mean square error of the limiting distribution. As expected, this 
characteristic is more evident in small samples. For samples of size 
n = 15 , the estimator a has smaller mean square error. For the 
ee 
larger samples in this study, the estimator has smaller mean 
square error in two out of the three sets of parameters, but the 
differences are small. 
For the sample sizes of this experiment, we conclude that there 
only modest differences between the estimator (a , and the 
estimator (a , a ) . 
ee 
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VI. APPLICATION TO THE NATIONAL CRIME SURVEY 
The survey under study is the National Crime Survey (N.C.S.), a 
nationwide general population survey conducted monthly since July of 
1972, by the U.S. Bureau of the Census for the Law Enforcement and 
Administration of the U.S. Department of Justice. The purpose of the 
N.C.S. is to estimate the occurrence of certain types of crime and to 
investigate the nature of criminal incidents and identify the types of 
persons that are victims of crimes. 
A. Sample Design 
The survey is based on a stratified multistage cluster design whose 
objective is to obtain a self-weighting probability sample of 
approximately 75,000 households. The stages of sampling are as 
follows. The primary sampling units (PSUs) were formed from the 
counties or groups of contiguous counties in the entire United States. 
These PSUs were then combined into 367 strata: 156 of them consisting of 
only one PSU, and the remaining 220 being the combination of PSUs with 
similar demographic characteristics, such as geographic regions, 
population density, etc. The strata were designed to have their 1970 
population sizes approximately equal. From each stratum, one PSU was 
selected with probability proportional to size. If a PSU is selected 
with probability one, then It is called self-representing; otherwise. It 
is called nonself-representlng. So, the sample of primary units consists 
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of 376 units: 220 nonself representing and 156 self-representing PSUs • 
The next stage In sample selection consisted of selecting 
enumeration districts, geographic areas used for the 1970 census that 
usually have well-defined boundaries and contain, on the average, about 
three hundred households. The enumeration districts were arranged in a 
predetermined geographic manner and then selected systematically with 
probability proportionate to their 1970 population size. 
At the final step of the selection procedure, the selected 
enumeration districts were subdivided into segments whose expected size 
is four housing units. A sample of these segments was then taken. In 
the urban areas, segmentation was accomplished by the list of addresses 
compiled during the 1970 census. Area sampling was used whenever the 
address list was incomplete or inaccurate. 
An independent sampling operation was used to take into account 
those housing units built after the 1970 census had been conducted and 
that were not included in the above sampling process. Units were 
selected from a list of new construction building permits issued from 
permit issuing offices in the sampled area. The areas that are not 
permit issuing were sampled for new construction by means of a sample of 
area segments. 
B. Rotation Pattern 
Because of the concern for respondent fatigue, which might occur if 
a respondent is interviewed indefinitely, a six-level rotation scheme 
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within PSU is used: respondents are asked to supply information about 
criminal victimization they may have experienced during each of the 
preceding six months. This six-month span is called recall or reference 
period. Table 6.1 illustrates the interviewing scheme. The "X"s denote 
the months in Che six-month recall period. Note that sample data for 
eighteen months of interviewing are required to produce an annual 
estimate. 
Table 6.1. Recall period scheme in the National Crime Survey 
Month 
of Month of Recall 
interview Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. 
January 
February X 
March X X 
April XXX 
May X X X X 
June X X X X X 
July X X X X X X 
August X X X X X X 
September X X X X X X 
October X X X X X X 
The rotation pattern is as follows. A sample of 75,000 housing 
units is systematically divided into six rotating groups and each of 
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them is further divided into six panels. Every month one panel of each 
j>roup is interviewed so that households in each group are interviewed 
once in a period of six months. Panels are interviewed at six-month 
intervals for a period of three and one-half years; each group of units 
which completes its seven-cycle tenure is retired from the N.C.S. In 
a-ny one month, one panel is in its first month of enumeration, another 
panel is in its second month of enumeration, etc., with the last in its 
sixth time. Thus, sample segments that are 6k,k=l, ...,5 months 
apart have (6 - k)/6 of their elements in common. Additional samples 
of 75,000 households selected in the above manner are similarly 
assigned to rotating groups and panels to replace the retired ones. 
Table 6.2 describes the rotation pattern. The entry (IJ), 1=1, 2, 
..., 6, represents rotating panel I and group J. The first interview is 
to establish a time frame to avoid recording duplicative reports on 
subsequent visits, i.e., for purposes of bounding, and its data are not 
used in the succeeding analysis. A new rotating group enters the sample 
every six months and the corresponding rotating group from the previous 
sample is phased out. 
C. Data Analysis 
The data set to be analyzed is the data on crime described in 
Section VI.B. The data set contains information on households 
victimizations from 1973 to 1982 by month and year of occurrence of 
victimization and month and year of interview. The observations are the 
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victimization level, i.e., the number of persons victimized by a crime, 
averaged across the rotating panels. The survey started in July of 1972 
Table 6.2 Rotation pattern in the National Crime Survey 
Months Sample 1 Sample 2 
t 13 14 15 16 11 12 13 
t+1 23 24 25 26 21 22 23 
t+2 33 34 35 36 31 32 33 
t+3 43 44 45 46 41 42 43 
t+4 53 54 55 56 51 52 53 
t+5 63 64 65 66 61 62 63 
t+6 - 14 15 16 — - - 11- 12 13 14 
t+7 24 25 26 21 22 23 24 
t+8 34 35 36 31 32 33 34 
t+9 44 45 46 41 42 43 44 
t+10 54 55 56 51 52 53 54 
t+11 64 65 66 61 62 63 64 
and the rotation sampling scheme was not fully operative until July of 
1974, hence data for 1972 and 1973 were omitted from the analysis. 
As the first step in our analysis, we construct a model for the 
fixed effects associated with the crime data. In the analysis, we use 
the concept of a group. Two observations are in the same group if their 
months of interview coincide. For example, group 1 consists of all the 
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households reporting in January and July; group 2 consists of all the 
households reporting in February and August; and so on. We fit the 
model 
+ Sj + Yk + «ij + ^ 2 + Bj >•- + "ijj . (6-1) 
where Y.. is the mean across rotation panels of the number of 
1 J X 
persons victimized by a crime for month i , year j , 
reported by group £. , 
denotes the month effect, i = 1, ..., 12 , 
gj denotes the year effect, j = 74, 82 , 
denotes the recall period effect, k = 1, ..., 6 , 
denotes the year linear by month effect, i = 1, 12 , 
denotes the group effect, & = 1, 6 , and 
gj X denotes the interaction of year by group, 
j = 74, 82, £=1, 6 . 
No subscript for recall period is required for Y because the recall 
period is determined by group and month. The sums of squares associated 
with the different effects obtained from an ordinary least squares fit 
are summarized in Table 6.3. 
To investigate the across-time correlation in the data, we analyze 
the residuals from the ordinary least squares fit of model (6.1). Our 
aim is to develop a model for v. . To help us in this task, we 
1J £ 
partition the time component into years, semesters within years, pairs 
of months within semesters, and months within pairs of months 
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Table 6.3. An analysis of variance 
household sector, 1974 
for victimization 
to 1982 
level in the 
Source d. f. S.S. F-value 
a 11 72,793 62.10 
gja 8 6,971 7.90 
Yja,8 5 901,925 1,692.80 
ôja,B,Y 11 649 0.55 
n|a,g,Y,6 5 797 1.50 
n X b(a,e, 40 3012 0.71 
Error 567 60,417 
Total 647 1,046,564 
(himester). We write 
^jsbmJl ^ ^js ^jsb ^jsbm 
+ "jl " + "jH '  *jsb + «jsbmt (6-2) 
where ^jsbm& denotes the error of model (5.1), for year j , 
semester s , bimester b , month m and group £ , 
gj denotes the year effect, j = 74, ..., 82, 
S. denote the effect of semester s nested in year js 
j , s = 1, 2, j = 74, ..., 82 , 
B. , denotes the effect of bimester b within semester jsb 
s , b = 1, 2, 3, s = 1, 2, j = 74, ..., 82, 
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n d e n o t e s  t h e  e f f e c t  o f  g r o u p  I  w i t h i n  y e a r  j  
2. = 1, 6, j = 74, 82, 
n. X s. denotes the group by semester interaction 
J ° JS 
j = 74, 82, 2=1, ... 6, s = 1, 2 , 
n X  ® j s b  d e n o t e s  t h e  g r o u p  b y  b i r a e s t e r  i n t e r a c t i o n  j  =  7 4 ,  
...,82, Jl=l, ...6, s = l, 2, b=l, 2, 3, and 
u. , „ is the deviation of group 9, for month m within jsbmJl 
biraester b , semester s and year j . 
Table 6.4 gives an analysis of the variance of the least squares 
residuals v. , „ calculated from the least squares fit of model jsbm£ ^ 
(6.1). The last three rows are consistent with the hypothesis of no 
time correlation in the ^^ter removing the year by group 
effect. Tables 6.3 and 6.4 show that the variation among groups is 
smaller than the variation within groups, suggesting that the groups are 
negatively correlated. This result is consistent with the fact that the 
groups are formed within each PSU. In addition, recall that our 
analysis is for averages over PSUs. To incorporate these facts and to 
permit a time correlation, we specify the model 
where t is a simple time subscript replacing the double subscripts 
ij of model (6.1), i.e., t = 12(j - 74) + i , and ij denoted year 
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and month. Hence, t denotes the monthly observations in chronological 
order, t = 1, 2 Furthermore, 
Table 6.4. An analysis of variance for the deviations from 
the regression (6.1) 
Source d.f. S.S. M.S. 
3 
Sj.^ 
BI S j 3 
MjB|s(3 
n|g 
(n X S)je 
(n X B{s){6 
Error 
8 
9 
36 
54 
45 
45 
180 
270 
0.00 
1334.71 
2789.74 
1837.87 
0.00 
5265.02 
17,712.80 
31,476.45 
0.00 
148.30 
77.49 
34.35 
0.00 
117.00 
98.40 
116.58 
367 
X = (367) 2 X 
^ r=l 
- (75.000)-! , 
where X^^ is the effect of the r-th PSU at time t , 
'^roti the observation o within group SL and PSU r at 
time t , and 
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Z denotes the sum over all observations in the sample at 
^t 
t ime t . 
We assume is a stationary time series. 
Xj. = a Xj._^ + e^ , (6.4) 
with e^ independent of u^^ , for all t , v and i . Furthermore, 
let E{u^^} = 0 and 
= °uu t = V . & = f 
=  \  a t = v ,  I * f (6.5) 
uu 
= 0 otherwise • 
Expression (6.5) is a model for the between group correlation. Our 
objective is to express the expected values of the mean squares of Table 
6.4 in terms of the parameters of model (6.3), (6.4), (6.5). To this 
end, let 
/  2  2 - 1  - 1  - 1  - 1  
—1 I 
= 6 j -1 -1 2 2 -1 -1 
\  —1 —1 —1 —1 2 2 / 
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Cg = 12 -1 
I 1 1 1 —1 —1 —1 —1 —1 —1 
—1 —1 —1 —1 —1 —1 11111 
A  b e  a  6 x 6  m a t r i x  w i t h  ( i , j ) - t h  e l e m e n t  g i v e n  b y  
'ij - ' 
B be a 12 x 12 matrix with (i,j)-th element given by 
I i""i I b. . = ai I , and 
- V.r(Xt) 
(6 .6)  
The expected values of the mean squares in Table 6.4 are given in Table 
6.5. 
Table 6.5. Expectation of the mean squares in Table 6.4 
Source EMS 
S{ g 
B|s|g 
M|B|S|3 
(n X s)j g 
(n X Bj s)j g 
Error 
+ 5A) + 12 a^tr[c;ACjJ 
+ 5X) + 6[<,^ (1 - a)] 
uu 
uu 
uu 
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Table 6.5 shows that can be estimated by pooling the last three 
sums of squares in Table 6.4, and the pooled estimator of is 
a = 110.0 . (6.7) 
( 7.0) 
Earlier studies by the Bureau of the Census showed that 20% of the 
total sampling variance can be attributed to the variation among PSUs 
and 80% to variation among households within PSUs. Assume that 
follows an autoregressive process with coefficient a , and that 
is independent of X^,^, for all r , r' , t and t* . With this 
assumption, and because the sample consists of 75,000 households in 367 
PSUs we can write the sampling variance as 
(367) ^ Var(X^^) + (75,000) ^ Variu^^^^) 
= Var(X^) + 6 ^Var(u^^) 
= *XX + * ' 
where X is the between PSU component and u is the within PSU 
rt rotl 
component, where both are defined in (6.3). Because 20% of the sampling 
variance is due to variation among PSUs, we have 
* *XX *uu = 0-25 , 
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and hence, from (6.7), an estimator of is 
a = 4.58 
^ (0.30) 
Estimates of (X , a , u^^) can be obtained using the first three 
mean square errors in Table 6.4 and the estimator . The expected 
values of the mean squares under the model (6.3), (6.4), (6.5) are 
nonlinear functions of (A , a , o^^) • Therefore, we apply generalized 
least squares to the model 
34.04 = cr^^(l + 5X) + 6[cr^^(l - a)] + g^ 
77.49 = cr^^d + 5X) + 12 tr[C|AC^] + gg 
148.30 = o^^d + 5X) + 36 trEC^BCg] + gg 
4-58 = «xx + 84 ' 
where (g^, gg, g^, §4)' is the vector of estimation errors, and 
A, B, and are defined in (6.6). The estimation errors are 
independent and under normality. 
var(g^) = 2(54)-l{o^^(l + 5X) + 6[cr^(l - a)]}2 , 
vartgg) = 2(36)"^{a^^d + 5X) + 12 tr[CjACJ}2 , 
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varCgg) = 2(9) ^ {a^^(l + 5X) + 36 cr[C^, BCg]}: 
var(g^) = 2(495) . 
The generalized least squares estimates of the parameters are 
and 
\ = -0.149 
(0.023) 
a = 0.68 , (6.8) 
(0.27) 
a = 4.58 
(0 .20)  
Given estimates of ct^, \ and , and a set of 
observations, it is possible to construct estimates of annual 
victimization level. Let Y denote the vector of observations, v 
denote the vector of errors defined in (6.1), and let 
' ^T-1' all available data for nine years were used 
in the analysis, would be of dimension T = 108 and Y would be 
of dimension 6T = 648. In matrix notation, model (6.1) becomes 
X = U + V , 
= h % + ^2 %T + % ' (6.9) 
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where jj denotes the vector of the fixed effects in (6.1), and 
and Zg are the incidence matrices of y and respectively. 
The second equality in (6.9) is obtained by substituting the expression 
of (6.3) for V . Moreover, 
SfY = Var(Y) - Z, , 
and 
• p • H • 
where is constructed from (6.5), and is the T x T matrix 
I i-i I 
whose (1, j)-th element is a' °xx * Table 6.6 gives some elements 
of the covariance matrix of Y . Harville (1976) showed that the best 
linear unbiased estimator of is 
ir- hxH hi (I - =1 ' 
where ja is any solution to 
=1 Zyi =1 % - =1 % ' (6.10) 
For any estimable linear function jj , 
Table 6.6. Selected elements from the covariance matrix 
time group 
t = 1 
group 
t = 2 
group 
2 
"xx °uu 
"XX + * "uu 
"a + ^  "uu 
"xx * "uu 
a a, 
XX 
a a, 
XX 
a a, 
XX 
a a. 
XX 
"xx + ^  "uu 'xx + * "uu a a, XX 
a a. 
XX 
a a, 
XX 
a a, 
XX "xx + "uu "xx + * "au 
ot a, 
XX 
a a 
XX "xx + * "xx + 
a a, 
XX 
a a 
XX "xx + * "uu "xx + ^ "uu 
a, 
XX 
a 
XX 
a, 
XX 
a. 
XX 
0, 
XX 
a a, 
XX 
a a 
XX 
a a, 
XX 
"xx "xx 
O O, 
XX 
a a. 
XX 
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I C D 
Var (6 .11)  
D F / 
where C 
^ ^XX SK SÎX ^XX ^2 ^YY ^ ^ î YY ^2 ^XX 
and G denotes the Moore-Penrose generalized inverse of G . 
Hence, the best linear unbiased estimator of A' y + X' X_ , where 
'*^ 1 "^ 2, •*^ T. 
var(X| ji) + var(X^ - X^)^^ + 2 X^ cov[ (X^ - X^) , v] , 
(6.13) 
where jj satisfies (6.10) and var(X^ - X^) , var(X| jj) , 
and cov[(X^ - X^) , Xj[ j:] are defined in (6.11). 
In this survey, all the data for a particular year will only be 
available in June of the following year. However, in practice, it is 
X' ii is estimable, is 
(6 .12)  
with variance 
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important to have estimates of annual rates before June. Using data for 
one year, we compute the estimated variances of the prediction error of 
the estimators based on data available in January, February, June 
of the following year. The computations were performed ignoring the 
recall period effect. Data for a particular year consist of month-group 
observations, and hence the only fixed effect associated with the 
observations is the yearly mean. For this simplified model and sample 
size, is a column of ones and p is the mean for year j , denoted 
by Uj . For data available in January, the matrix is a 
57 X 12 matrix with a (1, 1, 1, 1, 1, 1) for the first 42 rows, 
where a denotes the Kronecker product. The quantity to be estimated 
is the monthly average of victimization level for a year, denoted by 
u + (12)"^ z X 
^ t(j) 
where Z denotes the sum across months within year j . The 
t( j) 
variance of the prediction error can be computed from (6.13), with 
= 1 and Xg equal to the 12-dimensional vector of ones divided by 
twelve. Estimates of the mean square error of the prediction error were 
computed substituting the estimates in (6.8) for their true values in 
(6.13). 
Under the classical sampling approach, the vector is 
considered to be fixed. In this case, the best linear unbiased 
estimator of the monthly victimization level for a year is the sample 
mean of the monthly means because the month-to-month correlation in 
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reported crimes for a group is zero. In January, the data for the 
previous year consist of reports from all the six groups for January, 
February, ..., July, and reports from five, four, three, two and one 
groups for, respectively, August, September, October, November and 
December. Hence, using data available in January, the variance of the 
estimation error is 
+ 3^ + 14^ + 3-4^ + 1] . 
u u ^ 6  5  4  3  2  
The remaining variances can be obtained similarly. We replaced 
a and X by their estimated values in (6.8) to obtain estimates of 
uu 
the variance. Table 6.7 gives the estimated efficiency of the 
Table 6.7. Estimated variances and relative efficiency of the 
prediction error of estimators for the annual victim­
ization level 
Interview 
date 
Time Series 
Approach 
Classical Sampling 
Approach 
Efficiency 
January 0.7587 1.6559 2.18 
February 0.6119 0.9237 1.51 
March 0.5105 0.6309 1.24 
April 0.4430 0.4845 1.09 
May 0.4018 0.4113 1.02 
June 0.3820 0.3820 1.00 
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estimators (6.12) relative to the classical sampling estimators. The 
first three rows in Table 6.7 show a considerable gain in using the time 
series estimator. When all the data for a year have been obtained, the 
sample mean and the time series estimator are equivalent. The 
covariance matrices used in the computation of the variance of the 
prediction error, using data available in January, are listed in the 
Appendix. 
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VII. SUMMARY 
Rotation sampling and the related subject of estimation of a 
population mean which changes over time have been considered by several 
authors. A unified approach to the problem is given by Jones (1980) 
using least squares theory. Under the assumption that the sequence of 
population means is a realization of a stochastic process, we consider 
the application of time series methods to the analysis of repeated 
surveys. 
Let be the mean of the population at time t , and let be 
a survey estimate of . Let be the sampling error. The model 
under study is 
+ "c . 
\ + «1 %t-i + ••• + «P Vp = ^ ' 
"t = ^ t + h ^t-1 + ••• + \ ^t-q ' 
where (e^, v^) is a sequence of normal independent random vectors with 
mean 0 and covarlance matrix Z = diag(a , a ) , and the roots of 
m^ + + ... 4- a =0 
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are less than unity in absolute value. The moving average 
representation for u^ comes from the fact that the sampling units stay 
in the survey only for a fixed finite number of occasions. 
Assuming that survey estimates of b^, ..., b^ and are 
available, we wish to estimate a , ..., a and a To solve this p ee 
problem, we represent as an autoregressive moving average time 
series whose parameters satisfy a set of nonlinear restrictions. Based 
upon the properties of the least squares estimators of an autoregressive 
moving average time series an efficient estimation procedure is 
developed. The limiting distribution is derived as an application of a 
version of the central limit theorem for martingale differences. 
Given estimators of (o^, ..., and the vector of 
observations Y = (Y^, Y^_^, ••., Y^) , an estimate of the population 
mean at a particular time T is 
:-l 
"X„ 
Y , 
T 
where ^ is the estimated covariance matrix between and Y , 
Z is the estimated covariance matrix of Y , and Z and Z are 
X I 1 I L 
obtained by replacing (cc^, •••» ot^ , with estimated values in the 
expressions for the covariance matrices. It is shown that the use of 
Z and Z in the prediction of X increases the prediction 
V .1, 
error by a quantity of order in probability n ^ . 
A Monte Carlo study is conducted. The distributional properties of 
the estimators showed reasonable agreement with the asymptotic theory 
for samples of thirty observations from the first order autoregressive 
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process with auCoregressive parameter less that 0.95. 
Application of time series techniques to the National Crime Survey 
is considered. One set of estimates suggests that the use of time 
series procedures produces sizable gains for estimates of yearly 
victimization level constructed in the first three months of the 
following year. 
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X. APPENDIX 
In this section, we give the matrices needed in the computation of 
the variance of the prediction error in Section VI.C. using data 
available in January. Let Y denote the mean across rotating panels 
1 J A» 
of the number of persons victimized by a crime for month i within 
year j , reported by group 2 . Let Y be the 57-dimensional vector 
of data for one year that is available in January. Write 
X ^Ij2' ' " ' ^lj6' ^ 2jl ^'l2jl^' * 
Let X = (X^, Xg, •••» X^g) • Let be the covariance matrix of Y 
and Z„„ be the covariance matrix of X and Y . Define the matrix o i  
XY 
the regression coefficients of Y or X by R , i.e.. 
R - I^Y ^ 
-1 
YY 
We present estimates of and R . For the sake of this 
presentation, we partition the matrices as 
h 11 
<21 
Q&i 
*22 
Q3l\ 
Q32 
\ ^31 <32 ^33 
137 
^XY ^11 ^12 ^13 
and 
^ ^11 ^12 *13 
where Q. . are 19-dimensional square matrices, and . and S. . are ij ij iJ 
12 X 19 matrices. 
Tables 10.1 - 10.6 give the estimated > 
Q22 and Q22 » respectively. The estimate of is presented in 
Tables 10.7 - 10.9. Finally, the estimate of the regression matrix is 
given in Tables 10.10 — 10.12. 
Tab le  10 .1 .  Ma t r i x  Q11  i n  t he  cova r i ance  ma t r i x  o f  Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
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Tab le  10. 3 .  Ma t r i x  q31 I n  t he  cova r i ance  ma t r i x  o f  Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
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Tab le  10 . ' t .  Ma t r i x  Q22  i n  t he  cova r i ance  ma t r i x  o r  Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
11 ' t .6  
-11 .9  
-11 .9  
-11 .9  
-11 .9  
2,82 
2.82 
2 .82  
2 .82  
2 . 8 2  
2 .82  
1.73 
1 .73  
1 ,73  
1 .73  
1 .73  
1 .73  
1.06 
1.06 
-11 .9  
114.6  
-11 ,9  
-11 .9  
-11 .9  
2.82  
2 .82  
2 .82  
2.82 
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1 .73  
1 .73  
1 .73  
1.06 
1.06 
-11 .9  
-11 .9  
114.6  
-11 .9  
-11 .9  
2.82 
2.82 
2.82  
2.82 
2,82 
2 . 8 2  
1.73 
1 .73  
1 .73  
1 .73  
1 .73  
1 .73  
1.06 
1.06 
-11 .9  
-11 .9  
-11 ,9  
114,6  
-11 ,9  
2.82  
2 . 8 2  
2.82 
2 .82  
2 . 8 2  
2 .82  
1.73 
1 .73  
1 .73  
1 .73  
1 .73  
1 .73  
1.06 
1.06 
-11 .9  
-11 .9  
-11 .9  
-11 .9  
114.6  
2.82  
2 . 8 2  
2 .82  
2 .82  
2.82 
2 .82  
1.73 
1 ,73  
1 .73  
1 .73  
1 .73  
1 .73  
1 .06  
1.06 
2,82 2 ,82  2 .82  2 .82  2 .  82  2 .82  1  .  73 1 .73  1 .73  
2 ,82  2 ,82  2 .82  2 ,82  2 .  82  2 .82  1  .  73 1 .73  1 .73  
2 ,82  2 ,82  2 .82  2 .82  2 .  82  2 .82  1 .  73 1 .73  1 .73  
2 .82  2 ,82  2 .82  2 .82  2 .  82  2 .82  1  .  73 1  .  73 1 .73  
2 ,82  2 ,82  2 ,82  2 .82  2 .  82  2 .82  1 .  73 1 .73  1 .73  
114.6  -11 ,9  -11 ,9  -11 .9  -11 .9  -11 ,9  2 .  82 2 .82  2 .82  
-11 .9  114.6  -11 .9  -11 .9  -11  .9  -11 .9  2 .  82  2 .82  2 .82  
-11 .9  -11 ,9  114.6  -11 .9  -11  .9  -11 .9  2 .  82  2 .82  2 .82  
-11 .9  -11 ,9  -11 .9  114.6  -11  .9  -11 .9  2 .  82  2 .82  2 ,82  
-11 .9  -11 ,9  -11 .9  -11 .9  114 .6  -11 .9  2 .  82  2 .82  2 .82  
-11 .9  -11 ,9  -11 .9  -11 .9  -11  .9  114.6  2 .  82  2 .82  2 .82  
2 .82  2 ,82  2 .82  2 .82  2 .  82  2 .82  114 .  6  -11 .9  -11 .9  
2 .82  2 ,82  2 .82  2 .82  2 .  82  2 .82  -11  .9  114.6  -11 .9  
2 ,82  2 ,82  2 .82  2 .82  2 .  82  2 .82  -11  .9  -11 .9  114.6  
2 .82  2 .82  2 ,82  2 .82  2 .  82  2 .82  -11  .9  -11 .9  -11 .9  
2 .82  2 .82  2 ,82  2 .82  2 .  82  2 .82  -11  .9  -11 .9  -11 .9  
2 .82  2 .82  2 ,82  2 .82  2 .  82  2 .82  -11  .9  -11 .9  -11 .9  
1 .73  1 ,73  1 .73  1 .73  1 .  73  1 .73  2 .  82  2 .82  2 .82  
1 .73  1 ,73  1 .73  1 .73  1 .  73 1 .73  2 .  82  2 .82  2 .82  
1 .73  
1 .73  
1 .73  
1 .73  
1 .73  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
-11 .9  
-11 .9  
-11 .9  
114.6  
-11 .9  
-11 .9  
2 . 8 2  
2 . 8 2  
1.73 
1 .73  
1 .73  
1  .73  
1 .73  
2 . 8 2  
2 . 8 2  
2 .82  
2,82 
2 . 8 2  
2 . 8 2  
-11 .9  
-11 .9  
-11 ,9  
-11 .9  
114.6  
-11 .9  
2 . 8 2  
2 . 8 2  
1.73 
1 .73  
1 .73  
1 .73  
1 .73  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
-11 ,9  
-11 .9  
-11 .9  
-11 .9  
-11 .9  
114.6  
2 .82  
2 . 8 2  
1.06 
1.06 
1.06 
1.06  
1.06 
1 .73  
1 .73  
1 .73  
1 .73  
1 .73  
1 ,73  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 ,82  
2.82 
114.6  
-11 .9  
1 .06 
1 . 06  
1.06 
1.06 
1 .06  
1 .73  
1 .73  
1 .73  
1 ,73  
1 .73  
1 ,73  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
-11 .9  
114.6  
Tab le  10 .5 .  Ma t r i x  Q32  I n  t he  cova r i ance  ma t r i x  o f  Y  ,  l i s  i  ng  da ta  ava i l ab l e  i n  Janua ry  
1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  2 .82  2 .82  2 .82  2 .82-11.9-11.9  
1 .06 1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  2 .82  2 .82  2 .82  2 .82  -11 .9  -11 .9  
1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  2 .82  2 ,82  2 .82  2 .82  -11 .9  -11 .9  
1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  2 .82  2 .82  2 .82  2 .82  -11 .9  -11 .9  
0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  
0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  
0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06 !  1 ,06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  
0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  
0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 ,73  1 .73  1 .73  2 .82  2 .82  ^  
O. ' tO 0 .1)0  0 .1)0  0 .1)0  0 .1)0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  w 
0.1)0  0 .1)0  0 .1)0  0 .1)0  0 .1)0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  
0 .1)0  O. ' lO 0 .1)0  0 .1)0  0 .1)0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  
0 .1)0  O. ' lO 0 .40  0.1)0  0 .1)0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  
0 .25  0 .25  0 .25  0 .25  0 .25  O.HO 0 .1)0  0 .1)0  0 .1)0  0 .1)0  0 . ' )0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  
0 .25  0 .25  0 .25  0 .25  0 .25  0.1)0  0 . ' )0  0 .1)0  0 .1)0  0 .1)0  j 0 .1 )0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  
0 .25  0 .25  0 .25  0 .25  0 .25  0 .1)0  O.DO 0 .1)0  0 .1)0  0 .1)0  0 .1)0  0 .65  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  
0 .15  0 .15  0 .15  0 .15  0 .15  0 .25  0 .25  0 .25  0 .25  0 .25  0 .25  0 .1)0  0 .1)0  0 .1)0  O. ' lO O. ' lO 0 .1)0  0 .65  0 .65  
0 .15  0 .15  0 .15  0 .15  0 .15  0 .25  0 .25  0 .25  0 .25  0 .25  10.25 0.1)0  0 .1)0  O. ' tO 0 . ' )0  0 .1)0  0 .1)0  0 .65  0 .65  
0 .09  0 .09  0 .09  0 .09  0 .09  0 .15  0 .15  0 .15  0 .15  0 .15  0 .15  0 .25  0 .25  0 .25  0 .25  0 .25  0 .25  0 .1)0  0 .1)0  
Tab le  10 .6 .  Ma t r i x  Q33  i n  t he  cova r i ance  ma t r i x  o f  
lin.6 
-11 .9  
-11 .9  
-11 .9  
2 .82  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1 .73  
1.06 
1.06 
1.06 
0.65 
0 .65  
0.10 
-11 .9  
1114.6  
-11 .9  
-11 .9  
2.82  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1 .73  
1.06 
1.06 
1.06 
0.65 
0 .65  
0.10 
-11 .9  
-11 .9  
1 1 1 . 6  
-11 .9  
2.82 
2.82 
2.82 
2.82 
2.82 
1.73 
1 .73  
1 .73  
1 .73  
1.06 
1.06 
1.06 
0.65 
0 .65  
0.10 
-11 .9  
-11 .9  
-11 .9  
1 1 1 . 6  
2.82  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 ,73  
1 .73  
1 .73  
1.06 
1.06 
1.06 
0.65 
0 .65  
0.10 
2 .82  
2 .82  
2 .82  
2 .82  
1 1 1 . 6  
-11 .9  
-11 .9  
-11 .9  
-11 .9  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1.06 
1.06 
0 .65  
2 .82  
2 .82  
2 .82  
2 .82  
-11 .9  
111.6 
-11 .9  
-11 .9  
-11 .9  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1.06 
1.06 
0.65 
2 .82  
2 .82  
2 .82  
2 .82  
-11 .9  
-11 .9  
111.6 
-11 .9  
-11 .9  
2 .82  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1.06 
1.06 
0.65 
2 ,82  
2 .82  
2 .82  
2 .82  
-11 .9  
-11 .9  
-11 .9  
1 1 1 . 6  
-11 .9  
2 . 6 2  
2 .82  
2 .82  
2 .82  
1.73 
1 .73  
1 .73  
1 .06 
1.06 
0 .65  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
-11 .9  
-11 .9  
-11 .9  
-11 .9  
1 1 1 . 6  
2 . 8 2  
2 . 8 2  
2 . 8 2  
2 . 8 2  
1.73 
1 .73  
1 .73  
1.06 
1.06 
0 .65  
Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
1 .73  1 .  73 1 .  73 1 .  73  1 .06  1 .06  1 .06  0 .65  0 .65  0 .10  
1 .73  1 .73  1 .73  1 .  73  1 .06  1 .06  1 .06  0 .65  0 .65  0 .10  
1 .73  1 .  73 1 .  73 1 .  73 1 .06  1 .06  1 .06  0 .65  0 .65  0 .10  
1 .73  1 .  73  1 .  73  1 .  73  1 .06  1 .06  1 .06  0 .65  0 .65  0 .10  
2 .82  2 .  82  2 .  82  2 .  82  1 .73  1 .73  1 .73  1 .06  1 .06  0 .65  
2 .82  2 .  82  2 .  82 2 .  82  1 .73  1 .73  1 .73  1 .06  1 .06  0 .65  
2 .82  :  2 .  82  2 .  82  2 .  82  1 .73  1 .73  1 .73  1 .06  1 .06  0 .65  
2 .82  2 .  82  2 .  82  2 .  82  1 .73  1 .73  1 .73  1 .06  1 .06  0 .65  
2 .82  2 .  82  2 .  82  2 .  82  1 .73  1 .73  1 .73  1 .06  1 .06  0 .65  
111.6  -11  .9  -11 .9  -11 .9  2 .82  2 .82  2 .82  1 .73  1 .73  1 .06  
-11 .9  11 i |  l .  6  -11  .9  -11 .9  2 .82  2 .82  2 .82  1 .73  1 .73  1 .06  
-11 .9  -11 .9  111.6  -11  .9  2 .82  2 .82  2 .82  1 .73  1 .73  1 .06  
-11 .9  -11  .9  -11  .9  111.6  2 .82  2 .82  2 .82  1 .73  1 ,73  1 .06  
2 .82  2 .  82  2 .  82  2 .  82  111.6  -11 .9  -11 .9  2 .82  2 .82  1 .73  
2 .82  2 .  82  2 .  82  2 .  82  -11 .9  111.6  -11 .9  2 .82  2 ,82  1 .7 :1  
2 .82  2 .  82  2 .  82  2 .  82  -11 .9  -11 .9  111.6  2 .82  2 .82  1 .73  
1 .73  ! 1 .  73  1  .  73 1 .  73  2 .82  2 .82  2 .82  111.6  -11.9  2 .82  
1 .73  • 1 .  73  1 .  73  1  .  73 2 .82  2 .82  2 .82  -11 .9  111.6  2 .82  
1 .06  1 .  06  1 .06  1 .  06  1 .73  1 .73  1 .73  2 .82  2 .82  111.6  
Tab le  10 .7 .  Ma t r i x  S I  1  i n  t he  cova r i ance  ma t r i x  o f  
'1 .60  4 .60  4 .60  
2 . 8 2  2 . 8 2  2 . 8 2  
1.73 1 .73  1 .73  
1 .06  1 .06  1 .06  
0 .65  0 .65  0 .65  
0 .40  0 .40  0 .40  
0 .25  0 .25  0 .25  
0 .15  0 .15  0 .15  
0 .09  0 .09  0 .09  
0 . 0 6  0 . 0 6  0 . 0 6  
0.03 0 .03  0 .03  
0 . 0 2  0 . 0 2  0 . 0 2  
4.60 4 .60  4 .60  
2 . 8 2  2 . 8 2  2 . 8 2  
1.73 1 .73  1 .73  
1 . 0 6  1 . 0 6  1 . 0 6  
0.65 0 .65  0 .65  
0 .40  0 .40  0 .40  
0 .25  0 .25  0 .25  
0 .15  0 .15  0 .15  
0 .09  0 .09  0 .09  
0 . 0 6  0 . 0 6  0 . 0 6  
0.03 0 .03  0 .03  
0 . 0 2  0 . 0 2  0 . 0 2  
2 . 8 2  2 . 8 2  2 . 8 2  
4.60 4 .60  4 .60  
2 . 8 2  2 . 8 2  2 . 8 2  
1.73 1 .73  1 .73  
1 . 0 6  1 . 0 6  1 . 0 6  
0.65 0 .65  0 .65  
0 .40  0 .40  0 .40  
0 .25  0 .25  0 .25  
0 .15  0 .15  0 .15  
0 .09  0 .09  0 .09  
0 . 0 6  0 . 0 6  0 . 0 6  
0.03 0 .03  0 .03  
X  and  Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
2 .82  2 .82  2 .  82  1  ,73  1  .73  1  .73  1 .73  1  .73  1 .73  1 .06  
4 .60  4 .60  4 .  60  2 ,  .82  2 ,  .82  2 ,  .82  2 .82  2  .82  2 .82  1  .73  
2 .82  2 .82  2 .  82  4 ,  ,60  4 ,  ,60  4 ,  .60  4 .60  4 ,  ,60  4 .60  2 .82  
1 .73  1 .73  1  .  73 2 .  ,82  2 ,  ,82  2 ,  ,82  2 .82  2  .82  2 .82  4 .60  
1 .06  1 .06  1  .  06 1  .  ,73  1 ,  ,73  1  ,  73  1 .73  1  ,   73  1  .73  2 .82  
0 .65  0 .65  0 .  65  1  ,  06  1  ,  06  1 ,  ,06  1 .06  1  ,  06  1  .06  1  .73  
0 .40  0 .40  0 .  40 0 ,  ,65  0 ,  ,65  0 ,  ,65  0 .65  0 ,  ,65  0 .65  1  .06  
0 .25  0 .25  0 .25  0 .  ,40  0 .40  0 .  ,40  0 .40  0 .40  0 .40  0 .65  
0 .15  0 .15  0 .  15 0 ,  25  0 ,  25  0 .  25  0 .25  0 .  ,25  0 .25  0 .40  
0 .09  0 .09  0 .  09  0 .  15  0 .  15  0 ,  15  0 .15  0 .  15 0 .15  0 .25  
0 .06  0 .06  0 .  06  0 .  09  0 .  ,09  0 .09  0 .09  0 ,  09  0 .09  0 .  15 
0 .03  0 .03  0 .  03 0 .  06  0 .06  0 .06  0 .06  0 .06  0 .06  0 .09  
Tab le  10 .8 .  Ma t r i x  S12  i n  t he  cova r i ance  ma t r i x  o f  X  and  Y  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
1 .06  
1 .73  
2.82 
4.60 
2.82 
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .09  
1.06 
1 .73  
2 .82  
4.60 
2 .82  
1.73 
1.06 
0 .65  
0 .40  
0 .25  
0 .15  
0 .09  
1.06 
1.73 
2.82 
4.60 
2.82 
1.73 
1 .06  
0 ,65  
0 .40  
0 .25  
0 .15  
0 .09  
1 .06  
1 .73  
2 .82  
4.60 
2 .82  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .09  
1.06 
1 .73  
2 .82  
4.60 
2 .82  
1.73 
1.06 
0 .65  
0 .40  
0 .25  
0 .15  
0 .09  
0 .65  
1 .06  
1 .73  
2 .82  
4.60 
2 .82  
1.73 
1 .06  
0 .65  
0 ,40  
0 .25  
0 .15  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  i  
0 .65  
1 .06  
1 .73  
2.82 
4.60 
2 . 6 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .15  
0 .40  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .73  
2 , 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4,60 
2 . 8 2  
1 
.73  
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .  73 
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1,73 
1 ,06  
0 .65  
0 .40  
0 .25  
0 .25  
0 .40  
0 .65  
1  .06  
1 .73  
2 , 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
0 .25  
0 .40  
0 .65  
1 .06  
1 .73  
2 . 8 2  
4.60 
2 . 8 2  
1.73 
1 .06  
0 .65  
0 .40  
4> 
Tab le  10 .9 .  Ma t r i x  S13  i n  t he  cova r i ance  ma t r i x  o f  X  and  Y  ,  us ing  ds ta  ava i l ab l e  i n  Janua ry  
0 .25  0 .25  0 .25  0 .25  0 .15  0 .15  0 .15  0 .15  0 .15  0 .09  0 ,  .09  0 .  09  0 .09  0 .06  0 .06  0 .06  0  .03  0 .03  0  ,02  
0 .40  0 .40  0 .40  0 .40  0 .25  0 .25  0 .25  0 .25  0 .25  0 .15  0 ,  .15  0 .  15 0 .15  0 .09  0 .09  0 .09  0 .  ,06  0 .06  0 ,  ,03  
0 .65  0 .65  0 .65  0 .65  0 .40  0 .40  0 .40  0 .40  0 .40  0 .25  0 ,  .25  0 .  25 0 .25  0 .15  0 .15  0 .15  0 ,  ,09  0 .09  0 .  ,06  
1 .06  1 .06  1 .06  1 .06  0 .65  0 .65  0 .65  0 .65  0 .65  0 .40  0 .  .40  0 .  40 0 .40  0 .25  0 .25  0 .25  0 .  ,15  0 .15  0 .  ,09  
1 .73  1 .73  1 .73  1 .73  1 .06  1 .06  1 .06  1 .06  1 .06  0 .65  0 ,  .65  0 .  65  0 .65  0 .40  0 .40  0 .40  0 .  .25  0 .25  0 ,  ,15  
2 .82  2 .82  2 .82  2 .82  1 .73  1 .73  1 .73  1 .73  1 .73  1 .06  .06  1  .  06 1 .06  0 .65  0 .65  0 .65  0 ,  ,40  0 ,40  0 ,  ,25  
4 .60  4 .60  4 .60  4 .60  2 .82  2 .82  2 .82  2 .82  2 .82  1 .73  1 .  73  1  .  73 1  .73  1 .06  1 .06  1 .06  0 .65  0 .65  0 .40  
2 .82  2 .82  2 .82  2 .82  4 .60  4 .60  4 .60  4 .60  4 .60  2 .82  2 ,  82  2 .  82  2 .82  1 .73  1 .73  1 .73  1 ,  .06  1 .06  0 ,  .65  
1 .73  1 .73  1 .73  1 .73  2 .82  2 .82  2 .82  2 .82  2 .82  4 .60  60 4 .  60  4 .60  2 .82  2 .82  2 .02  1 ,  ,73  1 .73  1 ,  .06  
1 .06  1 .06  1 .06  1 .06  1 .73  1 .73  1 .73  1 .73  1 .73  2 .82  2 .  82  2 .  82  2 .82  4 .60  4 .60  4 .60  2 ,  .82  2 .82  1 .  .73  
0 .65  0 .65  0 .65  0 .65  1 .06  1 .06  1 .06  1 .06  1 .06  1 .73  1  .  73  1  .  73 1 .73  2 .82  2 .82  2 .82  4 ,  .60  4 .60  2 ,  .82  
0 .40  0 .40  0 .40  0 .40  0 .65  0 .65  0 .65  0 .65  0 .65  1 .06  1 .  06  1  .  06 1 .06  1 .73  1 .73  1 .73  2 ,  .82  2 .82  4 ,  .60  
Tab le  10 .10 .  Ma t r i x  R11  o f  r eg ress i on  coe f f i c i en t s  o f  Y  on  X ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
0 .07  0  .07  0  .07  0 .  07  0  .07  0 .07  0  .03  0 .03  0 .03  0 .03  .03  0 .03  0 .01  0 .01  0 .01  0 .01  0 ,01  0 .01  0 .00  
0 .03  0  .03  0  .03  0 .  03  0 .03  0  .03  0  .07  0 .07  0 .07  0 .07  !  0  .07  0 .07  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .01  
0 .01  0 ,  ,01  0 .01  0 .  01  0 ,  ,01  0 ,  .01  0 ,  ,02  0 .02  0 .02  0 .02  0  ,02  0 .02  0 .07  0 .07  0 .07  0 .07  0 .07  0 .07  0 .02  
0 .00  0 ,  ,00  0  ,00  0 .  00  0 .  ,00  0 .00  0  ,01  0 .01  0 .01  0 .01  0  ,01  0 .01  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .07  
0 .00  0 ,  ,00  0 .  ,00  0 .  00  0 ,  ,00  0 .00  0 .  ,00  0 .00  0 .00  0 .00  0  ,00  0 .00  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .02  
0 .00  0 ,  ,00  0 ,  ,00  0 .  00  0 ,  ,00  0 ,  ,00  0 .  ,00  0 .00  0 .00  0 .00  i 0.  ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .01  
0 .00  0 ,  ,00  0 ,  ,00  0 .  00  0 .  ,00  0 .  ,00  0 ,  ,00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .00  0 ,  ,00  0 ,  ,00  0 .  00  0 ,  ,00  0 ,  ,00  0 .00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .00  0 .00  0 .  00  0 .  00  0 .  00  0 .  00  0 .00  0 .00  0 .00  0 .00  0"  00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .00  0 .00  0 .  ,00  0 .00  0 .  00  0 .  00  0 .  00  0 .00  0 .00  0 .00  0 .  00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .00  0 .  00  0 .  00  0 .  00  0 .00  0 .  00  0 .  00  0 .00  0 .00  0 .00  0 .  00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .00  0 .00  0 .  00  0 .  00  0 .  00  0 .  00  0 .  00  0 .00  0 .00  0 .00  0 .  00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
Tab le  10 .11 .  Ma t r i x  R12  o f  r eg ress i on  coe f f i c i en t s  o f  Y  on  X  ,  us i ng  da ta  ava i l ab l e  i n  Janua ry  
0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  
0.01 0 .01  0 .01  0 .01  0 .01  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 .02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 ! 0 .01 0 .00 0.00 0.00 0.00 0 .00 0.00 0.00 0.00 
0 .07  0 .07  0 .07  0 .07  0 .07  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .00  0 .00  
0 .02  0 .02  0 .02  0 .02  0 .02  0 .07  0 .07  0 .07  0 .07  0 .07  i  0 .07  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .01  0 .01  
0 .01  0 .01  0 .01  0 .01  0 .01  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .07  0 .07  0 .07  0 .07  0 .07  0 .07  0 .02  0 .02  
0 .00  0 .00  0 .00  0 .00  0 .00  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .02  0 .02  0 .02  0 .02  0 .02  0 .02  0 .07  0 .07  
0 .00  0 .00  0 ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  I 0.00 0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .03  0 .03  
0 .00  0 ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  0 .01  
0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .01  0 .01  
0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  I 0.00 0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  
0 . 0 0  0 . 0 0  0 , 0 0  0 . 0 0  0 . 0 0  0 , 0 0  0 , 0 0  0 , 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 . 0 0  0 , 0 0  0 , 0 0  0 , 0 0  
4> 
00 
Tab le  10 .12 .  Ma t r i x  R I3  o f  r eg ress i on  coe f f i c i en t s  o f  Y  on  X  ,  us ing  da ta  ava i l ab l e  i n  Janua ry  
0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00"  0 ,  ,00  0 .00  0  .00  
0 .00  0 .  ,00  0 .00  0 .00  0 .00  0 .00  0 ,  .00  0 .00  0 .00  0 ,  .00  0 ,  ,00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00  0 .  ,00  0 .00  0  .00  
0 .00  0 ,  
o
 
o
 0 .00  0 .00  0 .00  0 .00  0 ,  
o
 
o
 0 .00  0 .00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0  .00  
0 .00  0 .00  0 .00  0 .00  0 .00  0 .00  0 .  ,00  0 .00  0 .00  0 .  ,00  0 ,  ,00  0 .00  0 .00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0  ,00  
0 .01  0 ,  ,01  0 .01  0 .01  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  0 .  
o
 
o
 0 ,  ,00  0 .00  0 .  ,00  0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 ,  ,00  
0 .02  0 .  ,02  0 .02  0 .02  0 .01  0 .01  0 ,  ,01  0 .01  0 .01  0 ,  
o
 
o
 0 ,  ,00  0 .00  0 ,  
o
 
o
 0 .00  0 .00  0 .00  0 ,  ,00  0 .00  0 ,  
o
 
o
 
0 .07  0 ,  ,07  0 .07  0 .07  0 .02  0 .02  0 .  ,02  0 .02  0 .02  0 ,  ,01  0 ,  ,01  0 .01  0 ,  ,01  0 ,00  0 .00  0 .00  0 ,  ,00  0 .00  0 .00  
0 .03  0 ,  ,03  0 .03  0 .03  0 .05  0 .05  0 .05  0 .05  0 .05  0 .  ,02  0 ,  ,02  0 .02  0 ,  ,02  0 .01  0 .01  0 .01  0 .  ,00  0 .00  0 ,  ,00  
0 .01  0 ,  ,01  0 .01  0 .01  0 .03  0 .03  0 ,  ,03  0 .03  0 .03  0 ,  ,05  0 .  05  0 .05  0 ,  ,05  0 .02  0 .02  0 .02  0 .  ,01  0 .01  0 .  
o
 
o
 
0 .01  0 ,  ,01  0 .01  0 .01  0 .01  0 .01  0 .  ,01  0 .01  0 .01  0 .03  0 .03  0 .03  0 .  ,03  0 .0 ' t  O.Ol l  o.on 0.02 0 .02  0 .01  
0 .00  0 .00  0 .00  0 .00  0 .01  0 .01  0 .  01  0 .01  0 .01  0 .  ,01  j 0 .  01  0 .01  0 .  01  0 .03  0 .03  0 .03  0 .  0 '4  0 .04  0 .  ,02  
0 .00  0 .  
o
 
o
 0 .00  0 .00  0 .01  0 .01  0 .  01  0 .01  0 .01  0 .  01  0 .01  0 .01  0 .01  0 .02  0 .02  0 .02  0 .  02  0 .02  0 .  04  
