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Abstract
This work examines the problem of using finite Gaussian mixtures
(GM) probability density functions in recursive Bayesian peer-to-peer
decentralized data fusion (DDF). It is shown that algorithms for both
exact and approximate GM DDF lead to the same problem of finding a
suitable GM approximation to a posterior fusion pdf resulting from the
division of a ‘naive Bayes’ fusion GM (representing direct combination
of possibly dependent information sources) by another non-Gaussian
pdf (representing removal of either the actual or estimated ‘common
information’ between the information sources). The resulting quotient
pdf for general GM fusion is naturally a mixture pdf, although the
fused mixands are non-Gaussian and are not analytically tractable
for recursive Bayesian updates. Parallelizable importance sampling
algorithms for both direct local approximation and indirect global
approximation of the quotient mixture are developed to find tractable
GM approximations to the non-Gaussian ‘sum of quotients’ mixtures.
Practical application examples for multi-platform static target search
and maneuverable range-based target tracking demonstrate the higher
fidelity of the resulting approximations compared to existing GM DDF
techniques, as well as their favorable computational features.
1 Introduction
Bayesian Decentralized Data Fusion (DDF) is a well-established framework
for state estimation-based information sharing and autonomous perception
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in sensor networks. The strength of Bayesian DDF resides in its ability to
replicate idealized centralized Bayesian data fusion results through parallel
distributed computing and asynchronous communication, in which all raw
sensor data is sent to a single location for maximum information extraction.
However, compared to centralized fusion, DDF achieves far greater computa-
tional efficiency, scalability, and robustness to network node failures through
peer-to-peer ‘message passing’ algorithms that exchange of local node beliefs
[1, 2, 3, 4, 5].
Many techniques have been developed for implementing DDF with state
uncertainties modeled by Gaussian or other exponential family distributions.
However, many real-world sensor network applications, such as robotic map-
ping [6, 7, 8] or dynamic target search and tracking [9, 10], involve uncertain-
ties described by distributions outside the exponential family. In these do-
mains, uncertainties are inadequately characterized by the first two moments
of the statistical processes under consideration, e.g. due to the presence of
discrete random variables or multi-modal/heavy-tailed noise distributions.
As such, the use of simple Gaussian approximations for DDF runs the risk of
losing important information about the true fused state posterior. This mo-
tivates the use of alternative models such as finite Gaussian mixtures (GMs)
to approximate the required pdfs for DDF as accurately as possible.
Although DDF can theoretically support complex pdf models like GMs,
practical non-Gaussian DDF implementations require balancing important
tradeoffs between approximation accuracy and computational efficiency. The
main challenge here lies in the fact that GMs (unlike Gaussian or other
exponential family pdfs) do not admit recursive closed-form solutions for
Bayesian DDF, i.e. the posterior pdf that results from fusing two GMs via
Bayesian DDF is generally not a GM. A number of approximations based on
semi-parametric and non-parametric density estimation methods have been
proposed to address this issue [11, 10, 12, 13, 14, 15]. Unfortunately, these
approximations rely on a variety of heuristic assumptions that are narrowly
tailored to specific applications, and thus do not generalize well.
This paper proposes a novel computationally efficient and unified ap-
proximation strategy for recursive Bayesian DDF with arbitrary GM mod-
els. Specifically, this work derives and exploits the important fact that the
true fusion posterior for the general GM DDF problem is exactly equal to
a mixture of non-Gaussian pdfs. This makes it possible to obtain naturally
parallelizable decompositions of the GM fusion posterior, where the moments
of the individual non-Gaussian mixands are computed and used to approx-
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imate the overall fusion result as another GM. This insight leads to a set
of high-fidelity GM approximations of otherwise analytically intractable GM
fusion posteriors, which retain important higher order moment information
for GM-based decentralized recursive probabilistic data fusion. Two approx-
imation strategies based on fast Monte Carlo importance sampling methods
are considered here. In indirect global sampling (IGS), importance samples
are drawn with respect to the entire fusion pdf and then probabilistically
assigned to non-Gaussian posterior mixands via a novel single shot weighted
expectation-maximization (SS-WEM) algorithm. In direct local sampling
(DLS), the non-Gaussian mixands are separately sampled and approximated
by moment-matched Gaussians (or other pdfs).
IGS and DLS are ‘unified’ approaches since they directly applies to both
exact Bayesian DDF methods that explicitly track common information de-
pendencies between platforms (e.g. the channel filter for tree structured
networks [4]) and to approximate DDF methods, where common informa-
tion dependencies are not explicitly known but mitigated via heuristic fusion
rules (e.g. the weighted exponential product rule for ad hoc networks [16]). In
this sense, IGS and DLS represent an important advance over other existing
GM DDF approximations, which treat exact and conservative DDF prob-
lems separately. The IGS and DLS methods also allow higher order features
of the fusion pdf to emerge naturally as the number of importance samples
used to form the local mixand approximations increases. This obviates the
need for the overly restrictive heuristics used by conventional GM fusion ap-
proximations, which lead to significant information loss when assumptions
about the global fusion pdf are invalid. This work builds significantly on
the author’s initial work in [17], which presented the DLS method only. The
current paper develops the new IGS and SS-WEM algorithms for the first
time, and presents more thorough simulation results and analysis.
Section II provides preliminaries for the general GM DDF problem, fol-
lowed by a derivation of the unified quotient result in Section III. The IGS
and DLS approximation techniques are presented in Section IV. Section V
provides numerical simulation studies for toy problems and simulated de-
centralized multi-sensor fusion applications, and Section VI concludes the
paper.
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2 Background
2.1 Bayesian DDF Problem Formulation
Let x be a d-dimensional vector of random variables monitored by a decen-
tralized network of nA autonomous Bayesian agents. Assume each agent
i ∈ {1, ..., nA} performs local recursive Bayesian updates on a common
prior pdf p0(x) with independent sensor data y
i
k having conditional likeli-
hood p(yik|x) at discrete time step k ≥ 0, so that each agent’s local posterior
state pdf is given by
pi(x|yi1:k) ∝ pi(x|yi1:k−1) · p(yik|x), (1)
where pi(x|yi1:k−1) = p0(x) for k = 0. Given some agent-to-agent communi-
cation topology at k, assume agent i is aware only of its connected neighbors
and unaware of the complete network topology. Let N(i, k) denote the set
of neighbors i receives information from at time k, and let Zik denote the
information set received by i up to time k, i.e. yi1:k plus new external infor-
mation previously fused by i from other agents. At time k, just before new
information from N(i, k) is fused, eq. (1) is the same as
pi(x) ≡ pi(x|Zik), (2)
where pi(x) hereafter always implies local conditioning on Zik. The DDF
problem for each agent i is to thus find the pdf representing fusion of Zik and
information from N(i, k),
pf,N(i,k)(x) ≡ pi(x|Zik
⋃
j∈N(i,k)
Zjk). (3)
The random vector x can be generalized to a dynamic random vector
xk for discrete time k, where p
i(xk|yi1:k−1) is computed via the Chapman-
Kolmogorov equation
pi(xk|yi1:k−1) =
∫
p(xk|xk−1)pi(xk−1|yi1:k−1)dxk−1 (4)
for some process transition pdf p(xk|xk−1).
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2.2 Exact DDF: Distributed Bayesian Inference
If i recursively computes (3) via a FIFO queue for each j ∈ N(i, k), then it
is easy to show that, for any i and j,
pi(xk) ∝ p(xk|Zik ∩ Zjk)p(xk|Zi/jk ) = pc,ij(xk)pi/j(xk), (5)
where pi/j(xk) ≡ p(xk|Zi/jk ) is i’s exclusive information relative to j, and
pc,ij(xk) ≡ p(xk|Zik∩Zjk) is the common information shared by i and j. Refs.
[1, 2, 3, 4] use eq. (5) to show that agent i can recover the desired joint fusion
posterior pdf exactly by applying a distributed variant of Bayes’ rule,
pi(xk|Zik ∪ Zjk) ∝ p(xk|Zik ∩ Zjk)p(xk|Zi/jk )p(xk|Zj/ik )
=
pf,ij
′
(xk)p
j(xk)
pc,ij(xk)
, (6)
where pf,ij
′
(xk) denotes the fusion posterior obtained by i for all previous j
′ <
j ∈ N(i, k) in the FIFO recursion. Note that this update rule exploits the fact
that the posterior pdfs pi(xk) and p
j(xk) compactly summarize all knowledge
received by i and j from local sensor data and other network neighbors at
time k. Importantly, to avoid double-counting of common information, (6)
requires explicit knowledge of pc,ij(xk), which arises due to: (i) use of shared
state transition models p(xk|xk−1) by all nA agents; and (ii) existence of
multiple communication pathways between i and j at any time k. Failure to
properly account for pc,ij(xk) eventually produces overconfident and incorrect
posterior beliefs across the network, thus leading to ‘rumor propagation’ or
data incest.
Exact DDF algorithms employ special data structures such as channel
filters [4, 14] to explicitly track pc,ij(xk) across all fusion instances. These
approaches are theoretically ‘optimal’ in the sense that each agent can re-
cover the idealized centralized fusion posterior pdf 1 and are straightforward
to implement in networks with either tree-connected or fully-connected bilat-
eral communication topologies. However, exact DDF methods are cumber-
some and computationally expensive for more general network topologies.
In particular, eq. (6) requires tracking the pedigree of each new piece of
information sent or received by i for all fusion instances prior to time k to
properly account for pc,ij(xk) [18].
1up to a time delay proportional to the maximum time required to receive a message
from any other agent, and assuming messages are sent every time step
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2.3 Conservative WEP DDF for Ad Hoc Networks
Suboptimal conservative approximations to Bayesian DDF can be used to
guarantee that the common information is never double-counted and thus
never has to be explicitly tracked. The weighted exponential product (WEP)
rule provides one way to guarantee consistent fusion when pc,ij(xk) is un-
known [3, 16],
pf,W(xk;ω) ∝ [pi(xk)]ω[pj(xk)]1−ω, ω ∈ [0, 1]. (7)
The WEP fusion parameter ω trades off the amount of new information fused
from pi(xk) and p
j(xk), while always counting p
c,ij(xk) exactly once for any
ω; this can be readily seen upon substitution of (5) into (7)
pf,W(xk) ∝ [pc,ij(xk)pi/j(xk)]ω[pc,ij(xk)pj/i(xk)]1−ω
= pc,ij(xk)[p
i/j(xk)]
ω[pj/i(xk)]
1−ω.
WEP fusion requires application of a fusion rule to select the parameter
ω in eq. (7). The fusion rule is typically specified in the form of a variational
optimization problem, so that ω minimizes some predetermined functional
fij(ω) on pi(xk) and pj(xk),
ω∗ = arg min
ω∈[0,1]
fij(ω). (8)
For instance, various information-theoretic strategies could be used to de-
fine fij(ω). The widely recognized Chernoff rule sets ω to the argument
corresponding to the Chernoff information between pi and pj [19, 10, 20],
ω∗ = arg min
ω∈[0,1]
− ln
∫ ∞
−∞
[pi(xk)]
ω[pj(xk)]
1−ωdxk,
= arg min
ω∈[0,1]
∫ ∞
−∞
[pi(xk)]
ω[pj(xk)]
1−ωdxk. (9)
It is easily shown that this minimization problem is convex, and that the
necessary and sufficient condition for ω∗ yields
DKL[p
W
f (xk;ω
∗)||pi(xk)] = DKL[pWf (xk;ω∗)||pj(xk)]. (10)
where DKL denotes the KLD. This provides the oft-cited basis for the Cher-
noff fusion rule, since pi(xk) and pj(xk) become ‘equidistant’ from the fused
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pdf (7) in the KLD sense, such that i and j furnish each other with the same
amount of new information. However, as shown in [7], the inherent lossi-
ness of WEP fusion means, in practice, that any significant new information
‘gains’ made by j according to the Chernoff rule may in fact come at the
expense of losing equally significant amounts of new exclusive information
acquired by i prior to fusion. That is, the Chernoff fusion rule does not ac-
count for the possibility (for instance) that j simply switches off its sensors
while i collects vast amounts of new exclusive data prior to fusion. To guard
against such lop-sided ‘information washout’ scenarios, ref. [7] proposes an
alternative minimax information loss fusion rule, which minimizes an upper
bound on the maximum possible information loss between the WEP fusion
posterior in eq. (7) and the exact Bayesian fusion pdf in eq. (6). This infor-
mation loss upper bound is given by the KLD between the exact Bayes fusion
pdf, which assumes no common information dependence between pi(xk) and
pj(xk) (i.e. the Naive Bayes pdf pNB(xk) ∝ pi(xk)pj(xk)), and the WEP
fusion pdf (which depends on ω), so that
ω∗ = arg min
ω∈[0,1]
DKL[pNB(xk)||pWf (xk;ω∗)]. (11)
It is easily shown that this minimization problem is also convex.
As discussed in [7], and more recently in [21], a host of other alternative
WEP functionals fij(ω) can also be used. Alternatives to WEP for conser-
vative fusion of pdfs, such as those based on ellipsoidal intersection [22] or
Schur/Lorentz dominance [23], could also be considered. However, these al-
ternatives typically deal with fusion problems where the first and second state
pdf moments are of primary interest, and thus have not yet been adapted to
more complex pdfs such as those represented by Gaussian mixture models.
So, attention here is restricted to WEP techniques.
2.4 DDF with Gaussian Mixtures
Eqs. (6) and (7) lead to recursive updates for the sufficient statistics of
exponential family distributions (e.g. Gaussian, Bernoulli, etc.). The well-
known covariance intersection (CI) algorithm [24, 25] is a special case of eq.
(7) that deals with fusion of local pdf means and covariances only [19] 2.
2this is sufficient for MMSE state estimation and does not require the underlying pdfs
to be Gaussian
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Unfortunately, neither eq. (6) nor (7) can be evaluated in closed-form for
more complex distributions such as Gaussian mixtures (GMs),
pi(xk) =
M i∑
q=1
wiqN (xk;µiq,Σiq) (12)
where M i is the number of mixands, µiq and Σ
i
q are the q
th mixand’s mean
vector and covariance matrix, and wiq ∈ [0, 1] is the qth mixand’s weight,
where
∑M i
q=1w
i
q = 1. GMs arise in many applications such as multi-target
tracking [26], target search [9], robotic terrain mapping [6, 27, 8], robotic
navigation and planning [28, 29, 30, 31], hybrid control systems [32], and
image processing [33, 34, 35, 36], to name a few. GMs are especially useful
in contexts where the posterior distribution over multiple hypotheses and/or
other highly non-Gaussian uncertainties must be maintained beyond the first
two moments (e.g. such that MMSE point estimates are insufficient for
describing state uncertainties for subsequent decision making).
A basic strategy for implementing exact and WEP DDF with GMs is to
closely approximate the desired fusion pdfs by GMs, so that the recursive
forms of (6) and (7) can be (approximately) maintained. In cases where
pc,ij(xk) is given by a GM pdf, Chang and Sun [15] derived a closed-form GM
approximation to (6) which replaces pc,ij(xk) with a single moment-matched
Gaussian, i.e.
pc,ij(xk) ≈ N (µ¯, Σ¯), (13)
where µ¯ and Σ¯ are the mixture mean and mixture covariance of pc,ij(xk),
respectively. Substitution of (13) into (6) leads to the product of two GMs
in the numerator, divided by a Gaussian pdf in the denominator, which can
be resolved into a GM. This is referred to as the moment-matched Gaussian
denominator (MMGD) approximation.
Ref. [10] proposed a GM approximation to pf,W(xk) for Chernoff fusion
that is based on a pair-wise CI rule for the Gaussian mixture component pdfs
for i and j,
pf,W(xk;ω) ≈
Mf∑
m=1
wfmN (xk;µfm,Σfm), (14)
Σfm =
(
ω
(
Σiq
)−1
+ (1− ω) (Σjr)−1)−1 (15)
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µfm =
(
ω
(
Σiq
)−1
µiq + (1− ω)
(
Σjr
)−1
µjr
)−1
(16)
wfm =
(wiq)
ω(wjr)
1−ω∑
q′,r′(w
i
q′)
ω(wjr′)
1−ω (17)
where M f = M iM j and each component index m ∈ {1, · · · ,M f} corre-
sponds to a pair of component indices q ∈ {1, · · · ,M i} and r ∈ {1, · · · ,M j}.
This is referred to as the first order covariance intersection (FOCI) approx-
imation. Ref. [37] develops a related GM-based approximation that applies
a separate CI operation and corresponding ω weight to every possible pair of
mixands formed by the product of GMs pi(xk) and p
j(xk); this is referred to
as Pairwise Component CI, or PCCI. Ref. [10] uses a highly non-Gaussian
multi-platform target tracking scenario to show that PCCI provides infe-
rior results compared to FOCI (which uses the same ω for all fused mixture
terms). However, to obtain ω values, both PCCI and FOCI attempt to mini-
mize the size of the component or overall GM covariance instead of the actual
Chernoff information, which is not easy to compute for GMs.
Although fast and convenient, the MMGD, FOCI, and PCCI approxi-
mations all rely on strong heuristic assumptions that lead to poor approx-
imations of (6) and (7) whenever pi(xk), p
j(xk), and/or p
c,ij(xk) are highly
non-Gaussian. Alternative techniques for Bayesian DDF with particle-based
pdf approximations have also been developed, which are closely related to
GM fusion. In these methods, weighted samples (particles) can be smoothed
through the use of nonparametric Gaussian density kernels (Parzen smooth-
ing), and then can be subsequently ‘compressed’ into GM pdfs via batch
learning methods (e.g. the expectation-maximization or EM algorithm) or
sequential condensation methods [38].
In [11], particle pdf approximations are smoothed by Parzen kernels to
enable exact DDF via channel filtering. Specifically, Ridley, et al. approx-
imate the division of Parzen-smoothed particle sets via weighted sums of
kernel functions. This bears some resemblance to the approach developed
here using GMs, except that the present work considers division of GMs with
full d−dimensional covariance matrices rather than isotropic Parzen kernel
functions (which in general must also be tuned through computationally ex-
pensive bandwidth optimization procedures). GMs generally require fewer
weighted mixture parameters to accurately represent non-Gaussian pdfs in
high-dimensional settings compared to the number of weighted particles typ-
ically required for a particle pdf approximation. Furthermore, the GM ap-
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proach developed here readily generalizes and extends to WEP DDF, whereas
the approach in [11] has no such obvious extension, especially when ω is not
known a priori.
In [14], the exact DDF channel filter update for particles is initially
approximated by drawing importance samples from pc,ij(xk) to produce a
weighted sample approximation of (6). In each iteration of the channel filter,
nonparametric Parzen kernels are placed around each sample point in the
resulting pc,ij(xk), p
i(xk) and p
j(xk) particle sets, so that the multiplication
and division operations between particle sets in the RHS of (6) is well defined
for an importance sampling approximation. This approach also bears some
resemblance to the technique developed here using GMs, but again suffers
from the same drawbacks as in [11]. Moreover, the approach from [14] does
not generalize well, since the use of pc,ij(xk) as an importance sampling pro-
posal density can lead to particle depletion when the exact fusion posterior
is significantly different from the common information pdf.
Refs. [12, 13] developed a GM-based approach for WEP fusion of particle
sets. This involves first converting particle sets for pi(xk) and p
j(xk) into
GMs using Parzen kernels and a condensation algorithm. PCCI is then used
for GM fusion. Finally, the fused GM produced by PCCI is resampled to
obtain new particles. This approach is computationally expensive due to the
kernel tuning and condensation steps. It also inherits the ad hoc/heuristic
nature of the PCCI algorithm by selecting ω to minimize the size of the
PCCI mixture covariance, rather than minimizing a more suitable functional
for non-Gaussian DDF.
Refs. [7, 39] developed a generalizable importance sampling approxima-
tion to address these limitations for GM-based WEP DDF. The key idea
behind this approach is that, regardless of which WEP functional fij(ω)
is used, finding ω∗ practically requires simultaneous approximation of both
pWf (xk;ω) and fij(ω) (e.g. the RHS of (9) and (11)), since neither is closed-
form for ω ∈ [0, 1] when pi(xk) and pj(xk) are distinct GM pdfs. This leads
to a general two-step approximation process for WEP fusion of GMs:
1. stochastic minimization of the desired WEP functional fij(ω) with re-
spect to ω using a fixed importance sampling-based particle set repre-
senting pWf (xk;ω); this particle set can be easily reweighted as a func-
tion of ω given a suitable choice of importance sampling density q(xk);
2. condensation of the final optimally weighted particle set produced by
step 1 (which is at some optimal ω) into a GM using the weighted EM
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Algorithm 1 IS Optimization for GM WEP Fusion
Input: GM pdfs pi(xk) and pj(xk); number of samples Ns; initial guess ω0;
IS pdf exponent ω¯; 1D convex minimization rule R1D[fˆij(ωcurr), ωcurr, ωold];
Output: ωˆ∗ ∈ [0, 1]; samples {xsk}Nss=1, unnormalized weights {θs}Nss=1
1. Initialize ωcurr ← ω0 and ωold according to R1D
2. construct GM IS pdf q(xk) via eq. (14) with ω = ω¯
3. draw Ns samples {xsk}Nss=1 ∼ q(xk)
4. store pdf values pi(x
s
k), pj(x
s
k), q(x
s
k) for {xsk}Nss=1
while ωcurr not converged do
5. compute θs(x
s
k;ωcurr) =
[pi(x
s
k)]
ωcurr [pj(x
s
k)]
1−ωcurr
q(xsk)
6. compute WEP cost estimate fˆij(ωcurr)
7. modify ωold and ωcurr via R1D[fˆ(ωcurr), ωcurr, ωold]
end while
algorithm [35].
These two steps are detailed in Algorithms 1 and 2, respectively. In the
first step (Algorithm 1), Ns samples x
s
k in xk space are drawn only once
according to the importance density q(xk) and used to estimate fij(ω) as a
function of ω. The importance weights
θs(x
s
k;ω) =
[pi(x
s
k)]
ω[pi(x
s
k)]
1−ω
q(xsk)
(18)
are adjusted as a function of new ω values during a search over ω ∈ [0, 1]
to minimize fij(ω), which can be implemented using a fast zeroth-order 1D
optimization algorithm, e.g. golden section or bisection search. This does
not require gradients or higher order derivative information for fij(ω), but
only point evaluations of fij(ω) via the importance sampling estimator (such
that q(xk) can remain fixed throughout). For the Chernoff fusion rule, fij(ω)
is thus approximated as
fij(ω) =
∫ ∞
−∞
[pi(xk)]
ω[pj(xk)]
1−ωdxk
≈fˆij(ω) =
Ns∑
s=1
θs(x
s
k;ω). (19)
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Algorithm 2 GM Learning by Weighted EM
Input: samples {xsk}Nss=1, unnormalized weights {θ(xsk; ωˆ∗)}Nss=1, number of
components M f , maximum number of steps Nmax
Output: GM approximation of {xsk, θ(xsk; ωˆ∗)}Nss=1
1. enter initial guess of GM parameters {µz,Σz, wz}M
f
z=1
2. normalize {θ(xsk; ωˆ∗)}Nss=1 s.t.
∑Ns
s=1 θ(x
s
k; ωˆ
∗) = 1
3. set counter k = 0
while ({µz,Σz, wz}M
f
z=1 not converged and k ≤ Nmax) do
4. E-step: for s ∈ {1, ..., Ns} and z ∈
{
1, ...,M f
}
, compute weighted
component responsibilities and normalizers:
γzs =
θ(xsk; ωˆ
∗) · wz · N (xsk;µz,Σz)∑Mf
y=1wy · N (xsk;µy,Σy)
, N¯ z =
Ns∑
s=1
γzs
5. M-step: for z ∈ {1, ...,M f}, compute GM parameters
wz = N¯
z, µz =
1
N¯ z
Ns∑
s=1
γzs · xsk,
Σz =
1
N¯ z
Ns∑
s=1
γzs · (xskxs,Tk − µzµTz )
6. update k = k + 1;
end while
Likewise, for the minimax information loss fusion rule, fij(ω) is (up to an
additive constant independent of ω) approximated as
fij(ω) = const. + ω · κ+ log
∫ ∞
−∞
[pi(xk)]
ω[pj(xk)]
1−ωdxk
≈fˆij(ω) = const. + ω · κ+ log
(
Ns∑
s=1
θs(x
s
k;ω)
)
, (20)
κ =
∫ ∞
−∞
pi(xk)pj(xk) log
(
pj(xk)
pi(xk)
)
dxk, (21)
where κ can be pre-computed and stored prior to optimization of ω in the case
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of GMs, e.g. via sigma point approximation [35] or averaging of upper-/lower-
bounds for logarithms of GMs [40]. The importance sampling density q(xk)
can be chosen freely, but in refs. [39, 7] it was empirically found that setting
q(xk) to the FOCI approximation in (14) with a constant ω¯ = 0.5 generally
offers good performance for a wide range of input pdfs, when using either
the Chernoff or minimax information loss fusion rules. It is also interesting
to note that, for any convex fij(ω), the number of approximate cost function
evaluations and search iterations required to converge on ω∗ within a desired
tolerance can be pre-determined via the golden section search method [41].
The second step (Algorithm 2) uses the weighted EM algorithm to con-
dense the weighted particles produced by the first step into a GM. The
weighted EM algorithm generalizes the classical EM algorithm for maximum
likelihood estimation by accounting for the relative influence of individual
data points in the log-likelihood function. By weighting individual data
points relative to one another via scalar weights (in this case, the importance
weights θ(xsk;ω) produced from the first step), the log-likelihood function can
be interpreted more generally as a ‘free-energy’ cost function to be minimized
with respect to the unknown parameters of the GM representing the WEP
fusion result [35]. As with classical EM, the weighted EM free-energy cost re-
sults in a non-convex optimization problem, for which convergence to a local
minimum can be assured via iterative minimization of convex lower bounds to
the free-energy cost. This results in an iterative coordinate-descent strategy
akin to classical EM, with an ‘E-step’ that re-computes weighted expecta-
tions for latent variables (posterior mixand association probabilities) for fixed
GM parameter values, and an ‘M-step’ that re-computes model parameters
(mixand weights, means and covariances) from the weighted data with fixed
data-to-mixand assignment probabilities. Ref. [35] derives the weighted EM
algorithm for GM pdf estimation. Note that classical EM can also be used
in place of Algorithm 2, if the samples produced by Algorithm 1 are first
resampled according to their importance weights in a particle resampling
step, such that the resulting samples can then be reweighted to have uniform
importance weights.
As demonstrated in refs. [7, 39], the stochastic optimization approach
of Algorithm 1 is not only computationally cheap and fast, but also gen-
erally provides accurate estimates of ω∗ = arg min fij(ω) along with an ef-
ficient set of weighted particles that accurately represent pf,W(xk;ω), even
in high-dimensional settings. However, this technique only applies to ap-
proximate WEP DDF, and as of yet has no obvious analog for exact DDF.
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The weighted EM particle to GM condensation approach in Algorithm 2 also
requires at least several iterations through non-trivial E-step and M-step cal-
culations to achieve convergence, and also requires multiple GM parameter
initializations/restarts to avoid getting trapped by poor local maxima in the
non-convex weighted log-likelihood function landscape. As such, there is
no guarantee that the weighted EM GM condensation step will produce an
accurate approximation of the GM WEP fusion pdf, even if ω∗ is reliably
identified and samples are reliably drawn from the corresponding pf,W(xk;ω)
following Algorithm 1.
It is interesting to note that all of the aforementioned methods for GM-
based DDF seek to simultaneously approximate all parts of the GM fusion
pdf at once, and yet use relatively little information from the full fusion pdf
itself. The MMGD and FOCI approximations, for example, rely only on the
‘inputs’ to the fusion problem, i.e. the resulting GM approximations are not
guided by comparison to the RHS of (6) or (7) (aside from the choice of ω for
FOCI). On the other hand, existing importance sampling methods extract
‘local’ information from the RHS of (6) or (7), but only in the vicinity of a
given particle. The approximations derived next exploit the fact that the true
GM fusion pdf (for both exact and WEP fusion) is a mixture of non-Gaussian
component pdfs, which can be naturally approximated component-wise by a
GM. This structural insight leads to the development of alternative ‘divide
and conquer’ strategies for GM DDF approximations that allow various parts
of the global GM fusion pdf to be obtained via simpler and more accurate
parallel update operations on a per mixand basis. Furthermore, these tech-
niques provide a more unified picture of GM-based DDF for both exact and
WEP-based implementations.
3 Mixture Posteriors for General GM DDF
Replacing pi(xk), p
j(xk), and p
c,ij(xk) with GM pdfs in eqs. (6) and (7)
yields, respectively,
pf,E(xk) ∝
 M i∑
v=1
wivN (xk;µiv,Σiv)
Mj∑
r=1
wjrN (xk;µjr,Σjr)

Mc,ij∑
z=1
wc,ijz N (xk;µc,ijz ,Σc,ijz )
, (22)
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pf,W(xk) ∝
 M i∑
v=1
wivN (xk;µiv,Σiv)
ω Mj∑
r=1
wjrN (xk;µjr,Σjr)
1−ω , (23)
for which we seek recursive GM approximations. Note, however, that (7) can
also be rewritten as
pf,W(xk) ∝ p
i(xk)p
j(xk)
[pi(xk)]1−ω[pj(xk)]ω
∝ p
i(xk)p
j(xk)
pˆc,ij(xk)
(24)
∝
 M i∑
v=1
wivN (xk;µiv,Σiv)
Mj∑
r=1
wjrN (xk;µjr,Σjr)

 M i∑
v=1
wivN (xk;µiv,Σiv)
1−ω Mj∑
r=1
wjrN (xk;µjr,Σjr)
ω
, (25)
where (in view of (6)) pˆc,ij(xk;ω) ≡ 1τ [pi(xk)]1−ω[pj(xk)]ω (with normalizing
constant τ) can be interpreted as an ‘estimated common information pdf’ for
i and j [42]. Since ω can be obtained for arbitrary WEP fusion cost functions
even when pf,W(xk) is not available in closed-form [7, 39], this implies that
the problems of approximating the LHS of eqs. (22) and (23) by GMs are
essentially equivalent once ω is given. In particular, we must find a recursive
GM approximation to the generic fusion pdf pf (xk) given by the quotient
pf (xk) ∝
 M i∑
v=1
wivN (xk;µiv,Σiv)
Mj∑
r=1
wjrN (xk;µjr,Σjr)

u(xk)
, (26)
where u(xk) is an arbitrary non-Gaussian pdf that is given by either the exact
common information pdf pc,ij(xk) (which can be approximated as a GM for
recursive implementation) or estimated common information pdf pˆc,ij(xk;ω)
for some known ω.
The numerator of the ‘unified’ GM fusion expression in (26) can be rear-
ranged to give
pf (xk) ∝
M i∑
v=1
Mj∑
r=1
wivw
j
r
N (xk;µiv,Σiv)N (xk;µjr,Σjr)
u(xk)
. (27)
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Using the fact that the product of two Gaussian pdfs results in another
unnormalized Gaussian pdf, this can be further simplified to
pf (xk) ∝
M i∑
v=1
Mj∑
r=1
wijvr
z¯ijvrN (xk;µijvr,Σijvr)
u(xk)
=
M i∑
v=1
Mj∑
r=1
w˜ijvrmvr(xk), (28)
where
mvr(xk) =
N (xk;µijvr,Σijvr)
u(xk)
, (29)
Σijvr =
[(
Σiv
)−1
+
(
Σjr
)−1]−1
, (30)
µijvr = Σ
ij
vr
[(
Σiv
)−1
µiv +
(
Σjr
)−1
µjr
]
, (31)
w˜ijvr = w
i
vw
j
r z¯
ij
vr, (32)
z¯ijvr = N (µiv;µjr,
(
Σiv + Σ
j
r
)
). (33)
Eq. (28) thus shows that (26) is naturally a mixture of non-Gaussian pdfs,
where each mixand mvr(xk) is the ratio of a Gaussian pdf N (xk;µijvr,Σijvr)
(resulting from component-wise ‘naive Bayes’ fusion of pi(xk) and p
j(xk))
and a generally non-Gaussian pdf u(xk). Note that, by virtue of (28), u(k) is
generally a (non-Gaussian) mixture model even in the case of WEP fusion,
since pˆc,ij(xk) can be expanded the same way as p
f,W(xk) with the exponents
reversed. Also note that this expansion closely resembles the MMGD ap-
proximation for exact GM-based DDF described earlier. Namely, MMGD is
a special case of the above mixture expansion for exact DDF, where the com-
mon information term u(xk) is approximated by a moment-matched Gaussian
pdf.
4 GMs from Moment-Matching Approxima-
tions
The mixands mvr(xk) in (28) cannot be integrated analytically to obtain nor-
malization constants. Furthermore, they do not possess sufficient statistics
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for scalable DDF recursions. However, a GM approximation of the mixture
fusion pdf pf (xk) could be obtained if each non-Gaussian mixand mvr(xk)
were replaced with a moment-matched Gaussian pdf, so that
pf (xk) ≈ 1
η
M i∑
v=1
Mj∑
r=1
w˜∗vrN (xk;µ∗vr,Σ∗vr), (34)
where w˜∗vr = w
i
vw
j
r z¯
ij
vr · E [1]m˜vr(xk) , (35)
µ∗vr = E [xk]m˜vr(xk) , (36)
Σ∗vr = E
[
xkx
T
k
]
m˜vr(xk)
− µ∗vr(µ∗vr)T , (37)
η =
M i∑
v=1
Mj∑
r=1
w˜∗vr, m˜vr(xk) ∝
N (xk;µijvr,Σijvr)
u(k)
,
and where m˜vr(xk) is the (v, r)
th normalized mixand term from (28). This
component-wise approximation could also be augmented with additional
Gaussian mixture terms to capture higher order moments for each non-
Gaussian m˜vr mixand. In the remainder of this paper, it will be assumed
that only the zeroth, first and second moments are of interest for each m˜vr,
since these are sufficient for constructing a Gaussian mixture approximation
to pf (xk). In any case, the GM approximation to the fusion posterior pdf al-
lows (both exact and WEP) GM DDF to proceed recursively. However, since
the required moments cannot be found analytically, they must also somehow
be approximated.
Numerical quadrature methods offer the most straightforward pathway
to approximating the required mixand moments. Monte Carlo importance
sampling (IS) [43] is one such approach, which exploits the identity
E [f(xk)]b(xk) = E
[
b(xk)
q(xk)
f(xk)
]
q(xk)
= E [θ(xk)f(xk)]q(xk) (38)
where f(xk) is a given moment function and q(xk) is a proposal pdf (which
is easy to directly sample from) for the target distribution b(xk) (which is
difficult to directly sample). Ideally q has a shape ‘close’ to b(xk), and has
support on xk such that b(xk) > 0 ⇒ q(xk) > 0. Both b(xk) and q(xk) need
only be known up to normalizing constants for point-wise evaluation at any
17
given xk. Given a set of Ns samples X = {xsk}Nss=1 ∼ q(xk), (38) has the
sampling estimate
E [f(xk)]b(xk) ≈
Ns∑
s=1
θ(xsk)f(x
s
k), (39)
where θ(xsk) ∝ b(xk)q(xk) is the importance weight for sample s. Informally, θ(xsk)
indicates ‘how much’ the sample s contributes to the estimate. The effective
sample size (ESS) is a useful figure of merit for assessing the efficiency of the
weighted samples X for estimating (39) [43],
ESS =
Ns
1 + cv2(θ)
, for cv2(θ) =
∑Ns
s=1(θ
s − θ¯)2∑Ns
s=1(Ns − 1)θ¯2
, (40)
where cv2 is the coefficient of variation for the unnormalized importance
weights and θ¯ is the sample mean of the importance weights. As ESS → Ns,
the weighted X from q(xk) provide a better representation of the target
distribution b(xk) and thus lead to more consistent moment estimates.
Therefore, the problem of accurately approximating the moments of each
m˜vr in (34) can be addressed through selection of a suitable IS pdf q and
number of samples Ns. IS is easily parallelized and permits many strategies
for selecting/tailoring the proposal function q(xk), so a few different possi-
bilities can be considered. Since either the full posterior fusion pdf or any
posterior fusion mixand in (28) can be evaluated up to a normalizing con-
stant as the target distribution b(xk) of interest, two sets of IS techniques are
developed, which are each applicable to both exact and WEP DDF:
1. indirect global sampling (IGS) wherein b(xk) ∝ pf (xk) or pf,W(xk), such
that a single set of weighted X samples is generated only once and used
to estimate the moments of all m˜vr terms simultaneously;
2. direct local sampling (DLS) wherein b(xk) ∝ m˜vr, such that a different
set of weighted samples X are generated once for each m˜vr and used to
estimate m˜vr’s moments only.
4.1 Indirect global sampling
This subsection describes the indirect global sampling (IGS) approximation
for WEP and exact DDF with GMs, respectively. The IGS approximation
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Figure 1: Block diagram of IGS for GM-based DDF.
generally consists of a two-step optimization process for either form of DDF.
The first step generates importance samples over the global posterior fusion
mixture in eq. (26). The second step probabilistically associates these im-
portance samples to the various posterior fusion pdf mixands to facilitate
weighted maximum likelihood estimation of their individual zeroth, first and
second moments for the final GM approximation in (34). The first step uses
Algorithm 1 for WEP DDF; a newly developed IS approximation based on
Laplace’s method is used instead for exact DDF. The second step for both
WEP and exact DDF is outlined in the newly developed single-shot weighted
EM (SS-WEM) procedure Algorithm 3, which is far more efficient and stable
than the WEM approximation outlined in Algorithm 2 and used in previous
work. Figure 1 shows the main steps for the IGS approximation in WEP and
exact GM DDF; these are each explained in greater detail next.
4.1.1 IGS approximation for WEP GM DDF
The IGS implementation for WEP GM DDF modifies the two-stage IS-based
optimization process developed originally in refs. [7, 39]. The initial IS-based
optimization of ω in Algorithm 1 remains the same, since this simultane-
ously produces reliable estimates of the optimal ω and weighted samples
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Algorithm 3 GM Learning by Single-Shot Weighted EM
Input: samples {xsk}Nss=1, unnormalized weights {θ(xsk; ωˆ∗)}Nss=1, number
of components M f = Mi · Mj, true fusion pdf Gaussian parameters
{w˜ijz , µijz ,Σijz }M
f
z=1 for platforms i and j as defined in (28).
Output: GM approximation of {xsk, θ(xsk; ωˆ∗)}Nss=1
1. Constrained E-step: for s ∈ {1, ..., Ns} and z ∈
{
1, ...,M f
}
, compute
weighted component responsibilities and normalizers using true fusion pdf:
γzs =
θ(xsk; ωˆ
∗) · w˜ijz · N (xsk;µijz ,Σijz )∑Mf
z′=1 w˜
ij
z′ · N (xsk;µijz′ ,Σijz′)
, N¯ z =
Ns∑
s=1
γzs
2. M-step: for z ∈ {1, ...,M f}, compute GM parameters
wz = N¯
z, µz =
1
N¯ z
Ns∑
s=1
γzs · xsk,
Σz =
1
N¯ z
Ns∑
s=1
γzs · (xskxs,Tk − µzµTz )
that closely approximate the WEP fusion posterior pdf (26) at the optimal
ω value. However, the final iterative weighted expectation-maximization step
in Algorithm 2 is replaced by single shot weighted expectation-maximization
(SS-WEM) to recover posterior fusion pdf. As shown in Algorithm 3, the
SS-WEM algorithm computes the E-step only once via evaluations of the
true fusion pdf mixands for pf in (34) (up to a normalization constant) for
each sample point. The subsequent M-step is also computed only once to
estimate the required GM parameters of pˆf . In this way, the SS-WEM al-
gorithm addresses the WEM algorithm’s non-trivial computational overhead
and inability to reliably converge to a GM pˆf which closely approximates pf .
The SS-WEM can be understood in more detail as follows, building on
derivation of the WEM algorithm for GM learning provided in [35]. Given
sample data X = {xsk}sk=1 with non-negative weights θsk, WEM seeks to
fit parameters Θ∗ = {µ∗vr,Σ∗vr, w˜∗vr}(v,r) for each of the components indexed
by pair (v, r) 7→ z in eq. (34) by maximizing the weighted log-likelihood
function, which in turn is the same as double-maximization of the associated
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‘free-energy’ function,
Θ∗ = arg max
Ns∑
s=1
θ(xsk) log pˆ
f (xsk; Θ) = arg max
Θ
max
b(Y)
FE(b,Θ), (41)
where Y = {ysk}sk=1 is the set of latent mixand labels for X (whose realizations
are one-hot vectors), b(Y) is a probability distribution over Y , and FE(b,Θ)
is the free-energy,
FE(b,Θ) =
Ns∑
s=1
θsk
∑
ysk
b(ysk) log pˆ
f (ysk, x
s
k; Θ) +
Ns∑
s=1
θskH[b(ysk)], (42)
whereH[b(ysk)] is the entropy of b(ysk) and pˆf (ysk, xsk; Θ∗) = [w˜∗vr·N (xsk;µ∗vr,Σ∗vr)]ysk
is the joint distribution for the unknown parameters, latent mixand labels,
and observed samples under the approximate fusion GM pdf in eq. (34).
Double-maximization of FE(b,Θ) is achieved by performing alternating E-
step and M-step updates to maximize FE(b,Θ) with respect to b(Y) (holding
Θ fixed) and Θ (holding b(Y) fixed) until convergence, as shown in Algorithm
2. Recall that the E-step finds the weighted posterior component responsi-
bilities for each datum xsk with respect to the approximate fusion GM pdf
(34) using the current Θ∗ estimate,
b(ysk = z) = γ
z
s = θ(x
s
k) · Pˆ (ysk = z|xsk,Θ∗) = θ(xsk)
w˜∗z · N (xsk;µ∗z,Σ∗z)∑Mf
z′=1 w˜
∗
z′ · N (xsk;µ∗z′ ,Σ∗z′)
,
(43)
which reduces to Pˆ (ysk = z|xsk,Θ∗) in the classical unweighted EM algorithm.
Since (41) is non-concave, WEM updates can converge to any one of a
large number of poor local maxima without careful initialization of Θ. The
existence of these local maxima stem from three factors: (i) identifiability
issues, i.e. aliasing of mixture labels; (ii) the fact that E-step iterations rely
on estimated joint probability distributions for the latent mixture labels and
observed data; and (iii) inherent mismatches between the true mixture fusion
pdf (26) (which truly describes the samples X ) and the GM approximation
(34) being estimated. Factors (ii) and (iii) in particular pose problems for
selecting appropriately sized Monte Carlo IS sample sets. A large Ns helps
control the variance of estimated GM parameters for pˆf and better explore
pf , at greater computational expense. On the other hand, a small Ns tends
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to ‘simplify’ the weighted log-likelihood function landscape, at the risk of
potentially overfitting parameters in pˆf and losing features of pf .
The SS-WEM algorithm reduces sensitivity to all three factors by en-
forcing a constraint in the E-step that removes the need to continuously
re-estimate b(Y) and Θ∗. Namely, the weighted posterior mixand association
probabilities b(ysk = z) in (43) are modified to use the true fusion pdf mix-
ture pf in (28), instead of the approximate GM fusion pdf pˆf . If the joint
distribution for ysk and x
s
k via (28) is p(y
s
k = z, x
s
k) = w˜z ·mz(xk), then the
constrained E-step update then becomes
b(ysk = z) = θ(x
s
k) · P (ysk = z|xsk) = θ(xsk)
w˜ijz ·mijz (xk)∑Mf
z′=1 w˜
ij
z′ ·mijz′(xk)
, (44)
where the index z maps onto the M f = M i ·M j component index realizations
(v, r) from the product of the platform i and j GM pdfs in (28). From the
definition of mijz , it follows that
P (ysk = z|xsk) =
w˜ijz ·mijz (xsk)∑Mf
z′=1 w˜
ij
z′ ·mijz′(xsk)
=
w˜ijz · N (x
s
k;µ
ij
z ,Σ
ij
z )
u(xsk)∑Mf
z′=1 w˜
ij
z′ ·
N (xsk;µijz′ ,Σ
ij
z′ )
u(xsk)
=
w˜ijz · N (xsk;µijz ,Σijz )∑Mf
z′=1 w˜
ij
z′ · N (xsk;µijz′ ,Σijz′)
. (45)
That is, P (ysk = z|xsk) depends on neither the common information pdf value
u(xsk) nor the GM parameters Θ, but rather depends only on the ‘Naive
Bayes’ Gaussian component terms that define the numerator of each mijz (x
s
k)
mixand of pf . The constrained E-step is thus computationally attractive,
since the numerator Gaussians of each mijz (x
s
k) mixand are readily available
and easily evaluated at each xsk sample (e.g. these values can be stored
as additional outputs for Algorithm 1). Moreover, since P (ysk = z|xsk) is
constant, the constrained E-step and subsequent M-step only need to be
computed once. Finally, the label aliasing problem is bypassed, since the
mixand labels of (28) are naturally fixed. 3
3One minor caveat is that the number of mixand terms in pˆf and pf must be the same.
If this is not the case, then ad hoc merging/splitting of mixands in pˆf and/or pf could be
used, for instance, to ensure the same support for Pˆ (ysk|xsk,Θ∗) and P (ysk|xsk).
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This modified single-shot E-step is also theoretically justified from an
optimization standpoint: since the underlying structure of pf can be in-
ferred from the weighted sample set X and point-wise evaluation of (28),
both sources of information should be combined to improve the GM ap-
proximation pˆf . The true data source pdf is typically unavailable for point-
wise evaluation in GM pdf estimation. Yet, the free-energy view of the
E-step as maximization of FE(b,Θ) with respect to b(Y) advantageously
allows for direct exploitation of constraints on latent variable probabilities
[44]. In this case, if pf truly is well-approximated by some GM pˆf , then
Pˆ (ysk = z|xsk,Θ∗) → P (ysk = z|xsk) is expected upon convergence to Θ∗.
Hence, by fixing the E-step with respect to the ‘expected asymptotically op-
timal’ b(Y) (which is independent of Θ∗ via P (ysk = z|xsk)), the GM parameter
estimates Θ∗ from the M-step become local maxima of an equality-constrained
free-energy function.
4.1.2 IGS approximation for exact GM DDF
IGS for exact GM DDF is similar to the WEP DDF case, but assumes the
availability of a GM common information pdf. Since it is not necessary to
estimate an optimal ω value in this case, Algorithm 1 is not used. Instead,
a different first stage optimization procedure is used to generate a suitable
IS pdf q, whose weighted samples X approximate the true exact fusion pdf
(28). This IS pdf is obtained by adapting a Laplace approximation [45] to the
fusion mixture (28), as shown in Algorithm 4. Weighted importance samples
from the Laplace approximation mixture model are then used to recover the
GM approximation (34) via the second stage SS-WEM in Algorithm 3, as
before.
The construction of the IS pdf via the Laplace approximation can be
understood in detail as follows; a more in depth review of the Laplace ap-
proximation can be found in ref. [45]. In general, the Laplace approximation
applies to d-dimensional integrals of the form
In =
∫ cd2
cd1
· · ·
∫ c12
c11
f(x) exp(−ng(x))dx1 · · · dxd, (46)
where n is a large positive number, g(x) is continuous, unimodal and twice
differentiable with minimum at xˆ inside the region of integration, and f(x)
is continuous, differentiable and nonzero at xˆ. For a sufficiently large n, the
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bulk of the contribution to the value of In is from the region close to the
minimum xˆ of g(x). Using a first-order Taylor series expansion of f(x) and
a second-order Taylor series expansion of g(x) around xˆ (where the gradient
∇xg(x) = 0 at xˆ), it can be shown for sufficiently large n that
In ≈ f(xˆ)e−ng(xˆ)
∫ cd2
cd1
· · ·
∫ c12
c11
exp(−n
2
[x− xˆ]TΣxˆ[x− xˆ])dx1 · · · dxd, (47)
where Σxˆ is the positive-definite Hessian of g(x) at xˆ. Upon recognizing the
unnormalized multivariate Gaussian pdf Nx(xˆ,Σ−1xˆ ) in the integral,
In ≈ f(xˆ)e−ng(xˆ)
∫ cd2
cd1
· · ·
∫ c12
c11
(
2pi
n
) d
2
|Σ−1xˆ |
1
2Nx(xˆ,Σ−1xˆ )dx1 · · · dxd, (48)
so that taking the limits for c11 → −∞, · · · , cd1 → −∞, and c12 →∞, · · · , cd2 →
∞ yields
In ≈ f(xˆ)e−ng(xˆ)
(
2pi
n
) d
2
|Σ−1xˆ |
1
2 . (49)
From here it is possible to estimate the zeroth, first and second moments of
the individual non-Gaussian quotient mixandsmvr(xk) of (28), by setting n =
1 and g(xk) = − logmvr(xk) with f(xˆk) = 1 for zeroth moment, f(xˆk) = xˆk
for the first moment and f(xˆk) = xˆkxˆ
T
k for the second moment. Note that this
involves finding the minimum xˆvr,k of g(xk) via numerical optimization. This
can be done efficiently using Newton-Raphson or quasi-Newton methods,
which can make use of the gradient and Hessian of g(xk). Upon convergence
to xˆvr,k, m˜vr(xk) can be approximated as
m˜vr(xk) ≈ Nxk,vr(xˆvr,k,Σ−1xˆvr,k). (50)
Collecting the RHS along with the zeroth moments for each vr term leads to
following the mixture approximation of (28) (with normalizing constant c)
pf ≈ c ·
M i∑
v=1
Mj∑
r=1
w˜vrNxvr,k(xˆvr,k,Σ−1xˆvr,k), . (51)
Since the Laplace approximation assumes that the probability mass for m˜vr(xk)
is concentrated and distributed symmetrically near xˆk, the estimated mo-
ments for each mvr(xk) can be biased and thus accumulate errors for the
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Algorithm 4 Laplace GM IS pdf Computation
Input: GM pdfs pi(xk) and p
j(xk); common information GM pdf p
c(xk);
Output: GM IS pdf q(xk) ∝
∑M i
v=1
∑Mj
r=1 w˜vrNxk,vr(xˆvr,k,Σ−1xˆvr,k)
for v = 1 : M i do
for r = 1 : M j do
1. initialize xˆvr,k;
2. find xˆvr,k = arg min g(xk) = arg min − log N (xk;µ
ij
vr,Σ
ij
vr)
pc(xk)
(via quasi-
Newton/Newton-Raphson);
3. compute Σ−1xˆvr,k from Hessian of g(xk) at xˆvr,k;
4. compute w˜vr using RHS of (32);
end for
end for
overall Laplace mixture approximation of pf . However, the RHS of (51) still
gives useful information about the overall shape of (28), especially in regions
of highest probability for each m˜vr(xk). Hence, instead of using the RHS of
(51) to directly approximate (28), it used to define an IS pdf q(xk). As with
WEP DDF, the weighted samples from this q(xk) can then be compressed
via the SS-WEM algorithm into a GM pˆf,E. This mitigates potential biases
for the mvr(xk) mixand moments in the Laplace approximation, and thus
leads to an overall more accurate approximate global approximation of pf,E.
It is interesting to note that the idea of combining Laplace approximations
with IS to mitigate biases has also been explored previously in the statistics
literature for parameter estimation [46, 47].
In practical terms, numerical optimization for each mvr(xk) mixand term
will converge to a local minimum for xˆvr,k since the corresponding g(xk)
is non-convex. Good initialization is therefore required for reliable results.
One routine strategy that has been observed to work well in practice can
be found from a ‘naive’ Laplace approximation ([45], eq. 5) with g(xk) =
− logN (xk;µvr,Σvr) (the negative log of mvr(xk)’s numerator, i.e. the Naive
Bayes’ pdf), giving the initial guess xˆvr,k = µvr. Furthermore, while the
Laplace approximation GM has been observed to work well as an IS pdf in
practice, the sampling efficiency for IS can theoretically be improved. Similar
to [46], one strategy is to modify the Gaussians terms on the RHS of (51) to
obtain wider or heavier-tailed mixand pdfs for q(xk). For example, the esti-
mated covariance terms Σ−1xˆvr,k could be inflated via heuristic scaling factors.
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Algorithm 5 Direct Local Sampling Approximation for GM Fusion
Input: GM pdfs pi(xk) and p
j(xk); u(xk) = p
c(xk) (exact) or u(xk) =
[pi(xk)]
1−ω[pj(xk)]ω (WEP);
Output: GM approximation to pf,E(xk) or p
f,W (xk)
for v = 1 : M i do
for r = 1 : M j do
1. Construct IS pdf qvr(xk), e.g. using INGIS (52), LAGIS (53), or
heavy-tail mixture (54);
2. Draw Ns samples X = {xsk}Nss=1 from qvr(xk);
3. Compute importance weights θ(xsk) ∝ mvr(x
s
k)
qvr(xsk)
;
4. Estimate w˜∗vr, µ
∗
vr and Σ
∗
vr in (34) via IS approximation of (35)-(37).
end for
end for
5. Normalize weights such that
∑M i
v=1
∑Mj
r=1 w˜
∗
vr = 1.
Alternatively, each Gaussian could be replaced with a multivariate Student’s
t, Laplace, etc., or a unimodal heavy-tailed GM pdf whose components all
share mean xˆvr,k but each used different scaled versions of Σ
−1
xˆvr,k
to define
covariances. As presented next, these and other similar efficiency-boosting
strategies could also be adapted from/for DLS approximation.
4.2 Direct local sampling
This subsection describes the direct local sampling (DLS) approximation for
WEP and exact DDF with GMs. Figure 2 and Algorithm 5 show the main
steps for the DLS approximation, which uses the target pdf b(xk) ∝ m˜vr(xk)
for IS and thus operates on a per mixand basis to directly estimate the
zeroth, first, and second moments of each non-Gaussian mixand term in the
RHS of (28). The procedure is essentially identical for WEP and exact DDF;
the main difference is that Algorithm 1 must be run first for WEP DDF
so that u(xk) can be computed, whereas u(xk) = pc(xk) is a known GM
for exact DDF. Unlike IGS, the DLS approximation does not require a first
stage optimization for exact DDF. However, DLS still requires a first stage
optimization to find ω for WEP DDF, as in IGS. But unlike IGS, DLS for
WEP fusion does not use the weighted samples obtained from Algorithm 1
to estimate pˆf,W .
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Figure 2: Block diagram of DLS for GM-based DDF.
Overall, DLS is more computationally intensive than the IGS approxima-
tion, since IS sampling must now be carried out separately for each mixand.
However, the IS sampling steps can be easily parallelized across the mixands
of (28) as well as across the samples generated for each mixand, making
it possible to speed up implementation. Assuming u(xk) has been suitably
identified for exact or WEP DDF, the IS pdf qvr(xk) for each m˜vr(xk) could
be defined in a number of ways for DLS. A few strategies are considered next.
4.2.1 Inflated Naive Gaussian approximation
A particularly simple and convenient (though suboptimal) strategy is to set
qvr(xk) = N (xk;µvr,Σsampvr ) (52)
for some suitable covariance matrix Σsampvr . This approach, dubbed here as
Inflated Naive Gaussian IS (INGIS), is generally effective for low-dimensional
xk as long as (Σ
samp
vr −Σ∗vr) is positive semi-definite and the mode(s) ofmvr(xk)
are not far from µvr. One possible rule of thumb is to choose
Σsampvr = arg max(|Σv|, |Σr|, |Σdef|),
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where Σdef = α · I and tuning parameter α represents an upper bound on
the expected variance for any posterior mixand in any dimension (see Sec
4.3). However, INGIS can perform poorly for high-dimensional xk, since IS
is generally much more sensitive to discrepancies between m˜vr(xk) and q(xk)
in such cases. This proposal distribution can also lead to inefficient sampling
if the mean of m˜vr(xk) is far from µvr.
4.2.2 Laplace Approximation
The Laplace approximation can also be used to approximate the mixand pdf
m˜vr(xk) as a Gaussian in the neighborhood of its (dominant) mode. This
leads to the importance pdf,
qvr(xk) = N (µ+vr,Σ+vr), (53)
which defines Laplace Approximation Gaussian IS (LAGIS). The mode point
xk = µ
+
vr of m˜vr(xk) can again be found via first/second-order search tech-
niques, and the covariance Σ+vr can be calculated as the inverse of the Hessian
of − log m˜vr(xk) at xk = µ∗vr.
Newton-Raphson search can provide fast convergence for relatively low
computational cost, especially if GM pre-compression techniques are used
to reduce the total number of mixands in pf (xk) (see Sec 4.3) and if eqs.
(34)-(37) are parallelized. In high-dimensional spaces, however, the Hes-
sian can become ill-conditioned or lose positive definiteness. In such cases,
quasi-Newton search methods can provide more stable performance with only
slightly slower convergence rates. If m˜vr(xk) has multiple distinct modes that
are not close to each other, qvr(xk) could be replaced by a mixture pdf, as
long as the distinct modes can be quickly identified.
4.2.3 Heavy tail mixture IS
LAGIS implicitly assumes that the covariance matrix Σ+vr obtained from the
inverse Hessian of log m˜vr(xk) at xk = µ
+
vr provides adequate information
for sampling m˜vr(xk) via (53). However, m˜vr(xk) can be highly asymmet-
ric and skewed, in which case Gaussian proposal pdfs will lead to inefficient
sampling due to shape mismatch and produce unreliable high variance esti-
mates in eqs. (34)-(37). This mismatch can be mitigated by replacing the
Gaussian proposal pdf in (53) with a heavier tailed distribution that has the
same mean/mode and ‘shape’ vis-a-vis the covariance, so that samples can
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be generated further away from µ+vr in appropriate directions. One possibil-
ity is to use a scale mixture model proposal pdf derived from the Laplace
approximation,
qvr(xk) =
Mq∑
c=1
βcN (µ+vr, ξc · Σ+vr), (54)
The scalar terms ξc ≥ 1 allow samples to be drawn at larger distances from
µ+vr and the weights βc control the proportion of IS samples drawn at scale ξc.
The parameters M q, βc and ξc should be set to maximize sampling efficiency,
i.e. to ensure that most samples actually lie inside the areas of high support
for m˜vr(xk). For example, the proposal mixture parameters can be adapted
via the importance weights θs after a sampling pass (although this can be
expensive for large M q).
4.3 IS Algorithm Summary and Practicalities
For both IGS and DLS, the resulting number of mixands M f = M iM j can
grow very large if either M i or M j is large. Mixture compression strategies
should are therefore needed to ensure computational efficiency for recur-
sive GM fusion updates [48]. Three general strategies are possible to keep
M f at/below some desired upper bound Mmax: (i) ‘pre-fusion’: compress
pi(xk) and p
j(xk) to mixtures p
i′(xk) and p
j′(xk) with sizes M
i′ < M i and
M j
′
< M j, respectively; (ii) ‘mid-fusion’: merge/prune pf (xk) on the fly,
e.g. by truncating mixands with weights falling below some threshold; (iii)
‘post-fusion’: perform compression only after all M iM j components are cal-
culated. Approach (i) can lose too much information prior to fusion, but may
still provide acceptable results if the majority of mixands in both pi(xk) and
pj(xk) have significantly small weights, and are in close proximity to each
other and/or other mixands with much larger weights. Approach (iii) retains
the most information but requires the most computational effort for DDF. As
such, it may yield approximate fusion pdfs pf that are too cumbersome for
conventional ‘one mixand at a time’ GM compression methods (which typi-
cally scale as O([M f ]2) or O([M f ]3)). Approach (ii) offers the best balance
of speed and accuracy, as long as candidates for mixand merging/pruning
can be identified prior to IS approximation.
In exact DDF, for instance, it is easy to show that the following bound
holds for each unnormalized fusion component pdf and common information
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GM pdf mixand t ∈ {1, ...,M c,ij} ∀xk
mvr(xk) =
N (xk;µijvr,Σijvr)
u(k)
≤ N (xk;µ
ij
vr,Σ
ij
vr)
wc,ijt N (xk;µc,ijt ,Σc,ijt )
=
1
wc,ijt
N (xk;µt#vr ,Σt#vr ),
(55)
so that the unnormalized component weights (35) also obey
w˜t#qr ≤ wivwjr z¯ijvr · κtvr, (56)
κtvr =
1
wc,ijt
∫ ∞
−∞
N (xk;µt#vr ,Σt#vr )dxk
where µt#vr ,Σ
t#
vr , and κ
t#
vr are all easily obtained in closed-form. Since the
bound holds ∀ t ∈ {1, ...,M c,ij}, the smallest κ#qr = mint κtvr for each mixand
vr can be used to prioritize updates, such that those mixands for which the
RHS of (56) falls below a certain threshold are either ignored entirely or
calculated later.
5 Simulation Studies
This section studies various features of the proposed GM fusion approxima-
tions through four sets of numerical examples. The first example compares
the IGS and DLS methods to other state of the art GM fusion approxima-
tions on synthetic problems. The second synthetic fusion example compares
and contrasts the approximation accuracy and sampling efficiency of IGS
and various DLS implementations. The third example demonstrates how
the DLS approximation behaves in a decentralized static target search ap-
plication for exact GM-based DDF using multiple mobile search platforms.
The final example demonstrates how the IGS approximation behaves in a
more challenging decentralized dynamic tracking scenario, involving multi-
ple range-only sensing platforms and a highly maneuverable target that yield
highly non-Gaussian uncertainties.
5.1 Example 1: 2D synthetic problems
Figure 3 shows synthetically generated GMs for pi(xk), p
j(xk), and p
c,ij(xk).
Figure 4 (a) shows a grid approximation to the exact DDF result. Also shown
are the fused GM obtained by: DLS (b, using INGIS with α = 5, Ns = 500
30
(a) (b) (c)
Figure 3: GMs for fusion example: (a)-(b) pi(xk) and p
j(xk) with M
i =
M j = 14; (c) common information pdf pc,ij(xk) with 40 components.
per mixand); the moment-matched Gaussian denominator (MMGD) approx-
imation of [15] (c, eq.13); DLS (d, using Ns = 1000 total samples); the mix-
ture Laplace approximation (e); and the IS technique of [14] (f, using pc,ij(xk)
as the proposal pdf, followed by EM compression of 5000 weighted samples
to a GM with 14 components). Both DLS (b, KLD from truth = 0.0104
nats) and IGS (d, KLD = 0.0281 nats) do an excellent job of accurately cap-
turing both the dominant and weaker modes of the true fusion pdf, unlike
the approximations in (c), (e), and (f) (KLDs of 1.1264 nats, 1.0023 nats,
and 1.0505 nats, respectively). In (c), the approximation of pc,ij(xk) by a
Gaussian leads to significant information loss. Likewise, the mixture Laplace
approximation in (e) does not accurately capture the covariances or relative
weightings of the fused mixture modes, although the result still provides a
reasonable estimate for use in the IS approximations of DLS and IGS. In
contrast, the use of pc,ij(xk) as an IS proposal pdf does not lead to good
results in (f), since pc,ij(xk) and p
f,E(xk) are quite distinct.
Figure 5 (a) shows the WEP fusion pdf for the same example using
ω = 0.4436, which was found via Algorithm 1 using 5000 samples with the
minimax information loss rule. Also shown are the GMs obtained by: DLS
(b, using INGIS with same settings as for exact fusion); the ‘first order co-
variance intersection’ (FOCI) approximation of [10] (c, eq. 14); IGS (d,
using the same settings as for exact fusion); the ‘IS + weighted EM’ (IS-
WEM) technique of [39, 7] (e, applying Algorithms 1 and 2 in succession
with Ns = 5000); and Naive Bayes fusion (f), which takes the product of the
GMs pi(xk), p
j(xk) assuming the absence of p
c,ij(xk). DLS again accurately
captures the dominant and weak modes of the true fusion posterior pdf (KLD
from truth = 0.0029 nats). IGS does slightly worse but generally maintains
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Figure 4: Results for approximating pf,E(xk) for GMs in Fig. 3: (a) exact fusion result (computed on
grid); (b) DLS approximation (INGIS); (c) MMGD approximation; (d) IGS approximation; (e) Laplace
approximation GM pdf; (f) EM condensation of IS samples.
the correct overall shape and relative mixand weightings for the overall fused
pdf (KLD= 0.0848 nats). The small shape errors apparent for the lower
weighted mixands are attributable to ‘effective sample loss’ following Algo-
rithm 1, which obtains an effective sample size of 284 from Ns = 1000. FOCI
(KLD = 0.6975 nats) fails to resolve the modes of the fusion posterior, as
it ignores higher order information from pˆc,ij(xk). IS-WEM (KLD = 0.1035
nats) preserves this missing information through importance sampling, but
converges to a poor local minimum of the negative log-likelihood function for
condensing the samples into a GM. Despite using considerably fewer samples
than IS-WEM, the resulting IGS result is noticeably better and ultimately
far more stable. The Naive Bayes GM (KLD = 0.30 nats) provides optimistic
estimates for the mixand covariances and severely underestimates several of
the smaller mixand weights.
Table 1 shows the typical times required to run non-parallelized imple-
mentations of each fusion method for the exact and WEP DDF cases (Mat-
lab 9.1, Windows 10, Intel i7-8550U 1.80 GHz CPU with 16 GB RAM).
The DLS, IS-WEM and FOCI times for WEP fusion include a ‘worst case’
0.64 sec time required to run Algorithm 1 with Ns = 5000 samples (based
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Figure 5: Results for approximating pf,W(xk) for GMs in Fig. 3 for ω = 0.4436: (a) grid-based fusion
result; (b) DLS approximation (INGIS); (c) FOCI approximation; (d) IGS approximation; (e) IS-WEM
approximation; (f) Naive Bayes fusion result.
on the IS-WEM implementation); the time reported for IGS represents the
combined Ns = 1000 run time for Algorithm 1 (0.30 secs) and Algorithm 3.
Since it does not require estimation of ω, the Naive Bayes result represents
the time required to construct the product pdf only. These results show that
DLS and IGS generally require only a modest increase in computation time
relative to the other less accurate existing fusion techniques. A significant
portion of the increased time cost is incurred by: construction of the Naive
Bayes pdf for both DLS and IGS in all cases; construction of the mixture
importance sampling pdf for DLS in both the exact and WEP cases; and by
Algorithm 1 to optimize ω for both DLS and IGS in the WEP case. The
results shown here also represent unoptimized software implementations of
DLS and IGS, whereas significant performance gains could, for instance, be
obtained via parallelization of Algorithms 1, 3 and 5, as well as mixture
condensation before or during fusion operations.
The accuracies and execution times of these methods were also studied
in a larger set of 100 simulated ‘one shot’ exact and WEP GM fusion prob-
lems with randomly constructed 2-dimensional pdfs. In each simulation, the
platform GMs pi(xk) and p
j(xk) were constructed with 10-11 components
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Table 1: Typical GM fusion execution times for 2D example.
Method Exact DDF Time (secs) WEP DDF Time (secs)
DLS 0.46 1.09
IGS 0.60 0.74
MMGD 0.07 -
Laplace 0.19 -
IS-WEM 1.72 1.64
Naive Bayes - 0.09
each, with component means drawn uniformly in each dimension between
-14 and 14, component weights drawn from a uniform distribution and then
renormalized, and component covariances drawn from a Wishart pdf with 10
degrees of freedom and a base covariance scale factor of 0.75. For exact fu-
sion, the common information GM pˆc,ij(xk) was constructed similarly, except
with between 40-41 components and component means drawn uniformly in
each dimension between -20 and 20. The MMGD, DLS (INGIS), and IGS
methods were applied for exact fusion, while the FOCI, DLS (INGIS), and
IGS methods were applied for WEP fusion. The true pf,E and pf,W pdfs in
each case were also constructed via grid approximation, with Algorithm 1
again applied to approximate ω∗ as before. To better assess the accuracy-
computation tradeoff for DLS and IGS, both methods were implemented with
multiple Ns values, with Ns ∈ {10, 50, 100, 200} per fused mixand component
for DLS and Ns ∈ {100, 500, 1000, 2000} total mixture samples for IGS.
Figure 6 shows the resulting Kullback-Leibler divergences for each ap-
proximate fusion method relative to the ground truth grid approximations,
along with the resulting execution times. As expected, the accuracy and
variance of both DLS and IGS improve significantly as more importance
samples are used, with corresponding modest increases in required computa-
tion time. The improved accuracy of DLS relative to IGS in nearly all cases
can be attributed to the fact that the statistics for each posterior fusion pdf
mixand are estimated via a set of Ns exclusive samples in DLS, whereas all
mixands must ‘share’ the same Ns samples in IGS. Given that each mixture
considered in these simulations could have anywhere between 100-121 to-
tal posterior fusion mixands, DLS could use anywhere between 1000-24,200
total importance samples to approximate the GM fusion pdf, compared to
only 100-2000 total samples for IGS. The larger total sample sizes lead to
noticeably higher DLS execution times for WEP fusion (which includes time
to execute Algorithm 1 with 5000 samples), but only smaller corresponding
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Figure 6: Kullback-Leibler divergences (a)-(b) and execution times (c)-(d) for 100 randomly generated
2D GM Exact and WEP simulated fusion problems.
time penalties for exact fusion compared to IGS. The time increases for IGS
in the exact case can be attributed to the fact that IGS must sample from
whole mixture, compute IS weights, and then compute SS-WEM responsibil-
ities via Algorithm 3 for 100-2000 samples 100-121 times before estimating
component statistics, resulting in 10,000-242,000 operations (i.e. an order of
magnitude more than needed for only computing IS weights for DLS before
estimating approximate fusion mixand statistics). It is also worth noting
that the 5000 samples used for WEP represents a typical upper bound on
sampling size needed for 2D optimization via Algorithm 1; the times for DLS
in WEP fusion are about same as IGS if the same number of samples are
used for ω optimization. As will be shown later for the 4D maneuvering
target tracking problem, the gap between the execution times for FOCI and
IGS/DLS approximations also drops significantly when fewer mixands need
to be fused at each platform.
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Figure 7: Comparison of component-wise GM fusion approximation techniques for exact DDF (with
KLD from true fusion result): (a) agent i GM pdf, (b) agent j GM pdf, (c) common information GM
pdf, (d) exact DDF fusion result (approximated on high density grid); (e) INGIS approximation (KLD
= 0.2555 nats); (f) direct component-wise Laplace approximation without sampling correction (KLD =
0.3763 nats); (g) LAGIS approximation (KLD = 0.1054 nats); (h) heavy-tailed LAGIS approximation
(KLD = 0.0910 nats).
5.2 Example 2: INGIS, LAGIS and Mixture IS pdfs
This example examines the tradeoff between accuracy and computation cost
for the INGIS, LAGIS, and heavy tail mixture importance sampling variants.
Only the DLS approximation is considered here, as the main insights are sim-
ilar for the IGS approximation. The effective sample size (ESS) defined in eq.
(40) is useful here in assessing the quality of the different IS approximations
with respect to each of the fusion pdf mixands in the case of DLS.
Fig. 7 (a)-(c) show randomly generated pdfs for pi(xk), p
j(xk) and
pc,ij(xk); Fig. 7 (d) shows the exact DDF result with 16 non-Gaussian
mixands. Figs. 7 (e)-(h) respectively show the approximate GMs obtained
via different IS methods with Ns = 500 per mixand and no mixture com-
pression: INGIS (e, α = 5); non-sampling Laplace mixture approximation (f,
where the Laplace proposal pdf directly approximates each m˜vr(xk) without
sampling); LAGIS (g); and heavy-tail mixture IS (h, which uses maximum
scale determined by Σtvr from (55) for M
h = 5 mixdands). The KLDs with
respect to the true fusion pdf in (d) are also provided. The approximations
in (e) and (f) capture the broad features of (d), but give only rough estimates
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Figure 8: (a) Single run component-wise ESS results for exact GM fusion problem in Fig. 7 using
INGIS (red), LAGIS (blue) and heavy-tailed LAGIS (black), shown along with true posterior fusion
mixture component weights (green); (b) logarithm of true component weights (green) and upper bounds
given by κqr; (c)-(d) components 9 and 13 true exact posterior fusion pdf, showing highly non-Gaussian
features that are not easily captured by naive Gaussian approximations.
of the covariance for the ‘banana’ shaped mode in the upper left side and the
mixand weight for lower right mode. The LAGIS and heavy-tail methods
correct these issues, where the latter better accounts for the ‘slanted top’ of
the lower right mode in (d).
Fig. 8 (a) shows the ESS obtained by each importance sampling method
for each mixand of the fusion pdf (plotted here as sample fraction); the true
posterior mixand weights are also shown to give a sense of how well each
method does on the ‘important parts’ of fusion pdf. The LAGIS and heavy-
tail methods generally provide the best ESS across all posterior mixands,
even though many of these are highly non-Gaussian, as shown in Fig. 8 (c)
and (d). INGIS struggles the with mixand #9, the ‘banana-shaped’ mixand
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in Fig. 8 (c), which has nearly 50% of the posterior probability mass. LAGIS
and heavy-tailed IS significantly improve on INGIS here by accounting for
the fact that the mean and mode are not co-located. The heavy-tail method
also accounts for the non-symmetric mass distribution around the mode.
Fig. 8 (a) also shows that heavy-tailed IS sometimes performs worse than
LAGIS, i.e. whenever the scale factors in (54) lead to inefficient sampling
too far from the posterior mode. Fig. 8 (b) compares the log value of the
weight upper bound (56) to the true log posterior weight for each mixand.
This bound is loose in many cases, but extremely small values give strong
indication of negligible mixands and are thus useful for mixand pruning ahead
of importance sampling.
5.3 Example 3: Multi-platform Target Search
This example shows how the DLS approximation performs over multiple
sequential exact fusion instances for a simulated multi-robot target search
mission. Fig. 9 (a) shows the 9 component GM prior used to specify the lo-
cation of a single static target (located at (0, 0), not shown). Also shown are
the starting positions and headings of 5 search robots, which are equipped
with forward-looking binary visual target detectors (viewcones depicted by
the black triangles). Fig. 9 (b) shows the GM pdf resulting from centralized
fusion of all 5 robots’ ‘no detection’ measurements collected over 50 consec-
utive time steps along the indicated trajectories (dashed lines). This GM is
compressed to 50 components, but still gives a very close approximation to
the true Bayes posterior pdf, which is shows the non-Gaussian ‘scattering
effect’ characteristic of negative information fusion in search problems [49].
Fig. 9 (c) and (d) show the results of applying exact Bayesian DDF to
the search problem, where all robots communicate in a star topology with
robot 3 at the hub of the network. The robots all start off with the same
prior GM shown in Fig. 9 (a), and do not communicate with each other until
time step k = 50, at which point they share their locally constructed posterior
GMs and common information pdfs to perform GM DDF updates. Fig. 9 (c)
shows the GM pdf for robot 3 (located lower right corner) following Bayesian
fusion of only its own local ‘no detection’ measurements for the first 49 time
steps. Fig. 9 (d) shows the GM that results from successive fusion of the
local GMs from robots 1, 2, 4 and 5, respectively, according to Algorithm
1 (INGIS, with α = 0.5 and Ns = 500). The resulting KLD between the
centralized fusion GM in (b) and the exact DDF GM in (d) is 0.1173 nats.
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Figure 9: Comparison of centralized and DDF GM fusion results for 5 robot target search scenario:
(a) GM prior and binary visual target detection viewcones for search robots; (b) centralized GM fusion
posterior pdf for robot trajectories (shown in cyan) after k = 50 time steps; (c) local GM fusion result for
robot 3 (which started from lower right corner) after k = 49 steps, prior to DDF update; (d) local GM
fusion result for robot 3 at step k = 50 following DDF update with robots 1,2, 4 and 5 (KLD w.r.t. (b)
= 0.1173 nats).
Although the smaller modes around (0, 0) are diminished in (d) due to the
use of successive GM compression following GM fusion with each other robot
(which limits the maximum mixture size to 50 components after each pass),
the overall agreement between the centralized and DDF results is still good,
especially as the information obtained by the other robots for the modes in
the other corners of the search space comes through clearly.
5.4 Example 4: Maneuvering Target Tracking with
Limited Data and Comms
5.4.1 Problem setup
This example demonstrates GM DDF for a more challenging decentralized
dynamic target tracking scenario involving higher dimensional GM pdfs.
Consider three independent and static sensing platforms i ∈ {1, 2, 3} located
at East-North positions (ξi, ηi) that must each track a highly maneuverable
aerial target over a large 2D surveillance area. The target’s dynamics are
given by a 5-mode jump Markov hybrid linear system model with nearly
constant velocity kinematics for inertial East-North position and velocity
states xk = [ξ
t
k, ξ˙
t
k, η
t
k, η˙
t
k]
T discretized at ∆T = 1 sec,
xk+1 = F
mkxk + wk, (57)
wk ∼ N (0, Qmk), (58)
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Fmk =

1 ∆T 0 0
0 1 0 0
0 0 1 ∆T
0 0 0 1
 , for mk = 1 (59)
Fmk =

1 sin(Ω
mk∆T )
Ωmk
0 −(1−cos(Ω
mk∆T ))
Ωmk
0 cos(Ωmk∆T ) 0 − sin(Ωmk∆T )
0 (1−cos(Ω
mk∆T ))
Ωmk
1 sin(Ω
mk∆T )
Ωmk
0 sin(Ωmk∆T ) 0 cos(Ωmk∆T )
 , for mk = 2, 3, 4, 5 (60)
where mode 1 represents straight level flight with no turn, modes 2 and 4
represent starboard turns with Ω2 = −0.05 rad/s (wide turn) and Ω4 =
−0.15 rad/s (tight turn), and modes 3 and 5 represent port-side turns with
Ω3 = 0.05 rad/s and Ω5 = 0.15 rad/s. The discrete time process noise
matrix Qmk for each mode is found by applying Van Loan’s method [50] to
continuous time white noise process accelerations with intensity 2 (m/s2)2.
The stochastic mode switching dynamics are governed by a 5-state Markov
chain for the discrete random variable mk ∈ {1, ..., 5}, with state transition
probabilities encoded in matrix A ∈ R5×5
pik+1(mk+1) = Apik(mk), (61)
A(i, j) =
{
0.85, if i = j,
0.0375, if i 6= j, (62)
where pik = [P (mk = 1), · · · , P (mk = 5)]T is the modal probability vector at
time k such that
∑
m pik(m) = 1 and pi0 is assumed given.
Figure 10 shows the relative geometry of the sensor platforms and a typ-
ical true 2D target trajectory for a 7 min tracking scenario. For simplicity,
each i is assumed to have unlimited sensing range and fixed sensor noise
characteristics for synchronous measurements that are converted to noisy 2D
pseudo-ranges and range rates,
yik =
[
ρik
ρ˙ik
]
(63)
ρik =
√
(ξtk − ξi)2 − (ηtk − ηi)2 + vi,ρk , (64)
ρ˙ik =
(ξtk − ξi)(ξ˙tk − ξ˙i)− (ηtk − ηi)(η˙tk − η˙i)
ρik
+ vi,ρ˙k , (65)
vi,ρk ∼ N (0, Ri,ρ), vi,ρ˙k ∼ N (0, Ri,ρ˙), (66)
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Figure 10: Typical true target trajectory and true sensing platform locations for maneuvering range-
only tracking scenario.
where Ri,ρ = 400 m2 and Ri,ρ˙ = 1 (m/s)2.
5.4.2 Bayesian estimators for data fusion
Interactive multiple model (IMM) filtering strategies are well-suited to the
hybrid stochastic dynamics for this problem. In IMM filtering, recursive
Bayesian estimates are sought for the joint posterior mode and state distri-
bution p(xtk,mk|y1:k) given all available platform observations y1:k. This joint
posterior can be computed via a two stage update: the first to compute the
posterior mode conditional state pdfs p(xtk|mk, y1:k) for each possible mk, and
the second to compute the posterior mode distribution P (mk|y1:k),
p(xtk|mk, y1:k) =
p(xtk|mk, y1:k)p(yk|xtk,mk, y1:k−1)
p(yk|mk, y1:k−1) (67)
P (mk|y1:k) = P (mk|y1:k−1)p(yk|mk, y1:k−1)∑
mk
P (mk|y1:k−1)p(yk|mk, y1:k−1) (68)
p(yk|mk, y1:k−1) =
∫
p(xtk|mk, y1:k)p(yk|xtk,mk, y1:k−1)dxtk, (69)
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where p(xtk,mk|y1:k) = p(xtk|mk, y1:k)P (mk|y1:k). Following Bayes measure-
ment updates, each distribution is predicted forward through the Markov
model switching dynamics, where
P (mk+1|y1:k) = pik+1(mk+1) =
∑
m
P (mk+1|mk = m)P (mk = m|y1:k) (70)
= A[P (mk+1 = 1|y1:k), · · · , P (mk+1 = 5|y1:k)]T = Apik(mk), (71)
and where it is easily shown that
p(xtk+1|mk+1, y1:k) =
∑
mk
∫
p(xtk+1,mk+1|xtk,mk)p(xtk,mk|y1:k)dxtk (72)
=
∑
mk
P (mk+1|mk)P (mk|y1:k)p(xtk+1|mk, y1:k). (73)
This last expression for p(xtk+1|mk+1, y1:k) is naturally a mixture of predicted
state pdfs. This mixture uses the predicted mode probabilities P (mk+1|y1:k)
as weights for the predicted state pdfs p(xtk+1|mk, y1:k), which follow from ap-
plying the Chapman-Kolmogorov equation to each possible mode hypothesis
pdf p(xtk|mk, y1:k). The number of mixture terms for p(xtk+1|mk+1, y1:k) (and
subsequently for p(xtk+1|mk+1, y1:k+1) following a Bayesian measurement up-
date) therefore grows geometrically at each time step, as the number of pos-
sible mode transition histories grows. This ‘curse of history’ is handled in the
conventional IMM by approximating p(xtk+1|mk+1, y1:k) with a single Gaus-
sian pdf, whose first and second moments match those of the RHS mixture in
(73). If p(xtk+1|mk+1, y1:k+1) is well-approximated by a single Gaussian, then
this approach leads to a convenient recursive approximation to the optimal
Bayes filter [51]. However, if p(xtk+1|mk+1, y1:k+1) is highly non-Gaussian,
more sophisticated pdf approximations must be used and propagated within
the RHS mixture of (73) [52].
Three different IMM estimation schemes are considered that use Ex-
tended Kalman filter Gaussian sum filter (EKF-GSF) GM approximations
for the mode conditional predicted pdfs p(xtk+1|mk+1, y1:k) and mode con-
ditional posteriors p(xtk+1|mk+1, y1:k+1). The first approach is a centralized
IMM estimator which process all measurements from all three sensing plat-
forms at every time step. Note that the mode conditional pdfs can each be
well-approximated by a single Gaussian in this case, since the target’s loca-
tion can be trilaterated from the full set of yk data at each time step. This
set up therefore provides a high baseline for tracking performance.
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The second approach uses an independent IMM at each sensor platform,
which processes only that platform’s local measurements at each time step via
the EKF-GSF and does not fuse any information from the other platforms. In
this case, the target cannot be easily localized and the mode conditional pdfs
become highly non-Gaussian. The mode conditional pdfs are thus modeled as
GMs with at most 12 components each, so that the overall marginal pdf for xtk
(marginalizing outmk) at each platform is a GM with at most 60 components.
These independent estimators use Runnalls’ algorithm to compress the mode
conditional GM pdfs after time update and measurement update steps. This
set up provides a low baseline for tracking performance.
The third approach also deploys independent IMMs at each platform us-
ing EKF-GSF GM approximations, but additionally uses WEP DDF to fuse
each platform’s mode conditional target state GMs every 60 secs accord-
ing to the asymmetric circular communication topology 1 → 2 → 3 → 1.
This austere constraint is representative of operating conditions featuring
extended communication blackout periods, e.g. in domains such as per-
sistent undersea and aerial surveillance where lack of reliable interplatform
communications, need to conserve onboard energy, etc. must be handled.
In this case, each platform communicates the full set of mode conditioned
GM pdfs {pi(xtk|mk, Zik)}mk=1:5 at some designated fusion time k to its desig-
nated recipient, and fuses each GM element of this set with the corresponding
mode conditioned GM pdf in the pdf set
{
pj(xtk|mk, Zjk)
}
mk=1:5
sent by its
designated sender j,
pf,i(xtk|mk, y1:k) =
1
η(mk)
[
pi(xtk|mk, Zik)
]ω [
pj(xtk|mk, Zjk)
]1−ω
(74)
η(mk) =
∫ [
pi(xtk|mk, y1:k)
]ω [
pj(xtk|mk, y1:k)
]1−ω
dxtk. (75)
The mode probabilities are then updated locally by each platform4,
P+,i(mk|y1:k) = P
i(mk|y1:k) · η(mk)∑
mk
P i(mk|y1:k) · η(mk) . (76)
The minimax information loss rule (11) is used to select ω in (74). Runnalls’
compression to 12 mixands is applied to the fused GM for each mk after
4in principal, the mode probabilities could also be fused between the platforms using
the conditional factorization formulation of DDF described in [42]; that approach is not
used here for simplicity
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(a) (b) (c)
Figure 11: Typical platform marginal GMs for independent non-DDF based tracking across all ma-
neuvering modes for target’s estimated E-N position (mixture component 2σ ellipses shown, with colors
corresponding to platforms).
DDF, where mixands are discarded if their weights are numerically indistin-
guishable from zero. Both IGS (with Ns =1000) and FOCI are separately
implemented to approximate the resulting WEP fusion pdfs at each plat-
form, where interplatform communication and DDF updates only occur at
time steps k = 60, 120, 180, 240, 300, 360, and 420.
Fifty Monte Carlo runs of ∼7 minute (422 time step) tracking simula-
tions were performed for each fusion method, using an initial target dis-
tribution modeled by a mixture of equally weighted 60 Gaussian compo-
nents (12 equally weighted Gaussians per maneuvering mode), whose means
were randomly perturbed about the true target state initial state xt0 =
[5× 103 m, 0 m
s
, 1× 102 m, 375 m
s
]T by zero mean Gaussian random vectors
with diagonal covariance P0 = diag([500 m
2, 100 (m
s
)2, 500 m2, 100 (m
s
)2]) and
assigned diagonal covariance matrices with independent initial E-N position
uncertainties of 2000 m2 and independent velocity uncertainties of 1000 (m
s
)2.
The simulations for all fusion approaches were implemented in Matlab 9.1
on a Windows 10 laptop (Intel i7-8550U 1.80 GHz CPU with 16 GB RAM).
5.4.3 Results
Figure 11 shows the resulting East-North target position pdfs at selected time
steps for a typical Monte Carlo tracking run using the non-DDF ‘indepen-
dent’ estimation scheme at each platform. The ellipses show the 2σ bounds
for local GMs pi(xtk|y1:k), marginalized across discrete maneuvering modes
mk. These plots clearly show that the position uncertainties in this scenario
lead to highly non-Gaussian ‘ring pdfs’ that are characteristic of range-based
tracking by a single platform. Since each platform can only carry up to 12
Gaussian mixands per manuevering mode, noticeable gaps appear early on
in the local pdfs due to the effect of Runnalls’ mixture compression. Each
44
(a) (b) (c)
(d) (e) (f)
Figure 12: Typical platform marginal GMs for FOCI WEP DDF across all maneuvering modes for
target’s estimated E-N position: (a)-(c) prior to DDF updates; (d)-(f) following DDF updates (mixture
component 2σ ellipses shown, with colors corresponding to platforms).
(a) (b) (c)
(d) (e) (f)
Figure 13: Typical platform marginal GMs for IGS WEP DDF across all maneuvering modes for
target’s estimated E-N position: (a)-(c) prior to DDF updates; (d)-(f) following DDF updates (mixture
component 2σ ellipses shown, with colors corresponding to platforms).
platform generally manages to keep some modal mixands close to the target’s
true trajectory for a significant portion of the tracking run. However, the
combined effects of mixture compression and local non-observability even-
tually force the GMs for all platforms to deviate significantly from the true
trajectory after an extended time.
Figures 12 and 13 show snapshots of the marginal East-North target
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position pdfs under DDF with FOCI and IGS, just before and just after 3 of
the 7 fusion instances. These plots show that IGS leads to GM fusion results
that are much closer to what is expected for periodic Bayesian combination
of the information collected at each platform, as the GM components for
each platform remain tightly clustered near the true target trajectory. The
shapes of these pdfs also generally agree with the centralized fusion result,
which effectively finds the intersection of each platform’s uncertainty ring
while avoiding double counting of common prior information from the shared
switching process dynamics. While FOCI tends to also produce some GM
components that are clustered near the true target trajectory, it also produces
many other extraneous components at each platform that are far from the
true target trajectory. Note that the fusion pdfs produced by each platform
under IGS or FOCI do not match across platforms. This is expected, due
to the delayed spreading of information imposed by the asymmetric circular
communication topology and due to information loss from WEP DDF.
Since centralized fusion produces a tightly clustered pdf for the true target
state, the minimum mean squared error estimate (MMSE) of xt derived from
the platform GMs provides a sensible basis by which to assess and compare
the effective amount of information gained by each platform at each fusion
instance under either of the GM WEP DDF methods. In this case, the
MMSE estimator xˆt,ik for platform i at time k corresponds to the mean of
the fused mixture pdf pi,f (xtk|y1:k), which is given by the marginal of the
LHS of (74) with respect to modes mk. Likewise, the local marginal mixture
covariance provides the estimation error covariance matrix.
Figure 14 shows the root mean square error (RMSE) and 2σ bounds (de-
rived from the square root of the trace of estimation error covariance) for the
MMSE target state estimate of each platform under each fusion method vs.
time, averaged over all 50 Monte Carlo runs. The FOCI results tend to ex-
hibit large spikes in the 2σ estimation uncertainty, reflecting the contribution
of extraneous mixture components that show up after WEP DDF. In several
fusion instance, the FOCI estimate displays poor tracking behavior following
fusion. In particular, for the early part of platform 2’s tracks and for the
middle portion of platform 3’s tracks, the error does not drop significantly
following FOCI fusion, indicating that severe biases enter via the FOCI GM
fusion pdf. In contrast, IGS fusion shows much better and more consistent
performance overall, with position errors generally in range of 10s of meters
and velocity errors generally in range of single digits. Furthermore, the 2σ
estimation uncertainty for IGS drops consistently and significantly after each
46
(a)
(b)
(c)
Figure 14: Platform tracking RMSEs and 2σ bounds vs. time for different fusion methodologies,
averaged over 50 Monte Carlo trials (errors shown on log scale).
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Figure 15: Platform 2 distributions for log of absolute state error immediately following DDF events.
fusion instance, as expected. It can also be seen that in all instances, both
IGS and FOCI remain ‘conservative’ in the MSE sense relative to the cen-
tralized optimal fusion result (and hence statistically consistent), although
IGS is less conservative overall, especially in the time windows immediately
following DDF updates.
To examine the state estimation error discrepancies between IGS and
FOCI more closely, Figure 15 shows the distributions of the base 10 logarithm
of the absolute MMSE state errors for each estimated target state following
DDF updates at Platform 2 across all 50 Monte Carlo runs (the results
for Platforms 1 and 3 are similar and not shown here). The FOCI E-N
position estimation errors are typically 1 or 2 orders of magnitude larger
than for IGS, and the FOCI estimates overall show much higher variability
compared to IGS. This underscores the ability of IGS to reliably produce high
fidelity GM WEP DDF approximations at each platform. This in turn allows
each platform to maintain statistically correct pdfs between DDF updates
via numerous multimodal hybrid dynamic state predictions and partially
observable nonlinear local measurement updates.
Finally, given the more complex nature of this 4D hybrid dynamical track-
ing problem relative to the previous 2D static toy problems and quasi-static
target search application, it is worth commenting on the computational per-
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formance of IGS and FOCI. On each DDF update for a given pair of plat-
forms, IGS required 92.4±57.8 msecs to jointly optimize ω and approximate
the fusion GM for each maneuvering mode, whereas FOCI required 87.5±34.9
msecs. The Matlab code for these fusion approximations again did not lever-
age parallelization or other optimization strategies. The run times for IGS
and FOCI could thus be significantly improved for online applications.
6 Conclusions
This paper presented novel approximation strategies for Bayesian decentral-
ized data fusion with Gaussian mixture models. These methods exploit the
fact that the fusion posterior for a general Gaussian mixture DDF prob-
lem is a mixture of non-Gaussian component pdfs, each of which can be
approximated by Gaussian pdfs to obtain a high-fidelity GM approxima-
tion for recursive fusion. This leads to a parallelizable decomposition of the
fusion posterior that is equally applicable to both exact and approximate
Bayesian DDF updates. Two classes of Monte Carlo importance sampling
algorithms – indirect global sampling (IGS) and direct local sampling (DLS)
– were developed to exploit the natural structure of mixture fusion prob-
lems and obtain the required fusion mixand approximations. IGS and DLS
were demonstrated on several simulated synthetic and practical application
examples, including multi-platform target search and range-based maneuver-
ing target tracking. The simulation results showed that the approximations
developed here provide significant improvements over existing Gaussian mix-
ture fusion approximations in terms of computational efficiency, reliability,
and scalability to large mixture models.
The insights underlying the IGS and DLS methods developed here are the-
oretically applicable to state space models of any size. However, since these
methods are based on Monte Carlo importance sampling techniques in prac-
tice, some care must still be exercised when dealing with high dimensional
problems. Techniques such as the Laplace approximation and heavy-tailed
importance pdf sampling are useful to optimize sample efficiency in such
cases, but other numerical sensitivities may still be present. For example,
first-hand experience for exact DDF problems in 6 dimensions and higher
has shown that saddle points can be problematic for gradient-based and
quasi-Newton numerical optimization techniques for Laplace approximation,
especially when the number of mixture terms in the common information
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pdf becomes large. Algorithm 1 can also fail to provide reliable results with
small sample sizes in cases where there is little or no overlap between the GM
pdfs being fused (e.g. if mixand components are too far apart). Related to
this, there are no formal guarantees that the FOCI approximation provides
the best importance sampling distribution for Algorithm 1, though it has
been empirically observed to work well in practice. Additional mitigation
strategies can be introduced to handle these and other problem-dependent
issues, but are left as avenues for future work.
Finally, the methods developed here could also be extended to other appli-
cations of Bayesian inference that generally involve Gaussian mixture model
division, most notably forward-backward mixture-based smoothing in non-
linear Markovian dynamical systems [53, 54] 5 and mixture-based algorithms
for multi-target tracking via finite set statistics filters [55, 56, 57]. The theo-
retical connections and potential applications of the IGS and DLS methods
to such problems provide yet another interesting avenue for future research.
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