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ABSTRACT
In this paper, we study the performance of NIPOP-aCMA-
ES and NBIPOP-aCMA-ES, recently proposed alternative
restart strategies for CMA-ES. Both algorithms were tested
using restarts till a total number of function evaluations of
106D was reached, where D is the dimension of the function
search space. We compared new strategies to CMA-ES with
IPOP and BIPOP restart schemes, two algorithms with one
of the best overall performance observed during the BBOB-
2009 and BBOB-2010. We also present the first benchmark-
ing of BIPOP-CMA-ES with the weighted active covariance
matrix update (BIPOP-aCMA-ES).
The comparison shows that NIPOP-aCMA-ES usually out-
performs IPOP-aCMA-ES and has similar performance with
BIPOP-aCMA-ES, using only the regime of increasing the
population size. The second strategy, NBIPOP-aCMA-ES,
outperforms BIPOP-aCMA-ES in dimension 40 on weakly
structured multi-modal functions thanks to the adaptive
allocation of computation budgets between the regimes of
restarts.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of





Benchmarking, black-box optimization, evolution strategy,
CMA-ES, self-adaptation, restart strategies
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1. INTRODUCTION
The CMA-ES algorithm is a stochastic optimizer, search-
ing the continuous space RD by sampling λ candidate solu-
tions from a multivariate normal distribution [9, 8]. It ex-
ploits the best µ solutions out of the λ ones to adaptively es-
timate the local covariance matrix of the objective function,
in order to increase the probability of successful samples in
the next iteration. The information about the remaining
(worst λ − µ) solutions is used only implicitly during the
selection process.
The CMA-ES has been extended to active (µ/µI , λ)-CMA-
ES [11] and weighted active (µ/µw , λ)-CMA-ES (aCMA-ES
[10]), where the information about worst λ − µ points can
be also taken into account to reduce the variance of the
mutation distribution in unpromising directions. However,
aCMA-ES no longer guarantees the positive-definiteness of
the covariance matrix, possibly resulting in algorithmic in-
stability. The instability issues can however be numerically
controlled during the search; as a matter of fact they are
never observed on the BBOB benchmark suite.
Two versions of CMA-ES with restarts have been pro-
posed to handle multi-modal functions: IPOP-CMA-ES [1]
was ranked first on the continuous optimization benchmark
at CEC 2005 [4, 3]; and BIPOP-CMA-ES [5] showed the
best results together with IPOP-CMA-ES on the black-box
optimization benchmark (BBOB) in 2009 and 2010.
The restart strategies of CMA-ES can be viewed as a
noisy optimization problem of proper hyper-parameters of
the CMA-ES in a 2D space (population size, initial step-
size). In this paper we study the performance of two al-
ternative restart strategies for CMA-ES, NIPOP-aCMA-ES
and NBIPOP-aCMA-ES. The interested reader is referred




A search for the global optima of multimodal function can
be difficult if the number of local optima is high. For the
specific case of the CMA-ES algorithm it has been observed
that the probability and the overall number of function eval-
uations to reach the optima are very sensitive to the popu-
lation size [8]. The default population size λdefault, tuned
for uni-modal functions, is not always sufficiently large for
multi-modal functions. This observation led to an idea to
restart the CMA-ES, each time with larger population size
[1] to perform a more global search. The restart (µ/µw , λ)-
CMA-ES with increasing population (IPOP-CMA-ES [1])
launches independent restarts and double the population
size each time at least one of the stopping criterions is met.
The IPOP-aCMA-ES is an extension of the weighted active
CMA-ES in IPOP restart scheme [10], which usually per-
forms not worse than IPOP-CMA-ES on noiseless and noisy
functions.
2.2 The BIPOP-aCMA-ES
In BIPOP-CMA-ES after the first single run with default
population size, we restart the algorithm in one of two pos-
sible regimes and account the budget of function evaluations
spent in the corresponding regime. Each time we restart the
algorithm, we use the regime with smallest budget used so
far.
Under the first regime we double the population size λlarge =
2irestartλdefault in each restart irestart and use some fixed
initial step-size σ0large = σ
0
default. This regime corresponds
to the IPOP-CMA-ES.
Under the second regime we restart the CMA-ES with
some small population size λsmall and step-size σ
0
small, where











Here U [0, 1] denote independent uniformly distributed num-
bers in [0, 1] and λsmall ∈ [λdefault, λ/2]. The initial step-




In each restart, BIPOP-CMA-ES selects the restart regime
with less function evaluations. Clearly, the second regime
consumes less function evaluations than the doubling regime;
it is therefore launched more often.
The BIPOP-aCMA-ES, an extension of BIPOP-CMA-ES
to the case of the weighted active covariance matrix up-
date (weighted active (µ/µw , λ)-CMA-ES in BIPOP restart
scheme), will be for the first time benchmarked in this paper.
2.3 The NIPOP-aCMA-ES
In NIPOP-aCMA-ES in addition to increasing of popula-
tion size in each restart, we also decrease the initial step-size
by some factor kσdec. In this study we choose kσdec = 1.6
such that σ value after 9 restarts roughly corresponds to the
minimum possible initial σ = 10−2σdefault used for BIPOP-
CMA-ES.
2.4 The NBIPOP-aCMA-ES
In NBIPOP-aCMA-ES as well as in BIPOP-aCMA-ES we
have two restart regimes:
i). Double the population size and decrease the initial step-
size by kσdec = 1.6 (NIPOP-aCMA-ES).
ii). Launch CMA-ES with default population size λdefault
and σ0 = σ0default × 10
−2U [0,1].
In contrast with BIPOP-CMA-ES, where both regimes
have the same budget, the budget is adapted here according
to the performance of the regime: the best solutions x∗A
and x∗B found by regimes A and B are used as an estimator
of their quality. We thus allocate kbudget = 2 times larger
computation budget for regime A if it performs better than
B (i.e., if x∗A is better than x
∗
B), and vice versa.
2.5 The Benchmarked Algorithms
For benchmarking we consider four CMA-ES algorithms
in restart scenario: IPOP-aCMA-ES [10], BIPOP-aCMA-ES
as an extension of BIPOP-CMA-ES [5], NIPOP-aCMA-ES
and NBIPOP-aCMA-ES [12]. In (µ/µw , λ)-CMA-ES part of
these algorithms we use default parameters as given in [10]
and [5].
The maximum budget of function evaluations is 106D and
the initial step-size σ0default = 2.0.
3. RESULTS
Results from experiments according to [6] on the bench-
mark functions given in [2, 7] are presented in Figures 1, 2
and 3 and in Tables 1 and 2. The expected running time
(ERT), used in the figures and table, depends on a given
target function value, ft = fopt +∆f , and is computed over
all relevant trials (on the first 15 instances) as the number
of function evaluations executed during each trial while the
best function value did not reach ft, summed over all trials
and divided by the number of trials that actually reached ft
[6, 13]. Statistical significance is tested with the rank-
sum test for a given target ∆ft (10
−8 as in Figure 1) using,
for each trial, either the number of needed function eval-
uations to reach ∆ft (inverted and multiplied by −1), or,
if the target was not reached, the best ∆f -value achieved,
measured only up to the smallest number of overall function
evaluations for any unsuccessful trial under consideration.
All benchmarked here algorithms represent (µ/µw , λ)-CMA-
ES before the first restart occurs, therefore, the results are
very similar for the uni-modal functions, where the optimum
usually can be found without restarts. We show the results
in 40-D instead of 20-D, because the difference between al-
gorithms is more significant in higher dimensions.
NIPOP-aCMA-ES. On 6 out of 12 test functions (f15,
f16, f17, f18, f23, f24) NIPOP-aCMA-ES obtains the best
known results for BBOB-2009 and BBOB-2010 workshops.
On f23 Katsuuras and f24 Lunacek bi-Rastrigin, NIPOP-
aCMA-ES has a speedup of a factor from 2 to 3, as ex-
pected. It performs unexpectedly well on f16 Weierstrass
functions, 7 times faster than IPOP-aCMA-ES and almost
3 times faster than BIPOP-aCMA-ES. Overall, according
to Fig. 3, NIPOP-aCMA-ES performs as well as BIPOP-
aCMA-ES, while restricted to only one regime of increasing
population size.
NBIPOP-aCMA-ES. Thanks to the first regime of in-
creasing population size, NBIPOP-aCMA-ES inherits some
results of NIPOP-aCMA-ES. However, on functions where
the population size does not play any important role, it per-
forms significantly better than BIPOP-aCMA-ES. This is
the case for f21 Gallagher 101 peaks and f22 Gallagher 21
peaks functions, where NBIPOP-aCMA-ES has a speedup
of a factor of 6. It seems that the adaptive choice be-
tween two regimes works efficiently on all functions except
on f16 Weierstrass, where NBIPOP-aCMA-ES incorrectly
prefers small populations. This leads to a loss of a fac-
tor of 4 in comparison to NIPOP-aCMA-ES, while a fac-
tor of 1.5 is expected in the case of correct adaptation.
An interesting result is a comparatively good performance
of NBIPOP-aCMA-ES on 5-dimensional f4 Skew Rastrigin
Bueche multi-modal function, where NBIPOP-aCMA-ES is
the only algorithm among 4 tested here, which is able to find
the global optimum in 9 out of 15 runs. According to Fig.
3, NBIPOP-aCMA-ES performs better than BIPOP-aCMA-
ES on weakly structured multi-modal functions, showing
overall best results for BBOB-2009 and BBOB-2010 work-
shops in dimensions 20 and 40.
4. CONCLUSION
In this paper, we have compared the recently proposed
restart strategies for aCMA-ES, NIPOP-aCMA-ES and NBIPOP-
aCMA-ES with the IPOP-aCMA-ES and BIPOP-aCMA-
ES. The main message of the paper is that the decreasing
of initial step-size makes IPOP restart scenario more ro-
bust and sometimes even comparable to BIPOP scenario on
noiseless functions. We also suppose that the adaptation
of the computation budgets of different restart regimes is
a promising idea for black-box optimization and should be
further investigated.
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Figure 1: Expected running time (ERT in number of f-evaluations) divided by dimension for target function
value 10−8 as log10 values versus dimension. Different symbols correspond to different algorithms given in
the legend of f1 and f24. Light symbols give the maximum number of function evaluations from the longest
trial divided by dimension. Horizontal lines give linear scaling, slanted dotted lines give quadratic scaling.
Black stars indicate statistically better result compared to all other algorithms with p < 0.01 and Bonferroni
correction number of dimensions (six). Legend: ◦: BIPOP-aCMA, ▽: IPOP-aCMA, ⋆: NBIPOP-aCMA, 2:
NIPOP-aCMA.

































Figure 2: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/D) for 50 targets in 10[−8..2] for all functions and subgroups in 5-D. The “best
2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.

































Figure 3: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/D) for 50 targets in 10[−8..2] for all functions and subgroups in 40-D. The “best
2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f1 11 12 12 12 12 12 15/15
BIPOP-a 3.1(2) 8.0(3) 15(3) 28(3) 40(5) 52(5) 15/15
IPOP-aC 3.2(3) 8.9(3) 15(6) 27(5) 39(5) 51(5) 15/15
NBIPOP-2.4(2) 8.3(3) 14(2) 27(4) 39(3) 50(3) 15/15
NIPOP-a 2.7(2) 7.3(3) 14(3) 26(3) 37(2) 50(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f2 83 87 88 90 92 94 15/15
BIPOP-a 10(4) 12(3) 14(1) 16(2) 17(2) 18(1) 14/15
IPOP-aC 10(3) 12(2) 14(1) 15(1) 16(1) 18(1) 15/15
NBIPOP- 11(3) 12(3) 14(2) 15(2) 17(2) 18(2) 15/15
NIPOP-a 10(3) 12(2) 13(2) 14(2) 16(2) 17(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f3 716 1622 1637 1646 1650 1654 15/15
BIPOP-a 1.6(2) 12(11) 190(397) 190(395) 190(394) 190(393) 15/15
IPOP-aC 1.1(1) 20(11) 1359(1774) 1353(1691) 1350(1687) 1348(1708) 4/15
NBIPOP-0.87(0.3)13(18) 473(727) 471(723) 470(721) 470(720) 15/15
NIPOP-a 1.4(1) 29(12) 799(1357) 795(1349) 793(1345) 792(1342) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f4 809 1633 1688 1817 1886 1903 15/15
BIPOP-a 1.6(1) 1.4e4(1e4) ∞ ∞ ∞ ∞ 5e6 0/15
IPOP-aC 1.8(1) ∞ ∞ ∞ ∞ ∞ 9e5 0/15
NBIPOP-1.7(1) 738(708) 3819(3481) 3547(3233) 3418(3116) 3387(3087) 9/15
NIPOP-a 2.8(3) 2.2e4(2e4) ∞ ∞ ∞ ∞ 5e6 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f5 10 10 10 10 10 10 15/15
BIPOP-a 5.7(3) 6.9(3) 6.9(3) 6.9(3) 6.9(3) 6.9(3) 15/15
IPOP-aC 4.6(2) 6.3(2) 6.8(2) 6.8(2) 6.8(2) 6.8(2) 15/15
NBIPOP-4.2(2) 5.6(2) 5.9(2) 5.9(2) 5.9(2) 5.9(2) 15/15
NIPOP-a 4.1(2) 5.9(3) 6.1(3) 6.1(3) 6.1(3) 6.1(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f6 114 214 281 580 1038 1332 15/15
BIPOP-a 2.0(1) 1.9(0.8) 2.2(0.5) 1.6(0.3) 1.2(0.2) 1.2(0.1) 15/15
IPOP-aC 2.5(0.8) 2.1(0.6) 2.2(0.4) 1.6(0.2) 1.2(0.1) 1.2(0.1) 15/15
NBIPOP-2.1(1) 1.9(0.6) 2.0(0.6) 1.5(0.3) 1.1(0.2) 1.1(0.2) 15/15
NIPOP-a 2.0(0.8) 1.7(0.5) 1.9(0.3) 1.5(0.2) 1.2(0.1) 1.2(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f7 24 324 1171 1572 1572 1597 15/15
BIPOP-a 6.9(4) 1.3(1) 1.0(0.9) 0.93(0.7) 0.93(0.7) 0.95(0.7) 15/15
IPOP-aC 4.0(3) 0.87(0.2) 0.70(0.6) 0.69(0.5) 0.69(0.5) 0.70(0.5) 15/15
NBIPOP-4.8(2) 1.3(1) 0.86(0.9) 0.86(0.6) 0.86(0.6) 0.88(0.6) 15/15
NIPOP-a 6.0(3) 1.3(1) 0.93(0.9) 0.99(0.7) 0.99(0.7) 1.1(0.7) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f8 73 273 336 391 410 422 15/15
BIPOP-a 3.0(1) 5.9(5) 6.2(4) 6.2(4) 6.4(4) 6.7(4) 15/15
IPOP-aC 2.8(1) 3.0(1) 3.6(1) 4.0(1) 4.2(1) 4.5(1.0) 15/15
NBIPOP-2.9(0.9) 4.1(4) 4.6(4) 4.8(3) 5.1(3) 5.3(3) 15/15
NIPOP-a 4.1(3) 4.4(5) 4.8(4) 5.0(4) 5.2(4) 5.5(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f9 35 127 214 300 335 369 15/15
BIPOP-a 7.9(4) 10(10) 7.7(6) 6.6(5) 6.4(4) 6.3(4) 15/15
IPOP-aC 5.4(1) 6.2(2) 5.7(1) 5.0(1.0) 5.0(0.8) 4.9(0.8) 15/15
NBIPOP-5.2(1) 6.2(3) 5.6(2) 5.0(0.9) 5.0(1.0) 5.0(0.9) 15/15
NIPOP-a 5.6(1) 5.4(2) 5.0(1) 4.6(0.8) 4.6(0.8) 4.6(0.8) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f10 349 500 574 626 829 880 15/15
BIPOP-a 2.6(0.9) 2.2(0.6) 2.1(0.3) 2.2(0.3) 1.9(0.1) 2.0(0.1) 15/15
IPOP-aC 2.5(0.8) 2.2(0.3) 2.1(0.3) 2.2(0.3) 1.8(0.2) 1.9(0.2) 15/15
NBIPOP-2.8(0.8) 2.2(0.5) 2.1(0.2) 2.2(0.2) 1.8(0.2) 1.9(0.2) 15/15
NIPOP-a 2.7(0.7) 2.3(0.3) 2.1(0.3) 2.2(0.3) 1.8(0.2) 1.9(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f11 143 202 763 1177 1467 1673 15/15
BIPOP-a 5.1(2) 4.6(1) 1.4(0.2) 1.1(0.2) 0.94(0.1) 0.91(0.1) 15/15
IPOP-aC 5.6(0.6) 4.7(0.5) 1.4(0.1) 1.0(0.1) 0.95(0.1) 0.92(0.1) 15/15
NBIPOP-6.1(1) 5.0(0.8) 1.5(0.2) 1.1(0.1) 0.97(0.1) 0.94(0.1) 15/15
NIPOP-a 5.2(1) 4.4(0.7) 1.3(0.1) 1.0(0.1) 0.93(0.1) 0.90(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f12 108 268 371 461 1303 1494 15/15
BIPOP-a 12(9) 8.4(6) 7.7(6) 7.3(6) 3.0(3) 3.2(3) 15/15
IPOP-aC 8.8(7) 5.9(7) 5.7(5) 6.0(5) 2.6(2) 2.6(2) 15/15
NBIPOP-10(6) 6.9(6) 6.5(6) 6.5(5) 2.7(2) 2.8(2) 15/15
NIPOP-a 11(16) 8.2(11) 8.0(9) 7.9(8) 3.4(3) 3.4(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f13 132 195 250 1310 1752 2255 15/15
BIPOP-a 3.2(2) 3.8(1) 4.3(0.9) 1.2(0.1) 1.2(0.1) 1.1(0.2) 15/15
IPOP-aC 3.0(2) 4.1(2) 4.2(0.8) 1.2(0.2) 1.2(0.1) 1.1(0.1) 15/15
NBIPOP-2.7(1) 3.3(2) 3.9(1) 1.1(0.2) 1.2(0.2) 1.2(0.1) 15/15
NIPOP-a 2.9(2) 4.4(2) 4.7(1) 1.2(0.2) 1.3(0.3) 1.2(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f14 10 41 58 139 251 476 15/15
BIPOP-a 2.3(3) 2.6(1) 3.3(0.8) 3.9(0.7) 3.9(0.7) 3.2(0.3) 15/15
IPOP-aC 1.5(2) 2.2(1) 3.2(0.8) 3.6(0.5) 3.8(0.6) 2.9(0.3) 15/15
NBIPOP-1.7(2) 2.5(1) 3.6(0.8) 4.1(0.5) 4.2(0.5) 3.2(0.4) 15/15
NIPOP-a 2.1(2) 3.1(1) 3.9(1) 4.3(0.7) 4.0(0.5) 3.2(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f15 511 9310 19369 20073 20769 21359 14/15
BIPOP-a 1.5(2) 1.1(0.8) 1.4(1) 1.3(1) 1.3(1) 1.3(1) 15/15
IPOP-aC 1.5(2) 0.89(0.5) 1.0(0.7) 1.0(0.7) 1.0(0.7) 1.0(0.7) 15/15
NBIPOP-1.7(2) 0.99(1) 1.6(0.9) 1.6(0.9) 1.5(0.9) 1.5(0.8) 15/15
NIPOP-a 1.4(2) 1.1(0.9) 1.2(0.7) 1.2(0.7) 1.2(0.7) 1.2(0.7) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f16 120 612 2662 10449 11644 12095 15/15
BIPOP-a 3.6(2) 3.5(3) 1.8(2) 0.74(1.0) 0.71(0.8) 0.71(0.8) 15/15
IPOP-aC 3.9(4) 2.4(2) 1.7(2) 0.82(0.7) 0.84(0.6) 0.85(0.6) 15/15
NBIPOP-2.6(2) 4.6(6) 2.4(2) 0.99(1) 0.94(1.0) 0.93(1.0) 15/15
NIPOP-a 1.8(2) 2.7(5) 1.0(1) 0.56(0.6) 0.55(0.5) 0.57(0.5) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f17 5.2 215 899 3669 6351 7934 15/15
BIPOP-a 3.8(5) 0.86(0.3) 1.1(2) 0.83(0.5) 0.94(0.7) 1.4(0.4) 15/15
IPOP-aC 4.3(5) 0.89(0.4) 0.53(0.2) 0.77(0.5) 1.00(0.5) 1.1(0.9) 15/15
NBIPOP-6.5(6) 5.7(7) 2.1(2) 1.1(1) 1.0(0.6) 1.3(0.7) 15/15
NIPOP-a 5.5(4) 1.00(0.4) 0.88(2) 0.98(0.9) 0.90(0.4) 1.0(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f18 103 378 3968 9280 10905 12469 15/15
BIPOP-a 1.2(0.3) 2.0(3) 0.62(0.5) 0.76(0.3) 0.86(0.3) 0.98(0.3) 15/15
IPOP-aC 3.5(0.8) 1.6(0.5) 0.70(0.5) 0.77(0.3) 0.80(0.3) 0.84(0.3) 15/15
NBIPOP-1.0(0.6) 3.1(7) 0.68(0.9) 0.99(0.4) 1.0(0.4) 1.1(0.4) 15/15
NIPOP-a 1.1(0.7) 1.5(1) 0.49(0.6) 0.99(0.7) 1.1(0.7) 1.1(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f19 1 1 242 1.2e5 1.2e5 1.2e5 15/15
BIPOP-a 22(14) 1466(1186) 186(177) 2.0(1) 2.0(1) 2.0(1) 15/15
IPOP-aC 14(10) 1207(1125) 123(152) 0.95(0.7) 0.96(0.7) 0.96(0.7) 15/15
NBIPOP- 20(20) 2026(1762) 156(138) 2.6(4) 2.6(4) 2.6(4) 15/15
NIPOP-a 16(16) 1813(1877) 324(473) 2.7(3) 2.7(3) 2.7(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f20 16 851 38111 54470 54861 55313 14/15
BIPOP-a 3.4(3) 10(11) 2.4(1) 1.7(0.9) 1.8(0.9) 1.8(0.9) 15/15
IPOP-aC 3.9(2) 10(4) 1.4(2) 1.1(1) 1.1(1) 1.1(1) 15/15
NBIPOP-3.6(3) 11(12) 2.4(1) 1.8(1) 1.8(1) 1.8(1) 15/15
NIPOP-a 3.2(2) 10(5) 2.1(2) 1.6(1) 1.6(1) 1.7(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f21 41 1157 1674 1705 1729 1757 14/15
BIPOP-a 1.8(0.9) 7.4(8) 49(23) 50(22) 50(22) 49(22) 15/15
IPOP-aC 3.5(1) 7.3(8) 32(36) 33(40) 33(41) 33(41) 14/15
NBIPOP-2.1(2) 11(10) 31(62) 30(61) 30(60) 29(59) 15/15
NIPOP-a 4.1(1) 76(145) 272(620) 269(609) 266(601) 263(591) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f22 71 386 938 1008 1040 1068 14/15
BIPOP-a 14(13) 16(22) 38(92) 36(86) 35(84) 34(82) 15/15
IPOP-aC 8.8(10) 21(26) 65(74) 270(374) 262(364) 257(356) 9/15
NBIPOP- 8.9(11) 14(18) 18(19) 17(18) 17(18) 17(17) 15/15
NIPOP-a 4.0(10) 258(468) 338(715) 316(665) 307(644) 300(628) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f23 3.0 518 14249 31654 33030 34256 15/15
BIPOP-a 3.2(3) 11(9) 1.6(1) 0.86(0.6) 0.85(0.6) 0.84(0.6) 15/15
IPOP-aC 1.6(1) 20(19) 76(124) 34(56) 33(38) 32(51) 8/15
NBIPOP-1.6(2) 8.2(8) 1.4(2) 0.97(1) 0.95(1) 1.1(0.9) 15/15
NIPOP-a 3.2(2) 15(21) 1.8(1) 0.86(0.7) 0.86(0.7) 0.87(0.7) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f24 1622 2.2e5 6.4e6 9.6e6 1.3e7 1.3e7 3/15
BIPOP-a 1.3(1) 1.0(1) 1.1(1) 1.3(1) 0.96(1) 0.96(1) 5/15
IPOP-aC 2.6(2) 41(50) ∞ ∞ ∞ ∞ 1e6 0/15
NBIPOP-2.0(1) 0.64(0.5) 0.92(1) 0.81(1.0) 0.71(0.9) 0.88(1) 5/15
NIPOP-a 1.8(1) 2.1(4) 0.61(0.7) 0.46(0.4) 0.35(0.3) 0.35(0.3) 11/15
Table 1: Expected running time (ERT in number of function evaluations) divided by the respective best ERT
measured during BBOB-2009 (given in the respective first row) for different ∆f values in dimension 5. The
central 80% range divided by two is given in braces. The median number of conducted function evaluations
is additionally given in italics, if ERT(10−7) = ∞. #succ is the number of trials that reached the final target
fopt + 10
−8. Best results are printed in bold.
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f1 83 83 83 83 83 83 15/15
BIPOP-a 9.4(1) 15(2) 21(2) 33(2) 45(3) 58(2) 15/15
IPOP-aC 9.3(1) 15(1) 21(1) 33(2) 45(2) 57(2) 8/8
NBIPOP- 9.5(1) 15(1) 22(1) 34(0.9) 46(2) 58(1) 15/15
NIPOP-a 10(0.8) 15(1) 21(1.0) 34(1) 46(2) 58(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f2 796 797 799 800 802 804 15/15
BIPOP-a 38(3) 45(3) 49(3) 55(3) 57(2) 59(2) 15/15
IPOP-aC 37(3) 43(5) 48(4) 55(3) 57(3) 58(3) 8/8
NBIPOP- 37(3) 43(4) 47(5) 53(4) 57(2) 59(2) 15/15
NIPOP-a 37(4) 43(4) 48(4) 53(3) 57(2) 58(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f3 15526 15602 15612 15646 15651 15656 15/15
BIPOP-a 2395(2759) ∞ ∞ ∞ ∞ ∞ 4e7 0/15
IPOP-aC ∞ ∞ ∞ ∞ ∞ ∞ 6e6 0/8
NBIPOP- 8177(9018) ∞ ∞ ∞ ∞ ∞ 4e7 0/15
NIPOP-a 4615(5541) ∞ ∞ ∞ ∞ ∞ 4e7 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f4 15536 15601 15659 15703 15733 2.8e5 6/15
BIPOP-a ∞ ∞ ∞ ∞ ∞ ∞ 4e7 0/15
IPOP-aC ∞ ∞ ∞ ∞ ∞ ∞ 6e6 0/8
NBIPOP- ∞ ∞ ∞ ∞ ∞ ∞ 4e7 0/15
NIPOP-a ∞ ∞ ∞ ∞ ∞ ∞ 4e7 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f5 98 116 120 121 121 121 15/15
BIPOP-a 4.6(0.7) 4.5(0.8) 4.4(0.7) 4.4(0.7) 4.4(0.7) 4.4(0.7) 15/15
IPOP-aC 4.8(0.5) 4.7(0.6) 4.5(0.7) 4.5(0.7) 4.5(0.7) 4.5(0.7) 8/8
NBIPOP-4.5(0.9) 4.5(0.8) 4.4(0.7) 4.4(0.7) 4.4(0.7) 4.4(0.7) 15/15
NIPOP-a 4.8(0.7) 4.6(0.8) 4.5(0.8) 4.5(0.8) 4.5(0.8) 4.5(0.8) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f6 3507 5523 7168 11538 15007 19222 15/15
BIPOP-a 1.6(0.2) 1.5(0.3) 1.4(0.2) 1.3(0.2) 1.3(0.1) 1.3(0.1) 15/15
IPOP-aC 1.5(0.1) 1.4(0.2) 1.4(0.2) 1.3(0.2) 1.3(0.2) 1.3(0.1) 8/8
NBIPOP-1.5(0.2) 1.4(0.2) 1.3(0.1) 1.2(0.1) 1.2(0.1) 1.2(0.1) 15/15
NIPOP-a 1.6(0.3) 1.4(0.2) 1.4(0.1) 1.3(0.1) 1.3(0.1) 1.2(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f7 10698 17839 41037 66294 66294 68145 15/15
BIPOP-a 1.2(0.9) 4.5(2) 2.4(0.9) 1.5(0.6) 1.5(0.6) 1.5(0.6) 15/15
IPOP-aC 1.1(0.8) 2.5(0.4)⋆ 1.3(0.4) 0.86(0.3) 0.86(0.3) 0.84(0.3) 8/8
NBIPOP-1.2(0.9) 3.2(0.7) 1.8(0.6) 1.2(0.4) 1.2(0.4) 1.1(0.4) 15/15
NIPOP-a 0.89(0.8) 3.2(1.0) 1.9(0.5) 1.2(0.3) 1.2(0.3) 1.2(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f8 7080 10655 11012 11430 11701 11969 15/15
BIPOP-a 5.5(0.6) 6.1(4) 6.3(4) 6.3(4) 6.2(3) 6.2(3) 15/15
IPOP-aC 5.4(0.3) 4.7(0.2) 4.9(0.2) 4.9(0.2) 4.9(0.1) 4.9(0.1) 8/8
NBIPOP-5.5(0.7) 6.5(4) 6.6(4) 6.6(3) 6.6(3) 6.6(3) 15/15
NIPOP-a 5.5(0.4) 7.8(8) 7.9(8) 7.8(8) 7.8(8) 7.8(8) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f9 6122 12982 13300 13651 13909 14142 15/15
BIPOP-a 6.0(0.8) 4.5(3) 4.6(3) 4.7(3) 4.7(3) 4.7(3) 15/15
IPOP-aC 6.3(0.7) 4.6(3) 4.7(3) 4.8(3) 4.8(3) 4.8(3) 8/8
NBIPOP-6.3(0.7) 4.6(3) 4.8(3) 4.8(3) 4.8(3) 4.9(3) 15/15
NIPOP-a 6.3(0.8) 5.0(3) 5.1(3) 5.2(3) 5.2(3) 5.2(3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f10 25890 30368 36796 56007 65128 70824 15/15
BIPOP-a 1.2(0.1) 1.1(0.1) 1.0(0.1) 0.77(0.0)↓40.70(0.0)↓40.66(0.0)↓415/15
IPOP-aC 1.2(0.2) 1.1(0.1) 1.1(0.1) 0.78(0.0)↓20.71(0.0)↓20.67(0.0)↓2 8/8
NBIPOP-1.1(0.1) 1.1(0.1) 1.0(0.1) 0.77(0.0)↓40.71(0.0)↓40.67(0.0)↓415/15
NIPOP-a 1.1(0.1) 1.1(0.1) 1.0(0.1) 0.77(0.0)↓40.70(0.0)↓40.67(0.0)↓415/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f11 2368 4855 11681 29749 38949 48211 15/15
BIPOP-a 5.0(0.3) 2.6(0.1) 1.2(0.0) 0.51(0.0)↓40.42(0.0)↓40.37(1e-2)↓415/15
IPOP-aC 5.0(0.3) 2.6(0.1) 1.2(0.0) 0.51(0.0)↓20.42(7e-3)↓20.37(5e-3)↓28/8
NBIPOP-5.0(0.2) 2.7(0.1) 1.2(0.0) 0.51(0.0)↓40.43(8e-3)↓40.37(7e-3)↓415/15
NIPOP-a 5.0(0.2) 2.7(0.1) 1.2(0.0) 0.51(9e-3)↓40.42(9e-3)↓40.37(9e-3)↓415/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f12 4169 7452 9174 13146 22758 25192 15/15
BIPOP-a 1.9(1) 1.9(1) 2.2(1) 2.1(0.7) 1.5(0.4) 1.5(0.4) 15/15
IPOP-aC 1.2(0.8) 1.3(1.0) 1.7(1) 1.8(0.4) 1.3(0.3) 1.3(0.3) 8/8
NBIPOP-2.3(1) 2.2(1) 2.4(1.0) 2.2(0.7) 1.5(0.4) 1.5(0.4) 15/15
NIPOP-a 1.9(2) 2.0(1) 2.2(1) 2.1(0.7) 1.5(0.4) 1.5(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f13 2029 6916 8734 71936 98467 1.2e5 15/15
BIPOP-a 2.0(0.2) 3.8(3) 5.3(4) 1.3(0.9) 1.6(1) 2.0(1) 15/15
IPOP-aC 1.6(0.4) 1.8(1) 5.6(4) 1.4(1) 1.4(0.8) 1.9(0.9) 8/8
NBIPOP-2.5(3) 3.2(2) 5.0(4) 1.2(0.9) 2.0(2) 2.8(2) 15/15
NIPOP-a 2.4(3) 2.4(3) 4.1(4) 1.4(1) 1.6(0.8) 1.7(0.8) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f14 304 616 777 2207 4825 57711 15/15
BIPOP-a 2.5(0.2) 2.3(0.3) 2.9(0.2) 3.5(0.2) 3.9(0.2) 0.59(0.0)↓415/15
IPOP-aC 2.5(0.5) 2.3(0.2) 2.9(0.3) 3.4(0.2) 3.9(0.2) 0.57(0.0)↓2 8/8
NBIPOP-2.5(0.5) 2.4(0.2) 3.0(0.2) 3.5(0.3) 3.9(0.2) 0.59(0.0)↓415/15
NIPOP-a 2.5(0.4) 2.3(0.3) 3.0(0.3) 3.4(0.1) 3.8(0.2) 0.60(0.0)↓415/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f15 1.9e5 7.9e5 1.0e6 1.1e6 1.1e6 1.1e6 15/15
BIPOP-a 1.2(0.5) 1.1(0.5) 1.1(0.4) 1.1(0.4) 1.1(0.4) 1.1(0.4) 15/15
IPOP-aC 0.72(0.3) 0.43(0.1)↓20.60(0.4) 0.61(0.4) 0.62(0.5) 0.63(0.5) 8/8
NBIPOP-1.0(0.4) 0.71(0.3)↓20.75(0.3) 0.76(0.3) 0.77(0.3) 0.77(0.3) 15/15
NIPOP-a 0.92(0.3) 0.61(0.2)↓ 0.55(0.2) 0.56(0.2) 0.57(0.2) 0.58(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f16 5244 72122 3.2e5 1.4e6 2.0e6 2.0e6 15/15
BIPOP-a 1.3(0.4) 0.96(0.3) 0.80(0.4) 0.54(0.3) 0.50(0.3) 0.51(0.3) 15/15
IPOP-aC 0.91(0.3) 1.1(0.5) 1.0(0.9) 0.51(0.7) 1.4(1) 1.4(1) 8/8
NBIPOP-0.97(0.3) 0.78(0.4) 0.34(0.1)↓30.38(0.3)↓20.46(0.4) 0.74(1) 15/15






∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f17 399 4220 14158 51958 1.3e5 2.7e5 14/15
BIPOP-a 1.1(0.3) 0.64(0.2) 1.6(1) 1.1(0.4) 1.4(1) 0.87(0.4) 15/15
IPOP-aC 1.0(0.4) 0.52(0.2) 1.3(1) 1.3(0.9) 0.97(0.2) 0.83(0.3) 8/8
NBIPOP-1.0(0.4) 0.57(0.2) 1.2(1) 1.2(0.5) 1.0(0.3) 0.81(0.3) 15/15
NIPOP-a 0.97(0.3) 0.52(0.1) 0.97(1) 1.00(0.4) 1.1(0.6) 0.70(0.2)↓ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f18 1442 16998 47068 1.9e5 6.7e5 9.5e5 15/15
BIPOP-a 0.94(0.2) 0.51(0.8) 1.0(0.4) 0.98(0.4) 0.88(0.7) 0.67(0.5) 15/15
IPOP-aC 0.96(0.4) 0.68(0.9) 1.0(0.4) 0.66(0.2)↓ 0.45(0.4) 0.48(0.2) 8/8
NBIPOP-1.0(0.2) 0.97(1) 1.1(0.6) 0.93(0.4) 0.57(0.4) 0.53(0.3) 15/15
NIPOP-a 0.95(0.2) 0.58(0.8) 0.75(0.1) 0.71(0.2)↓ 0.50(0.3) 0.42(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f19 1 1 1.4e6 2.6e7 4.5e7 4.5e7 8/15
BIPOP-a 396(82) 6.7e4(5e4)0.87(0.7) 1.2(1) 1.0(0.9) 1.0(1.0) 9/15
IPOP-aC 462(122) 4.4e4(2e4)0.57(0.5) 0.34(0.1)↓20.20(0.1)↓20.20(0.1)↓2 8/8
NBIPOP- 424(90) 8.3e4(6e4)0.97(0.6) 0.81(0.5) 1.1(0.9) 1.1(0.9) 9/15
NIPOP-a 436(102) 8.2e4(4e4)1.9(6) 0.48(0.3)↓ 0.32(0.2)↓ 0.32(0.2)↓ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f20 222 1.3e5 1.6e8 ∞ ∞ ∞ 0
BIPOP-a 4.0(0.4) 9.0(4) 0.34(0.4) . . . 0/15
IPOP-aC 3.9(0.8) 8.1(5) 0.18(0.2) . . . 0/8
NBIPOP-4.0(0.8) 8.5(3) 0.39(0.4) . . . 0/15
NIPOP-a 4.0(0.6) 6.5(2) 0.32(0.3) . . . 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f21 1044 21144 1.0e5 1.0e5 1.0e5 1.0e5 26/30
BIPOP-a 7.5(11) 60(19) 37(56) 37(56) 37(56) 37(55) 15/15
IPOP-aC 7.1(11) 421(491) ∞ ∞ ∞ ∞ 3e6 0/8
NBIPOP- 4.9(6) 10(20) 5.1(8) 5.1(8) 5.1(8) 5.1(8) 15/15
NIPOP-a 14(22) 440(890) 173(228) 172(227) 171(226) 171(201) 12/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f22 3090 35442 6.5e5 6.5e5 6.5e5 6.5e5 8/30
BIPOP-a 12(20) 343(565) 201(223) 200(222) 200(201) 199(214) 4/15
IPOP-aC 144(492) 93(127) ∞ ∞ ∞ ∞ 3e6 0/8
NBIPOP- 12(6) 112(120) 32(41) 32(39) 32(40) 32(40) 12/15
NIPOP-a 179(468) 583(914) ∞ ∞ ∞ ∞ 4e7 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f23 7.1 11925 75453 1.3e6 3.2e6 3.4e6 15/15
BIPOP-a 8.4(9) 7.8(7) 1.3(1) 1.9(1) 1.00(0.4) 0.99(0.4) 15/15
IPOP-aC 9.2(13) ∞ ∞ ∞ ∞ ∞ 4e6 0/8
NBIPOP-8.6(11) 10(12) 1.6(2) 1.3(0.4) 0.58(0.2) 0.59(0.2) 15/15
NIPOP-a 5.9(7) 61(18) 11(3) 0.72(0.2) 0.36(0.2)⋆ 0.38(0.2)⋆ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f24 5.8e6 9.8e7 3.0e8 3.0e8 3.0e8 3.0e8 1/15
BIPOP-a 3.6(4) 1.4(1) ∞ ∞ ∞ ∞ 4e7 0/15
IPOP-aC ∞ ∞ ∞ ∞ ∞ ∞ 1e7 0/8
NBIPOP-2.1(3) 0.19(0.2) 0.97(1) 0.97(1.0) 0.97(1) 0.97(1.0) 2/15
NIPOP-a 1.2(1) 0.15(0.2) 0.44(0.5) 0.44(0.5) 0.44(0.5) 0.44(0.5) 4/15
Table 2: Expected running time (ERT in number of function evaluations) divided by the respective best ERT
measured during BBOB-2009 (given in the respective first row) for different ∆f values in dimension 40. The
central 80% range divided by two is given in braces. The median number of conducted function evaluations
is additionally given in italics, if ERT(10−7) = ∞. #succ is the number of trials that reached the final target
fopt + 10
−8. Best results are printed in bold.
