INTRODUCTION
Let H be a real Hubert space and Ibea maximal monotone operator on H. We consider the problem (P) « To find x G H such that 0 e Tx » .
R. T. Rockafellar [32] gave, in 1976, an algorithm for solving this problem : the proximal point algorithm. Using the expansion of the variational convergence theory, B. Lemaire [20] studied, a few years later, the perturbed version of this algorithm, for T = df, subdifferential operator of a proper closed convex function. We studied more recently (see [40] ) the perturbed version of the gênerai proximal point algorithm of R. T. Rockafellar and some of its applications.
Inspired by the work of A. Tikhonov and V. Arsénine [35] in convex optimization, we introducé, in this paper, a new algorithm for solving (P ). This algorithm, applied to the subdifferential operator of a proper closed convex function on //, coincides with the classical algorithm due to A. Tikhonov ; we call it y et, by extension, Tikhonov' s algorithm.
Working as in the context of the proximal point algorithm, we study the perturbed version of this new algorithm. Then, we establish a critical comparison between the (perturbed) Tikhonov's algorithm and the (perturbed) proximal point algorithm. As for this last one, we go on with the applications of the (perturbed) Tikhonov's algorithm in the context of convex optimization, on the one hand, and in the theory of variational inclusions or inequalities, on the other hand. We conclude with the présentation and a critical analysis of some simple numerical tests which we compare to those obtained with the proximal point algorithm in [40] .
Convention. In the following text, H will always dénote a real Hilbert space and T a maximal monotone operator on H.
THE VARIATIONAL CONVERGENCE THEORY
In this section are stated some basic results of the variational convergence theory derived from H. Attouch [4] , H. Attouch and R. J. B. Wets [5] and P. Tossings [39] .
Let T be a maximal monotone operator on ƒƒ, ƒ a proper closed convex function defined on H with values in R and A a strictly positive real number.
We dénote by j\ the résolvant operator associated with T with parameter These notions are useful to define two « variational metrics ». The first one is defined on the set of maximal monotone operators on H by means of the résolvant operator ( 1 ). The second one is defined on the set of proper closed convex functions by means of the Moreau-Yosida approximation. DÉFINITION , D = 0 [resp. £ ^",,0*. T) < + ooi , lim 5 AjpP (r, D = 0 [resp. £ ^",,0*. T) < + ooi , Vp s* 0.
Moreover, the séquence {A^ x) is bounded, for all x e H, and
We end this section with two results concerning the variational metric « between sums of operators », on the one hand, and « between subsets of H », on the other hand. PROPOSITION (A") denoting a séquence of strictly positive real numbers having to go to infinity ; j\ (neN*) denoting the résolvant operator associated with T, with parameter A n , A preliminar result is necessary to establish the convergence of the Tikhonov's algorithm. LEMMA 
:
The set S of solutions of (P), Le.
S = {x G H :0 G TX} , is a closed convex subset of ƒƒ.
Proof : It is immédiate because T is maximal monotone and the graph of T is closed in H w x H s (see H. Attouch [4] , proposition (3.59)).
• THEOREM 3.2 : Assume problem (P) has at least one solution and 0< À n , V«ef\J*, lim A n -+ oo .
»• + 00
Then the séquence (y n ) generated by (TR) strongly converges to the solution of (P) which is of minimal norm.
Proof : Under the hypothesis of theorem (2.2), the set S of solutions of (P) is a nonempty closed convex subset of H. So, there is a unique element x e S such that H^ll = min ||;c|| . From this, we will divide the proof into four parts.
[Tl The séquence (y n ) is bounded. We have, using (TR) and (3.1),
As /A (n G N * ) is a contraction, this equality implies n \\y n -x\\^ ||JC||, VneN*, and thus the announced resuit.
\2\ Every weak cluster point of (y n ) (and from [T]
, there is at least one) is a solution of (P).
Let y e H be a weak cluster point of (y n ). There is a subsequence (y nk ) of (y n ) which weakly converges to y : y n -^ y when h -> + oo , and the conditions imposed on (\ n ) imply the strong convergence of the / y "t \ corresponding subsequence -J to zero : Let y e H be a weak cluster point of (y n ) and (y nt ) be a subsequence of (y n ) which weakly converges to y.
Using relation (3.3), the définition of x and the monotonicity of T allow us to write which implies, from the positivity of À (k e M ), We deduce thence and thus, using [2] and (3.2),
Finally, the séquence (y n ) is bounded and admits a unique weak cluster point x ; it thus weakly converges to x.
[T| The séquence (y n ) strongly converges to x, Working as here above, but on the whole séquence (j n ), we obtain pH ^liminf ||y n || ^limsup \\y n \\ ^ \\x\\ . This property, combined with the weak convergence of the séquence (y n ) to x, allows us to conclude.
Remark 33 : Under hypothesis 0 < A n , Vn G Î^J *, lim A n = + oo , n =* -t oo the proof hère above brings out that the following assertions are equivalent : a) problem (P) has at least one solution ; b) the séquence (y n ) generated by (TR) is bounded.
THE PERTURBED TIKHONOV'S ALGORITHM
Let us introducé a perturbation and an error term in the Tikhonov's rule (TR). We are led to consider a séquence (x n ) defined by the nonrecursive rule (PTR)
x n = ƒ£ 0 + e n , Vn G N * , (T n ) denoting a séquence of maximal monotone operators on H having to converge to T in an appropriate sensé, (e n ) a séquence of éléments of H approaching 0, taking into account (in theory) the errors due (in applications) to numerical computation ; (A n ) denoting, as previously, a séquence of strictly positive real numbers tending to infinity and J{ n G N * ) the resolvant operator associated with T n , with parameter THEOREM 4.1 : Assume (i) 0<A n , VneN*, lim A n = + oo ;
; (iii) the séquence (x n ) is generated by (PTR) and is bounded ; (iv) lim ||c n || =0.
n -*• + oo
Then every weak cluster point of (x n ) is a solution of (P). We have
Proof : Set
•^n -u n ' c n * v At fc l\l , and it follows from hypothesis (iv) that every weak cluster point of (x n ) (and, from hypothesis (iii), there is at least one) is a weak cluster point of (u n ) and conversely. Now, proceeding as in the second part of the proof of theorem (3.2), we can easily show that every weak cluster point of (u n ) is a solution of (P).
The announced result is therefore immédiate.
•
To end this section, we try to obtain, for the perturbed Tikhonov's algorithm, a result of strong convergence similar to this established in theorem (3.2) for the nonperturbed one.
We first calculate the distance between the corresponding itérâtes of the two algorithm s. PROPOSITION 
:
Let (y n ) be the séquence generated by (TR) and (x n ) be the one generated by (PTR). We have \W-Jn\\ *8A"o<r 9 T)+ Kil , VneN*.
Proof: It results immediately from the définitions of the séquences (x n ) and (y n ) and of the variational metric 8 X p (A > 0, p ^ 0 ).
• Proposition (4.2), combined with theorem (3.2), remark (3.3), and proposition (2.4), allows us to write the following results. 
n -* + oo
Then the séquence (x n ) generated by (PTR) strongly converges to the solution of (P) which is of minimal norm.
Remark 4.4 :
Under hypothesis (i) to (iii) in theorem (4.3), the following assertions are equivalent : a) problem (P) has at least one solution ; b) the séquence (x n ) generated by (PTR) is bounded.
COMPARISON BETWEEN THE PROXIMAL POINT ALGORITHM AND THE TIKHONOV'S ALGORITHM
The fundamental advantage of the Tikhonov's algorithm is the strong convergence of the generated séquence to the solution of (P) which is of vol. 28, n e 2, 1994 198 P. TOSSINGS minimal norm. It has nevertheless a nonnegligible disadvantage : its bad conditioning (the séquence of parameters (A n ) which appears in this algorithm having to tend to infinity). The proximal point algorithm (
3 ) allows to avoid this conditioning problem (the séquence (A rt ) being, in gênerai, bounded) but the solution which it furnishes is not characterized.
These important différences between the behaviours of the proximal point algorithm and of the Tikhonov's algorithm are probably closely connected with a fundamental différence in their conception : the first one is recursive when the second one is not. (It is therefore we obtained results concerning the rate of convergence for the proximal point algorithm but not for the Tikhonov's algorithm.)
APPLICATION TO CONVEX OPTIMIZATION

Fundamental problem
Let ƒ:/ƒ-> R be a proper closed convex function. We consider the convex optimization problem
In practice, problems of the following type often occur :
C denoting a nonempty closed convex subset of H and g a real-valued convex function defined on H (one could also consider a proper closed convex function g :
It is well known that problem (OC) is equivalent to problem (OH) for ƒ = g + V c , W c denoting the indicator function of C.
Basic principle
It follows from the définition of the subdifferential of a proper closed convex function that x solves (OH) if and only if it satisifies the inclusion Problem (OH) is thus equivalent to problem (P) related to the maximal monotone operator a/. ( 3 ) A detailed study of the perturbée version of the proximal point algorithm and its applications in convex optimization and in the theory of variational inclusions or inequalities has been realized in [40] . It is therefore quite reasonable to use the algorithms described in sections 3 and 4 for solving this optimization problem.
Convention, In the following text, we only give the results of convergence related to the perturbée algorithms, the results related to the nonperturbed algorithms being in fact particular cases of these.
Tikhonov's algorithm for the resolution of probiem (OH)
The Tikhonov's algorithm adapted to the resolution of problem (OH) has been studied by many authors (see, for example, A. Bensoussan and P. Kenneth [11] and B. Lemaire [19] ) ( 4 ). Neglecting an error term (connected with numerical computation), this algorithm générâtes a séquence (x n ) in H defined by
or, in an equivalent formulation (see, for example, B. Lemaire [20] ),
Following the work of B. Lemaire [20] in the context of the proximal point algorithm, we perturbe (6.1) and (6.2) by replacing, in itération n (ne N*), function ƒ by another proper closed convex function ƒ", the séquence (ƒ") having to converge to ƒ in an appropriate sense.
As for the error term, -like R. T. Rockafellar, still in the context of the proximal point algorithm, we add an element e n e H in the second member of (6.1) ; -in (6.2), we take the error term into account by considering no more an exact minimizer but only an e"-minimizer (s n >0) of So, we obtain the two following rules : 
«-> + oo x e H
Proof : The first part of this resuit is an immédiate conséquence of theorem (4.1) and of H. Attouch [4] (theorem (3.66)). We can also establish it in the following way. Provided (x n ) is generated by (6.3), we have
and, provided ||e"||-»0 when n -• + oo, every weak cluster point of (x n ) is also a weak cluster point of (u n ) and conversely. By another way, it is easy to see that hypothesis lim A rt = + oo and n -• + oo ƒ» 4 ƒ implyG"ü/. Therefore, it follows from H. Attouch [4] (theorem (1.10)) that every weak cluster point of (x n ) is a solution of (OH).
If, moreover, (x n ) is generated by (6.4)-(6.5), with lim A n e n = 0 , n -» + oo it follows from P. Tossings [38] (proposition (V.3.4)) that
The séquence (x n ) being assumed to be bounded, we deduce thence the second part of the announced result.
• The condition « (x n ) is bounded » in corollary (6.4) is crucial and has to be verified in each application. 
n -> + oo
Proof : Let us consider the séquence (M") defined by (6.6).
(i) It can easily be shown that
M" e dom f n cz dom ƒ , V« e N* .
Provided dom ƒ is bounded, the séquence (w n ) is thus bounded and, provided (e n ) is also bounded, the séquence (x n ) is finally bounded.
(ii) The conditions imposed on (ƒ") and (A") and the définition of («") imply , Vne
In particular, for x = M"_ ls we have relation which implies, step by step,
By means of the définition of ƒ, we deduce thence Take x G H. The Mosco-convergence of (ƒ") to ƒ implies the existence of a séquence (z") strongly converging to x and such that lim f n (z n ) = f(x).
n -» + oo Writing (6.7) for this séquence, we obtain 2 A"
The second member of this inequality is bounded, by construction. It foliows that the séquence {f n (u n )} is bounded. Therefore, the uniform coercivity of the f n (n eN*) ensures that (u n ) is bounded and leads to the announced result.
• COROLLARY 6.6 : Assume problem (OH) has at least one solution and Then the séquence (x n ) generated by (6.3) strongly converges to the solution of (P) which is of minimal norm.
Proof : It is an immédiate conséquence of theorem (4.3) and of H. Attouch and R. J. B. Wets [5] , theorem (2.33).
SEARCH FOR A ZERO OF A SUM OF OPERATORS AND APPLICATIONS
Introduction
In the present section, we begin by solving the gênerai problem which consists in searching a zero of a sum of operators by means of the perturbed Tikhonov's algorithm, under conditions ensuring the maximal monotonicity of this sum. Then we apply the obtained results to the context of variational inclusions (sum of operators in which one of the operators is the subdifferential of a proper closed convex function <p on H) and, more particularly, to the context of variational inequalities (variational inclusions in which <p -^c, indicator function of a nonempty closed convex subset C of//). We conclude with the approximation method in convex optimization. 
Searching a zero of a sum of operators
Let A be a monotone operator on H, Lipschitz continuous with modulus a > 0, and B be a maximal monotone operator on H.
We are interested in searching a zero of {A + 5), i.e. in problem (PS) « To find x e H such that 0 e (A + B ) x » .
Proposition (2.5) allows us to exploit the perturbed Tikhonov's algorithm for solving this problem, the perturbation touching only B. So, we are led to consider the recursive séquence (x n ) defined by x n =JÎ + Bn Q + e n , VNeN*, (7.1) (B n ) denoting a séquence of maximal monotone operators on H, having to converge to B in an appropriate sensé, (e n ) a séquence of éléments of H approaching zero, introduced to take into account the errors due to numerical computation, and (À n ) a séquence of strictly positive real parameters, having to tend to infinity.
The theorems of convergence established in section 4 directly lead to the foliowing corollaries. 
ft -• + 00
Then the séquence (x n ) generated by (7.1) strongly converges the solution of (PS) which is of minimal norm. Remark 73 : Under hypothesis (i) to (iii) in corollary (7.2), remark (4.4) ensures that the following assumptions are equivalent : a) problem (PS) has at least one solution ; b) the séquence (x n ) generated by (7.1) is bounded.
Variational inclusions
We call variational inclusion an inclusion like the following :
2)
A denoting an operator and <p a function on H, As x e H satisfies (7.2) if and only if 0 E (A + 6^P)(JC), solving a variational inclusion is equivalent to searching for a solution of a (PS)-like problem in which B = 9<p, subdifferential operator of <p.
Therefore, if A is monotone and Lipschitz continuous with modulus a > 0 and <p is proper closed and convex, inclusion (7.2) can be solved by means of the perturbed Tikhonov's algorithm, the perturbation being obtained, in this context, by replacing, in itération n (n e N*), function <p by another proper closed convex function <p n , the séquence (<p n ) having to converge to <p in an appropriate sense.
The developments of section (7.2) can easily be translated to the context of variational inclusions: it suffices to replace B by d<p and B n by d(p n (« G N * ) and to take into account the fact that (see H. Attouch [4] , theorem (3.66)), on the one hand, and proposition (2.3), on the other hand.
Variational inequalities
Let us take as function <p, in (7.2), the indicator function of a nonempty closed convex subset C of H.
We are led to search x e H satisfying -Axe aV> c (x) 9 inclusion which is equivalent, from the définition of subdifferential operator and indicator function, to searching for x e C satisfying (Ax, z-x) 3*0, VzeC . Therefore, using the définition of resolvant and subdifferential operators, we can rewrite (7.4) in the form u n eC n and / l j-+ A\ u n , z -u n \ ^ 0 , VzeC\ for ail ne N*. It follows that, in itération n(neN*) of the perturbed Tikhonov's algorithm adapted to the re solution of a variational inequality, we are led to solve, in an inexact manner (in practice, we obtain x n and not u n ), another variational inequality containing, this time, a strongly monotone operator and this, no more on C but on C n . This formulation points out the association regularization-variational approximation used in the method presented hère above.
The results of section (7.2) are directly applicable to the context of variational inequalities : it suffices to replace B by a^c and B n by hW c n (n e N*) and to take into account proposition (2.6).
Let us just mention a possible lightening of the conditions imposed to A in section (7.2), connected with the particular structure of operators B and B n (ne N*).
Remark 7.5 : If C n cz C, VneN*, then the condition « A is monotone and Lipschitz continuous with modulus a > 0 on H », in section (7.2), can be 
is monotone and continuons on H and Lipschitz continuons with modulus a >-O only on C »,
It suffices, to be convinced, to révise the proof of proposition (4.4) in P. Tossings [39] and to note that the Lipschitz's property of A is only exploited in formulas in which the arguments of A are respectively in C n and in C (to proceed as in remark (7.4)) ; that leads immediately to the announced result.
Variational approximation
We mentioned, in section 6, that the convex optimization problem
C denoting a nonenmpty closed convex subset of H and g : H -> Ü a proper closed convex function, was equivalent to the minimization of the function (g + W c ) over all ƒƒ, which allowed us, provided (dom g n C ) was nonenmpty, to use the perturbed Tikhonov's algorithm for solving (OC).
A particular form of perturbation is often used in this context : the penalization which consists in replacing, in itération n (n e N * ) of the Tikhonov's algorithm, function (g + }P C ) by (g + <p n ), <p n denoting a realvalued convex function on H, taking implicitly into account the constraints of the considered problem ( 7 ). Another form of perturbation usually used in convex optimization lies on approximation in which one modifies no more the objective function but well the set of constraints.
The developments of section (7.2) allow to obtain results related to this method.
Consider the (OH)-type problem :
XE H
It is known (see section 6) that solving this problem is equivalent to searching for a zero of 8 (g + W c ) (this operator being maximal monotone if (dom fif n C ) # 0).
As, provided a relatively weak assumption on (g, C ), i.e.
For a synthetic présentation of the penalization method, see P. Tossings [38] , chapter VI. Provided dg is Lipschitz continuous with modulus a. > 0, the results of section (7.2) are thus applicable to the approximation method in convex optimization : it suffices to replace, as in the study of variational inequalities, the hypothesis related to (B n ) by translated conditions related to (C n ). Note still that, as in the previously mentioned section, ifC^cCVneftl*, then the Lipschitz's condition assigned to dg can be reduced to « dg Lipschitz continuous with modulus a >0 only on C» (see remark (7.5)).
We recall hère below criterions under which these Lipschitz's conditions hold.
Remark 7.6 : The global Lipschitz's condition assigned to dg holds if g is differentiable (in the sensé of Fréchet), with Lipschitz continuous derivative on H (for ex ample, if g is quadratic on H).
As for the local condition, it holds if g is twice differentiable, with continuous first derivative and second derivative bounded on C.
NUMERICAL TESTS
We present, in this last section, some numerical expérience related to the Tikhonov's method adapted to the context of convex optimization ( 9 ). This expérience has been carried out on simple mathematical examples of convex programming, whose theoretical solution x* was known. In these examples, g dénotes the objective function and the //s are the constraint functions which have to be less or equal too zero. 
Our numerical expérience is given for illustration : it has been realized with an IBM-PC 286 and has to be improved thanks to material with greater capacities. 
We use three types of penalization : exponential, classical exterior and exact exterior penalization. Nguyen [33] , K. Mouallif and P. Tossings [26] - [27] ).
Classical and exact exterior penalization
The classical exterior penalties have to be distinguished from the exact exterior penalties (see, for example, P. Fedit [14] , A. Auslender, J. P. Crouzeix and P. Fedit [10] , B. Lemaire [20] ).
The classical exterior penalties are defined by In order to obtain x n (n"e N*) in (6.4)-(6.5), we exploit the procedure Valg2 proposed by A. Auslender [9] , with its second stopping rule.
Remark 8.1 : Procedure Valg2 being itérative, our program is twice itérative. This explains its relative slowness. Using another minimization procedure to obtain x n (n e N * ) or, more simply, choosing another stopping rule in Valg2, could improve the performances of this program. The advantage of Valg2 is that it has been conceived for solving strongly convex but nondifferentiable optimization problems ; it is, therefore, particularly well adapted to the Tikhonov's regularization method.
The stopping rule used to stop the external itérations is the following classical one : if then x n is taken as approached value of x*. Note that, to avoid too long work's time, we have limited the number of itérations admissible for our program : 100 external itérations and 100 000 added internai itérations.
The firts part of our table's number refers to the treated example. We also specify the nature of the used penalties, with the corresponding value of the parameter(s), the parameters s and m which govern the stopping rules, the rule used to construct the séquence (e n ) appearing in our method and, finally, the starting point choosen in the considered test to initialize Valg2 when it is called for the first time ; except spécifie mention, the séquence (À n ) has been defined by As for the results, the first number of itérations represents the number of external itérations ; the number put in brackets appearing for the number of added internai itérations. The approached solution obtained by means of the method is denoting by y. The « stops » due to the bound imposed on the numbers of itérations are mentioned by the comment « Stopping on overstepping the bound number of itérations ».
Comments
The comparison between the numerical tests presented hère below and those related to the proximai point algorithm, presented in [401, points out the bad conditioning of the Tikhonov's algorithm, due to the convergence of the séquence (A rt ) to infinity. Effectively, the number of internai itérations needed to compute an external itération is generally greater in the Tikhonov's method than in the proximal one and, more far we go in the external itérations, more sharp this problem becomes (the influence of the regularization term déclines, in the Tikhonov's method, at each external itération).
In gênerai, the number of external itérations needed to solve a problem is also greater in the Tikhonov's method (this f act being probably due to the non-recursivity of the Tikhonov's algorithm). The Tikhonov's method is, therefore, slower than the proximal one ; it is thus more affected by the bounds imposed, in our tests, on the number of itérations.
Nevertheless, the results furnished by the Tikhonov's method are often vol. 28, n° 2, 1994 closed to those obtained with the proximal one ; they are even, for some examples, quite heiter ( l(l ). Recall also (but we could not test this property) that, for a problem having several solutions, the Tikhonov's method has a great advantage on the proximal one : it converges, under appropriate conditions, to the solution which is of minimal norm (in the proximal method, even when the convergence is ensured, we do not know to which solution we go).
As for the choice of the penalties, of the penaltie's parameter(s), of the starting point and of the séquence (£ n \ the Tikhonov's algorithm acts like the proximal point algorithm : -the exponential penalties lead more often to overflow-problems than the exterior ones but, when they do not f ail, they often furnish the solution of the considered problem more rapidly ; -the séquence {£(«)} in the external penalties has little influence, provided it do not tend too far to infinity ; -the influence of the séquences {r(n)} and {s(n)} in the exponential penalties is sharper but it is not as sharp as in the proximal method ( u ) ; this fact allows, in some cases, the Tikhonov's method to work better than the proximal one : the Tikhonov's algorithm works longer and leads to a resuit more closed to the solution of the considered problem ; -the starting point « v 0 » has less influence on the Tikhonov's method than on the proximal one (this is probably due to the nonrecursivity of the Tikhonov's algorithm : in this context, « y 0 » acts only in the first application of the Auslender's subroutine) ; -the séquence (e n ) is not fundamental but to choose a very small e to construct this séquence sometimes leads to an overflow-problem.
Let us consider, to conclude, the influence of the séquence (A n ). In ail our tests, we construct this séquence with one of the following rules :
To avoid the séquence to tend too rapidly to infinity and, as a conséquence, to avoid problems connected with the bad conditioning of the Tikhonov's method, we only assign to c values closed to 1.
So, we obtain good results, little dépendant of the séquence (A n ) and of the parameter c. It is, however, possible that other choices could leave to better results or to obtain the results more rapidly. 
