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Abstract
We define a new quasiregular mapping T : R3 → R3 ∪ {∞} that generalizes the
tangent function on the complex plane and shares a number of its geometric properties.
We investigate the dynamics of the family {λT : λ > 0}, establishing results analogous
to those of Devaney and Keen for the meromorphic family {z 7→ λ tan z : λ > 0},
although the methods used are necessarily original.
MSC: Primary 30C65; Secondary 30D05 37F10.
1 Introduction
In the study of iteration of meromorphic functions on the complex plane, the tangent function
is one of very few examples where the Julia set has a simple form. Devaney and Keen [6]
proved the following result about the dynamics of the tangent family τλ(z) = λ tan z.
Theorem A ([6]). If λ > 1, then the Julia set J(τλ) is the real line. On the upper and lower
half-planes, the iterates of τλ converge to iξ0 and −iξ0 respectively, where ξ0 is the unique
positive solution to
ξ0 = λ tanh ξ0. (1.1)
If λ = 1, then J(τλ) = R and the forward orbit of any point with non-zero imaginary part
converges to the parabolic fixed point at the origin.
If 0 < λ < 1, then J(τλ) ⊆ R is locally a Cantor set, and the Fatou set is the infinitely
connected basin of attraction of the fixed point at the origin.
Devaney and Keen also considered complex values of λ with 0 < |λ| < 1. A detailed
classification of the dynamics of the family {λ tan z : λ ∈ C, λ 6= 0} has since been given by
Keen and Kotus [14].
In this article, we will consider a family of mappings on R3 that is a natural generalization
of the meromorphic tangent family. This is motivated both by the results of Devaney and
Keen mentioned above, and also by the higher dimensional analogues of the sine function
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that are constructed in [3], [8, §2] and [16, p.111]. Bergweiler and Eremenko [3] demonstrated
a seemingly paradoxical decomposition of Rn via iteration of these trigonometric analogues.
The mappings of Rn studied in [3, 8, 16] and this paper are all quasiregular functions.
We recall that a continuous function f : U → Rn on a domain U ⊆ Rn is called quasiregular
if it belongs to the Sobolev space W 1n,loc(U) and if there exists K ≥ 1 such that
‖Df(x)‖n ≤ KJf(x) for almost every x ∈ U,
where ‖Df(x)‖ is the norm of the derivative of f and Jf (x) denotes the Jacobian determi-
nant. More generally, a continuous function f : Rn → Rn ∪ {∞} is called quasiregular, or
sometimes quasimeromorphic, if the set of poles f−1(∞) is discrete and if f is quasiregular
on Rn \f−1(∞). Informally, a quasiregular function is one that maps infinitesimal spheres to
infinitesimal ellipsoids with bounded eccentricity. Quasiregular maps are a generalization of
analytic and meromorphic functions on the plane; see Rickman’s monograph [19] for many
more details.
The rich theory that surrounds the dynamics of entire and meromorphic functions has
prompted an investigation of the iterative behaviour of quasiregular mappings, see for ex-
ample [2, 11, 12, 15, 23] and also the survey article [1]. One purpose of this article is to help
address the lack of examples of quasiregular maps with well-understood dynamics.
Identifying useful definitions for the Fatou and Julia sets of a general quasiregular function
can be a complicated matter, see [1, 2, 24] and [13, Chapter 21] for results in this direction.
The escaping set of a quasiregular map provides a more easily defined dynamically interesting
set, and has been studied in [4, 10, 17]. We recall that, for a function f : Rn → Rn ∪ {∞},
the kth iterate fk is not defined at the poles of fk−1. Denoting the backward orbit of infinity
by
O−(∞) =
∞⋃
k=1
f−k(∞),
we see that the family of iterates {fk : k ∈ N} is only defined on Rn \ O−(∞). We thus
define the escaping set as
I(f) = {x ∈ Rn \O−(∞) : fk(x)→∞ as k →∞};
that is, the set of points whose iterated images tend to, but never land at, infinity. This set
is known to be non-empty for a large class of quasiregular mappings [4, 10]; in particular,
I(f) 6= ∅ when f is quasiregular and has infinitely many poles.
The escaping set is playing an increasingly important role in complex dynamics. Results
of Eremenko [9] and Domı´nguez [7] together show that the boundary ∂I(f) coincides with
the Julia set J(f) for any meromorphic function f . Further results on the escaping sets of
entire and meromorphic functions can be found in [5, 18, 20, 21, 22] and elsewhere. We will
demonstrate that the boundary of the escaping set of the quasiregular tangent function that
we construct has many of the properties typically expected of a Julia set.
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2 Statement of results
In Section 3, we construct a quasiregular mapping T : R3 → R3 ∪{∞} that is in many ways
a generalization of the meromorphic tangent function on the complex plane. This mapping
T is doubly-periodic, it has a pair of omitted asymptotic values and it shares several of the
geometric properties of the tangent function. Moreover, the restriction of T to either the
(x, z)-plane or the (y, z)-plane yields precisely the standard tangent function. See Section 3
for details. We remark that the construction is valid in Rn, for n ≥ 3, but for simplicity we
shall restrict to the case n = 3.
For λ > 0, we put
Tλ(x) = λT (x).
We study the dynamics of this one-parameter family with the aim of establishing an analogue
of Theorem A. We use the following definitions for continuous functions f : Rn → Rn∪{∞}.
We call x0 ∈ Rn a fixed point of f if f(x0) = x0 and define its basin of attraction to be
A(x0) = {x ∈ Rn : fk(x)→ x0 as k →∞}.
Furthermore, x0 is said to be an attracting fixed point if there exists c < 1 such that
‖f(y)− x0‖ < c‖y− x0‖ for all y in some punctured neighbourhood of x0.
Our first result shows that the iterative behaviour of Tλ in the upper and lower half-
spaces of R3 is analogous to that of λ tan z on the upper and lower half-planes as described
in Theorem A.
Theorem 2.1. The function T has a fixed point at the origin. If λ > 1, then Tλ has
attracting fixed points at (0, 0,±ξ0) with basins of attraction
A((0, 0,±ξ0)) = {(x, y, z) : ±z > 0},
where ξ0 > 0 is as in (1.1).
If 0 < λ < 1, then Tλ has an attracting fixed point at the origin. Moreover, when
0 < λ ≤ 1 we have {(x, y, z) : z 6= 0} ⊆ A(0).
Our attention turns next to the dynamics of Tλ on the invariant (x, y)-plane. We recall
that, for a meromorphic function with poles, the Julia set is equal to both the boundary
of the escaping set and also the closure of the backward orbit of infinity. In particular, for
τλ(z) = λ tan z with λ > 1, Theorem A shows that ∂I(τλ) = I(τλ) = R. We remark that by
Theorem 2.1,
I(Tλ) ⊆ {(x, y, 0) : x, y ∈ R} for all λ > 0,
and so ∂I(Tλ) = I(Tλ).
Theorem 2.2. If λ > 0, then I(Tλ) = O−(∞). The escaping set I(Tλ) is uncountable,
totally disconnected and has no isolated points.
Theorem 2.3. If λ >
√
2, then I(Tλ) = {(x, y, 0) : x, y ∈ R}. The constant
√
2 here cannot
be replaced by any smaller value.
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We also show how the value of λ determines the connectedness of I(Tλ).
Theorem 2.4. If λ ≥ 1, then I(Tλ) is connected. If λ < 1, then I(Tλ) is not connected.
The following related questions remain open: in analogy to Theorem A, are there values
of λ for which I(Tλ) is locally a Cantor set, or for which I(Tλ) and A(0) form a partition
of R3?
Our final results reflect two well-known properties of the Julia set of a meromorphic
function f : firstly, periodic points are dense in the Julia set; and secondly, that if an open
set U meets J(f) then
⋃
k∈N f
k(U) omits at most two points of C ∪ {∞}. The proposition
that a version of this ‘blowing-up property’ could be used to define Julia sets for certain
wide classes of quasiregular functions is explored in [1, 2, 24]. We observe here that I(Tλ)
possesses a strong form of this property.
Theorem 2.5. Let λ > 0 and let U be an open set that intersects I(Tλ). Then, for some
m > 0,
(Tλ)
m (U \ Em) =
(
R
3 ∪ {∞}) \ {(0, 0,±λ)},
where Em =
⋃m−1
n=1 (Tλ)
−n(∞).
Theorem 2.6. For all λ > 0, the closure of the set of periodic points of Tλ contains I(Tλ).
The definition of the quasiregular generalized tangent mapping T is given in Section 3,
where we also describe some of its geometric properties. In Section 4, we prove Theorem 2.1
by studying the behaviour of Tλ as a self-map of {(x, y, z) : z > 0}. In Section 5, we explore
the expanding behaviour of the restriction of Tλ to the (x, y)-plane. A method of defining
itineraries on the escaping set I(Tλ) is introduced in Section 6 and this allows us to establish
Theorem 2.2 and Theorem 2.3. We consider the connectedness of O−(∞) in Section 7,
proving Theorem 2.4. In Section 8, we quickly deduce Theorem 2.5 from Theorem 2.2.
Section 9 contains the proof of Theorem 2.6, which again makes use of the itineraries on the
escaping set.
3 The generalized tangent mapping T
We will fix the following notation throughout: elements of R3 will be denoted by x = (x, y, z);
the Euclidean norm will be denoted by ‖x‖, with | · | reserved for the modulus of real or
complex numbers; and we will write B(x, r) for an open ball centred at x ∈ R3 of Euclidean
radius r > 0.
3.1 Construction of T
The quasiregular Zorich mapping [25] (see also [19, §I.3.3] and [13, §6.5.4]) serves as a higher-
dimensional analogue of the complex exponential function, and can be defined as follows.
First, choose a bi-Lipschitz map
h :
[
−pi
2
,
pi
2
]2
→ {(x, y, z) : x2 + y2 + z2 = 1, z ≥ 0} .
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For our purposes, we shall take
h(x, y) =
(
x sinM(x, y)√
x2 + y2
,
y sinM(x, y)√
x2 + y2
, cosM(x, y)
)
,
where M(x, y) = max{|x|, |y|}. Next define Z : [−pi/2, pi/2]2 × R → {(x, y, z) : z ≥ 0} by
Z(x, y, z) = ezh(x, y). This may then be extended to a mapping Z : R3 → R3 \ {0} by
repeatedly reflecting in the x = (k + 1
2
)pi and y = (l + 1
2
)pi planes (k, l ∈ Z) in the domain
and in the z = 0 plane in the image. The resulting Zorich mapping is quasiregular on R3
and doubly-periodic with periods (2pi, 0, 0) and (0, 2pi, 0).
We observe that the complex function tan z = i(1−e
2iz)
1+e2iz
is the composition of a Mo¨bius
map and an exponential function. Define a sense-preserving Mo¨bius map A : R3 → R3∪{∞}
by
A(x, y, z) = (2rx, 2ry, 1− 2r(z + 1)),
where
r = r(x, y, z) =
1
x2 + y2 + (z + 1)2
.
We then define our three-dimensional analogue of tangent by
T (x) = (A ◦ Z)(2x). (3.1)
The map T is quasiregular since A and Z are quasiregular. A similar approach could be
used to define a variant of T in higher dimensions, but we shall not consider this. Using the
expression for the Zorich map discussed above, in the beam X = [−pi/4, pi/4]2 × R we can
write
T (x, y, z) =(
x cosM(x, y) sinM(x, y)√
x2 + y2(cos2M(x, y) + sinh2 z)
,
y cosM(x, y) sinM(x, y)√
x2 + y2(cos2M(x, y) + sinh2 z)
,
sinh z cosh z
cos2M(x, y) + sinh2 z
)
.
(3.2)
Note that A maps the (x, y)-plane to the unit sphere. Hence, we may equivalently define
T on X by (3.2), and then extend T to a mapping R3 → R3 ∪ {∞} by reflecting in the
x = pi
2
(k + 1
2
) and y = pi
2
(l + 1
2
) planes (k, l ∈ Z) in the domain and inverting in the unit
sphere in the image. The inversion referred to here is simply the mapping x 7→ x/‖x‖2.
3.2 Geometric properties of T
In this section we describe some of the properties of the mapping T and compare them to
those of the tangent function on the complex plane. For example, tangent is pi-periodic
while T has periods (pi, 0, 0) and (0, pi, 0) by (3.1). Furthermore, we see from (3.2) that both
functions have fixed points at the origin.
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By construction, the zeroes of T lie at the points ((n + m)pi/2, (n − m)pi/2, 0), where
m,n ∈ Z, and T has poles at ((n +m)pi/2, (n−m+ 1)pi/2, 0).
In fact, there are two copies of the tangent function embedded in T ; that is, the restriction
of T to either the (x, z)-plane or the (y, z)-plane gives the standard tangent function on these
planes. This can be seen by comparing (3.2) with the trigonometric identity
tan(a+ ib) =
cos a sin a
(cos2 a + sinh2 b)
+ i
(
sinh b cosh b
cos2 a+ sinh2 b
)
. (3.3)
It is well known that the values i and −i are omitted asymptotic values of the tangent
function. It is not hard to see that, for x, y fixed,
lim
z→±∞
T (x, y, z) = (0, 0,±1) (3.4)
and that T omits the values (0, 0,±1). This follows from (3.1) by noting that the Zorich
map has omitted asymptotic values 0 and ∞, while the Mo¨bius map A is a homeomorphism
of R3 ∪ {∞} with A(0) = (0, 0,−1) and A(∞) = (0, 0, 1).
We remark that, in some respects, under the map T the (x, y)-plane plays a role similar to
that of the real axis under the tangent map, while the z-axis plays the role of the imaginary
axis. For example, tangent maps the real axis onto R∪{∞} and the imaginary axis onto the
line segment joining the omitted values i and −i. Correspondingly, the image of the (x, y)-
plane under T is the (x, y)-plane plus the point at infinity, and the z-axis is mapped by T
onto the line segment joining (0, 0,−1) to (0, 0, 1). Moreover, the upper and lower half-planes
are completely invariant under the tangent map, as are the half-spaces {(x, y, z) : z > 0} and
{(x, y, z) : z < 0} under the mapping T . Here we say that a set U is completely invariant
under a mapping f if f(U) ⊆ U and f−1(U) ⊆ U .
We observe that tangent is both an odd function and a real function, so that tan(−z) =
− tan z and tan z = tan z. The related result for the map T is that if R is a reflection in any
one of the three co-ordinate planes of R3, then T (R(x)) = R(T (x)).
Finally, we mention that T is a homeomorphism from int(X) = (−pi/4, pi/4)2 × R onto
the unit ball in R3.
4 Dynamics of Tλ on the upper and lower half-spaces
The aim of this section is to prove Theorem 2.1. In the absence of suitable quasiregular
versions of the Schwarz Lemma or the Denjoy-Wolff Theorem for this situation, we shall
work directly from the expressions (3.1) and (3.2) for T . We begin by noting that the
required fixed points exist because Tλ(0, 0, z) = (0, 0, λ tanh z) by (3.2).
It is useful to observe that if x0 is a fixed point of Tλ, then the basin of attraction A(x0)
is completely invariant under Tλ. Moreover, if x0 is an attracting fixed point, then it follows
from the definition that A(x0) is an open set on which the iterates of Tλ converge to x0 locally
uniformly. We recall that ξ0 > 0 is defined by (1.1) and we shall abbreviate A((0, 0,±ξ0))
to A(±ξ0).
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The following three propositions will establish Theorem 2.1 because of the reflection
symmetry of T .
Proposition 4.1. If λ > 1, then Tλ has an attracting fixed point at (0, 0, ξ0). If 0 < λ < 1,
then Tλ has an attracting fixed point at 0.
Proposition 4.2. If λ > 1, then A(ξ0) = {(x, y, z) : z > 0}.
Proposition 4.3. If 0 < λ ≤ 1, then {(x, y, z) : z > 0} ⊆ A(0).
Proof of Proposition 4.1. Let us fix λ > 1. The meromorphic function τλ(ζ) = λ tan ζ has
an attracting fixed point at iξ0 and so there exist c < 1 and ε ∈ (0, pi/4) such that, for ζ ∈ C,
|ζ − iξ0| < ε ⇒ |λ tan ζ − iξ0| < c|ζ − iξ0|. (4.1)
Let (x, y, z) ∈ B((0, 0, ξ0), ε) and write M = M(x, y) = max{|x|, |y|}. We have that
|(M + iz)− iξ0|2 = M2 + (z − ξ0)2 ≤ x2 + y2 + (z − ξ0)2
= ‖(x, y, z)− (0, 0, ξ0)‖2 < ε2. (4.2)
Since (x, y, z) ∈ X , we see from (3.2) and (3.3) that
T (x, y, z) =
(
x√
x2 + y2
Re(tan(M + iz)),
y√
x2 + y2
Re(tan(M + iz)), Im(tan(M + iz))
)
and hence
‖Tλ(x, y, z)− (0, 0, ξ0)‖2 = [λRe(tan(M + iz))]2 + [λ Im(tan(M + iz))− ξ0]2
= |λ tan(M + iz)− iξ0|2. (4.3)
From (4.1), (4.2) and (4.3) we deduce that
‖Tλ(x, y, z)− (0, 0, ξ0)‖ < c|(M + iz)− iξ0| ≤ c‖(x, y, z)− (0, 0, ξ0)‖.
Therefore (0, 0, ξ0) is an attracting fixed point of Tλ. To prove that 0 is an attracting fixed
point when 0 < λ < 1, simply replace ξ0 by 0 in the above argument.
The following lemma is the key to the proof of Proposition 4.2. For z > 0, we define
ρ(x, y, z) =
M(x, y)
z
. (4.4)
Lemma 4.4. If λ > 0, z > 0 and M(x, y) 6= 0, then we have that
ρ(Tλ(x, y, z)) < ρ(x, y, z).
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Proof. Recall the notation X = [−pi/4, pi/4]2×R. We deal first with the case when (x, y, z) ∈
X with z > 0 and M(x, y) 6= 0. Observe that for s, t > 0,
sin s
s
< 1 <
sinh t
t
.
Therefore, using (3.2),
ρ(Tλ(x, y, z)) ≤ cosM(x, y) sinM(x, y)
sinh z cosh z
=
sin 2M(x, y)
sinh 2z
<
M(x, y)
z
= ρ(x, y, z).
Now suppose that (x, y, z) ∈ R3 \X with z > 0, and let (xˆ, yˆ, z) be the unique point in X
obtained by repeatedly reflecting (x, y, z) in the planes {x = pi
2
(k + 1
2
)} and {y = pi
2
(l + 1
2
)}
for k, l ∈ Z. Since M(xˆ, yˆ) ≤ pi/4 < M(x, y) we find that
0 ≤ ρ(xˆ, yˆ, z) < ρ(x, y, z).
By the construction of T , we note that if an even number of reflections are required to move
from (x, y, z) to (xˆ, yˆ, z), then Tλ(x, y, z) = Tλ(xˆ, yˆ, z), while if this number is odd, then
Tλ(x, y, z) =
Tλ(xˆ, yˆ, z)
‖T (xˆ, yˆ, z)‖2 .
We conclude that in either case
ρ(Tλ(x, y, z)) = ρ(Tλ(xˆ, yˆ, z)).
If M(xˆ, yˆ) = 0 then ρ(Tλ(xˆ, yˆ, z)) = 0 and the result follows. Otherwise, M(xˆ, yˆ) 6= 0 and
the proof is completed by applying the first part of the argument to (xˆ, yˆ, z) ∈ X .
Proof of Proposition 4.2. We take λ > 1. SinceA(ξ0) is open and Tλ(0, 0, z) = (0, 0, λ tanh z),
it is clear that
A(ξ0) contains a neighbourhood of {(0, 0, z) : z > 0}. (4.5)
Thus B((0, 0, λ), δ) ⊆ A(ξ0) for some δ > 0. It then follows from (3.4) that there exists
R > 0 such that {(x, y, z) : z > R} ⊆ A(ξ0).
Write (Tλ)m for the mth component function of Tλ. We now claim that, for z > 0,
(Tλ)3(x, y, z) ≥ λ tanh z ≥ min{z, ξ0}. (4.6)
The second inequality here is clear from the graph of λ tanh z and the definition (1.1). To
prove the first part of (4.6), we again let (xˆ, yˆ, z) denote the point in X obtained by reflecting
(x, y, z) in the planes {x = pi
2
(k + 1
2
)} and {y = pi
2
(l + 1
2
)} for k, l ∈ Z. If an even number of
reflections are needed, then
(Tλ)3(x, y, z) = (Tλ)3(xˆ, yˆ, z)
=
λ sinh z cosh z
cos2M(xˆ, yˆ) + sinh2 z
≥ λ sinh z cosh z
1 + sinh2 z
= λ tanh z.
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Otherwise, if an odd number of reflections are used, then we have that
(Tλ)3(x, y, z) =
(Tλ)3(xˆ, yˆ, z)
‖T (xˆ, yˆ, z)‖2
=
λ sinh z cosh z
cos2M(xˆ, yˆ) + sinh2 z
· cos
2M(xˆ, yˆ) + sinh2 z
sin2M(xˆ, yˆ) + sinh2 z
≥ λ tanh z,
so that (4.6) holds in either case.
Take x0 = (x0, y0, z0) with z0 > 0. We aim to prove that x0 ∈ A(ξ0). Write xn =
(xn, yn, zn) = (Tλ)
n(x0). If, for some n, we have that M(xn, yn) = 0 or zn > R, then
xn ∈ A(ξ0) and we are done. So we may assume that M(xn, yn) 6= 0 and
min{z0, ξ0} ≤ zn ≤ R (4.7)
for all n, using (4.6).
By Lemma 4.4, the sequence ρ(xn) is decreasing and so tends to a limit ρ
∗. We show next
that ρ∗ = 0. Since zn ≤ R and M(xn, yn) = znρ(xn) ≤ Rρ(x0), there exists a convergent
subsequence xnj → x∗. From (4.7), we see that the limit x∗ lies in the upper half-space
{(x, y, z) : z > 0}, and it follows that both Tλ and ρ are continuous near x∗. Therefore
ρ(x∗) = lim
j→∞
ρ(xnj ) = ρ
∗
and also
ρ(Tλ(x
∗)) = lim
j→∞
ρ(Tλ(xnj )) = lim
j→∞
ρ(xnj+1) = ρ
∗.
These last two lines contradict Lemma 4.4 unless x∗ lies on the z-axis, in which case ρ∗ =
ρ(x∗) = 0 as claimed. We have therefore shown that
lim
n→∞
M(xn, yn) ≤ lim
n→∞
Rρ(xn) = 0.
Recalling (4.5) and (4.7), we now see that xn ∈ A(ξ0) for all large n. It follows that
x0 ∈ A(ξ0) and therefore {(x, y, z) : z > 0} ⊆ A(ξ0). The reverse inclusion is evident from
the fact that {(x, y, z) : z > 0} is completely invariant under Tλ.
The next lemma will help us to handle the λ = 1 case of Proposition 4.3.
Lemma 4.5. If λ ≤ 1, then there exists ε > 0 such that
V = {(x, y, z) : M(x, y) < z/2 < ε} ⊆ A(0).
Proof. When λ < 1 the result follows from Proposition 4.1 because A(0) contains a neigh-
bourhood of 0.
Henceforth suppose that λ = 1. For small z and 0 < M < z/2, observe that
cos2M + sinh2 z = (1−M2 +O(M4)) + (z2 +O(z4))
≥ 1 + 3z
2
4
+O(z4).
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Therefore, if z is small and M(x, y) < z/2, then by (3.2),
(T )3(x, y, z) =
sinh z cosh z
cos2M(x, y) + sinh2 z
≤
(
z +
z3
6
+O(z5)
)(
1 +
z2
2
+O(z4)
)(
1− 3z
2
4
+O(z4)
)
= z − z
3
12
+O(z5).
Hence we may choose ε > 0 sufficiently small that, for all (x, y, z) ∈ V ,
(T )3(x, y, z) ≤ z − z
3
24
. (4.8)
With this choice of ε, Lemma 4.4, (4.4) and (4.8) show that T (V ) ⊆ V . Moreover, (4.8)
implies that (T n)3(x, y, z)→ 0 as n→∞, for all (x, y, z) ∈ V . Therefore V ⊆ A(0).
Proof of Proposition 4.3. We let 0 < λ ≤ 1. Using Lemma 4.5 together with the fact that
A(0) is completely invariant and Tλ(0, 0, z) = (0, 0, λ tanh z), we see that
A(0) contains a neighbourhood of {(0, 0, z) : z > 0}. (4.9)
We take x0 = (x0, y0, z0) with z0 > 0 and aim to prove that x0 ∈ A(0). Write xn =
(xn, yn, zn) = (Tλ)
n(x0). Arguing as in the proof of Proposition 4.2, we may assume that
M(xn, yn) 6= 0 and zn ≤ R for all n and some R > 0. As before, we aim to show that
the decreasing sequence ρ(xn) tends to zero. If xn → 0 as n → ∞, then x0 ∈ A(0) and
the proposition is proved. Otherwise, since zn ≤ R and M(xn, yn) = znρ(xn) ≤ Rρ(x0) by
Lemma 4.4, there must exist a convergent subsequence xnj → x∗ with limit x∗ in the upper
half-space {(x, y, z) : z > 0}. In this case, we deduce that ρ(xn) → 0 as in the proof of
Proposition 4.2.
Using Lemma 4.5, (4.4) and (4.9), it now follows that xn ∈ A(0) for all large n.
5 Expanding behaviour on the (x, y)-plane
We have already seen that the (x, y)-plane is completely invariant under the map T , and in
this section we focus on the restriction of T to this plane. Henceforth, we shall refer to this
plane as R2, but we continue to view it as the subset {(x, y, 0)} of R3. For balls in R2 we
use the notation B2(a, r) = {x ∈ R2 : ‖x − a‖ < r}. We may sometimes drop the third
co-ordinate for brevity, in which case we identify the points (x, y) = (x, y, 0).
Using this identification, we define the map F : R2 → R2 ∪ {∞} by
F (x, y) = T (x, y, 0) = ((T )1(x, y, 0), (T )2(x, y, 0)) (5.1)
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and we put Fλ(x, y) = λF (x, y). We shall be interested in points at which Fλ is locally
uniformly expanding. For any point x at which the two-dimensional derivative DF (x) exists,
we write
l(DF (x)) = inf
‖h‖=1
‖DF (x)(h)‖.
We make one more definition before stating our next lemma. Let
P =
{(
(n+m)pi
2
,
(n−m+ 1)pi
2
, 0
)
: m,n ∈ Z
}
(5.2)
denote the common set of poles of Tλ and Fλ.
Lemma 5.1. Let λ > 0. Then, for almost every x ∈ R2,
l(DFλ(x)) ≥ λ/
√
2.
Moreover, there exists δ > 0 such that, for any p ∈ P ,
l(DFλ(x)) ≥ 2
almost everywhere on B2(p, δ).
Proof. We begin by estimating the derivative DF (x) on the square X0 = X ∩ R2 =
[−pi/4, pi/4]2. Let us initially assume that (x, y) ∈ X0 with 0 < y < x < pi/4, so that
F (x, y) =
(
x tan x√
x2 + y2
,
y tanx√
x2 + y2
)
by (3.2) and (5.1). Then the derivative of F at (x, y) is
DF (x, y) = (x2 + y2)−3/2
(
y2 tan x+ x(x2 + y2)(1 + tan2 x) −xy tanx
−xy tan x+ y(x2 + y2)(1 + tan2 x) x2 tan x
)
.
The eigenvalues of this matrix are
µ1 =
tanx√
x2 + y2
and µ2 =
x(1 + tan2 x)√
x2 + y2
,
and since 0 < y < x < pi/4 we have that µ1 ≥ 1/
√
2 and µ2 ≥ 1/
√
2. Similar calculations
show that wherever DF is defined on X0, its eigenvalues are at least 1/
√
2. Hence
l(DFλ) ≥ λ/
√
2
almost everywhere in X0.
Consider next (x, y) ∈ R2 and, as in Section 4, let (xˆ, yˆ) denote the unique point of X0
obtained by repeatedly reflecting (x, y) in the lines {x = pi
2
(k + 1
2
)} and {y = pi
2
(l + 1
2
)} for
k, l ∈ Z. Note that the mapping (x, y) 7→ (xˆ, yˆ) is locally an isometry almost everywhere in
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R
2. In the case that (xˆ, yˆ) is obtained by an even number of reflections, then by (5.1) and
the construction of T , we have that F (x, y) = F (xˆ, yˆ) and thus we may estimate DF (x, y)
by the above argument. In the remaining case, when (xˆ, yˆ) is obtained by an odd number
of reflections, we find that F (x, y) = (H ◦ F )(xˆ, yˆ) where H(x) = x/‖x‖2 is inversion in the
unit circle. We write G = H ◦ F so that in this case, where defined,
l(DFλ(x, y)) = λl(DG(xˆ, yˆ)).
Hence, to prove the first part of the lemma it will now suffice to estimate DG on X0. To
this end, we again initially consider (x, y) ∈ X0 with 0 < y < x < pi/4. Then
G(x, y) =
(
x cot x√
x2 + y2
,
y cotx√
x2 + y2
)
,
and we calculate that
DG(x, y) = (x2 + y2)−3/2
(
y2 cot x− x(x2 + y2) cosec2 x −xy cotx
−xy cot x− y(x2 + y2) cosec2 x x2 cot x
)
.
The eigenvalues of DG are
µ3 =
cot x√
x2 + y2
and µ4 =
−x cosec2 x√
x2 + y2
, (5.3)
from which it follows that |µ3| ≥ 4/(pi
√
2) and |µ4| ≥ 2/
√
2 because 0 < y < x < pi/4.
Similar calculations yield the same eigenvalue estimates at almost every point (x, y) ∈ X0.
Therefore we certainly have that
l(DG(x, y)) ≥ 4/(pi
√
2) > 1/
√
2
almost everywhere in X0. This establishes the first part of the lemma.
To prove the second statement in the lemma, first observe that if p = (px, py) then
(p̂x, p̂y) = (0, 0) and that Fλ(x, y) = λG(xˆ, yˆ) for all (x, y) in some neighbourhood of p.
Given λ > 0, it follows from calculations similar to those leading to (5.3) that there exists
δ > 0 such that |µ3| ≥ 2/λ and |µ4| ≥ 2/λ on B2(0, δ), where µ3 and µ4 are again the
eigenvalues of DG wherever this is defined. Therefore, l(DG(xˆ, yˆ)) ≥ 2/λ almost everywhere
on B2(0, δ) and the result follows.
For p ∈ P , let W (p) be the set of points in the (x, y)-plane that are nearer to p than to
any other pole. That is,
W (p) = {(x, y) : ‖(x, y)− p‖ < ‖(x, y)− q‖ for all q ∈ P \ {p}};
equivalently, writing p = (px, py) and recalling (5.2),
W (p) = {(x, y) : |x− px|+ |y − py| < pi/2}.
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Theorem 2.1 shows that I(Tλ) ⊆ R2. Using (5.2), the periodicity of Tλ, and the fact that Tλ
maps {(x,±x, 0) : x ∈ R} into a bounded part of itself, it follows that
I(Tλ) ⊆
⋃
p∈P
W (p). (5.4)
Lemma 5.2. Let λ > 0. For each q ∈ P there exists a branch of the inverse of Fλ that
takes values in W (q). More precisely, we can define a continuous function
Sq : (R
2 ∪ {∞}) \
{
(x,±x) : |x| ≤ λ√
2
}
→W (q)
such that Sq ◦ Fλ is the identity on W (q) and Fλ ◦ Sq is the identity on the domain of Sq.
In particular, for any p,q ∈ P , the function Sq is defined on W (p) and so each point
of W (p) has exactly one pre-image under Fλ lying in W (q). Moreover, given ε > 0, there
exists R > 0 such that if ‖p‖ > R then Sq(W (p)) ⊆ B2(q, ε).
Proof. Without loss of generality we may take λ = 1. Let X0 = [−pi/4, pi/4]2 as before and
let
D = (R2 ∪ {∞}) \
{
(x,±x) : |x| ≤ 1√
2
}
.
We claim that T maps W (q) bijectively onto D and prove this as follows. To each point of
W (q) corresponds a unique point of
E = {(x, y) ∈ X0 : x 6= ±y} ∪
((
pi
4
,
3pi
4
)
×
(
−pi
4
,
pi
4
))
obtained by an even number of reflections in the lines {x = pi
2
(k + 1
2
)} and {y = pi
2
(l + 1
2
)}
for k, l ∈ Z. These corresponding pairs of points have the same image under T . Hence the
claim is equivalent to T being a one-to-one map from E onto D.
Recall the Zorich mapping Z as defined in Section 3.1. It is not difficult to see that the
mapping x 7→ Z(2x) is a bijection from E onto
S(0, 1) \ {(x, y, z) : x = ±y, z ≥ 0},
where S(0, 1) is the unit sphere in R3. The Mo¨bius map A from Section 3.1 maps this last
set bijectively onto D. Thus the claim is now proved by recalling (3.1).
From (5.1) and the above, it follows that we may define inverse branches Sq as described
in the lemma. In fact, using the calculations from the proof of Lemma 5.1, it can be shown
that F : W (q) → D is quasiconformal, which implies that the inverse functions Sq are also
quasiconformal; see for example [19, Corollary II.6.5].
To prove the final assertion of the lemma, we simply observe that Fλ is bounded on
W (q) \B2(q, ε), with this bound independent of the choice of q ∈ P .
The next result applies the previous two lemmas to demonstrate that Fλ is uniformly
expanding in a neighbourhood of any pole.
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Lemma 5.3. Given λ > 0, there exists ε ∈ (0, pi/4) such that, for any p ∈ P and a,b ∈
B2(p, ε),
‖Fλ(a)− Fλ(b)‖ ≥ 2‖a− b‖.
Proof. Let δ > 0 be as given by Lemma 5.1 and let p ∈ P . Choose R1 > λ/
√
2 sufficiently
large that
{y ∈ R2 : ‖y‖ > R1} ⊆ Fλ(B2(p, δ)) (5.5)
and find ε ∈ (0, pi/4) such that ‖Fλ(x)‖ > 2R1 whenever ‖x − p‖ < ε. Observe that both
R1 and ε are independent of the choice of p ∈ P .
Now take a,b ∈ B2(p, ε) and note that ‖Fλ(a)‖, ‖Fλ(b)‖ > 2R1. Since ‖a − b‖ < pi/2,
we may assume that ‖Fλ(a) − Fλ(b)‖ < pi. Hence, as R1 is large, the line segment joining
Fλ(a) to Fλ(b) must lie in {‖y‖ > R1}. Therefore by (5.5), if y is a point on this line
segment then x := Sp(y) ∈ B2(p, δ) and so
‖DSp(y)‖ = 1
l(DFλ(x))
≤ 1
2
by Lemma 5.1. It then follows by integration that
‖a− b‖ = ‖Sp(Fλ(a))− Sp(Fλ(b))‖ ≤ 1
2
‖Fλ(a)− Fλ(b)‖.
Lemma 5.4. Let λ > 0 and take p ∈ P and U ⊆ W (p). Then for any component V of
F−1λ (U), we have V ⊆W (q) for some q ∈ P and
diamV ≤
√
2
λ
diamU.
Proof. From the periodicity of Fλ and the fact that Fλ maps {(x,±x) : x ∈ R} into itself,
it follows that Fλ(∂W (q)) is disjoint from W (p) for all q ∈ P . Hence we must have that
the component V ⊆ W (q) for some q ∈ P . By Lemma 5.2, Fλ has an inverse branch
Sq : W (p)→W (q). For y ∈ W (p), writing x = Sq(y) and using Lemma 5.1 yields
‖DSq(y)‖ = 1
l(DFλ(x))
≤
√
2
λ
.
Noting that W (p) is convex, we deduce from this that if v1,v2 ∈ V , then
‖v1 − v2‖ = ‖Sq(Fλ(v1))− Sq(Fλ(v2))‖ ≤
√
2
λ
‖Fλ(v1)− Fλ(v2)‖ ≤
√
2
λ
diamU.
6 Itineraries on the escaping set
We define
Π = {(pn)∞n=0 : pn ∈ P and pn →∞},
so that Π is the set of sequences of poles that tend to infinity. The next lemma can be viewed
as defining a notion of itineraries on the escaping set.
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Lemma 6.1. For any λ > 0, we can define a one-to-one mapping Φ : I(Tλ)→ Π by
Φ(x) = (pn)
∞
n=0,
where pn ∈ P is chosen so that T nλ (x) ∈ W (pn).
Proof. We first show that the mapping Φ is well-defined. Let x ∈ I(Tλ) and let n ≥ 0 be
an integer. Then by (5.4) and the forward invariance of I(Tλ), there exists a unique pn ∈ P
such that T nλ (x) ∈ W (pn). Since ‖T nλ (x)−pn‖ < pi/2 and x ∈ I(Tλ), it follows that pn →∞
as n→∞.
It remains to show that, given any sequence (pn) ∈ Π, there exists a unique x ∈ I(Tλ)
such that Φ(x) = (pn).
Suppose that (pn) ∈ Π and let ε ∈ (0, pi/4) be as given by Lemma 5.3. Let R > 0 be
given by Lemma 5.2, except that we increase R if necessary to ensure thatW (p) is contained
in the domain of Sq whenever ‖p‖ > R.
Since (pn) tends to infinity, there exists N such that ‖pn‖ > R for all n ≥ N . For j ≥ 0,
write qj = pN+j and define
Yj = Sq0 ◦ . . . ◦ Sqj (W (qj+1)).
The Yj form a nested sequence of non-empty compact sets. By Lemma 5.2 we have that
F jλ(Yj) = Sqj(W (qj+1)) ⊆ B2(qj, ε). (6.1)
Using this and the fact that the Yj are nested, we find that, if 0 ≤ k ≤ j and a ∈ Yj, then
F kλ (a) ∈ F kλ (Yk) ⊆ B2(qk, ε).
Hence for any pair a,b ∈ Yj, Lemma 5.3 yields that
2j‖a− b‖ ≤ ‖F jλ(a)− F jλ(b)‖
≤ diamF jλ(Yj) ≤ 2ε,
where the final inequality here again uses (6.1). It follows that
diamYj ≤ 21−jε→ 0 as j →∞.
We deduce that the intersection of all the sets Yj contains exactly one point, which we denote
by xN . By construction, and by considering Lemma 5.2, we see that xN is the unique point
such that F jλ(xN) ∈ W (pN+j) for all j ≥ 0. Finally, we set
x = Sp0 ◦ . . . ◦ SpN−1(xN)
and hence x is the unique point such that T nλ (x) ∈ W (pn) for all n ≥ 0. Therefore, x ∈ I(Tλ)
and x is the unique point satisfying Φ(x) = (pn), as required.
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6.1 Proof of Theorem 2.2
It is clear from the definition that the set Π is uncountable, and so Lemma 6.1 shows that the
escaping set I(Tλ) must also be uncountable. Since I(Tλ) is non-empty it must be unbounded
and so, by backward invariance, it follows immediately that O−(∞) ⊆ I(Tλ).
To prove that I(Tλ) ⊆ O−(∞), we let x ∈ I(Tλ) and take (pn) = Φ(x). Let qj , Yj and
xN = T
N
λ (x) be as in the proof of Lemma 6.1. By definition, each set Yj contains a pre-image
under T j+1λ of the pole qj+1. Since xN ∈
⋂
Yj and diamYj → 0, it follows that xN ∈ O−(∞)
and thus x ∈ O−(∞) also. We may therefore conclude that I(Tλ) = O−(∞).
The sets I(Tλ) and O
−(∞) are disjoint by definition, and yet we have shown that I(Tλ) =
O−(∞). Using these two facts, it is not hard to show that neither set can have any isolated
points.
Finally, we shall show that I(Tλ) is totally disconnected. To this end, suppose that x and
y belong to the same connected component of I(Tλ). Then, by continuity, T
n
λ (x) and T
n
λ (y)
lie in the same component of I(Tλ) for all n. Hence (5.4) implies that Φ(x) = Φ(y), because
the pairwise disjoint sets W (p) are relatively open in R2. Therefore x = y by Lemma 6.1.
6.2 Proof of Theorem 2.3
In view of Theorem 2.2, our first aim is to show that I(Tλ) = O−(∞) = R2 whenever λ >
√
2.
Suppose that this does not hold, so that there exist x ∈ R2 and ε > 0 such that B(x, ε)
does not intersect O−(∞). Write U = B(x, ε/2) and note that T nλ is defined, and hence
quasiregular, on U for all n. All quasiregular functions are open maps [19, Theorem I.4.1],
and hence the set T nλ (U) is open for all n. Thus T
n
λ (U) meets W (pn) for some pn ∈ P ,
because the sets W (p) form a dense subset of the completely invariant plane R2. In other
words, U intersects some component Vn of F
−n
λ (W (pn)).
Lemma 5.4 shows that
diamVn ≤
(√
2
λ
)n
diamW (pn) =
(√
2
λ
)n
pi,
and so diamVn → 0 as n → ∞, since λ >
√
2. Therefore, if n is sufficiently large, then
Vn ⊆ B(x, ε). This contradicts the assumption that B(x, ε) is disjoint from O−(∞), because
Vn contains a point of T
−n
λ (pn). Hence we have established the fact that O
−(∞) = R2
whenever λ >
√
2.
It remains to show that the constant
√
2 is sharp, in the sense that I(Tλ) 6= R2 when
λ <
√
2. We will actually prove somewhat more than this in Lemma 6.2 below. We show
that if λ <
√
2, then the basin of attraction of the origin contains non-empty open regions
when viewed as a subset of the (x, y)-plane R2. The fact that I(Tλ) is not dense in R
2 then
follows immediately, because I(Tλ) ⊆ R2 by Theorem 2.1.
We now fix a value λ ∈ (0,√2). For 0 < µ < 1, write
τµ(x) = µ tanx
16
Figure 1: The set Q is shown as the shaded subset of the square [−pi/4, pi/4]2.
and let φ(µ) denote the smallest positive fixed point of the function τµ. We remark that
φ : (0, 1) → (0, pi/2) is a continuous decreasing function. Recalling our convention that we
identify the points (x, y, 0) = (x, y), we define Q = Q1 ∪Q2 where
Q1 =
{
(x, αx) : λ2 − 1 < α2 ≤ 1, |x| < min
{
pi
4
, φ
(
λ√
1 + α2
)}}
,
Q2 =
{
(αy, y) : λ2 − 1 < α2 ≤ 1, |y| < min
{
pi
4
, φ
(
λ√
1 + α2
)}}
.
The set Q is illustrated for several values of λ in Figure 1. We may now state the result
referred to in the previous paragraph.
Lemma 6.2. For 0 < λ <
√
2 and Q as defined above, we have Q ⊆ A(0).
We briefly delay the proof of Lemma 6.2 to make the following remarks. Although by
definition Q contains the origin, the set Q\{0} is non-empty and relatively open as a subset
of R2. When 1 ≤ λ < √2, the origin lies on the boundary of Q. If instead 0 < λ < 1, then Q
contains a relative neighbourhood of the origin (in this case we already know that the basin
A(0) is open by Theorem 2.1).
Proof of Lemma 6.2. We will just prove that Q1 ⊆ A(0), as the proof for Q2 is almost
identical.
Take (x, αx) ∈ Q1 and let µ = λ/
√
1 + α2. Using (3.2), we find that
Tλ(x, αx, 0) =
(
λ tanx√
1 + α2
,
αλ tanx√
1 + α2
, 0
)
= (τµ(x), ατµ(x), 0). (6.2)
Since (x, αx) ∈ Q1, we have that |x| < φ(µ). By considering the graph of τµ and recalling
the definition of φ(µ), it follows that |τµ(x)| < |x|. Hence (6.2) shows that Tλ(x, αx, 0) ∈ Q1,
and we may thus deduce that Tλ(Q1) ⊆ Q1.
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Furthermore, for (x, αx) ∈ Q1, equation (6.2) implies that
T nλ (x, αx, 0) = (τ
n
µ (x), ατ
n
µ (x), 0).
Using the fact that |x| < φ(µ), it is not hard to see that τnµ (x) → 0 as n → ∞. Therefore
we conclude that (x, αx, 0) ∈ A(0), as required.
Remarks. 1. By using (6.2) and a similar equation for Q2, it can be shown that those
points in (−pi/4, pi/4)2 that lie on the boundary of Q are fixed points of Tλ. This
means that, when λ ∈ (pi/4,√2), the mapping Tλ has a curve of fixed points in the
(x, y)-plane. (When λ ∈ (0, pi/4], we find that Q = (−pi/4, pi/4)2.)
2. We mentioned the following questions in Section 2: are there values of λ for which
I(Tλ) is locally a Cantor set, or for which I(Tλ) and A(0) form a partition of R3?
When λ ∈ (pi/4,√2), there exists a curve of fixed points of Tλ. Thus, for these values
of λ, the complement of A(0) contains continua. In this case, at least one of the above
questions must have a negative answer.
3. If λ < 1, then the set A(0) ∩R2 is connected. This may be proved using the fact that
A(0) is open and contains the lines {(x,±x, 0) : x ∈ R}.
4. Figures 2 and 3 show A(0)∩R2 in the region [−pi/4, 3pi/4]2 for λ = 0.9 and λ = 1.1107.
In these figures, the darker blue regions consist of points which iterate close to 0 after
few iterations, whereas lighter yellow and red regions indicate that more iterations are
needed to get close to 0. Since the escaping set is totally disconnected, it is more
challenging to compute images which show the escaping set. However, A(0) is more
amenable to producing visually interesting images; in particular, the region Q is clearly
visible in these figures. Further, Theorem 2.4 implies that I(Tλ) is not connected in
Figure 2, but is connected in Figure 3.
7 Connectedness of O−(∞)
Recall that Theorem 2.2 states that I(Tλ) = O−(∞) for any λ > 0. In this section, we prove
Theorem 2.4 about the connectedness of this set. In particular, we find that the connected-
ness locus {λ > 0 : I(Tλ) is connected} is itself connected (see also [14, Theorem 5.2]).
The proof of Theorem 2.4 is contained in the following two results. If λ ≥ 1, then
Lemma 7.1 shows that I(Tλ) = O−(∞) is connected. On the other hand, Lemma 7.2 shows
that if λ < 1, then I(Tλ) contains singleton components. In particular, in this case I(Tλ) is
not connected.
It is useful to let L be the set of lines {(x,±x + kpi, 0) : x ∈ R, k ∈ Z}. It can be shown
that
Tλ(L) = {(x,±x, 0) : |x| ≤ λ/
√
2} ⊆ L. (7.1)
Lemma 7.1. Let λ ≥ 1. Then O−(∞) is connected.
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Figure 2: This diagram indicates A(0) for λ = 0.9 in [−pi/4, 3pi/4]2.
Figure 3: This diagram indicates A(0) for λ = 1.1107 in [−pi/4, 3pi/4]2. This choice of λ is
approximately pi
√
2/4, at which value the tips of the region Q just meet the corners of the
square [−pi/4, pi/4]2.
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Proof. Let λ ≥ 1 and observe that, by Theorem A, the Julia set of the meromorphic function
τλ(z) = λ tan z is the real line. In our situation, since Tλ contains embedded copies of τλ,
this means that the lines {x = 0} and {y = 0} in R2 are contained in O−(∞). Hence, by
periodicity, all the translations of these lines by multiples of pi in the x and y driections
are also contained in O−(∞). Denote by C the component of O−(∞) containing all these
lines, and note that C is closed and contains all the poles of Tλ. We now aim to show that
O−(∞) ⊆ C, as this will imply that O−(∞) is equal to C and is therefore connected.
We need to prove that
T−nλ (∞) ⊆ C (7.2)
for all n ∈ N. Note that this holds for n = 1 because C contains all the poles of Tλ. We
proceed by induction, assuming now that (7.2) holds for some particular n ∈ N.
Let x ∈ T−(n+1)λ (∞) and choose poles pj such that T jλ(x) ∈ W (pj) for j = 0, 1, . . . , n;
note that pn = T
n
λ (x). Such poles pj exist because ∂W (p) ⊆ L for every pole p, and L
is disjoint from O−(∞) by (7.1). Choose Γ to be a path in C that connects pn to ∞ and
does not intersect {(x,±x, 0) : |x| ≤ λ/√2}. Appealing to Lemma 5.2 and the backward
invariance of O−(∞), we find that
Sp0 ◦ . . . ◦ Spn−1(Γ ∪ {∞})
is a connected subset of O−(∞) that contains both x and the point
Sp0 ◦ . . . ◦ Spn−1(∞) ∈ T−nλ (∞).
This latter point lies in C by the induction hypothesis (7.2). We deduce that x ∈ C, which
completes the induction.
Lemma 7.2. Suppose that 0 < λ < 1. If either v ∈ O−(∞) or v ∈ I(f), then {v} is a
component of O−(∞).
Proof. First suppose that v ∈ O−(∞). The function Tλ is quasiregular and all non-constant
quasiregular mappings are discrete [19, Theorem I.4.1]. Hence, it will suffice to prove the
result under the assumption that v is actually a pole of Tλ. Let V denote the component of
O−(∞) containing v.
Lemma 6.2 and (7.1) show that Tλ(L) ⊆ A(0), by noting that λ/
√
2 < pi/4 < φ(λ/
√
2)
whenever 0 < λ < 1. Therefore, L ⊆ A(0).
For n ∈ N, let γn ⊆ L be a path in the shape of a diamond with vertices at (±npi, 0, 0)
and (0,±npi, 0). Since γn ⊆ L ⊆ A(0) and A(0) is open and disjoint from O−(∞), we deduce
that γn does not intersect O−(∞).
Let Dn denote the unbounded component of R
2 \ γn. The image Tλ(V ) is contained in
O−(∞)∪ {∞} ⊆ R2 ∪ {∞}. As Tλ(V ) is connected and contains ∞, but is disjoint from γn,
we must have that Tλ(V ) ⊆ Dn ∪ {∞}. This holds for all n, and hence Tλ(V ) = {∞}. It
follows that V = {v}.
Next, suppose instead that v ∈ I(Tλ). Let (pn)∞n=0 = Φ(v) be the itinerary of v. From
the proof of Lemma 6.1 recall that, for large n,
En = Sp0 ◦ . . . ◦ Spn(W (pn+1))
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is a nested sequence of compact sets whose intersection consists only of v. Using the first
part of this proof, we have that ∂W (p) ⊆ L ⊆ A(0) for every pole p. Therefore, by complete
invariance we have ∂En ⊆ A(0) for all large n. Since A(0) is open and disjoint from O−(∞),
this means that {v} is a component of O−(∞).
8 Proof of Theorem 2.5
Let U and Em be as in the statement of the theorem. By Theorem 2.2 the set U intersects
O−(∞). Hence, for some m, the image Tm−1λ (U \ Em) contains a set of the form {x ∈ R3 :
‖x‖ > M} for some M . This set contains the beam[
kpi − pi
2
, kpi +
pi
2
]2
× R,
for all large k ∈ N. Therefore, by the periodicity of Tλ,
Tmλ (U \ Em) = Tλ(R3).
The proof is completed by recalling the definition (3.1) and noting that Z(R3) = R3 \ {0},
while the Mo¨bius transformation A maps R3 \ {0} onto (R3 ∪ {∞}) \ {(0, 0,±1)}.
9 Density of periodic points
The aim of this section is to provide a proof of Theorem 2.6. We fix λ > 0 and, supposing
that x0 ∈ I(Tλ) and η > 0 are given, we seek a periodic point of Tλ lying in B2(x0, η).
Let (pn) = Φ(x0) and write xn = T
n
λ (x0). We will first find a periodic point y0 in W (p0)
with iterates that run through the sequence of sets W (p1),W (p2), . . . before returning to
y0. By choosing a sufficiently long period for this cycle, we will then be able to show that
this periodic point lies near to x0.
We begin by choosing constants similarly to the proof of Lemma 6.1. In particular, let
ε > 0 be as in Lemma 5.3 and then take R as given by Lemma 5.2, except that we again
increase R to ensure that the domain of any inverse branch Sq contains the closure W (p) for
all ‖p‖ > R. Since (pn) tends to infinity, we may choose N such that ‖pn‖ > R whenever
n ≥ N .
We recall the important observation that each inverse branch Sq is defined on all of
W (p) for every p ∈ P . Moreover, the image of each Sq is contained in W (q) by definition.
Using (5.4), it follows that the composition Sp0 ◦ . . . ◦ SpN−1 is continuous at xN ∈ I(Tλ).
Hence there exists a large integer M such that(
Sp0 ◦ . . . ◦ SpN−1
) (
B2(xN , 2
−Mpi)
) ⊆ B2(x0, η). (9.1)
Next we consider a longer composition of inverse branches. Due to the choices made
above, any branch Sq is defined on W (pN+M) because ‖pN+M‖ > R. Hence we have a
continuous function
SpN+M ◦ Sp0 ◦ Sp1 ◦ . . . ◦ SpN+M−1 : W (pN+M)→ W (pN+M).
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An application of the Brouwer Fixed Point Theorem yields a fixed point yN+M ∈ W (pN+M)
of this composition. For n = 0, 1, . . . , N +M − 1, define
yn = Spn ◦ . . . ◦ SpN+M−1(yN+M),
so that {y0, . . . ,yN+M} is a periodic cycle for Tλ with yn ∈ W (pn).
Using the fact that ‖pn‖ > R for all n ≥ N , the final part of Lemma 5.2 now shows that
in fact
xn,yn ∈ B2(pn, ε) for n ∈ {N, . . . , N +M − 1},
because, for example, xn = Spn(xn+1). Thus we may apply Lemma 5.3 to obtain
‖xn+1 − yn+1‖ = ‖Tλ(xn)− Tλ(yn)‖ ≥ 2‖xn − yn‖,
for n ∈ {N, . . . , N +M − 1}, from which we deduce that
‖xN − yN‖ ≤ 2−M‖xN+M − yN+M‖ < 2−Mpi.
Combining this last line with (9.1), we now see that
y0 = Sp0 ◦ . . . ◦ SpN−1(yN) ∈ B2(x0, η),
which completes the proof of Theorem 2.6.
Acknowledgment
The authors wish to thank Dan Goodman for the code used in creating Figures 2 and 3.
References
[1] W. Bergweiler, Iteration of quasiregular mappings, Comput. Methods Funct. Theory 10
(2010), 455–481.
[2] W. Bergweiler, Fatou-Julia theory for non-uniformly quasiregular maps, to appear in
Ergodic Theory Dynam. Systems, arXiv:1102.1910.
[3] W. Bergweiler and A. Eremenko, Dynamics of a higher dimensional analog of the
trigonometric functions, Ann. Acad. Sci. Fenn. Math. 36 (2011), 165–175.
[4] W. Bergweiler, A. Fletcher, J. K. Langley and J. Meyer, The escaping set of a quasireg-
ular mapping, Proc. Amer. Math. Soc. 137 (2009), 641–651.
[5] W. Bergweiler, P. J. Rippon and G. M. Stallard, Dynamics of meromorphic functions
with direct or logarithmic singularities, Proc. Lond. Math. Soc. 97 (2008), 368–400.
[6] R. L. Devaney and L. Keen, Dynamics of meromorphic maps: maps with polynomial
Schwarzian derivative, Ann. Sci. E´cole Norm. Sup. 22 (1989), 55–79.
22
[7] P. Domı´nguez, Dynamics of transcendental meromorphic functions, Ann. Acad. Sci.
Fenn. Math. 23 (1998), 225–250.
[8] D. Drasin, On a method of Holopainen and Rickman, Israel J. Math. 101 (1997), 73–84.
[9] A. Eremenko, On the iteration of entire functions, Dynamical systems and ergodic theory
(Warsaw, 1986), Banach Center Publ., 23, PWN, Warsaw, (1989), 339–345.
[10] A. Fletcher and D. A. Nicks, Quasiregular dynamics on the n-sphere, Ergodic Theory
Dynam. Systems 31 (2011), 23–31.
[11] A. Fletcher and D. A. Nicks, Julia sets of uniformly quasiregular mappings are uniformly
perfect, Math. Proc. Cambridge Philos. Soc. 151 (2011), 541–550.
[12] A. Hinkkanen, G. Martin and V. Mayer, Local dynamics of uniformly quasiregular
mappings, Math. Scand. 95 (2004), 80–100.
[13] T. Iwaniec and G. Martin, Geometric function theory and non-linear analysis, Oxford
Mathematical Monographs, Oxford University Press, New York, 2001.
[14] L. Keen and J. Kotus, Dynamics of the family λ tan z, Conform. Geom. Dyn. 1 (1997),
28–57.
[15] V. Mayer, Uniformly quasiregular mappings of Latte`s type, Conform. Geom. Dyn. 1
(1997), 104–111.
[16] V. Mayer, Quasiregular analogues of critically finite rational functions with parabolic
orbifold, J. Anal. Math. 75 (1998), 105–119.
[17] D. A. Nicks, Wandering domains in quasiregular dynamics, pre-print, arXiv:1101.1483.
[18] L. Rempe, Rigidity of escaping dynamics for transcendental entire functions, Acta Math.
203 (2009), 235–267.
[19] S. Rickman, Quasiregular mappings, Ergebnisse der Mathematik und ihrer Grenzgebiete
26, Springer-Verlag, Berlin, 1993.
[20] P. J. Rippon and G. M. Stallard, On questions of Fatou and Eremenko, Proc. Amer.
Math. Soc. 133 (2005), 1119–1126.
[21] P. J. Rippon and G. M. Stallard, Fast escaping points of entire functions, to appear in
Proc. Lond. Math. Soc. arXiv:1009.5081.
[22] G. Rottenfusser, J. Ru¨ckert, L. Rempe, and D. Schleicher, Dynamic rays of bounded-
type entire functions, Ann. of Math. 173 (2011), 77–125.
[23] H. Siebert, Fixed points and normal families of quasiregular mappings, J. Anal. Math.
98 (2006), 145–168.
23
[24] D. Sun and L. Yang, Iteration of quasi-rational mapping, Progr. Natur. Sci. (English
Ed.) 11 (2001), 16–25.
[25] V. A. Zorich, A theorem of M. A. Lavrent’ev on quasiconformal space maps,Math. USSR
Sb. 3 (1967), 389–403; Transl. of Mat. Sb. (N.S.) 74 (1967), 417–433 (in Russian).
24
