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On the covering number of symmetric groups of even degree
Eric Swartz
ABSTRACT. If a group G is the union of proper subgroups H1, . . . , Hk, we say that the col-
lection {H1, . . . Hk} is a cover of G, and the size of a minimal cover (supposing one exists) is
the covering number of G, denoted σ(G). Maro´ti showed that σ(Sn) = 2n−1 for n odd and
sufficiently large, and he also gave asymptotic bounds for n even. In this paper, we determine
the exact value of σ(Sn) when n is divisible by 6.
1. Introduction
Let G be a group and A = {Ai : 1 6 i 6 n} be a collection of proper subgroups of G. If
G =
n⋃
i=1
Ai (as a set theoretic union), then A is called a cover of G. A cover of size n is said to
be minimal if no cover of G has fewer than n members. The size of a minimal covering of G,
supposing one exists, is called the covering number and is denoted by σ(G).
The concept of a cover is only well-defined if G is not a cyclic group. Indeed, ifG is a cyclic
group, then no generator of G is contained in a proper subgroup, and so G has no cover. On the
other hand, if G is not cyclic, then one could take all cyclic subgroups as a cover. Moreover,
when considering the covering number of a group, it is obvious that the subgroups used in a
cover can be restricted to maximal subgroups.
Note that we can consider covers of either finite or infinite groups. Indeed, B.H. Neumann
[16] showed that a group is the union of finitely many proper subgroups if and only if it has a
finite noncyclic homomorphic image. In this paper we will restrict ourselves to finite groups.
The covering number σ(G) of a finite group G provides an upper bound for ω(G), which
is defined to be the largest integer m such that there exists a subset S of G of size m with the
property that any two distinct elements of S generate G. There has been a great interest in this
topic in recent years (see [2, 3, 4, 10]), especially with regards to the application of σ(G) as an
upper bound for ω(G). For a survey regarding the covering number and related problems, see
[18].
In [6], Cohn conjectures that the covering number of any (noncyclic) solvable group has the
form pα + 1, where p is a prime and α is a positive integer. In [19], Tomkinson confirms this
conjecture, showing that the covering number of any (noncyclic) solvable group has the form
|H/K|+ 1, where H/K is the smallest chief factor of G having more than one complement in
G.
Furthermore, Tomkinson suggests that it might be of interest to determine the covering num-
ber of simple groups. Along these lines, the covering number for 2-dimensional linear groups
was determined by Bryce, Fedri, and Serena in [5], and the covering number for the Suzuki
groups Sz(q) was determined by Lucido in [13]. Holmes applied innovative combinatorial and
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computational techniques using GAP [8] in [9] to calculate the covering number of many spo-
radic simple groups.
Naturally, there has been great interest in symmetric and alternating groups. Maro´ti made
great progress on both in [15]. For alternating groups, Maro´ti showed that σ(An) > 2n−2 for
n 6= 7, 9 with equality if and only if n ≡ 2 (mod 4) and further proved that σ(A7) 6 31 and
σ(A9) > 80. Small values of n have been resolved elsewhere. Cohn [6] showed that σ(A5) =
10; Kappe and Redden [12] showed that σ(A7) = 31, σ(A8) = 71, and 127 6 σ(A9) 6 157;
and recently Epstein, Magliveras, and Nikolova-Popova [7] showed that σ(A9) = 157 and
σ(A11) = 2751.
For symmetric groups, Maro´ti showed for n odd that σ(Sn) = 2n−1 unless n = 9 and
showed for n even that σ(Sn) ∼ 12
(
n
n/2
)
. We note that σ(S4) = 4 by [19] and σ(S6) = 13 by
[1]. Kappe, Nikolova-Popova, and the author showed in [11] that σ(S8) = 64, σ(S9) = 256
(confirming that σ(Sn) = 2n−1 for all odd n), σ(S10) = 221, and σ(S12) = 761, establishing
that the upper bound of 761 for σ(S12) Maro´ti gave in [15] was in fact the exact value.
It is obvious that computational methods can only be taken so far with symmetric groups of
even degree, and the goal of this paper is analyze these groups in the same spirit as [15]. We
will prove the following theorem:
THEOREM 1.1. Let n ≡ 0 (mod 6), n > 24. If σ(Sn) denotes the subgroup covering num-
ber of Sn, then σ(Sn) = 12
(
n
n/2
)
+
n/3−1∑
i=0
(
n
i
)
. Moreover, σ(S18) = 36772 = 12
(
18
9
)
+
∑
06i65,i 6=2
(
18
i
)
.
In each of these cases, the minimal cover using only maximal subgroups is unique.
The following notation will be used throughout the paper. Given an element g ∈ Sn, we
say that the permutation g has cycle structure (n1, ..., nk) with n1 6 n2 6 . . . 6 nk if g,
when written as the product of disjoint cycles, contains cycles of length ni for 1 6 i 6 k,
where
k∑
i=1
ni = n. For instance, the permutation (1 2)(3 4)(5 6 7 8 9) ∈ S9 has cycle structure
(2, 2, 5), whereas the permutation (1 2)(3 4)(5 6 7 8 9) ∈ S10 has cycle structure (1, 2, 2, 5).
This paper is organized as follows: in Section 2, we provide details about maximal sub-
groups of symmetric groups; in Section 3, we prove a lemma that provides a sufficient condi-
tion for a cover consisting of entire conjugacy classes of maximal subgroups to be minimal; in
Section 4, we apply this lemma to the groups S18 and S24 to establish their covering numbers;
and, finally, in Section 5, we apply the lemma to establish the covering number of Sn, where
n > 30 and n ≡ 0 (mod 6).
2. Subgroups of symmetric groups
The maximal subgroups of the symmetric group Sn are characterized by the O’Nan-Scott
Theorem, which may be stated as follows:
THEOREM 2.1 ([17]). Let H be a maximal subgroup of of Sn. Then H is isomorphic to one
of the following:
(i) Sk × Sℓ, where k + ℓ = n;
(ii) Sk wrSℓ, where kℓ = n;
(iii) Sk wrSℓ, where kℓ = n and k > 2;
(iv) AGL(d, p), where pd = n;
(v) T k.(Out(T )× Sk), where T is a nonabelian simple group and |T |k−1 = n;
(vi) an almost simple group.
For the purposes of this paper, with the exception of singling out the alternating group
An, there is no need to distinguish between subgroups that fall under (iii) – (vi) of Theorem
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2.1. Identifying Sn with its natural action on {1, . . . , n}, we will instead divide the maximal
subgroups of Sn into the following four classes:
(1) The alternating group An.
(2) Intransitive groups, i.e., those groups isomorphic to Sk×Sℓ, k+ℓ = n, which stabilize
a decomposition of the set {1, . . . , n} into one set of size k and one set of size ℓ.
(3) Imprimitive groups, i.e., those groups isomorphic to Sk wrSℓ, where kℓ = n, which
stabilize a decomposition of the set {1, . . . , n} into ℓ sets of size k. Note that, unlike
the intransitive groups, imprimitive groups are transitive on the set {1, ..., n}.
(4) Primitive groups, i.e., those groups that act primitively on {1, . . . , n} and are not the
alternating group An. These are the groups that are not An and fall under (iii)–(vi) of
Theorem 2.1.
For large values of n, the primitive groups (that are not An) have orders that are very small
compared to the orders of the maximal subgroups in classes (1) – (3):
LEMMA 2.2 ([14, Corollary 1.2]). If G is a primitive subgroup of Sn that is not the alter-
nating group An and n > 24, then |G| < 2n.
3. A sufficient condition for a cover to be minimal
Let G be a finite group whose conjugacy classes maximal subgroups are indexed by a set
IG. For i ∈ IG, let Mi denote a conjugacy class of maximal subgroups. Let Π be a union of
conjugacy classes of elements of G. Assume that, for some I ⊆ IG, C =
⋃
i∈I
Mi is a cover
of Π, and assume that the elements of Π are partitioned among the subgroups in C. Denote
by Πi the set of elements covered the conjugacy class Mi. Note that, since Π is a union of
conjugacy classes of elements of G, for each conjugacy class M of maximal subgroups of G
and M,M ′ ∈M, we have |M ∩ Π| = |M ′ ∩ Π|.
For a maximal subgroup M 6∈ C, we define
d(M) =
∑
i∈I
|M ∩Πi|
|Mi ∩Πi|
,
where Mi is a maximal subgroup in Mi. We will sometimes abuse notation slightly and write
the isomorphism type of a group instead of a specific subgroup; for instance, d(S13×S17) would
denote d(M), where M is a maximal subgroup isomorphic to S13 × S17 in S30. The following
lemma provides a sufficient condition for the cover C to be a minimal cover of the elements of
Π.
LEMMA 3.1. Let Π be a union of conjugacy classes of elements of G, and let C = ⋃
i∈I
Mi
be a cover of Π such that the elements of Π are partitioned among the subgroups in C and that
each subgroup in C contains elements of Π. If d(M) < 1 for all maximal subgroups M 6∈ C,
then C is a minimal cover of the elements of Π. Moreover, C is the unique minimal cover of the
elements of Π that uses only maximal subgroups.
PROOF. Let C and Π be as in the statement of the lemma, and assume that d(M) < 1 for all
maximal subgroups not in C. Let B be another cover of the elements of Π. Let C′ = C\(C ∩ B)
and B′ = B\(C ∩ B). The collection C′ consists only of subgroups from classes Mi, where
i ∈ I , and we let ci be the number of subgroups from Mi in C′. Similarly, the collection B′
consists only of subgroups from classes Mj , where j 6∈ I , and we let bj be the number of
subgroups from Mj in B′. Note that, since B is a different cover, for some j 6∈ I , we have
bj > 0.
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By removing ci subgroups from class Mi from C, the new subgroups in B′ must cover the
elements of Π that were in these subgroups. Hence, for all i ∈ I , if Mk denotes a subgroup in
class Mk for each k,
ci|Mi ∩ Πi| 6
∑
j 6∈I
bj |Mj ∩Πi|,
which in turn implies that, for all i ∈ I ,
ci 6
∑
j 6∈I
bj
|Mj ∩ Πi|
|Mi ∩Πi|
.
This means that:
|C′| =
∑
i∈I
ci
6
∑
i∈I
∑
j 6∈I
bj
|Mj ∩Πi|
|Mi ∩Πi|
=
∑
j 6∈I
∑
i∈I
bj
|Mj ∩ Πi|
|Mi ∩ Πi|
=
∑
j 6∈I
(∑
i∈I
|Mj ∩ Πi|
|Mi ∩Πi|
)
bj
=
∑
j 6∈I
d(Mj)bj
<
∑
j 6∈I
bj
= |B′|,
which shows that
|C| = |C′|+ |C ∩ B| < |C′|+ |C ∩ B| = |B|.
Hence, any other cover of the elements of Π using only maximal subgroups has more subgroups
than C. Therefore, C is a minimal cover of the elements of Π, and C is the unique minimal cover
of the elements of Π that uses only maximal subgroups. 
Sometimes, an alternative formulation is easier to apply. Let Mj be a class of maximal
subgroups of G, j 6∈ I . For i ∈ I , we define mj(i) to be the number of subgroups in class
Mj containing a particular element gi ∈ Πi. For instance, if the elements of Πi of partitioned
among the subgroups of Mj , then mj(i) = 1, whereas if each element of Πi is contained in
exactly three subgroups of Mj , then mj(i) = 3. We also define
ǫj(i) :=
{
1, if Mj ∩ Πi 6= ∅ for all Mj ∈Mj,
0, if Mj ∩ Πi = ∅ for all Mj ∈Mj.
LEMMA 3.2. Let Π be a union of conjugacy classes of elements of G, and let C = ⋃
i∈I
Mi
be a cover of Π such that the elements of Π are partitioned among the subgroups in C and that
each subgroup in C contains elements of Π. For any class Mj of maximal subgroups of G,
j 6∈ I , if Mj ∈Mj and Mi ∈ Mi, then d(Mj) = |Mj |
∑
i∈I
ǫj(i)mj(i)
|Mi|
.
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PROOF. Since the elements of Πi are partitioned in Mi,
|Mi ∩ Πi| =
|Πi|
|G : Mi|
=
|Πi||Mi|
|G|
.
If ǫj(i) = 1, then
|Mj ∩Πi| =
|Πi|
|G : Mj |/mj(i)
=
|Πi|mj(i)|Mj |
|G|
=
|Πi|ǫj(i)mj(i)|Mj |
|G|
.
Similarly, if ǫj(i) = 0, then
|Mj ∩ Πi| = 0 = ǫj(i) =
|Πi|ǫj(i)mj(i)|Mj |
|G|
.
In any case,
|Mj ∩Πi|
|Mi ∩Πi|
=
(
|Πi|ǫj(i)mj (i)|Mj |
|G|
)
(
|Πi||Mi|
|G|
) = ǫj(i)mj(i)|Mj |
|Mi|
.
The result follows. 
4. Small values of n
In this section, we will exhibit the usefulness of Lemma 3.1 by applying it to the cases n =
18 and n = 24. This provides a concrete example of the lemma in action while simultaneously
examining the two values of n that are divisible by 6 for which σ(Sn) is unknown but are too
small to be treated using the techniques in the next section.
4.1. The symmetric group S18. We begin with the symmetric group S18. We first define
the collection C18 to be the set of all maximal subgroups of S18 isomorphic to one of S9wrS2,
A18, (S1×)S17, S3 × S15, S4 × S14, or S5 × S13.
LEMMA 4.1. The collection C18 is a cover of the elements of S18.
PROOF. We identify S18 with its natural action on the set {1, . . . , 18}. We begin by noting
that every 18-cycle is contained in a subgroup isomorphic to S9wrS2. If g ∈ S18 is a per-
mutation that fixes an element of {1, . . . , 18}, then g is contained in a subgroup isomorphic to
S17. Moreover, any element with cycle structure (i, 18 − i), where 1 6 i 6 9, is contained in
A18. This means that any element g not covered by a subgroup in C must have cycle structure
consisting of at least three disjoint cycles, and g cannot fix any element in the set {1, . . . , 18}.
If any one of the disjoint cycles of g has length 3, 4, or 5, then g is contained in S3 × S15,
S4× S14, or S5× S13, respectively. If all of the cycles of g have length at least 6, then the cycle
structure of g is (6, 6, 6); any element with cycle structure (6, 6, 6) stabilizes a decomposition of
{1, . . . , 18} into two subsets of size nine, and hence any element with cycle structure (6, 6, 6) is
contained in a subgroup isomorphic to S9wrS2. This implies that any element g not covered by
C has cycle structure (2, i1, i2, . . . , ik), where
k∑
j=1
ij = 16. If some ij = 2, then g is contained in
some subgroup isomorphic to S4×S14, so we may assume that each ij is at least 6. This implies
that k = 2 and that g has cycle structure one of (2, 6, 10), (2, 7, 9), or (2, 8, 8). However, all
elements with one of these cycle structures stabilize a decomposition of {1, . . . , 18} into two
subsets of size 9 and are contained in a subgroup isomorphic to S9wrS2. Therefore, C18 is a
cover of S18. 
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We now need to show that C is in fact a minimal cover. We define Π to be the set of
all elements of S18 with cycle structure one of (18), (7, 11), (1, 7, 10), (3, 7, 8), (4, 7, 7), or
(5, 6, 7). Note that these elements are partitioned among the subgroups in C. We index the
classes of maximal subgroups of C as follows: we let the subgroups isomorphic to S9wrS2 be
M−1, the subgroup isomorphic to A18 be M0, and the subgroups isomorphic to Si × S18−i be
Mi for i = 1, 3, 4, 5. By our choice of indices, this means that Π−1 is the set of 18-cycles, Π0
is the set of elements with cycle structure (7, 11), Π1 is the set of elements with cycle structure
(1, 7, 10), Π3 is the set of elements with cycle structure (3, 7, 8), Π4 is the set of elements with
cycle structure (4, 7, 7), and Π5 is the set of elements with cycle structure (5, 6, 7). The set I is
{−1, 0, 1, 3, 4, 5}. We will show that C18 is a minimal cover of the elements of S18 by showing
that C18 is a minimal cover of the elements of Π.
LEMMA 4.2. The collection C18 is a minimal cover of the elements of Π. Moreover, C18 is
the unique minimal cover of the elements of Π using only maximal subgroups.
PROOF. We begin by noting the number of elements of Πi, i ∈ I , that are in each class
of maximal subgroups. We will start with the subgroups in Mi for some i ∈ I . The sub-
group isomorphic to A18 contains 83147710464000 elements of Π0. The subgroups isomorphic
to S17 each contain 5081248972800 elements of Π1. The subgroups isomorphic to S3 × S15
each contain 46702656000 elements of Π3. The subgroups isomorphic to S4×S14 each contain
5337446400 elements of Π4. The subgroups isomorphic to S5 × S13 each contain 3558297600
elements of Π5. Finally, the subgroups isomorphic to S9wrS2 each contain 14631321600 ele-
ments of Π−1.
We will now calculate d(M) for the maximal subgroups not contained in C. Beyond the
classes contained in C18, the maximal subgroups of S18 are isomorphic to one of the following:
S2 × S16, S6 × S12, S7 × S11, S8 × S10, S6wrS3, S3wrS6, S2wrS9, or PGL2(17).
First, since the subgroups isomorphic to S2 × S16 contain no elements of Π,
d(S2 × S16) = 0 < 1.
The subgroups isomorphic to S6×S12 contain only 1642291200 elements of Π5. This means
that, if M6 is a subgroup isomorphic to S6 × S12 and M5 is a subgroup isomorphic to S5 × S13,
d(S6 × S12) =
|M6 ∩ Π5|
|M5 ∩ Π5|
=
1642291200
3558297600
< 1.
The subgroups isomorphic to S7 × S11 each contain 2612736000 elements from Π0,
2874009600 elements from Π1, 1197504000 elements from Π3, 102643200 elements from Π4,
and 958003200 elements from Π5. This means that
d(S7 × S11) =
2612736000
83147710464000
+
2874009600
5081248972800
+
1197504000
46702656000
+
102643200
5337446400
+
958003200
3558297600
< 1.
The subgroups isomorphic to S8 × S10 each contain 2090188800 elements from Π1 and
870912000 elements from Π3. This means that
d(S8 × S10) =
2090188800
5081248972800
+
870912000
46702656000
< 1.
The subgroups isomorphic to S6wrS3, S3wrS6, S2wrS9, and PGL2(17) only contain ele-
ments from Π−1. In each case, we have:
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d(S6wrS3) =
12441600
14631321600
< 1,
d(S3wrS6) =
1866240
14631321600
< 1,
d(S2wrS9) =
10321920
14631321600
< 1,
d(PGL2(17)) =
816
14631321600
< 1.
Therefore, for all maximal subgroups M of S18 not contained in C, we have d(M) < 1. By
Lemma 3.1, C is the unique minimal cover of Π using only maximal subgroups. 
THEOREM 4.3. The covering number of S18 is 36772, and the unique minimal cover con-
taining only maximal subgroups consists of all subgroups isomorphic to one of S9wrS2, A18,
(S1×)S17, S3 × S15, S4 × S14, or S5 × S13.
PROOF. This follows immediately from Lemmas 4.1 and 4.2. 
4.2. The symmetric group S24. We proceed with S24 as we did with S18 above. We define
the collection C24 to be the set of all maximal subgroups of S24 isomorphic to one of S12wrS2,
A24, or Si × S24−i, where 1 6 i 6 7.
LEMMA 4.4. The collection C24 is a cover of the elements of S24.
PROOF. We identify S24 with its natural action on {1, . . . , 24} and consider an element
g ∈ S24. If g fixes any elements in {1, . . . , 24}, then g is contained in a subgroup isomorphic
to S23. If g is an 24-cycle, then g is contained in a subgroup isomorphic to S12wrS2. If g has
cycle structure (j, 24−j) for some 1 6 j 6 12, then g is contained in A24. If the cycle structure
of g contains an i-cycle, where 2 6 i 6 7, then g is contained in a subgroup isomorphic to
Si × S24−i. Thus any element g not covered by C24 must fix no points of {1, . . . , 24} and have
cycle structure consisting of at least three disjoint cycles whose lengths are all at least 8. The
only such elements g have cycle structure (8, 8, 8). However, these elements are contained in
the subgroups isomorphic S12wrS2, and, therefore, C24 is a cover of the elements of S24. 
To show that C24 is a minimal cover, we consider the set Π, which consists of all elements
of S24 with cycle structure one of (24), (11, 13), (1, 10, 13), (2, 11, 11), (3, 10, 11), (4, 9, 11),
(5, 9, 10), (6, 9, 9), or (7, 8, 9). We note that the elements of Π are partitioned among the sub-
groups in C24. We index the subgroups of C24 as follows: we let M−1 be the class of sub-
groups isomorphic to S12wrS2; we let M0 be the class containing the subgroup A24; and,
for 1 6 i 6 7, we let Mi be the class of subgroups isomorphic to Si × S24−i. We let
I = {−1, 0, . . . , 7}. By our choice of indices, this means that Π−1 is the set of elements
with cycle structure (24), Π0 is the set of elements with cycle structure (11, 13), and Πi is the
set of elements of Π containing an i-cycle, where 1 6 i 6 7.
LEMMA 4.5. The collection C24 is a minimal cover of the elements of Π. Moreover, C24 is
the unique minimal cover of the elements of Π using only maximal subgroups.
PROOF. We will calculate d(M) for each maximal subgroup M not in C. These maximal
subgroups M must be isomorphic to one of the following: Sj × S24−j , where 8 6 j 6 11;
Sk wrSn/k, where k = 2, 3, 4, 6, 8; or PGL2(23). We leave out the details of the calculations
but present the values of each d(M):
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d(S8 × S16) =
8
17
< 1,
d(S9 × S15) =
1321
2584
< 1,
d(S10 × S14) =
256
245157
< 1,
d(S11 × S13) =
22441
832048
< 1,
d(S8wrS3) =
14
16335
< 1,
d(S6wrS4) =
1
71148
< 1,
d(S4wrS6) =
2
6670125
< 1,
d(S3wrS8) =
243
1497496060
< 1,
d(S2wrS12) =
2
467775
< 1,
d(PGL2(23)) =
23
217275125760000
< 1.
Therefore, by Lemma 3.1, C24 is the unique minimal cover of the elements Π using only maxi-
mal subgroups. 
THEOREM 4.6. The covering number of S24 is 1888233, and the unique minimal cover
containing only maximal subgroups consists of all subgroups isomorphic to one of S12 wrS2,
A24, or Si × Sn−i, where 1 6 i 6 7..
PROOF. This follows immediately from Lemmas 4.4 and 4.5. 
5. Large values of n
In this section, we determine the covering number of Sn, where n > 30 and n ≡ 0 (mod 6).
We define the collection Cn to consist of all maximal subgroups of Sn isomorphic to one of
the following: Sn/2 wrS2, An, or Si × Sn−i, where 1 6 i 6 n/3 − 1. We label the classes of
maximal subgroups as follows: M−1 is the class of subgroups isomorphic to Sn/2wrS2; M0 is
the class that contains An; and, for 1 6 i 6 n/3−1, Mi is the class that contains the subgroups
isomorphic to Si × Sn−i. We let I = {−1, 0, . . . , n/3− 1}.
LEMMA 5.1. Let n ≡ 0 (mod 6) and n > 30. The collection Cn is a cover of the elements
of Sn.
PROOF. We identify Sn with its natural action on {1, . . . , n} and consider an element g ∈
Sn. If g fixes any element in {1, . . . , n}, then g is contained in a subgroup isomorphic to Sn−1.
If g is an n-cycle, then g preserves a decomposition of {1, . . . , n} into two sets of size n/2, and
hence g is contained in a subgroup isomorphic to Sn/2wrS2. If g has cycle structure (j, n− j)
for some 1 6 j 6 n/2, then g is contained in An. If the cycle structure of g contains an
i-cycle, where 2 6 i 6 n/3 − 1, then g is contained in a subgroup isomorphic to Si × Sn−i.
Thus any element g not covered by Cn must fix no points of {1, . . . , n} and have cycle structure
consisting of at least three disjoint cycles whose lengths are all at least n/3. The only such
elements g have cycle structure (n/3, n/3, n/3). However, since n/3 is even, these elements
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all stabilize a decomposition of {1, . . . , n} into two sets of size n/2 and are contained in the
subgroups isomorphic Sn/2wrS2. Therefore, Cn is a cover of the elements of Sn. 
We now define collections Πi, −1 6 i 6 n/3− 1, as follows:
Π−1 := {g : g ∈ Sn, g has cycle structure (n)};
Π0 := {g : g ∈ Sn, g has cycle structure (n/2− 1, n/2 + 1) if n/2 is even
or cycle structure (n/2− 2, n/2 + 2) if n/2 is odd};
Π1 := {g : g ∈ Sn, g has cycle structure (1, n/2− 2, n/2 + 1)};
Π2 := {g : g ∈ Sn, g has cycle structure (2, n/2− 1, n/2− 1) if n/2 is even
or cycle structure (2, n/2− 4, n/2 + 2) if n/2 is odd};
Πi := {g : g ∈ Sn, g has cycle structure (i, ⌊(n− i)/2⌋, ⌈(n− i)/2⌉)},
for 3 6 i 6 n
3
− 1 odd;
Πi := {g : g ∈ Sn, g has cycle structure (i, (n− i)/2, (n− i)/2) if (n− i)/2 is odd
or cycle structure (i, (n− i)/2− 1, (n− i)/2 + 1) if (n− i)/2 is even},
for 4 6 i 6 n
3
− 2 even.
We let Π =
⋃
i∈I
Πi. For 1 6 i 6 n/3 − 1, we will denote the cycle structure of elements in
Πi by (i, ri, si), where ri 6 si.
LEMMA 5.2. Let n ≡ 0 (mod 6) and n > 30. For each i, −1 6 i 6 n/3 − 1, the only
subgroups in Cn that contain elements of Πi are in class Mi. Moreover, the elements of Π are
partitioned among the subgroups in Cn.
PROOF. We identify Sn with its natural action on {1, . . . , n}. The elements in Π−1 are n-
cycles. The n-cycles are odd permutations, since n is even, and so they are not contained in An,
the unique subgroup in M0. Moreover, the n-cycles are transitive on {1, . . . , n} and cannot be
contained in any subgroup isomorphic to Si × Sn−i, where 1 6 i 6 n/3 − 1. Each n-cycle
stabilizes a unique partition of {1, . . . , n} into two sets of size n/2, and so the n-cycles are
partitioned among the subgroups in M−1.
The elements inΠ0 have cycle structure (n/2−1, n/2+1) if n/2 is even or (n/2−2, n/2+2)
if n/2 is odd. These elements are even permutations and are contained in M0. In either case,
these elements have a cycle structure that contains a cycle of odd length and a cycle that is
longer than n/2. This means they cannot stabilize a decomposition of {1, . . . , n} into two sets
of size n/2 and cannot be contained in the subgroups isomorphic to Sn/2wrS2. Moreover, these
elements do not stabilize a decomposition of {1, . . . , n} into a set of size i and a set of size n−i,
where 1 6 i 6 n/3 − 1. Hence An, the unique subgroup of M0, contains all elements in Π0
and is the only subgroup of Cn to contain elements of Π0.
Finally, we consider the elements of Πi for 1 6 i 6 n/3 − 1, which have cycle structure
(i, ri, si). These elements stabilize a unique decomposition of {1, . . . , n} into a set of size i
and a set of size ri + si = n − i, and so they are partitioned among the subgroups in Mi. By
construction, at least one of i, ri, or si is odd, and so the only way that an element with cycle
structure (i, ri, si) could stabilize a partition of {1, . . . , n} into two sets of size n/2 is if either
i + ri or i + si is n/2, which implies, respectively, that si or ri is n/2. Since ri 6 si, we can
rule out n/2 = i + si = ri. This means that si = n/2, but si 6= n/2 by the definition of the
Πi. Hence the subgroups isomorphic to Sn/2wrS2 in M−1 do not contain any elements from
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Πi, 1 6 i 6 n/3 − 1. Elements with cycle structure (i, ri, si), where i + ri + si = n, are odd
permutations, and so they are not contained in An, the unique subgroup inM0. Finally, the only
subgroups isomorphic to Sj × Sn−j that contain elements with cycle structure (i, ri, si) have j
equal to one of i, ri, si, or i+ ri. However, each of ri, si are at least n/3, so the only subgroups
Sj × Sn−j with j 6 n/3− 1 containing elements with cycle structure (i, ri, si) are isomorphic
to Si × Sn−i. Therefore, for each i, −1 6 i 6 n/3 − 1, the only subgroups in Cn that contain
elements of Πi are in class Mi, and the elements of Π are partitioned among the subgroups in
Cn. 
In order to apply Lemma 3.1, we now must show that d(M) < 1 for all maximal subgroups
M 6∈ Cn.
LEMMA 5.3. Let Mi ∈Mi, where −1 6 i 6 n/3− 1. If 30 6 n 6 102, then |Mi ∩ Πi| >
(n/3− 2)! (2n/3+1)!
(n/3+1)n/3
. If n > 108, then |Mi ∩ Πi| > (n/2− 1)!(n/2)!.
PROOF. The alternating group An contains n!/((n/2 − 1)(n/2 + 1)) different elements of
Π when n/2 is even and n!/((n/2 − 2)(n/2 + 2)) different elements of Π when n/2 is odd.
The subgroups isomorphic to Sn/2wrS2 each contain (n/2− 1)!(n/2)! different n-cycles. The
subgroups isomorphic to Si × Sn−i, where 1 6 i 6 n/3 − 1, each contain (i − 1)!
(
n−i
ri
)
(ri −
1)!(si−1)! elements with cycle structure (i, ri, si) if ri 6= si and 12(i−1)!
(
n−i
ri
)
(ri−1)!
2 elements
of Π if ri = si. For 1 6 i 6 n/3− 1, |Mi ∩Πi| is at least (n/3− 2)!
(
2n/3+1
n/3
)
(n/3− 1)!(n/3)!.
The result follows by comparing the values of (n/3 − 2)!
(
2n/3+1
n/3
)
(n/3 − 1)!(n/3)! = (n/3 −
2)! (2n/3+1)!
(n/3+1)n/3
and (n/2− 1)!(n/2)! for all n ≡ 0 (mod 6) and n > 30. 
LEMMA 5.4. Let n ≡ 0 (mod 6) and n > 30. If M is a primitive maximal subgroup of Sn
that is not contained in Cn, then d(M) < 1.
PROOF. Let M be a primitive maximal subgroup of Sn that is not contained in Cn, i.e., a
primitive maximal subgroup that is not isomorphic to An. By Lemma 2.2, for all i ∈ I we know
that
|M ∩ Πi| < |M | < 2
n.
By Lemma 5.3, when 30 6 n 6 102, for all i ∈ I and maximal subgroups Mi ∈ Mi, we have
|Mi ∩Πi| > (n/3− 2)!
(2n/3+1)!
(n/3+1)n/3
. Hence, when 30 6 n 6 102,
d(M) =
∑
i∈I
|M ∩ Πi|
|Mi ∩ Πi|
< 2n ·
|I|
min
i∈I
|Mi ∩ Πi|
6
2n(n/3 + 1)
(n/3− 2)! (2n/3+1)!
(n/3+1)n/3
< 1.
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Similarly, when n > 108, by Lemma 5.3, for all i ∈ I and maximal subgroups Mi ∈ Mi, we
have |Mi ∩Π| > (n/2− 1)!(n/2)!, which implies that
d(M) =
∑
i∈I
|M ∩ Πi|
|Mi ∩ Πi|
< 2n ·
|I|
min
i∈I
|Mi ∩Πi|
6
2n(n/3 + 1)
(n/2− 1)!(n/2)!
< 1.
In any case, d(M) < 1 for all such maximal subgroups M . 
LEMMA 5.5. Let n ≡ 0 (mod 6) and n > 30. If M is a transitive, imprimitive maximal
subgroup of Sn that is not contained in Cn, then d(M) < 1.
PROOF. Let M be a transitive, imprimitive maximal subgroup that is not contained in Sn,
i.e., M is isomorphic to Sn/k wrSk for some divisor k of n, where k > 2. We note first that, for
any i ∈ I and n > 30,
|M ∩Πi| < |M | 6 6(n/3)!
3.
By Lemma 5.3, when 30 6 n 6 102, for all i ∈ I and maximal subgroups Mi ∈ Mi, we have
|Mi ∩ Πi| > (n/3− 2)!
(2n/3+1)!
(n/3+1)n/3
. Hence, when 30 6 n 6 102,
d(M) =
∑
i∈I
|M ∩Πi|
|Mi ∩Πi|
< 6(n/3)!3 ·
|I|
min
i∈I
|Mi ∩ Πi|
6
6(n/3)!3(n/3 + 1)
(n/3− 2)! (2n/3+1)!
(n/3+1)n/3
< 1.
Similarly, when n > 108, by Lemma 5.3, for all i ∈ I and maximal subgroups Mi ∈ Mi, we
have |Mi ∩Π| > (n/2− 1)!(n/2)!, which implies that
d(M) =
∑
i∈I
|M ∩Πi|
|Mi ∩Πi|
< 6(n/3)!3 ·
|I|
min
i∈I
|Mi ∩ Πi|
6
6(n/3)!3(n/3 + 1)
(n/2− 1)!(n/2)!
< 1.
In any case, d(M) < 1 for all such maximal subgroups M . 
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We must now consider the intransitive maximal subgroups of Sn that are not in Cn, i.e.,
those maximal subgroups isomorphic to Sj × Sn−j for some n/3 6 j < n/2. In order to do
this, we will use the equivalent formula for d(M) from Lemma 3.2.
LEMMA 5.6. Let n ≡ 0 (mod 6) and n > 30. If a maximal subgroup of Sn isomorphic
to Sj × Sn−j contains elements of Πi, where n/3 6 j < n/2 and 3 6 i 6 n/3 − 1, then
n− 2j − 2 6 i 6 n− 2j + 2.
PROOF. We use the notation above and note that the elements in Πi have cycle structure
(i, ri, si), where ri 6 si and i+ ri + si = n. Since i > 3, by definition, (n− i)/2 − 1 6 ri 6
si 6 (n − i)/2 + 1. Note that this implies that si − ri 6 2. Identifying Sn with its natural
action on {1, . . . , n}, any element in Sj × Sn−j must stabilize a decomposition of {1, . . . , n}
into a set of size j and a set of size n − j. Since si − ri 6 2 and n/3 6 j < n − j, either
j = ri and n − j = si + i or j = si and n − j = ri + i. In either case, this implies that
(n− i)/2− 1 6 j 6 (n− i)/2 + 1. The result follows. 
LEMMA 5.7. Let n ≡ 0 (mod 6) and n > 30, and let Mj be the class of maximal sub-
groups isomorphic to Sj × Sn−j , where n/3 6 j < n/2. If n/2 is odd and j = n/2 − 2, then
there are exactly seven i ∈ I such that ǫj(i) = 1. If n/2 is odd, n > 30, and j = n/2− 4, then
there are exactly six i ∈ I such that ǫj(i) = 1. Otherwise, there are at most five i ∈ I such that
ǫj(i) = 1.
PROOF. Let Mj be the class of maximal subgroups of Sn isomorphic to Sj × Sn−j , where
n/3 6 j < n/2. Identifying Sn with its natural action on {1, . . . , n}, we note that the subgroups
of Mj are intransitive on {1, . . . , n}. Hence no n-cycles are contained in these subgroups and
ǫj(−1) = 0. By Lemma 5.6, there are at most five values of i, 3 6 i 6 n/3 − 1, for which
ǫj(i) = 1. This means that, if there are more than five values of i for which ǫj(i) = 1, then
ǫj(k) = 1 for at least one value of k in {0, 1, 2}. Hence, unless j = n/2−4, n/2−2, or n/2−1,
we have ǫj(i) = 1 for at most five values of i.
We now consider the remaining cases individually. For j = n/2 − 1, by Lemma 5.6,
ǫj(i) = 1 only if i 6 4. If j = n/2−2, by Lemma 5.6, then ǫj(i) = 1 only if i 6 6. In this case,
if n/2 is even, then ǫj(i) = 1 when i = 1, 3, 5; if n/2 is odd, then ǫj(i) = 1 when 0 6 i 6 6. If
j = n/2 − 4, by Lemma 5.6, then ǫj(i) = 1 only if 0 6 i 6 2 or 6 6 i 6 10. In this case, if
n/2 is even, then ǫj(i) = 1 when i = 7, 9; if n/2 is odd, then ǫj(i) = 1 when i = 2 and when
6 6 i 6 10. The result follows. 
LEMMA 5.8. Let n ≡ 0 (mod 6) and n > 30, and let Mj be the class of maximal sub-
groups isomorphic to Sj × Sn−j , where n/3 6 j < n/2. There is at most one value of i ∈ I for
which mj(i) > 1, namely i = n− 2j, and mj(n− 2j) = 2.
PROOF. We will identify Sn with its natural action on {1, . . . , n}. Assume that the sub-
groups isomorphic to Sj × Sn−j contain elements with cycle structure (i, ri, si), where ri 6 si
and i + ri + si = n. When i 6 2, the only time mj(i) > 1 is when n/2 is even, i = 2, and
j = n/2 − 1, in which case mn/2−1(2) = 2 and mn/2−1(i) 6 1 for all other values of i. When
i > 3, proceeding as in the proof of Lemma 5.6, we see that either j = ri or j = si when i > 3.
If ri 6= si, then an element with cycle structure (i, ri, si) will stabilize a unique decomposition
of {1, . . . , n} into a set of size j and a set of size n − j, which implies that such an element is
contained in a unique subgroup in Mj and mj(i) = 1. Hence mj(i) > 1 only if ri = si = j, in
which case i = n− ri − si = n− 2j is unique, and mj(n− 2j) = 2. 
LEMMA 5.9. Let n ≡ 0 (mod 6) and n > 30. If n/2 is odd, then d(Sj × Sn−j) < 1 when
j = n/2− 2 and n/2− 4.
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PROOF. For the case j = n/2− 2, by Lemmas 3.2, 5.7, and 5.8, we have:
d(Sn/2−2 × Sn/2+2) = |Sn/2−2 × Sn/2+2|
(
1
|An|
+
1
|Sn−1|
+
1
|S2 × Sn−2|
+
1
|S3 × Sn−3|
+
2
|S4 × Sn−4|
+
1
|S5 × Sn−5|
+
1
|S6 × Sn−6|
)
= (n/2− 2)!(n/2 + 2)!
(
2
n!
+
1
(n− 1)!
+
1
2(n− 2)!
+
1
6(n− 3)!
+
2
24(n− 4)!
+
1
120(n− 5)!
+
1
720(n− 6)!
)
<1,
when n > 30.
Now, consider j = n/2− 4. Assuming that 10 6 n/3− 1, n ≡ 0 (mod 6), and n/2 is odd,
we have n > 42. By Lemmas 3.2, 5.7, and 5.8, we have:
d(Sn/2−4 × Sn/2+4) = |Sn/2−4 × Sn/2+4|
(
1
|S2 × Sn−2|
+
1
|S6 × Sn−6|
+
1
|S7 × Sn−7|
+
2
|S8 × Sn−8|
+
1
|S9 × Sn−9|
+
1
|S10 × Sn−10|
)
= (n/2− 4)!(n/2 + 4)!
(
1
2(n− 2)!
+
1
6!(n− 6)!
+
1
7!(n− 7)!
+
2
8!(n− 8)!
+
1
9!(n− 9)!
+
1
10!(n− 10)!
)
<1.

LEMMA 5.10. Let n ≡ 0 (mod 6) and n > 30. If n/3 6 j < n/2, then d(Sj × Sn−j) < 1.
PROOF. We denote by Mj the class of maximal subgroups of Sn isomorphic to Sj × Sn−j .
By Lemmas 5.7 and 5.9, d(Sj × Sn−j) < 1 whenever there are more than five values of i ∈ I
such that ǫj(i) = 1. Hence we may assume that ǫj(i) = 1 for at most five values of i. Moreover,
by Lemma 5.8, there is at most one value of i for which mj(i) > 1, and, if mj(i) > 1, then
mj(i) = 2. Thus we may assume that∑
i∈I
ǫj(i)mj(i) 6 6.
Letting Mj denote a subgroup isomorphic to Sj × Sn−j , using Lemma 3.2 and noting that
ǫj(−1) = 0, we have:
d(Sj × Sn−j) = |Mj |
∑
i∈I
ǫj(i)mj(i)
|Mi|
= |Mj |
∑
i∈I,i 6=−1
ǫj(i)mj(i)
|Mi|
6
|Mj|
min
i∈I,i 6=−1
|Mi|
∑
i∈I,i 6=−1
ǫj(i)mj(i)
6
6|Mj |
min
i∈I,i 6=−1
|Mi|
.
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Note that min
i∈I,i 6=−1
|Mi| = |Sn/3×S2n/3+1| = (n/3−1)!(2n/3+1)!. Furthermore, when n > 30,
d(Sn/3+2 × S2n/3−2) 6
6(n/3 + 2)!(2n/3− 2)!
(n/3− 1)!(2n/3 + 1)!
=
6(n/3 + 2)(n/3 + 1)(n/3)
(2n/3 + 1)(2n/3)(2n/3− 1)
=
3n2 + 27n+ 54
4n2 − 9
< 1.
If n/3 < j1 < j2 < n/2, then |Sj1×Sn−j1| > |Sj2×Sn−j2| and d(Sj2×Sn−j2) < d(Sj1×Sn−j1).
Thus d(Sj × Sn−j) < 1 when n > 30 and j > n/3 + 2, and we need only check j = n/3 and
j = n/3 + 1.
We consider first the case j = n/3. By the definition of the permutations in Πi and Lemma
5.6, ǫn/3(i) = 1 only when i = n/3− 1, and so we have:
d(Sn/3 × S2n/3) =
mn/3(n/3− 1)|Sn/3 × S2n/3|
|Sn/3−1 × S2n/3+1|
=
|Sn/3 × S2n/3|
|Sn/3−1 × S2n/3+1|
=
(n/3)!(2n/3)!
(n/3− 1)!(2n/3 + 1)
=
n/3
2n/3 + 1
< 1.
Finally, we consider the case j = n/3 + 1. By the definition of the permutations in Πi and
Lemma 5.6, ǫn/3+1(i) = 1 only when n/3− 4 6 i 6 n/3− 1, and so we have:
d(Sn/3+1 × S2n/3−1) = |Sn/3+1 × S2n/3−1|
(
1
|Sn/3−4 × S2n/3+4|
+
1
|Sn/3−3 × S2n/3+3|
+
2
|Sn/3−2 × S2n/3+2|
+
1
|Sn/3−1 × S2n/3+1|
)
= (n/3 + 1)!(2n/3− 1)!
(
1
(n/3− 4)!(2n/3 + 4)!
+
1
(n/3− 3)!(2n/3 + 3)!
+
2
(n/3− 2)!(2n/3 + 2)!
+
1
(n/3− 1)!(2n/3 + 1)!
)
< (1/2)5 + (1/2)4 + 2(1/2)3 + 1/2
< 1.
Therefore, if n/3 6 j < n/2, then d(Sj × Sn−j) < 1. 
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THEOREM 5.11. Let n ≡ 0 (mod 6) and n > 30. The covering number of Sn is 12
(
n
n/2
)
+
n/3−1∑
i=0
(
n
i
)
. Moreover, the collection Cn is the unique minimal cover of the elements of Sn using
only maximal subgroups.
PROOF. By Lemma 5.1, the collection Cn is a cover of the elements of Sn. By Lemmas 5.4,
5.5, and 5.10, d(M) < 1 for all maximal subgroups M not in Cn. By Lemma 3.1, Cn is the
unique minimal cover of the collection Π of elements of Sn that uses only maximal subgroups.
The result follows. 
PROOF OF THEOREM 1.1. This follows immediately from Theorems 4.3, 4.6, and 5.11.

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