A Vector predictor is an integral part of the Predictive Vector Quantization (PVQ) scheme. The performance of a predictor deteriorates as the vector dimension (block size) is increased. This makes it necessary to investigate new design techniques in order to design a vector predictor which gives better performance when compared to a conventional vector predictor. This paper investigates several neural network configurations which can be employed in order to design a vector predictor. The first neural network investigated in order to design the vector predictor is the multi-layer perceptron. The problem with multi-layer perceptron is the long convergence time which is undesirable when the online training of the neural network is required. Another neural network called functional link neural network has been shown to have fast convergence. The use of this network as a vector predictor is also investigated. The third neural network investigated is a recurrent type neural net. It is similar to the multi-layer perceptron except that a part of the predicted output is fed back to the hidden layer/layers in an attempt to further improve the current prediction. Finally, the use of a Radial-Basis Function (RBF) network is also investigated for designing the vector predictor. The performances of above mentioned neural network vector predictors are evaluated and compared with that of a conventional linear vector predictor.
INTRODUCTION
The computational complexity of the encoder in a Vector Quantizer (VQ) limits the use of the blocks to low dimensions. In a VQ scheme, usually a 4 x 4 block is used; therefore, in a highly correlated data such as images, there exists a high correlation among the neighboring blocks. This inter-block correlation can be exploited by incorporating memory into the VQ scheme. Examples of VQ with memory are Finite-State VQ (FSVQ)1, Predictive VQ (PVQ)24, and Predictive Residual VQ (PRVQ)5. A PVQ scheme uses a predictor that predicts the current block from the previously encoded blocks and. constructs a residual vector (the difference between the original and the predicted vector) which is then encoded using a relatively small codebook.
The integral part of a PVQ (and PRVQ) is the vector predictor. Conventional linear predictors do not exploit higher-order structural correlations, for example, some form of edge continuity or textural signatures. Therefore, a linear predictor, though predicts background and shade blocks (vectors) with sufficiently high accuracy, gives relatively poor prediction for the blocks containing edges. Consequently, a non-linear vector predictor is required in order to improve the perceptual quality of the predicted (reconstructed) image. Conventional methods of designing non-linear vector predictors are usually very complicated and sub-optimal because of the imprecise modeling of the data. Fortunately, the neural network approach provides a good solution to such statistically intractable problem because its design is based on training and therefore, no statistical assumption (modeling) is needed about the source data. In this paper, several neural network configurations have been investigated in order to design the vector predictor. The neural network architectures investigated include Multi-Layer Perceptron (MLP), Functional Link (FL) neural network, recurrent neural network, and Radial Basis Function (RBF) network. Simulation results show that all the neural network predictors outperform the conventional linear predictor. This paper is organized as follow: section 2 presents several neural network architectures in order to design the vector predictor. Section 3 presents the simulation results and section 4 concludes the paper suggesting future research.
NEURAL NETWORK ARCHITECTURES FOR VECTOR PREDICTION
In this section we discuss several neural network architectures in order to design the vector predictor. In all the designs presented in this paper, the prediction is based on four past blocks as shown in Fig. 1 : that is, all the vector predictors are causal. This is necessary because in actual implementation (in a PVQ or PRVQ etc.) the decoder can only use the previously reconstructed blocks in order to predict the current block. The input image is partitioned into non-overlapping contiguous blocks of r x r pixels as shown in Fig. 1 . These blocks are represented by the block sequence { B(m, n) I 0 rn < -1 A 0 n < -1}, which are scanned in the conventional row by row fashion, where L and Lh represent the vertical and horizontal resolutions of the input image, respectively. Furthermore, B(m, n) and B(m, n) represent the current and the predicted blocks at position (rn, n) , respectively. The predictor is a function 'It(.) given by B(m,n) = ((m,n_ 1),(m-1,n-1),(m-1,n),B(m-1,n+ 1)) (1) where it uses the four neighboring blocks in the horizontal, verticaland diagonal directions (as shown in Fig. 1 ) in order to predict B(m, n). The sequence {B(m, n -1), B(m -1, ii -1), B(m -1, n), B(m -1, n + 1)} represents the past blocks. In actual implementation in a PVQ or PRVQ, these blocks represents previously reconstructed blocks. In the following subsections, we first discuss the use of a multi-layer perceptron as a vector predictor. A vector predictor using the functional link network is then presented. The use of a recurrent type neural network as a vector predictor is presented next. Finally, an RBF network is presented in order to design a vector predictor.
Multi-layer Perceptron
A neural network predictor is based on a three-layer perceptron with one hidden layer as shown in Fig. 2 . In Fig. 2, u3 represents the weight associated with the connection from a neuron i in SP!E Vol. 2424 I 423 where 3 is called the steepness factor. Similarly, the output of the kth neuron in the output layer, k, is given by Xk = f(netk) the first (input) layer to a neuron j in the second (hidden) layer. Similarly, jk represents the weight associated with the connection from a neuron j in the hidden layer to a neuron k in the final (output) layer.
The block sequence given in Eq. 1, along with the biased input (ai in Fig. 2 ), forms the input vector to the neural network, which is represented by a column vector A1 = {a; i = 1,2
, I] where I = (4 x r x r) + 1. The output of the jth neuron in the hidden layer, h, is given by = f(net) (2) where I net2 = >ajujj (3) The function f('y) is a nonlinear sigmoid function given by f(7)= (4) where J fletk huk. (6) j=1
The neural network is trained by using the back propagation learning algorithm6 where an appropriate error function is minimized. In this paper, any input block B(m, n) is represented by an equivalent
, K], where K =r x r. The algorithm for designing the vector predictor is as follows:
Algorithm: Given the training set T = [X1; 1 = 1, 2, ..., MJ. Set the initial weights associated with the output and hidden layer of the multi-layer perceptron to small random values between [-1, 1]. Select the learning rate i, momentum /2, and the maximum number of training iterations Tmax.
. STEP 1: Set 1 -* 1.
. STEP 2: Compute the predicted vector Xi = {k; k = 1, 2, ..., K] (based on the four neighboring blocks as shown in Fig. 1 ) using Eqs. 2 through 6.
. STEP 3: Update the weights associated with the output layer of the multi-layer perceptron U3k as
. STEP 4: Update the weights associated with the hidden layer of the multi-layer perceptron as ut1 = uj
. STEP 5: Set 1 -+ 1 + 1. If 1 < M then goto STEP 2; otherwise goto next STEP.
. STEP 6: Set 7 -k T + 1. If T < Tmax goto STEP 1; otherwise STOP.
Note that in the updating equations in steps 3 and 4, is a constant between 0 and 1 which determines the effects of the past weight changes on the current direction of the movement in weight space. The
is called the momentum term, this term improves the rate of convergence and smoothes the weight changes7.
Functional Link Network
A Functional Link (FL) network is a two-layer neural network with an artificially augmented input representation. This additional input data incorporates higher order effects and increase the dimension of input space so that the FL network can handle linearly nonseparable tasks11. The FL network is trained by using the original as well as additional higher-order input terms. The simple delta learning rule is used since it is a two-layer network. The block diagram of an FL network employed in the design of a vector predictor is shown in Fig. 3 . The extended input data compose of I original pattern and J higher-order input terms. The J higher-order input terms are generated from the I original input terms in an independent manner. In this way the input representation is enhanced; however, no new information is included.
The major task in the design of an FL vector predictor is to find a suitably enhanced representation of the input data. In the FL vector predictor, we use tensor model in order to generate the additional input terms. In a tensor model, additional input terms are generated as the union of the product terms a2 x a3 for all i j. In this model, for an n-dimensional input space the total number of additional input terms is given by n(n-1) Obviously, the number of additional input terms grows very quickly with the increasing n. For example, for n = 64 a total of 2,016 additional input terms can be used. However, this would make FL vector predictor impracticable. Therefore, the number of higher order terms must be reduced significantly in order to design a practicable FL vector predictor. This is achieved by using only those higher order terms which are generated by using the pixels in the original input space relatively closer to the pixels in the current block (block to be predicted).
The higher order input terms are obtained as the product of two pixels (Fig. 1) , where one pixel comes from the closest pixel column/row to the predicted block and the other pixel comes from the 3 closest pixel columns/rows. The construction rule is defined as follows:
p(x,4)xp(x,y) 2x8,2y3 (7) p(x,4) x p(z,4) 2 x,z 8,x z (8) p(4,y)x p(x,y) 2 < y 11,2 x 3 (9) p(4,y)xp(4,z) 2 y,z ll,y (10) where p(x, y) represents a pixel at location x, y with reference to Fig. 1 . An algorithm similar to the one used to train a multi-layer perceptron can be used to train the functional link network if the hidden layer is eliminated.
Recurr .t Back-Propagation (RBP) Network
The Recurrent Back-Propagation (RBP) network that is used as our vector predictor is shown in Fig. 4 . This neural network is similar to multi-layer perceptron except that the feedback and the lateral connections are also allowed in the hidden and output layers9. The design procedure is as follows:
1. For a specified input pattern A, The output of the jth neuron in the hidden layer, h3, is given by Eq. 2 (section 2.1) with nets as defined below
The output of the kth neuron in the output layer, k, is given by Eq. 5 (section 2.1) with netk
2. Since it is recurrent, every output is repeatedly calculated until the steady-state condition is achieved. In order to ensure stability of the network no self-feedback is allowed. Furthermore, a very small learning rate is recommended to avoid the overshooting of weights when prediction error is large.
.4 Radial-Basis Function (RBF) Network
The structure of a Radial-Basis Function (RBF) network with I inputs, J basis functions, and K outputs, is shown in Fig. 5 , where I = 64, J = 30, and K = 16. We use the Generalized Gaussian RBF network in order to design a vector predictor instead of the Regularization RBF network. Regularization network is a universal approximator which gives the optimal solution10. However, it suffers from so-called curse of dimensionality: that is, the number of hidden neurons increases with the number of training vectors. In image coding applications, usually a large number of training vectors is used (a 512 x 512 image contains 16,384 16-dimensional vectors). Therefore, it is impossible to use Regularization network for designing the vector predictor. The Generalized Gaussian RBF network, on the other hand, allows the use of reduced number of hidden neurons; however, it gives sub-optimal solution. The network implements the function where dk and Fk(A) are the desired output and the computed output of kth output neuron for training pattern A, respectively. In the simulations performed in this paper, the initial values for these free parameters are generated randomly. The adaptation formulas are summarized below:
SIMULATION RESULTS
Computer simulations were performed in order to implement the vector predictors proposed in this paper. We used one 512 x 512 image Lena for training the neural networks and the linear vector predictor. The same image is used as a test image during the training process. This is justified by the fact that the purpose of this research is to evaluate the relative (not the absolute) performance of different vector predictors. A block size of 4 x 4 was used with a total number of 16,002 training vector in all the simulations performed in this paper. The linear vector predictor was designed using the method presented in Ref. 3 . In all the vector predictors presented in this paper (including the linear vector predictor), the prediction is based on the four past blocks as shown in Fig. 1 . Therefore, the number of inputs in all the vector predictors except the FL vector predictor is 64 (65, if a biased input is also used). In the case of an FL vector predictor, higher order input terms are needed and therefore, the number of inputs in an FL vector predictor is relatively large. The Mean Square Error (MSE) calculation is used as a measure of performance for the training procedure. We define
MEAN SQUARE ERROR VERSUS NUMBER OF ITERATIONS FOR DIFFERENT NUMBER OF HIDDEN UNITS
where (trainingset) refers to the number of input vectors in thetraining data (training images).
The vector predictor based on multi-layer perceptron (MLP) has one hidden layer with 31 neurons (including the biased neuron) in the hidden layer. The number of hidden layers and number of neurons in each hidden layer is determined experimentally and is a trade-off between the computational complexity, training time, and the performance gain. In the MLP vector predictor presented in this paper, only one hidden layer is used in order to reduce the computational complexity and the training time. It was found that adding more layers gives some improvement in performance at the expense of large computational complexity and training time. Figure 6 shows the MSE versus number of iterations for the MLP vector predictor when different number of hidden neurons were used. The total number of training iterations was kept 2,000 with a learning rate of 0.1. It can be seen from Fig. 6 that for low number of iterations (200-250), the MLP with less number of hidden units performs better. This can be explained by considering the fact that the hidden neurons act as a feature extractors.
In an MLP with small number of hidden units (feature extractors), a small number of features are to be extracted; consequently, the network learns faster than the MLP with large number of hidden neurons. However, as the training progresses, the MLP with large number of feature extractors gives the superior performance. We found that MLP vector predictor with 30 hidden units gives a better trade-off between the computational complexity, training time, and the performance. Figure 7 shows the MSE versus number of iterations for the FL vector predictor when different number of higher-order input terms were used. As mentioned earlier, with 64 original input terms, a FL vector predictor requires as many as 2,016 higher-order input terms. In the simulations performed in this paper, we used a reduced number of higher-order input terms in order to keep the FL vector predictor practicable. The performance of the FL vector predictor with no additional higher-order inputs is close to that of the linear predictor. However, the performance of the FL vector predictor improves as the number of higher-order input terms increases. The behavior of FL vector predictor suggests that it is not a favorable choice when the dimension of the original input space is relatively high. Figure 8 shows the performance of the RBF vector predictor with different learning parameters.
In this simulation i was kept fixed at 0.01 . It can be seen from Fig. 8 that the large learning rates
give relatively fast convergence. However, if the number of training iterations is high, a small learning rate woul(l give better performance. Similar behavior was observed when q and i were kept constant and llcT was varied. Note that in an RBF vector predictor, all the three learning rates as well as the number of hidden neurons influence the overall performance. We used 30 hidden neurons in the RBF vector predictor in order to keep the computational complexity comparable to that of the MLP vector predictor. The number of hidden units was fixed and the learning parameters were changed in order to achieve the best training time-performance trade-off. The behavior of the RBF vector predictor suggests that a better performance can be achieved with small learning parameters and a large number of training iterations. However, if a large training time is not allowed, then large learning parameters can be used to achieve reasonably good performance in a relatively short training time.
The main problem with the recurrent neural network is its computational complexity. In this network, for each input vector, the output of hidden and output neurons is computed iteratively for a number o:f times until the network achieves a steady state. Furthermore, a relatively large number of training parameters makes it difficult to choose the best set of parameters. Another important issue is the stability of the network. The network may become unstable and oscillate if the learning parameters are not carefully chosen. It was observed that the network exhibits stable behavior with very small learning rates and gives better performance when the number of training iteration is relatively large.
Finally, Fig. 9 shows the overall performance comparison of all the vector predictors presented in this paper. It can be seen from Fig. 9 that all the neural network (non-linear) vector predictors performed better than the linear yector predictor. The performance of the MLP vector predictor is the best; whereas, the performance of the recurrent vector predictor and that of RBF vector predictor is very close to each other when the number of training iteration is large. However, the RBF vector predictor performed better when the number of training iterations is small. The FL vector predictor, though outperforms the linear vector predictor, is not an attractive choice due to the large number of higher-order input terms.
CONCLUSION
In this paper, we investigated several neural network (non-linear) vector predictors. It was found that the MLP vector predictor gives significantly better performance than the other neural network vector predictors as well as the linear vector predictor. The neural network vector predictors are able to exploit higher-order correlations in the source data due to non-linear processing of the input patterns. The neural network predictors give better performance while predicting blocks containing edges and other highly detailed areas. Therefore, the use of neural network predictors in the VQ schemes with memory can significantly improve the perceptual quality of the reconstructed image. 
