Introduction {#Sec1}
============

Complex chronic diseases are a challenge of current medicine. The insufficiency of current therapies is at least partly due to our inadequate knowledge of the mechanisms of tissue damage and regeneration. Although in tissue injuries a variety of cell types interact in a complex network, recent evidence suggests that macrophages play a critical role^[@CR1],[@CR2]^. Macrophages are traditionally categorized as pro-inflammatory M1 and anti-inflammatory M2 types. However, it is now believed that they can undergo a spectrum of fates depending on their surrounding milieu and internal signaling molecules. The fate spectrum includes M1 and M2 phenotypes on the opposite ends and M2-like macrophages including M2a, M2b, M2c and mixed type phenotypes in between. Macrophage fate decision can critically affect the destiny of tissue damage. Therefore, modulating macrophage polarization seems a promising therapeutic approach to enhance intrinsic tissue regeneration potential. To specify how to manipulate the polarization process, switching gene regulatory circuits in macrophage dynamics as well as interactive communications between a macrophage and its neighboring population should be taken into account. Therefore, it is essential to develop a quantitative and predictive mathematical model to analyze these complex processes. Macrophage fate switch as a result of changes in environmental cytokine concentrations intrigued the idea that dynamic bifurcation occurs in macrophage dynamics. In the present research, bifurcation analysis properly reveals the effects of variable environmental cytokines including IL4, IFNγ and LPS on macrophage polarization and fate switches. Furthermore, mutual interactions between a macrophage and its neighboring population also affect macrophage fate through cytokine production. Therefore, such a model should consider the continuous cell population communications. An agent-based modeling scheme accounts for these features properly to model collective patterns of macrophage phenotypes which are important in disease regression and progression^[@CR3]^.

Numerous experimental studies have attributed imbalance in macrophage phenotype populations to clinical presentations^[@CR4]^ including neurodegenerative disorders^[@CR5]^ and obesity^[@CR6]^. Balance in phenotype population has been also analyzed computationally in a case of left ventricular remodeling following myocardial infarction^[@CR7],[@CR8]^ by Ordinary Differential Equation (ODE) based models. To study the phenotype balance in an agent-based context, besides dynamic modeling of individual macrophages, their mutual interactions and fate determination mechanisms should also be taken into account. Although the response of macrophages to bacteria and the interactions of these cells with other immune system elements have been previously modeled, macrophage fate decision and dynamic bifurcation were ignored so far^[@CR9]^. Pertsovskaya *et al*. employ bifurcation analysis to study macrophage dynamics. However, this model is focused on a single signaling pathway and does not consider the interactions of other key players^[@CR10]^. Moreover, bifurcation analysis was not yet performed in an agent-based context to obtain a whole picture of macrophage pattern formation.

In this research, we propose a nonlinear model of macrophages which considers dynamic bifurcation in an agent-based context. Using bifurcation analyses, the proposed model predicts macrophage polarization after exposure to different combinations of cytokines at various concentrations, which is then used to describe population phenotype patterns (Fig. [1](#Fig1){ref-type="fig"}). The results reveal new findings including that the steady states of proteins which activate molecular pathways accept specific stable activity levels with respect to each other. Relative activity levels are then identified for STAT6, STAT1 and NFκB pathways. Moreover, mathematical analysis and experimental data show that various combinations of steady states of activator proteins result in different macrophage fates and each cell changes its phenotype along the critical points of dynamic bifurcations created in response to environmental changes. Cytokine production by each phenotype is then quantitatively predicted to identify cell interactions at the tissue level based on the proposed agent-based approach. The developed two-layer model, which is constructed based on ODEs, Partial Differential Equations (PDEs) and agent-based modeling scheme, was successfully validated against experimental data from literature.Figure 1The modeling and analyses work flow.

Results {#Sec2}
=======

An ODE-based model describing the dynamism of macrophage molecular interactions {#Sec3}
-------------------------------------------------------------------------------

In order to model the macrophage dynamics, molecular interactions of macrophages were harvested from the literature. Sica *et al*. present a relatively detailed interaction map of signaling molecules and transcription factors in macrophage^[@CR5]^ which is used here as a starting point for the modeling process. LPS and IFNγ signals are relayed via NFκB and STAT1, respectively, which result in SOCS3 activation. The anti-inflammatory IL10 or IL4 cytokines activate STAT3 and STAT6, respectively. These elements are connected through cascades of double negative feedback loops (Fig. [2a,b](#Fig2){ref-type="fig"}).Figure 2Molecular interaction graphs illustrating pathways that govern macrophage polarization. Two different types of arcs represent activator and inhibitory reactions. (**a**) Environmental signals are mediated through Toll-Like Receptor 4 (TLR4), IFNγ-R, ILR4α, and IL10-R and activate NFκB, STAT1, STAT6, and STAT3 pathways, respectively. The macrophage fate spectrum is color-coded with M1 (red) and M2 (blue) at opposite ends. (**b**) Macrophage molecular key cascades obtained by eliminating mediator proteins. (**c**) Final molecular interaction graph obtained by replacing two-cascaded double negative feedback loops between STAT1, STAT3 and NFκB by a double positive feedback loop between STAT1 and NFκB.

Redundant mediators stimulate macrophages towards specific fates. Pro-M1 mediators include TNFα, LPS and IFNγ and pro-M2 cytokines are IL4, IL13, IL10, IL6, among which IFNγ and IL4 are the main representatives, respectively^[@CR11]--[@CR13]^. Moreover, both IL4 and IL10 mediate augmentation of M2 polarization through STAT6 and STAT3 in a cooperative manner^[@CR14],[@CR15]^. Therefore, due to the redundancy of the functions, IL4 mediated STAT6 is representatively kept in the model (Fig. [2c](#Fig2){ref-type="fig"}).

The elimination of IL10 and STAT3 makes downstream analyses more feasible without losing the key dynamics^[@CR16]^. The model is simplified by replacing two cascaded double-negative feedback loops with one double-positive feedback loop. It has been shown that the input-output behavior of the aforementioned loops as well as their bifurcating behaviors are similar^[@CR17]^.

In this study, the kinetic laws of the constructed ODE model follow the Wilson-Cowen structure equations^[@CR18]^:$$\documentclass[12pt]{minimal}
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here, *x*~*i*~ is the concentration of the ith protein, *F* is a function according to equation ([3](#Equ3){ref-type=""}), *γ*~*i*~ tunes the production rate of the ith protein, and *w*~*i*~ determined by equation ([2](#Equ2){ref-type=""}) represents the net effect on protein *i*. The factor *w*~*ij*~ which is the effect of the j^th^ protein on the i^th^ one is positive if the protein *j* activates the protein *i* and negative if the protein *j* inhibits the protein *i*. *w*~*i*0~ represents the initial rate of change for the ith protein and *σ* determines the steepness of *F*(*σw*) versus *w*. Finally, *N* is the number of proteins or genes in the network.

With some mathematical manipulations, Tyson *et al*. transformed the Wilson-Cowen structure equations into^[@CR18]^:$$\documentclass[12pt]{minimal}
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here, *A*~*i*~ and *B*~*i*~ are the exponential activation and inhibition rates of the i^th^ protein, respectively. *a*~*ij*~ and *b*~*ij*~ represent the activation and inhibition of the i^th^ protein by the j^th^ protein and can vary in a continuum interval between 0 and 1. The initial rate of change for the protein *i* is defined using parameters *a*~*i*0~ ≤ 0 and *b*~*i*0~ ≤ 0. Based on equations ([4](#Equ4){ref-type=""}--[6](#Equ6){ref-type=""}), a system of ODEs was constructed to model macrophage molecular interactions (equations [7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}). In all equations, it has been assumed that ∀i:*σ*~*i*~ = 8, *γ*~*i*~ = 1.$$\documentclass[12pt]{minimal}
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The parameters *a*~*ij*~ and *b*~*ij*~ were considered as "1", if there is an arc in the interaction graph, and "0" otherwise. The initial change rates *a*~*i*0~ and *b*~*i*0~ are all confined to the ranges of −1.5 ≤ *a*~*i*0~ ≤ 0 and −0.5 ≤ *b*~*i*0~ ≤ 0 and are, along with *γ*~*i*~ and *σ*~*i*~, inspired by the study of Tyson *et al*.^[@CR18]^. These parameters are chosen so that to stimulate critical dynamic behaviors of the model.

Bifurcation analysis reveals switches in macrophage phenotype selection {#Sec4}
-----------------------------------------------------------------------

Macrophages are able to perform a variety of divergent functions in response to environmental stimuli without changing their internal structure of molecular interactions^[@CR4],[@CR5],[@CR14],[@CR19],[@CR20]^. Hence, dynamic bifurcation analysis, known as analyzing qualitative changes in system behavior due to alteration of system parameters, seems a suitable method for the analysis of macrophage phenotype selection. Assume$$\documentclass[12pt]{minimal}
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To perform local bifurcation analysis on the proposed ODE model (equations [7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}), LPS, IL4, and IFNγ were assumed as variable parameters and were varied in particular ranges. The steady states of STAT6, STAT1 and NFκB in response to various concentrations of LPS, IFNγ and IL4 were determined as a result. At the first step, bifurcation analysis was performed by considering each of these signaling molecules as the bifurcation parameter, while ignoring the other two. Varying the concentrations of LPS, three stable and two unstable steady states were observed for each STAT6, STAT1 and NFκB molecule (Fig. [3a](#Fig3){ref-type="fig"}). The points in which stable and unstable equilibriums collide and annihilate each other, known as saddle node bifurcation points, are specified with arrow heads. For low and high concentrations of LPS, *LPS* ≤ 0.37 and *LPS* ≥ 1.64 respectively, each of the three mediators were observed at a single stable level. But at medium concentrations 0.37 ≤ *LPS* ≤ 1.64, there are more than one choice of stable states allowing a switch-like performance. The critical values of LPS, in which the dynamic behavior of the system changes, are indicated with dotted lines. By increasing or decreasing LPS concentration and crossing the critical values, STAT1, STAT6 and NFκB change their steady states in a switch like manner. These switches allow the system to take on new operating modes by changing steady state activity levels of its pathways. As each of these pathways mediates specific downstream expressions, different fates are expected for a macrophage in different operating modes. Similarly, when IFNγ is considered as the variable parameter in the absence of LPS and IL4, saddle node bifurcations are observed for STAT1 and STAT6 (Fig. [3b](#Fig3){ref-type="fig"}). No bifurcation was observed in the presence of various concentrations of IL4 alone (Fig. [3c](#Fig3){ref-type="fig"}).Figure 3Bifurcation analyses of equations ([7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}) for one parameter. Bifurcation diagrams of mediator proteins NFκB, STAT1 and STAT6 considering (**a**) LPS, (**b**) IFNγ, (**c**) IL4 as bifurcation parameter. Solid lines and dashed lines represent stable and unstable steady states, respectively. Arrow heads point to saddle-node bifurcation points and critical switching borders are specified by dotted lines and underlined values.

To further proceed with macrophage phenotype analysis, the effect of the simultaneous exposure of dual combinations of LPS, IFNγ, and IL4 was assessed using the critical values obtained from the previous step. For instance, NFκB, STAT1, and STAT6 steady states were numerically calculated when LPS varies along the critical values of IL4, and vice versa (Fig. [4a](#Fig4){ref-type="fig"}). Similarly, the steady states of these three mediators were investigated in the presence of IFNγ and IL4 (Fig. [4b](#Fig4){ref-type="fig"}), or IFNγ and LPS (Fig. [4c](#Fig4){ref-type="fig"}). In response to various concentrations of the stimulating molecules, based on the stable levels of NFκB, STAT1, and STAT6, different regions could be identified. Interestingly, the boundaries of these regions are areas in which saddle-node bifurcation and multi-stability occurs and macrophage chooses between different stable steady states. In these multi-stable conditions, saddle-node bifurcation points may be lost or produced due to the alteration of the corresponding parameters.Figure 4Bifurcation analyses of equations ([7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}) for two parameters. Simultaneous exposure of macrophage to different concentrations of (**a**) LPS and IL4, (**b**) IL4 and IFNγ, (**c**) LPS and IFNγ results in (**d**) different steady state profiles for the mediator proteins "NFκB, STAT1, STAT6" which determine macrophage phenotype. Underlined values are critical borders obtained from one-parameter bifurcation analysis.

As fate-determining signaling cascades in macrophage are activated through one of the NFκB, STAT1 and STAT6 proteins^[@CR5]^, stable steady states of these proteins determine the activity levels of their corresponding pathways. Indeed, the NFκB, STAT1, and STAT6 concentrations represent the macrophage state in response to environmental stimuli. Therefore, we inferred the macrophage phenotype from this triplet profile (Fig. [4d](#Fig4){ref-type="fig"}). For instance, in high concentrations of either LPS alone (Fig. [3a](#Fig3){ref-type="fig"}) or the combination of LPS and IFNγ (Fig. [4c](#Fig4){ref-type="fig"}), the triplet "NFκB, STAT1, STAT6" is at "High, High, Low" levels, which, based on previous knowledge^[@CR4],[@CR23]^, we consider as M1 phenotype. Similarly, in high concentrations of IL4 (Fig. [3c](#Fig3){ref-type="fig"}), the profile is "Low, Low, High" that can be attributed to M2a^[@CR4]^. In addition, in high concentrations of LPS and IL4 (Fig. [4a](#Fig4){ref-type="fig"}), the profile is "High, Medium, High" corresponding to M2b^[@CR4]^. However, we appreciate that the biological significance of some profiles remains unknown.

Using our model, compare equations ([7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}), we managed to predict the macrophage phenotype based on the steady states of its internal mediators in the simultaneous presence of all three stimulating molecules. Although a maximum amount of 27 combinations of high, medium, and low levels of the three internal mediators are possible, the gene regulatory circuits of macrophages allow only 9 phenotypes (Fig. [5](#Fig5){ref-type="fig"} and also see Supplementary Table [1](#MOESM1){ref-type="media"}), probably because they are beneficial and hence evolutionary conserved. These phenotypes are able to change their fates based on proper stimuli (Figs [4](#Fig4){ref-type="fig"} and [5](#Fig5){ref-type="fig"}). Reachable fates along with their corresponding stimuli are depicted in (Fig. [6](#Fig6){ref-type="fig"}). Our results are in accordance with current experimental knowledge indicating that IL4 cytokine skews macrophage to M2-like phenotypes, while LPS skews macrophage to the M1 phenotype. The results also agree with current popular spectrum-like models of macrophage fate. The other connections remain to be evaluated experimentally.Figure 5Bifurcation analyses of equations ([7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}) for three parameters. Simultaneous exposure of macrophage to different concentrations of LPS, IL4 and IFNγ result in different steady state profiles for "NFκB, STAT1, STAT6" and accordingly into different phenotypes, compare Fig. [6](#Fig6){ref-type="fig"} for phenotype reachability. The left, up and back panels which depict macrophage states in LPS-IL4, IL4-IFNγ and LPS-IFNγ are illustrated separately, compare Fig. [4](#Fig4){ref-type="fig"}.Figure 6Reachability for the nine specified phenotypes as determined by bifurcation analysis, compare Figs [3](#Fig3){ref-type="fig"}--[5](#Fig5){ref-type="fig"}. Each arc is labeled with the name of the corresponding cytokine causing the fate change. The arc labeled with IL4\* switches the macrophage phenotype only, if the IFNγ concentration is low. The arc labeled with IFNγ\* switches the macrophage phenotype only, if the LPS concentration is low.

In summary, macrophage fate decision in response to LPS, IFNγ, and IL4 can be simulated using the ODE model of macrophage signaling reactions and bifurcation analysis.

An agent-based scheme interacting with ODE-based intracellular model to describe macrophage population behavior {#Sec5}
---------------------------------------------------------------------------------------------------------------

Macrophage fate determination is influenced by external stimuli including the cytokines present in the surrounding micro environment (Figs [3](#Fig3){ref-type="fig"}--[6](#Fig6){ref-type="fig"}). In turn, each macrophage secrets special cytokines based on its phenotype which affects the neighboring cells (equations ([21](#Equ21){ref-type=""}--[22](#Equ22){ref-type=""}, [30](#Equ30){ref-type=""})). Therefore, each macrophage is permanently in a dynamic mutual interaction with the macrophage population. Indeed, macrophage population polarization seems to be controlled by a decentralized control algorithm and so an agent-based modeling approach is used to simulate the behavior of a population of macrophages. This tissue-level model constantly exchanges data with the constructed cell-level ODE model.

Bifurcation analysis described in the previous section allows identifying cell polarization based on the external signaling molecules. However, to determine the mutual interactions of each macrophage with the population, it is also critical to model the cytokines secreted by each phenotype as well as the diffusion of secreted cytokines in the nearby environment. These issues are addressed in the following sections.

To define the cytokines secreted by each macrophage in response to activation of STAT6, STAT1 or NFκB, a molecular interaction graph is constructed according to previous experimental studies (Fig. [7](#Fig7){ref-type="fig"}). Briefly, NFκB and STAT1 induce the production of IL12, which skew the cell to M1 phenotype both through up-regulation of IFNγ and the inhibition of IL4 production^[@CR5],[@CR24],[@CR25]^. STAT6 deviates towards the other end of the phenotype spectrum through production of IL4 in a positive feedback loop. STAT6 also induces IL10, which inhibits IL12 production^[@CR25],[@CR26]^. Notably, in addition to the strong effect of NFκB on M1 activation, it can induce M2 through IL10. However, this effect is trivial due to the IL10 auto-negative feedback which hinders its M2 promoting effect^[@CR25]^.Figure 7IL4 and IFNγ production in macrophage.This molecular interaction graph illustrates reactions involved when macrophage responds to the population by producing cytokines. The graph depicts reactions governing IL4 and IFNγ cytokine production by the NFκB, STAT1 and STAT6 pathways. IL10 and IL12 are mediator proteins relaying cytokine production. The graph is composed of two types of inhibitory and activator arcs and arc labels specify reaction rate parameters. Compare Fig. [2](#Fig2){ref-type="fig"} which illustrates macrophage molecular pathways involved when macrophage is stimulated by cytokines from population.

Based on this interaction graph, a set of ODEs is proposed to describe macrophage cytokine production using Mass Action kinetics. Inhibitory reactions are modeled by subtracting the product of inhibition rate and inhibitor concentration from the corresponding rate terms.$$\documentclass[12pt]{minimal}
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As the time scale of intra-cellular molecular reactions is much smaller than that of inter-cellular communications^[@CR27]^, the internal reactants are considered in their steady states (equations ([17](#Equ17){ref-type=""}--[20](#Equ20){ref-type=""})). According to this assumption and using the proposed ODE model, the steady state concentrations of IFNγ and IL4 produced in response to STAT1, STAT6, and NFκB are calculated as below. The bar mark indicates the steady state concentration of reactants.$$\documentclass[12pt]{minimal}
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In order to solve the above equations, the constant rates as well as the steady state concentrations of STAT6, STAT1 or NFκB need to be identified. The rates of all reactions are harvested from the literature (Table [1](#Tab1){ref-type="table"}), excluding parameter "*h*". To estimate the parameter "*h*", we used the fact that when a macrophage is exposed to high levels of IFNγ and IL4 simultaneously, it displays a (M1/M2) mixed type and secretes both IL4 and IFNγ as response. Thus, in this specific environmental condition, it is expected that macrophage produces both IFNγ and IL4 simultaneously, i.e.$$\documentclass[12pt]{minimal}
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The parameter *h* is assumed to be 0.0020 for further simulations.

In bifurcation analyses, we have subjectively classified STAT1, STAT6 and NFκB concentrations into Low, Medium, and High. To have a rough estimate, the average natural concentrations of these proteins according to PaxDb^[@CR28]^ were considered as Medium level. High and Low concentrations were assumed as twice of the normal abundance or zero, respectively. The NFκB family has different members, among which RELA and NFκB1 are active in macrophage signaling^[@CR5]^. The mean concentration of RELA is lower than that of NFκB1 and hence is considered as the normal abundance of the NFκB protein complex as it can be a rate limiting factor (Table [2](#Tab2){ref-type="table"}).Table 2Normal protein abundances harvested from the PaxDb database for molecules involved in the macrophage polarization process.ProteinAbundance (ppm)STAT1531STAT641.3NFκB    NFκB1 (P50)35.3    RELA (P65)26.5    RELB1.34    REL24.9

In summary, based on the above equations and assumptions, the cytokines secreted by each macrophage can be quantitatively modeled. However, to precisely describe the effect of each macrophage on the population, the diffusion rates of the cytokines as well as cell movements need to be considered, too.

To model cytokine diffusion in the region where the population resides, a reaction-diffusion system is defined by the following Partial Differential Equation (PDE):$$\documentclass[12pt]{minimal}
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here, *φ*(*t*, *r*) is the cytokine concentration which is a function of the position *r* and time *t*. *f*(*φ*, *r*, *t*) is a source term that specifies macrophage cytokine production in space *r* and is defined by equation ([21](#Equ21){ref-type=""}) and equation ([22](#Equ22){ref-type=""}). *D* is the diffusion coefficient, which for large molecules, such as most of the proteins, can be approximated with the following equation^[@CR29]^:$$\documentclass[12pt]{minimal}
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here, *R* is the radius of the protein which is assumed to be a sphere, *k* is the Boltzmann's constant, *μ* is the solvent viscosity, and *T* is temperature in Kelvin. Therefore, *D* can be assumed to be constant and equation ([28](#Equ28){ref-type=""}) is simplified as follows:$$\documentclass[12pt]{minimal}
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Based on previous experiments^[@CR29]--[@CR31]^, D is estimated as 1800 $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{micro{n}^{2}}{min}$$\end{document}$ for both IL4 and IFNγ cytokines. For simulation purposes, the inflammation site is assumed as a circular area in which macrophages reside around point (0, 0) with a normal distribution and a variance of *σ*^2^ = 0.25. The Dirichlet boundary condition is set to zero on a circular boundary of radius 4. To allow for cell movements, each macrophage is able to randomly move for a maximal distance of 2*σ*^2^ in each simulation run.

In summary, based on equations ([7](#Equ7){ref-type=""}--[15](#Equ15){ref-type=""}) and using bifurcation analysis, the expression levels of STAT1, STAT6 and NFκB in response to external stimuli are determined. Then, using the equations ([21](#Equ21){ref-type=""} and [22](#Equ22){ref-type=""}) the concentrations of cytokines secreted by each macrophage are identified. Eventually, by equation ([30](#Equ30){ref-type=""}) the diffusion rates are considered to identify the concentration of the cytokines in time and space. Also, random cell movements are taken into account. These events are repeated every Ts = 0.1 seconds (Fig. [8](#Fig8){ref-type="fig"}) where, Ts indicates sampling time in population simulations. During time range (k Ts, (k + 1) Ts) kϵN, secreted cytokines diffuse throughout the environment and adjust cytokine concentrations. At each kTs, kϵN seconds, macrophages sense cytokine concentrations in their vicinity and decide on their fate and accordingly on their cytokine secretion. This two-layer model considers both intracellular interactions of macrophage and tissue-level communications between a single macrophage and its population. Therefore, the behavior of macrophage populations in different environmental conditions can be simulated. To validate the model, the model-based predictions are compared in the next section with experimental observations reported by previous investigators.Figure 8Cyclic two-level model simulation of cytokine-based interactions of macrophage population.

Model validation {#Sec6}
----------------

### Case 1 {#Sec7}

Although differentiation of naïve macrophages into different phenotypes has previously been investigated thoroughly, few studies have focused on the role of intra-cellular mediating molecules for cell differentiation. Li *et al*. demonstrated by stimulating M0 macrophages with LPS/IFNγ or IL4/IL3 that they skew to M1 or M2 phenotypes, respectively^[@CR32]^. In M1-differentiated cells, NFκB and STAT1 increased, compared to control experiments where STAT6 did not vary. On the other hand, in M2 macrophages, STAT6 increased, while no significant changes were detected for NFκB and STAT1. This experimental observation is in agreement with the bifurcation analyses in our computational model that in response to IL4 the concentrations of "NFκB, STAT1, STAT6" are at "Low, Low, High" levels, respectively (Fig. [3c](#Fig3){ref-type="fig"}). Also, after the simultaneous exposure to LPS and IFNγ, the profile of this triplet would be "High, High, Low" (Fig. [4c](#Fig4){ref-type="fig"}).

### Case 2 {#Sec8}

Appropriate macrophage population phenotype shift is a crucial effect in the regeneration of salamander heart and limb^[@CR33]^, zebra fish fin^[@CR34]^ and mammalian organs^[@CR2]^. Also, a transient M1 activation followed by substitution with M2 cells is observed in self-limiting kidney injuries, while the continuous presence of M1 macrophages is associated with progressive tissue fibrosis^[@CR35]^. In spite of the well-recognized importance of this phenomenon, it is yet elusive if the fate shift at the population level is solely mediated through immigration and polarization of monocytes or if trans-differentiation of terminally differentiated macrophages do also account^[@CR36],[@CR37]^. Edin *et al*. have demonstrated that both M1 and M2 macrophages can be trans-differentiated to the opposite fate upon treatment with IL4 and LPS/IFNγ, respectively^[@CR38]^.

To reproduce this data, we started the simulation with either M1 or M2 dominant populations of thirty macrophages and exposed them to high levels of IL4 or LPS/IFNγ, respectively. The initial M1 or M2 dominant populations were created by stimulating the naïve population with a high initial concentration of M1 or M2 inducing cytokines, i.e. IFNγ and IL4, respectively, compared to the other cytokines. Each polarized population was then stimulated with the opposite cytokine stimulus. M1 dominant population was exposed to IL4 and M2 dominant population was exposed to IFNγ. The simulations were performed using the parabolic solver in MATLAB. After several time steps, each population was skewed to the opposite side (Fig. [9a,b](#Fig9){ref-type="fig"}). This finding, in agreement with the observations of Edin *et al*. indicates that terminally differentiated macrophages have high plasticity and can change their phenotype in response to signals received from the environment. Notably, it was observed that when the initial population is totally made up of one extreme of the phenotype spectrum, the other fate appears rarely even after a long time interval. However, when the initial population also consists of naïve macrophages (M0), the population skews to the opposite side more rapidly. That is because M0 macrophages easily skew in response to environmental cytokines and produce cytokines that stimulate neighboring cells to trans-differentiate.Figure 9Simulation results of the PDE according to equation ([30](#Equ30){ref-type=""}). Macrophage population dominated by (**a**) M1, (**b**) M2 phenotypes are exposed to IL4 and IFNγ cytokine, respectively. As a result, each sub-population skews to the opposite phenotype.

Discussion {#Sec9}
==========

Macrophage polarization governs tissue homeostasis, regeneration and remodeling by creating various phenotype patterns which are known to affect disease development or regression^[@CR3]^. Thus, targeting macrophage polarization in order to maintain a balance between different phenotypes has been proposed as a therapeutic strategy^[@CR39],[@CR40]^. This study aimed at developing a quantitative and predictive model of macrophage polarization that can potentially be applied to propose novel therapies.

We have generated a two-layer nonlinear mathematical model, in which internal interactions and reciprocal cell population communications are described at the cell and tissue levels, respectively. Bifurcation analysis was performed on the ODE model of gene regulatory circuits, which demonstrated switch-like behaviors allowing macrophages to choose different fates. Each of the key internal signaling mediators, namely NFκB, STAT1, and STAT6, were observed at different steady states, inducing various combinatorial profiles which were attributed to macrophage phenotypes. Nine specific profiles were recognized, three of which were attributed to known macrophage phenotypes M1, M2a and M2b based on their protein activity level and according to the literature. The six remaining phenotypes are yet to be recognized. Using the data obtained from the first layer, a PDE model was constructed to describe the secretion and diffusion of the cytokines secreted by each cell. Then, the effect of these cytokines on neighboring macrophages was assessed allowing for the simulation of cell-community interactions. The model was successfully validated against experimental data. It also reproduced repolarization of differentiated M1 and M2 macrophages in response to opposite stimuli indicating the plasticity of these cells.

Cell populations are regulated by distributed leadership instead of central control. Therefore, agent-based modeling is a rational approach to describe their behavior. Although the population could be modeled by ODEs, agent-based modeling allows following spatial and temporal phenotype patterns, compromising between details and computational cost, and adding stochasticity to individual macrophages. Tumor growth^[@CR27],[@CR41]^, the geometric pattern of cell populations^[@CR42]^, monocyte trafficing to tissues^[@CR43]^, and wound closure^[@CR44]^ are among the phenomena modeled by agent-based schemes. Furthermore, although many biological processes are continuous, some others, specifically those governing fate determination, are discrete allowing qualitative shifts in cell phenotypes. Accourdingly, bifurcation analysis has been widely utilized to study such phenomena. The formation of endocrine and exocrine lineages in pancreas^[@CR45],[@CR46]^ as well as xenopus embryo development^[@CR47]^ have been studied using bifurcation analysis and the underpinning gene regulatory motifs have been identified^[@CR48]--[@CR50]^. In addition, bifurcations in agent-based models have been assessed to simulate the collective behavior of bird flocks and bee swarms^[@CR51],[@CR52]^ in response to changes in agent characteristics. However, to the best of our knowledge, the proposed approach which is based on bifurcation analysis of the ODE model of single cells and connecting it with an agent-based model of the population has not been described so far. The cell and tissue layers of the model are in a permanent mutual communication in spite of different time scales. This novel modeling strategy can potentially be applied to further the understanding of complex multi-agent biological systems and pave the way for the development of more efficient therapeutics.

Conclusion {#Sec10}
==========

Macrophage behaviors are affected by changes in its parameter set as well as changes of incoming signals from neighboring population. Signaling pathways in macrophage are composed of regulatory loops which are able to switch its fate in response to different concentrations of environmental cytokines through dynamic bifurcation. New findings based on our model suggest that in response to different concentrations of environmental cytokines, the relative steady state concentration levels of activator proteins in different macrophage pathways accept specific concentration values with respect to each other. The results also suggest that this relative activity level defines the macrophage phenotype. Therefore, collective phenotype patterns in macrophage populations are justifiable by cytokine-based interactions between a single macrophage and its population. Accordingly, an agent-based model of macrophage population was proposed in which interacting rules between agents were defined by using results of a formerly performed bifurcation analysis on macrophage dynamics. The model was then validated by successfully producing anticipated phenotype patterns induced by IL4 and IFNγ cytokines. This validated model is efficient in promoting novel therapeutic approaches by simulating clinical cases and their response to candidate medications.
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