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On the unitary representations of the affine ax+ b-group,
ŝl(2,R) and their relatives
Anton M. Zeitlin
Abstract. This article focuses on two related topics: unitary representations
of the loop ax+ b-group and their relation to a loop version of the Γ-function
and the construction of continuous series for the ̂sl(2,R)-algebra. Mainly this
is a survey of some results obtained by the author and in collaboration with
I.B. Frenkel, alongside with the motivation for them from the physical and
mathematical points of view.
1. Introduction
Recently, the continuous series of unitary representations of Uq(sl(2,R)) were
constructed [28], [6], so that this set of representations is closed under the tensor
product [25], generating a ”continuous” tensor category. These representations
are constructed via the representations of quantum plane and do not have the
classical limit. The representation theory of the quantum plane is very subtle
(see e.g. [18], [10]) and is related to the properties of quantum dilogarithm. In
[18] it was shown that the representations of quantum plane and furthermore,
the intertwining operators of the tensor product representation have a classical
limit, where they correspond to appropriate objects in the representation theory of
the ax + b-group, the affine group of the line (below it is denoted as G). In the
work of I.B. Frenkel and H.-K. Kim [10] it was shown that basic structures from
the quantum Teichmueller theory [1] can be derived from the tensor products of
the representations of the quantum plane, which is very important for the proper
understanding of the Chern-Simons theory associated with SL(2,R) (see below for
more details).
One important problem to think about is the construction of the affine analogue
of the above formalism. Namely, one of the main problems for investigation would
be to generalize the Kazhdan-Lusztig equivalence of categories [21], [5] to the case
of the quantum plane and Uq(sl(2,R)). It was conjectured in [11] by I.B. Frenkel
and the author, that there exists a braided tensor category of representations of the
affine algebra ŝlk(2,R), equivalent to the braided tensor category of the mentioned
above continuous series of Uq(sl(2,R)).
One fact supporting this conjecture is that there exists a category of representa-
tions of the Virasoro algebra related to Liouville theory [26],[29], which is equivalent
to the mentioned category of representations of the Virasoro algebra. Therefore,
1
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the corresponding category of representations of the affine algebra ŝlk(2,R) is a
missing piece in this equivalence of categories.
However, a first natural problem to solve is to find unitary representations for
the âx+ bk-group, the loop version of the ax+b-group with central extension (with
central charge k) for the a-subgroup, and compare them and their tensor structure
with the representation theory of quantum plane.
In [33] the representation theory of the loop counterpart of the ax + b-group
(ΩG) and its central extension (Gˆ) were studied. There the unitary representations
of Gˆ are constructed, which naturally generalize the irreducible representations of
G.
It is known that the irreducible unitary representations of G divide into three
classes (up to equivalence). The first two classes contain infinite-dimensional repre-
sentations and there is only one representation in each class, however the third class
consists of 1-dimensional representations, labeled by the real parameter. The infi-
nite dimensional representations ofG can be realized in the Hilbert space L2(R+,
dx
x
).
These representations are produced by the canonical construction of induced rep-
resentations. This classical material is surveyed in Section 2.1.
However, in the case of the loop ax+b-group the situation is more subtle. In [33]
the L2 space with respect to the Wiener measure is considered as a representation
space of Gˆ. The constructed unitary representations of Gˆ are labeled by a certain
function. It is proven in [33] that certain representations in this class (e.g. when
this function is constant) are irreducible. We review these results in Section 3.
An interesting issue studied in [33] is based on the mentioned relations of the
representations of group G and the theory of special functions. It is known that
the representations of G are related to the Γ- and B- functions (see e.g. [31]).
Therefore, one may hope to construct their loop counterparts while studying the
associated loop group. In [33] the first step in this direction is made. It is known,
that one can relate (via the bilateral Laplace transform) the action of the group
element of representation of G in the representation space with the integral oper-
ator, so that its kernel is expressed via the Γ-function. In [33] the loop analogue
of the Γ-function was defined, considering similar arguments applied to Gˆ. It is
a functional on the space of paths, which we denote as Γˆµ, depending on some
continuous function µ, such that µ(u) > 0 on [0, 2π], and has a property which
generalizes the famous property of the Γ-function, Γ(x+ 1) = xΓ(x):∫ 2π
0
g(v)µ(v)Γˆµ(z + δv)dv =
∫ 2π
0
g(v)z(v)dvΓˆµ(z) +
1
t
∫ 2π
0
g′′(v)
δ
δz(v)
Γˆµ(z)dv,(1)
where g(v) is any twice differentiable function on [0, 2π], such that g(0) = g(2π) = 0,
δv = δ(u−v) is a delta-function on the interval [0, 2π] and t is the parameter of the
Wiener measure. We describe this construction of the loop Γ-function from [33] in
Section 4.
It is known (see e.g. [18]) that the unitary representations of G are closed under
the tensor product and there are three types of ”simple” objects in the category
of unitary representations of G. It appears that their tensor products decompose
as direct integrals of these ”simple” objects. Using the principles discussed in the
beginning of this section, it is expected to have the braided tensor category for
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Gˆ, where the braiding is related to the value of the central charge. One can also
hope to obtain a differential equation governing the intertwining operators, i.e. the
analogue of the Knizhnik-Zamolodchikov equation.
However, the results related to the âx+ bk-group are only part of the main
task, namely the construction of the continuous series of unitary representations of
ŝlk(2,R).
Unfortunately, the standard approach of inducing representation of ŝlk(2,R)
wouldn’t fit the construction, since the resulting modules appear to be nonuni-
tary. It turns out one can use the results obtained in [33] to construct new mod-
ules for ŝlk(2,R) by means of the Wakimoto-type formalism, using the ”currents”
corresponding to the Lie algebra elements of (ax + b)k and infinite dimensional
Heisenberg algebra free fields. This was done in [11], inspired by the formalism of
[12]. It turned out that the correlators of the resulting ŝlk(2,R)-currents, defining
the pairing in the representation, diverge, and therefore we had to describe the
scheme of eliminating those divergencies. This leads to a very interesting graphical
formalism, similar to the Feynman diagram technique, where the divergences cor-
responded to 1-loop graphs. The regularization scheme involves dependence on the
infinite family of parameters: one parameter for each loop with a given number of
vertices. These modules were called continuous series for ŝlk(2,R) in [11], since the
described above Wakimoto-type realization is a natural affinization of certain real-
ization of standard continuous series of sl(2,R). These representations are labeled
by the continuous parameter arizing from the highest weight of the Fock module of
the infinite-dimensional Heisenberg algebra. One can generalize this construction
of continuous series to the higher rank case, using similar procedure, that works
for quantum groups, introduced in [9]. We describe the construction of the above
ŝlk(2,R) representations from [11] in Sections 5 and 6 of this paper. Section 5 is
devoted to the construction of Wakimoto-like modules, inspired by the construc-
tion of the standard continuous series of sl(2,R), sketched in Sections 2.2 and 2.3.
Section 6 is devoted directly to the construction of the ŝlk(2,R)-modules of [11]
using regularization and graphical calculus.
An important question one can immediately ask is for which values of reg-
ularization parameters the resulting representations are unitary. Answering this
question will involve studying the resulting bilinear form and analyzing it using
the graph formalism that was a cornerstone of the definition of those representa-
tions in [11]. However, we do believe that finding the representations forming a
braided tensor category will single out the necessary family of unitary representa-
tions. Therefore the next question to ask is what are the intertwining operators for
the proposed tensor category. One of the ways to do that is to construct them in a
similar fashion as in the Virasoro case [26], [29].
There is an interesting physical perspective on the proposed tensor categories
discussed, since currently the study of Chern-Simons theories with noncompact
gauge groups has become very important from the point of view of both mathe-
matics and physics, see e.g. [4] for a review. In particular, it was argued since
the late 80s [30] that the canonical quantization of SL(2,R) Chern-Simons theory
is connected with both the quantum Teichmueller theory [1], which is related to
the representation theory of the quantum plane and the Liouville theory, related
to representation theory of Uq(sl(2,R)). It is known that the Liouville theory can
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be obtained from the SL(2,R) WZW theory by means of the Drinfeld-Sokolov re-
duction. At the same time, the study of Chern-Simons theory with the compact
gauge group G showed, that its space of states in the presence of Wilson lines is
isomorphic to the space of conformal blocks of the WZW model associated with G
[32]. Therefore, we may expect that this works for noncompact Lie groups too, and
the construction of the continuous series of unitary representations of ŝlk(2,R) will
provide an important link between the quantum Teichmueller theory, the SL(2,R)
Chern-Simons, the SL(2,R) WZW model and its reduction, the Liouville theory.
In the end of this introduction let us summarize shortly for convenience the con-
tents of this paper. In Section 2 we gather some standard facts about the unitary
representations of ax+ b-group and sl(2,R) Lie algebra. In Section 3, we describe
some unitary representations of the loop ax + b-group, which are generalizations
of the ones considered in Section 2. Section 4 is devoted to the construction of a
loop analogue Γ-function, which appears naturally from the representations of loop
ax+ b-group. Section 5 is devoted to the study of auxiliary current algebras, which
we will use in Section 6 to construct representations of ŝl(2,R).
Acknowledgements. I am indebted to Igor Frenkel for proposing the areas de-
scribed in this review and for our fruitful and pleasant collaboration. I am very
grateful to the organizers of the Southeastern Lie Theory Workshop for inviting me
with a talk and stimulating discussions. I am indebted to the referee for her/his
comments and to Antonina N. Fedorova for careful reading of the manuscript.
2. Unitary representations of the affine group of a line and the related
realizations of sl(2,R)
2.1. ax + b-group and Γ-function. In this subsection we remind the reader of
all the necessary facts (for more information and references one can consult [31],
chapter 5) about the unitary representations of ax + b-group, which is the affine
group of the real line. In other words, each group element g = g(a, b) is determined
by the pair of real numbers a, b such that a > 0. The composition law is defined
as follows: g(a1, b1)g(a2, b2) = g(a1a2, a1b2 + b1). In the following we will call this
group G.
The unitary representations of this group are constructed by means of the
method of induced representations. Let us consider the representation rλ of the
subgroup B of G generated by g(1, b)-elements, such that rλ(g(1, b)) = e
λb (here λ
is complex). Then according to the construction of induced representations we have
to consider the space of complex valued functions on G, i.e. f(g(a, b)) ≡ f(a, b)
such that
f(a, b+ b0) = e
λb0f(a, b).(2)
Therefore f(a, b) = eλbf(a, 0) i.e. the function f can be expressed in terms of the
function φ(a) = f(a, 0) on the subgroup A generated by g(a, 0)-elements. Then the
operator of induced representation Rλ acts on f(g) as Rλ(g0)f(g) = f(gg0), and
the resulting formula for representation on the functions φ(a) is:
Rλ(g0)φ(a) = e
λab0φ(a0a),(3)
or, in other words, since the space of functions φ is just a space of functions on the
ray 0 < x < ∞, we have Rλ(g)φ(x) = eλbxφ(ax). One can consider the invariant
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measure on A, it is just dx
x
. Then the following theorem is valid [31].
Theorem 2.1. i) Representation Rλ of G is unitary on L
2(R+,
dx
x
) if λ ∈ iR.
ii) Representations Rλ and Reξλ are equivalent if ξ ∈ R.
iii) Consider a semigroup G+(resp. G−), consisting of such g(a, b), that b > 0
(resp. b < 0). Then Rλ with λ ∈ C, such that Reλ < 0 (resp. Reλ > 0) is a
representation for G+(resp. G−) on L2(R+, dxx ).
As a consequence, one can see that there are only three classes of unequivalent
unitary representations Rλ: R±i and R0. The representations R±i are irreducible,
while R0 decomposes into the direct integral of 1-dimensional representations Tρ,
such that Tρ(g(a, b)) = a
iρ. One can show that any other irreducible representation
of G falls into one of the classes R±i, Tρ.
In order to generalize representationsRλ to the loop case, it is useful to consider
another form of the representations Rλ. Namely, instead of the space L
2(R+,
dx
x
)
one can consider L2(R, dt) ≡ L2(R), by substitution x = et. Therefore, the formula
for the representation Rλ can be rewritten as follows:
Rλ(g(e
α, b))f(t) = eiλbe
t
f(t+ α),(4)
where f ∈ L2(R, dt) and we represented a as eα.
Now we discuss the relation of the representation Rλ and Γ-function. It is
well known, that the bilateral Laplace transform (or the Fourier transform in the
complex domain)
Lf(p) = 1√
2π
∫
R
eiptf(t)dt,(5)
where p is a complex number, has the inverse:
L−1g(t) = 1√
2π
∫
R+iT
e−iptg(p)dp,(6)
where T is a real number, so that the contour of integration is in the region of
convergence of g(p). Therefore, if one can make sense of LRλL−1, it gives us a
representation, equivalent to Rλ. Let D ⊂ L2(R) be the space of C∞ functions
with finite support.
Proposition 2.1. [31] The bilateral Laplace transform of an element of D is an
analytic function in the entire complex plane of the exponential type, i.e. |Lf(x +
iy)| < Ceb|y|, where C > 0, b > 0. At the same time, the inverse Laplace transform
of such an analytic function belongs to D. Moreover, we have the following property:∫
R
|Lf(x+ iy)|2dx <∞,(7)
where f ∈ D.
We notice that D is invariant under the action of the operators Rλ(g). Let Γ(z)
denote the Γ-function:
Γ(z) =
∫ ∞
0
e−xxz−1dx.(8)
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Then we have a Proposition.
Proposition 2.2. [31] i) Consider the action of the LRλ(g)L−1 on LD, when
g = g(a, b) ∈ G+ and λ < 0. Then
LRλ(g)L−1f(t1) = 1
2π
∫
R+i0
Γ(it1 − it2)a−it1
(−λb
a
)it2−it1
f(t2)dt2,(9)
where f is an analytic function on C of the exponential type.
ii) One can analytically continue the expression above with respect to −λb to all
complex plane except for the negative real axis.
2.2. A and K algebras and their unitary representations. In the rest of this
section we present a construction of continuous series of sl(2,R) in a special way,
which will be convenient for generalizations to the loop case. First, we construct
certain modifications of the Lie algebra of ax + b-group, which we call A-algebra
and K-algebra: they have a similar algebraic structure, but different *-structure.
The A-algebra is an algebra with three generators: h, e±, so that ih, ie+ generate
the Lie algebra of ax+b-group, however we make the b-subgroup generator e+ to
be invertible, so that the inverse element is e−. The commutation relations and the
star structure are as follows:
[h, e±] = ±ie±, e±e∓ = 1, h∗ = h, e±∗ = e±.(10)
The generators h, α± of K-algebra have similar commutation relations, but the
star-structure is different:
[h, α±] = ∓α±, α±α∓ = 1, h∗ = h, α±∗ = α∓.(11)
To construct the unitary representations of the above *-algebras, one can realize the
generators h, e± as unbounded self-adjoint operators i d
dx
, e±x in the Hilbert space
of square-integrable functions on the real line L2(R) as well as generators h, α±
as the operators i d
dφ
, e±iφ in the Hilbert space of square integrable functions on
the circle L2(S1). These generators acting on a specific vector in the appropriate
Hilbert space generate a dense set. More explicitly one has the following proposi-
tion (see e.g. [11], Proposition 2.1).
Proposition 2.3. i) Let DA be the space spanned by the vectors a · v0, where
v0 = e
−tx2 ∈ L2(R), t > 0 and a belongs to the universal enveloping algebra of A-
algebra, such that the action of generators is realized as h = i d
dx
, e± = e±x. Then
DA is a dense set in L
2(R).
ii) Let DK be the space spanned by the vectors a · v0, where v0 = 1 ∈ L2(S1) and
a belongs to the universal enveloping algebra of K-algebra, such that the action of
generators is realized as h = i d
dφ
, α± = e±iφ, where φ ∈ [0, 2π] is the angle coordi-
nate on S1. Then DK is a dense set in L
2(S1, dφ) ≡ L2(S1).
2.3. Continuous series of sl(2,R) via A and K algebras. First of all, let us
introduce some notations. We are interested in unitary representations of sl(2,R)
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algebra, i.e. Lie algebra with generators E,F,H such that
[E,F ] = H, [H,E] = 2E, [H,F ] = −2F
E = −E∗, F = −F ∗, H = −H∗.(12)
We remind that there are two standard realizations of continuous series of sl(2,R),
one is related to inducing the representations from the diagonal subgroup of sl(2,R),
corresponding to the generator H , the other one is related to inducing representa-
tions from maximally compact subgroup generated by J3 = E−F . It is convenient
to introduce the following change of generators (which provides the correspondence
between sl(2,R) and su(1, 1)):
J± = E + F ∓ iH,(13)
so that the relations (12) can be rewritten in the following way:
[J3, J±] = ±2iJ±, [J+, J−] = −iJ3,
J+
∗
= −J−, J3∗ = −J3.(14)
Now we will give two realizations of sl(2,R) via generators of A- and K-algebras.
Using A-algebra, one can write down the expressions for E,F,H :
E =
i
2
(e+h+ he+) + iλe+,
F = − i
2
(e−h+ he−) + iλe−,(15)
H = −2ih,
where λ is a real parameter. Similarly, using K-algebra, one can represent J3, J±
in a similar way:
J+ =
i
2
(α+h+ hα+)− λα+
J− =
i
2
(α−h+ hα−) + λα−(16)
J3 = 2ih
Therefore the following theorem is valid (see e.g. [11], Theorem 2.1).
Theorem 2.2. Let DA be the space spanned by the vectors a · v0, where v0 =
e−tx
2 ∈ L2(R) and a belongs to the universal enveloping algebra of sl(2,R)-algebra,
such that the action of generators is realized as in (15), so that h = i d
dx
, e± = e±x.
Then DA is a dense set in L2(R) and it is a representation space for sl(2,R).
ii) Let DK be the space spanned by the vectors a·v0, where v0 = 1 ∈ L2(S1) and a be-
longs to the universal enveloping algebra of sl(2,R)-algebra, such that the action of
generators is realized as in (16), so that h = i d
dφ
, e± = e±iφ, where φ ∈ [0, 2π] ∼= S1.
Then DK is a dense set in L2(S1) and it is representation space for sl(2,R).
3. Unitary representations of the path and loop versions of ax+ b-
group
Notation. In the following we will use several functional spaces, so let us fix
notations. Let µ be the σ-additive measure on some space M . Then we denote as
L2(M,dµ; k) the Hilbert space of square-integrable complex-valued functions (here
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k stands for C or R). Since in the most of cases we will deal with L2(M,dµ;C),
we drop C, i.e. L2(M,dµ) ≡ L2(M,dµ;C). The space of real-valued continuous
functions on the interval [a, b] will be referred to as C[a, b]. The space of real-valued
absolutely continuous functions on [a, b], i.e. differentiable functions from C[a, b],
whose derivative belong to L2([a, b], dx;R), where dx is the Lebesgue measure on
[a, b] will be denoted as C′[a, b].
We introduce C′0[0, 2π], the Hilbert space of real-valued absolutely continu-
ous functions, such that x(0) = 0 for any x ∈ C′0[0, 2π]. The completion of
C′0[0, 2π] is the Banach space C0[0, 2π] of real-valued continuous functions such
that x(0) = 0 for any f ∈ C0[0, 2π] (see Appendix). Finally, let C0,X [0, 2π] denote
the closed subspace of C0[0, 2π], consisting of real-valued continuous functions such
that x(2π) = X for some X ∈ R.
3.1. Path groups and loop groups associated to G. In this subsection, we
define all the path and loop groups, which we study in this article. All the necessary
facts concerning the Wiener measure can be found in Appendix.
At first we define the path group PG. Let us consider a set of elements of
the form g(eα, b), where α and b are real valued absolutely continuous functions on
[0, 2π]. We can define the bilinear operation as follows:
g(eα1 , b1) · g(eα2 , b2) = g(eα1+α2 , eα1b2 + b1),(17)
where eα1b2 stands for pointwise multiplication of the absolutely continuous func-
tions eα1 and b2. It is clear that the operation is well defined and satisfies the group
laws. Let us denote the group which is a set of all such elements g(eα, b) as PG.
In the following we will sometimes need α to be in the Cameron-Martin space
for the Wiener measure, so it is useful to introduce the based path group P0G ⊂ PG,
generated by g(eα, b), where α(0) = 0.
Similarly, one can define loop groups ΩG and Ω0G. The loop group ΩG ⊂ PG
is generated by (eα, b), where α, b are such that α(0) = α(2π), b(0) = b(2π), while
the based loop group Ω0G ≡ P0G ∩ ΩG.
Finally, one can define the central extended versions of ΩG (resp. Ω0G). Let
us consider the elements g(eα, b, s), where s ∈ R and (eα, b) ∈ ΩG (resp. Ω0G).
Then the multiplication law can be modified in the following way:
g(eα1 , b1, s) · g(eα2 , b2, t) =
g(eα1+α2 , eα1b2 + b1, t+ s+ k
∫ 2π
0
α1(u)α
′
2(u)du),(18)
where k ∈ R. We denote the corresponding group Gˆ (resp. Gˆ0) and we will refer
to k as central charge.
3.2. Unitary representations. In this subsection, we will describe the unitary
representations of both PG and ΩG, as well as their subgroups P0G and Ω0G, which
are the appropriate generalizations of the unitary representations of G, considered
in Section 2.
We will start from P0G and use the same approach as before, i.e. we will use
the method of induced representations. Let us take one-dimensional representations
of the B-subgroup (i.e. subgroup of elements of the form g(1, b)) of the form
r˜λ(g(1, b)) = e
∫ 2π
0
λ(u)b(u)du, where λ ∈ L2[0, 2π]. Following the method of induced
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representations, like we did in the case of groupG, we arrive to the following formula
for the representations on the space of functionals on the A-subgroup:
R˜λ(g(e
α0 , b0))f(α) = e
∫ 2π
0
λ(u)b0(u)e
α(u)duf(α+ α0).(19)
However, in order to make these representations unitary one needs to define the
proper inner product on the space of functionals. To do that, one has to consider
the Wiener measure (see Appendix). It is not invariant under translations, so one
should improve the formula for the representations in order to make them unitary.
Let us consider the Hilbert space H0p = L
2(C0[0, 2π], dw
t;C). The following state-
ment is true.
Theorem 3.1. The following action of P0G on the space of functionals of contin-
uous functions
ρλ(g(e
α, b))(f)(x) =
e−
1
4t
∫
2π
0
α′(u)α′(u)du− 12t
∫
2π
0
α′(u)dx(u)e
∫
2π
0
λ(u)b(u)ex(u)duf(x+ α)(20)
defines the unitary representation of P0G on H
0
p iff iλ(u) ∈ L2([0, 2π];R).
Proof. First we prove that this action is actually an action of a group, i.e.
ρλ(g(e
α1 , b1))ρλ(g(e
α2 , b2)) = ρλ(g(e
α1+α2 , eα1b2 + b1)). We check it, writing the
explicit expressions:
ρλ(g(e
α1 , b1))ρλ(g(e
α2 , b2))f(x) =
ρλ(g(e
α1 , b1))(e
− 14t
∫
2π
0
α′2(u)α
′
2(u)du− 12t
∫
2π
0
α′2(u)dx(u)
e
∫ 2π
0
λ(u)b2(u)e
x(u)duf(x+ α2)) =
e−
1
4t
∫ 2π
0
α′2(u)α
′
2(u)du− 14t
∫ 2π
0
α′1(u)α
′
1(u)du− 12t
∫ 2π
0
α′1(u)α
′
1(u)du
e−
1
2t
∫
2π
0
(α′1(u)+α
′
2(u))dx(u)e
∫
2π
0
λ(u)(b2(u)e
α1(u)+b1(u))e
x(u)duf(x+ α1 + α2)) =
ρλ(e
α1+α2 , eα1b2 + b1)f(x).(21)
Now we prove that the action ρλ defines a unitary representation for P0G. In
order to do that we just need to use the definition of unitarity and the translation
invariance property of the Wiener measure:
(ρλ(g(e
α, b))(f), ρλ(g(e
α, b))(h))Hp =∫
C0[0,2π]
ρλ(g(eα, b))(f)(x)ρλ(g(e
α, b))(h)(x)dwt(x) =
∫
C0[0,2π]
e−
1
2t
∫ 2π
0
α′(u)α′(u)du− 1
t
∫ 2π
0
α′(u)dx(u)f(x+ α)g(x+ α)dwt(x) =∫
f(x)g(x)dw(x) = (f, g)Hp .(22)
Thus the theorem is proven. 
In the following we will denote representations ρλ(g(e
α, b)) ≡ ρλ(eα, b).
Using the same steps as in the proof of the theorem above, one can show that
analogous fact for the Hilbert space H0,Xp = L
2(C0,X [0, 2π], dw
t
X ;C) and group
Ω0G is true.
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Proposition 3.1. i) Formula (20) defines a unitary representation ρXλ of Ω0G on
H0,Xp .
ii) Representation ρX1λ on H
0,X1
p is equivalent to the representation of ρ
X2
eηλ on
H0,X2p , where η is absolutely continuous, η(0) = 0, η(2π) = X1 −X2.
Therefore, all representations ρXλ are equivalent to the representations ρ
0
eξλ
onH0l ≡
L2(C0,0[0, 2π], dw
t;C), where ξ is absolutely continuous, ξ(0) = 0, ξ(2π) = X .
Moreover, one can show that this equivalence does not depend on the choice of
such ξ.
However, we note here, that since Ω0G ⊂ P0G, the Hilbert space H0p is a rep-
resentation space for Ω0G too. Therefore we have a Proposition, arising from the
direct integral decomposition of H0p .
Proposition 3.2. The representation ρλ of Ω0G on H
0
p is the direct integral of the
representations of Ω0G:
ρλ =
∫ ⊕
R
ρXλ dX,(23)
where ρXλ is equivalent to ρ
0
λX
such that λX = e
ξλ, ξ ∈ C′[0, 2π] and ξ(0) = 0,
ξ(2π) = X.
In order to define the representation of PG and ΩG, one needs to extend the Hilbert
space, i.e. one has to consider the Hilbert spaces Hp = L
2(C0[0, 2π] ⊕ R, dwt ×
dx0;C) and Hl = L
2(C0,0[0, 2π] ⊕ R, dwt × dx0;C), where dx0 is the Lebesgue
measure on R. We also note that every element (eα, b) of PG (resp. ΩG) can
be represented as (eα, b) = (eα0eα˜, b), where α0 = α(0) and α˜(0) = 0. Then the
following theorem is true.
Theorem 3.2. i) The following action of the group element g(eα, b) on the space
of functionals of x(u), x0:
ρ˜pλ(e
α, b)(f)(x, x0) =(24)
e−
1
4t
∫
2π
0
α′(u)α′(u)du− 12t
∫
2π
0
α′(u)dx(u)e
∫
2π
0
λ(u)b(u)ex(u)+x0duf(x+ α˜, x0 + α0)
defines a unitary representation of PG on the Hilbert space Hp iff λ ∈ iL2([0, 2π].
ii) The formula (24) defines the unitary representation ρ˜lλ of ΩG on the Hilbert
space Hl iff λ ∈ iL2([0, 2π];R).
Note, that the representations ρpλ, ρ
l
λ are equivalent to ρ
p
etλ, ρ
l
etλ correspondingly,
for any t ∈ R. In particular, in the case when λ = const there exist only three
inequivalent classes of unitary representations of PG (ΩG), corresponding to ρ˜0,
ρ˜i, ρ˜−i respectively, like it was in the finite dimensional case.
3.3. Central extension and Lie algebra generators. In this subsection, we
will construct the unitary representations of groups Gˆ on Hl. Let (e
α, b, s) be an
element of Gˆ. Let us consider the following action of this element on the function
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Hl:
ρlλ,k((e
α, b, s))(f)(x, x0) = e
ise−
1
4t
∫
2π
0
α′(u)α′(u)du− 12t
∫
2π
0
α′(u)dx(u)
eik
∫ 2π
0
α(u)dx(u)e
∫ 2π
0
λ(u)b(u)ex(u)+x0duf(x+ α˜, x0 + α0).(25)
Theorem 3.3. Formula (25) defines a unitary representation of Gˆ for the cen-
tral charge k ∈ R, and λ ∈ iL2([0, 2π];R). The representation ρleξλ,k is equivalent
to ρlλ,k if ξ is any absolutely continuous function on [0, 2π], such that ξ(0) = ξ(2π).
Ignoring x0 dependence in (25), one can define the unitary representation of
Gˆ0 on H
0
l , for which we will keep the same notation ρ
l
λ,k. We also mention that the
operators ρlλ,k(e
α1 , 0, s1) and ρ
l
λ,−k(e
α2 , 0, s2) corresponding to the action of the A
subgroup of Gˆ commute.
One can write down the expressions for the Lie algebra generators. As we can
see, the generator which is responsible for the action of the ”B-subgroup” has the
form:
Tbf(x, x0) =
d
dǫ |ǫ=0
ρlλ,k(1, ǫb, 0) =
∫ 2π
0
λ(u)b(u)ex(u)+x0du.(26)
It is well-defined for all the functionals f(x, x0) ∈ Hl such that ex0f(x, x0) ∈ Hl.
However, the a-subgroup generators are more peculiar:
Dk,αf(x) =
d
ds |ǫ=0
ρlλ,k(e
ǫα, 0, 0) =(27)
(ik
∫ 2π
0
α(u)dx(u) +
1
2t
∫ 2π
0
α′(u)dx(u))f(x) +
d
dǫ |ǫ=0
f(x+ ǫα˜, x0 + ǫα0).
Therefore the action of the Lie algebra element Tα is defined only on the set of
weakly differentiable functionals, which form a dense subset in Hl. In the notations
of variational calculus, one can introduce the operators:
Dα,k(α) = α0
∂
∂x0
+
∫ 2π
0
α˜(u)
δ
δx(u)
du+
1
2t
∫ 2π
0
α˜′(u)x′(u)du+
ik
∫ 2π
0
duα˜(u)x′(u)du,
Tb =
∫ 2π
0
λ(u)b(u)ex0+x(u)du.(28)
One can see that (28) satisfies the needed relation:
[Dα1,k, Dα2,k] = −2ik
∫ 2π
0
α′1(u)α2(u)du, [Dα,k, Tb] = Tαb.(29)
Finally, let us consider the following two semigroups of Gˆ+, Gˆ− ∈ Gˆ, such that
they consist of group elements g(eα, b), where b(u) > 0 or b(u) < 0 for all u cor-
respondingly. The following statement will be important will be important for the
construction of loop Γ-function in the next section.
Proposition 3.3. Let Imλ,Reλ ∈ L2([0, 2π];R). Then (25) defines a representa-
tion of the semigroup Gˆ+ (resp. Gˆ−) if Reλ(u) < 0 (resp. λ > 0) on [0, 2π].
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In the following we will denote the representations of Gˆ+, Gˆ− the same way, namely
ρlλ,k.
3.4. Irreducibility and classification of unitary representations. In Sec-
tion 2, we learned that the irreducible unitary representations of G turn out to be
equivalent to either R±i or Tρ. In the loop case the following weaker result holds
[33].
Theorem 3.4. Representations ρlλ,k, such that λ(u) ≡ λ ∈ R\0 of Gˆ (Gˆ0) on Hl
(H0l ), are irreducible.
One can prove that if iλ is either a positive or negative function from L2([0, 2π],R),
the representation ρlλ,k is also irreducible. However, if λ(u) = 0 ρ
l
λ,k reduces to the
representation of the A-subgroup, i.e. the representations of the loop Heisenberg
group. It is not irreducible since [ρlλ,k(e
α1 , 0, s), ρlλ,−k(e
α2 , 0, t)] = 0. To author’s
knowledge the classification of the unitary representations of the loop Heisenberg
group is not yet known (see e.g. [7] for review of the subject). The same argument
as in Theorem 3.4, shows that if λ(u) = 0 for u ∈ [a, b] the representation ρlλ,k is not
irreducible. Therefore, we make the following conjecture about the classification
of the irreducible representations of Gˆ. Hence the irreducible unitary representa-
tions of Gˆ which we considered, are either equivalent to the representations of the
A-subgroup, or equivalent to the representations ρlλ,k, where iλ ∈ L2([0, 2π],R) is
strictly positive or negative function on [0, 2π]. Moreover, we know that ρlλ,k and
ρl
eξλ,k
are equivalent to each other if ξ ∈ C′0,0[0, 2π]. Therefore, an interesting prob-
lem to study is the classification of all finite-dimensional representations of Gˆ. A
reasonable conjecture (by analogy with the finite-dimensional case) would be that
the three discussed classes of representations, namely ρlλ,k for positive and negative
λ and irreducible unitary representations of the loop Heisenberg group exhaust all
irreducible unitary representations of Gˆ.
4. (Loop) Γ-function and the action of the affine loop group
4.1. Fourier transform for the classical Wiener measure. In this section, we
consider the generalizations of the formula relating the action of the group G and
the Γ-function (see Section 1). In particular, we introduce a new object, which we
will refer to as the loop Γ-function. In order to do that one needs to construct the
generalization of the Fourier/Laplace transform in the case of the Wiener measure.
We have already seen a unitary transformation on the L2 space for the abstract
Wiener measure, called the Fourier-Wiener transform, but we will choose another
transformation here.
Let us consider the following transformation on the Hilbert space H0l :
Ff(p) =
∫
C0,0[0,2π]
ei
∫
2π
0
p(u)x(u)duf(x)dwt0(x),(30)
where p(u) ∈ C[0, 2π] and p(0) = p(2π) = 0. Unlike the usual Fourier transform
for the Lebesgue measure on the real line, the transformation F is not a unitary
operator.
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Proposition 4.1. The operator F is a compact normal operator on H0l with no
zero eigenvalues.
Proof. The general condition [2] for the general integral operator
K : L2(X, dµ(x))→ L2(Y, dν(y)), such that
Kf(y) =
∫
X
K(y, x)dµ(x)(31)
to be compact, is that
∫ ∫ |K(x, y)|2dµ(x)dν(y) < ∞. In order to prove that
it is normal, i.e. FF∗ = F∗F , one just needs to write explicitly the resulting
expressions and then use the Fubini theorem. To show that the operator F has no
nonzero eigenvalues, one needs to use the fact that the exponentials of the form
e
∫
2π
0
α′(u)dx(u), where α(u) is absolutely continuous, form a dense subset in H0l [17].

Taking into account that F is a normal operator and using the polar decomposition
theorem, one can decompose it as F = UFK, where UF is a unitary operator on
H0l and K is a compact self-adjoint operator, such that K =
√FF∗.
It is obvious that the operators F and UF can be continued to the space Hl. At
the same time, we define another unitary operator F , which is a standard Fourier
transform with respect to measure dx0. One can show that F and F commute.
4.2. Loop Γ-function. Let us consider the following expression:
ρ
l,F
λ,k(e
α, b, s) = UFρlλ,k(e
α, b, s)U∗F .(32)
Since UF is unitary, ρ
l,F
λ,k defines an equivalent representation of Gˆ on Hl. Because
of the results of subsection 4.1, on the image of K, one can rewrite it as follows:
ρ
l,F
λ,k(e
α, b, s) = K−1Fρlλ,k(eα, b, s)F∗K−1.(33)
HereK is a fixed self-adjoint operator, so we are interested in the objectFρlλ,k(eα, b)F∗.
We consider the case when (eα, b) in Gˆ+ and Imλ = 0, Reλ(u) > 0. Let us write
it down explicitly:
Fρlλ,k(eα, b, s)F∗f(x, x0) =
eise−
1
4t
∫ 2π
0
α′(u)α′(u)du
∫
C0,0[0,2π]
e−i
∫ 2π
0
(p(u)x(u))due−
1
2t
∫ 2π
0
α′(u)dp(u)
eik
∫ 2π
0
α(u)dp(u)e
∫ 2π
0
λ(u)b(u)ep(u)+x0du∫
C0,0[0,2π]
ei
∫ 2π
0
(p(u)+α˜(u)y(u)duf(y, x0 + α0)dw
t
0(y)dw
t
0(p).(34)
Using the Fubini theorem, one can rewrite it as follows:
Fρlλ,k(eα, b, s)F∗f(x, x0) =∫
C0,0[0,2π]
K
λ,k
s,α,b(x− y, x0)ei
∫ 2π
0
α˜(u)y(u)duf(y, x+ α0)dw
t
0(y),(35)
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where
K
λ,k
s,α,b(x − y, x0) = eise−
1
4t
∫
2π
0
α′(u)α′(u)(36) ∫
C0,0[0,2π]
ei
∫
2π
0
p(u)(x(u)−y(u))due
∫
2π
0
λ(u)b(u)ep(u)+x0du
eik
∫ 2π
0
α(u)dp(u)e−
1
2t
∫ 2π
0
α′(u)dp(u)dwt0(p).
In the case when α is twice differentiable, one can see that the object Kλ,ks,α,b(z, x0)
up to factors independent of x, y is a particular case of the following functional:
Γˆµ(z) =
∫
C0,0[0,2π]
e
∫
2π
0
p(u)z(u)due−
∫
2π
0
µ(u)ep(u)dudwt0(p),(37)
where Rez, Imz ∈ L2([0, 2π];R), µ ∈ L2([0, 2π];R). We will call Γˆµ(z) the loop
Gamma function or simply Γˆ-functional. It has the following properties [33].
Theorem 4.1.
i) Γˆµ(z) is well defined for any Rez, Imz ∈ L2([0, 2π];R), µ ∈ L2([0, 2π];R) and
µ(u) ≥ 0 on [0, 2π].
ii) The following relation is valid:
∫ 2π
0
g(v)µ(v)Γˆµ(z + δv)dv =
∫ 2π
0
g(v)z(v)dvΓˆµ(z) +
1
t
∫ 2π
0
g′′(v)
δ
δz(v)
Γˆµ(z)dv,(38)
where g(v) is any twice differentiable function on [0, 2π], such that g(0) = g(2π) = 0,
δv = δ(u− v) is a delta-function on the interval [0, 2π] and∫ 2π
0
ξ(v) δ
δz(v) Γˆµ(z) =
d
dǫ |ǫ=0Γˆµ(z + ǫξ) for any continuous function ξ.
Proof. An important step in the proof is the consideration of the infinitesimal
form of the translation invariance. Let f ∈ H0l such that it is weakly differentiable.
Then we have the following property:∫
C0,0[0,2π]
e−
1
2t
∫ 2π
0
ǫ2g′(u)g′(u)du+ 1
t
∫ 2π
0
ǫg′′(u)x(u)duf(x+ ǫg)dwt0(x) =∫
f(x)dwt(x),(39)
where g ∈ C20,0[0, 2π]. This is just the translation property (the translation is with
respect to function ǫg), where ǫ is some real parameter. Then, if we differentiate
with respect to ǫ at zero, we obtain the following formula:
∫
C0,0[0,2π]
(1
t
∫ 2π
0
g′′(u)x(u)du
)
f(x)dwt0(x) =
−
∫
C0,0[0,2π]
d
dǫ |ǫ=0
f(x+ ǫg)dwt0(x).(40)
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Let us apply this property to the integrand of the Γˆ-functional, i.e. let f(x) =
F (x, z) ≡ e
∫ 2π
0
x(u)z(u)due−
∫ 2π
0
µ(u)ex(u)du. Then we have:∫
C0,0[0,2π]
(1
t
∫ 2π
0
g′′(u)x(u)du
)
F (x, z)dwt0(x) =
1
t
∫ 2π
0
g′′(v)
δ
δz(v)
Γˆµ(z),(41)
and
−
∫
C0,0[0,2π]
d
dǫ |ǫ=0
F (x+ ǫg, z)dwt0(x) =
−
∫
C0,0[0,2π]
(∫ 2π
0
g(v)z(v)dv −
∫ 2π
0
µ(v)g(v)ex(v)dv
)
F (x, z)dwt0(x) =
−
∫ 2π
0
g(v)z(v)dvΓˆµ(z) +
∫ 2π
0
g(v)µ(v)Γˆ(z + δv)dv.(42)
Therefore, combining (40), (41) and (42) we obtain (38). 
The property ii) from the theorem above is a natural generalization of the
property of the ordinary Γ-function: Γ(z + 1) = zΓ(z). We notice, however, that
there is also an extra term, depending on the t-parameter, related to the choice of
the measure. So, the proper analogue of the functional Γˆ would be the ”regularized”
Γ-function:
Γµ,t(z) =
∫
R
e−µe
x
ezxe−
x2
2t dx,(43)
where µ, t ∈ R+. It satisfies the equation
µΓµ,t(z + 1) = zΓµ,t(z)− 1
t
dΓ(z)
dz
.(44)
This function is well defined for all complex values of z. Its relation to the original
Γ-function can be obtained by considering t→∞ limit:
lim
t→∞
Γµ,t(z + 1) = µ
−zΓ(z).(45)
Also, we note here that this function can be related to the matrix elements of the
representations of G (see Section 2) if we would consider the Gaussian measure
instead of the Lebesgue measure on the real line.
5. Representations of Â and K̂
5.1. Definitions. In this section we consider the following *-algebras, which we
denote Â and K̂ that are the affine analogues of A,K, considered in Section 2. The
first algebra is close to the Lie algebra of a loop ax+ b-group (see Section 3), which
is generated by hn, e
±
n , n ∈ Z, so that the generating ”currents” are:
h(u) =
∑
n∈Z
h−neinu, e±(u) =
∑
n∈Z
e±−ne
inu(46)
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and obey the following commutation relations, expressed via the generating func-
tions:
[h(u), h(v)] = 0, [e±(u), e±(v)] = 0, [e±(u), e∓(v)] = 0,
[h(u), e±(v)] = ±iδ(u− v)e±(v), e±(u) · e∓(u) = 1.(47)
The *-structure is such that h(u), e±(u) are Hermitian, i.e.
h(u)∗ = h(u), e±(u)∗ = e±(u).(48)
The algebra K̂ is generated by hn, α±n , n ∈ Z, it has similar commutation relations,
but a different *-structure:
h(u) =
∑
n
h−neinu, α±(u) =
∑
n
α±−ne
inu,
[h(u), h(v)] = 0, [α±(u), α±(v)] = 0, [α±(u), α∓(v)] = 0,
[h(u), α±(v)] = ∓δ(u− v)α±(v), α±(u)α∓(u) = 1,
h(u)∗ = h(u), α±(u)∗ = α∓(u).(49)
Using Gaussian integration on Hilbert spaces, in the next subsection we will con-
struct some representations of these algebras.
5.2. Construction of representations. In order to construct the representations
of Â and K̂ one can use the Gaussian measure on a Hilbert space (see Appendix).
Let us consider the Fourier series of a function from L2(S1,R):
x(u) =
∑
n∈Z
x−neinu, x0 ∈ R, x∗n = x−n.(50)
Let us introduce two quadratic forms defining two types of trace-class operators on
L2(S1,R), which will determine the appropriate Gaussian measures:
BA(x, x) =
1
2
∑
n≥1
ξ−1n xnx−n + ξ
−1
0 x
2
0,
BK(x, x) =
1
2
∑
n≥1
ξ−1n xnx−n,(51)
where ξn > 0 for all n and
∑
n ξn <∞. The Gaussian measures we are interested
in, heuristically can be expressed as follows:
dwA = (
√
det(2πNA))
−1e−BA(x,x)dx0
∞∏
n=1
[
i
2
dxn ∧ dx−n],
dwK = (
√
det(2πNK))
−1e−BK(x,x)dφ
∞∏
n=1
[
i
2
dxn ∧ dx−n],(52)
where NA, NK are trace-class diagonal operators determined by the quadratics
forms (51). Here as before the range for φ is [0, 2π]. Literally the difference between
two measures is that in the second one we compactified the zero mode x0 on a
circle with parameter φ for dwK . Hilbert spaces of square-integrable functions with
respect to these measures are denoted in the following as HA and HK .
Let us construct the unitary representations of Â and K̂-algebras in the Hilbert
spaces HA and HK , correspondingly.
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We will explicitly define the operators, which will represent the generators. Let
us start from Â-algebra. First of all, let us extend the index of ξn to all integers,
so that ξ−n = ξn, n ∈ Z. We need the following differential operators:
b−n = i(∂n − ξ−1n x−n), a−n = i∂n,(53)
where ∂n =
∂
∂xn
. These operators are formally conjugate to each other,
a∗n = b−n,(54)
being considered on a certain dense set DlA, i.e. functions which are the sums of
monomials
n∏
k=1
〈µk, x〉
m∏
s=1
〈λs, e±x〉,(55)
where 〈, 〉 is the standard L2(S1,R) pairing and µk, λk are trigonometric polynomi-
als. We define the operators hn as follows:
h−n =
1
2
(a−n + b−n) = i(∂n − 1
2
ξ−1n x−n).(56)
Hence, on a dense set h∗n = h−n, so that the current h(u) =
∑
n∈Z h−ne
inu is
Hermitian. Also, note that Hermitian currents h(u), x(v) generate the infinite-
dimensional Heisenberg algebra:
[h(u), x(v)] = iδ(u− v).(57)
We also define the currents e±(u):
e±(u) = e±x(u).(58)
It also follows that they satisfy the commutation relations (47). One can show
that e±x(u) for any u are Hermitian operators, considered on the dense set DlA.
Therefore, this gives a unitary representation of Â-algebra.
Similarly one can construct the unitary representations of K̂-algebra. Let us
consider the dense set DlA in HK of the following form:
n∏
k=1
〈µk, x〉
m∏
s=1
〈λs, e±ix
c〉,(59)
where λi are trigonometric polynomials without the constant term and x
c(u) =
φ+
∑
n6=0 xne
−inu. The currents h(u), α±(u) are defined by the following formulas:
h(u) =
∑
n6=0
i(∂n − 1
2
ξ−1n x−n)e
inu + i∂φ,
α±(u) = e±ix
c(u).(60)
It is possible to introduce operators an, bn and define them by the same formulas
as in (53) for all n 6= 0. For n = 0 we put a0 = b0 = i∂φ. Therefore, the elements of
the form a · v0, where v0 ≡ 1 ∈ HK and a belongs to universal enveloping algebra
of K̂ and the action of the generators is given by the formulas (60). Such elements
generate a dense set DlK in HK , which is a unitary representation of K̂-algebra.
An important notion which is necessary for our construction is the correlator
associated with the representation.
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By the correlator of generators T1, ..., Tn of Â-algebra (resp. K̂-algebra) we
mean the following expression:
< T1...Tn >≡ 〈v0, T1...Tnv0〉,(61)
where the pairing 〈, 〉 is of the Hilbert space HA (resp. HK), v0 is the vector
corresponding to the constant function 1 and T1, ..., Tn are the generators hn, e
±
m
(resp. hn, α
±
m).
We remind that hn =
1
2 (an + bn). It is crucial for the following, that the
correlators
< T1...Tnak > , < bkT1...Tn >(62)
vanish for any generators T1, ..., Tn, as a simple consequence of properties of the
Gaussian integration.
It is natural to call operators an annihilation operators and bn creation oper-
ators. This allows us to define the normal ordering. Namely, when we write down
the expression : T1...Tn : for the product of n generators, we reorder them in such
a way that the creation operators will be to the left and the annihilation ones to
the right.
This procedure together with the vanishing of the correlators (62) also gives
an easy method to compute the correlators: by means of commutation relations of
generators, one can reduce the products T1, ..., Tn to the normally ordered expres-
sions. Therefore, the result will reduce to the correlators of the generators e±n or
α±n . We also note that in the case of K̂-algebra the corresponding correlators are
nonzero only if they have an equal number of α+ and α− generators.
In order to compute the correlators of these generators it is easier to consider the
appropriate currents instead of modes and use the Gaussian integration.
There are the following expressions for correlation functions:
〈e+(u1)...e+(un)e−(v1)...e−(vm)〉 =
exp(
n∑
i<j;i,j=1
NA(ui, uj) +
m∑
r<s;r,s=1
NA(vr, vs)−
n∑
k=1
m∑
l=1
NA(uk, vl) +
n+m
2
NA(0, 0)),(63)
〈α+(u1)...α+(un)α−(v1)...α−(vm)〉 =
δn,m exp(−
n∑
i<j;i,j=1
NK(ui, uj)−
n∑
i<j;i,j=1
NK(vi, vj) +
n∑
k,l=1
NK(uk, vl)
+nNK(0, 0)),(64)
where
NA(u, v) = 2
∑
n≥0
cos(n(u − v))ξn,
NK(u, v) = 2
∑
n>0
cos(n(u − v))ξn.(65)
We note here that in the case of correlators of the currents involving not only
e±, α±, but also h(u), the resulting expression will consist of monomials (64) mul-
tiplied on a certain product of delta-functions, coming from commutation relations
of K̂, Â-algebras.
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We have shown above, that using the Gaussian measure, one can construct
unitary representations of Â, K̂-algebras. However, it is possible to simplify those
representations by making ak commute with bs for any k and s. However, the
resulting module will not be unitary, i.e. the pairing though nondegenerate will
lose its positivity.
At first, let us give the explicit description of such module for K̂-algebra. For
this we consider the vacuum vector v0, such that v0 is annihilated by ak:
akv0 = 0.(66)
Then the module which we will refer to as VA is spanned by the following vectors:
bm1 ...bmse
±
n1
...e±nrv0,(67)
where n1, ..., nr,m1, ...,ms ∈ Z. Let us begin to define the pairing with the pos-
tulation of the points: e(u) =
∑
n ene
inu is a Hermitian current, b(u)∗ = a(u), so
that b(u) =
∑
n bne
−inu, a(u) =
∑
n ane
−inu and
[b(u), a(v)] = 0.(68)
The pairing is uniquely defined by the correlator of e± currents is given by (63).
Similarly one can define the module VK for K̂ algebra with the same conditions,
just replacing e± with α±, as a result VK is spanned by
bm1 ...bmsα
±
n1
...α±nrv0.(69)
One can define the pairing on VK which is uniquely determined by the correlators
of α± currents (64). This pairing is Hermitean and nondegenerate. It gives a
structure of nonunitary representations of the *-algebras Â, K̂ on the spaces VA,
VK correspondingly.
We note here that clearly, these representations are nonunitary, because you
can easily find vectors v ∈ VA,VK , such that 〈v, v〉 = 0.
6. Construction of representations for ̂sl(2,R)
6.1. Regularization and commutator. In order to construct the ̂sl(2,R)
representations via Â, K̂, one has to find an affine analogue of the formulas for
E,F,H and J3, J±. In the case of nontrivial central extension, the Â, K̂ rep-
resentations appear to be insufficient, one has to introduce the representation
of the infinite-dimensional Heisenberg algebra, so that the generating current is
ρ(u) =
∑
n∈Z ρne
−inu and the commutation relations are:
[ρn, ρm] = 2κnδn,−m,(70)
where κ ∈ R>0. The irreducible module, the so-called Fock module Fκ,p of this
algebra is defined as follows. We introduce a vector vacp with the property ρnvacp =
0, p ∈ R, n > 0 so that
Fκ,p = {ρ−n1 ...ρ−nkvacp; n1, ..., nk > 0, ρ0vacp = p · vacp}.(71)
The Hermitian pairing is defined so that
〈vacp, vacp〉 = 1, ρ∗n = ρ−n.(72)
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Another object required in this section is the regularized version of the ρ, h, e±,
α± currents. Namely, for any ϕ, which stands for any of ρ, h, x(u) or xc(u) we
consider
ϕ(z, z¯) =
∑
n≥0
ϕnz¯
n +
∑
n>0
ϕ−nzn,(73)
where z = reiu, so that 0 < r ≤ 1. We denote e±(z, z¯) ≡ e±x(z,z¯) and α±(z, z¯) ≡
e±ix
c(z,z¯). The Wick theorem implies that the correlators of the regularized Heisen-
berg currents ρ(z1, z¯1), ...., ρ(zn, z¯n) are finite as long as 0 < |zi| < 1, i.e. the
expressions
〈vacp, ρ(z1, z¯1)...ρ(zn, z¯n)vacp〉(74)
are finite. One can consider the limit |zi| → 1 in the sense of distributions, so that
(74) is the sum of products of distributions, i.e.
〈vacp, ρ(u1)ρ(u2)vacp〉 = 2κ
(1− ei(u2−u1−i0))2 + p
2.(75)
Next we consider the following sets of composite regularized currents
J±(z, z¯) =(76)
i
2
(b(z, z¯)α±(z, z¯) + α±(z, z¯)a(z, z¯))± κ∂uα±(z, z¯)± ρ(z, z¯)α±(z, z¯),
J3(z, z¯) = 2ih(z, z¯)− 2κα−(z, z¯)∂uα+(z, z¯),
and
E(z, z¯) =(77)
i
2
(b(z, z¯)e+(z, z¯) + e+(z, z¯)a(z, z¯)) + iκ∂ue
+(z, z¯) + iρ(z, z¯)e+(z, z¯),
F (z, z¯) =
− i
2
(b(z, z¯)e−(z, z¯) + e−(z, z¯)a(z, z¯)) + iκ∂ue−(z, z¯) + iρ(z, z¯)e−(z, z¯),
H(z, z¯) = −2ih(z, z¯) + 2iκe−(z, z¯)∂ue+(z, z¯).
satisfying the Hermicity conditions:
E(z, z¯)∗ = −E(z, z¯), F (z, z¯)∗ = −F (z, z¯), H(z, z¯)∗ = −H(z, z¯),
J3(z, z¯)∗ = −J3(z, z¯), J±(z, z¯)∗ = −J∓(z, z¯).(78)
Then if φk denote E,F,H or J
3, J± then the correlators
〈φ1(z1, z¯1)...φn(zn, z¯n)〉p ≡ 〈v0 ⊗ vacp, φ1(z1, z¯1)...φn(zn, z¯n)v0 ⊗ vacp〉,(79)
are well-defined for 0 < |zi| < 1. Actually, after the normal ordering procedure
φ1(z1, z¯1)...φn(zn, z¯n) will be represented as normally ordered products with coef-
ficients which are continuous functions of u1, ..., un, where zi = rie
ui . Therefore,
the expression 〈φ1(z1, z¯1)...φn(zn, z¯n)〉p will be given by the sum of correlators of
exponentials α± or e± which are well-defined even on the unit circle as we know
from the formulas (63). Notice, that if only one of the currents φk(zk, z¯k) is such
that |zk| = eiuk , i.e. it lies on the unit circle, the situation will not change. This is
because during the normal ordering procedure, the commutators of a- and b- parts
of this generator with other ones again produce continuous functions of u1, ..., un,
since all other zi are inside the unit circle and the normal ordering wouldn’t produce
any distributions.
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This allows us to make sense of the commutator of two currents on the unit
circle. We consider the following limit of the difference of two correlators
〈φ1(z1, z¯1)...[ξ(u1), η(u2)]...φn(zn, z¯n)〉p ≡(80)
lim
r1,r2→1
(〈φ1(z1, z¯1)...ξ(w1, w¯1)η(w2, w¯2)...φn(zn, z¯n)〉p −
〈φ1(z1, z¯1)...η(w2, w¯2)ξ(w1, w¯1)...φn(zn, z¯n)〉p
)
,
Then the following result holds (see [11] Proposition 4.2, Theorem 4.1).
Theorem 6.1. i) The expression (80) exists in the sense of distributions, more
specifically the answer will contain a linear combination of delta-functions δ(u1−u2)
and their derivatives. Here φk stands for E,F,H or J
3, J±, wi = rieiui , ξ(u1) ≡
ξ(eiu1 , e−iu1), η(u2) ≡ η(eiu2 , e−iu2),
ii) The commutator (80) of the currents ξ, η = E,F,H or ξ, η = J3, J± exists and
satisfies the commutation relations for ̂sl(2,R) algebra with the central charge κ:
[E(u), F (v)] = H(v)δ(u − v)− 4iκδ′(u− v), [H(u), H(v)] = 8iκδ′(u− v),
[H(u), E(v)] = 2E(v)δ(u − v), [H(u), F (v)] = −2F (v)δ(u− v)(81)
and
[J+(u), J−(v)] = iJ3(v)δ(u − v) + 4iκδ′(u− v),
[J3(u), J3(v)] = −8iκδ′(u− v),
[J3(u), J±(v)] = ±2iJ±(v)δ(u − v).(82)
It is important to mention that though we managed to define the commutator,
based on the regularized commutators, this definition doesn’t provide a representa-
tion, since the correlation functions of E,F,H or J3, J± do not exist, if more than
one of the arguments lies on a circle. Then it is clear that the spaces from which we
started, i.e. HK ⊗Fp or HA⊗Fp are not suitable to be spaces for ̂sl(2,R)-module.
However, we still have the regularized correlators which obey commutation rela-
tions. If we manage to eliminate divergencies in such a way that commutation
relations and Hermicity conditions would be preserved, then the correlators will
determine representation with the Hermitian bilinear form. In the next subsection
we show a method, how to get rid of the divergencies and redefine the correlator,
so that it is well-defined when all the arguments are on a circle.
6.2. Renormalization of correlators and construction of representations
of ŝl(2,R). In this subsection, we will renormalize the correlators with currents on
a circle for the cases of VA and VK representations. In both cases the description
is very similar, so we focus on VK case and the correlators of J3, J± currents.
Generalization to VA and E,F,H goes along the same path.
In order to renormalize, at first we have to understand what kind of divergencies
we are dealing with. For that purpose it is convenient to write down the expression
for the correlator in the graphic form using the Feynman-like diagrams.
Recall, that the easiest way to compute the correlator for K̂ is to reduce the
whole expression to the normal ordered form, i.e. all the creation operators b(z, z¯)
are moved to the left and all the annihilation operators a(z, z¯) to the right.
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Once we move the creation operator b(z, z¯), which is part of a certain generator
at the point to the left (or the annihilation operator a(z, z¯) to the right), it may
produce the following terms arising from the commutation with the α±-generator
of J± currents on the right (on the left in the case of a(z, z¯)) of the given generator:
[a(z, z¯), α±(w, w¯)] = ∓α±(w, w¯)δ(z, w),
[α±(w, w¯), b(z, z¯)] = ±α±(z, z¯)δ(z, w),(83)
where δ(z, w) =
∑
n≥0(zw¯)
n +
∑
n>0(z¯w)
n. If z, w are on the circle, i.e. z =
eiu, w = eiv, we get δ(z, w) = δ(u− v). We will depict every term of the form (83),
which we obtain during the normal ordering procedure, as a line from one vertex
to another:
•
δ(z, w)
•//(84)
Here the initial vertex corresponds to the term containing creation/annihilation
operator and the terminal vertex correspond to the term containing α±. The direc-
tion of the arrow (to the right or to the left) indicates whether it was annihilation
or creation operator.
At the same time, each generator J± contributes terms like that
α±(z, z¯)a(z, z¯), b(z, z¯)α±(z, z¯).(85)
They enter the diagram as vertices with one outgoing line to the right or to the left
and any amount of incoming lines:
•−
+
// //❚❚
❚❚❚❚
❚❚❚
)) ✿
✿✿
✿✿
✿✿

❥❥❥❥❥❥❥❥❥
55 ☎☎☎☎☎☎☎
BB
•−
+
oooo
❥❥❥❥❥❥❥❥❥ uu
☎☎☎☎☎☎☎

❚❚❚❚
❚❚❚❚
❚ ii
✿✿
✿✿
✿✿
✿
\\
(86)
Signs ± over the vertices correspond to α±, while we neglect for simplicity the
dependence on z, z¯ variables. The incoming line in the vertex forms when during the
normal ordering procedure the creation/annihilation operators from other vertices
leave the commutator term (83) with α± at a given vertex. The outgoing line forms
when the creation/annihilation operator of a given vertex leaves a commutator term
α± from another vertex.
On the other hand, J± also have terms of the form
κ∂uα
±(z, z¯), ρ(z, z¯)α±(z, z¯).(87)
According to the strategy formulated, we denote the first term from (87) as a
terminal vertex for graphs, because it contains only α±:
•−
+
oo
❥❥❥❥❥❥❥❥❥ uu
☎☎☎☎☎☎☎

❚❚❚❚
❚❚❚❚
❚ ii
✿✿
✿✿
✿✿
✿
\\
(88)
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However the second term from (87) is composite: it has contribution from
α±(z, z¯) and ρ(z, z¯). We consider this term as a terminal vertex for the graphs
coming from the normal ordering of a, b-operators, however, we should add one
outgoing ”wavy” line, corresponding to the normal ordering in the Fock space:
•−
+
o/ o/ o/ o/ o/ o/ oo
❥❥❥❥❥❥❥❥❥ uu
☎☎☎☎☎☎☎

❚❚❚❚
❚❚❚❚
❚ ii
✿✿
✿✿
✿✿
✿
\\
(89)
Each wavy line produces the term from 2-point correlator (75) and may appear
only once in the connected graph: it is so, because of the combinatorial formula,
expressing the Fock space n-point correlator via 2-point correlators.
Finally, there are terms coming from J3-generator, namely
1
2
a(z, z¯),
1
2
b(z, z¯),(90)
2κα−(z, z¯)∂uα+(z, z¯).(91)
According to our conventions, we denote first two elements (90) as initial vertices
with one outgoing line to the right and to the left correspondingly:
•
0
// •
0
oo(92)
Zeros over the vertices represent the absence of α± contribution from these terms.
Finally, (91) will correspond to the terminal vertex, because it has neither creation
or annihilation operators:
•
0
oo
❥❥❥❥❥❥❥❥❥ uu
☎☎☎☎☎☎☎

❚❚❚❚
❚❚❚❚
❚ ii
✿✿
✿✿
✿✿
✿
\\
(93)
However, in this exceptional case we will consider every line as a sum of two terms
contributing δ(z, w), because there are two α’s in this vertex corresponding to the
term α−(z, z¯)∂uα+(z, z¯), so we consider contribution of the commutator with each
of them. Moreover, formally on the circle (if such a limit exists), there can be only
one incoming line into this vertex, because of the commutation relations:
[a(u), α+(v)∂vα
−(v)] = [b(u), α+(v)∂vα−(v)] = −δ′(u− v).(94)
Here are two sample diagrams
+ − − + −• •// • •oo ;;oo •
{{ •+oo
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+ − − + −• •// • •o/ o/ o/ o/ o/ o/ oo • •+ww oo
which belong to the expansion of the 6-point correlator
〈J+(z1, z¯1)J−(z2, z¯2)J−(z3, z¯3)J+(z4, z¯4)J−(z5, z¯5)J+(z6, z¯6)〉.(95)
Notice that every connected graph contributing to the correlator
〈φ1(z1, z¯1)....φn(zn, z¯n)〉p,(96)
where φi = J
3, J±, has at most one loop. Actually, each vertex has possibly many
incoming lines, but at most one outgoing line. Let us consider the graph with one
loop. It means that all outgoing lines of the vertices in this loop are included in
the loop and all other lines are incoming. Therefore none of these vertices can
participate in a different loop, since all outgoing lines are included in the first
loop. Let us assume that there is another loop with different set of vertices in
the same graph. However, since for all vertices participating all outgoing lines are
”circulating” inside the loop there is no possibility to make a connected graph out
of two loops.
However, we see that each loop diagram, though producing a well-defined ex-
pression for currents inside the circle, in the limit |zi| → 1 produce a divergence of
the type δ(0), since every line in the loop produces delta-function. It is easy to see,
say in the case of the correlator
〈J+(z1, z¯1)J−(z2, z¯2)〉p.(97)
When the creation operator from J− contributes the commutator term (83) with
the exponent in J+ and at the same time, the annihilation operator from J− con-
tributes the commutator term (83) with the exponent in J+, the following diagram
is produced:
• ?? •

(98)
and leads to the divergent term δ(u1−u2) ·δ(u1−u2) when considered on the circle.
The simplest way to regularize correlators to preserve commutation relations is
to throw away all the loop diagrams. This allows to make sense of the correlators
on a circle and leads to the following Theorem [11].
Theorem 6.2.a. Let us consider the renormalized correlators
〈φ1(z1, z¯1)....φn(zn, z¯n)〉Rp ,(99)
where φi = J
3, J±, which contain only the tree graph contributions to (96). Then
the limit rk → 1 (where zk = rkeiuk) of (99) exists as a distribution. Moreover, the
commutation relation between J3, J± under the renormalized correlator reproduces
̂sl(2,R). Therefore, the correlators (99) considered on a circle define a module for
̂sl(2,R) with the Hermitian bilinear form.
Proof. To prove this theorem, it is enough to look at relevant contibutions for the
commutators. It appears that they all come from initial/terminal vertices and their
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closest neighbors. For example, let us consider the diagram of this sort:
• •+ −oo oo oo
✰✰
✰✰
✰✰
✰✰
 
✓✓
✓✓
✓✓
✓✓
		
A B
✳✳
✳✳
✳✳
✳✳
✳
 ✪✪
✪✪
✪✪
✪✪

✙✙
✙✙
✙✙
✙✙

✏✏
✏✏
✏✏
✏✏
✏

(100)
corresponding to the correlator
〈. . . J+(z1, z¯1)J−(z2, z¯2) . . . 〉p.(101)
There is a diagram with equal contribution
• •− +oo oo oo
✳✳
✳✳
✳✳
✳✳
✳
 ✪✪
✪✪
✪✪
✪✪

✙✙
✙✙
✙✙
✙✙

✏✏
✏✏
✏✏
✏✏
✏

B A
✰✰
✰✰
✰✰
✰✰
 
✓✓
✓✓
✓✓
✓✓
		
(102)
from the correlator
〈. . . J−(z2, z¯2)J+(z1, z¯1) . . . 〉p.(103)
Therefore, they cancel each other when we take a commutator of J+(u1), J
−(u2),
since the middle line produces δ(u1 − u2). One can understand it in the following
way: the commutator [J+(u1), J
−(u2)] involves J3-term and δ′-term, J3-term con-
tains only initial and terminal vertices, therefore the diagrams, which contribute to
this commutator should have also J+ or J− as initial or terminal vertices. As for the
commutators of J3 with J±, the picture above indicates that only terminal/initial
vertices and their closest neighbors contribute, because again, all terms in J3 are
depicted as initial/terminal vertices. Therefore, it is clear that one can cancel all
loop contributions to the correlators and still the commutation relations of Theo-
rem 6.1 will be valid. However, if all the loops are eliminated, one can consider
the limit |zi| → 1, putting all currents on a circle, since all divergent graphs are
gone. Therefore, we have the well-defined correlators of the generators of ̂sl(2,R)
Lie algebra. One can see that these correlators define a Hermitian bilinear form,
because after the conjugation one can obtain one-to-one correspondence between
tree graphs in conjugated correlators. 
It appears that the theorem above can be generalized: instead of eliminating
loops completely, one can renormalize them, i.e. eliminate the divergence of the
type δ(0). Namely, one can associate a real number µk with every loop which is
the contribution of k J±-currents at the points z1, ..., zk. This number µk enters
the loop in the following way. Suppose currents J±(zi) appear in the correlator in
the given order from left to right. Our loop contains the following term
δ(z1, z2) · δ(z2, z3) . . . δ(zk−1, zk) · δ(zk, z1),(104)
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where δ(z, w) =
∑
n≥0(zw¯)
n+
∑
n<0(wz¯)
n. In the limit |zk| → 1 we will substitute
it with the expression
µk · δ(u1 − u2) · δ(u2 − u3) . . . δ(uk−1 − uk),(105)
where we remind that zk = rke
iuk . This procedure again does affect neither com-
mutation relations inside the correlator nor Hermicity condition for the resulting
bilinear form, because loops do not participate in commutation relations. There-
fore, we have a new version of the theorem above [11].
Theorem 6.2.b. Let us consider the renormalized correlators
〈φ1(z1, z¯1)....φn(zn, z¯n)〉R,{µn}p ,(106)
where φi = J
3, J±, such that the loop contributions to (96) are replaced by their
renormalized analogues with the family of arbitrary real parameters {µn}. Then
the limit rk → 1 (where zk = rkeiuk) of (106) exists and the commutation relations
between J3, J± under the renormalized correlator reproduce Lie algebra ̂sl(2,R),
and correlators (106) considered on a circle define a module for ̂sl(2,R) with the
Hermitian bilinear form.
Proof. The proof goes along the same lines as in the part a of the theorem. When
we consider the loop contribution to the commutator, there will be two loop di-
agrams, each emerging from one of the terms precisely as in the pictures (100),
(101) which again will cancel each other, because of the delta function line between
two vertices and because there always is one incoming line and outgoing line for
each vertex associated with the currents, participating in the commutator in these
two terms. Therefore, the commutation relations are unaffected in the presence of
loops. It is easy to see that the same applies to the Hermicity condition. 
We mention that in this article the construction of ŝl(2,R)-modules based on
unitary modules of K-algebra is not considered. The renormalization procedure in
that case is very similar, the difference is that there are several tree diagrams in teh
expansion of correlators, which also require renormalization procedure. For more
details on the treatment of unitary representations of unitary modules of K-algebra
one can consult [11].
Finally, it is important to remark that the realization of ̂sl(2,R) from Section
6.1 can be generalized in the higher rank case via multiple K-algebras leading to
the formulas similar to (76), (77) (in the case of quantum group there is a close
construction using algebras of quantum planes [19], [20]). It will be a pure technical
problem to modify Theorem 6.2.a and 6.2.b in the case of a higher rank.
Appendix: Classical Wiener Measure and Gaussian Integration on
Hilbert spaces
A.1. A brief review of the abstract approach to Wiener measure. In this
section we collect all the necessary facts about the Wiener measure. For a more
detailed exposition of this subject one can consult [23], [17], [14], [24], [8].
The abstract Wiener measure is the Gaussian measure on a Banach space with
certain properties. The construction is as follows. We start from the Hilbert space
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H and consider a Gaussian measure associated with the unital operator and the
norm || · || on the Hilbert space, such that heuristically measure can be represented
as follows:
dw˜t ∼ e− ||x||
2
2t [dx].(107)
However, this Gaussian measure is not σ-additive. In order to make it σ-additive,
one has to consider a weaker norm | · | with certain conditions on it with respect to
measure dw˜t. Then one can consider a completion H with respect to the norm | · |.
This will give a Banach space B. Now the Gaussian measure dw˜t can be extended
to the Banach space, where it becomes σ-additive.
The important example, which we will consider in the next subsection, is
constructed as follows. Let us take the Hilbert space C′0[0, 2π] of real-valued
absolutely continuous functions, such that x(0) = 0 for any x ∈ C′0[0, 2π] and∫ 2π
0
(x′(u))2du < ∞. The inner product is given by: 〈x1, x2〉 =
∫ 2π
0
x′1(u)x
′
2(u)du.
Then one can consider the weaker norm on this space: |x| = supu∈[0,2π]x(u). The
completion of C′0[0, 2π] with respect to | · | is the Banach space C0[0, 2π] of real-
valued continuous functions such that x(0) = 0 for any f ∈ C0[0, 2π].
It appears that the norm |·| satisfies all necessary properties and therefore there
exists a σ-additive Gaussian measure dwt on C0[0, 2π]. This measure is called the
classical Wiener measure. In the next subsection we will give its direct construc-
tion, using another approach.
A.2. The construction of the classical Wiener measure and its basic
properties. Consider the space of continuous functions C0[0, 2π]. Let C0,X [0, 2π]
denote the closed subspace of C0[0, 2π], consisting of real-valued continuous func-
tions such that x(2π) = X for some X ∈ R.
The following subsets of C0[0, 2π] are called cylinder sets:
{x ∈ C0[0, 2π] : x(τ1) ∈ A1, . . . , x(τn) ∈ An, 0 < τ1 < . . . τn ≤ 2π},(108)
where A1, A2, . . . An are Borel subsets of R.
TheWiener measure with variance t ≥ 0 is defined on the cylindrical sets ofC0[0, 2π]
as follows:
wt(x(τ1) ∈ A1, . . . , x(τn) ∈ An) =∫
A1
. . .
∫
An
ut(∆x1,∆τ1) . . . ut(∆xn,∆τn)dx1 . . . dxn.(109)
The conditional Wiener measure of variance t > 0 is defined on the cylinder sets of
C0,X [0, 2π] as follows:
wtX(x(τ1) ∈ A1, . . . , x(τn) ∈ An) =∫
A1
. . .
∫
An−1
ut(∆x1,∆τ1) . . . ut(∆xn,∆τn)dx1 . . . dxn−1,(110)
where ut(x, s) =
1
2π
√
ts
e−
x2
4πst , dx stands for the Lebesgue measure on R, ∆xk =
xk − xk−1, ∆τk = τk − τk−1, x0 = 0, τ0 = 0. In the case ii) xn = X , τn = 2π.
It appears that the resulting measures are σ-additive and moreoverwt(C0[0, 2π]) =
1, wtX(C0,X [0, 2π]) = ut(X, 2π).
One can show that the description of the Wiener measure that we gave in
subsection A.1. and the one introduced in this subsection agree (see Section I.5. of
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[23]). Now we want to relate L2 spaces with respect to the Wiener measure and the
conditional Wiener measure. In order to do that, notice the following property. If
f is an integrable function on C0,X([0, 2π]) for almost all X , then by the definition
of the Wiener measure one has:∫
C0[0,2π]
f(x)dwt(x) =
∫
R
( ∫
C0,X [0,2π]
f(x)dwtX(x)
)
dX.(111)
Therefore, the Hilbert space of square-integrable functions with respect to dwt
decomposes as a direct integral:
L2(C0[0, 2π], dw
t) =
∫ ⊕
R
L2(C0,X([0, 2π]), dw
t
X)dX.(112)
The Wiener measure and the conditional Wiener measure have translation
property. Let us describe this property in detail.
Let f be an integrable function on C0([0, 2π]) and y ∈ C′0[0, 2π], then∫
C0[0,2π]
f(x)dwt(x) =(113) ∫
C0[0,2π]
f(x+ y)e−
1
t
∫
2π
0
y′(u)dx(u)− 12t
∫
2π
0
y′(u)y′(u)dudwt(x),
where
∫ 2π
0
y′(u)dx(u) is the Stieltjes integral.
If f is an integrable function in C0,X([0, 2π]) and y as above, such that y(2π) =
Y then, ∫
C0,X+Y [0,2π]
f(x)dwtX+Y (x) =∫
C0,X [0,2π]
f(x+ y)e−
1
t
∫ 2π
0
y′(u)dx(u)− 12t
∫ 2π
0
y′(u)y′(u)dudwtX(x).(114)
The space of Wiener measure translations, i.e. C′0[0, 2π] is usually called the
Cameron-Martin space.
One can define a unitary operator on L2 space for any abstract Wiener measure,
which is similar to the Fourier transform. We will need it only in the case of measure
dwt0 on C0,0[2π]. The formula is as follows:
Ff(y) =
∫
C0,0[0,2π]
f(x+ iy)dw2t0 (x).(115)
Here f ∈ L2(C0,0[0, 2π], dwt0). The inverse transformation is given by the changing
sign of y in the formula above.
A.3. Gaussian integration on Hilbert spaces. In this subsection we recall
a few basic facts and formulas, for more information, see e.g. [3], [23]. Suppose
we have a real separable Hilbert space H with the orthonormal basis {ei}, i ∈ N
and the pairing 〈·, ·〉. Every element x of this Hilbert space can be expressed as
x =
∑
i xie
i. Let us introduce positive real numbers λi, i ∈ N, so that
∑
i λi <∞.
Then one can say that the numbers λi define a diagonal trace class operator A on
our Hilbert space. Than it appears possible to define the sigma-additive measure
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dµA on H and heuristically express it as follows:
dµA(x) = (
√
det 2πA)−1 · e− 12 〈x,A−1x〉[dx],(116)
which can be thought as the infinite product of 1-dimensional Gaussian measures
for each i: dµi =
√
2πλi
−1
e−λ
−1
i x
2
i .
Since it is a sigma-additive measure, one can define the space of square-integrable
functions L2(H, dµA) with respect to it. One of the basic formulas is the transla-
tional shift in the measure. Namely, if b ∈ ImA, then∫
f(x)dµA(x) =
∫
f(x+ b)e−
1
2 〈b,A−1b〉−〈x,A−1b〉dµA(x).(117)
One can consider also an infinitesimal version of this formula. Making b infinitesimal
and parallel to ei, we obtain that∫
Dif(x)dµA(x) = 0, Di = ∂xi − λ−1i xi,(118)
if ∂xif(x) ∈ L2(H, dµA). It should be noted that the following monomials
(
k∏
i=1
〈αi, x〉)e〈β,x〉,(119)
where αi, β are the elements of the complexified Hilbert space, are always integrable
with respect to dµA, moreover, they belong to L
2(H, dµA). There is an explicit
formula for the integral of the function (119), which can be derived from the simple
result: ∫
e〈β,x〉dµA(x) = e
1
2 〈β,Aβ〉.(120)
References
[1] L. Chekhov, V.V. Fock, A Quantum Teichmueller Space, Theor. Math. Phys. 120 (1999)
511-528.
[2] J. Conway, A course in Functional Analysis, Springer-Verlag, 1985.
[3] G. Da Prato, An Introduction to Infinite-Dimensional Analysis, Springer, 2006.
[4] T. Dimofte, Quantum Riemann Surfaces in Chern-Simons Theory, arXiv:1102.4847.
[5] P.I. Etingof, I.B. Frenkel, A.A. Kirillov, Jr., Lectures on representation theory and Knizhnik-
Zamolodchikov equations, Providence, USA, Am. Math. Soc. (1998).
[6] L. Faddeev, Modular Double of Quantum Group, Math.Phys.Stud.21:149-156, 2000.
[7] M. Florig, S.J. Summers, Further representations of the canonical commutation relations,
Proc. London Math. Soc. 80 (2000) 451-490.
[8] I.B. Frenkel, Orbital theory of affine Lie algebras, Invent. Math. 77 (1984) 301-352.
[9] I.B. Frenkel, I.C-H. Ip, Positive representations of split real quantum groups and future
perspectives, arXiv:1111.1033.
[10] I.B. Frenkel, H.-K. Kim, Quantum Teichmuller space from quantum plane, to appear in Duke
Math. J., arXiv:1006.3895.
[11] I.B. Frenkel, A.M. Zeitlin, On the continuous series for ˆsl(2,R), Comm. Math. Phys. (2014)
145-165, arXiv:1210.2135
[12] I.B. Frenkel, Y. Zhu, Vertex operator algebras associated to representations of affine and
Virasoro algebras, Duke Math. J. 66 (1992) 123-168.
[13] I.M. Gelfand, M.I. Graev, A.M. Vershik, Representations of the group SL(2,R), where R is
a ring of functions, Russ. Math. Surv. 28 (1973) 87-132.
[14] I.M. Gelfand, A.M. Yaglom, Integration in functional spaces with applications to quantum
physics, J. Math. Physics 1 (1969) 48-96.
[15] A. Gerasimov, S. Kharchev, D. Lebedev, Representation theory and quantum integrability,
Progress in Mathematics 237 (2005) 133-156.
30 ANTON M. ZEITLIN
[16] A. Gerasimov, S. Kharchev, D. Lebedev, S. Oblezin, On a Class of Representations of Quan-
tum Groups, arXiv:math/0501473.
[17] T. Hida, Brownian Motion, Springer-Verlag, 1980.
[18] I.C.H. Ip, The classical limit of representation theory of the quantum plane, arXiv:1012.4145.
[19] I.C.H. Ip, Positive Representations of Split Real Simply-laced Quantum Groups,
arXiv:1203.2018.
[20] I.C.H. Ip, Positive representations of split real quantum groups of type Bn, Cn, F4, and G2,
arXiv:1205.2940.
[21] D. Kazhdan, G. Lusztig, Tensor structures arising from affine Lie algebras I,II, J. Amer.
Math. Soc. 6 (1993) 905-1011; Tensor structures arising from affine Lie algebras III,IV, J.
Amer. Math. Soc. 7 (1994) 335-453.
[22] S. Kharchev, D. Lebedev, M. Semenov-Tian-Shansky, Unitary representation of Uq(sl(2)),
the modular double and multiparticle q-deformed Toda chains, Commun. Math. Phys. 225
(2002) 573-609.
[23] H.-H. Kuo, Gaussian measures in Banach spaces, Springer-Verlag, 1975.
[24] Y.-J. Lee, Applications of the Fourier-Wiener transform to differential equations on infinite
dimensional spaces I., Trans. Amer. Math. Soc. 262 (1980) 259-283.
[25] B. Ponsot, J. Teschner, Clebsch-Gordan and Racah-Wigner coefficients for a continuous
series of representations of Uq(sl(2,R)), Commun.Math.Phys. 224 (2001) 613-655.
[26] B. Ponsot, J. Teschner, Liouville bootstrap via harmonic analysis on a noncompact quantum
group, hep-th/9911110.
[27] G. Moore, N. Seiberg, Classical and quantum conformal field theory, Commun. Math. Phys.
123 (1989) 177-254.
[28] K. Schmudgen, Operator representations of Uq(sl(2,R), Lett. Math. Physics 37 (1996) 211-
222.
[29] J. Teschner, A lecture on the Liouville vertex operators, Int.J.Mod.Phys. A19S2 (2004) 436-
458.
[30] H. Verlinde, Conformal Field Theory, Two-dimensional Quantum Gravity and Quantization
of Teichmueller space, Nucl. Phys. B337 (1990) 652-680.
[31] N. Ja. Vilenkin, Special functions and the theory of group representations, Trans. of Math.
Monographs 22, AMS, 1968.
[32] E. Witten, Quantum Field Theory and the Jones Polynomial, Commun. Math. Phys. 121
(1989) 351-399.
[33] A.M. Zeitlin, Unitary representations of a loop ax+b-group, Wiener measure and Gamma-
function, J. Func. Anal. 263 (2012) 529-548, arXiv:1012.4826.
Department of Mathematics,
Columbia University,
2990 Broadway, New York,
NY 10027, USA;
IPME RAS,
V.O. Bolshoj pr., 61, 199178,
St. Petersburg
zeitlin@math.columbia.edu
http://math.columbia.edu/∼zeitlin
http://www.ipme.ru/zam.html
