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clamped boundary conditions.
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1. Introduction
Suppose f : I = [−1,1] → Rn is a smooth curve, where n  2. Denote by ds = γ dx the arclength
element, where γ = |∂x f |, and ∂s = γ −1∂x the arclength differentiation. Denote by T = ∂s f the unit
tangent vector of f , and κ = ∂2s f the curvature vector of f . We deﬁne the bending energy E of a
curve f in Rn by
E[ f ] :=
∫
I
1
2
|κ |2 ds. (1)
The bending energy corresponds to the so-called Euler-Bernoulli model of elastic rods in the literature.
In this article, we consider the elastic energy functional with prescribed tension
Eλ[ f ] :=
∫
I
(
1
2
|κ |2 + λ
)
ds (2)
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f (±1) = f± ∈Rn, (3)
∂s f (±1) = T± ∈ Sn−1 ⊂Rn, (4)
where ± ∈ {+,−}, f± and T± are prescribed constant vectors. The boundary conditions in (3) and (4)
are also called the clamped boundary conditions. In (2), λ is called tension modulus and is always
chosen as a positive constant in this article. Hence one may consider λ · ∫ 1ds as a stretching energy,
which plays the role of penalty term when the total length of curves tends to inﬁnity (e.g. see [4] or
[19]). Notice that since the deﬁnition of bending energy in (1) contains the 12 , the constant λ used in
this article might be different from some papers in the literature (e.g., [10,11]). By applying Lemma 2
and the boundary conditions, (3) and (4), the Euler–Lagrange equation of Eλ can be derived as
∇L2Eλ[ f ] = ∇2s κ +
|κ |2
2
κ − λ · κ = 0, (5)
where the covariant derivative ∇sη denotes the normal component of ∂sη as η is a vector ﬁeld
along f . Note that, as λ = 0, the curve f which satisﬁes the Euler–Lagrange equation (5) is called
a free elastic curve. Moreover, as f is an open (i.e., non-closed) planar curve, Linnér and Jerome have
investigated the uniqueness problem for free elastic curves under certain clamped boundary condi-
tions [15].
In the literature, there are basically two approaches to studying curve evolutions which decrease
the bending energy. One is the variational approach of minimax method (for examples, see Langer
and Singer [10], Linnér [13,14] on the so-called curve-straightening ﬂow). The other is the parabolic
PDE approach of L2-ﬂows (for examples, see Dziuk, Kuwert and Schätzle [4], Koiso [8], Polden [19],
Wen [21] on the long-time existence of smooth solutions for closed curves). In this paper we study
the L2-ﬂow of elastic curves with clamped boundary conditions in n-dimensional Euclidean spaces, in
which the elastic energy Eλ decreases during the L2-ﬂow.
Geometric ﬂows for open elastic curves have appeared in various research areas, for examples,
higher-order variational problems in differential geometry and geometric control theory (e.g., [2,6,7,
22]), interpolation problems of curves in computer-aided geometric design (e.g., [3,5,16]), and me-
chanical modeling of polymers (e.g., mechanical modeling of DNA molecules [20] and ﬁlaments in
biological cells [18]). The long-term existence of solutions, in the Sobolev space setting, of the curve-
straightening ﬂow has been established in the literature, e.g., [10] for planar or spatial curves and [11]
for curves in a Riemannian manifold, by assuming λ > 0 and showing that the Palais–Smale condition
is fulﬁlled. The argument works for either open or closed curves. However, to the best of our knowl-
edge, the long-time existence of smooth solutions of the parabolic PDE approach was only established
for closed curves, e.g., in [4,8,19,21]. There is only one article [17] we found in the existing literature
investigating the case of open curves by the parabolic PDE approach. In [17], Oelz mainly derived the
short-time existence for Hölder smooth solutions of the L2 ﬂow of inextensible, open, planar elastic
curves with free-end conditions.
Below we follow the parabolic PDE approach to study
∂t f = −∇L2Eλ[ f ] = −∇2s κ −
|κ |2
2
κ + λ · κ (6)
in which f : [0, t1) × [−1,1] → Rn and f fulﬁlls the boundary conditions (3) and (4). The analytical
argument used in this paper follows the same philosophy as those in [4,19,21]. Namely, differentiating
equation (6) provides a structure of writing up differential inequalities for higher-order Sobolev semi-
norms of curvature, e.g., ‖∇ms κ‖L2 . These differential inequalities are the type of Grönwall’s differential
inequalities. They would imply the global bounds of higher-order Sobolev semi-norms of curvature. To
derive these differential inequalities, one needs to apply integration by parts and Gagliardo–Nirenberg
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case of open elastic curves, the boundary terms resulting from integration by parts create the diﬃculty
in deriving Grönwall’s differential inequalities. In this article we show that one can avoid this diﬃculty
by estimating the L2-norm of covariant derivatives of curvature with respective to time-variable, e.g.,
‖∇mt f ‖L2 , instead of derivatives respective to arclength-variable, e.g., ‖∇ms κ‖L2 . In this setting, these
boundary terms vanish during integration by parts. On the other hand, note that by Lemma 8 and
the Gagliardo–Nirenberg type interpolation inequalities, one could choose a suﬃciently small  so
that the difference |‖∇mt f ‖2L2 − ‖∇4m−2s κ‖2L2 | is bounded from above by the quantity of the form,
 ·‖∇4m−2s κ‖2L2 +−1 ·C(‖κ‖2L2 ). From here we are in the business of deriving the higher-order Sobolev
semi-norms of curvature.
Below is our main result, which regards the long-time existence and asymptotic behavior for
smooth solutions of the L2-ﬂow (6).
Theorem1. For any prescribed constant λ ∈ (0,∞) and smooth initial curve f0 with ﬁnite total lengthL[ f0] ∈
(0,∞) and the clamped boundary conditions (3), (4), there exists a global smooth solution to the L2-ﬂow of
Eλ[ f ] in (2). Moreover, after reparametrization by arclength, the family of curves { ft} subconverges to f∞ ,
which is an equilibrium of the energy functional Eλ .
The rest of this article is arranged as the following. In Section 2, we collect some notation and
results from [4] to keep this article as a short and self-contained exposition. Section 3 contains the
proof of the main result.
2. Preliminaries and notation
For the reader’s convenience, we quote some identities, estimates and earlier results from the
literature.
Lemma 1. (See [4, Lemma 2.1].) Suppose φ is any normal ﬁeld along f and f : [0, ) × I → Rn is a time
dependent curve satisfying ∂t f = V +ϕT , where V is the normal velocity and ϕ = 〈T , ∂t f 〉. Then the following
formulae hold.
∇sφ = ∂sφ + 〈φ,κ〉T , (7)
∂t(ds) =
(
∂sϕ − 〈κ, V 〉
)
ds, (8)
∂t∂s − ∂s∂t =
(〈κ, V 〉 − ∂sϕ)∂s, (9)
∂t T = ∇sV + ϕκ, (10)
∂tφ = ∇tφ − 〈∇sV + ϕκ,φ〉T , (11)
∇tκ = ∇2s V + 〈κ, V 〉κ + ϕ∇sκ, (12)
(∇t∇s − ∇s∇t)φ =
(〈κ, V 〉 − ∂sϕ)∇sφ + 〈κ,φ〉∇sV − 〈∇sV , φ〉κ. (13)
Notice that the formula of integration by parts for the covariant differentiation ∇s is still applica-
ble. This is because that, as ψ1,ψ2 are normal vector ﬁelds along a smooth curve, one has
∂s〈ψ1,ψ2〉 = 〈∇sψ1,ψ2〉 + 〈ψ1,∇sψ2〉. (14)
Lemma 2. Suppose f : I = [a,b] → Rn is a smooth curve in Rn. Then for any perturbation of f , fε(x) =
f (x) + εW (x), where W ∈ C∞(I,Rn), one has the following formulae:
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dε
⌊
ε=0
L[ fε] = −
∫
I
〈κ,W 〉ds + [〈T ,W 〉]ba,
d
dε
⌊
ε=0
E[ fε] =
∫
I
〈
∇2s κ +
|κ |2
2
κ,W
〉
ds
+
[
〈T ,W 〉 · |κ |
2
2
+ 〈κ,∇s(W − 〈W , T 〉T )〉− 〈∇sκ,W 〉
]b
a
.
Proof of Lemma 2. The proof is based on a direct computation by applying (8), (12), (14) and inte-
gration by parts. The reader can also ﬁnd the details of this computation in the literature, e.g., [12] or
[21]. 
Lemma 3. (Modiﬁed from [4, Lemma 2.2].) Suppose f : [0, t1) × I → Rn moves in a normal direction with
velocity ∂t f = V . Let φ : [0, t1) × I →Rn be a normal vector ﬁeld along f satisfying
∇tφ + ∇4s φ = Y (15)
with the boundary conditions φ = 0, ∇sφ = 0 on the boundary [0, t1) × ∂ I . Then
d
dt
1
2
∫
I
|φ|2 ds +
∫
I
∣∣∇2s φ∣∣2 ds =
∫
I
〈Y , φ〉ds − 1
2
∫
I
|φ|2〈κ, V 〉ds. (16)
Proof of Lemma 3. From (15) and (8), one has
d
dt
1
2
∫
I
|φ|2 ds =
∫
I
〈φ,∇tφ〉ds + 1
2
∫
I
|φ|2∂t(ds)
= −
∫
I
〈
φ,∇4s φ
〉
ds +
∫
I
〈Y , φ〉ds − 1
2
∫
I
|φ|2〈κ, V 〉ds.
From (14) and the vanishing conditions of φ and ∇sφ at the boundary, one has
∫
I
〈
φ,∇4s φ
〉
ds = −
∫
I
〈
∂sφ,∇3s φ
〉
ds =
∫
I
∣∣∇2s φ∣∣2 ds.
From these two calculations, one concludes (16). 
For normal vector ﬁelds φ1, . . . , φk along f , we denote by φ1 ∗ · · · ∗ φk a term of the type
φ1 ∗ · · · ∗ φk =
{ 〈φi1 , φi2〉 · · · 〈φik−1 , φik 〉, for even k,
〈φi1 , φi2〉 · · · 〈φik−2 , φik−1〉 · φik , for odd k,
where i1, . . . , ik is any permutation of 1, . . . ,k. Slightly more generally, we allow some of the φi to be
functions, in which case the ∗-product reduces to multiplication. For a normal vector ﬁeld φ along f ,
we denote by Pμν (φ) any linear combination of terms of the type ∇ i1s φ ∗ · · · ∗ ∇ iνs φ with coeﬃcients
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that the following formulae hold:
{∇s(Pab(φ) ∗ Pcd(φ))= ∇s Pab(φ) ∗ Pcd(φ) + Pab(φ) ∗ ∇s P cd(φ),
Pab(φ) ∗ Pcd(φ) = Pa+cb+d(φ), ∇s P cd(φ) = Pc+1d (φ).
The following lemma from [1] is a one-dimensional version of standard interpolations on order of
smoothness.
Lemma 4. (See [1, Theorem 5.2].) Let Ω be an interval in R and u ∈ Wm,p(Ω) for some p ∈ [1,∞), m ∈ Z+ .
Then for each 0 > 0 there exists ﬁnite constants K and K ′ , each depending on m, p, 0 , such that
‖u‖W j,p  K
(

∥∥Dmu∥∥Lp + − j/(m− j)‖u‖Lp ), (17)
‖u‖W j,p  K ′
(
‖u‖Wm,p + − j/(m− j)‖u‖Lp
)
, (18)
‖u‖W j,p  2K ′‖u‖ j/mWm,p‖u‖(m− j)/mLp , (19)
for any j ∈ {0,1, . . . ,m − 1} and  ∈ (0, 0). Here, ‖u‖Lp := (
∫
Ω
|u|p)1/p is the Lp-norm, and ‖u‖Wm,p :=
(
∑
0|α|m ‖Dαu‖pLp )1/p is the standard Sobolev norm.
Below are interpolation inequalities for open curves, which are modiﬁed from [4]. Note that in this
article we still follow the notation in [4] to use the scale invariant Sobolev norms:
‖κ‖k,p :=
k∑
i=0
∥∥∇ isκ∥∥p, ∥∥∇ isκ∥∥p := L[ f ]i+1−1/p
(∫
I
∣∣∇ isκ∣∣p ds
)1/p
.
Note that using scale invariant Sobolev norms is convenient as working with inequalities in geometric
ﬂows since domain of functions also depends on time.
Lemma 5. (Modiﬁed from [4, Lemma 2.4].) Let I ⊂ R be an open interval and f : I → Rn be a smooth curve.
Then for any k ∈ Z+ ∪ {0}, p  2 and 0 i < k, we have
∥∥∇ isκ∥∥p  c‖κ‖1−α2 ‖κ‖αk,2,
where α = (i + 12 − 1p )/k and c = c(n,k, p).
Proof of Lemma 5. The proof is standard. Assume L[ f ] = 1 and use the inequality |∂s|φ|| |∇sφ| as
φ is a normal vector ﬁeld along f . The inequality can be easily derived by applying (14). Then the
standard proof for the case of scalar functions as in Chapter 5 of [1] applies. 
Lemma 6. (Modiﬁed from [4, Proposition 2.5].) For any term Pμν (κ)with ν  2which contains only derivatives
of κ of order at most k − 1, we have
∫
I
∣∣Pμν (κ)∣∣ds c ·L[ f ]1−μ−ν‖κ‖ν−γ2 ‖κ‖γk,2, (20)
where γ = (μ + 12ν − 1)/k, c = c(n,k, ν). Moreover, if μ + 12ν < 2k + 1, then γ < 2 and we have for any
ε > 0,
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I
∣∣Pμν (κ)∣∣ds ε ·
∫
I
∣∣∇ks κ∣∣2 ds + c1 ·
(∫
I
|κ |2 ds
) ν−γ
2−γ
+ c2 ·
(∫
I
|κ |2 ds
)ν/2
, (21)
where c1 = c1(n,k,μ,ν) · ε
−γ
2−γ and c2 = c2(n,k,μ,ν) ·L[ f ]1−μ−ν/2 .
Proof of Lemma 6. By Hölder’s inequality and Lemma 5 with p = ν , we obtain
∫
I
∣∣∇ i1s κ ∗ · · · ∗ ∇ iνs κ∣∣ds L[ f ]1−μ−ν ν∏
j=1
∥∥∇ i js κ∥∥ν  c ·L[ f ]1−μ−ν
ν∏
j=1
‖κ‖1−α j2 ‖κ‖
α j
k,2,
where i1 + · · · + iν = μ, α j = (i j + 12 − 1ν )/k, c = c(n,k, ν). Hence α1 + · · · + αν = γ , and (20) is
proved. Now a standard interpolation inequality in Lemma 4 implies the interpolation inequality of
scale invariant version
‖κ‖2k,2  c(k)
(∥∥∇ks κ∥∥22 + ‖κ‖22).
Thus as γ < 2, we obtain
R.H.S. of (20) c(n,k,μ,ν)L[ f ]1−μ−ν(∥∥∇ks κ∥∥γ2 ‖κ‖ν−γ2 + ‖κ‖ν2)
 c(n,k,μ,ν)
(∥∥∇ks κ∥∥γL2‖κ‖ν−γL2 +L[ f ]1−μ−ν/2‖κ‖νL2)
 ε
∥∥∇ks κ∥∥2L2 + c(n,k,μ,ν)ε −γ2−γ ‖κ‖2
ν−γ
2−γ
L2
+ c(n,k,μ,ν)L[ f ]1−μ−ν/2‖κ‖νL2 . 
Lemma 7. (See [4, Lemma 2.6].) We have the identities
∇sκ − ∂sκ = |κ |2T ,
∇ms κ − ∂ms κ =
[m2 ]∑
i=1
Q m−2i2i+1 (κ) +
[m+12 ]∑
i=1
Q m+1−2i2i (κ)T .
This is similar to the previous notation using Pμν (κ) as Q
μ
ν (κ) denotes the linear combination of terms ∂
i1
s κ ∗
· · · ∗ ∂ iνs κ with i1 + · · · + iν = μ.
3. Proof of the main result
We point out here that the short-time existence for the L2-ﬂow (6) with clamped boundary con-
ditions can be derived by applying the same argument in Chapter 2 of [19]. To keep this article short,
we only focus on the long-time existence and the asymptotics.
To prove the long-time existence, we need to estimate the higher-order Sobolev semi-norms of
curvature. We use an argument similar to the one used in [4]. But the difference is that we consider
the evolution equation for ∇mt f instead of ∇ms κ . Namely, from (6), we may derive the equation
∇t∇mt f = −∇4s ∇mt f + tensors of lesser-order
for all m ∈ Z+ . The advantage of considering the evolution equation for ∇mt f is that the clamped
boundary conditions imply the vanishing of ∇mt f and ∇mt ∂s f on the boundary. Hence the troublesome
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we derive
d
dt
1
2
∫
I
∣∣∇mt f ∣∣2 ds +
∫
I
∣∣∇2s ∇mt f ∣∣2 ds = terms of lesser-order.
Notice that it is suﬃcient to keep track only of the scaling of the terms of lesser-order, instead of
computing these terms explicitly. In other words, we only have to know the order of the derivatives
involved such that the Gagliardo–Nirenberg type interpolation inequalities still apply. However, these
terms of lesser-order could be quite lengthy to compute. In order to simplify the terminology of
summation, we introduce the notation,
∑
[[a,b]][[A,B]]
Pab(κ) :=
A∑
a=0
2A+B−2a∑
b=1
Pab(κ), (22)
where [[μ,ν]] := 2μ+ν . For our convenience, let’s call [[μ,ν]] the order of Pμν (κ). Hence, (22) stands
for the sum of Pab(κ) with order no greater than that of P
A
B (κ).
Lemma 8. Suppose f : [0, t1) × I → Rn is a smooth solution of (6), and denote by φ := ∇s κ . Then, for any
 ∈ Z+ ∪ {0} and k,m ∈ Z+ , we have the following formulae.
∇mt f − (−1)m∇4m−2s κ = P4m−43 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m−4,3]]
Pab(κ), (23)
∇mt T − (−1)m∇4m−1s κ = P4m−33 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m−3,3]]
Pab(κ), (24)
∇mt κ − (−1)m∇4ms κ = P4m−23 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m−2,3]]
Pab(κ), (25)
∇mt Pμν (κ) = P4m+μν (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m+μ,ν]]
Pab(κ), (26)
∇mt ∂s f − ∇s∇mt f = P4m−33 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m−3,3]]
Pab(κ), (27)
∇t∇ks φ − ∇ks ∇tφ = Pk++23 (κ) + · · · + P01(κ) =
∑
[[a,b]][[k++2,3]]
Pab(κ), (28)
∇mt ∇ks φ − ∇ks ∇mt φ = P4m+k+−23 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4m+k+−2,3]]
Pab(κ). (29)
Proof of Lemma 8. The proof of each equality below is based on an induction argument.
1◦ We ﬁrst prove (28). Let E A := ∇t∇sφA − ∇s∇tφA . Then, by letting φ = φA in (13), we have
E A = ∇t∇sφA − ∇s∇tφA = P A+33 (κ) + · · · + P01(κ) =
∑
[[a,b]][[A+3,3]]
Pab(κ). (30)
Now (28) is derived by applying (30) in the sum,
∑k−1
i=0 ∇ is Ek+−1−i .
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∇αt φβ = P4α+β1 (κ) + · · · + P01(κ) =
∑
[[a,b]][[4α+β,1]]
Pab(κ), (31)
for all α,β ∈ Z+ ∪ {0}. The proof of (31) is an argument of induction on α. As α = 0, it is easy to see
that (31) holds for any β ∈ Z+ ∪ {0}. Suppose (31) holds for any β ∈ Z+ ∪ {0} and α ∈ {0,1, . . . , A}.
Then,
∇ A+1t φβ = ∇t∇ At φβ = ∇t
(
P4A+β1 (κ) + · · · + P01(κ)
)
= ∇t
( ∑
[[a,b]][[4A+β,1]]
Pab(κ)
)
=
∑
[[a,b]][[4A+β,1]]
∇t Pab(κ)
=
∑
[[a,b]][[4A+β,1]]
(
P4+ab (κ) + · · · + P01(κ)
)
=
∑
[[a,b]][[4A+β,1]]
( ∑
[[α,β]][[4+a,b]]
Pαβ (κ)
)
= P4(A+1)+β1 (κ) + · · · + P01(κ)
=
∑
[[μ,ν]][[4(A+1)+β,1]]
Pμν (κ), (32)
where the second equality comes from applying (31) and the ﬁfth equality comes from applying the
deﬁnition of Pμν (κ) and (28). Hence (31) holds for any α,β ∈ Z+ ∪ {0}. From the deﬁnition of Pμν (κ),
we infer that ∇mt Pμν (κ) is the sum of terms like ∇m1t φi1 ∗ · · · ∗ ∇mνt φiν with coeﬃcients bounded by
a universal constant, where μ = i1 + · · · + iν and m = m1 + · · · +mν . The proof of (26) can be now
ﬁnished by applying (32).
3◦ The case of m = 1 in (25) holds by applying (12). Hence we assume below that (25) holds for
any m ∈ {1,2, . . . , A}. Now we compute
∇ A+1t κ = ∇t∇ At κ = (−1)A∇t∇4As κ + ∇t
(
P4A−23 (κ) + · · · + P01(κ)
)
= (−1)A+1∇4A+4s κ +
(
P4(A+1)−23 (κ) + · · · + P01(κ)
)
= (−1)A+1∇4(A+1)s κ +
( ∑
[[a,b]][[4A+2,3]]
Pμν (κ)
)
,
where the second equality comes from the assumption in our induction argument and the third
equality comes from applying (28), (26), (12). This proves (25).
4◦ The case of m = 1 in (29) is already shown in (28). So we assume that (29) holds for any
m ∈ {1,2, . . . , A}. Now we compute
∇ A+1t ∇ks φ = ∇t
[∇ At ∇k+s κ]= ∇t[∇k+s ∇ At κ + (P4A+k+−23 (κ) + · · · + P01(κ))]
= ∇t
[
(−1)A∇k+s ∇4As κ +
(
P4A+k+−23 (κ) + · · · + P01(κ)
)]
= (−1)A+1∇4(A+1)+k+s κ +
(
P4A+k++23 (κ) + · · · + P01(κ)
)
= (−1)A+1∇4(A+1)+k+s κ +
( ∑
[[μ,ν]][[4A+k++2,3]]
Pμν (κ)
)
, (33)
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comes from applying (25) and the fourth equality comes from applying (28), (25), (26). Then we
compute
∇ks ∇ A+1t φ = ∇ks
[∇ A+1t ∇s κ]
= ∇ks
[
(−1)A+1∇4(A+1)+s κ +
(
P4A++23 (κ) + · · · + P01(κ)
)]
= (−1)A+1∇4(A+1)+k+s κ +
(
P4A+k++23 (κ) + · · · + P01(κ)
)
= (−1)A+1∇4(A+1)+k+s κ +
( ∑
[[μ,ν]][[4A+k++2,3]]
Pμν (κ)
)
, (34)
where the second equality comes from applying the case of k = 0 in (33). Now we conclude (29) from
(33) and (34).
5◦ The case of m = 1 in (23) is infered from (6). Hence we assume that (23) holds for any m ∈
{1,2, . . . , A}. Now we compute
∇ A+1t f = ∇t
[∇ At f ]= ∇t[(−1)A∇4A−2s κ + P4A−43 (κ) + · · · + P01(κ)]
= (−1)A+1∇4(A+1)−2s κ + P4(A+1)−43 (κ) + · · · + P01(κ),
where the second equality comes from the assumption of our induction argument and the third
equality comes from applying (28), (25), (26). This proves (23).
6◦ The case of m = 1 in (24) can be infered from (10). Hence we assume that (24) holds for any
m ∈ {1,2, . . . , A}. Now we compute
∇ A+1t T = ∇t
[∇ At T ]= ∇t[(−1)A∇4A−1s κ + P4A−33 (κ) + · · · + P01(κ)]
= (−1)A+1∇4(A+1)−1s κ + P4(A+1)−33 (κ) + · · · + P01(κ),
where the second equality comes from the assumption of our induction argument and the third
equality comes from applying (28), (25), (26). This proves (24).
7◦ Now we prove (27). From (10),
∇t∂s f = −∇3s κ + P13(κ) + · · · + P01(κ); (35)
while from (6),
∇s∇t f = ∇s
(
−∇2s κ −
|κ |2
2
κ + λκ
)
= −∇3s κ + P13(κ) + · · · + P01(κ). (36)
Hence we conclude (27) for the case of m = 1 by subtraction between (35) and (36).
Suppose (27) holds for any m ∈ {1,2, . . . , A}. Now we compute
∇ A+1t ∂s f = ∇t
[∇ At T ]= ∇t[∇s∇ At f + P4A−33 (κ) + · · · + P01(κ)]
= ∇t
[
(−1)A∇4A−1s κ + P4A−33 (κ) + · · · + P01(κ)
]
= (−1)A+1∇4(A+1)−1s κ + P4(A+1)−33 (κ) + · · · + P01(κ)
= (−1)A+1∇4(A+1)−1s κ +
( ∑
[[μ,ν]][[4A+1,3]]
Pμν (κ)
)
, (37)
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equality comes from applying (23) and the fourth equality comes from applying (28). Then we com-
pute
∇s∇ A+1t f = ∇s
[
(−1)A+1∇4A+2s κ + P4A3 (κ) + · · · + P01(κ)
]
= (−1)A+1∇4(A+1)−1s κ + P4(A+1)−33 (κ) + · · · + P01(κ)0
= (−1)A+1∇4(A+1)−1s κ +
( ∑
[[μ,ν]][[4A+1,3]]
Pμν (κ)
)
, (38)
where the ﬁrst equality comes from applying (23).
By subtraction between (37) and (38), we conclude that (27) holds for any m ∈ Z+ ∪ {0}. 
Proof of the long-time existence and asymptotics in Theorem1. The long-time existence is derived by
an argument of contradiction. Namely, from the short-time existence for smooth solutions of (6) with
the clamped boundary conditions, we may suppose that f ∈ C∞(I × [0, t1),Rn) solves (6) and fulﬁlls
the boundary conditions (3) and (4) for some t1 > 0. Below we assume that the smooth solution of
(6) remains only up to a ﬁnite time t1 ∈ (0,+∞).
1◦ From Lemma 2 and (6), one can derive the energy identity
d
dt
Eλ[ f ] = d
dt
E[ f ] + λ · d
dt
L[ f ]
=
∫
I
〈
∇2s κ +
|κ |2
2
κ − λ · κ, ∂t f
〉
ds
= −
∫
I
|∂t f |2 ds. (39)
Hence Eλ[ f ] is non-increasing as t increases. Thus
Eλ[ f ] Eλ[ f0],
which implies
‖κ‖2L2  2 · Eλ[ f0] (40)
and
λ ·L[ f ] Eλ[ f ] Eλ[ f0].
Therefore,
L[ f ] Eλ[ f0]
λ
:= L+, (41)
which provides an upper-bound of total length L[ f ]. Note that, due to the smoothness of initial curve
f0 and its non-zero ﬁnite total length, we have Eλ[ f0] < +∞.
Below we claim: there exists a positive constant L− , depending only on the initial curve f0 and
its clamped boundary conditions, such that
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holds for all t ∈ [0, t1), where
L− = L−
(Eλ[ f0], f+, f−, T+, T−).
It is obvious that, as the curve f is open, i.e., f+ = f− , we have
L[ f ](t) | f+ − f−| =: L−  0. (43)
Hence we assume below that f is closed, i.e., f+ = f− . Note that the tangent indicatrix T of curve
f represents a spherical curve connecting the two points T+, T− ∈ Sn−1, whose arclength element
is |κ |ds. On one hand, as T+ = T− , the total curvature of f is no less than the spherical distance
between the two distinct points T+ and T− , i.e.,∫
I
|κ |ds distSn−1(T+, T−). (44)
From (40), (44) and by applying Hölder’s inequality, we derive
L[ f ] distSn−1(T+, T−)
2Eλ[ f0] =: L−  0. (45)
On the other hand, as T+ = T− , we can apply Fenchel Theorem on closed curves in Rn (cf. the proof
and statement of [9, Theorem 2.34]) to obtain
∫
I
|κ |ds 2π. (46)
From (40), (46) and by applying Hölder’s inequality, we derive
L[ f ] 2π
2
Eλ[ f0] =: L−  0. (47)
Therefore, the claim is proved from (43), (45), (47).
2◦ By applying (23), we obtain
∇t∇mt f + ∇4s ∇mt f = ∇m+1t f + ∇4s ∇mt f = P4m3 (κ) + · · · P01(κ)
=
∑
[[a,b]][[4m,3]]
Pab(κ).
Hence, we let φ = ∇mt f in Lemma 3. Then we have
d
dt
1
2
∫
I
∣∣∇mt f ∣∣2 ds +
∫
I
∣∣∇2s ∇mt f ∣∣2 ds =
∫
I
(
P8m−24 (κ) + · · · P01(κ)
)
ds
=
∑
[[a,b]][[8m−2,4]]
∫
Pab(κ)ds.I
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∫
I
∣∣∇2s ∇mt f ∣∣2 ds =
∫
I
∣∣∇4ms κ∣∣2 ds +
∫
I
(
P8m−24 (κ) + · · · P01(κ)
)
ds
=
∫
I
∣∣∇4ms κ∣∣2 ds + ∑
[[a,b]][[8m−2,4]]
∫
I
Pab(κ)ds.
Thus,
d
dt
∫
I
∣∣∇mt f ∣∣2 ds +
∫
I
∣∣∇2s ∇mt f ∣∣2 ds +
∫
I
∣∣∇4ms κ∣∣2 ds = ∑
[[a,b]][[8m−2,4]]
∫
I
Pab(κ)ds. (48)
By applying (27), (24), (7), we obtain
∂s∇mt ∂s f = ∇2s ∇mt f +
∑
[[a,b]][[4m−2,3]]
Pab(κ) +
( ∑
[[a,b]][[4m−1,2]]
Pab(κ)
)
T . (49)
Similarly, by applying (27), (23), (7), we obtain
∂s∇mt f = ∇mt ∂s f +
∑
[[a,b]][[4m−3,3]]
Pab(κ) +
( ∑
[[a,b]][[4m−2,2]]
Pab(κ)
)
T . (50)
Hence, from (49) and (50), we obtain
∣∣∂s∇mt ∂s f ∣∣2 = ∣∣∇2s ∇mt f ∣∣2 + ∑
[[a,b]][[8m−2,4]]
Pab(κ), (51)
∣∣∂s∇mt f ∣∣2 = ∣∣∇mt ∂s f ∣∣2 + ∑
[[a,b]][[8m−4,4]]
Pab(κ). (52)
Notice that when a differentiable function ψ : I →Rn vanishes on the boundary, i.e., ψ(σ ∗) for some
σ ∗ ∈ ∂ I , we could apply the formula
ψ(s) =
s∫
σ=σ ∗
∂sψ(σ )dσ
and Hölder’s inequality to obtain the inequality
∫
I
|∂sψ |2 ds
(∫
I
ds
)−2
·
∫
I
|ψ |2 ds. (53)
Since both ∇mt ∂s f and ∇mt f vanish on the boundary, we may apply (53) to the cases of ψ = ∇mt ∂s f
and ψ = ∇mt f respectively. Then, from (51) and (52), we obtain∫ ∣∣∇2s ∇mt f ∣∣2 ds L[ f ]−4 ·
∫ ∣∣∇mt f ∣∣2 ds − c0 · ∑
[[a,b]][[8m−2,4]]
∫ ∣∣Pab(κ)∣∣ds, (54)
I I I
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d
dt
∫
I
∣∣∇mt f ∣∣2 ds +L[ f ]−4 ·
∫
I
∣∣∇mt f ∣∣2 ds +
∫
I
∣∣∇4ms κ∣∣2 ds
 c0 ·
∑
[[a,b]][[8m−2,4]]
∫
I
∣∣Pab(κ)∣∣ds. (55)
From the interpolation inequality (21), the lower bound of total length in (42) and the upper bound
of bending energy in (40), we have
R.H.S. of (55) c0 · ε ·
∫
I
∣∣∇4ms κ∣∣2 ds + c0 · C(Eλ[ f0], λ, f+, f−, T+, T−,m,n, ε).
Thus, by choosing ε suﬃciently small so that c0 · ε < 1 and by applying the upper bound of total
length in (41), we obtain from (55) Grönwall’s differential inequality
d
dt
∫
I
∣∣∇mt f ∣∣2 ds +L−4+ ·
∫
I
∣∣∇mt f ∣∣2 ds C(Eλ[ f0], λ, f+, f−, T+, T−,m,n).
From this differential inequality and (41), we derive
∥∥∇mt f ∥∥2L2(t) ∥∥∇mt f ∥∥2L2(0) + C(Eλ[ f0], λ, f+, f−, T+, T−,m,n), (56)
for all t ∈ [0, t1).
3◦ To keep notation simple, let Λm−1 := ‖∇m−1s κ‖L2 (0). Note that {Λm−1}m∈Z+ is a sequence of
ﬁnite non-negative numbers, when the initial curve f0 is smooth with ﬁnite total length. From apply-
ing (56), (23), the interpolation inequality (21) and the upper bound of bending energy in (40), we
obtain
∥∥∇4m−2s κ∥∥L2(t) C(Λ4m−2,Eλ[ f0], λ, f+, f−, T+, T−,m,n), (57)
for all t ∈ [0, t1). Hence, from applying Lemma 7 and the interpolation inequality (21), we have
∥∥∇s κ∥∥L2(t) + ∥∥∂s κ∥∥L2(t) C(Λ4m−2,Eλ[ f0], λ, f+, f−, T+, T−,m,n), (58)
as 0  < 4m − 2. Notice that for a ﬁxed , one may just choose m = [[ +24 ]] + 1 in (58), where the
notation [[x]] represents the greatest integer part of number x.
For a differentiable function g : I = (x0, x1) ⊂R→Rn , it is easy to see that
‖gav.‖L∞  c(n) · ‖∂s gav.‖L1 = c(n) · ‖∂s g‖L1 , (59)
where gav.(s) = g(s) − (
∫
σ∈I dσ)
−1(
∫
σ∈I g(σ )dσ) is the averaged function of g . Let κm−1 := ∂m−1s κ .
Then, by letting g = κm−1 in (59), it is easy to derive
‖κm−1‖L∞  c(n) · ‖∂sκm−1‖L1 +
(L[ f ])−1‖κm−1‖L1 . (60)
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∥∥∂m−1s κ∥∥L∞  c(n) · (L[ f ])1/2∥∥∂ms κ∥∥L2 + (L[ f ])−1/2∥∥∂m−1s κ∥∥L2 . (61)
By applying the estimates in (58), the uniform upper bound of total length in (41) and positive lower
bound of total length in (47) to (61), we obtain
∥∥∂m−1s κ∥∥L∞  C(Λ4[[m+24 ]]+2,Λ4[[m+14 ]]+2,Eλ[ f0], λ, f+, f−, T+, T−,m,n),
which gives a uniform upper bound of ‖∂m−1s κ‖L∞ for each m ∈ Z+ . However, this is a contradiction
if we assume that the solution of (6) remains smooth only up to a ﬁnite time t1.
4◦ On the asymptotic behavior of the ﬂow, we ﬁrst choose a subsequence of curves f (t, ·) which
converges smoothly to a curve f∞ , after reparametrization of arclength and a suitable translation. Let
u(t) :=
∫
I
|∂t f |2 ds.
Then, by letting m = 1 in (56), we have the inequality
∣∣u′(t)∣∣ C(Λ2,Eλ[ f0], λ, f+, f−, T+, T−,m,n).
On the other hand, the energy identity in (39) implies u(t) ∈ L1([0,∞)). Therefore u(t) → 0 as t → ∞.
From the deﬁnition of u(t), this implies that f∞ is independent of t . Therefore, from the equation of
L2-ﬂow (6), f∞ is an equilibrium of Eλ . 
Acknowledgments
This work was sponsored by Taiwan National Science Council Grant 98-2115-M-003-011-MY2 and
partially supported by National Center for Theoretical Sciences in Taiwan. The author would like to
thank the referee for valuable comments and Simon Morgan for his great help in revising this article.
References
[1] R.A. Adams, J.J.F.A. Fournier, Sobolev Spaces, 2nd edition, Pure Appl. Math. (Amsterdam), vol. 140, Elsevier/Academic Press,
Amsterdam, 2003.
[2] R. Bryant Robert, P. Griﬃths, Reduction for constrained variational problems and
∫ 1
2 κ
2 ds, Amer. J. Math. 108 (3) (1986)
525–570.
[3] G. Brunnett, J. Wendt, Elastic splines with tension control, in: Mathematical Methods for Curves and Surfaces, II, in: Innov.
Appl. Math., Vanderbilt Univ. Press, Nashville, TN, 1998, pp. 33–40.
[4] G. Dziuk, E. Kuwert, R. Schätzle, Evolution of elastic curves in Rn , existence and computation, SIAM J. Math. Anal. 33 (5)
(2002) 1228–1245.
[5] M. Golomb, J. Jerome, Equilibria of the curvature functional and manifolds of nonlinear interpolating spline curves, SIAM J.
Math. Anal. 13 (1982) 421–458.
[6] V. Jurdjevic, Non-Euclidean elastica, Amer. J. Math. 117 (1) (1995) 93–124.
[7] V. Jurdjevic, Geometric Control Theory, Cambridge Stud. Adv. Math., vol. 52, Cambridge University Press, Cambridge, 1997.
[8] N. Koiso, On the motion of a curve towards elastica, in: Actes de la Table Ronde de Géométrie Différentielle, Luminy 1992,
in: Sémin. Congr., vol. 1, Soc. Math. France, Paris, 1996, pp. 403–436.
[9] W. Kühnel, Differential Geometry. Curves-Surfaces-Manifolds, translated from the 1999 German original by Bruce Hunt 2nd
edition, Stud. Math. Libr., vol. 16, American Mathematical Society, Providence, RI, 2006.
[10] J. Langer, D.A. Singer, Curve straightening and a minimax argument for closed elastic curves, Topology 24 (1) (1985) 75–88.
[11] J. Langer, D.A. Singer, Curve-straightening in Riemannian manifolds, Ann. Global Anal. Geom. 5 (2) (1987) 133–150.
[12] J. Langer, D.A. Singer, Lagrangian aspects of the Kirchhoff elastic rod, SIAM Rev. 38 (4) (1996) 605–618.
[13] A. Linnér, Some properties of the curve straightening ﬂow in the plane, Trans. Amer. Math. Soc. 314 (2) (1989) 605–618.
[14] A. Linnér, Curve-straightening and the Palais–Smale condition, Trans. Amer. Math. Soc. 350 (9) (1998) 3743–3765.
[15] A. Linnér, J.W. Jerome, A unique graph of minimal elastic energy, Trans. Amer. Math. Soc. 359 (5) (2007) 2021–2041.
6428 C.-C. Lin / J. Differential Equations 252 (2012) 6414–6428[16] D. Mumford, Elastica and computer vision, in: Algebraic Geometry and Its Applications, West Lafayette, IN, 1990, Springer,
New York, 1994, pp. 491–506.
[17] D. Oelz, On the curve straightening ﬂow of inextensible, open, planar curves, SeMA J. 54 (2011) 5–24.
[18] D. Oelz, C. Schmeiser, Derivation of a model for symmetric lamellipodia with instantaneous cross-link turnover, Arch.
Ration. Mech. Anal. 198 (3) (2010) 963–980.
[19] A. Polden, Curves and surfaces of least total curvature and fourth-order ﬂows, PhD dissertation, Universität Tübingen,
Tübingen, Germany, 1996.
[20] K. W, D. Swigon, B.D. Coleman, Implications of the dependence of the elastic properties of DNA on nucleotide sequence,
Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 362 (1820) (2004) 1403–1422.
[21] Y. Wen, Curve straightening ﬂow deforms closed plane curves with nonzero rotation number to circles, J. Differential
Equations 120 (1) (1995) 89–107.
[22] T.J. Willmore, Total mean curvature squared of surfaces, in: Geometry and Topology of Submanifolds, VIII, World Sci. Publ.,
River Edge, NJ, 1996, pp. 383–391.
