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Resumen: En este art´ıculo se evalu´a el rendimiento del algoritmo de fusio´n docu-
mental 2stepRSV como parte de un sistema de Bu´squeda de Respuestas multilingu¨e.
En estos sistemas el usuario puede formular su consulta en diversos idiomas, y pue-
de obtener la respuesta a partir de colecciones documentales escritas igualmente en
diversos idiomas. En concreto, el sistema propuesto denominado BRUJA soporta los
idiomas ingle´s, espan˜ol y france´s tanto en la formulacio´n de la consulta como en la
base documental sobre la que se realiza la bu´squeda. Se ha evaluado el rendimiento
de 2stepRSV atendiendo a dos criterios: por un lado se ha comparado 2stepRSV con
dos de los algoritmos de fusio´n documental ma´s conocidos (Round-Robin y Raw-
Scoring), y por otro se ha comparado el sistema multilingu¨e con el rendimiento que
se habr´ıa obtenido en caso de que el idioma de la consulta y el de la respuesta fuera
el mismo (bu´squeda de respuestas monolingu¨e). En ambos casos 2stepRSV obtiene
mejoras consistentes, entre un 15% y un 35%, respecto al rendimiento global de
BRUJA.
Palabras clave: Bu´squeda de Respuestas multilingu¨e, Recuperacio´n de Informacio´n
multilingu¨e, fusio´n de listas
Abstract: This paper presents the evaluation of the performance of the document
fusion algorithm 2stepRSV as a part of a multilingual Question Answering system.
The user makes questions in several languages and obtains answers extracted from
document collections in diﬀerent languages. The proposed system, called BRUJA,
supports English, Spanish and French languages, for questions and document co-
llections. We have evaluated the performance of the 2stepRSV approach according
to the following motivations: on the one hand, we have compared the 2stepRSV
algorithm with two algorithms related to the documents merging Round-Robin and
Raw-Scoring); on the other hand, we have compared the results obtained with this
multilingual system vs a monolingual one. In both cases, the 2stepRSV algorithm
obtains consistent improvements, between 15% and 35%, with regard to the overall
system performance.
Keywords: Multilingual Question Answering, Multilingual Information Retrieval,
fusion method
1. Introduccio´n
Los Sistemas de Bu´squeda de Respuesta son
sistemas que procesan preguntas concretas y
devuelven las respuestas espec´ıﬁcas tras con-
sultar colecciones de documentos de texto no
∗ Este trabajo ha sido ﬁnanciado por el Ministerio de
Ciencia y Tecnolog´ıa a trave´s del proyecto TIMOM
(TIN2006-15265-C06-03)
estructurado. Los sistemas de bu´squedas de
respuestas (Q&A) multilingu¨es son aquellos
que tienen la capacidad de buscar la respues-
ta en ma´s de un idioma, con independencia
del idioma usado para formular la consulta.
En la literatura se describen dos modelos pa-
ra implementar uno de estos sistemas Aceves-
Pe´rez et al. (2008): o bien se cuenta con un
sistema Q&A para cada idioma, y luego de al-
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Figura 1: Arquitectura global del sistema de Bu´squeda de Respuestas multilingu¨e BRUJA
guna manera se pondera el peso de cada res-
puesta con independencia del idioma, o bien
el sistema utiliza internamente un u´nico idio-
ma, generalmente el ingle´s, y traduce tanto
consultas como pasajes seleccionados a ese
u´nico idioma. Al primero de estos enfoques
se le denomina orientado a la fusio´n de res-
puestas. El segundo enfoque esta´ orientado a
la fusio´n de pasajes. Mientras el primer en-
foque requiere tantos sistemas de bu´squedas
de respuestas monolingu¨es como idiomas se
soporten, el segundo requiere de recursos de
traduccio´n automa´tica adema´s de un mo´dulo
de recuperacio´n de informacio´n multilingu¨e1.
Es necesario pues evaluar que´ ruido intro-
ducen estos dos recursos. La experimentacio´n
aportada en Aceves-Pe´rez et al. (2008) de-
muestra que los sistemas orientados a la fu-
sio´n de respuestas superan por muy poco a
aquellos orientados a la fusio´n de pasajes, pe-
ro en cualquier caso no se consigue superar el
rendimiento de un sistema de bu´squeda de
respuestas monolingu¨e. En este art´ıculo de-
mostraremos que no tiene que ser necesaria-
mente as´ı, siempre que se cuente con buenos
recursos de traduccio´n y, especialmente, un
mo´dulo CLIR eﬁciente en te´rminos de preci-
sio´n y cobertura.
El resto de este art´ıculo se organiza como
sigue: en la siguiente seccio´n se describe la ar-
quitectura del sistema BRUJA. En la seccio´n
3 se detalla el problema de la fusio´n docu-
mental, y los algoritmos utilizados, 2stepRSV
inclu´ıdo. En la seccio´n 4 se presenta el marco
de experimentacio´n utilizado. En la seccio´n 5
1mo´dulo de recuperacio´n de informacio´n multi-
lingu¨e, de aqu´ı en adelante mo´dulo o sistema CLIR,
del ingles Cross-Lingual Information Retrieval
se analizan los resultados de los experimen-
tos realizados, tanto sobre colecciones mono-
lingu¨es como multilingu¨es. Finalmente, en la
seccio´n 6 se exponen algunas conclusiones
relevantes y se esbozan los siguientes pasos
previstos en nuestra experimentacio´n.
2. Breve descripcio´n de la
arquitectura de BRUJA
BRUJA es un sistema de Bu´squeda de Res-
puestas multilingu¨e, orientado a la traduc-
cio´n del pasaje, y que usa el idioma ingle´s
como idioma pivote. En la Figura 1 se ilus-
tra la arquitectura global de BRUJA. No´tese
que si bien BRUJA usa el ingle´s como idio-
ma pivote, eso no conlleva que se traduzcan
las colecciones completamente a ese idioma,
lo que ser´ıa excesivamente caro computacio-
nalmente. El mo´dulo de recuperacio´n multi-
lingu¨e (CLIR) mantiene cada documento en
su idioma original. Luego, BRUJA traduce
al ingle´s so´lo los pasajes mejor posiciona-
dos para incluir la respuesta. Debido a que
el mo´dulo CLIR mantiene cada coleccio´n en
su idioma original, cada idioma cuenta con
su propio ı´ndice monolingu¨e y por lo tanto,
dada una consulta, se obtienen tantas listas
de documentos relevantes como idiomas hay
en la coleccio´n documental. Este problema es
conocido como el problema de la fusio´n do-
cumental Voorhees, Gupta, y Johnson-Laird
(1995), problema que no aparece por prime-
ra vez en los sistemas CLIR que no traducen
los documentos, sino que es heredado de los
sistemas de recuperacio´n de informacio´n dis-
tribu´ıda Callan, Lu, y Croft (1995).
Por otro lado, 2stepRSV es un algoritmo
de fusio´n documental que ha obtenido buenos
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resultados tanto en recuperacio´n de informa-
cio´n multilingu¨e Mart´ınez-Santiago, Mart´ın-
Valdivia, y Uren˜a-Lo´pez (2006) como distri-
buida Mart´ınez-Santiago, Garc´ıa-Cumbreras,
y Uren˜a-Lo´pez (2006). Los experimentos y re-
sultados obtenidos demuestran que este algo-
ritmo no so´lo supera a otros usuales en la lite-
ratura, sino que permite que BRUJA supere
ampliamente el rendimiento global de los sis-
temas de bu´squeda de respuestas monolingu¨e
Aceves-Pe´rez et al. (2008).
3. El problema de la fusio´n
documental
El problema es el siguiente: es necesario obte-
ner una lista de documentos relevantes u´nica
a partir de I listas diferentes, cada una de
las cuales es obtenida independientemente de
las dema´s. Si la probabilidad estimada de que
un documento sea relevante estuviera correc-
tamente calibrada y fuera independiente de
la coleccio´n a la cual pertenece ese documen-
to, entonces un enfoque inmediato es ordenar
los documentos atendiendo a la puntuacio´n o
RSV alcanzado por cada uno (Raw scoring)
Kwok, Grunfeld, y Lewis (1995; Moﬀat y Zo-
bel (1994).
Un algoritmo tan inmediato como el an-
terior es aplicar un algoritmo estilo Round-
Robin. En este caso no se atiende al RSV ob-
tenido, sino a la posicio´n relativa alcanzada
por cada documento en su coleccio´n. Se ob-
tiene la lista u´nica de documentos anotando
el documento n-e´simo de cada coleccio´n, pa-
ra la posicio´n n-e´sima de la lista. As´ı, si por
ejemplo se tienen cinco listas de documentos,
cinco idiomas, los cinco primeros documen-
tos de la lista u´nica coincidira´n con el primer
documento de cada lista, los cinco siguientes,
con el segundo documento de cada lista, y
as´ı sucesivamente.
Raw scoring parte de la hipo´tesis de que la
descripcio´n hecha de cada coleccio´n es similar
a la descripcio´n del resto de las colecciones,
adema´s de que se esta´ usando exactamente el
mismo modelo de Recuperacio´n de Informa-
cio´n en todas las colecciones. Por su parte,
Round-Robin presupone que los documentos
relevantes esta´n ma´s o menos repartidos equi-
tativamente entre todas las colecciones. En
este trabajo se han utilizado las colecciones
CLEF2, descritas en el siguiente apartado, y
dada la forma artiﬁcial en que se crean estas
2http://www.clef-campaign.org
colecciones se explica que ambos algoritmos
rindan razonablemente bien, a pesar de su
simplicidad.
3.1. El algoritmo de fusio´n
documental 2stepRSV
El ca´lculo de la relevancia documental en
dos pasos o 2stepRSV parte de la siguien-
te idea: dado un te´rmino de la consulta, la
frecuencia documental de ese te´rmino en to-
das las coleccciones debe agruparse. De es-
ta manera, el me´todo requiere calcular la
puntuacio´n obtenida por cada documento
cambiando la frecuencia documental de cada
te´rmino, donde su nueva frecuencia documen-
tal sera´ el resultado de sumar a su frecuen-
cia documental original, la frecuencia docu-
mental alcanzada por tal te´rmino en el resto
de las subcolecciones seleccionadas. Por ejem-
plo, si las colecciones I1 e I2 son selecciona-
das, y la consulta contiene el te´rmino “go-
verment”, entonces la nueva frecuencia global
sera´ dfI1(government) + dfI2(government).
De esta manera, dada una consulta los dos
pasos son:
1. La fase de preseleccio´n de documentos
se corresponde con el lanzamiento de la
consulta sobre cada subcoleccio´n selec-
cionada Ij . Resultado de unir los docu-
mentos ma´s relevantes recuperados para
cada idioma, obtenemos una u´nica colec-
cio´n de documentos preseleccionados I ′.
2. La fase de reordenamiento consiste en
reindexar la coleccio´n I ′, pero conside-
rando tan so´lo el vocabulario de la con-
sulta. Se elabora as´ı un nueva consulta
formada por los te´rminos anotados. Fi-
nalmente, se lanza tal consulta sobre el
nuevo ı´ndice.
La hipo´tesis de este me´todo es la siguien-
te: dados dos documentos, la puntuacio´n de
ambos documentos sera´ comparable si la fre-
cuencia documental es la misma para cada
termino de la consulta. Agrupando la fre-
cuencia documental para cada te´rmino ase-
guramos la hipo´tesis.
Posiblemente, la restriccio´n ma´s fuerte im-
puesta por este me´todo es que cada te´rmino
de la consulta debe ser alineado con el res-
to de sus traducciones. Pero esta informa-
cio´n no esta´ siempre disponible, por ejem-
plo si se utiliza traduccio´n automa´tica. Por
ello es necesario utilizar un algoritmo que
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permita alinear los te´rminos con sus traduc-
ciones. En este trabajo se ha utilizado el
algoritmo de alineacio´n de te´rminos descri-
to en Mart´ınez-Santiago, Mart´ın-Valdivia, y
Uren˜a-Lo´pez (2006), que consigue alinear co-
rrectamente alrededor del 90% de palabras
no vac´ıas (Tabla 1).
Espan˜ol France´s
91% 87%
Tabla 1: Porcentaje de palabas no vac´ıas ali-
neadas correctamente a partir de las consul-
tas expresadas en el idioma ingle´s (200 con-
sultas)
Una manera de tratar con estas consul-
tas alineadas parcialmente es calcular la pun-
tuacio´n del documento mediante la combina-
cio´n lineal de dos valores: la parte alineada
dara´ una puntuacio´n o RSV segu´n la apli-
cacio´n del algoritmo 2stepRSV original. Por
contra, la parte no alineada dara´ una segunda
puntuacio´n calculada localmente, como si de
una consulta adicional se tratara, que es re-
suelta mediante el sistema de RI de ese idio-
ma. Finalmente ambos valores se combinan
linealmente, como podemos ver en la fo´rmula
1.
RSV ′i = α ·RSV aligni + (1−α) ·RSV nonaligni
(1)
donde RSV aligni es la puntuacio´n obtenida
por la parte alineada, y RSV nonaligni es calcu-
lado localmente. α es una constante (usual-
mente ﬁjada a α = 0,75).
4. Marco de experimentacio´n
El marco de experimentacio´n utilizado es
el proporcionado por el foro de competi-
cio´n CLEF, y ma´s concretamente la tarea de
Bu´squeda de Respuestas CLEF@QA del an˜o
2006. En la Tabla 2 resumimos las colecciones
utilizadas para cada uno de los tres idiomas
con los que trabaja BRUJA (espan˜ol, ingle´s
y france´s) junto con las caracter´ısticas ma´s
relevantes de cada coleccio´n. Se muestra la
siguiente informacio´n:
Coleccio´n: idioma y nombre de la colec-
cio´n.
An˜o: an˜o en el que se an˜adio´ la coleccio´n.
Tam: taman˜o en megabytes de la colec-
cio´n.
Docs: nu´mero de documentos que la
componen.
TamDoc: taman˜o medio por documento.
PalDoc: nu´mero medio de palabras por
documento.
El sistema BRUJA multilingu¨e se ha pro-
bado con el conjunto de 200 preguntas de
la tarea CLEF@QA del an˜o 2006, concreta-
mente 200 preguntas de las tareas mono y
bilingu¨es con origen en el idioma espan˜ol.
Por cada para´metro que variemos en el sis-
tema surgen nuevos experimentos y resulta-
dos de forma exponencial (variando los me´to-
dos de traduccio´n, los sistemas de recupera-
cio´n de informacio´n, los esquemas de pesado,
el uso de realimentacio´n, distintas expansio-
nes de la consulta). Algunos de estos para´me-
tros, basa´ndonos en los objetivos de este tra-
bajo de investigacio´n y en experimentos y re-
sultados previos y paralelos obtenidos, han
quedado ﬁjados, y son los siguientes:
El mo´dulo de traduccio´n utilizado ha
sido SINTRAM Garc´ıa Cumbreras et
al. (2007). SINTRAM selecciona para
cada idioma el traductor online que,
emp´ıricamente hemos encontrado que
mejor funciona en tareas CLIR y QA.
Adema´s, estas traducciones son enrique-
cidas mediante el uso de algunas senci-
llas heur´ısticas. Se lista a continuacio´n
el traductor online que usa SINTRAM
para cada par de idomas:
• Espan˜ol o France´s a Ingle´s: Sys-
tran3.
• Ingle´s o France´s a Espan˜ol:
Prompt4.
• Espan˜ol o Ingle´s a France´s: Rever-
so5.
Los sistemas de recuperacio´n de infor-
macio´n utilizados han sido LEMUR6
(basado en recuperacio´n de documen-
tos) y JIRS Go´mez-Soriano et al. (2005)
(basado en recuperacio´n de pasajes). De
cada lista de documentos o pasajes el
sistema procesa los X primeros (X es
un para´metro del sistema), teniendo en
3disponible en http://www.systransoft.com
4disponible en http://translation2.paralink.com
5disponible en http://www.reverso.net
6disponible en http://www.lemurproject.org
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Coleccio´n An˜o Tam Docs TamDoc PalDoc
Espan˜ol: EFE 94 2001 511 215738 2172 290
Espan˜ol: EFE 95 2003 577 238307 2221 299
Ingle´s: LA Times 94 2000 425 113005 2204 421
Ingle´s: Glasgow Herald 95 2003 154 56472 2219 343
France´s: Le Monde 94 2000 158 44013 1994 361
France´s: Le Monde 95 2001 156 47646 ND (No disponible) ND
France´s: ATS 94 2001 86 43178 1683 227
France´s: ATS 95 2003 88 42615 1715 234
Tabla 2: Colecciones y caracter´ısticas utilizadas en el sistema de QA BRUJA
cuenta que el mismo identiﬁcador de do-
cumento no se encuentre en las dos lis-
tas, para no procesar dos veces el mismo
documento. Si esto ocurre el peso de ese
documento relevante se ve incrementado.
El esquema de pesado utilizado ha sido
OkapiRobertson y S.Walker (1999).
En todos los experimentos se ha aplica-
do realimentacio´n por relevancia o PRF-
Mart´ınez-Santiago, Garc´ıa-Cumbreras,
y Uren˜a-Lo´pez (2006).
No se ha aplicado ningu´n me´todo ex-
terno de expansio´n de la consulta (ni
Wordnet ni Google).
La evaluacio´n en te´rminos de MRR, Ac-
curacy y estad´ısticas obtenidas con es-
tos experimentos se ha realizado toman-
do las cinco primeras respuestas y entre
ellas la primera respuesta correcta en-
contrada.
Para la evaluacio´n del sistema de Bu´sque-
da de Respuestas se utilizan las medidas
MRR (Mean Reciprocal Rank) Voorhees,
Gupta, y Johnson-Laird (1995) y Accuracy.
El MRR mide la cercan´ıa entre la respuesta
correcta y las primeras opciones del conjun-
to de respuestas candidatas devueltas, y se
calcula mediante la fo´rmula 2.
mrr(Q, p, n) =
∑
∀q∃Q rr(R(P, q, n))
|Q| (2)
donde Q es el conjunto de preguntas, q es
cada pregunta del conjunto Q, P es la co-
leccio´n de documentos o pasajes, R(P, q, n)
es el conjunto de los n primeros documentos
devueltos por el sistema de RI para una cier-
ta pregunta q y rr(R(P, q, n)) es una funcio´n
llamada Reciprocal Rank (RR) que depende
de la posicio´n del primer documento o pa-
saje. Este valor es 0 si no se ha respondido
correctamente en los n primeros documentos
o pasajes.
Se asignan valores de RR iguales a 1, 0.5,
0.33, 0.25, 0.2 o´ 0, en funcio´n de la posicio´n de
la respuesta correcta, lo que indica que res-
puestas acertadas en posiciones bajas toman
valores bajos.
El Accuracy es una medida de la propor-
cio´n entre el nu´mero de respuestas correctas
respecto al nu´mero total de respuestas que
el sistema devuelve. Se calcula mediante la
fo´rmula 3.
Accuracy =
NumRespuestasCorrectas
NumRespuestasDevueltas
(3)
5. Experimentacio´n y Ana´lisis de
resultados
Con la ﬁnalidad de identiﬁcar con mayor sen-
cillez cada experimento se ha seguido el con-
venio que se deﬁne en el siguiente patro´n:
EXP::=TIPOEXP _ IDIOMAPREGUNTAS _
IDIOMACOL [ _ ALGORITMOFUSION ]
TIPO_EXP::= MONO | MULTI
IDIOMAPREGUNTAS::= EN | FR | ES
IDIOMACOL::= EN | FR | ES | ALL
ALGORITMOFUSION ::= RR | RS | 2STEP
De forma esquema´tica, los experimen-
tos monolingu¨es realizados con el sistema
BRUJA son los siguientes:
MONO ES ES: realizado con todo el
conjunto de preguntas para el caso mo-
nolingu¨e espan˜ol contra la coleccio´n en
espan˜ol.
MONO EN EN: realizado con todo el
conjunto de preguntas para el caso mo-
nolingu¨e ingle´s contra la coleccio´n en
ingle´s.
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Exp Acertadas MRR Accuracy
MULTI ES ALL 2STEP 77 0,356 0,385
MULTI ES ALL RR 65 0,306 0,325
MULTI ES ALL RS 61 0,229 0,305
Tabla 3: Experimentos multilingu¨es atendiendo al algoritmo de fusio´n utilizado
Exp Acertadas MRR Accuracy
MULTI ES ALL 2STEP 77 0,356 0,385
MULTI EN ALL 2STEP 74 0,300 0,370
MULTI FR ALL 2STEP 71 0,297 0,375
Tabla 4: Experimentos multilingu¨es atendiendo al idioma
MONO FR FR: realizado con todo el
conjunto de preguntas para el caso mo-
nolingu¨e france´s contra la coleccio´n en
france´s.
Los experimentos multilingu¨es realiza-
dos quedan enumerados en la siguiente lista:
MULTI ES ALL RR: realizado con el
conjunto de preguntas en espan˜ol y tra-
ducidas al resto de idiomas, y con todas
las colecciones, utilizando el esquema de
fusio´n “Round Robin”.
MULTI ES ALL RS: realizado con el
conjunto de preguntas en espan˜ol y tra-
ducidas al resto de idiomas, y con todas
las colecciones, utilizando el esquema de
fusio´n “Raw Scoring”.
MULTI ES ALL 2STEP: realizado
con el conjunto de preguntas en espan˜ol
y traducidas al resto de idiomas, y
con todas las colecciones, utilizando el
esquema de fusio´n “2-step RSV”.
MULTI EN ALL 2STEP: realizado
con el conjunto de preguntas en ingle´s
y traducidas al resto de idiomas, y con
todas las colecciones, utilizando el esque-
ma de fusio´n “2-step RSV”.
MULTI FR ALL 2STEP: realizado
con el conjunto de preguntas en france´s
y traducidas al resto de idiomas, y con
todas las colecciones, utilizando el esque-
ma de fusio´n “2-step RSV”.
Con estos resultados obtenidos podemos
analizar el rendimiento general del sistema
de bu´squeda de respuestas multilingu¨e BRU-
JA. Un primer ana´lisis nos lleva a comparar
los resultados obtenidos en los casos multi-
lingu¨es con los distintos me´todos de fusio´n
de listas empleados (Tabla 3). El algoritmo
de fusio´n que mejores resultados consigue es
2stepRSV, que alcanza una mejora superior
al 15%, en te´rminos de MRR para el caso de
“Round Robin”, y ma´s de un 35% para “Raw
Scoring”.
De los experimentos realizados sobre la co-
leccio´n multilingu¨e ﬁjando 2stepRSV como
algoritmo de fusio´n y variando el idioma de
la consulta (Tabla 4) obtenemos el siguiente
ana´lisis de los resultados: las preguntas acer-
tadas var´ıan entre 77 y 71 preguntas, lo que
demuestra que BRUJA es estable respecto del
idioma utilizado por el usuario. Atendiendo
al MRR, el rendimiento var´ıa entre 0,356 si
el idioma base es el espan˜ol y el 0,297 pa-
ra el caso del france´s. Esto es consecuencia
de que, para el caso del espan˜ol, las respues-
tas se encuentran en los primeros documentos
recuperados. La explicacio´n hay que buscarla
en el hecho de que las 200 consultas utiliza-
das fueron deﬁnidas por el CLEF pensando
justamente en ese idioma, por lo que es de
esperar que el mo´dulo CLIR funcione sensi-
blemente mejor cuando recupera documentos
a partir de consultas expresadas nativamente
en ese idioma.
Si nos centramos en los resultamos mo-
nolingu¨es (Tabla 5) se puede comprobar
que el experimento monolingu¨e espan˜ol
(MONO ES ES) es el que mejor resultado
ha obtenido, tanto en nu´mero de respues-
tas acertadas como en MRR y Accuracy.
Los experimentos monolingu¨es en ingle´s y en
france´s obtienen un resultado similar, toman-
do como medida el MRR, con un decremento
de rendimiento de un 11.6%. En el caso del
fra´nces, adema´s, se produce un menor nu´me-
ro de respuestas acertadas, como consecuen-
cia de ser el caso ma´s complejo: un idioma
distinto al de las preguntas originales y dis-
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Exp Acertadas MRR Accuracy
MONO ES ES 68 0,308 0,340
MONO EN EN 62 0,272 0,310
MONO FR FR 59 0,272 0,295
Tabla 5: Experimentos monolingu¨es
tinto al idioma pivote del sistema BRUJA.
Un resultado que consideramos muy sig-
niﬁcativo se hace evidente al comparar el
rendimiento de cada experimento monolingu¨e
(Tabla 5) con su respectivo multilingu¨e (Ta-
bla 4). En los tres idiomas hay una sen-
sible mejora cuando se realiza la bu´squeda
sobre una coleccio´n multilingu¨e. Por ejem-
plo, comparando el resultado monolingu¨e
espan˜ol (MONO EN EN) con su contra-
partida multilingu¨e con 2stepRSV (MUL-
TI ES ALL 2STEP) se produce una mejora
en ma´s de un 15% en MRR. Adema´s, encuen-
tra ma´s respuestas correctas que su contra-
partida monolingu¨e (77 contra 68). Estas dos
me´tricas indican que se esta´n recuperando
respuestas no so´lo en el idioma espan˜ol, sino
tambie´n extraidas de las colecciones france-
sa e inglesa. Este mismo razonamiento puede
extrapolarse para los casos france´s e ingle´s.
De forma resumida se demuestra que uti-
lizar un base documental multilingu¨e com-
pensa el ruido introducido durante las fases
de traduccio´n de la consultas y de los pasa-
jes relevantes, siempre que el mo´dulo CLIR
cuente con un algoritmo de fusio´n de colec-
ciones suﬁcientemente eﬁciente. Este hecho
ha sido cuantiﬁcado y se muestra en la Te-
sis Garc´ıa Cumbreras (2009)
6. Conclusiones y trabajo futuro
La principal conclusio´n a la que se puede lle-
gar a trave´s de la experimentacio´n aportada
es que es posible que un sistema de Bu´squeda
de Respuestas multilingu¨e basado en la tra-
duccio´n de pasajes y la fusio´n de listas con-
siga mejores resultados que el mismo siste-
ma aplicado sobre una u´nica coleccio´n multi-
lingu¨e. Esto es, el hecho de contar con una
mayor cantidad de documentos candidatos
donde buscar la respuesta correcta compensa
el ruido introducido por el sistema durante la
traduccio´n en los mo´dulos de clasiﬁcacio´n de
la pregunta y extraccio´n de la respuesta.
El modelo propuesto, BRUJA, resuelve el
problema de la multilingualidad documental
mediante un mo´dulo de Recuperacio´n de In-
formacio´n multilingu¨e basado en la traduc-
cio´n de la consulta. Esto es, los documentos
no se traducen, sino que, para una consulta
dada, se obtiene una lista de documentos rele-
vantes para cada idioma. As´ı pues, una pieza
clave en la arquitectura de BRUJA es la elec-
cio´n del algoritmo que debe fusionar todas
esas listas en una u´nica lista de documentos
relevantes, lista que sera´ usada por BRUJA
para seleccionar los pasajes ma´s prometedo-
res. En este sentido, el algoritmo 2stepRSV se
muestra como un algoritmo con un excelen-
te rendimiento para la fusio´n de colecciones
multilingu¨es en el a´mbito de la bu´squeda de
respuestas multilingu¨e.
Como trabajo futuro se abre un amplio
abanico de posibilidades, trata´ndose los siste-
mas de Bu´squeda de Respuestas de procesos
complejos formados por muchos mo´dulos. Al-
gunos de estos futuros desarrollos pasan por
an˜adir ma´s idiomas al sistema, siendo so´lo
necesario disponer de buenos traductores au-
toma´ticos, trabajar con otros tipos de pre-
guntas (preguntas de listado, preguntas con
restricciones temporales, preguntas agrupa-
das por contexto), y por supuesto la mejora y
optimizacio´n de los mo´dulos que conforman
BRUJA (traduccio´n automa´tica, clasiﬁcacio´n
automa´tica de preguntas, recuperacio´n de in-
formacio´n, extraccio´n de respuestas).
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