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Abstract
A Hamming space Λn consists of all sequences of length n over an alphabet Λ and is endowed with the Hamming distance. In
particular, any set of aligned DNA sequences of fixed length constitutes a subspace of a Hamming space with respect to mismatch
distance. The quasi-median operation returns for any three sequences u, v, w the sequence which in each coordinate attains either
the majority coordinate from u, v, w or else (in the case of a tie) the coordinate of the first entry, u; for a subset of Λn the iterative
application of this operation stabilizes in its quasi-median hull. We show that for every finite tree interconnecting a given subset
X of Λn there exists a shortest realization within Λn for which all interior nodes belong to the quasi-median hull of X . Hence the
quasi-median hull serves as a Steiner hull for the Steiner problem in Hamming space.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
A Hamming space Λn is the metric space consisting of all sequences of length n over the alphabet Λ, which is a
set endowed with unit distances δ(α, β) = 1 (for α 6= β in Λ); the distance between two sequences x, y ∈ Λn is the
weighted Hamming distance
d(x, y) =
n∑
i=1
ωi · δ(xi , yi ),
where the weights ω1, . . . , ωn are nonnegative real numbers. By default, the coordinate weights equal 1 unless
specified otherwise. Typical instances of alphabets occurring in biological applications are {0, 1}, the DNA alphabet
{A,G,C, T }, and the alphabet comprising the 20 amino acids.
The Steiner (tree) problem in the space Λn may be formulated as follows. Given a finite subset X of Λn find a tree T
interconnecting X (such that the tips of T are labelled by the sequences in X ) and labels from Λn for the interior nodes
of T such that the length of T , i.e., the sum of the distances between the node labels of all edges of T , is minimum.
Any optimal solution is then called a Steiner minimal tree (or a minimum Steiner tree) for X in the space Λn . The
extensive literature on the Steiner tree problem and related problems is surveyed in the books of Hwang et al. [17] and
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Cieslik [8]. The Steiner problem in biological sequence spaces is referred to as the parsimony problem, and a Steiner
minimal tree is called a most parsimonious tree, or more precisely, a most parsimonious reconstruction of a most
parsimonious tree [22,19]; the parsimony problem has been investigated in a model-based framework by Steel [21].
The Steiner problem in Hamming space (as well as in other spaces of practical interest) is NP-hard [11,15]. That
notwithstanding, small-sized problems can be solved optimally by a branch-and-bound approach [12,1]. In particular,
the search for Steiner minimal trees within a hypercube (i.e., binary Hamming space) can be reduced to certain
(“median”) subspaces which may be considerably smaller than the entire hypercube [23,4]. A subspace of the space
under consideration that is guaranteed to include at least one Steiner minimal tree for a given set X is usually called
a Steiner hull for X . Actually, the quasi-median hull M(X) of a subset X of Λn , considered below, turns out to be
a Steiner hull possessing the stronger property that for an arbitrary tree T with tip labels from X there exist labels
from the hull M(X) for the interior nodes such that the length of T becomes minimal (relative to T ). The problem
of finding the optimal interior labellings for a tip-labelled tree T can be solved in polynomial time by a well-known
algorithm, which was first formulated for the case of binary alphabets by Farris [9] and then adapted to other molecular
alphabets by Fitch [10]; cf. [16,20,15]. We refer to this algorithm, which operates in two phases (“bottom-up” and
“top-down”), as the FFH algorithm.
Note that even for binary alphabets there may exist Steiner minimal trees that are not included in the (quasi-)median
hull of the tip labels. Take, for instances, the four sequences AACC, AATT, GGCC, and GGTT. Taking the median
hull does not produce any further sequence here, but nonetheless there is e.g. a Steiner minimal tree (of length 6) using
the labels AACT and GGCT for the two interior nodes.
Since we are interested in retrieving only one optimal labelling, we may impose an arbitrary priority ordering on
the tips of the tree in order to break ties in the second phase of the algorithm. This variant of the labelling algorithm,
presented in the next section, will be dubbed the priority-FFH algorithm or pFFH algorithm, for short. In the particular
case of a tree with an unlabelled central node and three tips labelled by sequences u, v, w ∈ Λn such that u labels the
highest priority tip and w the root, the pFFH algorithm assigns a (unique) sequence q ∈ Λn to the interior node; this
defines a ternary operation u, v, w→ (u v w) on the sequence space, which is known as the quasi-median operation
[6,3]. Iterating this operation on a set X eventually yields its quasi-median hullM(X) [5]. Our main result states that
the pFFH algorithm applied to any tree T with tip labels from X will always label the interior nodes with elements
fromM(X). The proof of the theorem is surprisingly simple, with a little input from universal algebra. This extends
the approach of Bandelt [2] for binary alphabets, where FFH and pFFH coincide.
2. The labelling algorithm pFFH
Let T be a finite tree T with at least three nodes, where some of the nodes are labelled with elements from a
subset X of a Hamming space Λn . We may assume without loss of generality that the labelled nodes are exactly the
tips (i.e., end nodes) of T , because otherwise one could restrict the subsequent labelling procedure to subtrees of T .
Given the tip-labelled tree T , one seeks to find labels from Λn for the interior nodes such that the total length of T , as
expressed by the sum of the Hamming distances between the two labels bounding each link of T , becomes as small
as possible. This constitutes a restricted Steiner problem with predefined “topology” T (but allowing for zero-length
links). Since the Hamming space is a power of the alphabet Λ and its distance is composed additively, one can proceed
coordinatewise in order to find an optimal labelling. The standard algorithm (FFH) is divided into two phases: in the
first (bottom-up) phase, candidate subsets of Λ are determined for the interior nodes at each coordinate, and in the
second (top-down) phase, labels are successively specified. We thereby assume that the tree T is directed by selecting
one of the tips as a root (constituting the top layer). We further impose an arbitrary priority order on the set of tips; the
priority value of a tip labelled by x ∈ X marks each coordinate letter of the sequence x . The priority order is irrelevant
for binary alphabets (as long as only tips may serve as roots).
2.1. Bottom-up phase of pFFH
Proceed from the tips towards the root by copying in each coordinate i the relative majority letters with their
highest priorities to the common upper neighbors as follows. Assume that all lower neighbors v1, . . . , vk (k ≥ 1) of
an unlabelled interior node v of the rooted tree T have already been given candidate label sets L i (v1), . . . , L i (vk) ⊆ Λ
endowed with priority values, at coordinate i . Then the label set L i (v) assigned to v comprises exactly the letters λ
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Fig. 1. Tree with 13 tips labelled by sequences from AG, GA, GG, and CC. Given the priorities 1–13 and the root, the pFFH algorithm delivers the
labels highlighted in bold.
which occur in the maximal number of the sets L i (v1), . . . , L i (vk), and is referred to as the intersunion of these k
sets. The priority of each λ in L i (v) is set to the highest value which is associated with λ in the k sets. This phase
terminates after the interior node neighboring the root is labelled.
2.2. Top-down phase of pFFH
Proceed from the root of T towards the tips by propagating the specified label in each coordinate. If at an interior
node v its (unique) upper neighbor u has the specified label λ in coordinate i , then λ is also specified at v provided
that λ ∈ L i (v), and otherwise, the letter from L i (v) of highest priority is taken. The algorithm stops when all tips are
reached and thus all interior nodes have unique label sequences.
The algorithm does indeed return an optimal labelling because there always exists an optimal labelling of T with
the following hereditary property: for every node v the directed subtree Tv comprising v as the new root and all
“successor” nodes (which can be reached from v by a down-directed path) has minimal length with respect to the
given tip-labelling of T . The straightforward proof is by induction along the two iterations of the algorithm.
The nontrivial message of the following theorem (proven below) is then that this labelling procedure, giving rise to
relatively minimal trees, stays within the quasi-median hull of the tip labels. If this hull, which is easy to construct, is
not too large, one can thus use a straightforward branch-and-bound approach to determine the Steiner minimal trees
within this hull.
Theorem. Let X be a finite subset of the Hamming space Λn (#Λ ≥ 2 and n ≥ 1). For any finite tree T such that
every tip is labelled by some element of X, the pFFH algorithm labels all yet unlabelled nodes of T with elements
from the quasi-median hullM(X) of X.
The following example illustrates the labelling algorithm pFFH and the theorem. Consider the tree of Fig. 1 with
its 13 tips labelled by sequences of length 2 from the set X = {AG, GA, GG, CC}. Tip no. 13 serves as the root,
and the priority is the natural order of the tip numbers where tip no. 1 has top priority. The bottom-up phase of pFFH
produces the label sets at the interior node as indicated by the nucleotide columns where the priority in each column
is from top (highest) to bottom (lowest). The top-down phase selects the nucleotides highlighted in bold. Note that the
priority rule is only effective here at the neighbor of the root, where A is preferred to G at the second coordinate. The
final labels CG, CA, and AA all belong to the quasi-median hull of X (see below).
3. Quasi-median hulls
The quasi-median operation and the resulting hull have already been studied in the context of universal algebra;
see [14], § 78). The quasi-median operation on the alphabet Λ is also called the dual discriminator on Λ, having the
characteristic property that (αβγ ) equals β if β = γ and equals α otherwise (α, β, γ ∈ Λ). The sequence space Λn
is then the n-th power of the dual discriminator algebra Λ, and a finite quasi-median space, here defined as a subset
of some Λn equal to its own quasi-median hull, is nothing but a subalgebra of Λn in the algebraic sense. Axiomatic
characterizations of the quasi-median operation have been established by Isbell [18] and Bandelt et al. [6].
We will now collect the algebraic information along with self-contained proofs from the literature (Lemmas 1 and
2), necessary for the subsequent proof of our theorem. For a nonempty proper subset J of the index set {1, . . . , n}, let
xJ denote the truncation of x ∈ Λn to the coordinates indexed by J . For X ⊆ Λn put X J := {xJ |x ∈ X}.
Lemma 1 ([7]). A subset S of Λn is the quasi-median hull of X ⊆ Λn if and only if SJ is the quasi-median hull of
X J for every two-element subset J of {1, . . . , n}.
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Proof. Necessity is trivial. As to sufficiency, proceed by induction. Assume that J ⊆ {1, . . . , n} with #J ≥ 3 and
the assertion holds for all proper subsets of J (with at least two elements). Pick any distinct i, j, k ∈ J , and consider
v ∈ S. Then there exist sequences s, t, u from the quasi-median hull SJ =M(X J ) such that
vJ−{i} = sJ−{i}, vJ−{ j} = tJ−{ j}, vJ−{k} = u J−{k}.
In particular, vi = ti = ui , v j = s j = u j , vk = sk = tk , and vl = sl = tl = ul for all l ∈ J − {i, j, k}. Consequently,
vJ = (s t u) holds, completing the induction step. We conclude that v belongs to the quasi-median hull of X . 
Given a subset X of Λn , we use the following shorthand form for the quasi-median generation:
M0(X) := X,
Mi (X) := {(xyz)|x, y, z ∈Mi−1(X)} for i ≥ 1.
The quasi-median hullM(X) of X equalsMk(X) for some k ≥ 0 because of finiteness. For the case n = 2 we can
give a syntactic description of the quasi-median hull, which, although not needed for the proof of the theorem, may
be interesting in its own right.
Proposition. An element v ∈ Λ2 belongs to the quasi-median hull S =M(X) of X ⊆ Λ2 if and only if v meets one
of the following four conditions with {i, j} = {1, 2}:
(0) v ∈ X;
(1) there exist w, x, y ∈ X such that vi = wi , v j = x j = y j , and xi 6= yi ;
(2) there exist w, x, y, z ∈ X such that vi = wi , v j = x j , yi = zi , and xi 6= yi , y j 6= z j ;
(3) there exist w, x, y, z ∈ X such that vi = wi , v j = x j , w j = z j , and wi 6= zi , w j 6= y j , xi 6= yi .
Moreover, if condition (k) is met, then v ∈Mk(X) (k = 0, 1, 2, 3).
Proof. Assume that S =M(X) and v ∈ S − X . Since the product of the two projections X1 and X2 of X into Λ is a
quasi-median space, we have S ⊆ X1× X2. Hence there exist w, x ∈ X with v1 = w1 and v2 = x2, where necessarily
w1 6= x1 and w2 6= x2. If yet another sequence y ∈ X − {w, x} agrees with v in one coordinate, v2 = y2 say, then (1)
holds with i = 1 and j = 2. If v1 = y1 holds instead, then we obtain (1) for i = 2 and j = 1 after interchanging the
roles of w and x .
In what follows we may thus assume that w and x are the only members of X sharing a coordinate with v. If all
members of X had different first coordinates as well as different second coordinates, then S = X would hold, in
conflict with the hypothesis v ∈ S − X . We can therefore find a pair y 6= z in X − {w, x} with y1 = z1, say. If, in
addition, x1 6= y1, then (2) is satisfied. If instead y2 = z2 and w2 6= y2 hold, then (2) is true after interchanging w and
x .
For the final case we can assume that some element of X − {w, x} shares a coordinate with (x1, w2), say: z ∈ X
with w2 = z2. Since ({x1}×Λ)∪ (Λ×{w2}) is a quasi-median space which does not contain v, there must exist some
y ∈ X outside this space. Now, w, x, y, z satisfy (3). This proves the “only if” part of the proposition.
To conclude the proof observe that
v =
(wxy) if (1) holds,(wx(xyz)) if (2) holds,
(wx(xy(yzw))) if (3) holds. 
Note that for binary alphabets the proposition entails the trivial characterizationM(X) = X , covered by condition
(0). In contrast, for non-binary alphabets all four instances (0)–(3) may occur. For example, the quasi-median hull of
X = {AG, GA, GG, CC} ⊆ {A, G, C}2 equals {A,G,C}2; then CG, CA, and AA meet the requirements for v in (1),
(2), and (3), respectively.
Lemma 2 ([13]). Let S be a nonempty subset of Λ2. Let S1 and S2 denote the projections of S onto the two factors.
Then S is a quasi-median space if and only if S is one of the following types:
(1) S = {(λ, pi(λ))|λ ∈ S1} for some bijection pi : S1 −→ S2,
(2) S = ({λ} × S2) ∪ (S1 × {µ}) for some (λ, µ) ∈ S where #S1 + #S2 ≥ 3,
(3) S = S1 × S2 where #S1, #S2 ≥ 2.
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Proof. Since the quasi-median operation on Λ is the dual discriminator, all sets of types (1), (2), (3) are indeed closed
under the operation on Λ2.
Conversely, let S be a quasi-median space. For λ,µ ∈ Λ put
S1(µ) := {α ∈ Λ | (α, µ) ∈ S},
S2(λ) := {β ∈ Λ | (λ, β) ∈ S}.
S is of type (1) exactly when #S2(λ) = #S1(µ) = 1 for all λ ∈ S1 and µ ∈ S2. In what follows assume that
#S1(µ)+ #S2(λ) ≥ 3 for some λ,µ ∈ Λ. If #S2(λ) ≥ 2, then {λ} × S2 ⊆ S; indeed, if #S2 ≥ 3 and (λ, β), (λ, δ) ∈ S
with β 6= δ, then for any µ ∈ S2 − {β, δ} choose α ∈ Λ with (α, µ) ∈ S, and obtain
(λ, µ) = ((α, µ)(λ, β)(λ, δ)) ∈ S,
as required. Analogously, if #S1(µ) ≥ 2, then S1 × {µ} ⊆ S.
If there are two distinct κ, λ ∈ Λ such that S contains both {κ} × S2 and {λ} × S2, then for each µ ∈ S2 we get
S1 × {µ} ⊆ S, and consequently, S = S1 × S2. Analogously, S is this direct product whenever S contains more than
one set of the form S1 × {µ}. Therefore S is of type (2) or (3). 
4. Proof of the theorem
Given the information on the quasi-median hull in the sequence space Λn , the proof of the main result is now easily
accomplished. Let T be a tree such that all tips are labelled by the elements of some subset X of Λn . Let S =M(X)
be the quasi-median hull of X . In order to show that the algorithm pFFH always assigns elements of S to the interior
nodes of T , we may assume n = 2 by Lemma 1. Let X1 and X2 be the projections of X (as well as of S) onto the two
factors. Trivially, all interior labels are selected from X1 × X2. Hence, if S = X1 × X2, there is nothing left to show.
In view of Lemma 2 it only remains to consider the cases where S is of type (1) or (2).
Claim. In the bottom-up phase of the algorithm every label set assigned to an interior node of T is either of the form
(1) A × pi(A) with ∅ 6= A ⊆ X1
if S = {(λ, pi(λ))|λ ∈ X1} for some bijection pi : X1 → X2,
or of the form
(2) (a) A × {µ} with ∅ 6= A ⊆ X1 and λ 6∈ A, or
(b) {λ} × B with ∅ 6= B ⊆ X2 and µ 6∈ B, or
(c) C × D with λ ∈ C ⊆ X1 and µ ∈ D ⊆ X2
if S = ({λ} × X2) ∪ (X1 × {µ}) with λ ∈ X1 and µ ∈ X2.
To prove the claim, first assume that S is of type (1), that is, S is determined by the bijection pi . Evidently, the
intersunion of sets Ai × pi(Ai ) with ∅ 6= Ai ⊆ X1 (i = 1, . . . , k) is again of the form A × pi(A). Therefore, as
pi preserves priority, a trivial reverse induction on the (graph) distance to the root (that is, traversing from the tips
towards the root) settles the claim in this case.
Now assume that S is of type (2). Again proceed by reverse induction on the distance to the root. By the hypothesis
on S every tip has a label of the asserted form. For the induction step, assume that some interior node u of the rooted
tree has all its k lower neighbors labelled by sets of the required form: say, i ≥ 0 of these label sets are of the form
(a), j ≥ 0 sets are of the form (b), and the remaining k − i − j sets are of form (c). Then the intersunion of these k
sets obviously is of form (a) if i > j , of form (b) if i < j , and of form (c) if i = j . This settles the induction step, and
proves the claim.
The final top-down phase of the algorithm specifies an element of each label set. We assert that each specified label
constitutes a singleton set meeting the requirements of (1) or (2) in the preceding claim. To show this, we proceed by
induction on the distance from the root. The root itself, being a tip of T , carries a label of the required form. Let A× B
be the label set of the interior node under processing. Assume that (α, β) is the label specified at the neighbor above
the processed node. If S is of type (1), then B = pi(A) and β = pi(α), whence the new label specified from A × B
becomes (α, β) if α ∈ A (and hence β ∈ B) or the highest priority pair from A× pi(A) otherwise. Finally, let S be of
type (2). If we have A 6= {λ} as well as B 6= {µ}, then necessarily λ ∈ A and µ ∈ B, whence the new label has λ as
its first coordinate (if α = λ) or µ as its second coordinate (if β = µ). Otherwise, if either A = {λ} or B = {µ}, then
the new label trivially retains this singleton coordinate of A of B, respectively. In any case the new label belongs to S.
This completes the proof of the theorem. 
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5. Concluding remarks
Since quasi-median hulls can be quite large, one would like to know whether pFFH labelling actually exhausts the
entire hullM(X) when tip labels are chosen from X . In a way, it does:
Remark. For every element z ∈ M(X), where X ⊆ Λn , there exists a rooted tree with unlabelled interior nodes
and tips labelled by elements of X such that pFFH attaches the label z to the neighbor of the root (no matter how the
priority ordering is chosen and how the root is labelled).
Proof. Assume that z = (z1 z2 z3) ∈ Mk(X) for some z1, z2, z3 ∈ Mk−1(X), k ≥ 1. Proceed by induction on k:
suppose that, in the bottom-up phase, pFFH attaches zi to the neighbor si of the root ri of some rooted tree Ti (i =
1, 2, 3) for which all tip labels are from X . Now, take three copies of the tip-labelled tree T1, and two copies of T2, T3
each, and merge their roots into a single node s, to which a new adjacent tip, the root r , is attached with an arbitrary
label from X . At the end of the bottom-up phase of pFFH applied to this new tree, the seven lower neighbors of s are
labelled with z1, z1, z1, z2, z2, z3, z3, respectively. Then evidently s gets the label z = (z1 z2 z3), as required. 
If, however, Steiner minimal trees for X are the only target of investigation, then the Remark is not relevant, as
one would consider only trees with #X tips and #X − 2 interior nodes. For such trees, the quasi-median hull of X
harbors more potential labels than are really necessary, even when Λ is binary (as long as n > 4 [2]). It would be
interesting to describe that part of the quasi-median hull of X which is needed by pFFH labelling for trees with no
more than a fixed number h ≥ 1 of interior nodes. In the extreme case h = 1, the trees in question are stars, and pFFH
labels the center of each star with a solution to the Fermat–Weber problem (viz., a sequence minimizing the distance
sum to the tip labels of the star; see p. 92 of [8]). In particular, let the star have m ≥ 3 tips, numbered 1 through m
such that the natural order serves as the priority order, with the lowest priority tip, m, being the root; if tip i has label
xi ∈ Λn (i = 1, . . . ,m), then pFFH assigns to the star center the unique solution of the weighted Fermat–Weber
problem
minimize
m∑
i=1
pi d(x, xi )
where pi = 1+ 2−1−i for 1 ≤ i ≤ m − 1 and pm = 2−1.
This constitutes a m-ary operation that can be expressed as a polynomial in terms of the quasi-median operation,
according to the proof of the Remark.
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