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Singular Green Operators of Finite Regularity
in the Edge Algebra Formalism
Jo¨rg Seiler
Abstract. We introduce a calculus for parameter-dependent singular Green
operators on the half-space Rn
+
that combines both elements of Grubb’s calcu-
lus for boundary value problems of finite regularity and techniques of Schulze’s
calculus for pseudodifferential operators on manifolds with edges.
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1. Introduction
Since the seminal papers of Seeley [14], [15] on complex powers of elliptic opera-
tors and resolvents of boundary value problems, respectively, it became a broadly
applied technique in partial differential equations and geometric analysis to exploit
the pseudodifferential structure of resolvents or other parameter-dependent fami-
lies of operators. Applications are quite manifold, including resolvent estimates and
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resolvent trace asymptotics, complex and imaginary powers, H∞-calculus, maxi-
mal Lp-regularity, heat kernels and heat trace asymptotics, index theory, spectral
asymptotics, ζ-functions and regularized determinants.
In [3], Boutet de Monvel introduced a calculus for operators on manifolds with
boundary. It contains all classical differential boundary value problems and, in
case of Shapiro-Lopatinskii ellipticity, Fredholm inverses can be constructed in the
calculus. If we locally model the manifold as a half-plane Rn+ with boundary R
n−1,
one considers operators of the form(
A+ +G K
T Q
)
:
S (Rn+,C
L)
⊕
S (Rn−1,CM )
−→
S (Rn+,C
L′)
⊕
S (Rn−1,CM
′
)
,(1.1)
acting between spaces of rapidly decreasing functions (extendable to Sobolev and
Besov spaces); here L,M,L′,M ′ are non-negative integers, modelling involved vec-
tor bundles over the manifold (these numbers are allowed to be zero). Moreover, A+
is the restriction of a pseudodifferential operator to the half-space, K is a so-called
potential or Poisson operator, T is a trace operator, and Q is a pseudodifferential
operator on the boundary. In the terminology of [3], such matrices are called Green
operators, while those with A+ = 0 are termed singular Green operators. In the
light of what has been said above, it is natural to seek a corresponding calculus for
parameter-dependent boundary value problems, where parameter-elliptic elements
possess an inverse (for large parameter) in the calculus. Typically, the parameter
ranges in a conical subset of the Euclidean space; in what follows we focus for
simplicity on a real parameter µ ≥ 0.
Such a calculus has been realized by Grubb in the middle 1980’s. A complete expo-
sition one can find in [5], where also applications as mentioned above are described.
In particular, the calculus allows the construction of resolvents of pseudodifferen-
tial (and non-differential) operators, subject to boundary conditions. One of the
key features in this calculus is to start out from operators A(µ) = a(x,D, µ) build
upon symbols of finite regularity, i.e., satisfying uniform estimates of the form
|DβxD
α
ξD
j
µa(x, ξ, µ)| ≤ Cαβj
[
〈ξ〉ν−|α| + 〈ξ, µ〉ν−|α|
]
〈ξ, µ〉d−ν−j
for arbitrary orders of derivatives. Here, d is the order of the symbol, and ν its so-
called regularity (note that regularity in this context does not refer to smoothness
of the symbols in the x-variable). This structure induces corresponding notions of
order and regularity in the class of singular Green operators.
In the early 1980’s Schulze initiated his programme on calculi of pseudodifferen-
tial operators on manifolds with singularities, cf. [8], [11], [12]. In his approach,
manifolds with boundary can be interpreted as a special case of a manifold with
edge. Near the edge, a manifold with edge has the structure of a fibre-bundle over
a smooth manifold with fibre being a cone over some base manifold; if the base is
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a single point one obtains a manifold with boundary. The operators considered on
a manifold with edge are more general than those on a manifold with boundary,
in particular, there is no concept of transmission condition involved. The result-
ing pseudodifferential calculus, the so-called edge algebra, again consists of block-
matrices similar to (1.1), but with A+ replaced by more general operators, and a
different class of singular Green operators. We cannot go into details here, but only
want to point out one key ingredient, which is significant for the present paper,
namely the systematic use of operator-valued pseudodifferential symbols acting in
Hilbert spaces equipped with a strongly continuous group action. As it turns out,
singular Green operators have a very elegant and transparent description in this
set-up. In the end, the calculus for such operator-valued symbols is nearly identical
with that of usual scalar-valued pseudodifferential symbols in Euclidean space (as
laid out, for example, in the text-book of Kumano-go [7]). Schulze also introduced
a parameter-dependent version of the edge algebra. It allows the construction of
resolvents of differential operators, subject to edge conditions. However, pseudodif-
ferential (non-differential) operators are not covered in this setting. A parameter-
dependent version of Boutet de Monvel’s calculus using the formalism of the edge
algebra is described in Schrohe, Schulze [10].
In the present paper we introduce a calculus of singular Green operators on the
half-space Rn+, combining both Grubb’s concept of operators of finite regularity
and Schulze’s concept of operator-valued pseudodifferential symbols. Grubb’s class
of singular Green operators contains two natural sub-classes of operators: those of
infinite regularity (which we refer to as strongly parameter-dependent operators)
and so-called weakly parameter-dependent operators. One of our key observations is
that weakly parameter-dependent operators can be characterized in the framework
of operator-valued symbols in the spirit of Schulze’s theory (this is also true for
strongly parameter-dependent operators, but this was already known, cf. [9] for
example). In Section 4 we show this result in detail for the class of Poisson operators.
We then implement the rsulting structure of operator-valued symbols in our class
of singular Green operators which, by definition, consists in the sum of the weakly
and strongly parameter-dependent operators. Doing so, it does not coincide with
Grubb’s class but is a subclass of it. We show that our class admits a full calculus
and do recover many results stated in [5] in an alternative way. In particular, this
concerns the parametrix construction discussed in Section 6.
We hope that our findings could prove useful in a possible generalization of the
concept of finite regularity from boundary value problems to the edge algebra, thus
enabling the treatment of resolvents of pseudodifferential operators on manifolds
with edges. We plan to address this in future research.
The paper is structured as follows: In Section 2 we introduce some classes of
operator-valued symbols in Hilbert spaces with group actions, called strongly and
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weakly parameter-dependent symbols, and discuss their calculus. The sum of such
symbols leads to a new class whose calculus is discussed in Section 3. After the
above mentioned analysis of Poisson operators in Section 4 we introduce our class
of singular Green operators in Section 5. Section 6 is devoted to the paramtrix
construction of operators of the form “identity plus singular Green operator” of
positive regularity. Section 7 introduces singular Green operators of positive type
and Section 8 concerns the action of singular Green operators in Sobolev spaces.
In the first section of the appendix, Section 9, we prove a characterization of pseu-
dodifferential operators with operator-valued symbols by iterated commutators in
the sense of the classical result of Beals [1], [2], which we need in the parametrix
construction. In the final Section 10 we recall the definition of certain scales of
Sobolev spaces on the half-axis which will be used frequently throughout the text.
Important notation: For x ∈ Rn and y ∈ Rm we shall write
〈x〉 = (1 + |x|2)1/2, 〈x, y〉 = 〈(x, y)〉 = (1 + |x|2 + |y|2)1/2.
For two functions f, g defined on some set Ω the notation f  g or f(y)  g(y)
means that there exists a constant C ≥ 0 such that f(y) ≤ Cg(y) for all y ∈ Ω. In
a chain like f  g  h, the constant may be different in any inequality
2. Operator-valued symbols and their calculus
Let E be a Hilbert space. A group-action is a map κ : (0,+∞) → L (E) which
is continuous in the strong operator topology and satisfies κ1 = 1 as well as
κλκσ = κλσ for every λ, σ > 0. A standard result from semigroup theory ensures
the existence of a constant M =M(κ) ≥ 0 such that
(2.1) ‖κλ‖L (E)  max(λ, λ
−1)M .
Given such a group-action, we shall write
κ(y) = κ〈y〉, κ
−1(y) = κ−1〈y〉 = κ1/〈y〉 (y ∈ R
m).
For the present paper, the following example of a group-action is fundamental.
Example 2.1. For smooth scalar-valued functions φ defined on R+ [or R] with
compact support we define
(κλφ)(t) = λ
1/2φ(λt), λ > 0.
We extend κλ to act on the space of distributions D
′(R+) [or D
′(R)] by
〈κλT, φ〉 = 〈T, κ
−1
λ φ〉.
We shall call this the ”standard group-action” on R+ [or R]; its restriction to var-
ious function spaces defines a group-action in the above sense, for example, the
restriction to the Sobolev spaces Hs(R+) [or H
s(R)]. Note that it defines a group
of unitary operators on the standard L2-spaces.
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In the following let E0, E1, E2 be Hilbert spaces equipped with group actions κ0,
κ1, and κ2, respectively.
2.1. Strongly parameter-dependent symbols. We recall the definition of
parameter-dependent symbols in the sense of Schulze.
Definition 2.2. Let d ∈ R. Then Sd1,0(R
n−1×R+;E0, E1) is the space of all smooth
functions a(x, ξ;µ) : Rn × Rn → L (E0, E1) satisfying
(2.2) ‖κ−11 (ξ, µ)
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)  〈ξ, µ〉
d−|α|−j .
for every order of derivatives.
Due to (2.1), the associated space of regularizing symbols S−∞(Rn × R+;E0, E1),
defined by taking the intersection over all d ∈ R, consists of those symbols a satis-
fying
‖DαξD
β
xD
j
µa(x, ξ;µ)‖L (E0,E1)  〈ξ, µ〉
−N
for every N ≥ 0 and every order of derivatives. Obviously, it does not depend on
the involved semi-groups. In other terms,
S−∞(Rn × R+;E0, E1) = C
∞
b (R
n
x ,L (E0, E1)) ⊗̂π S (R
n × R+),
the completed projective tensor-product of the space of smooth L (E0, E1)-valued
functions with bounded derivatives of arbitrary order and the space of rapidly
decreasing functions.
2.1.1. Homogeneous functions. Let V ⊆ (Rn × R+) \ {0} be a conical set.
A function a : Rn × V → L (E0, E1) is called κ-homogeneous (or also twisted
homogeneous) of degree d ∈ R if
a(x, λξ;λµ) = λdκ1,λa(x, ξ;µ)κ
−1
0,λ ∀ (ξ, µ) ∈ V ∀λ > 0.
Definition 2.3. Let us denote by S(d)(Rn × R+;E0, E1) the space of all smooth
functions a : Rn×V → L (E0, E1) with V = (R
n×R+)\{0} that are κ-homogeneous
of degree d and satisfy, for every order of derivatives,
(2.3) ‖κ−11,|ξ,µ|
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0,|ξ,µ|‖L (E0,E1)  |ξ, µ|
d−|α|−j
In particular, if a ∈ S(d)(Rn × R+;E0, E1) then
a(x, ξ;µ) = |ξ, µ|dκ1,|ξ,µ|a
(
x,
ξ
|ξ, µ|
;
µ
|ξ, µ|
)
κ−10,|ξ,µ|.
If χ(ξ, µ) is an arbitrary 0-excision function and if a ∈ S(d)(Rn × R+;E0, E1) then
χa ∈ Sd1,0(R
n × R+;E0, E1).
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2.1.2. Classical symbols. Classical symbols (also called poly-homogeneous sym-
bols) have an asymptotic expansion in homogeneous components.
Definition 2.4. Sd(Rn×R+;E0, E1) denotes the space of all symbols a ∈ S
d
1,0(R
n×
R+;E0, E1) for which exists a sequence a
(d−j) ∈ S(d−j)(Rn × R+;E0, E1), j ∈ N0,
such that, for every N ∈ N,
a−
N−1∑
j=0
χ(ξ, µ)a(d−j) ∈ Sd−N1,0 (R
n × R+;E0, E1).
If a ∈ Sd(Rn × R+;E0, E1) is as in the previous definition, then a
(d) is called the
homogeneous principal symbol of a. It is well defined, since
a(d)(x, ξ;µ) = lim
λ→+∞
λ−dκ−11,λa(x, λξ;λµ)κ0,λ, (ξ, µ) 6= 0.
2.2. Weakly parameter-dependent symbols. Roughly speaking, strong
parameter-dependence means considering the parameter µ together with the co-
variable ξ as a new joint co-variable η := (ξ, µ) and then to impose the standard
estimates of pseudodifferential symbols in η. We now introduce a class where the
behaviour is different: differentiation with respect to ξ only improves the decay in
ξ; still, differentiation with respect to µ improves the decay in η = (ξ, µ). We shall
use the terminology ”weak” parameter-dependence.
Definition 2.5. Let d, ν ∈ R. Then S˜d,ν1,0 (R
n×R+;E0, E1)κ,κ denotes the space of
all symbols satisfying the estimates
‖κ−11 (ξ, µ)
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)  〈ξ〉
ν−|α|〈ξ, µ〉d−ν−j .
The reason for using the subscript “κ,κ” will become clear later on, cf. Section 5.1.
The corresponding class of regularizing symbols is defined by
S˜d−∞,ν−∞(Rn × R+;E0, E1)κ,κ := ∩
N∈R
S˜d−N,ν−N1,0 (R
n × R+;E0, E1)κ,κ.
It consists of those symbols with
‖κ−11 (ξ, µ)
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)  〈ξ〉
−N 〈ξ, µ〉d−ν−j
for arbitrary N ≥ 0. Due to (2.1), since 1  〈µ〉〈ξ, µ〉−1  〈ξ〉 and since N is
arbitrary, we may equivalently use the estimates
‖κ−11 (µ)
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0(µ)‖L (E0,E1)  〈ξ〉
−N 〈µ〉d−ν−j
for arbitrary N ≥ 0. Note that this space generally depends on the involved group-
actions.
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Remark 2.6. Asymptotic summation of a sequence of symbols ak of order d − k
and regularity ν − k is well-defined. In fact, if χ(ξ) is a 0-excision function and
0 < εk
k→+∞
−−−−−→ 0 sufficiently fast, then the series
a(x, ξ;µ) =
+∞∑
k=0
χ(εkξ)ak(x, ξ;µ)
converges in S˜d,ν1,0 (R
n×R+;E0, E1)κ,κ and a−
∑N−1
k=0 ak belongs to S˜
d−N,ν−N
1,0 (R
n×
R+;E0, E1)κ,κ for every N .
2.2.1. Classical symbols. Also in case of weak parameter-dependence we can
introduce the subclass of classical symbols.
Definition 2.7. Let S˜(d,ν)(Rn−1×R+;E0, E1)κ,κ be the space of all smooth func-
tions a˜ : Rn × V → L (E0, E1) with V = (R
n \ {0})× R+ that are κ-homogeneous
of degree d, and satisfy the estimates
(2.4) ‖κ−11,|ξ,µ|
{
DαξD
β
xD
j
µa˜(x, ξ;µ)
}
κ0,|ξ,µ|‖L (E0,E1)  |ξ|
ν−|α||ξ, µ|d−ν−j .
Note that homogeneous functions in the present context are only defined for ξ 6= 0
while, in case of strong parameter-dependence, they were defined whenever (ξ, µ) 6=
0. If χ(ξ) is an arbitrary 0-excision function and if a˜ ∈ S˜(d,ν)(Rn × R+;E0, E1)κ,κ
then it is easy to verify that χa˜ ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ.
Definition 2.8. S˜d,ν(Rn × R+;E0, E1)κ,κ denotes the space of all a˜ ∈ S˜
d,ν
1,0 (R
n ×
R+;E0, E1)κ,κ which admit a sequence a˜
(d−j,ν−j) ∈ S(d−j,ν−j)(Rn×R+;E0, E1)κ,κ,
j ∈ N0, such that
a˜−
N−1∑
j=0
χ(ξ)a˜(d−j,ν−j) ∈ S˜d−N,ν−N1,0 (R
n × R+;E0, E1)κ,κ
for every N ∈ N0.
If a˜ ∈ S˜d,ν(Rn×R+;E0, E1)κ,κ is as in the previous definition, then a˜
(ν,d) is called
the homogeneous principal symbol of a. It is well defined, since
a˜(d,ν)(x, ξ;µ) = lim
λ→+∞
λ−dκ−11,λa˜(x, λξ;λµ)κ0,λ, ξ 6= 0.
To this end note that if r˜ belongs to S˜d−1,ν−11,0 (R
n × R+;E0, E1)κ,κ then we can
estimate
‖κ−11,λr˜(x, λξ;λµ)κ0,λ‖ = ‖κ1,〈λξ,λµ〉/λκ
−1
1 (λξ, λµ)r˜(x, λξ;λµ)κ0(λξ, λµ)κ
−1
0,〈λξ,λµ〉/λ‖
 max
( 〈λξ, λµ〉
λ
,
λ
〈λξ, λµ〉
)M( 〈λξ〉
〈λξ, λµ〉
)ν
〈λξ〉−1〈λξ, λµ〉d
with some M ≥ 0, cf. (2.1); for fixed (ξ, µ) with ξ 6= 0, the right-hand side behaves
like λd−1 for λ→ +∞.
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Remark 2.9. Let a˜ ∈ S˜(d,ν)(Rn × R+;E0, E1)κ,κ. In a small neighborhood of a
point (0, µ0) with µ0 > 0 we have that ‖a˜(x, ξ, µ)‖L (E0,E1)  |ξ|
ν . Thus if ν > 0, it
follows that
lim
ξ→0
a˜(x, ξ;µ) = 0, µ > 0.
Hence, in this case, a˜ extends to a κ-homogeneous function on Rn × V with V =
(Rn × R+) \ {0} by setting a(x, 0, µ) = 0 for µ > 0. We shall implicitly identify a˜
with its extension.
Let us also remark that
(2.5) Sd(Rn × R+;E0, E1) ⊆ S˜
d,0(Rn × R+;E0, E1)κ,κ.
2.3. Oscillatory integrals and calculus. With a parameter-dependent op-
erator valued symbol a from one of the spaces introduced above, we associate the
µ-dependent family of continuous operators
op(a)(µ) = a(x,D;µ) : S (Rn, E0) −→ S (R
n, E1)
defined by
[op(a)(µ)u](x) =
∫
eixξa(x, ξ;µ)û(ξ) d¯ξ, u ∈ S (Rn, E0).
The most efficient way to describe the calculus for such operator-families is based on
the concept of oscillatory integrals in the spirit of [7], but extended to Fre`chet space
valued amplitude functions. For convenience of the reader and for applications in
the sequel we give a short summary of this concept; for more details see [16], [4].
Let E be a Fre´chet space whose topology is described by a system of semi-norms pn,
n ∈ N. A smooth function q(y, η) : Rm × Rm → E is called an amplitude function
with values in E, provided there exist sequences (mn) and (τn) such that
pn
(
DαηD
β
y q(y, η)
)
 〈y〉τn〈η〉mn
for all n and for all orders of derivatives. If χ(y, η) denotes a cut-off function with
χ(0, 0) = 1, the so-called oscillatory integral
Os−
∫∫
e−iyηq(y, η) dyd¯η := lim
ε→0
∫∫
Rn×Rn
e−iyηχ(εy, εη)q(y, η) dyd¯η
exists and is independent on the choice of χ. Note that for a continuous, E-valued
function f with compact support,
∫∫
f(y, η) dydη is the unique element e ∈ E such
that 〈e′, e〉 =
∫∫
〈e′, f(y, η)〉 dydη for every functional e′ ∈ E. For simplicity of
notation we shall simply write
∫∫
rather than Os−
∫∫
.
Example 2.10. Given two parameter-dependent symbols a0 and a1, consider
q(y, η) =
[
(x, ξ) 7→ a1(x+ y, ξ;µ)a0(x, ξ + η;µ)
]
, y, η ∈ Rn.
It is then straight-forward to verify the following:
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i) If aj ∈ S
dj
1,0(R
n ×R+;Ej , Ej+1), j = 0, 1, then q is an amplitude function
with values in Sd0+d11,0 (R
n × R+;E0, E2).
ii) If aj ∈ S˜
dj,νj
1,0 (R
n × R+;Ej , Ej+1)κ,κ, j = 0, 1, then q is an amplitude
function with values in S˜d0+d1,ν0+ν11,0 (R
n × R+;E0, E2)κ,κ.
Correspondingly, in each of these cases, we can define the so-called Leibniz-product
of a0 and a1 by
(a1#a0)(x, ξ;µ) =
∫∫
e−iyηa1(x+ y, ξ;µ)a0(x, ξ + η;µ) dyd¯η.
The Leibniz-product corresponds to composition of operators, i.e.,
(2.6) op(a1#a0)(µ) = op(a1)(µ)op(a0)(µ).
Another important operation for pseudo-differential operators is the so-called for-
mal adjoint.
Definition 2.11. We call (E,H, E˜) a Hilbert-triple if the inner product of H in-
duces a non-degenerate sesquilinear pairing E× E˜ → C that permits to identify the
dual spaces of E and E˜ with E˜ and E, respectively, and
(κλe, e˜)H = (e, κ˜λe˜)H ∀ e, e˜, λ > 0.
Example 2.12. For every choice of s, δ, γ ∈ R, both
(Hs,δ(R+), L
2(R+), H
−s,−δ
0 (R+)), (K
s,γ(R+)
δ, L2(R+),K
−s,−γ(R+)
−δ)
together with the standard group-action of Example 2.1 are Hilbert-triples.
If (E0, H0, E˜0) and (E1, H1, E˜1) are two Hilbert-triples and A : S (R
n, E0) →
S (Rn, E1), then denote by A
∗ the operator S (Rn, E˜1)→ S (R
n, E˜0) defined by
(Au, v)L2(Rn,H1) = (u,A
∗v)L2(Rn,H0), u ∈ S (R
n, E0), v ∈ S (R
n, E˜1).
This is the so-called formal adjoint of A.
Example 2.13. Let (E0, H0, E˜0) and (E1, H1, E˜1) be two Hilbert-triples. Given a
symbol a, consider
q(y, η) =
[
(x, ξ) 7→ a(x+ y, ξ + η;µ)∗
]
, y, η ∈ Rn.
It is then straight-forward to verify the following:
i) If a ∈ Sd1,0(R
n × R+;E0, E1) then q is an amplitude function with values
in Sd1,0(R
n × R+; E˜1, E˜0).
ii) If a ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ then q is an amplitude function with
values in S˜d0,ν01,0 (R
n × R+; E˜1, E˜0)κ,κ.
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Correspondingly, in each of these cases, we can define the adjoint symbol of a by
a(∗)(x, ξ;µ) =
∫∫
e−iyηa(x+ y, ξ + η;µ)∗ dyd¯η.
The adjoint symbol corresponds to the formally adjoint operator, i.e.,
(2.7) op(a)(µ)∗ = op(a(∗))(µ).
To keep the exposition short we have focused on so-called left-symbols a(x, ξ;µ),
only depending on the variable x. As in the standard theories of pseudodifferen-
tial operators, one can also introduce the corresponding classes of double-symbols
a(x, y, ξ;µ) by substituting in the above definitions x by (x, y). The associated
pseudodifferential operator is then given by
(2.8) op(a)(µ)u](x) =
∫∫
e−iyηa(x, x + y, η;µ)u(x+ y) dyd¯η.
Here, for fixed µ, the integrand a(x, y, ξ;µ)u(x+ y) can be viewed as an amplitude
function with values in S (Rn, E1). Actually, in this representation, one can also
admit functions u ∈ C∞b (R
n, E0), since then the integrand is an amplitude function
with values in C∞b (R
n, E1). Starting out from a double-symbol a(x, y, ξ;µ) there
exist unique left- and right-symbols aL(x, ξ;µ) and aR(y, ξ;µ) such that
op(a)(µ) = op(aR)(µ) = op(aL)(µ).
There are explicit oscillatory-integral formulas for aL and aR; for details we refer
the reader to the literature.
3. Parameter-dependent symbols of finite regularity
The following definition is motivated by Grubb’s calculus of pseudodifferential op-
erators with finite regularity.
Definition 3.1. With d, ν ∈ R set
Sd,ν1,0 (R
n × R+;E0, E1) := S
d
1,0(R
n × R+;E0, E1) + S˜
d,ν
1,0 (R
n × R+;E0, E1)κ,κ.
Analogously define Sd,ν(Rn×R+;E0, E1). The corresponding spaces of κ-homogeneous
symbols is
S(d,ν)(Rn × R+;E0, E1) :=S
(d)(Rn × R+;E0, E1)+
+ S˜(d,ν)(Rn × R+;E0, E1)κ,κ.
All spaces in the previous definition are a non-direct sum of Fre´chet spaces, hence a
Fre`chet space itself. In general, we shall use notations like a = a0+ a˜ if we represent
an arbitrary symbol as the sum of two symbols. We shall say that such symbols
have order d and regularity ν.
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Remark 3.2. A symbol a ∈ Sd,ν1,0 (R
n × R+;E0, E1) satisfies the estimates
‖κ−11 (ξ, µ)
{
DβxD
α
ξD
j
µa(x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)

[( 〈ξ〉
〈ξ, µ〉
)ν−|α|
+ 1
]
〈ξ, µ〉d−|α|−j
for every order of derivatives. Analogously for the space of κ-homogeneous functions
where one needs to replace 〈ξ〉, 〈ξ, µ〉 by |ξ| and |ξ, µ|, respectively.
Note that
Sd,ν1,0 (R
n × R+;E0, E1) = S˜
d,ν
1,0 (R
n × R+;E0, E1)κ,κ, ν ≤ 0
and
Sd,+∞1,0 (R
n × R+;E0, E1) := ∩
ν∈R
Sd,ν(cl)(R
n × R+;E0, E1)
=Sd1,0(R
n × R+;E0, E1);
in particular, infinite regularity corresponds to strong parameter-dependence. The
corresponding fact is true for the classes of classical symbols.
From now on, for convenience of notation, we shall drop Rn × R+ from notation
and will use the short-hand notations
Sd1,0(E0, E1) := S
d
1,0(R
n × R+;E0, E1),
Sd,ν1,0 (E0, E1) := S
d,ν
1,0 (R
n × R+;E0, E1),
S˜d,ν1,0 (E0, E1)κ,κ := S˜
d,ν
1,0 (R
n × R+;E0, E1)κ,κ
and similarly for the spaces of classical and κ-homogeneous functions.
3.1. Calculus: composition and formal adjoint. Putting together the re-
sults of Section 2.3 and the embedding (2.5), the following theorems are easily
verified:
Theorem 3.3. The Leibniz-product of symbols, respectively the composition of pseu-
dodifferential operators, induces a bilinear continuous map
(a1, a0) 7→ a1#a0 : S
d1,ν1
1,0 (E1, E2)× S
d0,ν0
1,0 (E0, E1) −→ S
d,ν
1,0 (E0, E2)
and analogously for classical symbols, where
d = d0 + d1, ν = min(ν0, ν1, ν0 + ν1).
In case aj ∈ S˜
dj,νj
1,0 (Ej , Ej+1)κ,κ for at least one of the values j = 0 or j = 1,
then a1#a0 ∈ S˜
d,ν
1,0 (E0, E2)κ,κ (analogously for classical symbols). In this sense, the
S˜-class is a two-sided ideal.
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Using the explicit formula for the Leibniz-product and the standard technique of
Taylor expansion, one sees that, for every N ∈ N0,
(3.1) rN (a1, a0) := a1#a0 −
N−1∑
|α|=0
1
α!
(∂αξ a1)(D
α
xa0) ∈ S
d−N,ν−N
1,0 (E0, E2)
with continuous dependence on a0 and a1 (analogously for classical symbols).
Theorem 3.4. Let (E0, H0, E˜0) and (E1, H1, E˜1) be two Hilbert-triples. Taking the
formal adjoint induces a linear continuous map
a 7→ a(∗) : Sd,ν1,0 (E0, E1) −→ S
d,ν
1,0 (E˜1, E˜0).
Moreover, for every N ∈ N0 and with continuous dependence on a,
r
(∗)
N (a) := a
(∗) −
N−1∑
|α|=0
1
α!
∂αξ D
α
xa
∗ ∈ Sd−N,ν−N1,0 (E˜1, E˜0).
The analogous statements hold true for classical symbols.
3.2. The homogeneous principal symbol. Given a = a0+a˜ ∈ S
d,ν(E0, E1)
we define
σd,ν(a)(x, ξ;µ) = a
(d)
0 (x, ξ;µ) + a˜
(d,ν)(x, ξ;µ)
= lim
λ→+∞
λ−dκ−11,λa(x, λξ;λµ)κ0,λ, ξ 6= 0.
(3.2)
(recall that in case of positive regularity ν > 0, the principal symbol extends by
continuity to all (ξ, µ) 6= 0, cf. Remark 2.9). Due to (3.1), the principal symbol
behaves multiplicatively under composition,
σd,ν(a1#a0) = σ
d1,ν1(a1)σ
d0,ν0(a0).
Proposition 3.5. Let χ(ξ, µ) and χ˜(ξ) be two 0-excision functions. Then
a
(d)
0 + a˜
(d,ν) 7→ χa
(d)
0 + χ˜ a˜
(d,ν)
induces a well-defined and surjective map
S(d,ν)(E0, E1) −→ S
d,ν(E0, E1)
/
Sd−∞,ν−∞(E0, E1).
Proof. After multiplication with |ξ, µ|−d we may assume w.l.o.g. that d = 0.
Then it suffices to show that χa
(0)
0 + χ˜ a˜
(0,ν) ∈ S˜−∞,ν−∞(E0, E1)κ,κ provided a
(0)
0 +
a˜(0,ν) = 0. Since changing the cut-off functions results in a smoothing remainder,
we may assume that χ = 0 on |ξ, µ| ≤ 1 and χ = 1 on |ξ, µ| ≥ 2 as well as χ˜ = 0 on
|ξ| ≤ 1/2 and χ˜ = 1 on |ξ| ≥ 1.
Let χ1(ξ, µ) be another 0-excision function, vanishing for |ξ, µ| ≤ 2 and being 1 for
|ξ, µ| ≥ 3. Since a˜(0,ν) = −a
(0)
0 we have
χa
(0)
0 + χ˜ a˜
(0,ν) = (χ− χ˜)a
(0)
0 = (1− χ1)(χ− χ˜)a
(0)
0 + χ1(χ− χ˜)a
(0)
0 .
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The first term on the right-hand side is a smooth compactly supported function,
hence is regularizing. The second term is supported in the strip-like region Σ :=
{(ξ, µ) | |ξ, µ| ≥ 2, |ξ| ≤ 1}.
In case ν ≤ 0 it is clear that the second term is regularizing. So we assume ν > 0.
Let N be the largest integer strictly smaller than ν. Using the symbol estimates in
S˜(0,ν)(E0, E1)κ,κ and (2.1) we find that
‖Dαξ a
(0)
0 (x, ξ;µ)‖L (E0,E1)  |ξ|
ν−|α||ξ, µ|−ν max{|ξ, µ|, |ξ, µ|−1}M , ξ 6= 0,
with a suitable M ≥ 0. Thus these derivatives vanish for ξ = 0 and µ > 0 provided
|α| ≤ N . By Taylor expansion we conclude
a
(0)
0 (x, ξ;µ) =
∑
|α|=N+1
N + 1
α!
ξα
∫ 1
0
(1− t)N (∂αξ a
(0)
0 )(x, tξ;µ) dt.
Now observe that
1
2
≤
µ
〈µ〉
≤
µ
|ξ, µ|
≤
|tξ, µ|
|ξ, µ|
≤ 1, ∀ (ξ, µ) ∈ Σ, 0 ≤ t ≤ 1.
Hence
‖κ±1ℓ,|tξ,µ|/|ξ,µ|‖L (Eℓ)  1, ∀ (ξ, µ) ∈ Σ, 0 ≤ t ≤ 1,
and we can estimate, for (ξ, µ) ∈ Σ,
‖κ−11 (ξ, µ)
{
DβxD
α
ξD
j
µa
(0)
0 (x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)
 〈ξ〉−L
∫ 1
0
|tξ, µ|−(N+1)−j dt  〈ξ〉−L〈µ〉−ν−j
with arbitrary L ≥ 0 (recall that |ξ| ≤ 1 in Σ). It follows that χ1(χ− χ˜)a
(0)
0 belongs
to S˜−∞,ν−∞(E0, E1)κ,κ. This completes the proof. 
Corollary 3.6. Let a ∈ Sd,ν(E0, E1) with σ
d,ν(a) = 0. Then a ∈ Sd−1,ν−1(E0, E1).
In other words, we have the short exact sequence
0 −→ Sd−1,ν−1(E0, E1) →֒ S
d,ν(E0, E1)
σd,ν
−−−→ S(d,ν)(E0, E1) −→ 0.
3.3. Ellipticity and parametrix construction. In the present set-up, one
can introduce a concept of ellipticity only in case ν > 0. Again, after multiplication
by [ξ, µ]−d, we can focus on the case of symbols of order d = 0.
Below we shall frequently use the following fact: If u : Ωy → L (E0, E1) is a
smooth function which is pointwise invertible on Ω ⊂ Rm, then Dαy u(y)
−1 is a
linear combination of terms of the form
(3.3) [u−1Dα1y u] · · · [u
−1Dαℓy u]u
−1, ℓ ≥ 1, α1 + . . .+ αℓ = α.
Lemma 3.7. Let ν > 0 and a˜ ∈ S˜(0,ν)(E0, E1)κ,κ. Let χ ∈ C
∞(Sn+) with 0 ≤ χ ≤ 1
and define
a˜χ(x, ξ;µ) = χ
((ξ, µ)
|ξ, µ|
)
a˜(x, ξ;µ).
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Then there exists a neighborhood K ⊂ Sn+ of the north-pole (0, 1) such that if χ is
supported in K then (1 + aχ)(x, ξ;µ) is invertible whenever (ξ, µ) 6= 0. Moreover,
there exists a b˜ ∈ S˜(0,ν)(E0, E1)κ,κ such that
(1 + aχ)
−1 = 1 + b˜.
Proof. Note that aχ ∈ S˜
(0,ν)(E0, E1)κ,κ. Choose K in such a way that
‖a˜(x, ξ;µ)‖  |ξ|ν ≤ 1/2 for all x and all (ξ, µ) ∈ K. Hence 1 + aχ is invert-
ible on Rn × Sn and (1 + aχ)
−1 is uniformly bounded. By κ-homogeneity it follows
that (1 + aχ)
−1 exists everywhere with
‖κ−10,|ξ,µ|(1 + aχ(x, ξ;µ))
−1κ1,|ξ,µ|‖L (E1,E0)  1
whenever (ξ, µ) 6= 0. From (3.3) it follows that (1 + aχ)
−1 ∈ S˜(0,0)(E0, E1)κ,κ. But
then
(1 + aχ)
−1 = 1− aχ + aχ(1 + aχ)
−1aχ =: 1 + b˜
gives the desired result. 
Proposition 3.8. Let ν > 0 and a ∈ S(0,ν)(E0, E1). Assume that a(x, ξ;µ) is
invertible whenever (ξ, µ) 6= 0 and that
‖a(x, ξ;µ)−1‖L (E1,E0)  1 ∀ x ∈ R
n ∀ |ξ, µ| = 1.
Then a−1 ∈ S(0,ν)(E1, E0).
Proof. Write a = a0 + a˜. Obviously, a
−1 is κ-homogeneous of degree 0. Thus
the assumed estimate is equivalent to
‖κ−10,|ξ,µ|a(x, ξ;µ)
−1κ1,|ξ,µ|‖L (E1,E0)  1 ∀ x ∈ R
n ∀ (ξ, µ) 6= 0.
By chain rule (cf. (3.3)) it follows that
‖κ−10,|ξ,µ|{D
β
xD
α
ξ′D
j
µa
−1(x, ξ;µ)}κ1,|ξ,µ|‖L (E1,E0) 
[( |ξ|
|ξ, µ|
)ν−|α|
+ 1
]
|ξ, µ|−|α|−j
Hence, if χ̂(ξ, µ) = χ((ξ, µ)/|ξ, µ|) denotes the homogeneous extension of degree
0 of an arbitrary smooth function χ ∈ C∞(Sn+) which is identically to 1 in a
neighborhood of the north-pole, then (1 − χ̂)a−1 belongs to S(0)(E1, E0), since
|ξ| ∼ |ξ, µ| on the support of 1− χ̂.
Since a(x, 0; 1) = a0(x, 0; 1), there exists a C ≥ 0 such that ‖a0(x, 0; 1)
−1‖L (E1,E0)) ≤
C for every x. By Taylor formula,
‖a0(x, rφ;
√
1− r2)− a0(x, 0; 1)‖L (E0,E1))  r
uniformly in x and φ ∈ Sn−1. Hence there exists a neighborhood K ⊂ Sn+ of the
north-pole (0, 1) such that a0(x, ξ;µ)
−1 exists and is uniformly bounded in Rn×K.
Thus if we choose χ to be compactly supported in K and use chain-rule (cf. (3.3)),
we obtain that χ̂a−10 belongs to S
(0)(E1, E0).
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Now let χ1 ∈ C
∞(Sn+) be also supported in K, 0 ≤ χ1 ≤ 1, and χ1 ≡ 1 in a
neighborhood of the support of χ. Then we can write
χ̂a−1 = χ̂(a0 + a˜)
−1 = χ̂a−10 (1 + χ̂1a
−1
0 a˜)
−1,
where χ̂1 is the extension of χ1 by homogeneity of degree 0. Since χ̂1a
−1
0 a˜ belongs
to S˜(0,ν)(E0, E1)κ,κ, we may choose χ1 (and χ) to be supported so closely to the
north-pole that Lemma 3.7 applies, i.e., (1 + χ̂1a
−1
0 a˜)
−1 = 1 + b˜ with a symbol
S˜(0,ν)(E1, E0)κ,κ. Altogether we find
a−1 = [(1 − χ̂)a−1 + χ̂a−10 ] + χ̂a
−1
0 b˜.
This is the desired representation of a−1. 
Definition 3.9. A symbol a ∈ S0,ν(E0, E1), ν > 0, is called elliptic if its principal
symbol σ(0,ν)(a)(x, ξ;µ) is invertible whenever (ξ, µ) 6= 0 and
‖σ(0,ν)(a)(x, ξ;µ)−1‖L (E1,E0)  1 ∀ x ∈ R
n ∀ |ξ, µ| = 1.
Theorem 3.10. Let a ∈ S0,ν(E0, E1), ν > 0, be elliptic. Then a has a parametrix
b ∈ S0,ν(E1, E0), i.e.,
1− a#b ∈ S−∞,ν−∞(E1, E1), 1− b#a ∈ S
−∞,ν−∞(E0, E0).
Proof. Due to the previous proposition, we can write σ(0,ν)(a)−1 = b(0)+b˜(0,ν)
with the obvious meaning of notation. Define b0 = χ0(ξ, µ)b
(0) + χ1(ξ)˜b
(0,ν) with
0-excision functions χ0 and χ1. Then b0 ∈ S
0,ν(E1, E0) and r0 := 1 − ab0 ∈
S−1,ν−1cl (E1, E1), since r0 has vanishing principal symbol. By the standard Neu-
mann series argument we find a b ∈ S0,ν(E1, E0) which is a right-parametrix of
a. Analogously, we find a left-parametrix. It differs from b by a regularizing term,
hence b is both left- and right-parametrix. 
4. Poisson operators of Grubb’s class
In this section we discuss the main example that underlies our approach to describe
singular Green operators, as it will be presented in the following Section 5.2.
To this end, let us recall the definition of Poisson operators due to [5]. A parameter-
dependent Poisson-operator of order d+ 12 and regularity ν is of the form
(4.1) [K(µ)u](x′, xn) =
∫
eix
′ξ′k(x′, xn, ξ
′;µ)û(ξ′) d¯ξ′, u ∈ S (Rn−1),
where the so-called symbol-kernel k(x′, xn, ξ
′;µ) is a smooth function satisfying the
estimates
‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xnk‖L2(R+) 
[( 〈ξ′〉
〈ξ′, µ〉
)ν−[ℓ−ℓ′]+−|α|
+ 1
]
〈ξ′, µ〉d−ℓ+ℓ
′−|α|−j(4.2)
for every order of derivatives and every ℓ ∈ N0. Here, for arbitrary r ∈ R,
r+ = max{0, r}, r− = max{0,−r}, r = r+ − r−.
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Obviously, for every fixed µ, a Poisson operator induces a map
K(µ) : S (Rn−1) −→ S (Rn+) := S (R
n)|Rn+ ,
i.e., maps functions defined on the boundary of the half-plane Rn+ to functions
defined on the half-space.
We shall need the following definition:
Definition 4.1. Let E be a Fre´chet space. Then Sd1,0(R
n−1 × R+;E) =: S
d
1,0(E)
consists of all smooth E-valued functions a(x′, ξ′;µ) satisfying the uniform estimates
p(Dβx′D
α
ξ′D
j
µa(x
′, ξ′;µ))  〈ξ′, µ〉d−|α|−j
for every continuous semi-norm p(·) of E and every order of derivatives. Instead,
the estimates
p(Dβx′D
α
ξ′D
j
µa(x
′, ξ′;µ))  〈ξ′〉ν−|α|〈ξ′, µ〉d−ν−j
define the space S˜
d,ν
1,0 (R
n−1 × R+;E) =: S˜
d,ν
1,0(E).
4.1. Strongly parameter-dependent Poisson operators. First let us dis-
cuss those Poisson operators that depend strongly on the parameter, i.e., have
infinite regularity. In case of order d + 12 , the corresponding symbol-kernels are
characterized by the estimates
‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xnk‖L2(R+)  〈ξ
′, µ〉d−ℓ+ℓ
′−|α|−j .
For such operators the following characterization is known, cf. equations (3) and
(6) in the proof of [10, Theorem 2.1.19], for instance.
Theorem 4.2. A smooth function k(x′, xn, ξ
′;µ) is a strongly parameter-dependent
Poisson symbol-kernel of order d + 12 and infinite regularity if, and only if, it has
the form
k(x′, xn, ξ
′;µ) = 〈ξ′, µ〉1/2k(x′, ξ′, 〈ξ′, µ〉xn;µ),
with
k(x′, ξ′, xn;µ) ∈ S
d
1,0(R
n−1 × R+;S (R+)).
Observe, for purposes below, that in this case we can also write
k(x′, xn, ξ
′;µ) = 〈ξ′〉1/2 k˜(x′, ξ′, 〈ξ′〉xn;µ)
with
k˜(x′, ξ′, xn;µ) =
( 〈ξ′, µ〉
〈ξ′〉
)1/2
k
(
x′, ξ′,
〈ξ′, µ〉
〈ξ′〉
xn;µ
)
∈ S˜d,01,0(R
n−1 × R+;S
0(R+)).
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4.2. Weakly parameter-dependent Poisson operators. Returning to the
defining estimate (4.2), strongly parameter-dependent Poisson symbol-kernels cor-
respond to the second summand on the right-hand side. Those corresponding to
the first summand, i.e., that satisfy the estimates
(4.3) ‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xn k˜‖L2(R+) 
( 〈ξ′〉
〈ξ′, µ〉
)ν−[ℓ−ℓ′]+−|α|
〈ξ′, µ〉d−ℓ+ℓ
′−|α|−j
we shall refer to as weakly parameter-dependent Poisson symbol-kernels. They can
be characterized as follows:
Theorem 4.3. A smooth function k˜(x′, xn, ξ
′;µ) is a weakly parameter-dependent
Poisson symbol-kernel of order d+ 12 and regularity ν if, and only if, there exist
k˜1(x
′, ξ′, µ;xn) ∈ S˜
d,ν
1,0(R
n−1 × R+;S
0(R+)),
k˜2(x
′, ξ′, µ;xn) ∈ S˜
d,ν
1,0(R
n−1 × R+;H
∞(R+))
such that
k˜(x′, xn, ξ
′;µ) = 〈ξ′〉1/2 k˜1(x
′, ξ′, µ; 〈ξ′〉xn) = 〈ξ
′, µ〉1/2 k˜2(x
′, ξ′, µ; 〈ξ′, µ〉xn).
Proof. For simplicity of notation let us assume independence of the x′-variable;
the general case is verified in the same way. By multiplication of k with 〈ξ′, µ〉ν−d〈ξ′〉−ν
we may assume w.l.o.g. that ν = d = 0. Thus let us start out from the estimates
‖Dαξ′D
j
µx
ℓ
nD
ℓ′
xn k˜‖L2(R+) 
〈ξ′〉ℓ
′−ℓ〈ξ′〉−|α|〈ξ′, µ〉−j : ℓ ≥ ℓ′
〈ξ′, µ〉ℓ
′−ℓ〈ξ′〉−|α|〈ξ′, µ〉−j : ℓ < ℓ′
.(4.4)
Now let us define
k˜1(ξ
′, µ;xn) := 〈ξ
′〉−1/2k˜(ξ′, µ; 〈ξ′〉−1xn).
Using chain rule it is not difficult to see that the estimates (4.4) are equivalent to
‖Dαξ′D
j
µx
ℓ
nD
ℓ′
xn k˜1‖L2(R+) 
〈ξ
′〉−|α|〈ξ′, µ〉−j : ℓ ≥ ℓ′(
〈ξ′,µ〉
〈ξ′〉
)ℓ′−ℓ
〈ξ′〉−|α|〈ξ′, µ〉−j : ℓ < ℓ′
(4.5)
(for all choices of indices α, j, ℓ, ℓ′). Now we argue that these estimates in turn are
equivalent to
‖Dαξ′D
j
µx
ℓ
nD
ℓ′
xn k˜1‖L2(R+)  〈ξ
′〉−|α|〈ξ′, µ〉−j , ℓ ≥ ℓ′,(4.6)
and
‖Dαξ′D
j
µD
ℓ′
xn k˜1‖L2(R+) 
(
〈ξ′, µ〉
〈ξ′〉
)ℓ′
〈ξ′〉−|α|〈ξ′, µ〉−j , ℓ′ ≥ 0.(4.7)
Clearly, (4.5) implies both (4.6) and (4.7). Vice versa, let 0 < ℓ < ℓ′ be given.
Observe that, by Ho¨lder inequality,
‖uv‖L2(R+) ≤ ‖|u|
pv‖
1/p
L2(R+)
‖v‖
1/q
L2(R+)
,
1
p
+
1
q
= 1.
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We apply this inequality with u = xℓn, v = D
α
ξ′D
j
µD
ℓ′
xn k˜1 and p = ℓ
′/ℓ and find
‖Dαξ′D
j
µx
ℓ
nD
ℓ′
xn k˜1‖L2(R+) ≤ ‖D
α
ξ′D
j
µx
ℓ′
nD
ℓ′
xn k˜1‖
ℓ/ℓ′
L2(R+)
‖Dαξ′D
j
µD
ℓ′
xn k˜1‖
1−ℓ/ℓ′
L2(R+)
.
Inserting the estimates from (4.6) and (4.7) yields the second estimate in (4.5).
If we define
k˜2(ξ
′, µ;xn) =
(
〈ξ′〉
〈ξ′, µ〉
)1/2
k˜1
(
ξ′, µ;
〈ξ′〉
〈ξ′, µ〉
xn
)
= 〈ξ′, µ〉−1/2k˜(ξ′, µ; 〈ξ′, µ〉−1xn),
then (4.7) is equivalent to
‖Dαξ′D
j
µD
ℓ′
xn k˜2‖L2(R+)  〈ξ
′〉−|α|〈ξ′, µ〉−j , ℓ′ ≥ 0.(4.8)
Summing up, we have verified that the assumption (4.4) is equivalent to the validity
of the estimates (4.6) and (4.8). Now recall that
u ∈ S 0(R+) ⇐⇒ ωu ∈ H
∞,0(R+) and (1− ω)u ∈ S (R)
⇐⇒ ‖tℓDℓ
′
t u‖L2(R+) < +∞ ∀ ℓ ≥ ℓ
′;
moreover, the semi-norms ‖tℓDℓ
′
t u‖L2(R+), ℓ ≥ ℓ
′ ∈ N0, define the topology of
S 0(R+). Hence the estimates in (4.6) are equivalent to k˜1 ∈ S˜
0,0(Rn−1×R+;S
0(R+)).
Similarly, recalling that
v ∈ H∞(R+) ⇐⇒ ‖D
ℓ′
t v‖L2(R+) < +∞ ∀ ℓ
′ ∈ N0,
the estimates in (4.8) are equivalent to k˜2 ∈ S˜
0,0(Rn−1×R+;H
∞(R+)). This finishes
the proof of the theorem. 
4.3. Poisson symbol-kernels viewed as operator-valued symbols. We
shall identify a Poisson-kernel k(x′, xn, ξ
′;µ) with the function
k : Rn−1x′ × R
n−1
ξ′ × R+ −→ L (C,S (R+)), c 7→ k(x
′, ·, ξ′;µ)c.
Since S (R+) is embedded both in H
s,δ(R+) and K
s,0(R+)
δ,
k ∈ ∩
s,δ∈R
C
∞
(
R
n−1 × Rn−1 × R+,L (C, H
s,δ(R+))
)
,
k ∈ ∩
s,ρ∈R
C
∞
(
R
n−1 × Rn−1 × R+,L (C,K
s,0(R+)
ρ)
)(4.9)
Theorem 4.4. A function k from (4.9) corresponds to a strongly parameter depen-
dent Poisson symbol-kernel of order d+ 12 if, and only if,
(4.10) ‖κ−1(ξ′, µ)Dαξ′D
β
x′D
j
µk(x
′, ξ′;µ)‖L (C,Hs,δ(R+))  〈ξ
′, µ〉d+
1
2−|α|−j
for every s, δ ∈ R and all orders of derivatives. In other terms,
k ∈ ∩
s,δ∈R
S
d+ 12
1,0 (R
n−1 × R+;C, H
s,δ(R+)),
where Hs,δ(R+) is equipped with the standard group-action from Example 2.1, while
on C we consider the trivial group-action κ ≡ 1.
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Proof. Let us first start out from a Poisson symbol-kernel. Then, by Theorem
4.2 and chain-rule, Dαξ′D
β
x′D
j
µk is a linear-combination of terms of the form
pi,j′,α′(ξ
′;µ)〈ξ′, µ〉1/2(Dβx′(xnDxn)
iDα
′′
ξ′ D
j′′
µ k)(x
′, ξ′, 〈ξ′, µ〉xn;µ)
with i+ j′+ j′′+ |α′|+ |α′′| = |α|+ j and symbols pi,j′,α′ ∈ S
−i−j′−|α′|
1,0 (R
n−1×R+).
Therefore the left-hand side of (4.10) can be estimated by a linear combination of
terms
〈ξ′, µ〉−i−j
′−|α′|‖Dβx′D
i
xnD
α′′
ξ′ D
j′′
µ k‖Hs,δ(R+).
Then (4.10) follows from the fact that k ∈ S
d+ 12
1,0 (R
n−1 × R+;S (R+)).
Now consider k as in (4.9) satisfying (4.10), identified with a function k(x′, xn, ξ
′;µ).
Define k = κ−1(ξ′, µ)k, i.e.,
k(x′, xn, ξ
′;µ) = 〈ξ′, µ〉−1/2k(x′, ξ′, 〈ξ′, µ〉−1xn;µ).
Again using chain rule, Dαξ′D
β
x′D
j
µk is a linear combination of terms
pi,j′,α′(ξ
′;µ)(xnDxn)
iκ−1(ξ′, µ)Dβx′D
i
xnD
α′′
ξ′ D
j′′
µ k
with indices and pi,j′,α′ as before. This implies k ∈ S
d+ 12
1,0 (R
n−1 × R+;S (R+)), as
desired. 
Similarly we can treat weakly parameter-dependent Poisson operators:
Theorem 4.5. A function k˜ from (4.9) corresponds to a weakly parameter-dependent
Poisson symbol-kernel of order d+ 12 and regularity ν if, and only if,
‖κ−1(ξ′)Dαξ′D
j
µk˜(ξ
′;µ)‖L (C,Ks,0(R+)ρ)  〈ξ
′〉ν−|α|〈ξ′, ν〉d+
1
2−ν−j
and
‖κ−1(ξ′, µ)Dαξ′D
j
µk˜(ξ
′;µ)‖L (C,Hs(R+))  〈ξ
′〉ν−|α|〈ξ′, ν〉d+
1
2−ν−j
for every s, ρ and all orders of derivatives, where κ is the standard group-action
from Example 2.1.
4.4. Homogeneous Poisson symbol-kernels. A Poisson symbol-kernel which
is strictly homogeneous of degree d− 12 and has regularity ν (in the sense of Grubb)
is a kernel k(x′, xn, ξ
′, µ), defined for ξ′ 6= 0 only, satisfying
(4.11) k(x′, xn/λ, λξ
′;λµ) = λd+
1
2 k(x′, xn, ξ
′;µ) ∀λ > 0,
and
‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xnk‖L2(R+) 
[( |ξ′|
|ξ′, µ|
)ν−[ℓ−ℓ′]+−|α|
+ 1
]
|ξ′, µ|d−ℓ+ℓ
′−|α|−j
for every order of derivatives and every ℓ.
We can repeat the above discussion and introduce strongly parameter-dependent
homogeneous kernels by requiring the estimates
‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xnk‖L2(R+)  |ξ
′, µ|d−ℓ+ℓ
′−|α|−j
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(and k being defined for (ξ′, µ) 6= 0) and weakly parameter-dependent homogeneous
kernels by requiring
‖Dβx′D
α
ξ′D
j
µx
ℓ
nD
ℓ′
xnk‖L2(R+) 
( |ξ′|
|ξ′, µ|
)ν−[ℓ−ℓ′]+−|α|
|ξ′, µ|d−ℓ+ℓ
′−|α|−j.
Then Theorem 4.4 and Theorem 4.5 have a corresponding version in the homoge-
neous setting (using an identification with an operator-valued function as described
in the beginning of Section 4.3): Strongly homogeneous kernels are characterized
by the estimates
‖κ−1|ξ′,µ|D
α
ξ′D
β
x′D
j
µk‖L (C,Hs,δ(R+))  |ξ
′, µ|d−|α|−j;
weakly homogeneous kernels are characterized by simultaneous validity of the esti-
mates
‖κ−1|ξ′|D
α
ξ′D
j
µk˜‖L (C,Ks,0(R+)ρ)  |ξ
′|ν−|α||ξ′, ν|d−ν−j
and
‖κ−1|ξ′,µ|D
α
ξ′D
j
µk˜‖L (C,Hs(R+))  |ξ
′|ν−|α||ξ′, ν|d−ν−j .
Note that the homogeneity relation (4.11) then can be rephrased as
(4.12) k(x′, λξ′;λµ) = λdκλk(x
′, ξ′;µ) ∀λ > 0.
5. The algebra of singular Green symbols
5.1. Other classes of operator-valued symbols. Let E0 and E1 be Hilbert
spaces equipped with group actions κ0 and κ1, respectively.
Recall from Definition 2.5 that S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ denotes the space of all
smooth L (E0, E1)-valued functions a satisfying the estimates
(5.1) ‖κ−11 (ξ, µ)
{
DαξD
β
xD
j
µa(x, ξ;µ)
}
κ0(ξ, µ)‖L (E0,E1)  〈ξ〉
ν−|α|〈ξ, µ〉d−ν−j .
However, in Theorem 4.5 we have seen that naturally arise operator-valued symbols
involving the group-action κ(ξ′) rather than κ(ξ′, µ). In order to capture this feature
on the level of operator-valued symbols we shall introduce three further symbol
spaces, by modifying the above defining estimate (5.1):
i) Substituting κ0(ξ, µ) by κ0(ξ) yields the space
S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ.
ii) Substituting κ−11 (ξ, µ) by κ
−1
1 (ξ) yields the space
S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ.
iii) Substituting both κ0(ξ, µ) and κ
−1
1 (ξ, µ) by κ0(ξ) and κ
−1
1 (ξ), respectively,
yields the space
S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ.
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Note the difference between κ (written in ”boldface”), indicating the use of κj(ξ, µ)
for j = 0 or j = 1, and κ, indicating the use of κj(ξ) for j = 0 or j = 1.
Modifying in the analogous way Definition 2.7 of the space of κ-homogeneous func-
tions S˜(d,ν)(Rn × R+;E0, E1)κ,κ, leads to the three spaces
S˜(d,ν)(Rn × R+;E0, E1)κ,κ,
S˜(d,ν)(Rn × R+;E0, E1)κ,κ,
S˜(d,ν)(Rn × R+;E0, E1)κ,κ.
Correspondingly, there are three classes of classical symbols, denoted by
S˜d,ν(Rn ×R+;E0, E1)κ,κ, S˜
d,ν(Rn ×R+;E0, E1)κ,κ, S˜
d,ν(Rn ×R+;E0, E1)κ,κ.
In any of the three cases we have the notion of homogeneous principal symbol,
defined by
a(d,ν)(x, ξ;µ) = lim
λ→+∞
λ−dκ−11,λa(x, λξ;λµ)κ0,λ.
The calculus for such symbols is pretty much the same as described in Section 2.3
but, additionally, one has to keep track of the indices κ and κ, respectively.
Concerning the Leibniz product of symbols (respectively the composition of pseudo-
differential operators), one has to pay attention that the κ-subscripts ”fit together”;
for example, if a0 ∈ S˜
d0,ν0(Rn×R+;E0, E1)κ,κ and a1 ∈ S˜
d1,ν1(Rn×R+;E1, E2)κ,κ,
then a1#a0 ∈ S˜
d0+d1,ν0+ν1(Rn × R+;E0, E2)κ,κ.
Taking the formal adjoint leads to an interchange of the two κ-indices; for example,
if a ∈ S˜d,ν(Rn × R+;E0, E1)κ,κ then a
(∗) ∈ S˜d,ν(Rn × R+;E1, E0)κ,κ.
Also asymptotic summations can be performed in any of these classes.
5.2. Singular Green symbols of type 0. Below we shall work with various
Hilbert spaces of the form E(R+)⊕C
N with E(R+) ⊂ D
′(R+). On such a space we
shall consider the standard group-action, extended trivially to CN , i.e.,
κλ(u⊕ z) = (κλu)⊕ z, u ∈ E(R+), z ∈ C
N .
First we focus on symbols of type (also called ”class” in the literature) 0.
Strongly parameter-dependent symbols coincide with the parameter-dependent Green-
symbols of Schulze’s version of the parameter-dependent Boutet de Monvel algebra,
cf., for instance, [10, Section 2]. The following definition uses the formalism of [9,
Section 3.2].
Definition 5.1. Bd;0G (R
n−1 × R+; (L,M), (L
′,M ′)) denotes the space
∩
s,s′,δ,δ′∈R
Sd(Rn−1 × R+;H
s,δ
0 (R+,C
L)⊕ CM , Hs
′,δ′(R+,C
L′)⊕ CM
′
).
For convenience, we shall use the short-hand notation Bd;0G ((L,M), (L
′,M ′)).
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The space
B
(d);0
G (R
n−1 × R+; (L,M), (L
′,M ′)) = B
(d);0
G ((L,M), (L
′,M ′))
of strongly κ-homogeneous symbols is definied analogously by taking the intersec-
tion over the corresponding spaces of homogeneous symbols.
The weakly parameter-dependent class is defined as follows:
Definition 5.2. Denote by B˜d,ν;0G (R
n−1 × R+; (L,M), (L
′,M ′)) the space of all
symbols that, for every choice of s, s′, δ, δ′, belong to each of the following four
spaces:
S˜d,ν(Rn−1 × R+;H
s
0(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
)κ,κ,
S˜d,ν(Rn−1 × R+;H
s
0(R+,C
L)⊕ CM ,Ks
′,0(R+,C
L′)δ
′
⊕ CM
′
)κ,κ,
S˜d,ν(Rn−1 × R+;K
s,0(R+,C
L)δ ⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
)κ,κ,
S˜d,ν(Rn−1 × R+;K
s,0(R+,C
L)δ ⊕ CM ,Ks
′,0(R+,C
L′)δ
′
⊕ CM
′
)κ,κ.
For convenience, we shall use the short-hand notation B˜d,ν;0G ((L,M), (L
′,M ′)).
Again, in the obvious way, we can define the corresponding space
B˜
(d,ν);0
G (R
n−1 × R+; (L,M), (L
′,M ′)) = B˜
(d,ν);0
G (R
n−1 × R+; (L,M), (L
′,M ′))
of weakly κ-homogeneous symbols.
Remark 5.3. Recall that the L2-inner product allows to identify H−s,−δ0 (R+) with
the dual space of Hs,δ(R+) and K
−s,0(R+)
−δ with the dual space of Ks,0(R+)
δ for
every choice of s, δ ∈ R. Hence it is clear from the definition of the symbol spaces,
that taking pointwise the adjoint induces maps
Bd;0G ((L,M), (L
′,M ′))→ Bd;0G ((L
′,M ′), (L,M))
B˜d,ν;0G ((L,M), (L
′,M ′))→ B˜d,ν;0G ((L
′,M ′), (L,M)).
Next we shall introduce the class of singular Green symbols of finite regularity:
Definition 5.4. Denote by
Bd,ν;0G (R
n−1 × R+; (L,M), (L
′,M ′)) = Bd,ν;0G ((L,M), (L
′,M ′))
the (non-direct) sum
Bd;0G ((L,M), (L
′,M ′)) + B˜d,ν;0G ((L,M), (L
′,M ′)).
Given an operator A : E0 ⊕E1 → F0 ⊕F1 acting in between direct sums of ceratin
spaces, we may write A in block-matrix form, i.e.,
A =
(
A11 A12
A21 A22
)
:
E0
⊕
E1
−→
F0
⊕
F1
.
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In this sense, we may represent any symbol g ∈ Bd,ν;0G ((L,M), (L
′,M ′)) in block-
matrix form, i.e.,
g(x′, ξ′;µ) =
(
g(x′, ξ′;µ) k(x′, ξ′;µ)
t(x′, ξ′;µ) q(x′, ξ′;µ)
)
;
then g is called a singular Green symbol, k is a Poisson symbol, and t is a trace
symbol. Clearly, q is a usual (matrix-valued) pseudodifferential symbol.
The following observation is crucial for the calculus.
Proposition 5.5. We have the inclusion
Bd;0G ((L,M), (L
′,M ′)) ⊂ B˜d,0;0G ((L,M), (L
′,M ′))
and the analogous inclusion for the spaces of κ-homogeneous symbols.
Proof. For simplicity of notation let L = L′ = 1 and M = M ′ = 0; the
general case is treated in the same way and involves only more lengthy notation.
Let
g ∈ ∩
s,s′,δ,δ′∈R
Sd(Hs,δ0 (R+), H
s′,δ′(R+)).
For k ∈ N0, norms on K
k,0(R+)
k and Hk,k(R+) are given by
‖u‖ =
∑
0≤ℓ′≤k
ℓ′≤ℓ≤k
‖tℓDℓ
′
t u‖L2(R+), ‖v‖ =
∑
0≤ℓ,ℓ′≤k
‖tℓDℓ
′
t v‖L2(R+),
respectively; in particular, Hk,k(R+) →֒ K
k,0(R+)
k. Using these norms, it is easy
to see that
‖κλ‖
(k) := ‖κλ‖L (Hk,k(R+),Kk,0(R+)k) ≤ max(1, λ
−k).
By duality it then follows that K−k,0(R+)
−k →֒ H−k,−k0 (R+) and
‖κλ‖
(−k) := ‖κλ‖L (K−k,0(R+)−k,H−k,−k0 (R+))
≤ max(1, λk).
By assumption, g ∈ S˜d,0(Hs,δ0 (R+), H
k,k(R+))κ,κ. Therefore
‖κ−1(ξ′){Dαξ′D
β
x′D
j
µg(x
′, ξ′;µ)}κ(ξ′, µ)‖
L (Hs,δ0 (R+),K
k,0(R+)k)
‖κ〈ξ′,µ〉/〈ξ′〉‖
(k)·
· ‖κ−1(ξ′, µ){Dαξ′D
β
x′D
j
µg(x
′, ξ′;µ)}κ(ξ′, µ)‖
L (Hs,δ0 (R+),H
k,k(R+))
〈ξ′〉−|α|〈ξ′, µ〉d−j ,
since 〈ξ′, µ〉/〈ξ′〉 ≥ 1. Choosing k ≥ max(s′, δ′) we conclude that g belongs to
S˜d,01,0 (H
s
0 (R+),K
s′,0(R+)
δ′)κ,κ.
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Using 〈ξ′〉/〈ξ′, µ〉 ≤ 1,
‖κ−1(ξ′, µ){Dαξ′D
β
x′D
j
µg(x
′, ξ′;µ)}κ(ξ′)‖
L (K−k,0(R+)−k,Hs′ (R+))
‖κ−1(ξ′, µ){Dαξ′D
β
x′D
j
µg(x
′, ξ′;µ)}κ(ξ′, µ)‖
L (H−k,−k0 (R
+),Hs′ (R+))
·
· ‖κ〈ξ′〉/〈ξ′,µ〉‖
(−k)
〈ξ′〉−|α|〈ξ′, µ〉d−j.
Choosing k large enough, it follows that g ∈ S˜d,01,0 (K
s,0(R+)
δ, Hs
′
(R+))κ,κ.
Analogously one verifies that g ∈ S˜d,01,0K
s,0(R+)
δ,Ks
′,0(R+)
δ′)κ,κ.
Homogeneous components and corresponding expansions are treated similarly and
yield the result for classical symbols. 
Corollary 5.6. Due to Proposition 5.5,
Bd,ν;0G ((L,M), (L
′,M ′)) = B˜d,ν;0G ((L,M), (L
′,M ′)), ν ≤ 0.
Given a function u on R+, denote by e+u its extension by 0 to R. It is known that
e+ extends to a mapping on the Sobolev spaces H
s(rz+) provided s > −
1
2 . More
precisely, e+ induces maps
e+ : H
s(R+)→ H
s
0(R+), −
1
2
< s <
1
2
,
e+ : H
s(R+)→ H
1
2−ε
0 (R+), s ≥
1
2
,
where ε > 0 can be chosen arbitrarily small. By r+ we shall denote the operator of
restriction D ′(R)→ D ′(R+). Obviously, the same is valid in a C
L-valued setting.
An operator or an operator-valued symbol a defined on the intersection over all s of
all spaces Hs0(R+,C
L) canonically induces an operator or operator-valued symbol
defined on Hs(R+,C
L), s > −1/2, defined as ae+. In particular, this applies to
the singular Green symbols, i.e., Bd,ν;0G ((L,M), (L
′,M ′)) can be considered as a
subspace of
(5.2) Sd,ν(Hs(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
), s > −
1
2
, s′ ∈ R,
in the sense of Definition 3.1. Actually, this will be the standard way of viewing
singular Green symbols.
5.3. Leibniz product and formal adjoint symbol. Given a symbol g ∈
Bd,ν;0G ((L,M), (L
′,M ′)) and some fixed µ̂ ≥ 0,
ĝ := g(·, ·; µ̂) ∈ Sd(Rn−1ξ′ ;H
s,δ
0 (R+,C
L)⊕ CM , Hs
′,δ′(R+,C
L′)⊕ CM
′
).
for every choice of s, s′, δ, δ′ ∈ R. In other words, ĝ is a singular Green symbol
of type 0 in Boutet de Monvel’s algebra without parameter. This can be seen by
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writing
ĝ(x′, ξ′) =
2∑
i,j=1
(
ωi(ξ
′) 0
0 1
)
ĝ(x′, ξ′)
(
ωj(ξ
′) 0
0 1
)
,
where ω ∈ C∞comp([0,+∞)) is a cut-off function with ω ≡ 1 near the origin and ω1(ξ
′)
denotes the operator of multiplication by ω(·〈ξ′〉), while ω2(ξ
′) is the operator of
multiplication by (1− ω)(·〈ξ′〉). In particular, it follows that
op(g)(µ) :
S (Rn+,C
L)
⊕
S (Rn−1,CM )
−→
S (Rn+,C
L′)
⊕
S (Rn−1,CM
′
)
∀ µ ≥ 0.
Using Theorems 3.3 and 3.4, the observations stated in the end of Section 5.1,
and Proposition 5.5, the behaviour of singular Green symbols under composition
(Leibniz product) and formal adjoint is as follows:
Theorem 5.7. If gj ∈ B
dj,νj ;0
G ((Lj ,Mj), (Lj+1,Mj+1)), j = 0, 1, then
g1#g0 ∈ B
d,ν;0
G ((L0,M0), (L2,M2))
with
d = d0 + d1, ν = min{ν0, ν1, ν0 + ν1}.
Moreover, for every N ∈ N,
g1#g0 −
N−1∑
|α|=0
1
α!
∂αξ′g1D
α
x′g0 ∈ B
d−N,ν−N ;0
G ((L0,M0), (L2,M2)).
If gj ∈ B˜
dj,νj ;0
G ((Lj ,Mj), (Lj+1,Mj+1)) for at least one of the values j = 0 or j =
1, then g1#g0 ∈ B˜
d,ν;0
G ((L0,M0), (L2,M2)). In this sense, the weakly parameter-
dependent Green symbols form a two-sided ideal in the class of Green symbols.
Moreover, the composition of two strongly parameter-dependent Green symbols is
also strongly parameter-dependent.
Theorem 5.8. If g ∈ Bd,ν;0G ((L,M), (L
′,M ′)) then
g(∗) ∈ Bd,ν;0G ((L
′,M ′), (L,M));
for every N ∈ N,
g(∗) −
N−1∑
|α|=0
1
α!
∂αξ′D
α
x′g
∗ ∈ Bd−N,ν−N ;0G ((L
′,M ′), (L,M)).
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6. Ellipticity and parametrix in the class 1 + B0,ν;0G
With every g = g0 + g˜ ∈ B
d,ν;0
G ((L,M), (L
′,M ′)) we associate the homogeneous
principal symbol
(6.1) σd,ν(g) := g
(d)
0 + g˜
(d,ν).
Note that, in particular,
σd,ν(g) ∈ S(d,ν)(Hs0(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
), s, s′ ∈ R,
and
σd,ν(g) ∈ S(d,ν)(Hs(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
), s > −
1
2
, s′ ∈ R,
where the spaces of κ- homogeneous symbols on the respective right-hand sides are
understood in the sense of Definition 3.1.
Combining the proof of Proposition 3.5 with the proof of Proposition 5.5 one finds:
Theorem 6.1. The principal symbol induces a surjective map
σ(d,ν) : Bd,ν;0G ((L,M), (L
′,M ′)) −→ B
(d,ν);0
G ((L,M), (L
′,M ′))
with kernel equal to Bd−1,ν−1;0G ((L,M), (L
′,M ′)).
We shall now discuss ellipticity and parametrix construction for operators of the
form identity plus zero order singular Green operator. Again, it is necessary to
require positive regularity ν > 0.
It is convenient to introduce the space
(6.2) Bd,ν;0G (R
n−1 × R+;L,L
′) = B
(0,ν);0
G (L,L
′) := Bd,ν;0G ((L, 0), (L
′, 0)).
Or, in other words, Bd,ν;0G (L,L
′) is the space of the entries g in the block matrices
g =
(
g k
t q
)
∈ Bd,ν;0G ((L,M), (L
′,M ′)) with arbitrary M,M ′.
Lemma 6.2. Let ν > 0 and a ∈ S(0,ν)(Hs0(R+,C
L1), Hs0(R+,C
L2)) for some
fixed s0 > −1/2 be a κ-homogeneous symbol. Further let g ∈ B
(0,ν);0
G (L0, L1) and
h ∈ B
(0,ν);0
G (L2, L3). Then hag ∈ B
(0,ν);0
G (L0, L3).
Proof. For convenience of notation we shall assume L0 = L1 = L2 = L3 = 1;
the general case is proved in the same way. Write a = a0 + a˜ with
a0 ∈ S
(0)(Hs0(R+), H
s0(R+)), a˜ ∈ S˜
(0,ν)(Hs0(R+), H
s0(R+))κ,κ.
Similarly decompose g and h with g0, h0 ∈ B
(0);0
G (1, 1) and g˜, h˜ ∈ B˜
(0,ν);0
G (1, 1).
Recall that also g0, h0 ∈ B˜
(0,0);0
G (1, 1). Now write
hag = h0a0g0 + h0a˜g0 + h0ag˜ + h˜ag.
Since h0 ∈ S
(0)(Hs0(R+), H
s′,δ′(R+)) for every s
′ and δ′, it follows that h0a0g0 ∈
B
(0);0
G (1, 1).
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All the other terms in the above expression for hag belong to B˜
(0,ν);0
G (1, 1). For
example let us consider
h0ag˜ = h0a0g˜ + h0a˜g˜.
Since h0 ∈ B˜
(0,0);0
G (1, 1), g˜ ∈ B˜
(0,ν);0
G (1, 1), and a0, a˜ ∈ S˜
(0,0)(Hs0(R+), H
s0(R+))κ,κ
it is easy to see that both h0a0g˜ and h0a˜g˜ have all the mapping properties listed
in Definition 5.2. The reasoning for all remaining terms in the expansion of hag is
analogous. 
Theorem 6.3. Let ν > 0 and g ∈ B0,ν;0G (L,L). Suppose that, for some s0 > −1/2,
1 + σ(0,ν)(g)(x′, ξ′;µ) : Hs0(R+,C
L) −→ Hs0(R+,C
L)
is invertible for all x′ and (ξ′, µ) 6= 0 with
‖(1 + σ(0,ν)(g)(x′, ξ′;µ))−1‖L (Hs0 (R+,CL))  1 ∀ x
′ ∀ |ξ′, µ| = 1.
Then there exists an h ∈ B0,ν;0G (L,L) such that
(1 + g)#(1 + h)− 1, (1 + h)#(1 + g)− 1 ∈ B−∞,ν−∞;0G (L,L).
In particular,
(1 + σ(0,ν)(g)(x′, ξ′;µ))−1 = 1 + σ(0,ν)(h)(x′, ξ′;µ).
Proof. For simplicity of notation write σ(g) = σ(0,ν)(g). Proposition 3.8 ap-
plied to
a := 1 + σ(g) ∈ S(0,ν)(Hs0(R+,C
L), Hs0(R+,C
L))
yields the existence of a b ∈ S(0,ν)(Hs0(R+,C
L), Hs0(R+,C
L)) with (1+σ(g))−1 =
1 + b. Since
1 + b = 1− σ(g) + σ(g)(1 + σ(g))−1σ(g) = 1− σ(g) + σ(g)2 + σ(g)bσ(g),
it follows from Lemma 6.2 that b ∈ B
(0,ν);0
G (L,L).
Choose any symbol h′ ∈ B0,ν;0G (L,L) with σ
(0,ν)(h′) = b. Then
(1 + g)#(1 + h′) = 1− r′, r′ ∈ B−1,ν−1;0G (L,L),
since r′ has vanishing principal symbol. Choose any r ∈ B−1,ν−1;0G (L,L) with r ∼∑
j≥1(r
′)#j . By the standard von Neumann argument,
(1 + h′)#(1 + r) = 1 + h′ + r + h′#r =: 1 + hR
is a right-parametrix of 1 + g. In the analogous way we construct a left-parametrix
1+hL. Then 1+hL and 1+hR coincide up to a regularizing error. Hence the claim
of the theorem follows by choosing h = hR or h = hL. 
The situation of general block-matrices can be reduced to the previous situation:
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Theorem 6.4. Let ν > 0 and g ∈ B0,ν;0G ((L,M), (L,M)). Suppose that
1+ σ(0,ν)(g)(x′, ξ′;µ) :
L2(R+,C
L)
⊕
CM
−→
L2(R+,C
L)
⊕
CM
is an isomorphism for all x′ and (ξ′, µ) 6= 0 with
‖(1+ σ(0,ν)(g)(x′, ξ′;µ))−1‖  1 ∀ x′ ∀ |ξ′, µ| = 1.
Then there exists an h ∈ B0,ν;0G ((L,M), (L,M)) such that both (1+ g)#(1+h)− 1
and (1+ h)#(1+ g)− 1 belong to B−∞,ν−∞;0G ((L,M), (L,M)). In particular,
(1+ σ(0,ν)(g)(x′, ξ′;µ))−1 = 1+ σ(0,ν)(h)(x′, ξ′;µ).
Proof. Let us set a := 1+ σ(0,ν)(g). By assumption, a is pointwise invertible
and there exist positive constants c ≤ C such that
c‖u‖2 ≤ ‖a(x′, ξ′;µ)u‖2 ≤ C‖u‖2
uniformly in u ∈ L2(R+,C
L)⊕ CM and x′ and |ξ′, µ| = 1.
Obviously, a−1 = [a∗a]−1a∗. We write
a∗a = 1+ g˜ = C(1− s), s = 1− C−1a∗a;
here
g˜ =
(
g˜ k˜
t˜ q˜
)
∈ B
(0,ν);0
G ((L,M), (L,M)).
Note that s(x′, ξ′;µ) = 1− C−1(a∗a)(x′, ξ′;µ) ≤ δ with δ := C−cC < 1. Then
0 ≤ (s11u, u)L2(R+,CL)
=
(
[1− C−1a∗a]
(
u
0
)
,
(
u
0
))
L2(R+,CL)⊕CM
≤ δ(u, u)L2(R+,CL)
shows that
‖s11(x
′, ξ′;µ)‖L (L2(R+,CL)) ≤ δ ∀ x
′ ∀ |ξ′, µ| = 1.
Therefore 1 + g˜ is pointwise invertible with
‖(1 + g˜)−1‖ = C−1‖(1− s11)
−1‖ ≤ C−1
1
1− δ
=
1
c
∀ x′ ∀ |ξ′, µ| = 1.
By Theorem 6.3, there exists an h˜ ∈ B
(0,ν);0
G (L,L) with (1 + g˜)
−1 = 1 + h˜.
Similarly one sees that
‖s22(x
′, ξ′;µ)‖L (CM ) ≤
1
c
∀ x′ ∀ |ξ′, µ| = 1.
It follows that
(1 + q˜)−1 = 1 + p˜, p˜ ∈ S(0,ν)(Rn−1 × R+;C
M ,CM ).
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Therefore a∗a =
(
1 + g˜ k˜
t˜ 1 + q˜
)
is invertible with
(a∗a)−1 =
(
1 0
−(1 + p˜)t˜ 1 + p˜
)(
1 + h˜ 0
0 1
)(
1 −k˜(1 + p˜)
0 1
)
= 1+ c,
where
c =
(
h˜ −(1 + h˜)k˜(1 + p˜)
−(1 + p˜)t˜(1 + h˜) p˜+ (1 + p˜)t˜(1 + h˜)k˜(1 + p˜)
)
∈ B
(0,ν);0
G ((L,M), (L,M)).
We conclude the existence of an h′ ∈ B
(0,ν);0
G ((L,M
′), (L,M)) such that
(1+ σ(0,ν)(g))−1 = 1+ σ(0,ν)(h′).
Now one proceeds as in the proof of Theorem 6.3 to construct the parametrix. 
6.1. Invertibility for large parameter. In the previous section we have
constructed the parametrix, i.e., an inverse modulo regularizing operators. In the
present section we shall show that elliptic elements are invertible for sufficiently
large values of µ and that one can find a parametrix that furnishes the exact inverse
for these values of µ.
Lemma 6.5. Let E be a Hilbert space equipped with trivial group-action κ ≡ 1. Let
a ∈ S˜−∞,ν−∞(R+×R
n;E,E) with some ν > 0. Then there exists a symbol b of the
same form and a constant R ≥ 0 such that
(1− a)#(1 − b) = (1− a)#(1− b) = 1 ∀ µ ≥ R.
Proof. Note that we have the identification
S˜−∞,ν−∞(R+ × R
n;E,E) = S−ν1,0 (R+;S
−∞(Rn;E,E)).
As shown in Corollary 9.5 of the appendix,
A := {1 + op(r) | r ∈ S−∞(Rn;E,E)} ⊂ L (L2(Rn, E))
is a spectrally invariant Fre´chet algebra (with multiplication #, i.e., the Leibniz
product). In particular, A has an open group of invertible elements and inversion
is a continuous operation in A due to a classical result of Waelbroeck [18].
It follows that (1 − a(µ))−# (i.e., the inverse with respect to the product #)
exists for µ ≥ R for some suitable R and that b0(µ) := χ(µ)(1 − a(µ))
−# ∈
S01,0(R+;S
−∞(Rn;E,E)) if χ is a 0-excision function vanishing on [0, R]. But then
the identity (1−T )−1 = 1+T (1−T )−1 shows that, for large µ, the inverse of 1−a(µ)
coincides with 1−b(µ), where b(µ) = −a(µ)#b0(µ) ∈ S
−ν
1,0 (R+;S
−∞(Rn;E,E)). 
Proposition 6.6. Let g ∈ B−∞,ν−∞;0G ((L,M), (L,M)) with ν > 0. Then there
exists a h ∈ B−∞,ν−∞;0G ((L,M), (L,M)) and a constant R ≥ 0 such that
(6.3) (1 − g)#(1 − h) = (1− h)#(1 − g) = 1 ∀ µ ≥ R.
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Proof. Note that
g ∈ S˜−∞,ν−∞(R+ × R
n;L2(R,CL)⊕ CM , L2(R,CL)⊕ CM ))
and recall that κ is a group of unitary operators on L2(R+,C
L) ⊕ CM , hence can
be replaced here by the trivial group-action. According to Lemma 6.5 we find an
h0 from the same space which inverts 1− g in the sense of (6.3). Thus, for large µ,
1− h0 = (1− g)
−# = 1 + g − g#(1− g)−##g = 1 + g − g#g + g#h0#g.
Using Definition 5.2 and the calculus of operator-valued symbols, it is clear that
h := −g+ g#g− g#h0#g
belongs to B−∞,ν−∞;0G ((L,M), (L,M)). The result follows, since 1−h = 1−h0 for
large µ. 
Theorem 6.7. Using the notation of Theorem 6.4, there exists a parametrix 1+h0
that coincides, for sufficiently large values of µ, with the inverse (with respect to
the Leibniz product) of 1+ g.
Proof. Take h from Theorem 6.4. Then (1 + g)#(1 + h) = 1 − r0 with
r ∈ B−∞,ν−∞;0G ((L,M), (L,M)) and similarly (1+h)#(1+ g) = 1 + r1. In view of
Proposition 6.6 it suffices to take h0 such that 1+ h0 = (1+ h)#(1 + r0)
−#. 
7. Singular Green symbols of non trivial type
Recall that the maps
u 7→
dju
dtj
(0) : S (R+,C
L) −→ CL, j ∈ N0,
extend by continuity to maps
γj : H
s,δ(R+,C
L) −→ CL, s > j +
1
2
, δ ∈ R,
(we shall use the same notation, independent on the value of L). We can consider
γj as an operator-valued symbol, constant in (x
′, ξ′;µ); the following result is well-
known, cf. [9, Example 1.5], for instance.
Proposition 7.1. For every j ∈ N0, γj is κ-homogeneous of degree j +
1
2 . In
particular,
γj ∈ S
j+ 12 (Hs,δ(R+,C
L),CL), s > j +
1
2
, δ ∈ R.
It is convenient to introduce the notation γj :=
(
0 0
γj 0
)
.
GREEN OPERATORS IN THE EDGE ALGEBRA FORMALISM 31
Definition 7.2. Let r ∈ N be a positive integer. Then
Bd,ν;rG (R
n−1 × R+; (L,M), (L
′,M ′)) = Bd,ν;rG ((L,M), (L
′,M ′))
denotes the space of all symbols of the form
g = g0 +
r−1∑
j=0
(
0 kj
0 qj
)
γj = g0 +
r−1∑
j=0
(
kjγj 0
qjγj 0
)
,
where g0 ∈ B
d,ν;0
G ((L,M), (L
′,M ′)) and
(
0 kj
0 qj
)
∈ B
d−j− 12 ,ν;0
G ((L,L), (L
′,M ′)).
The number r is called the type of the symbol g.
For a symbol g as in the previous definition, the principal symbol is defined as
σ(d,ν)(g) = σ(d,ν)(g0) +
r−1∑
j=0
(
0 σ(d,ν)(kj)
0 σ(d,ν)(qj)
)
γj ,
There is another, equivalent definition of symbols of type r > 0: If ∂+ is the operator
of differentiation defined on D ′(R+,C
L), it can be checked easily that ∂+ induces
constant operator-valued symbols
∂+ :=
(
∂+ 0
0 1
)
∈ S1(Hs,δ(R+,C
L)⊕ CM , Hs−1,δ(R+,C
L)⊕ CM )
for every s, δ ∈ R. Then Bd,ν;rG ((L,M), (L
′,M ′)) consists of all symbols of the form
g = g0 +
r∑
j=1
gj∂
j
+, gj ∈ B
d−j,ν;0
G ((L,M), (L
′,M ′)).
Using integration by parts, symbols from Definition 7.2 can be represented in this
form, cf. [9, Example 3.10], for instance. For the reverse direction one needs to
use a characterization of singular Green, Poisson, and trace symbols in terms of
parameter-dependent integral kernels (as we have seen in Theorem 4.5 for Poisson
symbols). However, since we shall not make use of this alternative representation,
we shall not proof this equivalence here.
Lemma 7.3. Let g0 ∈ B
d0,ν0;0
G ((L0,M0), (L1,M1)) and g1 ∈ B
d1,ν1;0
G ((L1, L1), (L2,M2)).
Then
(g1γk)#g0 ∈ B
d0+d1+k+
1
2 ,ν;0
G ((L0,M0), (L2,M2)), ν = min{ν0, ν1, ν0 + ν1}.
Proof. Let us first remark that the Leibniz product of γk with another
operator-valued symbol (acting in appropriate spaces) coincides with the point-
wise product of both, since γk is constant. Therefore, (g1γk)#g0 = g1#γk#g0 =
g1#(γkg0).
It is enough to study the two cases where either both g0 and g1 are strongly
parameter-dependent or both are weakly parameter-dependent; the mixed cases
then follow from Proposition 5.5.
32 JO¨RG SEILER
For simplicity of notation let us now assume that M0 = M1 = M2 = 0. Consider
first the case of strongly parameter-dependent symbols. By Proposition 7.1,
γkg0 ∈ S
d0+k+
1
2 (Rn−1 × R+;H
s,δ
0 (R+,C
L0), Hs
′,δ′(R+,C
L1)⊕ CL1)
for every s, s′, δ, δ′ ∈ R. Recall that g1 induces a symbol
g1 ∈ S
d1(Rn−1 × R+;H
s,δ(R+,C
L1)⊕ CL1 , Hs
′,δ′(R+,C
L2))
for every s > −1/2 and all s′, δ, δ′ ∈ R. Then the result follows simply by using
the Leibniz product of strongly parameter-dependent operator-valued symbols, cf.
Section 2.3 and Example 2.10.
In case of weak parameter-dependence we have to check that the Leibniz-product
belongs to all four spaces listed in Definition 5.2. For example, due to Proposition
7.1,
γkg0 ∈ S˜
d0+k+
1
2 ,ν0(Ks,0(R+,C
L0)δ, Hs
′,δ′(R+,C
L1)⊕ CL1)κ,κ.
Moreover, cf. the paragraph before (5.2),
g1 ∈ S˜
d1,ν1(Hs,δ(R+,C
L1)⊕ CL1 ,Ks
′,0(R+,C
L2)δ
′
)κ,κ
for every s > −1/2 and all s′, δ, δ′ ∈ R. By using the Leibniz product of weakly
parameter-dependent operator-valued symbols as described in the end of Section
5.1 it follows that
g1#∂
k
+g0 ∈ S˜
d0+d1+k,ν0+ν1(Ks,0(R+,C
L0)δ,Ks
′,0(R+,C
L2)δ
′
)κ,κ.
The argument for the other three spaces listed in Definition 5.2 is analogous. 
It is now clear that Theorem 5.7 on the Leibniz product of Green symbols with
type 0 extends to general types as follows:
Theorem 7.4. If gj ∈ B
dj,νj ;rj
G ((Lj ,Mj), (Lj+1,Mj+1)), j = 0, 1, then
g1#g0 ∈ B
d,ν;r
G ((L0,M0), (L2,M2))
with
d = d0 + d1, ν = min{ν0, ν1, ν0 + ν1}, r = r0.
Moreover, for every N ∈ N,
g1#g0 −
N−1∑
|α|=0
1
α!
∂αξ′g1D
α
x′g0 ∈ B
d−N,ν−N ;r
G ((L0,M0), (L2,M2)).
8. Action in Sobolev spaces
In this section we discuss the mapping properties of parameter-dependent singular
Green operators in Sobolev spaces.
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8.1. The abstract framework. Given a Hilbert space E with group-action
κ, let Ws(Rn, E), s ∈ R, denote the space of all distributions u ∈ S ′(Rn, E) such
that its Fourier transform û is a regular distribution and
‖u‖Ws(Rn,E) =
( ∫
〈ξ〉2s‖κ−1(ξ)uˆ(ξ)‖2E dξ
)1/2
< +∞.
(note that the integral is defined, since together with û also κ−1(·)û is measurable
due to the strong continuity the group-action). These spaces are called abstract
wedge Sobolev spaces and have been introduced by Schulze in [11]; cf. also [6].
Now consider two Hilbert spaces E0 and E1 with respective group-actions κ0 and
κ1. Let S
d(Rn;E0, E1) be the space of all symbols a(x, ξ) satisfying
‖κ−11 (ξ){D
α
ξD
β
xa(x, ξ)}κ0(ξ)‖L (E0,E1)  〈ξ〉
d−|α|.
The following theorem follows easily from [17, Theorem 3.14] together with the
calculus for such operator-valued symbols.
Theorem 8.1. Every a ∈ Sd(Rn;E0, E1) induces continuous operators
op(a) :Ws(Rn, E0) −→W
s−d(Rn, E1), s ∈ R.
Now let us introduce spaces with parameter-dependent norms.
Definition 8.2. We denote by W(s,t),µ(Rn, E) and W(s,t),µ(Rn, E) the Sobolev
space Ws+t(Rn, E) equipped with the norms
‖u‖W(s,t),µ(Rn,E) =
(∫
〈ξ, µ〉2s〈ξ〉2t‖κ−1(ξ)uˆ(ξ)‖2E dξ
)1/2
and
‖u‖W(s,t),µ(Rn,E) =
(∫
〈ξ, µ〉2s〈ξ〉2t‖κ−1(ξ, µ)uˆ(ξ)‖2E dξ
)1/2
,
respectively.
Assume now that on a Hilbert space E there exists a family of norms ‖ · ‖µ,
parametrized by a parameter µ, that are all equivalent to a fixed norm on E;
denote by Eµ the space E equipped with the norm ‖ · ‖µ. Moreover, suppose we
have a family A(µ) ∈ L (E). We shall write A(µ) ∈ L (Eµ) if
‖A(µ)‖L (Eµ) = sup
e∈E
‖A(µ)e‖µ
‖e‖µ
 1.
This concepts extends in the obvious way to two different spaces E0 and E1
equipped with µ-dependent norms.
Theorem 8.3. Let s, t ∈ R. The following statements are valid:
a) a ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ implies
op(a)(µ) ∈ L
(
W(s,t),µ(Rn, E0),W
(s+ν−d,t−ν),µ(Rn, E1)
)
.
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b) a ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ implies
op(a)(µ) ∈ L
(
W(s,t),µ(Rn, E0),W
(s+ν−d,t−ν),µ(Rn, E1)
)
.
c) a ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ implies
op(a)(µ) ∈ L
(
W(s,t),µ(Rn, E0),W
(s+ν−d,t−ν),µ(Rn, E1)
)
.
d) a ∈ S˜d,ν1,0 (R
n × R+;E0, E1)κ,κ implies
op(a)(µ) ∈ L
(
W(s,t),µ(Rn, E0),W
(s+ν−d,t−ν),µ(Rn, E1)
)
.
e) a ∈ Sd1,0(R
n × R+;E0, E1) implies
op(a)(µ) ∈ L
(
W(s,t),µ(Rn, E0),W
(s−d,t),µ(Rn, E1)
)
.
Proof. a)–d) Let λd,νj (ξ;µ) = 〈ξ〉
ν〈ξ, µ〉d−ν idEj and a˜ = λ
s−d+t,t−ν
1 #a#λ
−s−t,−t
0 .
Then a˜ is of order and regularity 0 and the statements are equivalent to the continu-
ity of op(a˜)(µ) between the corresponding parameter-dependent Sobolev spaces of
order (0, 0). However, this can be shown following the proof of [17, Theorem 3.14],
making only simple modifications that regard the use of the semi-group function
κj(ξ, µ) in place of κj(ξ).
e) is verified similarly. 
There are various estimates relating different parameter-dependent norms. For pur-
poses below we mention that
(8.1) ‖u‖W(s,t),µ(Rn,E) ≤ 〈µ〉
r+‖u‖W(s−r,t+r),µ(Rn,E), u ∈ W
s+t(Rn, E),
for every r, s, t,∈ R. This simply follows from the fact that
〈ξ, µ〉s〈ξ〉t = 〈ξ, µ〉s−r〈ξ, µ〉r〈ξ〉t ≤ 〈ξ, µ〉s−r〈ξ〉t+r〈µ〉r+ .
8.2. Example: Sobolev spaces on the half-space. We shall show how
the previously described concept of edge Sobolev spaces allows to recover certain
(anisotropic) Sobolev spaces with parameter-dependent norm. Let us first look at
the full Euclidean space. Define
H(s,t)(Rn) = {u ∈ S ′(Rn) | 〈ξ〉s〈ξ′〉tû(ξ) ∈ L2(Rn)}
with obvious definition of the norm. The parameter-dependent version, denoted by
H(s,t),µ(Rn), carries the norm(s)
‖u‖H(s,t),µ(Rn) = ‖〈ξ, µ〉
s〈ξ′, µ〉tû(ξ)‖L2(Rn).
Proposition 8.4. With equality of norms, H(s,t)(Rn) =Ws+t(Rn−1, Hs(R)) and
H(s,t),µ(Rn) =W(s+t,0),µ(Rn−1, Hs(R)).
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Proof. By definition,
‖u‖2H(s,t),µ(Rn) =
∫∫
〈ξ′, ξn, µ〉
2s〈ξ′, µ〉2t|û(ξ′, ξn)|
2 dξndξ
′.
By the change of variables ξn = 〈ξ
′, µ〉τn and noting that 〈ξ
′, 〈ξ′, µ〉τn, µ〉 = 〈ξ
′, µ〉〈τn〉
we find
‖u‖2H(s,t),µ(Rn) =
∫
〈ξ′, µ〉2(s+t)
(∫
〈τn〉
2s|〈ξ′, µ〉1/2û(ξ′, 〈ξ′, µ〉τn)|
2 dξn
)
dξ′.
Noting that Fourier transform and group-action satisfy κλF = Fκ
−1
λ , we find
‖u‖2H(s,t),µ(Rn) =
∫
〈ξ′, µ〉2(s+t)‖κ−1(ξ′, µ)Fx′→ξ′u(ξ
′)‖2Hs(R) dξ
′.
This is exactly what has been claimed. 
Similarly, for the half-space Rn+ = R
n−1 × R+, we have
H
(s,t),µ
0 (R
n
+) =W
(s+t,0),µ(Rn−1, Hs0(R+)),(8.2)
H(s,t),µ(Rn+) =W
(s+t,0),µ(Rn−1, Hs(R+)),(8.3)
where the first space consists of all elements of H(s,t),µ(Rn) having support con-
tained in R
n
+, while the second denotes the space of restrictions to R
n
+, cf. the
discussion in Section 10.1.
Remark 8.5. Recall that C is equipped with the trivial group action κ ≡ 1. It is
then rather obvious that
(8.4) W(s,0),µ(Rn,C) =W(s,0),µ(Rn,C) = H(s,0),µ(Rn).
All constructions from above extend trivially to CN -valued Sobolev spaces.
8.3. Mapping properties of singular Green operators. As mentioned
already in (5.2), Bd,ν;rG ((L,M), (L
′,M ′)) is embedded in
Sd,ν(Hs(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
)
=Sd(Hs(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
)+
+ S˜d,ν(Hs(R+,C
L)⊕ CM , Hs
′
(R+,C
L′)⊕ CM
′
)κ,κ
for every choice of of s > r− 12 and s
′ ∈ R. Representing a ∈ Bd,ν;rG ((L,M), (L
′,M ′))
as a = a0 + a˜ in this sense, we obtain immediately the mapping properties stated
in the parts a) and e) of Theorem 8.3. In particular, employing the identifications
(8.3) and (8.4), we find that
op(a0)(µ) ∈ L
 H
(s,t),µ(Rn+,C
L)
⊕
H(s+t,0),µ(Rn−1,CM )
,
H(s−d,t),µ(Rn+,C
L′)
⊕
H(s+t−d,0),µ(Rn−1,CM
′
),

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and
op(a˜)(µ) ∈ L
 H
(s,t),µ(Rn+,C
L)
⊕
H(s+t,0),µ(Rn−1,CM )
,
W(s+t+ν−d,−ν),µ(Rn−1, Hs+t−d(R+,C
L′))
⊕
W(s+t+ν−d,−ν),µ(Rn−1,CM
′
)
 .
Now, using the estimate (8.1) (with s subsituted by s+ t+ d− ν, t substituted by
0, and r substituted by −ν), we conclude the following:
Theorem 8.6. Let a ∈ Bd,ν;rG ((L,M), (L
′,M ′)) and s, t ∈ R with s > r − 12 . Then
op(a)(µ)
1 + 〈µ〉−ν
∈ L
 H
(s,t),µ(Rn+,C
L)
⊕
H(s+t,0),µ(Rn−1,CM )
,
H(s−d,t),µ(Rn+,C
L′)
⊕
H(s+t−d,0),µ(Rn−1,CM
′
),
 .
9. Appendix: A result on spectral invariance
We shall proof a characterization of pseudodifferential operators with operator-
valued symbols in terms of mapping properties of certain commutators. In the
scalar-valued setting, this result is a simple special case of a well-known theorem
of Beals [1, Theorem 1.4]. We derive spectral invariance of two psudodifferential
algebras.
Let A ⊂ L (X,Y ) be a set of bounded operators between Banach spaces X and Y .
By uniform boundedness principle, the following three statements are equivalent:
i) A is a bounded set.
ii) Ax := {Ax | A ∈ A} is a bounded subset of Y for every x ∈ X .
iii) y′(Ax) is a bounded set for every x ∈ X and y
′ ∈ Y ′.
If E is a Hilbert space we thus obtain the following:
Lemma 9.1. Let A ⊂ L (E). Then A is bounded if and only if {(Ae, f) | A ∈ A}
are bounded sets for every e, f ∈ E.
Corollary 9.2. Let u : Rn → L (E) be a function. Then u is smooth if and only
if the functions (u(·)e, f) are smooth for every e, f ∈ E.
Proof. We claim that if all (u(·)e, f) are (N + 1)-times continuously differ-
entiable, then u is N -times continuously differentiable. By Induction it suffices to
show this for N = 0. Given x0 ∈ R, define
A =
{
u(x0 + h)− u(x0)
|h|
| 0 < |h| ≤ 1
}
.
By assumption on u, all sets {(Ae, f) | A ∈ A} are bounded, hence A is bounded.
Clearly this implies continuity of u in x0. 
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For an operator B : S (Rn, E)→ S ′(Rn, E) let
LkB = iBxk − ixkB, MkB = DxkB −BDxk (1 ≤ k ≤ n),
where xk means the operator of multiplikation by the function x 7→ xk. Moreover,
set
B
(α)
(β) = L
α1
1 · · ·L
αn
n M
α1
1 · · ·M
αn
n B, α, β ∈ N0.
Let us denote by Smρ,δ(R
n;E,E) the operator-valued Ho¨rmander class of all smooth
functions b : Rn × Rn → L (E) satisfying, for every order of derivatives,
‖DαξD
β
xb(x, ξ)‖  〈ξ〉
m−ρ|α|+δ|β|.
Theorem 9.3. For a linear operator B : S (Rn, E)→ S ′(Rn, E) the following are
equivalent:
(1) There exists a symbol b(x, ξ) ∈ S00,0(R
n;E,E) with B = op(b).
(2) All iterated commutators B
(α)
(β) extend to operators in L (L
2(Rn, E)).
Proof. In case E = C this is a special case of [1, Theorem 1.4]. Let us sum-
marize the proof given there: Let h be a smooth cut-off function with h ≡ 1 in a
neighborhood of the origin. Define
Bε = op(qε)Bop(pε), qε(x) = h(εx), pε(ξ) = h(εξ).
Let
b0,ε(x, y, ξ) = e−ξ(x)B(eξg(· − y)),
where eξ(x) = e
ixξ and g ∈ S (Rn) is even with Fourier transform supported in the
unit-ball centered at the origin. One shows that b0,ε is a smooth function with
|DβxD
γ
yD
α
ξ b0,ε(x, y, ξ)| ≤ Cαβγ
uniformly in (x, y, ξ) and 0 < ε ≤ 1, with constants that are (respectively, can be
chosen to be) finite linear combinations in the L (L2(Rn))-operator norms of the
iterated commutators of B. Then
bε(x, ξ) =
∫∫
eiyηb0,ε(x, x + y, ξ + η) dyd¯η
(oscillatory integral) is a smooth function satisfying analogous estimates. Then
b = limε→0 bε exists in S
0
0,0(R
n) and B = op(b). Again, the constants in the symbol
estimates are as described before.
Now let us turn to the general case of a Hilbert space E. For an operator T :
S (Rn, E)→ S ′(Rn, E) and e, f ∈ E define Te,f : S (R
n)→ S ′(Rn) by
〈Te,fφ, ψ〉 = 〈T (φ⊗ e), ψ ⊗ f〉, φ, ψ ∈ S (R
n),
where 〈·, ·〉 is the pairing of distributions and test functions and (φ⊗e)(x) = φ(x)e.
Then (Be,f )
(α)
(β) = (B
(α)
(β) )e,f and for the L
2-extension holds
‖(Be,f )
(α)
(β)‖L (L2(Rn)) ≤ ‖B
(α)
(β)‖L (L2(Rn,E))‖e‖‖f‖.
38 JO¨RG SEILER
By the scalar-valued result, there exists a symbol be,f ∈ S
0
0,0(R
n) with Be,f =
op(be,f ) and
(9.1) |DαξD
β
xbe,f (x, ξ)| ≤ Cαβ‖e‖‖f‖.
Now define b(x, ξ) : H → H by
〈b(x, ξ)e, f〉 = be,f (x, ξ), e, f ∈ H.
Then b ∈ S00,0(R
n;E,E) due to (9.1) and Corollary 9.2. Moreover,
〈op(b)(φ⊗ e), ψ ⊗ f〉 =
∫ (∫
e−ixξb(x, ξ)φ̂(ξ)e d¯ξ, ψ(x)f
)
E
dx
=
∫∫
e−ixξ(b(x, ξ)e, f)E φ̂(ξ)ψ(x) dxd¯ξ
= 〈op(be,f )φ, ψ〉 = 〈B(φ⊗ e), ψ ⊗ f〉.
Since finite linear combinations of functions of the form u ⊗ e with u ∈ S (Rn)
and e ∈ E are a dense subspace of S (Rn, E) = S (Rn) ⊗̂πE, we conclude that
B = op(b). 
An algebra A ⊂ L (E), E an arbitrary Hilbert space, is called spectrally invariant
if an element a ∈ A is invertible in A if and only if it is invertible in L (E), i.e.,
A−1 = A∩L (E)−1,
where X−1 denotes the group of invertible elements of the algebra X .
Corollary 9.4. Let A =
{
op(a) | a ∈ S00,0(R
n;E,E)
}
. Then A ⊂ L (L2(Rn, E))
is spectrally invariant.
Proof. Let A = op(a) : L2(Rn, E) → L2(Rn, E) be an isomorphism with
inverse A−1. Then
LkA
−1 = iA−1xk − ixkA
−1 = A−1
(
ixkA− iAxk
)
A−1 = −A−1(LkA)A
−1
and, analogously,MkA
−1 = −A−1(MkA)A
−1. It follows that an iterated commuta-
tor of A−1 is a finite linear combination of products, where each factor is either A−1
or an iterated commutator of A. Hence every such iterated commutator extends to
a bounded map in L2(Rn, E). By Theorem 9.3, A−1 ∈ A. 
Corollary 9.5. Let A =
{
1+op(a) | a ∈ S−∞(Rn;E,E)}. Then A ⊂ L (L2(Rn, E))
is spectrally invariant.
Proof. Let A = 1 + op(a) : L2(Rn, E) → L2(Rn, E) be an isomorphism. By
the preevious corollary, A−1 = op(b0) for some b0 ∈ S
0
0,0(R
n;E,E). But then
op(b0) = (1 + op(a))
−1 = 1− op(a) + op(a)(1 + op(a))−1op(a)
shows that A−1 = 1 + op(b) with b = −a+ a#b0#a ∈ S
−∞(Rn;E,E). 
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10. Appendix: Function spaces for the half-line
We recall here the definitions and some properties of all spaces of functions or
distributions we shall need throughout this paper.
10.1. Bessel potential spaces. We denote by Hs(R) = Hs2 (R), s ∈ R, the
standard L2-Sobolev paces, consisting of those tempered distributions u ∈ S ′(R)
whose Fourier transform is a measurable function with
‖u‖Hs(R) := ‖〈·〉
sû‖L2(R) < +∞.
The subspace of those distributions whose support is a subset of R+ := [0,+∞) is
denoted by Hs0(R+),
Hs0(R+) = {u ∈ H
s(R) | suppu ⊆ R+}, s ∈ R.
Obviously, Hs0 (R+) is a closed subspace of H
s(R). Similarly, one definess Hs(R−)
with R− := (−∞, 0]. Moreover,
Hs(R+) = {v ∈ D
′(R+) | ∃u ∈ H
s(R) : u|R+ = v}
is obtained by the restriction of Sobolov distributions from R to R+; it carries the
norm
‖v‖Hs(R+) := inf{‖u‖Hs(R) | u ∈ H
s(R), u|R+ = v}.
Obviously,
Hs(R+) ∼= H
s(R)/Hs(R−).
10.2. Cone Sobolev spaces. The change of variables s = e−t induces in-
duces an isomorphism θ : D ′(R+)→ D
′(R) by
〈θu, ϕ〉 = 〈u, ϕ(− ln s)/s〉, ϕ ∈ D(R).
Then we define
H
s, 12 (R+) := θ
−1Hs(R), ‖u‖
H
s, 1
2 (R+)
= ‖θu‖Hs(R).
Multiplication with powers tγ−1/2 yields the spaces
H
s,γ(R+) := t
γ− 12 H
s, 12 (R+), ‖u‖H s,γ(R+) = ‖t
1
2−γu‖
H
s, 1
2 (R)
.
Note that for for k ∈ N0 we have
u ∈ H s,γ(R+) ⇐⇒ t
1
2−γ(t∂t)
ju ∈ L2(R+, dt/t) ∀ 1 ≤ j ≤ k.
Now let ω ∈ C∞comp(R+) be a cut-off function with ω ≡ 1 near t = 0. Then
u ∈ Ks,γ(R+) :⇐⇒ ωu ∈ H
s,γ(R+) and (1− ω)u ∈ H
s(R+)
with norm
‖u‖Ks,γ(R+) = ‖ωu‖H s,γ(R+) + ‖(1− ω)u‖Hs(R+)
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defines the Hilbert spaces Ks,γ(R+), s, γ ∈ R. Up to equivalence of norms, this
construction is independent on the coice of ω. Finally, we consider spaces with
power-weight at infinity,
Hs,δ0 (R+) := 〈t〉
−δHs0(R+), H
s,δ(R+) := 〈t〉
−δHs(R+),
as well as
Ks,γ(R+)
δ := 〈t〉−δKs,γ(R+)
with obvious definition of the corresponding norms.
10.3. Duality. The standard L2(R+)-inner product induces non-degenerate
sesqui-linear pairings
Hs,δ(R+)×H
−s,−δ
0 (R+) −→ C, K
s,γ(R+)
δ ×K−s,−γ(R+)
−δ → C
which allows for the following identification of dual spaces:
Hs,δ(R+)
′ = H−s,−δ0 (R+), (K
s,γ(R+)
δ)′ = K−s,−γ(R+)
−δ.
10.4. Rapidly decreasing functions. Let I = R or I = R+ and E a Hilbert
space. We denote by S (I, E) the space of rapidly decreasing functions, i.e., of all
smooth functions u : I → E with
sup
t∈I
〈t〉N‖Dkt u(t)‖ < +∞ ∀ k,N ∈ N0.
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