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NEWTON POLYGONS FOR TWISTED EXPONENTIAL SUMS AND
POLYNOMIALS P (xd).
RE´GIS BLACHE AND E´RIC FE´RARD
Abstract. We study the p-adic absolute value of the roots of the L-functions associated to
certain twisted character sums, and additive character sums associated to polynomials P (xd),
when P varies among the space of polynomial of fixed degree e over a finite field of characteristic
p. For sufficiently large p, we determine in both cases generic Newton polygons for these L-
functions, which is a lower bound for the Newton polygons, and the set of polynomials of degree
e for which this generic polygon is attained. In the case of twisted sums, we show that the lower
polygon defined in [1] is tight when p ≡ 1 [de], and that it is the actual Newton polygon for any
degree e polynomial.
0. Introduction
Let k := Fq, q := p
m be a finite field, P = Xe+ae−1X
e−1+ · · ·+a1X ∈ k[X ] a degree e polynomial
over k; for any integer r ≥ 1, we denote by kr = Fqr the extension of degree r of k. We fix once
and for all a non trivial additive character Ψ of Fp, with values in C
×
p ; for any integer r ≥ 1, the
map Ψmr := Ψ ◦TrFpmr/Fp is a non trivial additive character of kr. On the other hand, let d ≥ 2 be
a divisor of q − 1, and χ be a multiplicative character of order d of k×; if Nkr/k denotes the norm
from kr to k, the map χ ◦Nkr/k is a multiplicative character of order d of k
×
r .
Let 1 ≤ κ ≤ d− 1 be an integer. To these data one associates the character sums (defined for any
r ≥ 1)
Sr(P, χ
κ) :=
∑
x∈k×r
Ψmr(P (x))χ
κ ◦Nkr/k(x)
and the L-function
L(P, χκ;T ) := exp
∑
r≥1
Sr(P, χ
κ)
r
T r
 .
It follows from the work of Weil on the Riemann hypothesis in characteristic p that this function
is a polynomial of degree e (cf. for instance [10], [12]); moreover its reciprocal roots (in C) are
algebraic integers with complex absolute value q
1
2 , and ℓ-adic absolute value 1 for any prime ℓ 6= p.
We shall adress here the question of their p-adic absolute value; we study the Newton polygons
associated to the L-functions above. These polygons encode the p-adic absolute values of the
reciprocal roots in the following way: if the Newton polygon (with respect to the valuation vp)
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has a segment of (horizontal) length l and slope s, the L-function has exactly l reciprocal roots
α1, . . . , αl with vp(αi) = s.
Much attention has been adressed to this question in the case of additive exponential sums (cf. [11]
and references therein). In the case of twisted exponential sums, Adolphson and Sperber (cf. [1],
[2]) have studied the degree of the associated L-function when f is a n-variable Laurent polynomial;
they have also given a lower bound ([1] Theorem 3.20, [2] Corollary 3.18) for the Newton polygon
associated to this L-function. In this paper, we refine these results in the case of a one-variable
polynomial: we show that the bound in [1], [2] is tight when p ≡ 1 [de], and give the exact lower
bound in the other cases.
More precisely, we study the variation of the Newton polygon NPq(P, χ
κ) of L(P, χκ;T ) with
respect to the q-adic valuation, when P runs over polynomials of degree e in k[X ]. Let us recast
our results in terms of crystals; let LΨ denote the Artin Schreier crystal over A
1, andHχκ denote the
Kummer crystal over A1\{0} associated to the character χκ; these are overconvergent F -isocrystals
(cf. [6] 6.5), and for any polynomial P ∈ k[x] of degree e, we have an overconvergent F -isocrystal
P ∗LΨ ⊗Hχκ with
L(P, χκ;T ) = det
(
1− TF ∗|H1rig,c(A
1\{0}/K, P ∗LΨ ⊗Hχκ )
)
.
If we parametrize the set of degree e monic polynomials without constant coefficient by the affine
space Ae−1, associating the point (a1, . . . , ae−1) to the polynomial P (X) = X
e+ ae−1X
e−1+ · · ·+
a1X , we can consider the family of overconvergent F -isocrystals P
∗LΨ ⊗ Hχκ . Grothendieck’s
specialization theorem (cf. [7], [8] Corollary 2.3.2) asserts that there is a Zariski dense open sub-
set Ud,e,q,κ, the open Newton stratum, of the affine space A
e−1, and a generic Newton polygon
GNP (d, e, q, κ) such that for any P ∈ Ud,e,q,κ, we have GNP (d, e, q, κ) = NPq(P, χ
κ). Moreover
for any monic polynomial of degree e, NPq(P, χ
κ) lies above the generic Newton polygon.
We shall determine exactly the generic Newton polygon; this refines the lower bound in [1], [2]. We
also give the Hasse polynomial Pd,e,q,κ, i.e. the polynomial such that Ud,e,q,κ is the complementary
of the hypersurface Pd,e,q,κ = 0. We show that these data only depend on p, i.e. are independent of
the choice of the power q. Similar questions have been adressed in [4], in the case of purely additive
exponential sums associated to polynomials.
Considering Newton polygons for exponential sums often leads to consider a combinatorial polygon
(the Hodge polygon) which is a lower bound for the Newton polygons; in the present situation, we
also get such a polygon, but since its slopes have something to do with the valuations of Gauss
sums, we shall call it th Hodge-Stickelberger polygon. We now describe it: let 1 ≤ r ≤ d − 1 be an
integer prime to d; multiplication by r modulo d induces a permutation of the set {1, . . . , d}, i.e.
an element σr of Sd, the d-th symmetric group. For any 1 ≤ κ ≤ d− 1, let < κ >r be the cycle of
σr containing κ. We define
µκ :=
∑
i∈<κ>r
i
d# < κ >r
;
this is a rational number in the interval ]0, 1[; note that it appears in Stickelberger’s theorem on the
valuation of Gauss sums (cf. Remark 3.1). We define the Hodge-Stickelberger polygon HS(d, e, r, κ)
as the joint of segments of (horizontal) length 1, and slopes i+µd−κe for 0 ≤ i ≤ e− 1.
This polygon has already been defined in an other way (cf. Remark 3.1) in [1] Theorem 3.20, [2]
Corollary 3.18, where it is shown that the Newton polygon of the L-function with respect to the
q-adic valuation always lies on or above it. Here we find this result in an other way, showing that
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if r is the least positive residue of p modulo d, then the generic Newton polygon lies on or above
the Hodge-Stickelberger polygon. Moreover, we show the equality when p ≡ 1 [de]; in this case the
situation is particularly simple, since for any polynomial of degree e, the Newton polygon of the
associated L-function is exactly the Hodge-Stickelberger polygon.
The situation is very similar to the case of L-functions associated to additive character sums, and
polynomials of degree e: recall that the Newton polygons of these functions lie above the Hodge
polygon H(e) of length e − 1 and slopes ie , 1 ≤ i ≤ e − 1, and that they are equal when p ≡ 1 [d]
(cf. [9]). Thus the Hodge-Stickelberger polygon HS(d, e, r, κ) is obtained from the classical one by
adding a segment of slope µd−κe , and
µd−κ
e to each of the slopes.
Second, we shall look at Newton polygons of L-functions associated to an additive character and a
polynomial of the form P (xd); here we do not need no more the hypothesis that d divides q − 1. If
Ψ and P are as above, we define for any r ≥ 1
Sr(P (x
d)) :=
∑
x∈kr
Ψmr(P (x
d))
and the L-function
L(P (xd);T ) := exp
∑
r≥1
Sr(P (x
d))
r
T r
 .
These L-functions have a natural link with the L-functions of twisted sums studied above (cf.
Proposition 4.1). In particular their Newton polygons NP (P (xd)) are concatenations of Newton
polygons as above, and the same is true for the generic Newton polygon GNP (d, e, p), and the
Hodge-Stickelberger polygon HS(d, e, r) associated to this situation. In the case p ≡ 1 [de], our
polygon coincides with the classical Hodge one H(de), and we find a particular case of a theorem of
Robba (cf. [9] The´ore`me 7.5): for any polynomial P (xd), the Hodge-Stickelberger polygon coincides
with the Newton polygon NP (P (xd)). In the other cases, the situation is much more intricated,
and we determine both the generic Newton polygon and the Hasse polynomial for sufficiently great
p.
We say a few words about the asymptotic behaviour of these Newton polygons; it is not the aim of
this article, but it has drown much attention recently (cf. [11], Conjectures 1.11 and 1.12), and some
material from the present article can be used to derive results in this fashion. Moreover this sheds
some light on what happens in the non generic case. It is known that for L-functions associated to
one variable additive exponential sums, the generic Newton polygon tends to the Hodge polygon
when p tends to infinity. More precisely (cf. [13], [14]), for any P ∈ Q[X ], let the polygon NPq(P )
be the Newton polygon obtained from the reduction of P modulo a prime above p in the field
defined by the coefficients of P . Then there is a Zariski dense open subset U defined over Q in the
space of polynomials of degree e such that, for every P in U(Q), we have limp→∞NPq(P ) = H(d).
One cannot hope such a result here: since there are many Hodge-Stickelberger polygons (one for
each residue prime to d in Z/dZ) there is no such limit when p tends to infinity. But we have
the following weaker result, that we shall not prove here: when p tends to infinity, and satisfies
the additional condition p ≡ r [d], the generic Newton polygon GNP (d, e, p) tends to the Hodge-
Stickelberger polygon HS(d, e, r) . Actually there is a Zariski dense open subset Ud,e,r defined over
Q in the space of polynomials of degree e over Q such that for any P in Ud,e,r(Q) the Newton
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polygon NP (P (xd)) tends to the Hodge-Stickelberger polygon HS(d, e, r) when p tends to infinity
along the class of r modulo d.
Let us describe the methods we employ. We use p-adic cohomology, following the ideas of Dwork;
actually our tools are mainly inspired by the work of Robba (cf. [9]). To be more precise, we
use Washnitzer-Monsky spaces of overconvergent series H†(A), where A is a p-adic annulus; one
can define linear operators β(0), . . . , β(m−1) on H†(A) and differential operators D(0), . . . , D(m−1)
with finite index on this space such that the β(i) and D(i) commute up to p. Then the linear
map α = β(m−1) ◦ β(m−2) ◦ · · · ◦ β(0) commutes with D(0) up to q, and induces a linear map α
on the quotient H†(A)/D(0)H†(A) which has characteristic polynomial equal to L(P, χκ;T ). Using
monomial bases for the spacesH†(A)/D(s)H†(A), we are able to give congruences for the coefficients
of the matrices M := Mat(β
(s)
) in terms of the coefficients of a lift of P . We deduce congruences
for the minors of N := Mat(α), i.e. for the coefficients of the function L(P, χκ;T ).
The article is organized as follows: in section 1, we present the results from p-adic cohomology that
we shall use throughout the paper. We define an operator α over a finite dimensional p-adic vector
space, whose characteristic polynomial is the L-function, and we describe a factorisation of α in
terms of linear maps whose matrices with respect to certain bases have a simple description. Then
in section 2 we give p-adic approximations for the coefficients of these matrices, and for their minors,
which in turn give the “principal” p-adic parts of the coefficients of the L-function; we also express
the Hasse polynomial, in order to determine the open Newton stratum. In section 3, we describe the
generic and Hodge-Stickelberger polygons associated to twisted character sums. Finally, in section
4, we give the link between the L-function L(P (xd);T ) and the L-functions L(P, χκ;T ). We deduce
results about the Newton polygons NP (P (xd)), and describe the generic and Hodge-Stickelberger
polygons attached to this situation.
1. p-adic theory.
The aim of this section is to express the L-function L(P, χκ;T ) as the characteristic polynomial of
a linear map acting on a p-adic vector space of dimension e. We shall only describe the pieces from
Dwork’s theory and p-adic cohomology we need here. The reader interested in more details can
refer to [5], [9] for instance.
1.1. p-adic analytic theory. We begin by recalling some elements from Dwork’s theory. Let Qp
be the field of p-adic numbers; we fix once and for all an algebraic closure Qp and a completion Cp
of this algebraic closure; note that the field Cp remains algebraically closed. For any integer m, let
Km denote the unramified extension of degree m of Qp in Cp. There are exactly q − 1 elements
of finite order in K×m; they form a multiplicative group, and we shall denote it by T
×
m . The set
Tm := T
×
m ∪ {0} is called the Teichmu¨ller of Km. Let Om denote the valuation ring of Km; this
is a local ring with maximal ideal generated by p, and residue field isomorphic to k. Reduction
modulo p induces a bijection from Tm to k, and we denote by a 7→ â its inverse; this map is called
Teichmu¨ller lifting.
For any x ∈ Cp, r > 0, let B(x, r
+) (resp. B(x, r−)) denote the closed (resp. open) ball in
Cp with center x and radius r; let A be the annulus B(0, 1
+)\B(0, 1−) in Cp. We consider the
space H†(A) of overconvergent analytic functions on A. It is well known since Dwork that one
can represent analytically the characters of Fp and its extensions with elements in H
†(A). Since
Ψ is a non trivial additive character of Fp, ζp := Ψ(1) is a non trivial p-th root of unity. There
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is an unique root π of Xp−1 + p in Cp such that ζp − 1 ≡ π [π
2]. The power series θ(X) coming
from the function exp(πX − πXp) has radius of convergence > 1, and the map from Fp to C
×
p
defined by x 7→ θ(x̂) is exactly the character Ψ. Moreover, we define for any m ≥ 1 the power
series θm(x) := θ(x)θ(x
p) . . . θ(xp
m−1
) (note that this is the power series associated to the function
exp(πX − πXq)); once again this is an overconvergent power series, and the map x 7→ θm(x̂) is
exactly the character Ψm. These functions first appeared in Dwork [5], and are often called splitting
functions. On the other hand, for any r ≥ 1 T ×mr is the group of q
r − 1-th roots of unity in C×p , and
the map x 7→ x̂ from kr to Tmr ⊂ K
×
mr is a multiplicative character of order q
r−1; consequently the
map x 7→ x̂
qr−1
d is a multiplicative character of order d of kr, and we shall denote it by χ
(r)
d . Since
Gal(Kmr/Km) is a cyclic group, generated by the Frobenius acting as the q-th power on Tmr, we
see that the norm from Kmr to Km acts as the (q
r − 1)/(q− 1)-th power on Tmr, and the character
χ
(r)
d equals χd ◦Nkr/k, where χd := χ
(1)
d .
We define the function H(X) := X
(q−1)κ
d
∏e
i=1 θm(âiX
i). From the discussion above, this is an
element of H†(A), and for any x ∈ k×, we have H(x̂) = χd(x
κ)Ψm(P (x)). Recall that Dwork’s
operator ψq is the endomorphism of H
†(A) defined by ψqf(x) :=
1
q
∑
zq=x f(z) (note that when
f(X) =
∑
bnX
n, then ψqf(X) =
∑
bqnX
n). Now let α be the endomorphism ψq ◦H of H
†(A); by
Monsky-Reich trace formula we have, for any r ≥ 1
Sr(P, χ
κ
d) = (q
r − 1)Tr(αr),
and we deduce the following expression for the L-function
L(P, χκd ;T ) =
det(1− Tα)
det(1− qTα)
.
1.2. p-adic cohomology. Let P(X) := Xe+
∑e−1
i=1 âiX
i be the polynomial in Km[X ] obtained by
Teichmu¨ller lifting of the coefficients of P . Consider the differential operatorD := X ddX +πXP
′− κd
acting on H†(A); it is injective since a solution of Df = 0 is the function F (X) = X
κ
d exp(−πP(X))
which is not overconvergent. Moreover its cokernel has dimension e from [9] The´ore`me 6.1, and we
have the commutative diagram with exact rows
0 // H†(A)
qα

D
// H†(A)
α

// H†(A)/DH†(A)
α

// 0
0 // H†(A)
D
// H†(A) // H†(A)/DH†(A) // 0,
where α is the morphism of H†(A)/DH†(A) obtained from α. From the discussion above we get
L(P, χκd , T ) = det(1− Tα).
Now we factorize the morphisms α and α, in order to get expressions for the matrix of α with
respect to a suitable basis of H†(A)/DH†(A). For any 0 ≤ s ≤ m, we define κs as the least positive
integer such that psκs ≡ κ [d], and
Ks :=
pκs+1 − κs
d
.
Note that κm = κ0 = κ since q ≡ 1 [d]. Let τ be a lifting of the Frobenius of Fp to Cp such that
τ(π) = π. We define, for any 0 ≤ s ≤ m− 1, the power series H(s)(X) := XKs
∏e
i=1 θ(âi
τsX i); this
is an overconvergent power series, and we denote by β(s) the endomorphism ψp ◦H
(s) of H†(A).
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Lemma 1.1. We have the following factorisation for the morphism α
α = β(m−1) ◦ · · · ◦ β(0).
Proof. Recall that for any analytic overconvergent function f(X) ∈ H†(A), we have the following
commutation rule with Dwork’s operator f(X) ◦ ψp = ψp ◦ f(X
p); we can rewrite the operator
β(m−1) ◦ · · · ◦ β(0) in the following way
β(m−1) ◦ · · · ◦ β(0) = ψp ◦H
(m−1)(X) ◦ · · · ◦ ψp ◦H
(0)(X)
= ψp ◦ · · · ◦ ψp ◦
(
H(m−1)(Xp
m−1
) . . . H(0)(X)
)
= ψq ◦
(
H(m−1)(Xp
m−1
) . . . H(0)(X)
)
.
Now we have
H(m−1)(Xp
m−1
) · · ·H(0)(X) = XK0+···+p
m−1Km−1
m−1∏
s=0
e∏
i=1
θ(âi
τsXp
si);
from the definition of the Ks, K0 + · · ·+ p
m−1Km−1 =
(q−1)κ
d , and the second product is exactly∏e
i=1 θm(âiX
i). Thus we get H(m−1)(Xp
m−1
) · · ·H(0)(X) = H(X), and this ends the proof of the
lemma.
Let D(s) be the differential operator X ddX + πXP
′τs − κsd acting on H
†(A); once again this is
an injective morphism, and its cokernel has dimension e (note that D(m) = D(0) = D). For any
0 ≤ s ≤ m− 1 we have the commutative diagram
0 // H†(A)
pβ(s)

D(s)
// H†(A)
β(s)

// H†(A)/D(s)H†(A)
β(s)

// 0
0 // H†(A)
D(s+1)
// H†(A) // H†(A)/D(s+1)H†(A) // 0,
and we obtain the following factorisation for α: α = β(m−1) ◦ · · · ◦ β(0).
2. p-adic approximation of the coefficients of the L-function.
The aim of this section is to give congruences for the coefficients of the matrices defined in the
former section, and to deduce congruences for the coefficients of the L-functions L(P, χκ;T ).
2.1. The matrices B(s) and their coefficients. We now describe the matrices of the endomor-
phisms β(s). We begin by describing bases for the spaces H†(A)/D(s)H†(A).
First remark that the differential operators D(s) have their coefficients in Km(π)[X,X
−1]; from
the comparison theorem between algebraic and analytic cohomology (cf. [9]), we see that a com-
plementary subspace for D(s)Km(π)[X,X
−1] in Km(π)[X,X
−1] is a complementary subspace for
D(s)H†(A) in H†(A). Now for any n ∈ Z we have
D(s)(Xn−e) = (n− e−
κs
d
)Xn−e + π
e∑
i=1
iâi
τsXn−e+i,
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and the monomials X, . . . , Xe span a complementary subspace for D(s)H†(A) in H†(A). For any
n ∈ Z, 0 ≤ s ≤ m, we set Xn ≡
∑e
i=1 a
(s)
n,iX
i [D(s)H†(A)]. On the other hand set G(X) =∏e
i=1 θ(âiX
i) :=
∑
n≥0 hnX
n; since θ(X) ∈ Qp(ζp)[[X ]], we have
∏e
i=1 θ(âi
τsX i) = G(X)τ
s
=∑
n≥0 h
τs
n X
n, and H(s)(X) =
∑
n≥Ks
hτ
s
n−Ks
Xn, where we set hn := 0 for negative n. Thus we get,
for any 1 ≤ j ≤ e,
β(s)(Xj) = ψp(H
(s)(X)Xj) = ψp
 ∑
n≥Ks+j
hτ
s
n−Ks−jX
n
 = ∑
n≥ls
hτ
s
pn−Ks−jX
n,
with ls = ⌈
Ks+j
p ⌉, and passing to the cohomology (in H
†(A)/D(s+1)H†(A))
β(s)(Xj) ≡
∑
n≥ls
hτ
s
pn−Ks−j
∑e
i=1 a
(s+1)
n,i X
i [D(s+1)H†(A)]
≡
∑e
i=1
∑
n≥ls
hτ
s
pn−Ks−j
a
(s+1)
n,i X
i [D(s+1)H†(A)]
≡
∑e
i=1
(
hτ
s
pi−Ks−j
+
∑
n≥e+1 h
τs
pn−Ks−j
a
(s+1)
n,i
)
X i [D(s+1)H†(A)],
the last congruence being a consequence of the equality a
(s+1)
n,i = δni for 1 ≤ n ≤ e. Thus the matrix
B(s) of β(s) with respect to the bases {X, . . . , Xe} of H†(A)/D(s)H†(A) and H†(A)/D(s+1)H†(A)
respectively can be written (b
(s)
ij )1≤i,j≤e, where
b
(s)
ij = h
τs
pi−Ks−j +
∑
n≥e+1
hτ
s
pn−Ks−ja
(s+1)
n,i .
We now give congruences for the coefficients of the matrices B(s); these will help us in the next
section to determine the “principal parts” of the coefficients of the L-function L(P, χκd ;T ). We begin
by recalling some results from [4] on the coefficients hn. Recall that P is the polynomial obtained
by lifting the coefficients of P to the Teichmu¨ller of Km; in the following, for f a polynomial, we
denote by {f}n the coefficient of degree n of f
Proposition 2.1. Set ν
(s)
i,j := ⌈
pi−Ks−j
e ⌉; then for any 1 ≤ i, j ≤ e, 0 ≤ s ≤ m − 1, and any
p ≥ 2de we have the congruence
b
(s)
ij ≡
{
Pν
(s)
i,j
}τs
pi−Ks−j
πν
(s)
i,j
ν
(s)
i,j !
[
πν
(s)
i,j +1
]
.
Proof. First remark from the definition of the κs that for any 0 ≤ s ≤ m we have 1 ≤ κs ≤ d − 1;
thus p−d+1d ≤ Ks ≤
p(d−1)−1
d , and we get
p+1
d − e ≤ pi − Ks − j ≤ p(e −
1
d) −
1
d − 2 for any
1 ≤ i, j ≤ e. From the hypothesis p ≥ 2de, we deduce the inequalities 1 ≤ pi −Ks − j ≤ (p− 1)e
and ν
(s)
i,j ≤ p− 1. Thus we can apply Lemma 2.1 in [4] to h
τs
pi−Ks−j
, and we get
hτ
s
pi−Ks−j ≡
{
Pν
(s)
i,j
}τs
pi−Ks−j
πν
(s)
i,j
ν
(s)
i,j !
[
πν
(s)
i,j +1
]
.
From the expression of b
(s)
ij above, it remains to show that for any n ≥ e+1 we have h
τs
pn−Ks−j
a
(s+1)
n,i ≡
0 [πν
(s)
i,j +1]. First remark that exactly as in the case κ = 0 treated in [9] Lemma on p241, we have
vπ(a
(s+1)
n,i ) ≥ −
[
n−i
e
]
.
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Assume first e+1 ≤ n ≤ p; since pn−Ks− j < p
2, we have vπ(hpn−Ks−j) ≥
pn−Ks−j
e . If n < e+ i,
vπ(a
(s+1)
n,i ) ≥ 0, and vπ(h
τs
pn−Ks−j
a
(s+1)
n,i ) ≥
pn−Ks−j
e ≥
pi−Ks−j
e +
p
e ; now for e + i ≤ n ≤ p,
vπ(h
τs
pn−Ks−j
a
(s+1)
n,i ) ≥
pn−Ks−j
e −
[
n−i
e
]
≥ (p−1)n−Ks+i−je ≥
pi−Ks−j
e + p− 1, and in both cases we
get vπ(h
τs
pn−Ks−j
a
(s+1)
n,i ) ≥ ν
(s)
i,j + 1.
For n > p, we have vπ(hpn−Ks−j) ≥
pn−Ks−j
e
(
p−1
p
)2
, and
vπ(h
τs
pn−Ks−j
a
(s+1)
n,i ) ≥
pn−Ks−j
e
(
p−1
p
)2
− n−ie
≥ ne
(
(p−1)2
p − 1
)
− 1e
((
p−1
p
)2
(Ks + j)− i
)
.
From the majoration ofKs above, and since
(
p−1
p
)2
≤ 1, we get
(
p−1
p
)2
(Ks+j)−i ≤ e+p−
p+1
d ≤ p
since p ≥ de. Now since n > p, we have vπ(h
τs
pn−Ks−j
a
(s+1)
n,i ) ≥
p
e
(
(p−1)2
p − 2
)
, and this number is
strictly greater than p−1 as soon as p ≥ e+4; since p ≥ 2de, this ends the proof of the proposition.
2.2. The coefficients of the L-function. We come to the sum of the n× n minors centered on
the diagonal of B(s)
M (s)n =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
n∏
i=1
b(s)uiuσ(i) .
This is the coefficient of degree n of the characteristic polynomial det(1 − Tβ(s)); the evaluation
of these minors will in turn allow us to give congruences for the coefficients of the L-function
L(P, χκd ;T ).
Definition 2.1. i) For any 1 ≤ n ≤ e, set Y
(s)
n (κ) := minσ∈Sn
∑n
k=1 ν
(s)
k,σ(k), and
Σ(s)n (κ) := {σ ∈ Sn,
n∑
k=1
ν
(s)
k,σ(k) = Y
(s)
n (κ)}.
ii) For every 1 ≤ i ≤ d − 1, set 1 ≤ j
(s)
i (κ) ≤ e be the least positive integer congruent to pi −Ks
modulo e, and for every 1 ≤ n ≤ e, let B
(s)
n (κ) := {1 ≤ i ≤ n, j
(s)
i (κ) ≤ n}.
Note that since p is coprime to e, the map i 7→ j
(s)
i (κ) is an element of Se, the e-th symmetric
group. We can use the set B
(s)
n (κ) to describe Σ
(s)
n (κ) and evaluate Y
(s)
n (κ) precisely.
Lemma 2.2. Let 1 ≤ n ≤ e; we have Σ
(s)
n (κ) = {σ ∈ Sn, ∀i ∈ B
(s)
n (κ) σ(i) ≥ j
(s)
i (κ)}, and
Y
(s)
n (κ) =
∑n
k=1⌈
pk−Ks
e ⌉ −#B
(s)
n (κ).
Proof. It is easily seen that for any 1 ≤ j ≤ j
(s)
i (κ)− 1, we have ν
(s)
i,j = ⌈
pi−Ks
e ⌉, and for j
(s)
i (κ) ≤
j ≤ e, ν
(s)
i,j = ⌈
pi−Ks
e ⌉ − 1. From this we deduce, for any σ ∈ Sn
n∑
k=1
ν
(s)
k,σ(k) =
n∑
k=1
⌈
pk −Ks
e
⌉ −#
{
1 ≤ k ≤ n, σ(k) ≥ j
(s)
k (κ)
}
.
Now we have the inclusion {1 ≤ k ≤ n, σ(k) ≥ j
(s)
k (κ)} ⊂ B
(s)
n (κ). Finally the set {σ ∈ Sn, ∀i ∈
B
(s)
n (κ) σ(i) ≥ j
(s)
i (κ)} is not empty, since i 7→ j
(s)
i (κ) is an injection from B
(s)
n (κ) into {1, . . . , n};
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we get Y
(s)
n (κ) =
∑n
k=1⌈
pk−Ks
e ⌉ − #B
(s)
n (κ), and the permutations reaching this minimum are
exactly the ones with σ(i) ≥ j
(s)
i (κ) for all i ∈ B
(s)
n (κ). This is the desired result.
Definition 2.2. Recall that we have set P(X) =
∑e
i=1 âiX
i. For any 1 ≤ n ≤ e let P
(s)
n,κ be the
polynomial in Z[X1, . . . , Xe] defined by
P(s)n,κ(â1, . . . , âe) :=
∑
σ∈Σ
(s)
n (κ)
sgn(σ)
n∏
i=1
{
P
ν
(s)
i,σ(i)
}
pi−σ(i)−Ks
.
We are now ready to give a congruence for the coefficients M
(s)
n of the polynomial det(1− Tβ(s)).
We don’t rewrite the proof since it is very similar to the one of Proposition 2.2 in [4].
Proposition 2.2. Assume p ≥ 2de; then for any 1 ≤ n ≤ e, we have
M (s)n ≡
P
(s)
n,κ(â1, . . . , âe)
τs∏
i/∈B
(s)
n (κ)
⌈pi−Kse ⌉!
∏
i∈B
(s)
n (κ)
(
⌈pi−Kse ⌉ − 1
)
!
πY
(s)
n (κ) [πY
(s)
n (κ)+1].
Finally, using the same methods as in Section 3 in [4], we get a congruence for the coefficients of
the characteristic polynomial of α, i.e. of the L-function L(P, χκd ;T ).
Definition 2.3. Let < κ >p be the subset of {1, . . . , d − 1} containing all the κs, 0 ≤ s ≤ m − 1,
i.e. the set of representatives for the elements of the orbit of multiplication by p in Z/dZ containing
κ. From < κ >p, we define
Yn(κ) :=
#<κ>p−1∑
s=0
Y (s)n (κ),
and the polynomial
Pn,κ(â1, . . . , âe) :=
#<κ>p−1∏
s=0
P(s)n,κ(â1, . . . , âe).
With these definitions, we can give an expression for the “principal” part of the minors Mn of the
matrix of α, i.e. for the coefficients of the L-function.
Proposition 2.3. If p ≥ 2de, d ≥ 3, and Mn denotes the coefficient of degree n of L(P, χ
κ
d , T ),
we have the following congruence
Mn ≡
∏m−1
s=0 P
(s)
n,κ(â1, . . . , âe)
τs(∏#<κ>p−1
s=0
∏
i/∈B
(s)
n (κ)
⌈pi−Kse ⌉!
∏
i∈B
(s)
n (κ)
(
⌈pi−Kse ⌉ − 1
)
!
) m
#<κ>p
π
m
#<κ>p
Yn(κ)
modulo [π
m
#<κ>p
Yn(κ)+1]. Moreover, we have v(Mn) =
m
#<κ>p
Yn(κ) if and only if Pn,κ(â1, . . . , âe)
is not zero modulo p.
Proof. From Proposition 2.2, and reasoning as in the proof of Proposition 3.2 in [4], we get
Mn ≡
∏m−1
s=0 P
(s)
n,κ(â1, . . . , âe)∏m−1
s=0
∏
i/∈B
(s)
n (κ)
⌈pi−Kse ⌉!
∏
i∈B
(s)
n (κ)
(
⌈pi−Kse ⌉ − 1
)
!
πYn [πYn+1],
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with Yn =
∑m−1
s=0 Y
(s)
n (κ). Now remark that since pm ≡ 1 [d], the permutation induced by mul-
tiplication by p modulo d has order dividing m; thus the length of the cycle containing κ divides
m. Moreover, we get κs+#<κ>p = κs, and Ks+#<κ>p = Ks, Y
(s+#<κ>p)
n (κ) = Y
(s)
n (κ), etc...
Consequently Yn =
m
#<κ>p
Yn(κ), and so on for the products of factorials at the denominator. This
proves the first assertion.
On the other hand we have, for any s, P
(s)
n,κ(â1, . . . , âe)
τs = 0 if and only if P
(s)
n,κ(â1, . . . , âe) = 0.
Thus from the first assertion, we have v(Mn) =
m
#<κ>p
Yn(κ) exactly when
∏m−1
s=0 P
(s)
n,κ(â1, . . . , âe) is
non zero modulo p. Finally, we have as above P
(s)
n,κ = P
(s+#<κ>p)
n,κ , and consequently
∏m−1
s=0 P
(s)
n,κ =
P
m
#<κ>p
n,κ , and this gives the second assertion since Pn,κ(â1, . . . , âe) lives in the ring of integers of
Km, an unramified extension of Qp in which the ideal (p) is maximal.
3. Newton polygons of the L-functions of twisted sums.
We come to the Newton polygons: Proposition 2.3 above allows us to give a lower bound, the
generic Newton polygon; we show that this lower bound is always above a fixed polygon, we call
the Hodge-Stickelberger polygon of the situation. We show that these bounds are tight, since the
Hodge-Stickelberger polygon coincides with the Newton polygon when p ≡ 1 [de]. Moreover the
generic Newton polygon is attained for every polynomial in a Zariski dense open subset of Ae−1,
the affine space of monic polynomials of degree e without constant coefficient.
Definition 3.1. i) For every 1 ≤ κ ≤ d − 1, set µκ :=
P
i∈<κ>p
i
d#<κ>p
. Let 1 ≤ r ≤ d − 1 be the least
positive integer congruent to p modulo d. We define the Hodge-Stickelberger polygon HS(d, e, r, κ)
as the polygon of horizontal length e and vertices{
(0, 0),
(
n,
1
e
(
n(n− 1)
2
+ nµd−κ)
)
1≤n≤e
}
.
ii) We define the generic Newton polygon GNP (d, e, p, κ) to be the polygon with vertices{
(0, 0),
(
n,
Yn(κ)
(p− 1)# < κ >p
)
1≤n≤e
}
.
We denote its slopes by λn(κ) :=
1
(p−1)#<κ>p
(Yn+1(κ)− Yn(κ)), 0 ≤ n ≤ e− 1.
Let us explain the terminology we employ, and give the connection between the Hodge-Stickelberger
polygon and the polygon defined in [1], [2].
Remark 3.1. i) The number µd−κ is well known since Stickelberger. Notations being as above,
consider the Gauss sum over Fq
GFq (Ψm, χ
κ) :=
∑
x∈F×q
Ψm(x)χ
κ(x).
This is a Weil number, and Stickelberger’s theorem (cf. [3] Theorem 11.2.1) gives its q-adic valua-
tion, which is exactly µd−κ, as can be seen from [3] Theorem 11.2.7.
ii) Assume p is semi primitive modulo d, i.e. that d − 1 is in the subgroup of (Z/dZ)
×
generated
by p. In this case, it is clear that for any i in < κ >p, d − i is also in < κ >p, and we get
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µκ =
1
2 . We can rewrite the vertices of the Hodge-Stickelberger polygon in the following simple way:{
(0, 0), (n, n
2
2e )1≤n≤e
}
.
iii) Recall (cf. [9]) that the Hodge polygon H(e) associated to additive character sums and polyno-
mials of degree e is the polygon with vertices
{
(0, 0),
(
n, n(n+1)2e
)
1≤n≤e
}
. We see that the Hodge-
Stickelberger polygon defined above differs from H(e) by adding a segment of length one and slope
µd−κ
e , and adding
µd−κ
e to each of the slopes.
iv) When κ = 0, the polygon with vertices
{
(0, 0),
(
n, Yn(0)p−1
)
1≤n≤e−1
}
is exactly the generic Newton
polygon in [4] Definition 4.3.
v) The Hodge Stickelberger polygon is the same as the one-variable case of the polygon defined in
[2] Corollary 3.18. Set d := − (q−1)κd in order to comply with the notations there. Then d
(i) =
− (q−1)κm−id , ud(i)(j) = x
d
(i)
q−1+j, and w(ud(i)(j)) =
d
(i)
q−1+j
e =
j
e −
κm−i
de since the weight of x
r is re in
our case. The bj defined above Theorem 3.17 in [2] can be rewritten in the following way
bj =
1
m
(
m−1∑
i=0
j
e
−
κm−i
de
)
=
j − µκ
e
=
j − 1 + µd−κ
e
,
which gives exactly the j-th slope of the Hodge-Stickelberger polygon.
We begin by a lemma, in order to show that the generic Newton polygon as defined above is convex.
Lemma 3.1. Assume p ≥ 2de; then for any 0 ≤ n ≤ e− 2, we have λn(κ) < λn+1(κ).
Proof. We have to show the following inequality, for any 0 ≤ n ≤ e−2: 2Yn+1(κ) < Yn(κ)+Yn+2(κ).
It is sufficient to show the inequality 2Y
(s)
n+1(κ) < Y
(s)
n (κ)+Y
(s)
n+2(κ) for any s. We use the expression
in Lemma 2.2; first remark that #B
(s)
n ≤ #B
(s)
n+1 ≤ #B
(s)
n + 2. From this we get Y
(s)
n+2(κ) ≥
Y
(s)
n+1 + ⌈
p(n+2)−Ks
e ⌉− 2, and we are reduced to show that Y
(s)
n+1(κ) < Y
(s)
n + ⌈
p(n+2)−Ks
e ⌉ − 2. Now
since Y
(s)
n+1(κ) ≤ Y
(s)
n + ⌈
p(n+1)−Ks
e ⌉, we have to show ⌈
p(n+2)−Ks
e ⌉ − ⌈
p(n+1)−Ks
e ⌉ ≥ 2, and this is
verified as long as p ≥ 3e.
In the next proposition, we show that the Hodge-Stickelberger polygon is a lower bound for the
Newton polygons of L-functions associated to twisted exponential sums as above, and that for
p ≡ 1 [de], this lower bound is exactly the Newton polygon.
Proposition 3.1. Let p ≥ 2de be a prime, and 1 ≤ r ≤ d− 1 be the least positive integer congruent
to p modulo d.
i) For any polynomial P of degree e over Fq, the Newton polygon of L(P, χ
κ
d ;T ) with respect
to the q-adic valuation lies above the Hodge-Stickelberger polygon HS(d, e, r, κ);
ii) If p ≡ 1 [de], then for any polynomial P of degree e over Fq, the Newton polygon of
L(P, χκd ;T ) with respect to the q-adic valuation is exactly the Hodge-Stickelberger polygon
HS(d, e, r, κ).
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Proof. From Proposition 2.3, we see that the Newton polygon of L(P, χκd , T ) with respect to the
π-adic valuation lies above the polygon with vertices{
(0, 0),
(
n,
m
# < κ >p
Yn(κ)
)
1≤n≤e
}
.
Now we have, for any 0 ≤ s ≤ m− 1, Y
(s)
n (κ) ≥
∑n
i=1
pk−σ(k)−Ks
e = (p− 1)
n(n+1)
2e − n
Ks
e . Thus we
have m#<κ>pYn(κ) ≥ m(p − 1)
n(n+1)
2e − n
Pm−1
s=0 Ks
e . From the definition of Ks, we get
∑m−1
s=0 Ks =∑m−1
s=0
pκs+1−κs
d =
p−1
d
∑m−1
s=0 κs since κm = κ0 = κ. The last sum equals
m
#<κ>p
∑
i∈<κ>p
i =
mdµκ, and we get
m
#<κ>p
Yn(κ) ≥ m(p − 1)
(
n(n+1)
2e −
nµκ
e
)
. In other words, we have vq(Mn) ≥
n(n+1)
2e −
nµκ
e =
n(n−1)
2e + n
1−µκ
e . Finally, 1 − µκ = 1 −
P
i∈<κ>p
i
d#<κ>p
=
P
i∈<κ>p
d−i
d#<κ>p
= µd−κ, and this
shows part i) of the proposition.
Assume p ≡ 1 [de]; in this case for any 0 ≤ s ≤ m − 1, we have κs = κ, Ks =
p−1
d κ, and for any
1 ≤ κ ≤ d−1, µκ =
κ
d , since < κ >p= {κ}. Thus ⌈
pi−σ(i)−Ks
e ⌉ =
p−1
e i−
p−1
de κ+ ⌈
i−σ(i)
e ⌉. Summing
over i ∈ {1, . . . , n}, we see that the sum is minimal exactly when σ(i) ≥ i for any i. But this is
possible only when σ is the identity of Sn. Consequently Σ
(s)
n (κ) = {Id}, Y
(s)
n (κ) =
p−1
e
n(n+1)
2 −
p−1
de nκ =
p−1
e
n(n−1)
2 −
p−1
de n(d− κ), P
(s)
n,κ(X1, . . . , Xe) = X
Y (s)n (κ)
e , and Pn,κ(X1, . . . , Xe) = X
Yn(κ)
e .
From this and proposition 2.3 we deduce that for any P of degree e, the Newton polygon of
L(P, χκd ;T ) with respect to the q-adic valuation is exactly the Hodge-Stickelberger polygon defined
above. This proves part ii).
We see that the situation is rather simple when p ≡ 1 [de]: in this case the generic Newton and
Hodge-Stickelberger polygons coincide, and the generic Newton polygon is the Newton polygon for
any P . In the general case, however, the Newton polygon can vary much with the polynomial P ;
we now show that there is a certain regularity: “most of” the polynomials of fixed degree share the
same Newton polygon, which is the generic Newton polygon.
Definition 3.2. Recall that if P(X) =
∑e
i=1 âiX
i, we have set
P(s)n,κ(â1, . . . , âe) :=
∑
σ∈Σ
(s)
n
sgn(σ)
n∏
i=1
{
P⌈
pi−σ(i)−Ks
e
⌉
}
pi−σ(i)−Ks
,
and Pn,κ(â1, . . . , âe) :=
∏#<κ>p−1
s=0 P
(s)
n,κ(â1, . . . , âe).
i) We denote by Pn,κ ∈ Fp[X1, . . . , Xe] the reduction modulo p of Pn,κ ;
ii) let
Pd,e,p,κ :=
e∏
n=1
Pn,κ;
we call this polynomial the Hasse polynomial attached to the orbit < κ >p.
Reasoning as in Lemma 4.1 of [4], we see that the polynomials P
(s)
n,κ are always non zero, and
that the polynomial Pd,e,p,κ itself is non zero. Now from proposition 2.3 and the definition above,
we have Pd,e,p,κ(a1, . . . , ae−1, 1) 6= 0 exactly when the Newton polygon of L(P, χ
κ
d ;T ), P (X) =
Xe + ae−1X
e−1 + · · ·+ a1X , with respect to the π-adic valuation coincides with the polygon with
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vertices {(0, 0), (n, m#<κ>pYn(κ))1≤n≤e}. Thus we get the following, where we identify the set of
monic degree e polynomials without constant coefficient with affine space of dimension e− 1
Theorem 3.1. For any p ≥ 2de, the Newton polygon of L(P, χκd , T ) with respect to the q-adic
valuation coincides with the generic Newton polygon GNP (d, e, p, κ) exactly when the polynomial
P in the Zariski dense open subset of Ae−1
Fp
defined as the complementary of the hypersurface
Pd,e,p,κ(X1, . . . , Xe−1, 1) = 0.
Remark. When κ = 0, i.e. when we have a purely additive character sum, we know (cf. [14])
that there is a Zariski dense open subset U defined over Q of the space of polynomials of degree
e over Q such that when p tends to infinity, for any f ∈ U , the polygon NPq(f) obtained from
the L-function associated to the reduction of f modulo a prime above p in the field defined by the
coefficients of f tends to a fixed polygon, the Hodge-Stickelberger polygon of this situation.
When κ 6= 0, we can’t hope such a limit to exist, since the polygon GNP (d, e, p, κ) depends heavily
on < κ >p, i.e. on the residue of p modulo d. However one can show from the results above
that there exists a polynomial Pd,e,r,κ ∈ Q[X ] such that for any sufficiently great p, p ≡ r [d], the
Hasse polynomial Pd,e,p,κ is the reduction modulo p of Pd,e,r,κ. On the other hand, when p tends
to infinity in the class of r modulo d, the generic Newton polygon GNPq(d, e, p, κ) tends to the
Hodge-Stickelberger polygon HS(d, e, r, κ); thus we get a weaker, but similar result than in the
case of additive exponential sums: there is a Zariski dense open subset Ud,e,r,κ defined over Q of
the space of polynomials of degree e over Q such that when p tends to infinity along the class of
r modulo d, for any P ∈ Ud,e,r,κ, the Newton polygon of the L-function L(P, χ
κ
d ;T ) associated to
the reduction of P modulo a prime above p in the field defined by the coefficients of P tends to the
Hodge-Stickelberger polygon HS(d, e, r, κ).
4. Newton polygons for polynomials P (xd).
We come to Newton polygons of L-functions associated to additive character sums and polynomials
of the form P (xd) over k = Fq. The idea is to express these L-functions as products of L-functions
of the form L(P, χκd ;T ) over extensions of k = Fq. Note that in this section all the results are valid
without the hypothesis that d divides q − 1.
4.1. Another expression for the L-function. We begin by looking at the sums
Sr(P (x
d)) =
∑
x∈kr
ψrm(P (x
d)) =
∑
x∈k×r
ψrm(P (x
d)) + 1,
and expressing them from the sums Sr(P, χ
κ
d) when κ varies
Lemma 4.1. For any r ≥ 1, set δr := gcd(d, q
r − 1), and let χr := χ
d/δr
d be a multiplicative
character of k×r of order δr. Then we have
Sr(P (x
d)) =
δr−1∑
κ=0
∑
x∈k×r
ψrm(P (x
d))χκr (x) + 1 =
δr−1∑
κ=0
Sr(P, χ
κ
r ) + 1.
Proof. Write d = δrǫr; since δr = gcd(d, q
r − 1), ǫr is prime to q
r − 1, and the map x 7→ xǫr is a
bijection on k×r . On the other hand, since δr|q
r − 1, the kernel of the map x 7→ xδr is the set of
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δr-th roots of unity, and its image is the set (k
×
r )
δr of δr-th powers in k
×
r . Thus we get
Sr(P (x
d)) =
∑
x∈k×r
ψrm(P (x
d)) + 1 = δr
∑
x∈(k×r )δr
ψrm(P (x)) + 1.
Now let χr be as in the Lemma; from the orthogonality relations on multiplicative characters, we
have
∑δr−1
κ=0 χr(x
κ) = δr if x ∈ (k
×
r )
δr , 0 else. Replacing in the sum above we obtain
Sr(P (x
d)) =
∑
x∈k×r
∑δr−1
κ=0 χr(x
κ)ψmr(P (x)) + 1
=
∑δr−1
κ=0
∑
x∈k×r
χr(x
κ)ψmr(P (x)) + 1
=
∑δr−1
κ=0 S(P, χ
κ
r ) + 1,
and this what we wanted to show.
From the lemma above, we deduce a factorisation of the L-function; let us begin by setting some
notations.
Definition 4.1. i) In Z/dZ, we choose a set of representatives {κ0,q, . . . , κt,q} for the orbits under
multiplication by q, and we denote by Z/dZ :=
∐t
i=0 < κi,q >q the decomposition of Z/dZ in orbits
under multiplication by q. For any i ∈ {0, . . . , t}, let di := # < κi,q >q.
ii) For any i, we denote by L(P, χ
κi,q
d ;T ) the L-function associated to the character sums∑
x∈k×
dir
χ
κi,q
d (x)ψmdir(P (x)).
Note that any two elements κ, κ′ of < κi,q >q are in the same orbit under multiplication by q; thus
they are in the same orbit under multiplication by p, µκ = µκ′ , and this number just depends on
the orbit, not on the particular choice of a representative.
Proposition 4.1. Notations being as above, we have
L(P (xd);T ) =
t∏
i=0
L(P, χ
κi,q
d ;T
di).
Proof. We claim that for any κ, r we have S(P, χκr ) = S(P, χ
qκ
r ). Actually we have
S(P, χκr ) =
∑
x∈k×r
χr(x
qκ)ψmr(P (x
q))
since x 7→ xq is an automorphism of kr; on the other hand, P (x
q) = P (x)q since P ∈ Fq[X ], and
this element of kr has the same trace than P (x); thus ψmr(P (x
q)) = ψmr(P (x)) for any x in kr,
proving the claim.
From this claim and the result of the lemma above, we can rewrite the sums Sr(P (x
d)) using the
orbits < κi,q >q. Remark that di|r if and only if q
rκi,q ≡ κi,q [d], i.e. when d divides (q
r − 1)κi,q,
or equivalently when dδr |κi,q. Thus the sum in Lemma 4.1 can be rewritten
Sr(P (x
d)) =
∑
κi,q, di|r
diSr(P, χ
κi,q
d ) + 1 =
∑
κi,q, di|r, i6=0
diSr(P, χ
κi,q
d ) + Sr(P ),
and plugging this equality into the formula defining the L-function from the character sums gives
the desired result.
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Remark. We give below a cohomological interpretation of the equality in the Proposition above.
Another way of expressing the L-function L(P (xd);T ) is to see it as the characteristic polynomial
of the map γ in the commutative diagram below (cf. [4] section 1.2)
0 // H†(A)
qγ

∆
// H†(A)
γ

// H†(A)/∆H†(A)
γ

// 0
0 // H†(A)
∆
// H†(A) // H†(A)/∆H†(A) // 0,
where ∆ := H(Xd)−1 ◦X ddX ◦H(X
d), γ := H(Xd)−1 ◦ ψq ◦H(X
d), and H(X) = exp(−πP(X)).
Consider the following decomposition of H†(A)
H†(A) =
d−1⊕
κ=0
Eκ, Eκ = Vect{X
κ+dk}k∈Z.
The vector spaces Eκ are stable under the action of ∆, and we deduce the following decomposition
H†(A)/∆H†(A) =
⊕d−1
i=0 Eκ/∆Eκ. On the other hand, the map γ sends Eκ to Eκ′ , and induces
γκ from Eκ/∆Eκ to Eκ′/∆Eκ′ , where κ
′ is the residue of qκ modulo d. Moreover it can be shown
that if ℓ := # < d − κ >q, the map γ
ℓ
d−κ from Ed−κ/∆Ed−κ to itself is the same (via a basis
change) as the map α in section 1.2. Finally an easy calculation gives the following link between
the characteristic polynomials of γ and the γκ
det (I− Tγ) =
t∏
i=0
det
(
I− T diγdiκi,q
)
,
and we find the same equality as above.
4.2. Newton and Hodge-Stickelberger polygons. As in section 3, we study the behaviour of
the Newton polygon of the L-function L(P (xd);T ) when P runs over monic polynomials of degree
e; we define a Hodge-Stickelberger polygon which is a lower bound for any of these polygons. We
show that there is a generic Newton polygon and a Hasse polynomial as above; then studying the
case p ≡ 1 [de], we find a classical result of Robba.
Definition 4.2. i) In Z/dZ, we choose a set of representatives {κ0,p, . . . , κu,p} for the orbits under
multiplication by p, and we denote by Z/dZ :=
∐u
i=0 < κi,p >p the decomposition of Z/dZ in orbits
under multiplication by p, with < κ0,p >p= {0}. For any i ∈ {0, . . . , u}, let Di := # < κi,p >p.
Assume moreover that the orbits < κi,p >p are arranged in such a way that µκ1,p ≤ · · · ≤ µκu,p ,
where the µκi,p are as in definition 3.1. We define the Hodge-Stickelberger polygon HS(d, e, r) to
be the polygon with segments of length Di, and slopes sij =
j
e +
µκi,p
e , 0 ≤ i ≤ u, 0 ≤ j ≤ e − 1,
(i, j) 6= (0, 0) rearranged in increasing order of their slopes.
ii) For i = 0, and any 1 ≤ j ≤ e − 1, set λj(0) :=
1
p−1 (Yj(0) − Yj−1(0)); for i 6= 0, and 0 ≤
j ≤ e − 1, we set λj(κi,p) :=
1
p−1 (Yj+1(κi,p) − Yj(κi,p)). Then we define the generic Newton
polygon GNP (d, e, p) as the polygon with segments of length Di, and slopes λj(κi,p), 0 ≤ i ≤ u,
0 ≤ j ≤ e− 1, (i, j) 6= (0, 0) rearranged in increasing order of their slopes.
Note that since we assumed µκ1,p ≤ · · · ≤ µκu,p and all these numbers are less than 1, we have
sij ≤ si′j′ exactly when (j, i) ≺ (j
′, i′) in the lexicographic order. Note also that when p ≡
1 [d], we have HS(d, e, 1) = H(de), the Hodge polygon associated to additive character sums and
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polynomials of degree de, since HS(d, e, r) is the polygon of length de− 1 and segments with slopes
i
de , 1 ≤ i ≤ de−1. Finally, remark that once again the Hodge-Stickelberger polygon above depends
only on the residue of p modulo d, and not on the particular power q of p. Now we have results
very similar to the ones in section 3.
Proposition 4.2. Let p ≥ 2de be a prime, and 1 ≤ r ≤ d− 1 be the least positive integer congruent
to p modulo d.
i) For any polynomial P of degree e over Fq, the Newton polygon of L(P (x
d);T ) with respect
to the q-adic valuation lies above the Hodge-Stickelberger polygon HS(d, e, r);
ii) If p ≡ 1 [de], then for any polynomial P of degree e over Fq, the Newton polygon of
L(P (xd);T ) with respect to the q-adic valuation is exactly the Hodge polygon HS(d, e, 1) =
H(de).
Proof. When κ = 0, it is well known that the Newton polygon of L(P (x);T ) is above the Hodge
polygon with segments of length 1 and slopes je , 1 ≤ j ≤ e − 1. Now fix a κi,q 6= 0; remark that
the Newton polygon of L(P, χ
κi,q
d ;T ) with respect to the q
di-adic valuation and of L(P, χ
κi,q
d ;T
di)
with respect to the q-adic valuation have the same slopes, but that the length of the segments are
multiplied by di from the first to the second. Thus this Newton polygon is above the polygon with
segments of length di and slopes
j
e +
µκi,q
e , 0 ≤ j ≤ e − 1.
Now remark that we have < κi,q >q⊂< κi,q >p. Since the permutation induced by multiplication by
q is a power of the one induced by multiplication by p, we must have di|Di, and for any other orbit
< κi′,q >q⊂< κi,q >p, the Newton polygons with respect to the q-adic valuation of L(P, χ
κi,q
d ;T
di)
and L(P, χ
κi′,q
d ;T
di) have the same lower bound from Proposition 3.1, and the product
Lκi,p(T ) :=
∏
<κj,q>q⊂<κi,q>p
L(P, χ
κj,q
d ;T
dj)
has its Newton polygon above the polygon with segments of length Di and slopes
j
e +
µκi,p
e , 0 ≤
j ≤ e − 1, i.e. the image of the polygon HS(d, e, r, κi) by the similitude of center (0, 0) and scale
Di.
We can rewrite Proposition 4.1 in the following way
L(P (xd);T ) =
u∏
i=0
Lκi,p(T ),
and we see that the Newton polygon of L(P (xd);T ) is the concatenation of the Newton polygons
of the polynomials Lκi,p(T ), 0 ≤ i ≤ u where the segments are reordered with non decreasing
slopes. Now the Hodge-Stickelberger polygon HS(d, e, r) is the joint of the images of the polygons
HS(d, e, r, κi,p) by the similitude of center (0, 0) and scale Di, for 0 ≤ i ≤ u. Since each of these
polygons is above the corresponding Hodge-Stickelberger polygon HS(d, e, r, κi,p), this ends the
proof of Proposition 4.2.
Definition 4.3. The Hasse polynomial for polynomials P (xd) over Fp, deg(P ) = e is
Pd,e,p := Pd,p
u∏
i=1
Pd,e,p,κi,p ,
where Pd,p is the polynomial defined in [4], Definition 4.1, and the product is taken over the orbits
different from {0} under multiplication by p in Z/dZ.
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As in the case of twisted exponential sums, the polynomial Pd,e,p is non zero, and tells us exactly
which polynomials have the Newton polygon of their L-function attaining the generic Newton
polygon. Once more, we identify the set of monic degree e polynomials without constant coefficient
with affine space of dimension e − 1.
Theorem 4.1. For any p ≥ 2de, the Newton polygon of L(P (xd);T ) with respect to the q-adic
valuation coincides with the generic Newton polygon GNP (d, e, p) exactly when the polynomial P
is in the Zariski dense open subset Ud,e,p of A
e−1
Fp
defined as the complementary of the hypersurface
Pd,e,p(X1, . . . , Xe−1, 1) = 0.
Proof. When κ = 0, we see from [4] Theorem 4.1 that the Newton polygon of L(P (x);T ) coin-
cides with the generic Newton polygon GNP (e) exactly when P is in the complementary of the
hypersurface of equation Pd,p = 0, and GNP (e) has slopes λ1(0), . . . , λe−1(0).
When κ 6= 0, we see from Definition 2.3 that the polynomial Pd,e,p,κ just depends on the orbit
< κ >p, and not on the choice of κ inside the orbit; from Theorem 3.1, we see that for any κi,q such
that < κi,q >q⊂< κ >p, the Newton polygon with respect to the q-valuation of L(P, χ
κi,q
d ;T
di) is
the polygon with vertices {
(0, 0),
(
ndi, di
Yn(κi,q)
(p− 1)Di
)
1≤n≤e
}
exactly when Pd,e,p,κ(a1, . . . , ae−1, 1) 6= 0. In this case, the Newton polygon of the polynomial
Lκi,p(T ) defined in the proof of Proposition 4.2 has vertices as above, where Di replaces di. Rea-
soning as in the end of the proof of Proposition 4.2, we get the result.
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