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Abstract
We introduce a family of vertex-transitive graphs with specified subgroups of automorphisms
which generalise Kneser graphs, powers of complete graphs and Cayley graphs of permutations. We
compute the stability ratio for a wide class of these. Under certain conditions we characterise their
stable sets of maximal size.
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1. Introduction
Consider the graph K mn whose vertices are all tuples (x1, . . . , xm) with entries in
{1, 2, . . . , n} where two tuples are adjacent if they have no entry in common. In [9]
Greenwell and Lova´sz characterise the stable sets of maximal size in this graph: a set
of vertices is a maximal stable set if and only if it consists of all those tuples whose i th
entry is some fixed value 1 ≤ j ≤ n.
Let n, r be positive integers with n ≥ 2r . The Kneser graph K (r, n) is the graph whose
vertices are the r -element subsets of {1, 2, . . . , n}, two of them being adjacent if they are
disjoint. The Erdo˝s–Ko–Rado Theorem [7] states that the stability ratio of K (r, n) is r/n;
furthermore, it follows from the Hilton–Milner inequality [10] (see also [3] and [8] for
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simple proofs of this fact) that the stable sets of maximal size in K (r, n) are precisely
those families of sets that contain some fixed element.
One may restate this last result in a manner that underlines the resemblance with the
first example: indeed, one may view r -subsets of {1, 2, . . . , n} (henceforth denoted by [n])
as n-tuples (x1, . . . , xn) with exactly r entries equal to 1 and n − r entries equal to 0,
two tuples being adjacent if they do not have a common entry equal to 1. Then a stable
set of maximal size consists of all tuples that have the i th coordinate equal to 1, for a
fixed i .
We introduce a class of graphs which generalise these two situations. The vertices
are tuples with a fixed distribution of occurrences of the symbols, and the adjacency
between two strings will indicate whether a symbol from a fixed subset of symbols
appears at different positions in the two strings. Let us rephrase this in a more precise
way.
Let b ≥ 1 be an integer (the number of symbols for the strings) and let d1 ≥
d2 ≥ · · · ≥ db ≥ 0 be integers (the distribution of the symbols), with n =∑
i di ≥ 1 (the length of the strings). Let m denote the largest index i such that
di > 0. Let P be any subgroup of the symmetric group Sb , and let C be a non-
empty subset of [b] = {1, . . . , b}. We construct a graph G(P; C; d1, . . . , db) as follows:
its vertices are the n-tuples (a1, . . . , an) ∈ [b]n such that there exists a permutation
σ ∈ P and a permutation τ ∈ Sn for which (a1, . . . , an) = (xτ (1), . . . , xτ (n)) where
(x1, . . . , xn) = (σ (1), . . . , σ (1), σ (2), . . . , σ (2), . . . , σ (m), . . . , σ (m)) and σ(i) appears
exactly di times. Two such tuples (x1, . . . , xn) and (y1, . . . , yn) are not adjacent if and
only if there exists a coordinate i such that xi = yi ∈ C (the two tuples coincide for a
symbol belonging to C).
We shall keep the above notation and terminology throughout this paper. We also define
another useful parameter: given the graph G(P; C; d1, . . . , db) let
d = max{di : i ∈ C}.
The group Sn acts naturally on the graph G(P; C; d1, . . . , db) by permuting the entries
of the tuples. Furthermore it is easy to see that the correspondence
(x1, . . . , xn) → (σ (x1), . . . , σ (xn))
for each σ ∈ P defines an action of P on the graph as a group of automorphisms, provided
the permutations in P preserve the set C , i.e. σ(i) ∈ C for all i ∈ C and all σ ∈ P . For
the remainder of the paper we shall assume that this condition always holds. Assuming
this, one verifies at once that G(P; C; d1, . . . , db) is vertex-transitive, under the combined
actions of Sn and P .
Example 1. Let us choose the sequence of di to be 3, 2, 2, 1, 0, 0 so n = 8, b = 6 and
m = 4. Let P consist of the following group of permutations:
P = {id, (2 1), (3 4 5), (3 5 4), (2 1)(3 4 5), (2 1)(3 5 4)}.
Then the vertices of the graph are all possible permutations of the coordinates of the
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following tuples
(1, 1, 1, 2, 2, 3, 3, 4)
(2, 2, 2, 1, 1, 3, 3, 4)
(1, 1, 1, 2, 2, 4, 4, 5)
(1, 1, 1, 2, 2, 5, 5, 3)
(2, 2, 2, 1, 1, 4, 4, 5)
(2, 2, 2, 1, 1, 5, 5, 3).
Example 2. Let 1 ≤ r ≤ n be integers such that 2r ≤ n. Then K (r, n), the Kneser graph
of r -subsets of [n], is isomorphic to G(P; C; d1, d2) where b = 2, P is the trivial group,
C = {2}, d1 = n − r and d2 = r . The isomorphism is given by the correspondence which
sends every r -subset X of [n] to the n-tuple (x1, . . . , xn) where xi = 2 if i ∈ X and xi = 1
otherwise.
Example 3. Let di = 1 for every i , hence n = b. Let P be the full symmetric group
and C = [b]. With this choice of parameters the vertices of G(Sn; [n]; 1, 1, . . . , 1) are
the permutations of [n], two permutations σ and τ being adjacent if there is no coordinate
i such that σ(i) = τ (i), i.e. στ−1 is a derangement. We will denote this graph simply
by G(Sn). Note that it is the Cayley graph of the group Sn with generating set the
derangements.
Example 4. Let G(Sb)(n) denote the graph G(Sb; [b]; 1, 1, . . . , 1, 0, . . . , 0) where 1
appears n times. The vertices of this graph are the injections of [n] into [b]; two of these
injections α and β are not adjacent if α(i) = β(i) for some 1 ≤ i ≤ n.
Let O denote the orbit under P of any element q ∈ C such that dq = d . We shall prove
the following in Section 3.
Theorem. The independence ratio of the graph G = G(P; C; d1, . . . , db) satisfies
α(G)
|G| ≥
1
|O|
∑
i∈O
di
n
.
We shall prove that in various cases this bound is tight (Theorems 3.2 and 3.3). For
example if P is trivial, as in the case of Kneser graphs, this ratio is equal to d/n; if P = Sb
the ratio is equal to 1/b, a result already obtained by Deza and Frankl [5] (see also [6]) in
the special case of G(Sn).
We shall then be interested in the actual nature of the stable sets of maximal size of the
graph G(P; C; d1, . . . , db). Let 1 ≤ p ≤ n and 1 ≤ q ≤ b. Let I qp denote the induced
subgraph of G(P; C; d1, . . . , db) that consists of all tuples (x1, . . . , xn) such that x p = q .
If q ∈ C this is an independent set. In fact (see Section 3) it is of maximal size precisely if
the above bound is tight.
Problem. For which parameters P, C, d1, . . . , db are all the stable sets of maximal size in
the graph G(P; C; d1, . . . , db) of the form I qp ?
We now outline the contents of the paper. In the next section we introduce the
terminology and basic results that we shall require in the sequel. In Section 3 we prove
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the above-mentioned theorem. In Section 4 we prove that the sets I qp are indeed the only
stable sets of maximal size in the graph G(Sn) (Theorem 4.1).1 In Section 5 we extend this
to the graphs G(Sb)(n) (Theorem 5.1) and then use this to prove the following more general
result:
Theorem. Let b ≥ 5. If n/2 ≥ d1 and there are at least 3 non-zero di ’s, then the sets I qp
are the only stable sets of maximal size in the graph G(Sb; C; d1, . . . , db).
Finally we conclude with some remarks on open questions and further results
(Section 6).
2. Preliminaries and terminology
In this paper all graphs are finite, undirected and without loops. We denote the vertex set
and the edge set of a graph G by V (G) and E(G) respectively. Let G be a graph. Recall
that a set I of vertices of G is called stable (or independent) if no two vertices in I are
adjacent. The stability (independence) number of G, denoted by α(G), is the maximum
cardinality of a stable set in G. The stability (independence) ratio of G is the ratio of
the stability number to the number of vertices. If G and H are graphs, a homomorphism
from G to H is an edge-preserving map from V (G) to V (H ), i.e. a function f such that
{ f (g), f (g′)} ∈ E(H ) whenever {g, g′} ∈ E(G). A graph G is vertex-transitive if the
automorphism group of G acts transitively on V (G), i.e. for every x and y in V (G) we can
find an automorphism f of G such that f (x) = y.
For n ≥ 1 we shall denote the complete graph on n vertices by Kn .
One of our main tools is the following result, often referred to as the ‘no-homomorphism
lemma’:
Lemma 2.1 ([2]).2 Let G and H be graphs such that H is vertex-transitive and there
exists a homomorphism φ : G → H . Then
α(G)
|V (G)| ≥
α(H )
|V (H )| . (1)
Furthermore, if equality holds in (1), then for any stable set I of cardinality α(H ) in H ,
φ−1(I ) is a stable set of cardinality α(G) in G.
For 0 ≤ i, j ≤ n − 1, define the circular distance from i to j , denoted by ∂n(i, j), as
the distance from the vertex i to the vertex j in the cycle of length n, that is the minimum
between the representative of (i − j) mod n and the representative of ( j − 1) mod n in
{0, 1, . . . , n − 1}.
Let r , s be positive integers such that r < s/2. The circular graph Circ(r, s) is defined
as follows: its set of vertices is Zs = {0, 1, . . . , s−1}, and two vertices u and v are adjacent
if ∂s(u, v) ≥ r . The neighborhood of a vertex u of Circ(r, s) is {u + r, . . . , u + s − r}.
1 At the moment of submitting this paper we learned that this was also obtained recently by Cameron and
Ku [4].
2 The second part of the lemma is not explicitly formulated in the paper by Albertson and Collins, but it is
implicit in the proof.
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The following result is from [13]:
Lemma 2.2. The stability ratio of Circ(r, s) is r/s, and the only stable sets of maximal
size of Circ(r, s) are the arcs
{k, k + 1, . . . , k + r − 1},
k ∈ V (Circ(r, s)).
3. The independence ratio of G(P ;C;d1, . . . , db)
Let q ∈ C be such that dq ≥ di for all i ∈ C (i.e. dq = d) and let O denote the orbit of
q under P . We derive a bound for the stability ratio of G:
Theorem 3.1. The independence ratio of the graph G = G(P; C; d1, . . . , db) satisfies
α(G)
|G| ≥
1
|O|
∑
i∈O
di
n
.
Proof. Let I = I q1 , the set of all tuples in G whose first coordinate is equal to q . Obviously
it is a stable set in G: we compute its cardinality. Let H denote the subgroup of P that
consists of all permutations σ that satisfy the condition di = dσ(i) for all i ∈ [b]. For
every σ ∈ P let Gσ denote the induced subgraph of G whose vertices are the n-tuples
(x1, . . . , xn) for which there exists τ ∈ Sn such that
(xτ (1), . . . , xτ (n)) = (σ (1), . . . , σ (1), σ (2), . . . , σ (2), . . . , σ (m), . . . , σ (m))
where σ(i) appears exactly di times, 1 ≤ i ≤ m. The reader may easily verify the
following: the graphs Gσ and Gρ are either equal or disjoint, and Gσ = Gρ if and only if
ρ−1σ ∈ H . In particular, a counting argument yields that for all σ ∈ P we have that
|G|
|Gσ | =
|P|
|H | . (2)
We claim that
|I ∩ Gσ |
|Gσ | =
dσ−1(q)
n
(3)
holds for all σ ∈ P . Indeed, the previous equality is obvious if q /∈ {σ(1), . . . , σ (m)}.
Otherwise, let σ(i) = q . A simple count yields that
|I ∩ Gσ |
|Gσ | =
(
n − 1
d1 d2 . . . di − 1 . . . db
)
(
n
d1 d2 . . . di . . . db
) = di
n
.
We count the elements in I : by using (3) and the fact that for each σ there are exactly |H |
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permutations ρ such that Gρ = Gσ , we get that
|I | · |H | =
∑
σ∈P
dσ−1(q)
n
· |Gσ |. (4)
It is now easy to combine (2) and (4) to obtain
|I |
|G| =
1
|P|
∑
σ∈P
dσ−1(q)
n
(5)
whose right-hand term we may rewrite as
1
|P|
∑
σ∈P
dσ−1(q)
n
= 1|P|
∑
i∈O
∑
σ(i)=q
di
n
= 1|P|
∑
i∈O
|Stab(q)|di
n
= 1|O|
∑
i∈O
di
n
. (6) 
Theorem 3.2. Let d ≤ n/2. If di = d j for all i, j ∈ O then the bound in Theorem 3.1 is
tight, i.e. the independence ratio of the graph G = G(P; C; d1, . . . , db) is equal to
α(G)
|G| =
d
n
.
In particular this holds when P is the trivial subgroup of Sb.
Proof. By Theorem 3.1 we have that
α(G)
|G| ≥
1
|O|
∑
i∈O
di
n
= d
n
.
Let L denote the following induced subgraph of G: its vertices are the tuples (a1, . . . , an)
in V (G) that satisfy the following condition: there exists some 0 ≤ u ≤ n − 1 such that
ai+u = xi for all 1 ≤ i ≤ n, where
(x1, . . . , xn) = (1, . . . , 1, 2, . . . , 2, . . . , m, . . . , m)
is the tuple with d1 consecutive 1’s followed by d2 consecutive 2’s, and so on (sums are
understood mod n, as usual). In other words, L consists of all cyclic permutations of the
tuple (x1, . . . , xn). In L, let Au denote the tuple (a1, . . . , an) such that ai+u = xi for all
1 ≤ i ≤ n, where the xi are as above. It is easy to see that the map u → Au from Circ(d, n)
to L is a graph isomorphism. It follows from Lemma 2.2 that the stability ratio of L is d/n.
Applying Lemma 2.1 to the embedding L ↪→ G we conclude that the stability ratio of G
is at most d/n. 
Theorem 3.3. If P = Sb, then the bound in Theorem 3.1 is tight, i.e. the independence
ratio of the graph G = G(P; C; d1, . . . , db) is equal to
α(G)
|G| =
1
b
.
Proof. Clearly O = [b] = C . It follows from Theorem 3.1 that
α(G)
|G| ≥
1
|O|
∑
i∈O
di
n
= 1
b
.
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Consider the map from the complete graph Kb to G defined by
i → (1 + i, . . . , 1 + i, 2 + i, . . . , 2 + i, . . . , m + i, . . . , m + i)
where it is understood that j + i appears exactly d j times and sums are modulo b. It is
clear that this is a graph homomorphism and hence it follows from Lemma 2.1 that
1
b
= α(Kb)|Kb| ≥
α(G)
|G| . 
4. The graph of permutations G(Sn)
The next theorem about the structure of stable sets in the graph of permutations appears
in the recent paper of Cameron and Ku [4]. However our proof is quite different: we shall
deduce it from a more general result on certain subgraphs of G(Sn) (Theorem 4.2). In the
next section we shall then generalise this result in various ways, see Theorems 5.1 and 5.7.
It will be convenient in what follows to denote the permutation τ that maps ai to bi for
1 ≤ i ≤ n by
τ =
(
a1 a2 a3 . . . an
b1 b2 b3 . . . bn
)
.
When ai = i for all 1 ≤ i ≤ n, it will also be convenient to denote the permutation τ
simply with the n-tuple (b1, . . . , bn).
Theorem 4.1. The sets I qp are the only stable sets of maximal size in the graph G(Sn).
We shall deduce Theorem 4.1 from the more general Theorem 4.2. We extend our
definition to the following family of permutation graphs:
Definition. Let n ≥ 2. Let 1 ≤ r ≤ n, and let 1 ≤ b1, . . . , br ≤ n where bi = b j if i = j .
Define the graph G(Sn)(b1, . . . , br ) as the induced subgraph of G(Sn) whose vertices are
those permutations σ for which there exists a non-negative integer u, with 0 ≤ u ≤ n − 1,
such that σ(i + u) = bi for all 1 ≤ i ≤ r , where sums are understood modulo n, that is the
permutations containing the pattern prescribed by
(
1 2 ... r
b1 b2 ... br
)
or by one of its shifts.
Example 5. G(S5)(3, 2, 1) consists of all permutations of the form
(3, 2, 1, x, y)
(y, 3, 2, 1, x)
(x, y, 3, 2, 1)
(1, x, y, 3, 2)
(2, 1, x, y, 3).
Notice also that if r = 1 then G(Sn)(b1) = G(Sn) for any b1.
We shall prove the following:
Theorem 4.2. In G(Sn)(b1, . . . , br ) the stable sets of maximal size are of the form
I qp ∩ G(Sn)(b1, . . . , br ).
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Lemma 4.3. Let 1 ≤ s ≤ r ≤ n and let 1 ≤ j1 < · · · < js ≤ r . Then
(1) G(Sn)(b j1, . . . , b js ) ⊇ G(Sn)(b1, . . . , br );
(2) G(Sn)(b1, . . . , br ) contains a copy of Kn;
(3) G(Sn)(b1, . . . , br ) is vertex-transitive;
(4) the graphs G(Sn)(b1, . . . , br ) and G(Sn)(1, . . . , r) are isomorphic, under an
isomorphism that preserves the stable sets of the form I qp ∩ G(Sn)(b1, . . . , br ).
Proof. The first assertion is clear. Let now consider the subgraph Bu of the graph
G(Sn)(b1, . . . , br ) that consists of all permutations σ for which σ(1 + u) = b1 (the five
tuples listed in the previous Example 5 represent the subgraphs B0, . . . , B4 respectively).
Clearly the subgraphs Bu’s partition G(Sn)(b1, . . . , br ). It is easy to see that τ ∈ Bu+1 if
and only if τγ ∈ Bu , where γ is the n-cycle (1 2 3 . . . n). In particular, G(Sn)(b1, . . . , br )
is closed under right translation by γ and hence contains at least one copy of Kn . If τ is a
permutation that fixes every bi then τσ ∈ Bu whenever σ ∈ Bu . These permutations act
transitively on each block Bu , and it follows that the graph is vertex-transitive. To prove (4),
let ν ∈ Sn such that ν(bi ) = i for all 1 ≤ i ≤ r , and consider the map σ → νσ : it is easy
to verify that it is the required isomorphism. 
Lemma 4.4. Let 1 ≤ s ≤ r ≤ n and let 1 ≤ j1 < · · · < js ≤ r . If I is a stable
set of G(Sn)(b j1, . . . , b js ) of maximal size then I ∩ G(Sn)(b1, . . . , br ) is a stable set of
G(Sn)(b1, . . . , br ) of maximal size.
Proof. We apply Lemma 4.3 to the graphs G = G(Sn)(b1, . . . , br ) and H =
G(Sn)(b j1, . . . , b js ) to obtain the inclusions
Kn ↪→ G ↪→ H ↪→ G(Sn).
It follows from Lemmas 2.1 and 4.3 that we have
1
n
≥ α(G)|V (G)| ≥
α(H )
|V (H )| ≥
α(G(Sn))
|V (G(Sn))| =
1
n
.
Hence we have equality and the result follows from the second part of Lemma 2.1 
The idea of the proof of Theorem 4.2 runs as follows: we use induction on k = n − r ,
the ‘degree of freedom’ of the graph G(Sn)(b1, . . . , br ). First we prove the case k = 3.
The second part of the argument is as follows: we take a stable set I of maximal size and
intersect it with the subgraphs of smaller ‘degree’. We obtain in this way sets of the right
shape (i.e. intersections with I qp ’s), and the trick is then to show that we have ‘uniformity’
among these smaller sets. There are two cases to treat, depending on whether I intersects
some subgraph H in a stable set that spreads across several blocks Bu of H or I intersects
every subgraph H in a stable set equal to a block of H .
Lemma 4.5. The statement of Theorem 4.2 holds if n − 3 ≤ r ≤ n.
Proof. Let k = n − r . The result is trivial if k ≤ 2. Let k = 3. Let I be a stable set
of maximal size in G = G(Sn)(b1, . . . , br ), which we can take to be, without loss of
generality, equal to G(Sn)(1, . . . , (n − 3)). Then by the proof of Lemma 4.4 we have that
|I | = 6. Let µ ∈ Bu and ν ∈ Bv (notation as in the proof of Lemma 4.3). It is easy to see
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that, if µ and ν are not adjacent, then |u − v| ∈ {0, 1, 2}(mod n). Hence there exists some
u such that I is contained in Bu ∪ · · · ∪ Bu+4, and consequently |I ∩ Bv| ≥ 2 for some v.
Let σ and τ denote distinct elements of I ∩ Bv.
Suppose first that σ(w) = τ (w) for all w /∈ {1 + v, . . . , (n − 3) + v}. We may assume
without loss of generality that we have v = 0 and the following situation:
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), (n − 1), n, (n − 2)).
If δ ∈ I ∩ B1, it is easy to see that
δ = (n, 1, 2, . . . , (n − 3), (n − 1), (n − 2)).
Similarly, we find that |I ∩ Bn−1| ≤ 1 and that |I ∩ Bu| = 0 for u /∈ {n − 1, 0, 1}.
Consequently, we must have at least two other vertices in I ∩ B0. In any case, we will
always find vertices σ and τ of I ∩ B0 that have exactly n − 2 common values.
Case 1. Suppose that the n − 2 values where σ and τ coincide are consecutive, i.e. without
loss of generality, the following vertices σ and τ are in I ∩ B0:
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), (n − 2), n, (n − 1)).
If I = B0 then I = I 11 ∩ G and we are done. So suppose that there exists µ ∈ I , µ /∈ B0.
Then µ(w) /∈ σ(w) for all 1 ≤ w ≤ n − 3, and similarly for τ . It follows easily that
µ(n − 2) = n − 2 is forced. If |I ∩ B0| = 2 then every permutation in I fixes n − 2
and so I = I n−2n−2 ∩ G. Otherwise let ν ∈ I ∩ B0 distinct from σ and τ . We shall derive a
contradiction. We have the following:
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), (n − 2), n, (n − 1))
ν = (1, 2, . . . , (n − 3), x, y, z)
where x = (n − 2). Suppose there exists µ ∈ I outside B0; then µ(n − 2) = n − 2, which
forces this:
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), (n − 2), n, (n − 1))
ν = (1, 2, . . . , (n − 3), x, y, z)
µ = (2, . . . , (n − 3), x, (n − 2), y, 1)
and we must have z = n − 2. Since |I | = 6 there must exist another ν′ ∈ I ∩ B0. Then we
must have:
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), (n − 2), n, (n − 1))
ν = (1, 2, . . . , (n − 3), x, y, (n − 2))
µ = (2, . . . , (n − 3), x, (n − 2), y, 1)
ν′ = (1, 2, . . . , (n − 3), y, x, (n − 2)).
But then µ and ν′ are adjacent, a contradiction.
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Case 2. Suppose now that the values for which σ and τ coincide are not consecutive; then
we have that the following vertices are in I :
σ = (1, 2, . . . , (n − 3), (n − 2), (n − 1), n)
τ = (1, 2, . . . , (n − 3), n, (n − 1), (n − 2)).
It is easy to verify that every vertex in I outside B0 must fix n − 1; it follows that either
I = I n−1n−1 ∩ G, or otherwise I ∩ B0 contains some other element, whence we are back in
Case 1. 
Proof of Theorem 4.2. Let k = n − r . We prove the result by induction on k. If k ≤ 3:
this is Lemma 4.5. Now let k ≥ 4 be an integer such that the result holds for k − 1. Let
I be a stable set of maximal size in G = G(Sn)(b1, . . . , br ), which we may take to be
G(Sn)(1, . . . , r) by Lemma 4.3(4).
Case 1. There exist β /∈ {1, . . . , r} such that
I ∩ G(Sn)(1, . . . , r, β) = I qp ∩ G(Sn)(1, . . . , r, β)
for some q /∈ {1, . . . , r, β}.
Let σ ∈ I : it is clearly sufficient to prove that σ(p) = q . There exists some u such that
σ looks like this:
σ =
(
. . . 1 + u 2 + u . . . r + u . . .
. . . 1 2 . . . r . . .
)
.
We build a permutation τ ∈ I as follows: (i) let τ (p) = q . (ii) Next, notice that
since n − r ≥ 4, there exist at least 3 distinct elements v ∈ {1, 2, . . . , n} such that
p /∈ {1 + v, . . . , r + v, (r + 1) + v}. Choose one of these v such that σ(1 + v) = 1
and σ((r + 1) + c) = β. Now define τ (i + v) = i for 1 ≤ i ≤ r and τ ((r + 1) + v) = β.
(iii) There are at least 2 elements in {1, 2, . . . , n} where τ is not yet defined: choose its
values so that it has no value in common with σ . Now it is clear by construction that
τ ∈ I qp ∩ G(Sn)(1, . . . , r, β) and hence τ ∈ I , and that σ(x) = τ (x) for all x = p. Since
σ and τ are not adjacent it follows that σ(p) = q .
By induction hypothesis and Lemma 4.4, we are left with this:
Case 2. For every β /∈ {1, . . . , r} there exists p and there exists q ∈ {1, . . . , r, β} such that
I ∩ G(Sn)(1, . . . , r, β) = I qp ∩ G(Sn)(1, . . . , r, β).
By permuting and renaming entries we may assume without loss of generality that the
identity permutation
α = (1, 2, . . . , r, r + 1, . . . , n) ∈ I.
Then α belongs to
I ∩ G(Sn)(1, . . . , r, r + 1) = I qp ∩ G(Sn)(1, . . . , r, r + 1), (7)
and it is easy to see that in fact we may take p = q = 1. In particular, I contains all
permutations that fix every 1 ≤ i ≤ r + 1. We shall show that
I = I 11 ∩ G(Sn)(1, . . . , r).
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Suppose for a contradiction that there exists σ ∈ I such that σ(1) = 1; so there exists
u = 0 such that σ(i + u) = i for all 1 ≤ i ≤ r . Notice that (7) implies that
σ((r + 1) + u) = β = r + 1. Now
σ ∈ I ∩ G(Sn)(1, 2, . . . , r, β) = I q
′
p′ ∩ G(Sn)(1, 2, . . . , r, β)
for some q ′ ∈ {1, . . . , r, β} so as above we conclude that I contains every permutation
τ such that τ (i + u) = i for i = 1, . . . , r and τ ((r + 1) + u) = β. Since there are at
least 2 entries not in {1 + u, . . . , (r + 1) + u}, we can find such a permutation τ which
is fixed-point free, contradicting the fact that α ∈ I , unless β = (r + 1) + u; but then
β /∈ {1, 2, . . . , r, r + 1}, so we may choose a permutation µ ∈ I that fixes 1 ≤ i ≤ r + 1
such that τ (x) = µ(x) for all x ∈ [n] and we are done. 
5. The case P = Sb
Now we investigate the shape of the maximal stable sets in the case where P = Sb:
notice that in this case we must have C = [b]. First we restrict our attention to the case
when di is equal to 0 or 1 for all i , with b ≥ n. More precisely, recall from Example 4 that
G(Sb)(n) denotes the graph G(Sb; [b]; 1, 1, . . . , 1, 0, . . . , 0) (where 1 appears n times).
The vertices of this graph are the injections of [n] into [b]. We shall require in this section
the following generalisation of Theorem 4.1:
Theorem 5.1. The sets I qp are the only stable sets of maximal size in G(Sb)(n).
Proof. This is an easy application of the no-homomorphism lemma. By Theorem 3.3 the
stability ratio of G = G(Sb)(n) is equal to 1/b. It is obvious that the following map is a
surjective graph homomorphism from G(Sb) onto G(Sb)(n):
φ : σ (σ(1), . . . , σ (n)).
If b = 2 the result is trivial, so assume from now on that b ≥ 3. Let I be a stable set
of maximal size in G(Sb)(n). By the second part of Lemma 2.1, we have that φ−1(I ) is a
stable set of maximal size in G(Sb). By Theorem 4.1 it must be of the form I qp . Since b ≥ 3
we can find σ, τ ∈ I qp such that σ(x) = τ (x) for all x = p. Since φ(σ) is not adjacent to
φ(τ), it follows that p ≤ n. Since φ is onto it follows that ap = q for all (a1, . . . , an) ∈ I ,
and thus I = I qp in G(Sb)(n). 
Now we investigate the shape of the maximal stable sets in the case of a fixed graph
G = G(P; C; d1, . . . , db) still in the case where P is the full symmetric group on b letters,
but for a more general sequence of the frequencies di ; as mentioned earlier we have that
C = [b].
• Notice that if d1 > n/2 then there are stable sets of maximal size of the ‘wrong’
form: indeed, take I to be the set that consists of all tuples that contain the entry 1 d1
times.
• If the least non-zero di is equal to n/2, then of course we have d1 = d2 = n/2
and di = 0 for all i ≥ 3. Then there are also stable sets of maximal size of the
‘wrong’ shape: consider the set I of all tuples that have n/2 1’s appearing in the first
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n − 1 coordinates. Clearly this is a stable set, and it does not have the right form. A
simple count yields that it has maximal cardinality.
Hence, from now on, we assume that each di is at most n/2 and that the number of
non-zero di is at least 3. We shall also assume that b ≥ 5 (see concluding remarks).
Let I be a stable set in G of maximal size. Recall that m is the largest index such that
dm is non-zero. We shall proceed as follows: fix a ‘pattern’, i.e. a partition θ of the index
set [n], with blocks of the required size d1, d2, . . . , dm , and let Gθ denote the subgraph of
G that consists of all tuples (a1, . . . , an) such that ai = a j if and only if i and j lie in
the same block of θ . It is easy to see that this graph is isomorphic to G(Sb)(m): indeed,
just reorder the indices to get tuples of the form (σ (1), . . . , σ (1), . . . , σ (m), . . . , σ (m))
and then identify equal coordinates. It follows from Lemma 2.1 that the inverse image of
I under this isomorphism is a maximal stable set of G(Sb)(m), and we know these have
the right form by Theorem 5.1. In other words, for every partition θ , there exists an index
p and a value q such that Gθ ∩ I consists of all tuples whose pth coordinate is equal
to q . As usual, we shall denote this set by I qp ∩ Gθ . We shall prove that the values of p
and q are independent of θ . Here is the strategy. Let θ and θ ′ be partitions of [n] with m
blocks B1, . . . , Bm and B ′1, . . . , B ′m respectively. We shall say that these partitions differ
by a transposition if there exist distinct elements i and j of [n] and distinct indices u, v
such that B ′u = Bu ∪ {i}\{ j}, B ′v = Bv ∪ { j}\{i} and Bk = B ′k for all k distinct from u
and v (in other words, we obtain the partition θ ′ from θ by choosing two blocks of θ and
exchanging two elements, one from each). It is clear that for every pair of partitions θ and
θ ′, there exists a sequence of partitions
θ = θ0, . . . , θl = θ ′
such that θi and θi+1 differ by a transposition for every i .
One way of seeing this is as follows: given a partition θ , consider the n-tuple Xθ whose
i th coordinate is the symbol B j if i is in block B j of the partition. Then we may transform
the tuple for θ into the tuple for θ ′ simply by a series of transpositions of two symbols.
Notice that with this notation, Gθ is simply the set of all n-tuples obtained from Xθ by
assigning distinct values to the symbols B1, . . . , Bm .
We shall first show the following:
Lemma 5.2. Let b ≥ 4. If θ and θ ′ are partitions that differ by a transposition, and
I ∩ Gθ = I qp ∩ Gθ and I ∩ Gθ ′ = I q
′
p′ ∩ Gθ , then q = q ′.
Proof. Suppose by contradiction that q = q ′. Without loss of generality suppose that
q = 1 and q ′ = 2. A case-by-case analysis of the relative positions of p and p′ shall
exhibit elements of Gθ ∩ I and Gθ ′ ∩ I that are adjacent. We use the tuples Xθ and Xθ ′
for ease of discussion. Without loss of generality, suppose that the blocks in which θ and
θ ′ differ are B1 and B2, so that tuples Xθ and Xθ ′ look something like this:
(B1, B1, . . . , B1, B1, B2, B2, . . . , Bl)
(B1, B1, . . . , B1, B2, B1, B2, . . . , Bl)
.
Case 1. Suppose that neither p nor p′ are in blocks B1, B2.
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Subcase 1. Suppose that p and p′ are in the same block (of θ and/or θ ′), say B3. Then the
following assignment of values leads to a contradiction:
(2, . . . , . . . , 2, 3, . . . , . . . , 3, 1, . . . , 1, B4, . . .)
(4, . . . , 4, 1, 4, 1, . . . , 1, 2, . . . , 2, B4, . . .)
where the symbols B4, B5, . . . are filled as follows: if there is only one more block, put the
value 4 for Xθ and the value 3 for Xθ ′ ; if there is more than one block, simply assign any
values to B4, B5, . . . of Xθ and cycle them to give an assignment to B ′4, . . . of Xθ ′ so that
no two coordinates are equal.
Subcase 2. Suppose that p and p′ are in different blocks, say B3 and B4. Then the following
assignment does the job:
(2, . . . , . . . , 2, 3, . . . , . . . , 3, 1, . . . , 1, 4, . . . , 4, B5, . . .)
(4, . . . , 4, 1, 4, 1, . . . , 1, 3, . . . , 3, 2, . . . , 2, B5, . . .)
where the blocks B5, . . . are filled as in Subcase 1. (Note that if b = 5 and there are exactly
5 blocks, it is necessary to switch some values, say setting B4 to 5 instead of 4 in the first
tuple, etc. but this is easy.)
Case 2. Suppose that p is in B1 but p′ is not in blocks B1, B2. Assume that p′ is in block
B3. Then the following tuples do the job:
(1, . . . , . . . , 1, 2, . . . , . . . , 2, 3, . . . , 3, B4, . . .)
(4, . . . , 4, 3, 4, 3, . . . , 3, 2, . . . , 2, B4, . . .)
where the blocks B4, . . . are filled as before.
Case 3. By symmetry, it remains to check this case: both p and p′ are in B1 or B2.
Subcase 1. Both p and p′ are in B1. This is easy, consider the tuples
(1, . . . , . . . , 1, 4, . . . , . . . , 4, B3, . . .)
(2, . . . , 2, 3, 2, 3, . . . , 3, B3, . . .)
where the blocks B3, . . . are easily filled.
Subcase 2. p is in B1 and p′ is in B2. This is similar to Subcase 1. 
Remark. It follows from the lemma and the preceding remarks that we may assume
without loss of generality that q = 1 for all partitions.
Lemma 5.3. Let b ≥ 5. If θ and θ ′ are partitions that differ by a transposition, and
I ∩ Gθ = I 1p ∩ Gθ and I ∩ Gθ ′ = I 1p′ ∩ Gθ , then the block of θ that contains p and
the block of θ ′ that contains p′ must intersect.
Proof. We follow a similar case-by-case procedure. Suppose by contradiction that the
blocks do not intersect.
Case 1. Suppose that p and p′ are neither in B1 nor B2 (as before we assume that the
partitions differ only in these blocks). So assume without loss of generality that p is in B3
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and p′ is in B4. Then the following tuples are adjacent:
(3, . . . , . . . , 3, 4, . . . , . . . , 4, 1, . . . , 1, 2, . . . , 2, B5, . . .)
(2, . . . , 2, 5, 2, 5, . . . , 5, 3, . . . , 3, 1, . . . , 1, B5, . . .)
where the blocks B5, . . . are filled as before.
Case 2. Suppose that p is in B1 and p′ is in B3. Then the following tuples do the job:
(1, . . . , . . . , 1, 4, . . . , . . . , 4, 2, . . . , 2, B4, . . .)
(2, . . . , 2, 3, 2, 3, . . . , 3, 1, . . . , 1, B4, . . .)
where the blocks B4, . . . are filled as before.
Case 3. By symmetry, it would remain to check this case: p is in B1 and p′ is in B2. But
the block B1 of θ and the block B2 of θ ′ share a coordinate, so we are done. 
The preceding lemma has the following consequence: let θ be a partition such that
I ∩ Gθ = I 1p ∩ Gθ , and let B denote the block of θ that contains p. Let θ ′ be a partition
obtained from θ by a transposition outside the block B , i.e. θ and θ ′ differ by a transposition
and both contain the block B . Let I ∩ Gθ ′ = I 1p′ ∩ Gθ ′ . By the last lemma, the block of θ ′
that contains p′ must intersect block B , and hence it must be equal to B . Now, any partition
α that contains the block B can be obtained from θ via a sequence of transpositions; hence
we must have I ∩ Gα = I 1p ∩ Gα. So we have proved this:
Lemma 5.4. Let θ be a partition such that I ∩ Gθ = I 1p ∩ Gθ , and let B denote the block
of θ that contains p. Let α be any other partition (with correct block sizes) which contains
block B. Then I ∩ Gα = I 1p ∩ Gα. 
Lemma 5.5. Let b ≥ 5. If θ and θ ′ are any partitions with I ∩ Gθ = I 1p ∩ Gθ and
I ∩ Gθ ′ = I 1p′ ∩ Gθ , then the block of θ that contains p and the block of θ ′ that contains
p′ must intersect.
Proof. Suppose for a contradiction that this is not the case. Let θ and θ ′ be partitions that
witness this: I ∩ Gθ = I 1p ∩ Gθ and I ∩ Gθ ′ = I 1p′ ∩ Gθ , let B denote the block of θ that
contains p and let B ′ denote the block of θ ′ that contains p′; suppose then that B and B ′
are disjoint.
Case 1. Suppose that the blocks B and B ′ have different cardinalities. Then we may
certainly find a partition α which contains both these blocks and has the correct block
sizes. It is clear that the existence of α contradicts Lemma 5.4.
Case 2. Suppose now that the blocks B and B ′ have the same cardinality. We will construct
n-tuples X = (x1, . . . , xn) and Y = (y1, . . . , yn), both in I but adjacent. Let X be any
tuple (with the correct block sizes) such that xi = 1 for all i ∈ B . Consider the tuple Z
obtained from X by ‘swapping’ the entries in blocks B and B ′ (the order of the entries is
immaterial). Now define Y simply by replacing every entry z of Z by z+1 if 2 ≤ z ≤ b−1
and by 2 if z = b. Clearly the tuples X and Y are adjacent. However, the partition α such
that X ∈ Gα contains the block B , hence by Lemma 5.4 we have that X ∈ I . The same
argument using block B ′ shows that Y ∈ I , a contradiction. 
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Lemma 5.6. Let m ≥ 3, let d1 ≥ d2 ≥ · · · ≥ dm be positive integers such that
m∑
i=1
di = n ≥ 1,
dm < n/2
and
d1 ≤ n/2.
Let F be a family of intersecting subsets of [n] such that both the following conditions
hold:
(i) each set in F is a block of some partition θ of [n] with blocks of size d1, . . . , dm
(ii) each such partition θ has one of its blocks in F.
Then there exists an i ∈ [n] such that F consists of all subsets of [n] of one of the
prescribed sizes d1, . . . , dm that contain i .
Proof. Let P(n; d1, . . . , dm) denote the number of partitions of [n] into blocks of sizes
d1, . . . , dm . Let {di1 > · · · > dik } be the distinct values that the di ’s take. We have a
recurrence:
P(n; d1, . . . , dm) =
k∑
j=1
(
n − 1
di j − 1
)
P(n − di j ; d1, . . . , di j −1, di j +1, . . . , dm). (8)
This is easy to obtain: to each partition θ with the right block sizes, we associate its block
(say of size di j ) that contains the element 1; the rest of the partition is a partition of the
remaining n − di j elements in blocks of the remaining sizes.
Consider the map that assigns to every partition θ of [n] with blocks of size d1, . . . , dm
the (obviously unique) block fθ of θ which is in F . Let f ∈ F . Of course if f = fθ
then f is a block of θ . Conversely, if f happens to be a block of some partition θ then
we must have fθ = f since every pair of members of F intersect. Hence the partitions
that map to f are precisely those that have f as a block: if f has size di then there are
P(n − di ; d1, d2, . . . , di−1, di+1, . . . , dm) of these.
Let Fj denote the set of members of F with cardinality di j , and let α j denote the number
of elements in Fj . Then the above argument shows that
P(n; d1, . . . , dm) =
k∑
j=1
α j P(n − di j ; d1, d2, . . . , di j −1, di j +1, . . . , dik ). (9)
Since Fj is an intersecting family, the Erdo˝s–Ko–Rado inequality [7] tells us that
α j ≤
(
n − 1
di j − 1
)
for every j . It follows from Eqs. (8) and (9) that
α j =
(
n − 1
di j − 1
)
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for every j . Fix j0 < n/2. By the Hilton–Milner inequality [10] we have that Fj0 consists
of all sets that contain some fixed value s. Let X ∈ F . Since |X | + j0 ≤ n, it is clear that,
if X intersects every set in Fj0 , then it must contain s. Hence for every j, Fj consists only
of sets that contain the element s, and the computation of α j above shows that in fact every
set of cardinality di j that contains s must be in Fj . 
Theorem 5.7. Let b ≥ 5, and let n/2 ≥ d1 ≥ d2 ≥ · · · db ≥ 0 be integers, with
n = ∑i di ≥ 1. If there are at least 3 non-zero di ’s, then the sets I qp are the only stable
sets of maximal size in the graph G(Sb; C; d1, . . . , db).
Proof. Let I be a stable set of maximal size in G(Sb; C; d1, . . . , db). By Lemma 5.2 there
exists a unique q such that I ∩ Gθ = I qp(θ) ∩ Gθ for all partitions θ . For each θ , let Bθ
denote the block of θ which contains p(θ), and let F be the set that consists of all these
blocks. By Lemma 5.5 F satisfies the hypotheses of Lemma 5.6, and thus there exists a
unique p such that these blocks are precisely those that contain p. 
6. Concluding remarks
The case P = Sb with b ≤ 4
Although we have verified a few small cases when b ∈ {3, 4} it is apparent that the
method we used for b ≥ 5 fails in these cases and that a different approach is required.
Notice that the cases where P = Sb or P is trivial are related, as for example in the case
where d1 = d2 = · · · = db and we obtain the same graph, provided C = [b].
The case P = 1
When the group P is trivial, we have the following result:
Theorem 6.1 ([12]). If P is trivial and d1 > d2 the I 1p are the only stable sets of maximal
size in the graph G(P; [b]; d1, . . . , db).
From this one can easily deduce (yet another) characterisation of the stable sets of
maximal size in Kneser graphs: let 1 < r < n/2 and consider the graph G(1; [b]; r,
1, . . . , 1) where 1 appears n − r times, and the homomorphism
φ : G(1; [b]; r, 1, . . . , 1) → K (r, n)
which maps a tuple (x1, . . . , xn) to the set of indices i such that xi = 1. Let I be a stable
set of maximal size in K (r, n): since these graphs have the same independence ratio, the
no-homomorphism lemma and the last result guarantee that φ−1(I ) = I 1p , which means
that all the members of I contain p. Recent results on stable sets of maximal size in powers
of regular graphs, including the case of Kneser graphs, may be found in [1].
Automorphisms of G
It is easy to verify that under mild conditions both the actions of Sn and P are faithful
on the graph G = G(P; C; d1, . . . , db): all that is required is that m ≥ 2 and that the
union of the orbits of 1 ≤ i ≤ m under P is equal to [b] (which can always be assumed).
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Furthermore if some di is not equal to 1 then in fact the group of automorphisms of G will
contain a copy of Sn × P . If the I qp are the only stable sets of maximal size in G, then under
what conditions is Aut(G) = Sn × P?
Chromatic number of G
If P is trivial, then the special case of Kneser graphs shows that the chromatic number
of G may be quite difficult to compute [11, 14]. On the other hand, when P = Sb the graph
contains a copy of Kb , and the projection on a coordinate shows that its chromatic number
is b. What can be said for more general subgroups P of Sb?
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