Abstract-This paper studies the second-order coding rates for memoryless channels with a state sequence known non-causally at the encoder. In the case of finite alphabets, an achievability result is obtained using constant-composition random coding, and by using a small fraction of the block to transmit the empirical distribution of the state sequence. For error probabilities less than 0.5, it is shown that the second-order rate improves on an existing one based on independent and identically distributed random coding. In the Gaussian case (dirty paper coding) with an almost-sure power constraint, an achievability result is obtained using random coding over the surface of a sphere, and using a small fraction of the block to transmit a quantized description of the state power. It is shown that the second-order asymptotics are identical to the single-user Gaussian channel of the same input power without a state.
I. INTRODUCTION
T HE problem of characterizing the second-order asymptotics of the highest achievable channel coding rate at a given error probability in the limit of a large block length was studied by Strassen [1] , and has recently regained significant attention following the works of Polyanskiy et al. [2] and Hayashi [3] . For discrete memoryless channels, the maximum number of codewords M * (n, ) of length n yielding an average error probability not exceeding ∈ (0, 1) satisfies [1] log M * (n, ) = nC − √ nV
where C is the channel capacity, Q −1 (·) is the inverse of the Q-function, and V is known as the channel dispersion.
We can interpret C and V as being the mean and variance of the information density i (x, y) log
for some capacity-achieving input distribution Q. For the additive white Gaussian noise (AWGN) channel with maximal power P, an expansion of the form (1) holds with V =
P(2+P)
2(1+P) 2 [2] , [3] . In this paper, we study the second-order asymptotics of channel coding with a random state known non-causally at the encoder, as studied by Gel'fand and Pinsker [4] and Costa [5] (see Figure 1 ). In the case of finite alphabets and unconstrained inputs, we give an achievability result of the form (1), with ≥ in place of the equality, and show that it improves on existing results and is tight in some special cases. In the case that the channel is Gaussian and the input is subject to an almostsure power constraint (dirty paper coding [5] ), we show that the second-order asymptotics are identical to those obtained when the state is absent, thus strengthening the well-known analogous result for the capacity.
A. Channel Model and Capacity
The alphabets of the input, output and state are denoted by X , Y and S respectively. The channel is assumed to be memoryless with a transition law W (y|x, s), and the state sequence S = (S 1 , · · · , S n ) is i.i.d. on some distribution π, i.e. P S (s) = n i=1 π(s i ). The n-letter channel transition law is given by
The encoder takes as input the state sequence s and a message m equiprobable on the set {1, · · · , M}, and transmits a codeword x (m) (s) . The decoder forms an estimatem based on y, and an error is said to have occurred ifm = m. We study two variations of this setup, which we refer to as the discrete case and the Gaussian case.
In the discrete case (Gel'fand-Pinsker channel), the alphabets X , Y and S are assumed to be finite, the channel input is assumed to be unconstrained, and π represents a probability mass function. The capacity is given by [4] 
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where the mutual informations are computed using the distribution
P SU Y (s, u, y) = π(s)Q U |S (u|s)W (y|φ(u, s), s)
and the maximum is over all finite alphabets U, conditional distributions Q U |S and functions φ : U × S → X . In the Gaussian case (dirty paper coding), the channel is described by
where Z is an i.i.d. noise sequence with Z i ∼ N(0, 1). The state sequence S is again i.i.d. on π, which may now be discrete, continuous, or a mixture of the two. The probability density function associated with the channel is
The codewords are constrained to satisfy a power constraint of the form
for some transmit power P, where · is the Euclidean norm.
That is, we require X 2 ≤ n P almost surely. This is a stricter constraint than that considered in some previous works; see Section I-B for further discussion.
Here we provide an outline of the capacity results; see [5] , [6, Sec. 7.7] for details. We first consider the case that P S is i.i.d. on N(0, P π ) for some P π > 0. The capacity is given by (3) subject to the constraint E[φ(U, S) 2 ] ≤ P for some P > 0. We fix α > 0, and choose Q U |S and φ such that (U |S) ∼ N(αS, P) (8) φ(u, s) = u − αs,
which can be equivalently be written as U = X + αS (10) X ∼ N(0, P),
where X is independent of S. Under these parameters, it can be shown that I (U ; Y ) = 1 2 log (P + P π + 1)(P + α 2 P π )
I (U ; S) = 1 2 log P + α 2 P π P .
Furthermore, the optimal choice of α is given by
and yields C = 1 2 log(1 + P).
Thus, the capacity is independent of the state power P π , and is the same as if the state sequence were absent (or equivalently, if it were known at the decoder).
In the case of a non-Gaussian i.i.d. state sequence with E[S 2 i ] < ∞, the capacity remains the same. For example, see [6, Sec. 7.7] for a proof based on connections with minimum mean square error estimation. Although we consider a possibly non-Gaussian state distribution in this paper, the parameter choices and mutual informations in (8)- (14) will play a major role in the analysis.
B. Discussion: Power Constraints and Common Randomness for Dirty Paper Coding
In general, the fundamental performance limits of channels with power constraints can vary depending on (i) the type of power constraint (e.g. almost-sure vs. averaged over a random variable), (ii) the availability of common randomness at the encoder and decoder, and (iii) whether the average or maximal error probability is being considered. Here we focus on the case of average error probability, and discuss some variations of dirty paper coding in which the former two properties differ. For each case we consider, the capacity will remain equal to (15) , at least subject to mild technical conditions on π.
Suppose that the power constraint is averaged over the randomness of the message and the state. In this case, we can show that the strong converse fails to hold, similarly to the AWGN channel without state [7, Sec. 4.3.3] . Since the capacity is given by (15) , there exists a code of average power P 1− , rate approaching 1 2 log 1 + P 1− , and vanishing error probability. By replacing the fraction of the codewords x (m) (s) with the highest power (averaged over S) by the all-zero codeword, we obtain a code of average power not exceeding P, rate approaching 1 2 log 1 + P 1− , and error probability approaching .
The study of lattice coding for the dirty paper coding problem generally makes use of common randomness at the encoder and decoder in the form of a dither; see [8] - [10] , and the references therein. The power constraint considered in these works holds for all messages and state sequences, but it is averaged over the randomness of the dither.
As seen in (7), the setting we consider is stricter in the sense that the power constraint is an almost-sure constraint, and no common randomness is assumed. This is the same setup as that considered in [5] and [11] , among others. It may be possible to reduce results from the lattice coding setting to this stricter setting, but the author is not aware of a formal statement of this type.
C. Previous Work
For unconstrained channels with state known at the encoder, Watanabe et al. [12] and Yassaee et al. [13] provided alternative derivations of the same result using different techniques based on i.i.d. random coding. In order to state the result, we introduce some definitions. We say that a triplet (n, M, ) is achievable if there exists a code with block length n containing at least M messages and yielding an average error probability not exceeding , and we define
Letting P Y |U , P Y , etc. denote the marginals of (4), we define the information densities
with a slight abuse of notation. Furthermore, for a 2×2 positive semi-definite matrix V , we define the set
where Z ∼ N(0, V ), and denotes element-wise inequality. It was shown in [12] and [13] that the following holds for any capacity-achieving set of parameters:
whereR
under the joint distribution in (4). For the case that an input constraint is present (e.g. dirty paper coding), a similar expansion was provided in [12] using a 3 × 3 covariance matrix V , with the third entry added to capture the probability that the random i.i.d. codeword violates the constraint. A study of the second-order asymptotics of the modulo-lattice additive noise channel was provided by Jiang and Liu [10] . By a data-processing argument, their result provides an achievable second-order expansion of the rate for dirty paper coding with common randomness at the encoder and decoder, and with a power constraint which is averaged over the common randomness. In particular, [10, Th. 1] bears a strong resemblance to Theorem 2 below. Our setting assumes a stricter power constraint without common randomness (see Section I-B for details), and provides a significantly different coding scheme with distinct analysis techniques.
For related work on random-coding error exponents, see [9] , [14] , [15] and the references therein.
D. Contributions
As stated previously, the main contributions of this paper are a second-order achievability result for the discrete case, and a conclusive characterization of the second-order asymptotics for the Gaussian case. In the discrete case with a target error probability less than 1 2 , we show that our result can be weakened to (20) . For the Gaussian case, we show that the dispersion is the same as that of the AWGN channel of the same input power without a state.
Our result for the discrete case is based on constantcomposition random coding, which has recently been shown to yield gains in the second-order performance of other network information theory problems [16] - [18] . In the Gaussian case, we use a variant of random coding according to a uniform distribution on a shell, which has been used for the singleuser Gaussian channel [2] and the Gaussian multiple-access channel [19] . In both cases, we reduce the problem to that of a genie-aided setting by using a small fraction of the block length to inform the decoder of a property of the state sequence, namely, its empirical distribution or its quantized power (see [14] ).
E. Notation
Bold symbols are used for vectors (e.g. x), and the corresponding i -th entry is written using a subscript (e.g. x i ). Given two vectors, say x 1 and x 2 , we define the inner product x 1 , x 2 = i x 1,i x 2,i , the Euclidean norm 
for ∈ (0, 1), where
Proof: See Section III. In the proof of Theorem 1, we first prove (23) with V of the form given in (24) , and then show that (24) and (25) coincide under any input distribution Q U |S that maximizes I (U ; Y ) − I (U ; S) in (3). We will see in Section III-B8 that (25) exceeds (24) more generally; the inequality may be strict if Q U |S is suboptimal. This is analogous to the single-user setting with no state, where constant-composition random coding can be used to prove the achievability of (1)
. This is upper bounded by Var[i (X, Y )], but equality holds under any capacity-achieving input distribution [2] .
Using the techniques of [12, Appendix M] , it can be shown that in choosing the auxiliary parameters to maximize the two leading terms in (23) , one may assume without loss of optimality that |U| ≤ |S| · |X | + 1. More specifically, this is proved by applying the support lemma [6, 
for some < ∞, we have
Moreover, if the right-hand side of (26) behaves as O(e −nζ ) for some ζ > 0, then the remainder term in (27) can be improved to O(log n). Proof: The converse part follows by revealing the state sequence to the decoder and using the converse result for the AWGN channel without state [2] . The achievability part is proved in Section IV.
The assumption in (26) is mild, allowing for any state sequence distribution yielding a uniformly bounded (yet arbitrarily large) power with probability approaching one. In particular, Chebyshev's inequality reveals that a sufficient condition is that E π [S 4 ] is bounded. For the stronger statement in Theorem 2 to hold (yielding the improved O(log n) third-order term), it suffices that the state distribution is sub-Gaussian [20, Ch. 2] . In the special case that π ∼ N(0, P π ) for some P π > 0, substituting the capacity-achieving parameters (see (8) - (9) and (14)) into (24) yields precisely the dispersion in (28) , thus establishing a connection with the discrete case. More precisely, the first term in (24) equals P(2+P) 2(1+P) 2 , and the second term is zero.
A. Comparisons to Existing Results
Here we provide further comparisons to previous works, focusing mainly on the discrete case.
The result from [12] and [13] in (20) arises by considering O 1 √ n backoff terms from the coding rates corresponding to a "covering" step at the encoder, and a "packing" step at the decoder, yielding a result in terms of the bivariate Gaussian inverse function in (19) and the covariance matrix in (22) . In contrast, by using different codebooks for each state type, we are able to control the error probability of the packing step on a type-by-type basis, which turns out to circumvent the need to introduce a bivariate Gaussian approximation. Thus, our final result is expressed in terms of the scalar function Q −1 .
We proceed by showing that, for any ∈ (0, 1 2 ), Theorem 1 yields a second-order term which is no worse than that of (20) 
To see this, we note from (19) 
where V 1 and V 2 are the diagonal entries of V . Furthermore, we can expand (25) as
where (31) follows from the Cauchy-Schwarz inequality. The desired result follows from the identity
, which is easily verified by squaring both sides.
Next, we present a numerical example showing that the improvement over (20) can be strict. We revisit the example of memory with stuck-at faults given in [12] . The alphabets are given by S = {0, 1, 2} and X = Y = {0, 1}, and we assume that π = p 2 , p 2 , 1 − p for some constant p. The channel is described as follows: Y = 0 (respectively, Y = 1) deterministically whenever S = 0 (respectively, S = 1), and the remaining transition probabilities W (·|·, 2) are those of a binary symmetric channel (BSC) with crossover probability δ. The capacity for this instance of the Gel'fand-Pinsker channel is given by
and is achieved by the parameters U = {0, 1},
and φ(u, s) = u. Choosing δ = 0.11, p = 0.1 and = 0.001, we computed the coefficient to √ n in (20) to bẽ R = 4.16 bits/ √ use, whereas the coefficient in (23) is
use. The following corollary shows that Theorem 1 recovers the achievability part of the dispersion for discrete memoryless channels with state known non-causally at both the encoder and decoder [21] . That is, in this special case there is a matching converse to Theorem 1.
Corollary 1: Consider a discrete memoryless statedependent channel W (y|x, s) with state distribution π(s), where the state sequence S is known non-causally at both the encoder and decoder. For each s ∈ S, let C s and V s denote the capacity and dispersion [2] of the channel W (·|·, s)
.
where
with S ∼ π. Proof: See Appendix A. Finally, we recall that Theorem 2 is similar to [10, Th. 1], but is proved using an entirely different coding scheme and analysis. The lattice coding approach therein does not require an assumption of the form (26), but it does require common randomness and a different power constraint (see Section I-B).
III. PROOF OF THEOREM 1 (DISCRETE MEMORYLESS GEL'FAND PINSKER CHANNEL)
We present a number of preliminary results in Section III-A, and we prove Theorem 1 in Section III-B. We make use of the method of types for finite alphabets [22, Ch. 2] . The empirical distribution (i.e. type) of a vector x is denoted byP
The set of all types of length n on an alphabet X is denoted by P n (X ). The set of all sequences of length n with a given type P X is denoted by T n (P X ), and similarly for joint types.
A. Preliminary Definitions and Results
Throughout this subsection, we let U, Q U |S and φ(·, ·) be arbitrary.
1) A Genie-Aided Setting: We will prove Theorem 1 by first proving the following result for a genie-aided setting.
Theorem 3: The statement of Theorem 1 holds true in the case that the empirical distributionP S of S is known at the decoder.
We proceed by showing that Theorem 3 implies Theorem 1. The idea is to use the first O(log n) symbols to transmit the typeP S , and then use a second-order optimal code with the state type known at the decoder for the remaining symbols. This technique was proposed in [14] in the context of randomcoding error exponents.
We fix a sequence of integers g(n) with g(n) < n, definẽ n n − g(n), and let P S ∈ Pñ(S) be the type of the lastñ symbols of S. The number of such types is upper bounded byM (n + 1) |S|−1 . It is proved in [14] that an exponentially decaying error probability can be obtained for all rates below C. Thus, for any δ > 0, we can transmit the type in g(n) symbols with an error probability p e,0 satisfying the following when g(n) is sufficiently large:
whereẼ r (·) is an error exponent that is positive for all rates below C, andR
can be made arbitrarily small (in particular, smaller than C), and δ can also be arbitrarily small. It follows from (35) and the choices ofM and g(n) that
Thus, for sufficiently large n, if n − K 0 log(n + 1), M, − 1 n+1 is achievable in the genie-aided setting, then (n, M, ) is achievable in the absence of the genie. By performing a Taylor expansion of the square root and Q −1 (·) function in (23), we conclude that Theorem 3 implies Theorem 1.
2) A Typical Set of State Types: We will study an encoder and decoder that use different codebooks depending on the type P S of the state sequence S. Here we introduce a typical set of state types, defined bỹ
We will see the second-order performance is unaffected by types falling outsideP n , due to the fact that [21, Lemma 22]
It is clear from (39) that f (P S ) → f (π) for P S ∈P n and any function f (·) which is continuous at π, and that
for P S ∈P n and any function f (·) which is continuously differentiable at π.
3) Type-Dependent Distributions: Here we present results regarding the approximation of a distribution by a type. For
U |S,n (·|s) be a type in P n P S (s) (U) whose probabilities are 1 n P S (s) -close to Q U |S in terms of the ∞ norm, and such that Q
Assuming without loss of generality that π(s) > 0 for all s ∈ S, we have from (39) that min s n P S (s) grows linearly in n for all P S ∈P n . It follows from the above construction
uniformly in P S ∈P n and (s, u). Throughout Section III-B, we will make use of the following joint distributions:
Using (41), we immediately obtain that
uniformly in P S ∈P n and (s, u, y). We will use this result to approximate various expectations E P
4) A Taylor Expansion of the Mutual Information: Let I ( P S ) (U ; S) and I ( P S ) (U ; Y ) denote mutual informations with respect to the joint distribution P ( P S )
U SY in (42), and define
We observe from (3) that C = I (π) whenever the parameters U, Q U |S and φ(·, ·) achieve capacity.
In Section III-B7, we will make use of a linear approximation of I (·) given bỹ
which equals the first-order Taylor approximation of I (P S ) about P S = π. More precisely, we show in Appendix B that
for some constant K 1 and sufficiently large n.
B. Proof of Theorem 1
As stated previously, in order to prove Theorem 1, it suffices to prove Theorem 3. Thus, we henceforth assume that the state type P S is known at the decoder.
1) Random-Coding Parameters:
We consider a randomcoding ensemble which is similar to that of [6, Sec. 7.6], the main difference being that we generate a different auxiliary codebook for each state type. The parameters are the auxiliary alphabet U, input distribution Q U |S , function φ : U ×S → X , and number of auxiliary codewords L ( P S ) per message for each state type P S ∈ P n (S). In accordance with the statement of Theorem 1, we assume that U, Q U |S and φ are capacityachieving.
2) Codebook Generation: For each state type P S ∈ P n (S) and each message m = 1, · · · , M, we randomly generate an auxiliary codebook C
l=1 , each of which is independently distributed according to the uniform distribution on the type class T n (P ( P S ) U,n ) (see (43)):
Each auxiliary codebook is revealed to the encoder and decoder.
3) Encoding and Decoding: Given the state sequence S ∈ T n (P S ) and message m, the encoder sends
where U is an auxiliary codeword
SU,n ). If multiple such auxiliary codewords exist, one of them is chosen arbitrarily. An error is declared if no such auxiliary codeword exists. Given the received vector y and the state type P S , the decoder estimates m according to the pair (m,l) whose corresponding sequence
among the auxiliary codewords in C
U , where
with P
SU Y defined in (42). Ties are broken in an arbitrary fashion. Note that P
(π)
SU Y coincides with the joint distribution in (4), and hence i (π) (u, y) coincides with (18) .
We consider the events
It follows from these definitions and (40) that the overall random-coding error probability p e satisfies
4) Analysis of E 1 :
We study the probability of E 1 conditioned on S having a given type P S ∈P n . Using the property of types in [23, eq. (18) ], we have for any s ∈ T n (P S ) and U distributed according to (50) that
where I ( P S ) (U ; S) is defined in Section III-A4, and p 0 (n) is a polynomial. Since the codewords are generated independently, it follows that
where (59) follows since 1 − a ≤ e −a , and in (60) we define
with K 2 equal to one plus the degree of the polynomial p 0 (n), we obtain from (60) that
for some ψ > 0 and sufficiently large n.
5) Analysis of E 2 :
We study the probability of E 2 conditioned on S having a given type P S ∈P n , and also conditioned on E c 1 . These conditions imply that (s, u) ∈ T n (P ( P S ) SU,n ) for all (s, u) occurring with non-zero probability, and by the symmetry of the state sequence distribution and the codebook construction, all such (s, u) are equally likely. It follows that the conditional distribution given P S and E c 1 of the state sequence S, auxiliary codeword U, and received sequence Y is given by
i.e. the uniform distribution on the type class T n (P
U . Using the threshold bound for maximum-metric decoding [24] , we have for any γ ( P S ) that
independently of (S, U, Y ). In order to upper bound the second probability, it will prove useful to upper bound the output distribution P u, s) , s) as follows:
where (66) 
We fix a constant K 3 and choose
which, when combined with (61), yields
Setting K 3 to be one higher than the degree of p 2 (n), we obtain from (65), (73) and (74) that
and hence
where the remainder term is uniform in P S ∈P n . 6) Application of the Berry-Esseen Theorem: Combining (62) and (77), we have for all P S ∈P n that
under the joint distribution in (63) (dependent on P S ). In order to apply the Berry-Esseen theorem [26, Sec. XVI.5] to the right-hand side of (78), we first compute the mean and variance of i
, defined according to (52) and (63). The relevant third moment can easily be uniformly bounded in terms of the alphabet sizes [2, Lemma 46], [27, Appendix D] . We will use the fact that, by the symmetry of the constant-composition distribution in (64), the statistics of i
SU Y,n defined in (43), we have
= n u,y
where (81) follows from (44) and the definitions of i ( P S ) (u, y) and I ( P S ) (U ; Y ) (see (53) and Section III-A4). Similarly, we have
It should be noted that V (P S ) is bounded away for zero for P S ∈P n and sufficiently large n, since V (π) > 0 by assumption in Theorem 1. Furthermore, the O(1) terms in (81) and (85) are uniform in P S ∈P n , due to the uniformity of (44). Using the definition of I (P S ) in (45), we choose
where β n will be specified later, and will behave as O( √ n). Combining (78), (81), (85) and (86), we have
where (88) 
where (91) holds for any β n = O( √ n) using standard inequalities based on Taylor expansions; see Appendix D for details. Analogously to [21, Lemmas 17 and 18], we simplify (91) using two lemmas: one to approximate V (P S ) by V (π), and the other to handle the term n I (P S ) − n I (π).
Proof: Since V (P S ) is continuously differentiable at P S = π (see Appendix B), a Taylor expansion and the definition ofP n in (39) yields that the left-hand side of (92) is upper bounded by
for some constant K 7 . In Appendix D, we show that (93) is upper bounded by the right-hand side of (92) using the assumption β n = O( √ n) along with standard inequalities based on Taylor expansions.
Lemma 1 is analogous to [21, Lemma 17] , which is proved in a different manner using Hermite polynomials. The proof in [21] is somewhat more involved than that of Lemma 1, but it does not make the assumption that β n = O( √ n), and it yields a tighter O log n n remainder term. Lemma 2: For any β n , we have
where V is defined in (24) . Proof: Using the expansion of I (P S ) in terms ofĨ (P S ) and (P S ) given in (48), we have
where (97) .
SinceĨ (P S ) is written in the form s P S (s)ψ(s), an application of [21, Lemma 18] gives
. Using the definition of V (·) in (85) and the fact that
Using (91) along with Lemmas 1 and 2, we have
Setting p e = and solving for β n , we obtain
Consistent with the step (91) and the statement of Lemma 1, we have β n = O( √ n). Finally, substituting (102) into (86), we obtain (23).
8) Equivalent Form of V : It remains to show that (25) holds. We have
where (103) follows from the law of total variance, and (105) follows by again using the law of total variance to write
and since E Var[·| S, U ] ≤ E Var[·| S] . We show in Appendix C that whenever Q U |S maximizes the objective in (3), we have for any s ∈ S that the quantity ξ (s, u)
, and hence (105) holds with equality. Since we are considering capacity-achieving parameters, we obtain (25), thus completing the proof of Theorem 1.
IV. PROOF OF THEOREM 2 (DIRTY PAPER CODING)
In this section, we prove Theorem 2 by adapting the analysis of Section III to the Gaussian setting. To highlight the similarities in the proofs, we use similar or identical notation for analogous quantities.
A. Preliminary Definitions and Results

1) Power Types:
In place of types based on empirical distributions, we make use of power types (see [28] ). We fix δ s > 0, and for each P S = kδ s n (k = 0, 1, 2, · · · ), we define the type class
For each s ∈ T n (P S ), we say that P S is the type of s, and we writeP s = P S . That is, the type of a sequence is its power rounded down to the nearest multiple of δ s n . The set of all types is given by P n kδ s n : k ∈ Z .
2) A Typical Set of State Types:
In general, the type P S of S can be arbitrarily large with non-zero probability. However, analogously to (39), we can define a typical set of state types as follows:P n P S ∈ P n : P S ≤ .
where appears in (26) . We immediately obtain from (26) that
Furthermore, the number of state types falling intoP n grows as (n).
3) A Genie-Aided Setting:
Analogously to the discrete case, we will prove Theorem 2 via the following result for a genieaided setting.
Theorem 4: The statements of Theorem 2 hold true in the case that the type P S of S is known at the decoder.
We proceed by showing that Theorem 4 implies Theorem 2. The arguments are similar to those following Theorem 3, so we only state the differences. We fix a sequence g(n) = (log n) and use the first g(n) symbols to transmit the state type associated with the finalñ = n − g(n) symbols. Denoting the corresponding subsequences of S by S 1 and S 2 respectively, we treat the eventsP S 1 / ∈P g(n) andP S 2 / ∈Pñ as errors; from (109), this contributes an asymptotically vanishing amount to the overall error probability. We are left to transmit one of (n) types to the receiver in O(log n) channel uses. By the same argument as that following Theorem 3, choosing g(n) = K 0 log n for K 0 sufficiently large, this can be done with vanishing error probability provided that we can find a random-coding error exponent that is positive for sufficiently small rates. That is, we need to show that there exists δ > 0 andẼ r (R) > δ such that the error probability of the lengthg(n) transmission ofM = e nR messages does does not exceed e −g(n)(Ẽ r (R)−δ) forR ≤ δ.
From [29, Proposition 1], a positive exponent can be achieved for rates below 1 2 log 1 + P 1+P max even when the state sequence S is unknown at the encoder and arbitrarily varying subject to S 2 ≤ n P max . Since we have treated the eventP S 1 / ∈P g(n) as an error, it follows from (108) that the required decay is achieved for rates below . To handle the improvement of the third-order term stated in Theorem 2, we note that under the corresponding additional assumption therein, (109) can be replaced by
for some K 0 > 0 and sufficiently large n, which implies that the eventP S 1 / ∈P g(n) has probability O 1 n when K 0 is sufficiently large. The remaining details again follow those given after Theorem 3. In the remainder of the proof, we focus on this stronger statement, since it is the one that requires more care with various remainder terms.
4) Type-Dependent Distributions:
We will consider a decoder that makes use of an information density defined with respect to the joint distribution
where in accordance with (5) and (8)- (9), the three (conditional) density functions are defined according to
The parameter α > 0 is assumed to be arbitrary for now. We can think of f
SU Y as being the joint density of (S, U, Y ) induced by a Gaussian state S ∼ N(0, P S ), the channel W , and the choices of Q U |S and φ in (8)-(9). This joint density will play a major role in the analysis even though we are considering a possibly non-Gaussian state sequence. The induced output distribution is given by
and similarly to (12)- (13), the corresponding mutual informations are given by
B. Proof of Theorem 2
As stated previously, in order to prove Theorem 2, it suffices to prove Theorem 4. Thus, we henceforth assume that the state type P S is known at the decoder.
1) Random-Coding Parameters:
The random coding parameters are the constant α > 0 and the number of auxiliary codewords for each state type P S ∈ P n , denoted by L ( P S ) . We will perform the analysis for an arbitrary choice of α > 0, and then substitute α = P 1+P in accordance with (14) . 2) Codebook Generation: For each state type P S ∈ P n and each message m, we randomly generate an auxil-
l=1 , where each codeword is independently distributed according to the uniform distribution on the sphere of power n(P + α 2 P S ), namely
where δ(·) is the Dirac delta function, and
is the surface area of a sphere of radius r in n-dimensional space. Each auxiliary codebook is revealed to the encoder and decoder.
U , with l chosen such that X ∈ D n , where
for some δ x > 0. If multiple such auxiliary codewords exist, one of them is chosen arbitrarily. An error is declared if no such auxiliary codeword exists. By construction, the power constraint in (7) is satisfied with probability one. Given the received vector y and the state type P S , the decoder estimates m according to the pair (m,l) whose corresponding sequence U ( P S ) (m,l) maximizes
with f
SU Y defined in (111). We consider the events
No l exists such that
It follows from these definitions and (109) that the overall random-coding error probability p e satisfies p e ≤ P S ∈P n
4) Analysis of E 1 :
We study the probability of E 1 conditioned on S having a given type P S ∈P n . Recall the definition of I ( P S ) (U ; S) in (117). We claim that there exists a constant
while achieving
for some ψ > 0 and sufficiently large n. The key result in proving this claim is the following. Lemma 3: Fix P S ∈P n , and let U have density f
(see (118)). For all s ∈ T n (P S ) and sufficiently large n, we have
for some polynomial p 0 (n) not depending on P S .
Proof: See Appendix E.
We obtain (128) using Lemma 3 and following identical steps to those given in Section III-B4; the remaining details are omitted to avoid repetition.
5) Analysis of E 2 :
We study the probability of E 2 conditioned on S having a given type P S ∈P n , and also conditioned on E c
. Let f ( P S )
SU (s, u) denote the joint density of (S, U) conditioned on these events, and let Y be the resulting output random variable, i.e.
We do not attempt to give an explicit characterization of f
SU . Instead, we will derive properties of the distribution that will be sufficient for performing the analysis; see Lemmas 4 and 5 below.
We again use the threshold-based bound given in (65), which states that
for any γ ( P S ) , where U ∼ f
is independent of (S, U, Y ). We further upper bound (131) by maximizing over (s, u):
The analysis of the second term in (132) is simplified by the following lemma. Lemma 4: Fix P S ∈P n and (s, u) such that f
SU (s, u)> 0, and define the random variables
where S n is defined in (119), and Z is the additive noise in (5).
Furthermore, letting f
denote the density of Y given (s, u), there exists > 0 such that
for some constants ψ > 0 and K 2 not depending on P S , where f
is defined in (115). Proof: See Appendix F.
Using Lemma 4, we can bound the second probability in (132) as follows:
where (140) follows from (136), and (142) follows by upper bounding f
using (137) and following the steps in (70)-(73).
We choose
which, when combined with (127), yields
with
Combining (132) and (142) with this choice of γ ( P S ) , we conclude that
6) Application of the Berry-Esseen Theorem:
The moments associated with i ( P S ) n (u, Y ) required to apply the Berry-Esseen theorem are characterized in the following lemma.
Lemma 5: Fix P S ∈P n and (s, u) such that f
and for α = P 1+P we have
where V is defined in (28) . Furthermore, there exists a pair (s , u ) such that i
The remainder terms in (146)-(148) are uniform in P S ∈P n .
Proof: See Appendix F.
Combining (128) and (145), we have for some (s, u) that
where (150) follows from (146) and by defining
The constant K 4 in (150) represents the uniform O(1) term in (146). The mutual informations I ( P S ) (U ; Y ) and I ( P S ) (U ; S) are given in (116)-(117), and similarly to (15) , setting α = P 1+P yields I (P S ) = C for all P S . Thus, applying the Berry-Esseen theorem [26, Sec. XVI.5] to (150) (after replacing (s, u) by (s , u ) given in Lemma 5 if necessary), we obtain for all P S ∈P n that
for some constant K 5 . Substituting (152) into (126) yields
and the proof of Theorem 2 is concluded by inverting the relationship between the error probability and the number of messages, analogously to Theorem 1.
V. CONCLUDING REMARKS
We have presented an achievable second-order coding rate for the discrete memoryless Gel'fand-Pinsker channel, and a conclusive characterization of the second-order asymptotics for dirty paper coding. A challenging direction for further research is obtaining second-order converse results for the discrete case. For this, the techniques used in proving the strong converse [30] , [31] may prove useful.
A by-product of our analysis for the Gaussian case (dirty paper coding) is an alternative viewpoint as to why similar performance is achieved for Gaussian and non-Gaussian state sequences: By using a small fraction of the block to send a quantized version of the state power, we can make the decoder aware that the sequence lies within a thin spherical shell. Since all sequences within that shell are essentially equally difficult to handle, the precise statistics of the state sequence are not important.
APPENDIX
A. Proof of Corollary 1
We apply Theorem 1 with (Y, S) in place of Y . The capacity-achieving parameters are U = X , φ(u, s) = u (i.e. x = u) and Q U |S (·|s) = Q(·|s), where Q(·|s) achieves the capacity-dispersion pair (C s , V s ) for the channel W (·|·, s) . To avoid ambiguity, we denote the resulting information densities in (17)-(18) by i 1 (x, s) and i 2 (x, y, s) respectively. Defining
we have
It follows that
We observe that i 3 (·, ·, s) is the information density associated with W (·|·, s), and thus has mean C s and variance V s [2] . It follows that V in (25) can be written as
where (161) follows from the law of total variance. We similarly have
, thus completing the proof.
B. Continuous Differentiability and Taylor Expansions
In this section, we study the differentiability properties of I (P S ) (see (45)) and V (P S ) (see (85)), and prove the Taylor expansion given (48).
1) Derivatives of I (P S ):
Writing
we obtain
where (166) follows by writing P S|U (s|u) =
. The derivative of I ( P S ) (U ; Y ) is computed similarly. We have
where , s) , s) does not depend on P S . We can write
and similarly for P U and P Y , yielding the derivatives
It follows using the same arguments as (164)-(167) that
Differentiating (167) and (175) a second time, we obtain
2) Continuous Differentiability: Using (170), we observe that the derivatives in (167) and (175)-(177) are continuous in P S other than a possible divergence as min s P S (s) → 0. Assuming without loss of generality that min s π(s) > 0, it follows that I (P S ) is twice continuously differentiable withiñ P n (see (39)) for sufficiently large n.
For V (P S ) (see (85)) we only require that the first derivatives are continuous withinP n . This can be proved by writing V (P S ) in the form
The subsequent evaluation of the partial derivatives is cumbersome and similar to the analysis following (168), and is thus omitted.
3) Taylor Expansion of I (P S ):
The first-order Taylor approximation of I (P S ) = I ( P S ) (U ; Y ) − I ( P S ) (U ; S) at P S = π is given by
where (P S ) is the remainder term. From (167) and (175), we see that s π(s)
, and hence the righthand side of (180) equals s P S (s)
which in turn equalsĨ (P S )+ (P S ) (see (47)). The remainder term satisfies (49) since I (P S ) is twice continuously differentiable withinP n , and since the 2 -norm and ∞ -norm coincide to within a constant factor.
C. Necessary Conditions for the Optimal Input Distribution
Here we study the necessary Karush-Kuhn-Tucker (KKT) conditions [32, Sec. 5.5.3] for Q U |S to maximize the objective in (3) when U and φ(·, ·) are fixed. Introducing the Lagrange multiplier λ(s) corresponding to the constraint u Q U |S (u|s) = 1, we see that any optimal Q U |S must satisfy
for all (s , u ) such that Q U |S (u |s ) > 0; we assume without loss of generality that min s π(s) > 0.
Using (163) with P S = π, and writing the logarithm as a difference of two logarithms, we obtain
where (183) follows by applying Bayes' rule to the last term in (182). To evaluate the partial derivatives of I (U ; Y ), we write (169) (with P S = π) as
We have
, s) (and similarly for P U and P Y ), yielding the derivatives
o t h e r w i s e (186)
It follows using a similar argument to (182)-(183) that
Combining (181), (183) and (188), we see that for any optimal Q U |S and any s ∈ S, the quantity
is the same for all u such that Q U |S (u|s) > 0. Note that (189) can be written more compactly as
see (17)- (18) .
D. Proofs of Steps Involving Taylor Expansions
In this section, we make use of the fact that
for some V min > 0 and sufficiently large n, which follows from the definition of V (P S ) in (85), the assumption of Theorem 1, and the fact that P S → π withinP n (see (39)).
1) Proof of (91):
We first eliminate K 5 from (90) by writing
which follows from (190) and the identity |Q(z)−Q(z +a)| ≤ |a| √ 2π
. It remains to eliminate K 6 . The case K 6 ≤ 0 is trivial, so we assume that K 6 > 0. We have 1
where (193) follows with K 6 = K 6 2V min using (190) and the identity
We thus obtain
where ( 
2) Upper Bound on (93):
Using the same argument as the one leading to (196), we have for some K 7 that
We now analyze the growth rate of the second term. Applying (190), we can upper bound this term by
Since I (·) is continuously differentiable (see Appendix B), we have from (39) that max P S ∈P n |I (P S ) − I (π)| ≤ K 8 log n n for some constant K 8 . Using this observation along with β n = O( √ n), we obtain
Substituting (201) into (198), we obtain the desired result.
E. Proof of Lemma 3
Recall that U 2 = n(P + α 2 P S ) almost surely and s ∈ T n (P S ) by assumption, and let (s, u) be fixed accordingly. Writing u − αs 2 = u 2 − 2α s, u + α 2 s 2 , we have from (121) that u − αs ∈ D n if and only if
or equivalently
Since U is drawn uniformly from the sphere, the distribution of s, U depends on s only through its magnitude; this is seen by noting that the inner product of two vectors is unchanged when a unitary transformation is applied to both arguments, and the distribution of U is unchanged under any unitary transformation. We may thus assume that s = ( s , 0, · · · , 0). In this case, the condition in (203) becomes
where u 1 is the first entry of u. Adding α 2 s 2 and dividing by s , this becomes
From (108), there exists P max < ∞ such that s ≤ √ n P max whenever P S ∈P n . It follows that u − αs ∈ D n provided that
We conclude that P[U − αs ∈ D n ] is lower bounded by the probability of the first entry U 1 of U falling within an interval of length c √ n starting at
. The distribution of a given symbol in a length-n random sequence distributed uniformly on the sphere is known [33, eq. (4)], and yields
This density function is decreasing in u 2 1 , which implies that
Furthermore, we have from (107) that n P S ≤ s 2 , and hence
where (210) follows by again using (107), along with the identity
Thus, the square of the argument to f U 1 in (208) is upper bounded by
where (213) holds for any c > αδ s + 2α √ P max c and sufficiently large n. Substituting (213) into (208) and again using the fact that f U 1 (u 1 ) is decreasing in u 2 1 , we obtain
where p 0 (n)
(which grows at most polynomially fast since 
F. Proofs of Lemmas 4 and 5
We first introduce some results which will be used in both proofs. Recall that the information density i ( P S ) (u, y) is defined with respect to the joint distribution f = 1 2 log (P + P S + 1)(P + α 2 P S ) P P S (1 − α) 2 + (P + α 2 P S ) − P + α 2 P S 2(P P S (1 − α) 2 + (P + α 2 P S )) y − P + α P S P + α 2 P S u 2 + y 2 2(P + P S + 1)
Observe that the leading term coincides with the mutual information in (116). Let (s, u) be an arbitrary pair on the support of f ( P S ) SU , and recall that the definition of f ( P S ) SU conditions on S ∈ T n (P S ) and E c 1 . It follows that s 2 is bounded according to (107), and x 2 = u − αs 2 is bounded according to (121). It will prove useful to show that there exists a constant δ xs > 0 such that n(P + P S ) − δ xs ≤ u + (1 − α)s 2 ≤ n(P + P S ) + δ xs .
To see this, we first combine (107) and (203) (the latter of which was derived using only (121) and the fact that u 2 = n(P + α 2 P S )) to obtain nα P S ≤ s, u ≤ nα P S + δ x 2α + αδ s 2 .
Writing u+(1−α)s 2 = u 2 +2(1−α) s, u +(1−α) 2 s 2 and applying (107), (220) and u 2 = n(P + α 2 P S ), we obtain (219).
1) Proof of Lemma 4:
To prove (135), we will show that conditioned on (S, U) = (s, u), the distribution of i Gaussian vector Z to a vector whose power is (almost surely or deterministically) equal to u + (1 − α)s 2 . Thus, the conditional distribution of Y 2 coincides with that of Y 2 , and we obtain (135). We now turn to the proof of (136)-(137). For the sake of notational brevity, we define P Y P + P S + 1, and let B denote the set of sequences y such that y 2 − n P Y ≤ n . By definition, (Y |s, u) is obtained by adding i.i.d. Gaussian noise to (X |s, u), which in turn is uniform on a shell of power n(P + P S )+η for some −δ xs ≤ η ≤ δ xs (see (133) and (219) 
for y ∈ B , where K 2 is a constant depending on P Y (see also [19, Proposition 2] ). As noted in [2] , we can choose = 1 (or any ∈ (0, 1) ). The exponential decay in (136) follows from the Chernoff bound and the fact that E Y 2 | s, u = n P Y + η [2, eq. (417)].
To complete the proof of (137), we show that for y ∈ B we have
(y i ) for some constant K 2 . We have from (115) that f Finally, the constants ψ and K 2 in (136)-(137) can be taken as independent of P S due to the fact that P S (and hence P Y ) is uniformly bounded withinP n .
2) Proof of Lemma 5:
The evaluation of the moments of the information density is cumbersome and similar to [18, Appendix A], so we omit some of the details.
We first consider the mean and variance. We write (218) as 
where c 0 1 2 log (P + P S + 1)(P + α 2 P S ) P P S (1 − α) 2 + (P + α 2 P S ) (227)
c 2 − P + α P S P + α 2 P S (229) c 3 1 2(P + P S + 1)
Substituting y = u + (1 − α)s + z into (226), we obtain 
