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Introduction
The atomic nucleus is a nite many-body system governed by the rules of quantum me-
chanics. To a rst approximation it can be described as composed by independent par-
ticles, moving in an average potential generated by all the nucleons. This is the funda-
mental idea of the self-consistent mean-eld (SCMF) methods [BHR03]. This approach
can produce good results for bulk nuclear properties (e.g. masses, radii and deforma-
tions), covering almost thewhole chart of nuclides, including the super-heavy and super-
deformed regions. The SCMF models are in many respects analogs of the density func-
tional theory (DFT), which gives rather successful results in condensed matter physics.
Nuclear SCMF models employ eective interactions which are adjusted by extensive ts
to nuclear structure data. These eective interactions can be derived either in a non-
relativistic or in a covariant framework, and they have become increasingly sophisti-
cated in the last decade. Throughout this thesis, we adopt the non-relativistic zero-range
Skyrme interaction.
The time dependent extension of stationary mean-eld models, or time dependent
DFT, is formally straightforward. The linearization of the time-dependent mean-eld
equations bring to the Random Phase Approximation (RPA) equations. Those describe
the dynamics of the nucleus as a whole, as a coherent superposition of one-particle –one-
hole (1p − 1h) excitations. In particular, the RPA is one of the most successful theories for
the description of the main observables related to the nuclear excitations in the energy
range of giant resonances (GR), i.e. between 10 and 30MeV. Themain feature of these col-
lective states is that they can absorb a considerable part of the maximum energy that can
be transferred to the system. Accordingly, the macroscopic picture of a giant resonance
is often thought to be that of a coherent motion of all the nucleons. These states have
nite lifetime and consequently they carry a width of few MeV. The particle-hole states
that form the resonance can decay directly into the continuum, producing a free particle
and the A−1 nucleus in the corresponding hole state. The resonances in a heavy nucleus
typically lie in a region of very high level density, thus the simple 1p−1h states of the res-
onance are mixed into the more complex np−nh states which exist at the same excitation
energy, resulting in a redistribution of the energy and the formation of a compound nu-
cleus. This dampingmechanism, associated to the so-called spreading width, is the most
important. Another possible decay process is the γ decay, which in heavy nuclei occurs
only about once in e3 decays, and because of that it has not been studied extensively in
the past [Bee+89; Bee+90]. Recently, the study of this decay branch has been performed
in dierent nuclei with the demonstrator of the segmented germanium array AGATA
[Nic+11; BC12] at the Laboratori Nazionali di Legnaro (LNL) of INFN. The interest in
the γ decay lies in the fact that it is extremely sensitive to the resonance multipolarity
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and that the electromagnetic interaction is well-known, so the direct electromagnetic de-
excitation of resonances oers the possibility of a determination of the resonance strength
complementary to that provided by the analysis of inelastic scattering data and free from
the ambiguities associated with them. These latter allow extracting the properties of the
collective states only through an analysis involving poorly known quantities (the reaction
mechanism, the choice of the optical potentials, etc.).
The study of the GRs has been important so far also to give an estimate of some impor-
tant parameters of the equation of state of nuclearmatter. In particular, the determination
of the equation of state of isospin-asymmetric nuclearmatter, i.e., nuclearmatter inwhich
the number of neutrons exceeds the number of protons, is one of the most outstanding
problems nowadays. Specically, it is of paramount importance to constrain the proper-
ties of the symmetry energy, which is an estimate of the energy cost to convert a proton
into a neutron in symmetric nuclear matter. The knowledge of the nuclear symmetry en-
ergy, and in particular of its density dependence, is essential for solving many problems
in nuclear physics, such as the dynamics of heavy-ion collisions and the structure of exotic
nuclei (their masses, neutron and proton density distributions, mean radii, collective ex-
citations). Besides, the symmetry energy deeply inuences a number of important issues
in astrophysics, such as the mass-radius relation of neutron stars, the nucleosynthesis
during pre-supernova evolution of massive stars, the cooling of proto-neutron stars and
the fractional moment of inertia of the neutron star crust.
In the rst part of this thesis, we study two dierent nuclear excitations and their cor-
relation with the symmetry energy: the pygmy dipole resonance (PDR) and the isovector
giant quadrupole resonance (IVGQR). The former is a low-energy peak which is found
in the dipole response of several neutron-rich nuclei, and recently it has been claimed
that it may be correlated to the density dependence of the symmetry energy. In partic-
ular, we analyze the isoscalar and isovector RPA spectrum in a stable (208Pb) and two
unstable (68Ni and 132Sn) systems with three Skyrme interactions characterized by dif-
ferent isovector properties. The spurious state is carefully subtracted from the particle-
hole contributions of the RPA states. The nature of the pygmy states is studied by means
of the transition densities. Eventually, to assess the collectivity of the pygmy, the number
and the coherence of the particle-hole excitations in the RPA states are considered.
The second excitation taken into account, i.e. the isovector giant quadrupole reso-
nance, has remained elusive for quite a long time because of the lack of selective ex-
perimental probes that can excite this resonance: only few years ago, a new experimental
technique has been implemented at theHI~γS facility at DukeUniversity [Hen+11]. In our
work, the predictions for the strength and the transition densities of this mode in 208Pb
from three Skyrme interactions and two relativistic Lagrangians are exposed. Moreover,
starting from a macroscopic model, a combination of the energies of the isoscalar and
isovector giant quadrupole resonances are found to be correlated with the symmetry en-
ergy at the density of 0.1 fm−1. This correlation is analyzed in detail using two families
(one non-relativistic and one relativistic) of systematically varied functionals. This allows
us to extract a prediction for the slope of the symmetry energy and for the neutron skin
thickness in 208Pb.
However, the SCMF approaches present well-known limitations. For instance, they
do not reproduce, as a rule, the level density around the Fermi energy. Moreover, the
fragmentation of single-particle states and the GR spreading widths, as well as the width
related to γ decay to excited states, are outside the framework of these models. To im-
prove further on the quality of the description of the nuclear structure, one of the route
that can be undertaken consists in introducing correlations beyond themean-eld, allow-
ing the interweaving between the single-particle degrees of freedom and the dynamics
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of the mean-eld, i.e. the phonons.
In the second part of this thesis, we adopt the nuclear eld theory (NFT), which is
based on the particle-vibration coupling (PVC) idea. NFT provides us with a consistent
and perturbative framework in which phonons and single-particle degrees of freedom
are considered as the relevant independent building blocks of the low-lying spectrum
of nuclei. In particular, we apply a recently-developed consistent model for the particle-
vibration coupling, using the complete Skyrme interaction at the particle-vibration ver-
tex. In this model, the single-particle states are obtained from a Hartree-Fock procedure,
while the collective phonons are computed in fully self-consistent RPA. First we imple-
ment this model to compute an inclusive observable related to GRs, viz. the spreading
width of the isoscalar and isovector giant quadrupole resonances in 208Pb. We include in
the calculation the lowest order contributions beyond the mean-eld, namely two-parti-
cles –two-holes contributions. Then, we examine amore exclusive observable, specically
the direct γ decay of the isoscalar giant quadrupole resonance in 208Pb and 90Zr to the
ground state and to the rst collective octupole state, taking into account properly the
polarization of the nuclear medium.
The main limitation of our beyond mean-eld model consists in the use of eective
interactions tted at mean-eld level to some experimental data. These interactions al-
ready comprise in an eective and uncontrolled way some beyond mean-eld correla-
tions. This fact may introduce an overcounting of the correlations. Therefore, one should
aim at retting the interaction at the desired level of approximation. Moreover, if zero-
range interactions, like the Skyrme force, are used, divergences arise, which should be
handled in retting the interaction. This procedure has been carried out successfully in
nuclear matter, with dierent degrees of local neutron-proton asymmetry, including a
cuto of the transferred momentum between particles. It has been shown that it is possi-
ble to obtain a new set of Skyrme parameters, tted to the total energy of the system up
to second order beyond the mean-eld, for each chosen momentum cuto.
In the third part of this thesis, wewant to investigatewhether it is possible to use these
interactions in nite systems to compute the total energy at second order level. In this part
we use a simplied Skyrme interaction, with only the velocity independent terms. Since
the lack of translational invariance prevents us from dening a transferredmomentum in
a nucleus, it is necessary to introduce the cuto on the relativemomenta of the interacting
particles in the initial and nal channels. Therefore, we rst perform the calculation of the
total energy up to second order in nuclear matter using this new representation in order
to determine the relation between the cuto on the transferred momentum and the one
on the relative momentum. The inclusion of the cuto on relative momenta is performed
in the following way: we Fourier transform the interaction written in the center of mass
and relativemotion coordinate system, wemultiply it by two step functions in the relative
momentum (one for the initial and one for the nal state), and then we Fourier anti-
transform the resulting expression. In this way the interaction acquire a nite range. Also
the Hartree-Fock wave functions, used in the computation of the matrix elements of the
interaction, have to bewritten in the center ofmass and relativemotion coordinate system
bymeans of the Brody-Moshinsky transformations. This procedure is then applied to the
computation of the second order total energy in 16O.
The thesis is organized as follows. In chapter 1, the standard formulation of the
Skyrme interaction is presented.
Part I, comprising chapters 2, 3, 4, 5, and 6, is devoted to the mean-eld approach. In
particular, the main feature of the Hartree-Fock and Random Phase Approximation are
sketched in chapters 2 and 3, respectively. Chapter 4 is an introduction to the equation
of state of nuclear matter, focusing the attention in particular on the symmetry energy.
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Chapter 5 gives an overview on the experimental properties of giant resonances, explain-
ing more in detail the ones that are useful for this thesis and their relation with the pa-
rameters of the equation of state of nuclear matter. Finally, in chapter 6 our theoretical
predictions for the pygmy dipole resonance and for the isovector giant quadrupole reso-
nance are presented; moreover, a study on the relation between these excited states and
the symmetry energy is included.
In part II, including chapters 7, 8 and 9, the extension to beyondmean-eldmodels for
nuclear structure is discussed. In chapter 7 the tool of the Green’s functions is presented
and the fundamental concepts of the nuclear eld theory are exposed. In chapter 8 the nu-
clear eld theory is used to compute the spreading width of GRs and the width related
to the direct γ decay of GRs to the ground state of the nucleus or to a low-lying state.
Eventually, chapter 9 collects our results for the spreading width of the isoscalar and
isovector giant quadrupole resonances in 208Pb and the γ-decay width of the isoscalar gi-
ant quadrupole resonances in 208Pb and 90Zr to the ground state and to the rst collective
octupole states.
In part III, we detail the problems occurring in beyondmean-eld theorieswhen zero-
range interactions are used. We briey present the work done in nuclear matter and the
machinery used to treat the issue of divergences in nuclei (chapter 10). Then, in chapter 11
we report on the present rst applications of retted interactions in 16O.
Chapter 1
The Skyrme interaction
The study of the atomic nucleus is complicated by the poor knowledge of the nuclear
force, due to its complexity. Two main directions have been followed so far. In the for-
mer, a bare nucleon-nucleon (NN) interaction, with the addition of a three-nucleon in-
teraction, is used to build the nucleus in an ab initio procedure. In the latter, the fact that
the nucleons within a nucleus, due to the presence of the many other nucleons, do not
feel the bare NN interaction is exploited. Thus, it is possible to introduce an eective NN
force, in which all the diculties and subtleties of the nuclear force is included in few
parameters that must be adjusted to a selected set of experimental data. Among them,
the most commonly used are the Gogny [DG80] and the Skyrme [Sky56; Sky59a; Sky59b]
interactions.
Since in the following we will use always the Skyrme interaction, here we summarize
its properties. The generic form of the eective interaction is
V =
∑
i< j
V12(r i , r j ) +
∑
i< j<k
V123(r i , r j , r k ),
whereV12 represent a two-body interaction andV123 is a three-body interaction. The idea
which lies at the basis of the Skyrme interaction is that “it is generally believed that the most
important part of the two-body interaction can be represented by a contact potential” [Sky59a].
Thus,
V12(r i , r j ) = V12(k , k′) δ3 (r i − r j ) V123(r i , r j , r k ) = t3 δ3 (r i − r j ) δ3 (r j − r k ),
where t3 is a constant, k = 12i (∇1−∇2) is the relativemomentum of particle 1 and 2 placed
on the right of the delta function, while k′ denotes the same operator placed on the left.
The form of V12 has been chosen to be a polynomial expansion in powers of k and k′.
It is important, for the last part of this work, to recall that “this form is unrealistic for
largemomentum transfers, so that it is not suitable for the discussion of second-order eects, unless
some momentum cut-o is introduced” [Sky59a].
The Skyrme interaction has been improved and developed in the last years. At now,
its most widely used form is,
Ve(r1 , r2) = t0(1 + x0Pσ)δ(r) +
1
2 t1(1 + x1Pσ)[k
′2δ(r) + δ(r)k2]
+ t2(1 + x2Pσ)k′ · δ(r)k + 16 t3(1 + x3Pσ)ρ
α (R)δ(r)
+ iW0(σ1 + σ2) · [k′ × δ(r)k]
(1.1)
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Nuclear matter properties as predicted by the Skyrme interactions used in this work, with the biblio-
graphical information.
Interaction Ref. ρ∞[fm−3] kF[fm−1] m∗/m J [MeV] L [MeV]
SIII [Bei+75] 0.145 1.291 0.763 28.16 9.95
SGII [VS81] 0.158 1.328 0.786 26.83 37.63
SKM* [Bar+82] 0.160 1.334 0.789 30.03 45.78
SkP [DFT84] 0.162 1.340 1.000 30.00 19.68
SkI3 [RF95] 0.158 1.327 0.577 34.83 100.52
SLy5 [Cha+98] 0.160 1.333 0.697 32.02 48.27
BSk1 [Sam+02] 0.157 1.325 1.050 27.81 7.19
SK272 [ASK03] 0.155 1.320 0.773 37.39 91.67
SK255 [ASK03] 0.157 1.325 0.797 37.40 95.05
KDE [ASA05] 0.164 1.345 0.756 31.97 41.42
LNS [Cao+06] 0.175 1.372 0.826 33.43 61.45
SAMi [RCS12] 0.159 1.329 0.675 28.12 43.56
where r i and σ i are the space and spin variables of the two nucleons, r = r1 − r2, R =
1
2 (r1+r2) and Pσ =
1
2 (1+σ1 ·σ2) is the spin-exchange operator [Cha+97]. Here, ρ = ρn+ρp
is the total nucleon density, and we will use the notation ρq to distinguish the neutron
(q = 0) and proton (q = 1) densities. In Eq. (1.1), t0 and t3 are velocity-independent terms,
whereas t1 and t2 are velocity-dependent terms;W0 term is a two-body spin-orbit force.
In particular, the t0 term is attractive, t1 and t2 terms mimic a nite range and t3 term is
repulsive. In the Hartree-Fock approximation, the contribution of the three-body contact
term is the same as that given by the t3 term of Eq. (1.1) when x3 = 1 and α = 1. Such term
provides a simple phenomenological representation of many-body eects, and describes
the way in which the interaction between two nucleons is inuenced by the presence of
others.
The parameters t0, t1, t2, t3, x0, x1, x2, x3 and α are free parameters which can be
obtained by tting both experimental data in a restricted number of nuclei, like binding
energies and r.m.s. radii, and theoretical properties of nuclear matter, such as the satura-
tion density ρ0, the incompressibility K∞ and the symmetry energy at saturation density,
Esym(ρ0).
For the sake of completeness, in Table 1.1 we list the nuclear matter properties inter-
esting for this work as predicted by the Skyrme parameterizations which we will use in
the following, together with the references where these parameterizations can be found.
Part I
The mean-eld approach

Chapter 2
The static mean-eld
The simplest method which can be used to treat a many-body system consists in the
reduction of its dynamics to that of independent particles moving in a self-consistent
potential. Schematically, we obtain a solvable many-particle problem by considering the
following decomposition of the original Hamiltonian
H = T + V = (T +U) + (V − U) = H0 +H1 , (2.1)
with U a suitably chosen one-body operator. The mean-eld approximation consists in
consideringH0, treatingH1 as a perturbation.
The nuclear shell model lays on this basic idea. The rst formalization of thismodel in
its simplest non-interacting version was introduced in 1949 by Goeppert-Mayer [Goe49;
Goe50], Haxel [HJS49], and since then much work has been done to rene it.
Qualitatively, the reason why the shell model is so reliable is the fact that the nucleus
is not a very dense system, thanks to the action of the Pauli principle. Since the nucleus is
a self-interacting system, the shape of the one-body potential inwhich the nucleonsmove
should be determined in a self-consistent way from a microscopic nucleon-nucleon in-
teraction. Nevertheless, for several years a simpler approach has been used, introducing
an ad hoc potential. This potential must satisfy some characteristics:
• A nucleon in the center of the nucleus should not feel any net force
• The force should become stronger approaching the surface
• The force is short range
Good results can be obtained assuming an analytical ansatz for the potential, known
as Woods-Saxon
VW−S (r) = − V0
1 + e
r−R0
a
, (2.2)
where R0 = r0A1/3 = 1.2A1/3 fm, a is the diusivity and V0 is the depth of the potential.
Commonly used values are V0 = −50MeV and a = 0.5 fm.
The experimental ndings show that: (1) the single-particle states in which the spin
of the particle is parallel to its orbital angular momentum lie at lower energywith respect
to the corresponding state in which the spin is anti-parallel to the angular momentum,
and (2) this splitting can be rather large. For this reason, to obtain the correct level order-
ing, a strong attractive spin-orbit interaction should be included in the Hamiltonian of
the system. From the diagonalization of such an Hamiltonian, one could get the energy
levels, unidentied by the principal quantum numbers n (related to the number of nodes
of the wave function), the orbital angular momentum l and the total angular momentum
j = l + s,where s is the spin of the nucleon.
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2.1 The self-consistent mean-eld
On amicroscopic basis, the mean-eld approximation is realized in a self-consistent way
solving the Hartree-Fock (HF) equations. This approach will be referred to as self-consis-
tent mean-eld (SCMF). In this section we sketch this method, addressing the interested
reader to Refs. [BR86; BHR03; RS04; Suh07]. Mean-eld methods predict ground state
properties of nuclei with increasing accuracy as the system becomes larger. Thus, they
are particularly useful for describingmasses, radii, shapes and deformations of medium-
heavy nuclei. In the following we will concentrate on spherical, closed-shell nuclei, in
order to avoid complications coming from deformations and pairing correlations, since
are beyond the scope of this thesis.
2.1.1 Variational derivation
The HF equations can be obtained using variational principles. Let E[ψ] be the (nor-
malized) expectation value in a state |ψ〉 of the Hamiltonian H . The Ritz variational
principle states that any state making the functional E[ψ] stationary is an eigenstate of
H with eigenvalue E. If E0 and |ψ0〉 are the ground state energy and wave function of
the Hamiltonian H , then E[ψ] ≤ E[ψ0]. The equality holds only if |ψ〉 ≡ |ψ0〉. We then
build a trial wave function in a given class of wave functions. The trial wave function
can be determined by making the energy expectation value stationary with respect to in-
nitesimal variations of |ψ〉 in the class of wave functions to which |ψ〉 belongs. The HF
approximation consists in assuming that the trial wave function is a Slater determinant
|ψ〉 =

 n∏
i=1
c†αi

 |0〉. (2.3)
Actually, the use of the single-particle matrix associated to the state |ψ〉, dened as
ρi j = 〈i |ρ | j〉 = 〈ψ |c†j ci |ψ〉, (2.4)
is more convenient. This operator is Hermitian, positive denite and Tr ρ = A.
It can be shown [RS04] that |ψ〉 is a Slater determinant if and only if the corresponding
density matrix ρ satisfy the equation
ρ2 = ρ. (2.5)
This means that the density operator is a projector onto the space spanned by the occu-
pied orbitals. LetH be the second quantization form of the Hamiltonian of the system
H =
∑
αβ
〈α |T |β〉c†αcβ +
1
4
∑
αβγδ
〈αβ |V¯ |γδ〉c†αc†βcδcγ . (2.6)
Using the Wick theorem, it is possible to write the energy as a functional of ρ
E[ρ] = 〈ψ |H |ψ〉 =
∑
αβ
〈α |T |β〉ρβα + 12
∑
αβγδ
〈αβ |V¯ |γδ〉ργαρδβ . (2.7)
We now want to minimize the energy functional with respect to the variations of ρ
δ
[
E[ρ] − TrΛ(ρ2 − ρ)
]
= 0, (2.8)
The static mean-eld 11
where the matrix Λ is a matrix of Lagrange multipliers introduced because of the con-
straint on ρ (2.5). Dening the HF Hamiltonian as
hαβ = 〈α |h |β〉 = ∂E[ρ]∂ρβα = 〈α |T |β〉 +
∑
γδ
〈αγ |V¯ |βδ〉ρδγ , (2.9)
the variational equation (2.8) leads to the so-called HF equations
[h , ρ] = 0 (2.10)
h |ϕν〉 = εν |ϕν〉 (2.11)
Thus, the HF equations can be solved by rst diagonalizing h and then constructing ρ
from the eigenstates of h. The main issue of this problem is the fact that the Hamiltonian
depends on the density matrix, so the HF equations are non-linear. The total energy of
the system, therefore, becomes
EHF =
A∑
i=1
tii +
1
2
A∑
i j=1
v¯i ji j =
A∑
i=1
εi − 12
A∑
i j=1
v¯i ji j (2.12)
The HF equations can be written in the coordinate space
− }
2
2m∇
2ϕα (x) + vH (x)ϕα (r) −
∫
d3x′vF (x′, x)ϕα (x′) = εαϕα (x) (2.13)
vH (x) =
∑
β
εβ<εF
∫
d3r′ϕ†β (x
′)v(x′, x)ϕβ (x
′)
vF (x) =
∑
β
εβ<εF
ϕ†β (x
′)v(x′, x)ϕβ (x)
The rst term with the local potential vH (x) is called the Hartree or direct term, and the
second term with the non-local potential vF (x′, x) is called the Fock or exchange term.
Density dependent interactions
The eective interaction V (ρ) used in the mean-eld may depend on the local density of
particles, as it is the case in nuclear physics. The energy expectation value then becomes:
E[ρ] =
∑
αβ
〈α |T |β〉ρβα + 12
∑
αβγδ
〈αβ |V¯ (ρ) |γδ〉ργαρδβ . (2.14)
The HF Hamiltonian calculated from Eq. (2.9) is
hαβ = 〈α |T |β〉 +
∑
γδ
〈αγ |V¯ (ρ) |βδ〉ρδγ + 12
∑
γδηζ
〈ηζ | ∂V¯ (ρ)
∂ρβα
|γδ〉ργηρδζ , (2.15)
where the extra term is called rearrangement term UR.
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2.1.2 Derivation with the Wick’s theorem
The Hartree-Fock equation can also be derived by applying Wick’s theorem in the par-
ticle-hole representation. This means that we use normal ordering and contraction with
respect to the particle-hole vacuum |HF〉. However, instead of using the particle-hole
representation of the Hamiltonian, we use its particle representation. The Hamiltonian
(2.6) can be reduced to
H =
∑
αβ
(
tαβ +
∑
γ
εγ≤εF
v¯γαγβ
)
c†αcβ −
1
2
∑
αβ
εα,β≤εF
v¯αβαβ +
1
4
∑
αβγδ
v¯αβγδ : c†αc†βcδcγ :, (2.16)
where : . . . : indicates the normal product. The rst term is clearly a one-body operator.
To get the HF equations we have to diagonalize this term
tαβ +
∑
γ
εγ≤εF
v¯γαγβ = εαδαβ . (2.17)
This equation is exactly equal to Eq. (2.11). Thismethod is particularly interesting because
it produces automatically the expression for the residual interaction
Vres =
1
4
∑
αβγδ
v¯αβγδ : c†αc†βcδcγ : (2.18)
Also the calculation of the ground state energy is straightforward
EHF = 〈HF|H |HF〉 =
∑
α
εα≤εF
α − 12
∑
αβ
εα,β≤εF
v¯αβαβ .
2.1.3 The Hartree-Fock eigenvalue problem
Due to the non-locality of the Fock term, solving theHF equations in the coordinate space
can be quite dicult and time consuming. For this reason, it is useful to convert them
to an eigenvalue problem of a Hermitian matrix. To do so, the wave functions ϕα (r) are
expanded in terms of some basis states, usually harmonic oscillator wave functions. Thus
we seek solutions of the HF equation in the form
|α〉 =
∑
j
cα, j | j〉, (2.19)
where the basis {| j〉} is orthonormal and complete. The coecients cα, j are determined by
performing a variation of the Hartree-Fock ground-state energy EHF. In this procedure
we seek the minimum of EHF using the cα, j as variational parameters. The variational
condition yields
∂
∂c∗α, j
E
HF −
∑
α′ j′
εα′c∗α′, j′cα′, j′
 = 0, (2.20)
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where εα′ are the Lagrange multipliers. Therefore, in the general case of density depen-
dent interaction, we obtain ∑
j′
h (α)j j′ cα, j′ = εαcα, j ,
h (α)j j′ ≡ t j j′ +
∑
β
εβ≤εF
∑
j1 j2
c∗β, j1〈 j j1 |V¯ | j′ j2〉cβ, j2 +
1
2
∑
βγ
εβ,γ≤εF
∑
j1 j2
j3 j4
c∗β, j1 c
∗
γ, j2〈 j1 j2 |
∂V¯
∂c∗α, j
| j3 j4〉cβ, j3 cγ, j4 ,
(2.21)
In this way we are able to convert the HF equation into an eigenvalue problem for the
matrix h.
The non-linearity of the HF equation is present irrespective of the method of solu-
tion. In particular, the matrix equation must be solved iteratively since the solutions cβ, j
themselves are building blocks of the matrix h to be diagonalized.
2.1.4 Derivation for the Skyrme interaction
Skyrme Energy Density Functional
For the Skyrme interaction, it is possible to write the energy of the system as the integral
of an energy density that is local in the space coordinate
E[ρ] = 〈ψ |T + VSkyrme |ψ〉 =
∫
d3rE (r). (2.22)
Assuming that the subspace of occupied single-particle states is invariant under time re-
versal, i.e. that the nucleus is even-even, the energy density functional E (r) is an explicit
function of the nucleon densities ρq , the kinetic energy τq and spin densities Jq , where
the label q can indicate neutrons (n) or protons (p). These quantities depend in turn on
the single-particle states ϕi ,
ρq (r) =
∑
α,σ
|ϕα (r, σ, q) |2 (2.23)
τq (r) =
∑
α,σ
|∇ϕα (r, σ, q) |2 (2.24)
Jq (r) = −i
∑
α,σ,σ′
ϕ∗α (r, σ, q)
[∇ϕα (r, σ′, q) × 〈σ |σ |σ′〉] , (2.25)
and the sums are taken over all occupied single-particle states; besides τ = τn + τp and
J = Jn + Jp . In particular (we drop the dependence on r for simplicity),
E = K + E0 + E3 + Ee + En + Eso + Esg + Ecoul (2.26)
where K is the kinetic energy term, E0 is a zero-range term, E3 is the density-dependent
term, Ee is an eective mass term, En is a nite range term, Eso is a spin-orbit term, Esg
is a term due to the tensor coupling with spin and gradient and Ecoul is a Coulomb term.
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Their expressions are [Cha+97]
K = }
2
2mp
τp +
}2
2mn
τn
E0 =
1
4 t0
[
(2 + x0)ρ2 − (2x0 + 1)(ρ2p + ρ2n )
]
E3 =
1
24 t3ρ
α
[
(2 + x3)ρ2 − (2x3 + 1)(ρ2p + ρ2n )
]
Ee =
1
8 [t1(2 + x1) + t2(2 + x2)] τρ
+ 18 [t2(2x2 + 1) − t1(2x1 + 1)] (τpρp + τnρn ) (2.27)
En =
1
32 [3t1(2 + x1) − t2(2 + x2)] (∇ρ)
2
− 132 [3t1(2x1 + 1) + t2(2x2 + 1)]
[
(∇ρp )2 + (∇ρn )2
]
Eso =
1
2W0
[
J · ∇ρ + Jp · ∇ρp + Jn · ∇ρn
]
Esg = − 116 (t1x1 + t2x2) J
2 + 116 (t1 − t2)[J
2
p + J2n].
The Coulomb potential requires an approximation for the exchange term contribu-
tions in order to keep it local, since the Coulomb force has non-zero range; a local density
approximation called the Slater approximation [Sla51] is then used to obtain
Ecoul(r) =
e2ρp (r)
2
∫
d3r′
ρp (r′)
|r − r′ | −
3e2
4
( 3
pi
)1/3
ρp (r)4/3 ≡ ρp (r)Vc (r) (2.28)
Skyrme-Hartree-Fock Equations
Using the Skyrme interaction, it is dicult to express the energy of the system as a func-
tional of the standard densitymatrix, since there is a dependence on τ and J (see Eq. (2.26)
and (2.27)). In this case, it is necessary to perform the variation of the energy with respect
to the single-particlewave functions ϕk , with the subsidiary condition that the ϕi are nor-
malized [VB72]
δ
E −
∑
i
εi
∫
d3r |ϕi (r) |2
 = 0. (2.29)
From Eq. (2.26),
δE =
∑
q
∫
d3r
[
}2
2m∗q (r)
δτq (r) +Uq (r)δρq (r) +W q (r) · δJq (r)
]
(2.30)
where the coecients of the variation are,
}2
2m∗q
= δE
δτq
= }
2
2mq
+ 18[t1(2 + x1) + t2(2 + x2)]ρ +
1
8[t2(2x2 + 1) − t1(2x1 + 1)]ρq (2.31)
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Uq =
δE
δρq
=12 t0[(2 + x0)ρ − (2x0 + 1)ρ
2
q]
+ 124 t3αρ
α−1[(2 + x3)ρ2 − (2x3 + 1)(ρ2p + ρ2n )]
+ 112 t3ρ
α[(2 + x3)ρ − (2x3 + 1)ρq]
+18[t1(2 + x1) + t2(2 + x2)]τ (2.32)
+18[t2(2x2 + 1) − t1(2x1 + 1)]τq
− 116[3t1(2 + x1) − t2(2 + x2)]∇
2ρ + 116[3t1(2x1 + 1) + t2(2x2 + 1)]∇
2ρq
− 12W0[∇ · J + ∇ · Jq] + δ1qVc
W q =
δE
δJq
=12W0[∇ρ + ∇ρq] −
1
8 (t1x1 + t2x2) J +
1
8 (t1 − t2) Jq . (2.33)
We then obtain that the single-particle wave functions ϕi have to satisfy the following set
of equations[
−∇ · }
2
2m∗q (r)
∇ +Uq (r) +W q (r) · (−i)(∇ × σ)
]
ϕi (r, σ, q) = εiϕi (r, σ, q) (2.34)
These equations, which are known as the Skyrme-Hartree-Fock (SHF) equations, al-
though non-linear, involve only local potentials, and therefore can be solved in coordinate
space. This is the major dierence with the HF equations corresponding to nite range
interactions which give rise to non-local potentials. We can identify m∗q (r) as an eective
mass, Uq (r) as a central potential andW q (r) as a spin-orbit potential.
In the case of spherical symmetry, the Skyrme-Hartree-Fock equations can be simpli-
ed greatly into a set of one-dimensional dierential equations in the radial coordinate
r. In fact, in this case, the single-particle wave functions can be written as
ϕαm (r, σ, τ) = i l
uα (r)
r
[
Yl (rˆ) ⊗ χ 1
2
(σ)
]
jm
χq (τ), (2.35)
where α stands for the sets of quantum numbers α = q , n , l , j. The phase i l has been
introduced following the convention II of the appendix A of Ref. [Row70]. One can thus
easily deduce the SHF radial equations, which read
}2
2m∗q (r)
[
−u′′α (r) + l(l + 1)r2 uα (r)
]
− ddr
(
}2
2m∗q (r)
)
u′α (r)
+
{
Uq (r) +
1
r
d
dr
(
}2
2m∗q (r)
)
+
[
j( j + 1) − l(l + 1) − 34
]Wq (r)
r
}
uα (r) = εαuα (r)
(2.36)
where Wq (r) is dened reducing the spin orbit term W q (r) · (−i)(∇ × σ) to the usual
form 1rWq (r)l · σ.
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2.2 Symmetries and the Hartree-Fock eld
Let |ψ〉 be an independent-particle state and let ρ be the associated single-particle density
matrix. Let us consider a unitary transformation in which the state |ψ〉 becomes
|ψ¯〉 = U |ψ〉.
We call ρ¯ the density associated with the state |ψ¯〉. It can be shown that ρ¯ transforms
as
ρ¯ = UρU†.
If the transformation produced by the operator U leaves the Hamiltonian invariant,
then U†HU = H and one has
E[ρ¯] = 〈ψ¯ |H |ψ¯〉 = 〈ψ |U†HU |ψ〉 = E[ρ]. (2.37)
Consider now an innitesimal variation δρ of the density matrix, to which corresponds
a variation δρ¯ = UδρU†. It follows that E[ρ¯ + δρ¯] = E[ρ + δρ]. Expanding both sides in
powers of δρ and equating the rst-order terms yields∑
i j
δE
δρi j
δρi j =
∑
i j
δE
δρi j
ρ=ρ¯ δρ¯i j (2.38)
which gives
Tr
(
h[ρ]δρ
)
= Tr
(
h[ρ¯]δρ¯
)
= Tr
(
U†h[ρ¯]Uδρ
)
.
This equality holds for any δρ, hence
h[ρ¯] = Uh[ρ]U†. (2.39)
Two cases may occur:
(i) The density matrix is invariant under the transformation U. In this case ρ¯ = ρ and
h[ρ¯] = h[ρ] commutes withU. We say thatU represents a self-consistent symmetry
of the Hartree-Fock Hamiltonian.
(ii) The density matrix ρ is not invariant under the transformation U, In this case, it
may happen that theHartree-FockHamiltonian does not commutewithU. We then
say that U represents a broken symmetry. For example, translational symmetry is
always broken by the Hartree-Fock potential of a bound nite system. A broken
symmetry always leads to a degeneracy of the variational solutions. It should be
emphasized that, in nite systems, broken symmetries arise only as a result of ap-
proximations. Typically, broken symmetries occur when the variational principle is
applied with a too-restricted trial wave function.
Spherical symmetry is an important example of a self-consistent symmetry which
is realized in a closed shell nucleus. In such a nucleus, each of the orbitals |nl jmτ〉 is
occupied. A Slater determinant built from such a set of orbitals is an eigenstate of the
total angularmomentumwith eigenvalue J = 0. It follows that theHartree-Fock potential
is spherically symmetric.
Chapter 3
The time-dependent mean-eld
The static SCMF approach discussed in chapter 2 is used to describe systems in equi-
librium, that is, in their ground state or, more generally, in stationary states. Besides,
the analysis of the spectra of nuclear excitations reveals a series of nuclear excited states
which can be very adequately explained as single-particle independent excitations. But
there are also many excited states with features that cannot be understood in terms of
shell model excitations: these modes can only be explained if we suppose that a coher-
ent participation by many nucleons takes place in the nucleus, resulting in a collective
excitation of the system as a whole. Giant resonances (GRs) are a major example of such
collective states (their main features will be discussed in chapter 5).
Such excitations can be thought as small-amplitude vibrations of the SCMF about
an equilibrium state, after the action of an external perturbation. For this reason, in
this chapter we study the time evolution of the SCMF of systems o equilibrium. As
in the static case, mean-eld approximations are obtained by assuming independent-
particle states. In the following we will concentrate on spherical, closed-shell nuclei, in
order to avoid complications coming from deformations and pairing correlations, since
are beyond the scope of this thesis. For a wider explanation of these topics we refer to
Refs. [Row70; BR86; RS04].
3.1 Random Phase Approximation
The Random Phase Approximation (RPA) is the simplest theory in which the ground
state of the system is not purely HF but may contains correlations. For example, if the
excited states are described as vibrational excitations, the ground state correlations may
be associated with the vibrational zero-point motions.
Even though RPA plays an important role in the theory of nuclear collective motions
(as can be clearly seen in its alternative formulation in terms of time-dependent Hartree-
Fock theory, TDHF), this approach was developed for the rst time by Bohm and Pines
for the plasma oscillations of the electron gas [BP53]. In this theory, the parameters of the
electromagnetic eld, representing the interaction between the electrons, were quantized
and treated as the collective coordinates of the plasma oscillations; the term Random
Phase Approximation, as a matter of fact, refers to the neglect of the coupling between
plasma vibrations of dierent momenta.
The Hamiltonian of the system is given in Eq. (2.16).
H = H0 + Vres =
∑
α
εαc†αcα − 12
∑
αβ
εα,β≤εF
v¯αβαβ +
1
4
∑
αβγδ
v¯αβγδ : c†αc†βcδcγ : . (3.1)
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The corresponding Schrödinger equation is given by
H |ν〉 = Eν |ν〉 (3.2)
where {|ν〉} is a set of exact eigenstates of the Hamiltonian H and {Eν } are the associated
eigenvalues. It is possible to dene operators Γ†ν and Γν in such a way that
|ν〉 = Γ†ν |0〉 and Γν |0〉 = 0.
From Eq. (3.2), we get the equation of motion[
H, Γ†ν
]
|0〉 = (Eν − E0) Γ†ν |0〉
and multiplying from the left with an arbitrary state of the form 〈0| δΓ
〈0|
[
δΓ,
[
H, Γ†ν
] ]
|0〉 = (Eν − E0) 〈0|
[
δΓ, Γ†ν
]
Γ|0〉. (3.3)
Since in RPA the true ground state is not simply the ph-vacuum, both ph-destruction and
ph-creation operators are included in the space. Thus, Γ†ν is expanded
Γ†ν =
∑
ph
Xνphc
†
pch − Yνphc†hcp . (3.4)
The RPA ground state is dened by
Γν |RPA〉 = 0.
We have two dierent kinds of variations δΓ|0〉, i.e. c†pch |0〉 and c†hcp |0〉. Thus, from
Eq. (3.3), two sets of equations arise:
〈RPA|
[
c†hcp ,
[
H, Γ†ν
] ]
|RPA〉 = }ων〈RPA|
[
c†hcp , Γ
†
ν
]
|RPA〉 (3.5a)
〈RPA|
[
c†pch ,
[
H, Γ†ν
] ]
|RPA〉 = }ων〈RPA|
[
c†pch , Γ
†
ν
]
|RPA〉, (3.5b)
where }ων is the excitation energy }ων = Eν − E0 of the state |ν〉. Since |RPA〉 is not
known yet, the evaluation of these equations is very complicated. A possible approxi-
mation consists in assuming that the correlated |RPA〉 ground state does not dier very
much from the HF ground state, so we can calculate all expectation values in the HF
approximations. This approach is known as quasi-boson approximation and gives the
quasi-boson commutator [
c†hcp , c
†
p′ch′
]
' δpp′δhh′ . (3.6)
Within this framework the amplitudes Xνph and Y
ν
ph have a direct meaning: their absolute
square give the probability of nding the states c†pch |0〉 and c†hcp |0〉 in the excited state|ν〉:
〈0|c†hcp |ν〉 ' 〈HF|
[
c†hcp , Γ
†
ν
]
|HF〉 = Xνph (3.7a)
〈0|c†pch |ν〉 ' 〈HF|
[
c†pch , Γ
†
ν
]
|HF〉 = Yνph . (3.7b)
The time-dependent mean-eld 19
The two amplitudes X and Y are called forward and backward amplitudes, respectively.
Hence, Eq. (3.5) can be written in the compact form(
A B
−B∗ −A∗
) (
X
Y
)
= }ω
(
X
Y
)
(3.8)
The sub-matrices A and B are dened
Aphp′h′ = 〈HF|
[
c†hcp ,
[
H, c†p′ch′
] ]
|HF〉 =
(
p − h
)
δpp′δhh′ + v¯ph′p′h (3.9a)
Bphp′h′ = −〈HF|
[
c†hcp ,
[
H, c†h′cp′
] ]
|HF〉 = v¯pp′h′h . (3.9b)
When there is a good quantum number, such as angular momentum, it is appropriate
to exploit it to reduce the dimensions of thematrix to be diagonalized. Thus the denition
Γ†ν ( JM) =
∑
ph
Xν JphA
†
ph ( JM) − Yν JphAph ( J˜M) (3.10)
should be used, where A†ph ( JM) and Aph ( J˜M) are the coupled ph creation and destruc-
tion operators:
A†ph ( JM) =
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉c†jpmp c jhmh (3.11a)
Aph ( J˜M) =
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉c†jhmh c jpmp (3.11b)
The RPA equation can also be obtained from a more general derivation, in which
the response of the system to an external time-dependent eld is treated in the time-
dependent HF (TDHF) approximation and the resulting equations are linearized. We
are not going to present in detail this procedure, addressing the reader to Refs. [BR86;
RS04]. We only want to point out that following this route the link between the residual
interaction and the HF Hamiltonian and, in turn, the energy density functional is clear:
v¯αβγδ =
∂hαγ
∂ρδβ
= ∂
2E
∂ργα∂ρδβ
. (3.12)
Properties of the RPA matrix
For the sake of completeness, we summarize here some properties of the RPA matrices.
The proofs of these properties can be found inRef. [BR86]. Let us dene the threematrices
M, γ and η
M =
(
A B
B∗ A∗
)
, γ =
(
0 1
1 0
)
, η =
(
1 0
0 −1
)
.
such that the RPA equations (3.8) can be written as the eigenvalue problem
ηMVn = }ωnVn ,
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whereVn is the right eigenvector of the non-Hermitianmatrix ηM belonging to the eigen-
value }ωn ,
Vn =
(
Xn
Yn
)
• For each right eigenvector Vn associated with the eigenvalue }ωn , γVn is a right
eigenvector belonging to the eigenvalue −}ω∗n and V¯n = Vn†η is a left eigenvector
belonging to the eigenvalue }ω∗n .
• Given a right eigenvector Vn with eigenvalue }ωn and a left eigenvector V¯m with
eigenvalue ω∗m , if ωn , ω∗m , then V¯m and Vn are orthogonal. As a consequence,
eigenvectors belonging to complex eigenvalues have zero norm with the metric η.
• If P is an eigenvector associated with a zero eigenvalue, there exist another vector
Q with zero eigenvalue such that ηMQ = − iµP, with µ > 0.
• If the matrix M is semi-positive denite, the eigenvalues of ηM are all real and the
eigenvectors belonging to positive, zero and negative eigenvalues have respectively
a positive, zero and negative norm, with the metric η. As a consequence, the non-
zero eigenvalues may be grouped into pairs ±ωn .
3.2 Broken transformation symmetry and the spurious mode
Consider a unitary transformation of the Hartree-Fock state |ψ0〉:
|ψ〉 = e iλS |ψ0〉, (3.13)
where S is a Hermitian one-body operator. It can be shown that S satises the equations(
A B
B∗ A∗
) (
S
−S∗
)
= 0, (3.14)
where A and B are the RPA matrices. Two cases may occur.
1. The generator S commutes with the density matrix ρ0, in which case Sph = 0 and
the equation (3.14) is trivially satised. This case occurs when S is a generator of a
self-consistent symmetry.
2. S does not commute with the density matrix ρ0. Then the RPA matrix in Eq. (3.14)
has an eigenvector (S, −S∗) belonging to a zero eigenvalue. This occurs for every
generator of a continuous broken symmetry. The eigenvector associated to this zero
eigenvalue of the RPAmatrix is called spurious mode, which is not associated with
as intrinsic excitation of the system, but with a collective motion without restoring
force.
In the particular case of the broken translational symmetry, the operator S is the total
momentum P of the system. In a bona de self-consistent RPA the spurious state would
appear as an eigenstate at zero energy, exhausting the whole strength of the operator R
corresponding to a Galileian boost, with spherical components
Rµ =
√
4pi
3
1
A˜
i
A∑
i=1
riY1µ (rˆi ), (3.15)
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where A˜ is the eective particle number, which is equal to the actual particle number
A if the spurious state is exactly orthogonal to the excited states. However, in actual
numerical implementations the spurious state is at low but not zero energy because of
small numerical inaccuracies and therefore, strength associated with the operator R will
be shared among the physical states. Moreover, the physical states should be orthogonal
also to the states of the operator P, conjugated to R. The spherical components of the
operator P are
Pµ =
A∑
i=1
∇(ri )µ , (3.16)
where the phases are chosen to have the canonical commutation relations [R†µ , Pµ] = i.
Starting from the RPA states |n′〉, described by the vector Vn′ = T(Xn′ Yn′), we con-
struct a new set of normalized states |n〉, with angular-momentum-coupled RPA ampli-
tudes dened by(
Xn
Yn
)
= Vn = α
[(
Xn′
Yn′
)
− λ
( P
−P∗
)
− µ
( R
−R∗
)]
= α
(
Vn′ − λP − µR) , (3.17)
where R and P are the ph matrix elements of the operators Rµ and Pµ and α is a nor-
malization constant. Obviously, since Rµ is Hermitian and Pµ is anti-Hermitian, R∗ = R
and P∗ = −P. The two parameters λ and µ can be determined by requiring the orthog-
onalization against the two zero-energy states, which translates into the two conditions
∑
ph
XnphR∗ph + YnphRph = R†ηVn ≡ 0 (3.18a)
∑
ph
XnphP∗ph + YnphPph = P†ηVn ≡ 0. (3.18b)
Inserting the denition of the new states (3.17) into Eq. (3.18) we obtain for the pa-
rameters λ and µ
λ = −iR†ηVn
µ = iP†ηVn ⇒
λ∗ = iVn†ηR
µ∗ = −iVn†ηP .
Specializing these relation in our practical cases, in which Vn , R are real and P is purely
imaginary, we get
λ∗ = −λ
µ∗ = µ .
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The normalization constant α can be determined by requiring that the vectors Vn are
normalized:
1 = Vn†ηVn = α2
(
Vn′† − λ∗P† − µ∗R†
)
η
(
Vn′ − λP − µR)
= α2
(
Vn′†ηVn′ − λVn′†ηP − µVn′†ηR − λ∗P†ηVn′ + λ∗λP†ηP
+ λ∗µP†ηR − µ∗R†ηVn′ + µ∗λR†ηP + µ∗µR†ηR
)
= α2
(
1 − iλµ∗ + iµλ∗ + iµλ∗ − iµλ∗ − iµ∗λ + iµ∗λ)
= α2
(
1 − 2iλµ) .
3.3 Transition operators, transition probability and transition densi-
ties
The vibrational states are excited under the action of an external eld, which can be elec-
tromagnetic or hadronic.
In general, an isoscalar or isovector external eld F can be expanded in spherical har-
monics and the λ−multipole of the eld reads
F(IS)λµ = i
λ
A∑
i=1
fλ (ri )Yλµ (rˆi ),
F(IV)λµ = i
λ
A∑
i=1
fλ (ri )Yλµ (rˆi )τz (i),
(3.19)
where the sums run over all nucleons and τz (i) is the z−component of the isospin oper-
ator of nucleon i. The phase iλ has been introduced in keeping with the expression for
the wave functions (2.35).
The particular case of the electromagnetic excitation process, using either real photons
or virtual photons (Coulomb excitation), is treated in textbooks (e.g. see Ref. [BW62;
dSF74]). The multipole decomposition of the photon plane wave leads to terms which
contain spherical Bessel functions jλ (qr), where q is the photon momentum. If E is the
energy of the gamma ray in MeV and R the nuclear radius in Fermi, we have
qR = ER197 fmMeV .
Thus for gamma-ray energies of the order of ≈ 10MeV and for even large nuclei, qR  1.
Thus, the long wavelength limit of the spherical Bessel functions jλ (qr) can be used:
jλ (qr) =
(qr)λ
(2λ + 1)!!
{
1 − (qr)
2
2(2λ + 3) + O
[
(qr)4
]}
.
In this way, the electromagnetic operator becomes
F(e.m.)λµ = i
λ
A∑
i=1
rλi Yλµ (rˆi )τz (i). (3.20)
More precisely, due tomomentum conservation in a radiative transition [dSF74], neutron
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and protons acquire an eective charge. Therefore, the electromagnetic operator becomes
F(e.m.)λµ = i
λ
A∑
i=1
rλi Yλµ (rˆi )
(
(A − 1)λ + (−1)λ (2Z − 1)
2Aλ
− (A − 1)
λ − (−1)λ
2Aλ
τz (i)
)
= iλ
A∑
i=1
e e f fi r
λ
i Yλµ (rˆi ),
(3.21)
where
eei =

[(
1 − 1
A
)λ
+ (−)λ Z − 1
Aλ
]
for protons
Z
(
− 1
A
)λ
for neutrons
(3.22)
Actually, the eective charges are substantially dierent from the bare charges only in
the case of dipole transitions: e.g. for a quadrupole transition in 208Pb, eep = 0.9923 and
een = 0.0019.
In the case of hadron inelastic scattering, one arrives at similar excitation operators
starting, e.g., from the Distorted Wave Born Approximation (DWBA) expression for the
cross section. This cross section is in fact proportional to the square of the transition
amplitude [HvW01]
T f i =
∫
d3Rχ∗f (R)〈 f |V (R) |i〉χi (R), (3.23)
where χ stands for the distorted waves describing the relative projectile-target motion, R
is the distance between the corresponding centers of mass, and V is the projectile-target
interaction. Under the assumptions of (i) distorted waves replaced by plane waves, (ii)
zero-range interaction of the formV0
∑A
i δ(r i −R)+V1
∑A
i δ(r i −R)τ(i) ·T where T is the
projectile isospin, and (iii) small momentum transfer q, the DWBA transition amplitude
T f i for non-charge-changing transitions becomes proportional to the matrix elements of
the isoscalar (IS) and isovector (IV) operators:
F(IS)λµ = i
λ
A∑
i=1
rλi Yλµ (rˆi ), (3.24)
F(IV)λµ = i
λ
A∑
i=1
rλi Yλµ (rˆi )τz (i). (3.25)
We do not consider the spin-dependent operators here because they will not be used in
the following.
In the λ = 0 case the operator (3.24) is a constant, so we have to consider the next term
in the expansion of the spherical Bessel function j0(qr), that is, the operator
F(IS)00 = i
λ
A∑
i=1
r2i Y00. (3.26)
24 3.3 Transition operators, transition probability and transition densities
Also in the dipole case, when λ = 1, the lowest order term of the isoscalar operator
does not produce a physical excitation: the operator (3.24) induces simply a translation
of the whole system, since it is proportional to the Galileian boost operator (3.15). The
resulting isoscalar dipole operator is
F(IS)1µ = i
λ
A∑
i=1
r3i Y1µ (rˆi ). (3.27)
The spurious state must be subtracted from the vector T(Xn ,Yn ) from the excited RPA
states, as explained in section 3.2.
If only the strength function (see later in this section) is needed, the removal of the
spurious state can be performed by modifying the dipole operator:
F(IS)1µ = i
λ
A∑
i=1
(
r3i − ηri
)
Y1µ (rˆi ). (3.28)
with η = 5/3〈r2〉 [VS81].
For the isovector dipole excitation, the center of mass is subtracted as in Eq. (3.21)
with λ = 1
F(IV)1µ = i
A∑
i=1
riY1µ (rˆi )
(N − Z
A
− τz (i)
)
= i 2N
A
Z∑
p=1
rpY1µ (rˆp ) − i 2ZA
N∑
n=1
rnY1µ (rˆn ). (3.29)
For any of the operators (3.21), (3.24), or (3.25), the reduced transition probability is
given by (see, e.g., Ref. [BM69])
B(T λ; i → f ) = 12Ji + 1 |〈 f ‖Fλ‖i〉|
2 , (3.30)
where 〈 f ‖FJ ‖i〉 is the reduced matrix element of Fλµ and T stands for E (electromag-
netic), IS (isoscalar) or IV (isovector). In the particular case of the excitation of a state |ν〉,
the matrix element of the operator is evaluated at the RPA level,
B(T λ; 0→ ν) =

∑
ph
(
X (ν)λph + Y
(ν)λ
ph
)
〈p‖Fλ‖h〉

2
=

∑
ph
Aph (T λ; 0→ ν)

2
, (3.31)
i.e., the transition strength is the square of the so-called transition amplitude Aph . This
quantity is important because allows one to determine the coherency (relative sign) and
magnitude (|Aph (T λ, 0→ ν) |) of all the ph contributions to the reduced transition prob-
ability. An RPA state is claimed to be a resonant excitation if the corresponding reduced
amplitude is composed by several ph excitations similar in magnitude and adding coher-
ently. The explicit calculation of Eq. (3.31) can be found in the appendix A.
In order to have a qualitative estimate for the collectivity displayed by the dierent
dipole responses, the reduced transition probabilities can be evaluated in single-particle
units (s.p.u., or Weisskopf units [BM69]). Such unit is based on a macroscopic approach:
we evaluate the average transition rate of a typical excitation in terms of the angular mo-
mentum carried by the probe and the radius of the nucleus under analysis; in this way,
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the result is nucleus-independent. In particular in the following we will be interested
in the isovector and isoscalar dipole single-particle transitions. The isovector dipole re-
sponse in Weisskopf units accounting for the center of mass correction can be computed
as,
B(IV)W (E1) =
33R2
43pi
×

(
N
A
)2
for protons(
− ZA
)2
for neutrons
(3.32)
where the radius R is taken to be r0A1/3 and r0 is the radius of the average sphere that one
nucleon occupies, at the standard saturation density of 0.16 fm−3 (that is, r0 = 1.14 fm).
For the isoscalar dipole case, once the spurious state has been subtracted from the oper-
ator, one nds
B(IS)W (E1) =
3
4pi
(1
2R
3 − η34R
)2
= 3R
6
43pi
(3.33)
with, again, η = 53 〈r2〉 and 〈r2〉 = 35R2. Such a unit allows us to account qualitatively
for the nature of dierent excitations since a given RPA state will contribute with several
single-particle units if it is collective. Moreover, it also enables the comparison between
the results obtained for dierent nuclei.
A quantity of interest that represent the density variations associated with the tran-
sition from the ground state to the excited state, is the transition density. This is dened
as the o-diagonal matrix elements of the density operator. Its integral with a multipole
operator gives the corresponding transition amplitude of that operator. Thus the reduced
transition probability becomes
B(T λ; 0→ ν) = (2λ + 1)
∫
drrλ+2δρν (r)

2
. (3.34)
The spherical harmonic expansion of the transition density is given by
δρν (r) ≡ 〈ν |ρ(r) |0〉 = δρν (r)Y∗λν (rˆ). (3.35)
Using the helicity representation for the single-particle wave functions [BM69], the radial
part of the transition density can be written as a function of the Xν and Yν amplitudes of
a given RPA state |ν〉 [Ber80]
δρν (r) =
1√
2J + 1
∑
ph
(
Xνph + Y
ν
ph
)
× 〈p‖YJ ‖h〉
up (r)uh (r)
r2
, (3.36)
where uα (r) is reduced radial wave function of the single-particle state α. Note that the
summations in the expression above can be done for neutrons or protons separately. This
allows one to calculate the neutron and proton transition densities δρqν (r) (q = n , p) and
dene accordingly the isoscalar (IS) and isovector (IV) transition densities as
δρ(IS)ν (r) ≡δρnν (r) + δρpν (r) and
δρ(IV)ν (r) ≡δρnν (r) − δρpν (r).
(3.37)
The interest of the transition densities relies on the fact that their spatial shape reveal
the nature of the excitations: volume or surface type, isoscalar or isovector, etc. More-
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over, they can be used as input in calculations of inelastic scattering cross sections, being
thus liable to experimental investigations. It is possible create a new set of RPA states,
identied with ν˜, for which the corresponding neutron and proton transition densities
are not contaminated by the spurious state. First, we impose that the translational oper-
ator which is proportional to the radial coordinate r does not give any nite transition
amplitude. This means ∫
dr r2r
(
δρnν˜ + δρ
p
ν˜
)
= 0.
As a second condition, we impose on these new transition densities that the strength of
the isovector dipole operator is not modied. That is, we write∫
dr r2r
(2Z
A
δρnν˜ −
2N
A
δρ
p
ν˜
)
=
∫
drr2r
(2Z
A
δρnν − 2NA δρ
p
ν
)
.
By writing
δρ
q
ν˜ = δρ
q
ν − αq
dρqHF(r)
dr ,
where ρqHF(r) is the proton (q = p) or neutron (q = n) HF density, we nd the following
solution:
αn = 2N
A
∫
dr r2rδρν∫
dr r2r dρ
n
HF
dr
,
αp = 2Z
A
∫
dr r2rδρν∫
dr r2r dρ
p
HF
dr
.
3.4 Sum rules
Given a one-body operator Fλµ, its strength function is dened as
S(E) =
∑
ν
|〈ν‖Fλ‖0〉|2δ(E − Eν) (3.38)
and it consists of a sum of delta functions. Its kth moments are dened by
Sk =
∑
ν
(Eν − E0)k 〈ν |F |0〉2. (3.39)
From the denition (3.30) of the reduced transition probability, it is apparent that the
strength function can be rewritten as
Sk =
∑
ν
(Eν − E0)kB(T λ; 0→ ν), (3.40)
establishing a relation between the excitation probability B(T λ) and the EWSR.
Among them, the linear moment S1 (known as EnergyWeighted SumRule, or EWSR)
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is important since the following equality holds
S1 =
∑
ν
(Eν − E0)〈ν |F |0〉2 = 12 〈0| [F, [H, F]] |0〉. (3.41)
In particular, Thouless [Tho61] showed that the equality is fullled if the left-hand side
is evaluated with RPA wave functions and energies and the right-hand side is calculated
using the HF ground state wave function (if the calculation is self-consistent). Therefore
S1 can be used to test the validity of any numerical approximation.
For the isoscalar operator (3.24), the operator commutes with the potential 1 and one
obtains
S1 =
}2
2m λ(2λ + 1)
2 A
4pi 〈r
2λ−2〉. (3.42)
The above sum rule is model-independent and sometimes the right hand side is exper-
imentally accessible (e.g., in the quadrupole case where 〈r2〉 appears). In the monopole
case, using the operator (3.26) the double commutator sum rule is
m1 =
}2
m
A
2pi 〈r
2〉. (3.43)
The sum rule associated with the isoscalar dipole operator (3.28) is
m1 =
}2
2m
A
4pi
(
33〈r4〉 − 25〈r2〉2
)
, (3.44)
On the contrary, the isovector operator (3.29), depending on the isospin, does not
commutewith the nuclear potential, giving rise to a contribution to the EWSR in addition
to the kinetic one:
S1 =
1
2 〈0|
[
F, [H, F]
] |0〉 = 12 〈0| [F, [T, F]] |0〉(1 + κ), (3.45)
where κ is called enhancement factor. For the general expression for the isovector oper-
ator in Eq. (3.19), the enhancement factor is given by [Sil+06]
κ = 2m
}2
1
A〈gλ〉
(
t1
(
1 + x12
)
+ t2
(
1 + x22
)) ∫
d3r gλ (r)ρp (r)ρn (r), (3.46)
where
〈gλ〉 = 1A
∫ 
(
d fλ
dr
)2
+ λ(λ + 1)
(
fλ
r
)2 ρ(r)d3r.
The value of the enhancement factor has been the subject of many theoretical and ex-
perimental investigations: the experimental value is obtained integrating the photoab-
sorption cross section and is known to depend critically on the value of the energy up to
which the integration is carried out. A value around 0.2 is currently considered a plausi-
ble estimate in the dipole case.
In the dipole case, when a Skyrme interaction is used, the sum rule (also known as
1 Although the Skyrme interaction is velocity dependent, the expression can be shown to be valid due to the
Galileian invariance [BL76].
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Thomas-Reiche-Kuhn, or TRK, sum rule) reads
m1 =
9
pi
}2
2m
NZ
A
(1 + κD )
= 9
pi
}2
2m
NZ
A
(
1 + 2m
}2
4piA
NZ
(
t1
(
1 + x12
)
+ t2
(
1 + x22
)) ∫
drr2ρpρn
)
.
(3.47)
It is possible to dene a set of energies
Ek =
√
Sk
Sk−2
which characterizes the strength distribution: if it is sharply peaked, all the Ek coincide.
The degree to which they are dierent reects the width of the distribution. In particular
E1 is called constrained energy and E3 scaling energy. The centroid energy on the other
hand is dened as
E¯ = S1
S0
A wider treatment of the sum rules and their importance in the study of GRs can be
found in [LS89].
3.5 The γ decay to the ground state
We consider in this section the decay of an excited RPA state to the ground state. The γ
decay is the inverse process of the electromagnetic operator. For this reason the reduced
transition probability can be obtained using the relation
(2Ji + 1)B(T λ; i → f ) = (2J f + 1)B(T λ; f → i). (3.48)
In our case, the reduced transition probability becomes
B(Eλ; ν → 0) = 12Jν + 1B(Eλ; 0→ ν) =
1
2Jν + 1

∑
ph
(
Xνλph + Y
νλ
ph
)
〈p‖Fe .m.λ ‖h〉

2
, (3.49)
where Fe .m.λµ is the electromagnetic operator (3.21). Given the reduced transition proba-
bility, it is possible to dene the γ−decay transition probability Tγ (Eλ; ν → 0) and the
γ−decay width Γγ (Eλ; ν → 0), summed over the magnetic substates of the photon and
of the nal nuclear state:
Tγ (Eλ; i → f ) = 8pi(λ + 1)
λ[(2λ + 1)!!]2
( E
}c
)2λ+1
B(Eλ; i → f ) (3.50)
Γγ (Eλ; i → f ) = 8pi(λ + 1)
λ[(2λ + 1)!!]2
( E
}c
)2λ+1
B(Eλ; i → f ), (3.51)
where E on the r.h.s. of the equations is the energy of the transition.
Chapter 4
Equation of state of nuclear matter
In this chapter we are going to present the main feature of the nuclear matter. In partic-
ular, we will focus on the parameters of the equation of state which are important for the
discussion of giant resonances (chapter 5) and our results (chapter 6)
Only recently, it has been possible to develop new experimental techniques to synthe-
size and perform measurements on radioactive nuclei. These new techniques have been
or will be soon implemented in facilities such as HIRFL@CSR (China), Spiral2@GANIL
(France), Spes@LNL (Italy), FAIR@GSI (Germany), FRIB@MSU (USA) and RIBF@RIKEN
(Japan). At these facilities, it will be possible to extend the amount of known nuclides
towards the boundaries of the nuclear chart. These nuclei are in general not present on
Earth and, because of that, they are commonly known as exotic. They are usually short-
lived, less bound and present a larger isospin asymmetry with respect to Earth-nuclei.
Nowadays, some new phenomena have already been revealed in such systems, such as
the modication of magic numbers or the appearance of a proton or neutron halo struc-
ture. Furthermore, observational data from astrophysical objects and processes, such
as neutron stars, proto-neutron stars, astrophysical nucleosynthesis, cooling processes,
supernova dynamics, etc., could be useful in constraining the nuclear equation of state
(EoS) in density ranges and isospin asymmetries unreachable on Earth. This has stimu-
lated much interest and a lot of activity in a new research direction in nuclear physics,
namely isospin physics.
The simplest way to simulate the interior of a heavy nucleus is to consider a hypo-
thetical system, called nuclear matter. By nuclear matter we mean an innite system of
nucleons interacting by their mutual nuclear forces and no electromagnetic interactions.
It is characterized by its energy per particle EA as a function of density and other ther-
modynamic quantities, if appropriate (e.g. temperature). Such relation is known as the
nuclear matter EoS. The translational invariance of the system facilitates theoretical cal-
culations, since the wave functions are clearly plane waves. At the same time, adopting
what is known as local density approximation, one can use the EoS directly in calcula-
tions of nite systems, e.g. in Thomas-Fermi calculations within the liquid drop model,
where an appropriate energy functional is written in terms of the EoS.
The equation of state of isospin symmetric nuclearmatter at zero temperature is given
by EA = e (ρ), where ρ is the density, dened in the usual way,
ρ = (2s + 1)(2t + 1)
k3F
6pi2
=
2k3F
3pi2
,
where (2s + 1) and (2t + 1) are the spin and isospin degeneracy factors, each one equal
to 2.
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Figure 4.1
Constraints on L and J from dierent experimental results (gure taken from [Tsa+12], to which we ad-
dress the reader for the details on the labels). Note that here the symmetry energy at saturation is named
S0.
The saturation density ρ∞ is obtained by requiring that the energy has a minimum
de (ρ)
dρ
ρ=ρ∞= 0.
The commonly accepted value for this quantity is ρ0 = 0.16 fm−3, to which corresponds
a energy per particle of about −16MeV.
Expanding the EoS around saturation, it is possible to dene the compression modu-
lus K∞
K∞ = 9ρ2∞
d2e (ρ)
dρ2
ρ=ρ∞.
A commonly accepted value for this quantity is 240 ± 20MeV [SKC06]. The compression
modulus in related to compression modes in nuclei, e.g. the giant monopole resonance
and the isoscalar dipole resonance, as we will recall in chapter 5. Moreover, it has an
impact on the physics of supernovae explosions and the consequent formation of the
neutron stars.
If nowwe consider the asymmetric nuclearmatter, we can dene the local asymmetry
parameter δ = ρn−ρpρ . In this way, we can expand the corresponding EoS as a function of
δ, obtaining
e (ρ, δ) = e (ρ∞ , δ = 0) + S2(ρ)δ2 + O(δ4). (4.1)
In this equation, e (ρ∞ , δ = 0) is the EoS for symmetric nuclear matter and S2(ρ) is called
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symmetry energy, dened as
S2(ρ) =
1
2
∂2e (ρ, δ)
∂ρ2
δ=0.
In Eq. (4.1), there are no odd-order δ terms due to the exchange symmetry between pro-
tons and neutrons (the charge symmetry of nuclear forces). Higher-order terms in δ are
generally negligible for most purposes. For example, the magnitude of the δ4 term at ρ0
has been estimated to be less than 1MeV [Vid+09]. Actually, the presence of higher order
terms in δ at supra-saturation densities can signicantly modify the proton fraction and
the cooling processes in neutron stars [LCK08]. Eq. (4.1) is considered to be valid only at
small isospin asymmetries. However, many non-relativistic and relativistic calculations
have shown that it is actually valid up to δ = 1, at least for densities up to moderate val-
ues [BL91; Lee+98; Vid+09]. Furthermore, around saturation density ρ∞, the symmetry
energy S2(ρ) can be expanded to second-order in density as [ = (ρ − ρ∞)/ρ∞]
S2(ρ) = J + L +
Ksym
2 
2.
Here, J is the symmetry energy at saturation, while L and Ksym are the slope and curva-
ture parameters of the symmetry energy at saturation, i.e.,
J = S2(ρ∞), L = 3ρ∞
∂S2(ρ)
∂ρ
ρ=ρ∞, and Ksym = 9ρ2∞
∂2S2(ρ)
∂ρ2
ρ=ρ∞. (4.2)
The parameters L and Ksym characterize the density dependence of nuclear symmetry
energy around saturation density, and thus provide important information on the be-
havior of the nuclear symmetry energy at both high and low densities. In particular, the
slope parameter L has been found to be correlated linearly with the neutron-skin thick-
ness of heavy nuclei, and information on the slope parameter L can thus in principle be
obtained from the thickness of the neutron skin in heavy nuclei [Bro00; HP01; Die+03;
CKL05; SL05; Cen+09; Roc+11; Tsa+12; Viñ+13]. Unfortunately, because of large uncer-
tainties in the measured neutron skin thickness of heavy nuclei, this has so far not been
possible. Moreover, the symmetry energy is important for the isovector excitation modes
of nuclei, like the giant dipole resonance and the giant quadrupole resonance, as we will
see in chapter 5 and 6, and on the composition of neutron stars, their cooling properties
and the behavior of binary mergers, which are possible sources of gravitational waves. A
systematic analysis of available results for J and L has been carried out in Refs. [Tsa+12;
LL13]. In Fig. 4.1 we show a plot, taken from Ref. [Tsa+12], of L as a function of J, in
which a state-of-the-art summary of the constraints coming from experiments are intro-
duced. In Fig. 4.2, which is taken from [Viñ+13], a summary of the experimental con-
strains on L is provided. In principle, Ksym can be extracted experimentally studying the
giant monopole resonance in neutron-rich nuclei. However, the large uncertainties on
this value obtained from a systematic study of this resonance in dierent mass regions
do not allow to distinguish between dierent theoretical predictions [LCK08].
The theoretical studies on the isospin-asymmetric nuclear matter were pioneered by
Brueckner et al. [BCD68]. Since them, various approaches involving dierent physical
approximations and numerical techniques have been developed to deal with the many-
body problem of isospin-asymmetric nuclear matter. A recent review can be found in
Ref. [LCK08]. These approaches can be roughly classied into three categories: the mi-
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Experimental constraints on L from dierent experiments (gure taken from [Viñ+13]). In the labels the
type of experiment and the corresponding reference is listed.
croscopicmany-body approach, the eective-eld theory approach, and the phenomeno-
logical approach. In the rst, bare nucleon-nucleon (NN) interactions, obtained from
tting experimental NN scattering phase shifts and deuteron properties, and empirical
three-nucleon (3N) forces are used. Eective-eld theory employs an eective interac-
tion based on a perturbative expansion of the NN interaction or the nuclear mean-eld
within power-counting schemes, in which a separation of scales is introduced such that
short-range correlations are separated from long- and intermediate-range parts of theNN
interaction. At present, the eective-eld theory approach in nuclear physics is based on
either the density functional theory or the chiral perturbation theory. The phenomeno-
logical approach is based on eective density-dependent nuclear forces or eective La-
grangians. In these approaches, a number of parameters are adjusted to t the properties
ofmany nite nuclei and nuclearmatter. This type ofmodelmainly includes the relativis-
tic mean-eld (RMF) theory, and non-relativistic Hartree-Fock approaches using Skyrme
or Gogny interaction.
In Fig. 4.3 (taken from Ref. [LCK08]) we show the symmetry energy as predicted by
dierent Skyrme interactions (a) and dierent RMF models (b). Although all these pre-
dict a value for J in the range of 26 − 44MeV, the predicted slope and curvature at satu-
ration are very dierent. Therefore, the current knowledge about the EoS of asymmetric
nuclear matter is still rather limited. In particular, the behavior of symmetry energy at
supranormal densities, which is essential for understanding the properties of neutron
stars, is one of the most uncertain among all properties of dense nuclear matter.
4.1 The symmetry energy and the neutron skin thickness
For the following discussion the relation between the neutron skin thickness of a nucleus
and the L parameter will be important. The neutron skin thickness of a nucleus is con-
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Figure 4.3
(a) Density dependence of the nuclear symmetry energy S2 from Skyrme-Hartree-Fock with 21 sets of
Skyrme interaction parameters. (b) Same as (a) from 23 dierent RMF model. These gures are taken
from Ref. [LCK08], to which we address the reader for further details.
ventionally dened as the dierence between the neutron and proton rms radii:
∆rnp =
√
〈r2〉n −
√
〈r2〉p . (4.3)
As already recalled, a linear correlation between the neutron skin thickness of heavy nu-
clei (such as 208Pb) and the slope of the symmetry energy has been found. This correlation
can be clearly seen in Fig. 4.4, taken from Ref. [Viñ+13], where Hartree-Fock or Hartree
calculations of the neutron skin thickness of 208Pb with dierent Skyrme, Gogny and rel-
ativistic mean-eld models is displayed as a function of L. The linear t of the results
gives
∆rnp (fm) = 0.101 + 0.00147L (MeV). (4.4)
This correlation can be explained in the Droplet Model [Cen+09]. In this model, the
neutron skin thickness can be written as
∆rDMnp =
√
3
5
[
t − e2Z/70J + 5
2r0A1/3
(b2n − b2p )
]
.
The quantity t is the distance between the neutron and proton mean surface locations.
The correction e2Z/70J is due to the Coulomb interaction, and bn and bp are the surface
widths of the neutron and proton density proles. Therefore, the neutron skin thickness
in a heavy nucleus may be formed by two basic mechanisms. One of them is due to the
separation between the neutron and proton mean surfaces, which is a bulk eect. The
other one is a surface eect due to the fact that the widths of the neutron and proton
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Figure 4.4
Neutron skin thickness ∆rnp of 208Pb against the slope parameter of the symmetry energy at saturation
density L. The predictions of diverse nuclear energy density functionals (including Skyrme and Gogny
forces and RMF) are shown.The thinner and thicker shadowed regions represent, respectively, the 95%-
condence band and the 95%-prediction band of the linear regression. Figure taken from Ref. [Viñ+13].
surfaces may be dierent. The quantity t can be expressed as
t = 2r03J L
(
1 − Ksym2L
)
A1/3(I − IC),
where I = (N −Z)/A. The corrective termwith Ksym has a limited inuence on the result
as far as  is small.
Chapter 5
Giant Resonances
The study of the properties of a physical system nds a powerful method in the analysis
of the response of the system itself to a weak external perturbation. As it was pointed out
in chapter 3, for the atomic nucleus the external probe can be hadronic or electromagnetic.
In the energy range below 50MeV the system can respond both through the excitation
of relatively simple states involving only few (even one) particles, or exhibiting broad
resonances. These are known as giant resonances (GRs) and correspond to a collective
state involving many or all the particles in the nucleus [BBB98; HvW01].
AGR can be viewed as a high-frequency, damped, nearly harmonic density (or shape)
vibration around the equilibrium conguration. Like any resonance, a GR is described
by three observables: the excitation energy Ex , which is relatively easy to determine from
the experimental data, thewidth Γ and strength S, being these twomore dicult to deter-
mine because in general in the experimental spectrum various resonances often overlap
and are on top of a large continuum. From a microscopic point of view, the GRs can be
described as RPA states (section 3.1), thus they can be viewed as a coherent superposition
of particle-hole excitations. Because of that, in the analysis of GR’s spectra, it is useful to
make use of sum rules, to which section 3.4 is devoted.
Since GRs are excitations involving almost all the nucleons, it should be expected that
their characteristic properties do not depend on the detailed microscopic structure of the
nucleus but rather on its bulk structure. This implies that GRs should be present in all
but very light nuclei and that their parameters (for a xed multipolarity) vary smoothly
as a function of the number of nucleons A. As a matter of fact, GRs currently provide the
most reliable information on the properties of nuclear matter such as compression mod-
ulus and symmetry energy (see chapter 4). Moreover, the investigation of the strength
distribution gives access to the study of the nuclear deformations in the ground state
as well as to the shape evolution of nuclei as a function of spin and temperature of the
system.
The rst evidence of a giant-resonance phenomenon was obtained in 1937 by Bothe
and Gentner [BG37], investigating the production of radioactivity induced by the bom-
bardment of various targets with photons. They found that in some samples the experi-
mental cross sections were two order of magnitude larger than expected and concluded
that there exists a resonant absorption. A systematic study of resonance behavior be-
gan only in 1947 through the work of Baldwin and Klaiber, who observed strong res-
onance behavior in photo-absorption experiments at an excitation energy in the range
13 − 15MeV in uranium [BK47]. This resonance can be interpreted as the excitation, by
the electromagnetic dipole eld of the photon, of a collective nuclear vibration in which
all the protons in the nucleusmove collectively against all the neutrons, resulting in a sep-
aration between the center of mass and the center of charge. A wider historical overview
can be found in [HvW01].
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5.1 Decay and damping of giant resonances
The study of the decay properties may have interesting implications: an insight into the
mechanisms responsible for strong damping or the test for themicroscopic description of
the GR itself. The variety ofmechanismswhich can be responsible for the GR’s relaxation
can be grouped in two sets depending onwhether the energy of the vibration escapes the
system, or whether it is redistributed into other degrees of freedom within the system.
The total width has four dierent contribution
Γtot = ΓLand + Γ↑ + Γγ + Γ↓
The rst term, ΓLand, corresponds to the “Landau damping”, rst introduced by Landau
in the classic treatment of a plasma. Such spreading can occur if some non-collective
1p − 1h congurations with the same quantum number as the collective state have an
energy close to that of this state. Thus, the collective states is strongly coupled to the
1p − 1h states and its strength is fragmented.
In general, GRs are well above the particle-decay threshold, therefore they acquire
a width by emission of particles, deriving from the coupling to the continuum. This
is called the escape width Γ↑. In heavy nuclei, neutron emission is predominant, the
Coulomb barrier hindering proton tunneling. While in light nuclei is large, it becomes
less important in medium-heavy nuclei, where typical values are of the order of 1MeV.
The width Γγ is related to the photon emission and in general is only few per cent of the
total width, being of the order of the keV or smaller.
The last contribution to the total width is the spreadingwidth Γ↓. The GRs are located
at high excitation energy where a high density of 2p − 2h congurations of the same spin
and parity as the GR 1p − 1h conguration occurs. Thus, the 1p − 1h state rst mixes
with 2p − 2h states, which then dissolve into progressively more complicated 3p − 3h, . . .
states, till nally the energy has been spread over all degrees of freedom and a compound
nucleus is formed. It turns out that the Γ↓ term gives the largest contribution to the total
width: it describes primarily the coupling of the 1p − 1h state to 2p − 2h ones; each
successive phase of the decay chain has a much smaller width. In principle, also the
2p − 2h , . . . intermediate states can decay by particle or γ emission: these decays can be
accounted for by using a statistical model.
5.2 Classication of giant resonance modes
Giant resonances can be classied according to their multipolarity L, spin S and isospin
T quantum number. Protons and neutrons can oscillate in phase or out of phase against
each other: in the former case the vibration is called isoscalar, i.e. without a variation in
isospin (∆T = 0), in the latter the vibration is called isovector (∆T = 1). As a rule, for
the same multipole mode, the isovector one will be at a higher excitation energy than the
isoscalar one since extra energy is required to separate the neutron and proton distribu-
tions. In ∆S = 1 modes, or magnetic, nucleons with spin up (↑) vibrate against nucleons
with spin down (↓), while if ∆S = 0 (electric mode) spin states are in phase. Finally, gi-
ant resonances are classied depending on the angular momentum ∆L and the parity,
pi = (−)∆L. A pictorial representation of the dierent possible modes is shown in Fig. 5.1
The qualitative features of giant resonances can be understood by considering a sche-
matic shell model picture. In this model,the parity of the single-particle wave functions
in subsequent shells N,N +1,N +2, . . . is alternating and their energy dierence is given
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Figure 5.1
Pictorial representation of various collective modes.
by ∆E = ∆N ·1}ω = ∆N ·41A−1/3 MeV. Because of parity conservation, odd L transitions
require ∆N = 1, 3, . . ., while even L transitions ∆N = 0, 2, . . . (Fig. 5.2).
In the following section we will give a brief description of the resonances of interest
for this work.
5.2.1 The dipole spectrum
Being excited through photon scattering, the dipole spectrum has been studied since the
early ages of nuclear physics and, up to now, it is by far the best known. In this section
we will present the main feature of both isovector and isoscalar excitations.
The isovector giant dipole resonance (IVGDR)
As it was recalled in the introduction, the rst GR discovered was the isovector dipole.
For most nuclei with A > 50, the total absorption cross section in the 10 − 20MeV energy
range can be tted by a Lorentzian curve:
σ(E) = σm
1 +
[(
E2 − E2m
)2
/E2Γ2
] , (5.1)
where the subscript m refers to the peak cross section. The peak energy Em can be well
reproduced by Em = 80A−1/3 MeV. Thewidth Γ is about 4 − 8MeV and it reaches its min-
imum values for closed shells nuclei. For axially symmetric deformed nuclei, the cross
section is split into two parts, corresponding to an IVGDR vibration along or perpendic-
ular to the symmetry axis [HvW01]. Moreover, in the last few years, the main properties
of the GDR build on excited states have also been measured, exploring regions of excita-
tion energies between 10 and 500MeV and spins up to 60} through both fusion reactions
and inelastic scattering. These experiments have demonstrated that there is no signicant
shift of the centroid energy with either temperature or angular momentum, whereas the
width increases bothwith excitation energy and spin, the latter becoming important only
above 35} [SB06].
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Figure 5.2
Schematic picture of of E1 and E2(E0) single-particle transitions between shell model spaces.
Even before the discovery of the resonance, Migdal theorized that the excitation en-
ergy for dipole absorption can be related to the symmetry energy S2(ρ) (see chapter 4).
This correlation can be understood on the basis of the hydrodynamical model proposed
by Lipparini and Stringari [LS89]. This model has been used in [TCV08] to write the
constrained energy E−1 as
E−1 =
√
3}2
m〈r2〉
bvol
1 + 53
bsurf
bvol
A− 13
(1 + κD ) ≈
√
6}2
m〈r2〉S2(0.1 fm
−3)(1 + κD ),
where S2(0.1 fm−3) is the symmetry energy evaluated at ρ = 0.1 fm−3 and κD is the dipole
enhancement factor. The strong resulting correlation has been used to extract a constraint
on S2(0.1 fm−3) which, introducing an acceptable range for κD , is found to lie in the in-
terval 24.1 ± 0.8MeV.
The isoscalar giant dipole resonance (ISGDR)
The isoscalar giant dipole resonance has remained, inmanyways, one of themost elusive
resonance for many years. In investigating this mode, one is looking for a “second-order”
eect, since as it can be inferred by section 3.3, in the rst order the isoscalar dipole exci-
tation corresponds to a center-of-mass displacement. The isoscalar E1 strength displays
a bimodal structure with two broad components: one in the region close to the IVGDR
(≈ 1}ω, between 10 and 20MeV) and the other at higher energy, close to the electric oc-
tupole resonance (≈ 3}ω, above 20MeV).
Physically, the high energy component or ISGDR tends to correspond to a hydrody-
namical density oscillation in which the volume of the nucleus remains constant and
the state can be visualized in the form of a compression wave oscillating back and forth
through the nucleus along a denite direction. This has been generally referred to as the
“squeezingmode”. Accordingly, its excitation energy can be evaluated in the liquid-drop
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model to be [BM75]
E ≈ 8√KnmA−1/3 MeV = 124A−1/3 MeV,
where Knm is the incompressibility of nuclear matter, assumed to be 240MeV in the last
estimate. This macroscopic scaling is relatively well obeyed by microscopic calculations
[Paa+07]. On the other hand, the low energy part of the spectrum does not denitely
scale with the nuclear incompressibility. Some authors have claimed that this low energy
strength corresponds to a toroidal motion [Vre+02; Kva+11], however very few experi-
mental information on this component is available.
From the experimental point of view, the rst attempts to identifying the ISGDRwere
made from the beginning of the 80’s, with contradictory results: indications of this res-
onance were reported in inelastic scattering measurements [Mor+80; Dja+82; Mor+83;
Bon+84; Ada+86], while in other experiments the absence of the resonance was reported
[Yam+81; Ber+86; McD+86]. The main issue is the superposition of the ISGDR and the
high-energy octupole resonance, which lies in the same energy range; the expected an-
gular distribution dier in any discernible manner only at very small angles (≤ 5°). The
rst measure around 0°was performed in 1997 [Dav+97] with an inelastic α-scattering on
208Pb. Only later a wider systematic study has been performed on A ≥ 90 nuclei [CLY01;
Ito+03; Uch+04].
The pygmy dipole resonance (PDR)
The fact that the observed cross section in the energy range in the IVGDR exhaust nearly
100% of the sum rule for isovector dipole transition lead to the notation “pygmy” for
the strength not attributed to the IVGDR. The rst evidence of some enhancement in the
strength around 5 − 7MeV was found in the early 1960’s by Bartholomew [Bar61], in a
systematic study of γ-rays after thermal neutron capture in dierent nuclei. A rst theo-
retical interpretation of this excitation mode was given by Mohan and collaborators in a
three-uid hydrodynamical model in 1971 [MDB71]. Here, the three uids are the pro-
tons, the neutrons sitting in the same orbitals as the protons and the excess neutrons. This
lead to two independent electric dipole resonances, one originating from the oscillation
of all protons against all neutrons and an energetically lower lying mode where only the
excess neutrons oscillate against a proton-neutron saturated core. Mohan estimated for
208Pb the former mode to be “more than two orders of magnitude stronger” than the lat-
ter one, which is roughly in agreement with our present-day experimental knowledge.
The eld received a boost with the advent of high-energy radioactive beams and the pos-
sibility to study their properties in reaction experiments in the 1980’s, when abnormally
large cross sections for nuclei located at the neutron drip line (in the lithium region) have
been observed [Tan+85]. This enhancement can be explained because of the presence of
weakly bound neutron forming a neutron halo: in such a situation, the dipole strength
related to the excitation of the loosely bound halo neutrons is completely decoupled from
the IVGDR and is located at the neutron separation threshold. A further acceleration both
in the experimental and theoretical investigation has started in the nineties to understand
the dipole response of neutron-rich nuclei in radioactive, as well as in stable nuclei. How-
ever, the dynamics of these low-lying dipole excitations has not been resolved yet. In par-
ticular, it is not clear whether some of these states correspond to a collective soft mode
(i.e. with energy far below the giant resonance region) or they all simply result from in-
coherent single-particle excitations, contributing to the non-collective threshold strength.
The main results of the extensive theoretical studies can be summarized as follows: (a)
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the dipole strength distributions in neutron-rich nuclei are more fragmented than in sta-
ble nuclei; (b) the centroids are calculated at signicantly lower energies and (c) the ratio
of neutron to proton particle-hole amplitudes of low-lying dipole states is much higher
than in stable nuclei and, accordingly, the isoscalar (IS) transition densities do not vanish
and isoscalar probes can excite these states. A recent review of the experimental ndings
related to this part of the spectrum can be found in Ref. [SAZ13], while for review on the
theoretical description of this mode of excitation we address to Ref. [Paa+07].
From the theoretical point of view, such a mode also provides a unique test of the
isospin-dependent components of eective nuclear interactions, which are particularly
pronounced in nuclei with a large proton-neutron asymmetry.
Moreover, if the PDR is an oscillation of excess neutrons against an isospin saturated
core, it is reasonable that the total strength of the PDR should be related to the thickness
of the neutron-skin. Thus, the total strength provides an experimentally constrained ap-
proach to determine the neutron skin thickness of atomic nuclei, which is in turn con-
nected with the the symmetry energy and its density dependence. In microscopic calcu-
lations, comparing dierent eective interactions, itwas found that the centroid energy of
the PDR is not sensitive to the density dependence of the symmetry energy, while the frac-
tion of the EWSR exhausted by the PDR increases sharply with increasing neutron skin
[Pie06; Kli+07; Car+10; Vre+12]. In particular, in [Car+10], a strong correlation has been
found between the EWSR exhausted by the pygmydipole resonance in 68Ni and 132Sn and
the parameter L in Skyrme-Hartree-Fock and relativistic mean-eld models. This has al-
lowed, via the experimental value of the EWSR, to constrain the values of L in the range
64.6 ± 15.7MeV, in agreement with the result coming from heavy-ion diusion reactions.
Besides, the linear correlation between L and ∆rnp , has allowed to constrain the neutron
skin thickness of 68Ni, 132Sn and 208Pb, to, respectively, 0.200 ± 0.015 fm, 0.258 ± 0.024 fm
and 0.194 ± 0.024 fm. A much dierent conclusion is drawn in [RN10], where the corre-
lation between the properties of the PDR (centroid and ESWR) and the symmetry energy
is claimed to be poor. The reason would be the unreal collective character of the PDR,
whose strength would be caused only by shell eects around the Fermi surface acting on
a single particle -hole pair.
Besides, the occurrence of low-lying dipole strength plays an important role in predic-
tions of neutron-capture rates in the r-process nucleosynthesis, and consequently in the
calculated elemental abundance distribution. Namely, although its transition strength
is small compared with the total dipole strength, the low-lying collective dipole state
located close to the neutron threshold can signicantly enhance the radiative neutron-
capture cross section on neutron-rich nuclei [GK02; GKS04].
5.2.2 The quadrupole spectrum
Isoscalar giant quadrupole resonance (ISGQR)
The ISGQR was rst discovered in 1971-1972 in inelastic electron and proton collision
[PW71; FT72; LB72]. The excitation energy is ratherwell described by Em = 64A−1/3 MeV:
at this energy, 50 − 100% of the EWSR is concentrated. The width is smaller in heavy
nuclei than in light ones, and even in this case the widths reach a minimum for closed
shell nuclei. In general the width is between 2 and 7MeV.
In a simple approach in which the nucleus is described as a quantal harmonic oscil-
lator (QHO), the excitation energy of the ISGQR is found to be proportional to the shell
energy-gap }ω0 ∼ 41A−1/3 MeV and, if the nuclear eective interaction is also velocity-
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dependent, to the nucleon eective mass, namely [BM75; Bla80]
EISGQR =
√
2m
m∗ }ω0.
Comparison with the experimental ndings allows us to put some constraints on the ef-
fective mass. For heavy nuclei, experimental data favor an eective mass close to 1, while
in light nuclei a smaller eective mass seemed to be required. This may be an indication
that the coupling with the collective modes, which is responsible for the enhancement of
the eective mass at the Fermi surface in heavy nuclei (as we will see in section 7.3), may
be less important in light nuclei.
The isovector giant quadrupole resonance (IVGQR)
The knowledge on the IVGQR is very limited because of lack of selective experimen-
tal probes that can excite this resonance. Moreover, it is a high-excitation energy mode,
with large width and small excitation cross section, making it dicult to distinguish be-
tween the resonance and the underlying continuum. As a matter of fact, the results of
experimental studies show a large spread in the reported parameters as a result of large
backgrounds and model-dependent corrections [HvW01]. On the energy of the reso-
nance there is reasonable agreement among dierent experiments, while the reported
energy weighted sum rules are between 1.0 and 1.4 isovector quadrupole EWSRs and the
reported widths vary between 3.5 and 10MeV for nuclei having similar A, with large un-
certainties in all cases. The accuracy in the experimental determination of the IVGQR has
been considerably improved only recently [Hen+11], exploiting the use of intense, nearly
monoenergetic, linearly polarized γ-ray beams in polarized Compton scattering. Also, a
newmeasurement method consisting of making the ratio of cross sections perpendicular
and parallel to the plane of polarization of the incident beam to locate the IVGQR is used.
Being a 2}ω excitation, it is expected to be located at an energy higher than 2}ω0. In
the QHO approach, it can be found that the excitation energy depends on the symmetry
potential Vsym [BM69] and on the eective mass [BM75]:
EIVGQR = 2}ω0
√
1 + 54
m∗}2
2m
Vsym〈r2〉
(}ω0)2〈r4〉
.
This estimatewill be used in section 6.2 to extract information about the symmetry energy
out of the excitation energy of the resonance.

Chapter 6
Numerical Results
In this chapterwewill present the results thatwe have obtained solving the SHFplus RPA
equations [Col+13] in dierent circumstances. The chapter is organized as follows: in
section 6.1 the results for the dipole spectrum are analyzed, and in section 6.2 we present
the main features that we can extract for the isoscalar and isovector giant quadrupole
resonances.
6.1 The dipole spectrum
In this section we present the main properties of the dipole spectrum, both isoscalar and
isovector, focusing in particular on the low-energy part of it, where the so-called pygmy
resonance has been attracting a lot interest for the last decade. In particular, as the collec-
tive nature of this structure has not been conrmed yet, we prefer the term pygmy dipole
strength (PDS) rather than pygmy dipole resonance (PDR). Since the fraction of EWSR
exhausted by this sector of the strength function was found to be related to the density
dependence of the symmetry energy, in thisworkwe have used three Skyrme interactions
with dierent isovector properties, namely SGII (L = 37.63MeV), SLy5 (L = 48.27MeV)
and SkI3 (L = 100.52MeV). We have analyzed three systems, 68Ni, 132Sn and 208Pb, cho-
sen as representatives of dierent mass regions. We restrict ourselves to double closed
shell nuclei in order to avoid pairing eects, which can in principle complicate the inter-
pretation of our results. The low-energy dipole response of all studied nuclei has been
measured [Rye+02; Adr+05; Wie+09].
As explained in section 3.2, the RPA calculation of dipole isoscalar response is aected
by numerical approximations with the result that the spurious state does not lie at zero
energy and thus it is not orthogonal to the other RPA states. We subtract the spurious
state in two ways: by correcting the transition densities (see section 3.3) and by creating
a new set of X and Y amplitudes (see section 3.2). However, since the spurious state lies
at energies around (or smaller) 1MeV, a small overlap with physical states is expected.
As an example we consider 208Pb as a test nucleus, and the reliability of our method can
be seen in Fig. 6.1 where we compare the strength function —calculated by convoluting
the corresponding reduced transition probability with a Lorentzian of 1MeV width—
for the isoscalar dipole response predicted by the SLy5 interaction in four cases: in one
case the spurious state has not been subtracted, in the second case the spurious state has
been subtracted by correcting the isoscalar dipole operator (3.28), in the third case the
spurious state has been subtracted from the transition densities, and in the last case the
new set of X and Y amplitudes have been created. From this gure one clearly sees that
the dierent prescriptions for correcting the spurious state are completely equivalent at
the level of the strength function.
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Figure 6.1
Isoscalar strength function in the case of the SLy5 interaction for 208Pb as a function of the excitation
energy for four cases: (i) the spurious state has not been subtracted (solid line), (ii) the spurious state has
been subtracted by correcting the isoscalar dipole operator (3.28) (dashed line), (iii) the spurious state
has been subtracted as explained in section 3.3 (dot-dashed line), and (iv) the spurious state has been
subtracted as explained in section 3.2.
6.1.1 Strength functions
In this subsection we analyze the isovector and isoscalar strength functions for the nuclei
at hand and for the three interaction chosen. They have been calculated by convoluting
the corresponding reduced transition probability with a Lorentzian of 1MeV width.
We start analyzing the results for 208Pb. In Fig. 6.2(a) we show the strength function
corresponding to the isovector dipole response as a function of the excitation energy. The
inset displays in a larger scale the pygmy region. In Fig. 6.2(b), the same quantities are
shown for the isoscalar dipole response as a function of the excitation energy. In both
gures, the predictions of the three selected interactions are shown. The centroid ener-
gies of the PDS and the ISGDR as well as the energy peak of the IVGDR as predicted by
the employed interactions (E = 7.6 − 8.0MeV, E = 20 − 21MeV and E = 12 − 13MeV,
respectively) fairly agree with the experimental data (E = 7.37MeV within a window
of 6 − 8MeV [Rye+02], E = 20.1 − 20.5MeV [Gar99] and E = 13.43MeV [BF75], respec-
tively). In Table 6.1 the excitation energy and isoscalar and isovector reduced transition
probabilities of theRPA-pygmy state—i.e. the RPA statewhich give rise to the largest peak
in the PDS region— are detailed for all the studied nuclei as predicted by SGII, SLy5 and
SkI3. We qualitatively observe that the low-energy peak found in the IV and IS dipole
responses of 208Pb shows an increasing and outward trend with the excitation energy as
the value of the parameter L increases. This behavior is in agreement with Ref. [Car+10]
where the energyweighted sum rule for the PDSwas found to be linearly correlatedwith
L in mean-eld models.
In the case of 132Sn and 68Ni, the strength functions for the dipole response are de-
picted in Fig. 6.3(a) and Fig. 6.4(a) (IV) and Fig. 6.3(b) and Fig. 6.4(b) (IS), respectively.
Again, the predictions of SGII, SLy5 and SkI3 (E = 8.5 − 9.2MeV for 132Sn and E =
9.3 − 10.4MeV for 68Ni) are in rather good agreement with the experimental ndings
(E = 9.1 − 10.5MeV for 132Sn [Adr+05] and E = 11MeV and an energy width estimated
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Table 6.1
Excitation energy E and isoscalar (ξ = IS) and isovector (ξ = IV) reduced transition probabilities B(E1; ξ)
corresponding to the RPA-pygmy states of 68Ni, 132Sn and 208Pb as predicted by SGII, SLy5 and SkI3 in-
teractions.
E [MeV] B(E1; IS) [103 fm6] B(E1; IV) [fm2]
SGII 9.77 1.9 1.4
68Ni SLy5 9.30 1.7 0.8
SkI3 10.45 3.0 3.6
SGII 8.52 3.3 1.2
132Sn SLy5 8.64 10.0 1.6
SkI3 9.23 11.0 7.4
SGII 7.61 17.0 2.9
208Pb SLy5 7.74 28.0 2.8
SkI3 8.01 19.0 6.6
to be less than 1MeV for 68Ni [Wie+09]). Qualitatively in both nuclei, it seems again that
the larger the value of L, the higher the values predicted for the excitation energy and
the larger the dierent peaks arising in the low-energy region. In addition, we observe
for all nuclei that the PDS is an order of magnitude smaller than the IVGDR and that its
isoscalar counterpart is of the same order of magnitude than the corresponding ISGDR.
In Fig. 6.5, we focus on the relevant region for the study of PDS and we show the re-
duced transition probabilities in single-particle units Eq. (3.32)-(3.33). We display both
the isovector (a) and isoscalar (b) dipole responses. We focus only on 132Sn, since also for
the other nuclei we can draw similar conclusions. Our calculations predict anRPA-pygmy
state characterized by ≈ 2-6 single-particle units: this result does not pin down clearly the
collective nature of the state. As a reference, the most important RPA state in the IVGDR
region contribute with about 30 single-particle units if the strength is fragmented, and
with more than 60 if the strength is concentrated in one single peak. This is a clear indi-
cation of the collective nature of the IVGDR. On the contrary, from Fig. 6.5(b), we see that
the RPA state leading to the pygmy peak is contributing with 15-20 single-particle units,
very similar in magnitude to those displayed by the largest peak in the same isoscalar
response at larger excitation energies. These large values indicate the collective character
of the RPA-pygmy state when it is excited by an isoscalar probe.
Despite the fact that the reduced transition probabilities in s.p. units give a qualitative
estimation of the collectivity, we can conclude that while the isoscalar dipole response
seems to indicate that the RPA-pygmy state develops a certain amount of collectivity, the
isovector response of the same excited state does not provide a clear trend: the collectivity
displayed is very weak and depends on the used model.
6.1.2 Isospin nature of the low-energy RPA states
Given an excited RPA state, it can be said to be purely isovector if the transition densi-
ties of protons and neutrons have opposite sign, on the other hand it can be dened as
purely isoscalar if they have the same sign. As isospin is not a good quantum number the
most common situation corresponds to a mixture of a certain degree of isoscalarity and
isovectoriality.
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Figure 6.2
Strength function corresponding to the isovector (a) and isoscalar (b) dipole response of 208Pb as a function
of the excitation energy. The inset in (a) displays in a larger scale the pygmy region. In both gures the
predictions of SGII, SLy5 and SkI3 are depicted. Black arrows indicate the experimental centroid energies
for the PDS (E = 7.37MeV within a window of 6 − 8MeV) [Rye+02], for the ISGDR (E = 20.3 ± 2MeV
[Gar99]) and the energy peak for the IVGDR (E = 13.43MeV [BF75]).
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Figure 6.3
Same as Fig. 6.2 for 132Sn. The experimental value for the peak energy of the PDS (E = 9.8 ± 0.7MeV) is
indicated by a black arrow [Adr+05].
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Figure 6.4
Same as Fig. 6.2 for 68Ni. The experimental value for the peak energy of the PDS (E = 11MeV and an
energy width estimated to be less than 1MeV) is indicated by a black arrow [Wie+09].
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Figure 6.5
Reduced transition probabilities for the isovector (a) and isoscalar (b) dipole response, in the case of 132Sn
in s.p. units, as a function of the excitation energy. Note that we only show the energy region relevant for
our study of the RPA-pygmy state.
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Figure 6.6
Neutron and proton [(a), (b) and (c)] and isoscalar and isovector [(d), (e) and (f)] transition densities of
the RPA-pygmy state, as a function of the radial distance, for 208Pb [(a) and (d)], 132Sn [(b) and (e)] and
68Ni [(c) and (f)]. Proton (rp ) and neutron (rn ) rms radii are indicated for each interaction by the edges of
the grey region.
The isoscalar or isovector nature of the low-energy RPA states has been already stud-
ied in Ref. [Paa+09] in the case of 140Ce. In that work, it was found that the low-lying
dipole states of 140Ce are split into two groups depending on their isospin structure. More
recently, similar conclusions were found in a study of the pygmy dipole strength in 124Sn
[End+10], where it has been stated that the theoretical calculations were dominated by a
low-lying isoscalar component basically due to oscillations of the neutron skin thickness
of the nucleus under study. Both investigations were reported to be in qualitative agree-
ment with the available experimental data. To study the isospin character of the PDS
in the nuclei at hand, we rst plot the neutron and proton, as well as the isoscalar and
isovector transition densities corresponding to the RPA-pygmy state. We show the neu-
tron and proton transition densities in Figs. 6.6(a)-(b)-(c), and the isoscalar and isovector
transition densities in Figs. 6.6(d)-(e)-(f), respectively. The position of the proton (rp) and
neutron (rn) rms radii corresponds to the edges of the grey region that denes in this way
the neutron skin thickness.
For the case of 208Pb, neutrons and protons oscillate dierently depending on the
interaction but in all cases at the surface there is a predominant isoscalar character. On
the contrary, the interior region is a mixture of isoscalar and isovector component, even
if it is model dependent.
For 132Sn the situation is very similar to the one found in 208Pb. For 68Ni there is some
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Figure 6.7
Strength function corresponding to the isovector dipole response of 68Ni as a function of the excitation
energy (solid lines), and partial contribution due to those states which are at least 70% isoscalar (dashed
line). See text for further explanations. The calculation is done using the SkI3 interaction.
dierences: the behavior of the transition densities is predicted to be very similar within
the studied models. Therefore, it is even more clear in this case that the interior of 68Ni
is not dominated by isoscalar or isovector components. At the surface of the nucleus, the
isoscalar part dominates but the isovector part is not negligible.
It is also possible to use a local criterion to study quantitatively the isoscalar and
isovector splitting of the RPA-pygmy state [Paa+09] based on the following. At each ra-
dial distance ri , where i = 1 . . .N at which the neutron and proton transition densities
are calculated, we dene that a certain RPA state is 70% isoscalar if at least the 70% of
the calculated points fulll the condition |δρ(IS)ν (r) | > |δρ(IV)ν (r) |. Accordingly, we can
exploit this criterion to analyze the isoscalar or isovector nature of the RPA-pygmy state in
dierent regions of the nucleus, imposing the above dened criteria of isoscalarity in two
additional regions: one in the internal part of the nucleus, i.e. from 0 fm to R/2 and the
other in external part of the nucleus, namely from R/2 to R, where R = r0A1/3. We apply
this criteria to all calculated excited states and plot in Fig. 6.7 their contribution to the
isovector dipole strength function. We shows the strength function applying the criteria
to those states that are 70% isoscalar in the region between 0 and R (left panel in Fig. 6.7),
then to those which are 70% isoscalar in the internal part of the nucleus (central panels in
the same gure), and nally to those which are 70% isoscalar in the external part of the
nucleus (right panels of the same gure). Since the results are not qualitatively dierent,
we show here only the case of 68Ni as predicted by the SkI3 interaction. As a guidance,
we also show the total isovector dipole strength function (solid line). From such a gure,
it is evident that the RPA states which are mostly isoscalar in the whole region [0, R] and
in the external part of the nucleus [R/2, R] are essentially the same ones since both give
rise to almost the same contributions: most of the PDS and a small contribution to the
rest of the strength function. On the contrary, those RPA states that are 70% isoscalar in
the internal region of the nucleus [0,R/2], do not essentially contribute to the PDS.
Our results indicate that one is allowed to qualitatively distinguish the PDS from the
IVGDR, and state that while the latter strength is basically isovector and involves the mo-
tion of mainly internal nucleons, the former is more isoscalar than isovector and involves
the motion of external nucleons, that are mainly neutrons in a neutron rich nucleus.
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Figure 6.8
ph contributions to the isovector reduced amplitude corresponding to the 208Pb RPA-pygmy state as a
function of the ph excitation energy (a). Largest neutron ph contributions are also listed. Same as (a) but
for the isoscalar reduced amplitude (b).
6.1.3 Relevant particle-hole excitations in the low-energy region
A given RPA state shows a collective character under the action of an external operator
if there are many ph excitations providing non-negligible contributions that add coher-
ently in Eq. (3.31). For these reasons, our purpose in this subsection is to analyze the
contributions of the dierent ph excitations to the RPA-pygmy states depending on the
(isoscalar or isovector) operator used to excite the nucleus. We show the results only for
208Pb, being the ones corresponding to the other nuclei similar.
We show in Fig. 6.8 all the neutron (black) and proton (red) ph contributions to the
reduced amplitude Aqph (E1; ξ) as a function of their excitation energy for the isovector
and isoscalar dipole responses, respectively. Notice that not all contributions can be seen
from these gures since most of them are very small.
It is evident from Fig. 6.8(a) that the contributions of the most relevant ph excitations
to the isovector reduced amplitude are only a few in number and there is some amount of
destructive interference. Opposite to that, it is also evident from Fig. 6.8(b) that the contri-
butions of the most relevant ph excitations to the isoscalar reduced transition amplitude
are basically coming from neutron transitions, and that most of them add coherently.
In particular, we generally nd within all the employed models that the dynamics
of the low-energy isoscalar dipole response of 208Pb seems to be governed by the exci-
tations of the outermost neutrons, namely those that form the neutron skin of this nu-
cleus. From the analysis of the ph contributions, we conclude that while the low-energy
isoscalar dipole response of 208Pb arising form the RPA-pygmy state can be considered as
a collective mode in all studied models, the PDS can not.
6.2 The quadrupole spectrum, the eective mass and the symmetry
energy
In this section, the general features of the ISGQR and IVGQR are described. Moreover,
we show our results for the dependence of the energy of the ISGQR from the eective
mass and we present a macroscopic model, based on the quantal harmonic oscillator
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Table 6.2
Eective mass m∗/m and neutron skin thickness ∆rnp for 208Pb predicted by the interactions used in the
study of the IVGQR response.
m∗/m ∆rnp [fm]
SAMi 0.68 0.147
KDE 0.76 0.155
SkI3 0.58 0.227
NL3 – 0.279
DD-ME2 – 0.193
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Figure 6.9
Isoscalar (a) and isovector (b) quadrupole strength functions. The strengths are calculatedwithin the RPA
for SAMi, KDE, SkI3, NL3 and DD-ME2. The experimental energies for the ISGQR (10.9 ± 0.1MeV), and
the IVGQR (22.7 ± 0.2MeV) (weighted averages) listed in Table 6.3 are indicated by arrows.
approach of Ref. [BM75], to highlight the relations between the energies of the ISGQRand
the IVGQR, the eective mass and the symmetry energy at some subsaturation density.
This analysis has been performed in 208Pb. The main results shown here were published
in Ref. [Roc+13].
In this analysis we have employed three Skyrme-type interactions, namely SAMi,
KDE and SkI3, and two relativistic functionals, NL3 [LKR97] and DD-ME2 [Lal+05].
The Skyrme interactions have dierent eective masses m∗/m and yield dierent val-
ues for the neutron skin thickness ∆rnp in 208Pb. The two covariant functionals are based
on (i) nite-range meson exchange with non-linear self-interaction terms (NL3), and (ii)
density-dependent meson-nucleon vertex functions (DD-ME2). Relativistic mean-eld
models are known to yield rather low values for the non-relativistic equivalent, or Schrö-
dinger eective mass, typically around 0.6m at saturation density [JM89; LVM06]. The
NL3 functional predicts values of the neutron skin that are considerably larger compared
to non-relativistic functionals. The values for m∗/m and for ∆rnp in 208Pb are listed in Ta-
ble 6.2 for all the interaction used.
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Figure 6.10
Neutron and proton (a) and isoscalar and isovector (b) transition densities associated with the main peak
of the isovector response. Only the predictions for the SAMi and DD-ME2 functionals are shown. The
proton (rp ) and neutron (rn ) rms radii are indicated by the edges of the shaded region.
6.2.1 The strength function and the transition densities
In Fig. 6.9 the strength function for the isoscalar (a) and isovector (b) channels are repro-
duced. The RPA results are convoluted with Lorentzian functions, whose widths have
been chosen in such a way that the total experimental ISGQR and IVGQR widths are
reproduced in the corresponding medium and high energy regions, respectively.
The ISGQR peak is predicted at higher energy for all the interactions used, as should
be expected from the values of the eective mass at saturation: as recalled in section 5.2.2
and later in this section, the energy of the ISGQR is inversely related to the square root
of the eective mass.
The isovector spectrum shown in Fig. 6.9(b) consists of three distinct structures. The
rst one is the well known low-energy 2+ state at about 5MeV. The second is the ISGQR
that appears in the energy range between 10 and 15MeV and, nally, the IVGQR located
in the region above 20MeV. The two lower structures arise because of isospin mixing
in the RPA states and, therefore, these could be excited both by isoscalar and isovector
probes. In the high-energy region all interactions predict the existence of a collective
IVGQR peak. Our results are in good agreement with experimental ndings, both for the
excitation energy of the IVGQRand the fraction of the energy-weighted sum rule (EWSR).
The measured fraction for the latter is 56% [Hen+11], whereas theoretical predictions
range from 50% to 65%. Note that the EWSR fraction reported in Ref. [Hen+11] refers to
the classical version of the sum rule, that is, without the multiplicative factor (1 + κQ ),
where κQ is the isovector quadrupole enhancement factor. 1
In Table 6.3 the experimental data for both isoscalar and isovector resonances are re-
ported. Although the IVGQR in Ref. [Hen+11] was measured in 209Bi, calculations are
carried out for 208Pb. The dierence in energy of the nuclear response of 209Bi and 208Pb
should scale with A−1/3 [BM75], that is, it should be smaller than a few‰. Another im-
portant reason for limiting the study to 208Pb is that it is a spherical double magic nu-
cleus, and thus the dependence on the eective mass or the symmetry energy will not be
screened by deformation or paring eects.
1 From Eq. (3.46), κQ = 2m}2
4pi
A〈r2〉
(
t1
(
1 + x12
)
+ t2
(
1 + x22
)) ∫
drr4ρp (r)ρn (r).
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Table 6.3
Data for the IVGQR and ISGQR in 208Pb.
Ex Γ EWSR Reference
(MeV) (MeV) (%)
IVGQR 24.3±0.4 4.5±0.5 140 [Lei+81]
22.5 9 100 [Sch+88]
20.2±0.5 5.5±0.5 140±30 [DLA92]
23.0±0.2 3.9±0.9 56± 6 [Hen+11] 1
Weighted
Average 2 22.7±0.2 4.8±0.3
ISGQR 10.60±0.25 2.8±0.25 100 [Bue84]
11.0 ±0.2 2.7±0.3 105±25 [You+81]
10.9 ±0.3 3.1±0.3 120-170 [Bra85]
11.0 ±0.3 3.3±0.3 100-150 [Bra85]
10.9 ±0.3 3.0±0.3 100±13 [You+04]
Weighted
Average 10.9 ±0.1 3.0±0.1
1 These experimental values are for 209Bi, and the EWSR
corresponds to the classical value (see text)
2 Weighted average of O is dened in the standard way as
O¯ =
∑n
i=1 ωiOi∑n
i=1 ωi
where ωi is dened as the inverse of the one
standard deviation corresponding to the data point Oi .
The standard deviation associated to O¯ is calculated as
σO¯ =
(∑n
i=1 ω
2
i
)−1/2
.
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Figure 6.11
Neutron-proton and isoscalar-isovector transition densities associatedwith themain peak of the isoscalar
response. Only the predictions for the SAMi functional are shown. The proton (rp ) and neutron (rn ) rms
radii are indicated by the edges of the shaded region.
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Excitation energy of the ISGQR as a function of
√
m/m∗, calculated with dierent Skyrme-type function-
als, for the nuclei 16O, 40Ca, 48Ca, 90Zr, 208Pb. On the horizontal upper axis we display the corresponding
values for m∗/m. The labels used to identify the interactions are listed in Table 6.4. The dashed lines
indicate for each nucleus the experimental value, found in Ref. [Har+76], [YLC01], [Bro97] and [Mar07]
for 16O, 40Ca, 90Zr and 208Pb.
In Fig. 6.10 we report the transition densities associated with the main peak of the
isovector response. Fig. 6.10(a) displays the neutron and proton transition densities, and
in Fig. 6.10(b) we plot the corresponding isoscalar and isovector transition densities cal-
culatedwith the functionals SAMi andDD-ME2. The other functionals yield similar tran-
sition densities. The positions of the proton (rp) and neutron (rn) root mean square (rms)
radii correspond to the edges of the shaded region that, in this way, denotes the neutron
skin thickness calculated with a given functional. For all functionals and, in particular
for those used in Fig. 6.10, protons and neutrons produce similar contributions but with
opposite signs to the transition densities in the surface region. This shows that the exci-
tation is predominantly isovector. In the bulk of the nucleus one nds a non-negligible
isoscalar component, even when the state is mainly isovector. This is, in particular, the
case for the relativistic DD-ME2 functional. For comparison, in Fig. 6.11 the transition
densities for the main peak of the isoscalar response is shown. Only the predictions for
the SAMi interaction are displayed, since in the other cases the results are similar. The
isoscalar nature of this excitation is clear: protons and neutrons contribute in a similar
way around the surface, resulting in a large isoscalar transition density.
6.2.2 Sensitivity to the eective mass and the symmetry energy
The macroscopic model for the excitation energy of the GQRs
As recalled in section 5.2.2, in a quantal harmonic oscillator (QHO) approach to the nu-
clear vibration with a velocity dependent interaction, the energy of the ISGQR would be
related to the eective mass by
EISGQR =
√
2m
m∗ }ω0 , (6.1)
where }ω0 ∼ 41A−1/3.
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Table 6.4
Interactions used in Fig. 6.12. In each entry, it is reported the label used to mark the interaction in the
gure, the name of the parameterization and the corresponding value for the eective mass at saturation.
Label Interaction m∗/m Label Interaction m∗/m
1 SkI3 0.577 6 SKM* 0.789
2 SLy5 0.697 7 SK255 0.797
3 SIII 0.763 8 LNS 0.826
4 SK272 0.773 9 SkP 1.000
5 SGII 0.786 10 BSk1 1.050
The correlation between the ISGQR energy and the eective mass can studied em-
ploying a variety of Skyrme-type models, with dierent predictions for this quantity.
Following the spirit of Fig. 22 of Ref. [Bla80], we plot in Fig. 6.12 the predictions pro-
duced by dierent Skyrme interactions for the energy of the main peak of the ISGQR as
a function of
√
m/m∗, for dierent nuclei, namely 16O, 40Ca, 48Ca, 90Zr, 208Pb. The inter-
actions used are listed in Table 6.4 with the corresponding predictions for the eective
mass and the numerical label used in Fig. 6.12. The linear correlation is good for all the
ts (the correlation coecient r is above 0.9 in all the case), even though it is worse for
lighter systems. The experimental value for the ISGQR is also reported in the gure as
dashed lines.
In the same QHO framework, it is possible to write for the energy of the IVGQR:
EIVGQR = 2
√
m∗
m
(}ω0)2 +
5
4
}2
2m
Vsym〈r2〉
〈r4〉 , (6.2)
where Vsym is the symmetry potential, which is proportional to the liquid drop model
parameter bpotsym [BM69, Eq. (2-28)]: Vsym = 4b
pot
sym. This is the potential part of the bsym =
bpotsym + bkinsym coecient, while the kinetic part can be approximated by bkinsym = 2Skin(ρ∞).
In a non-relativistic approximation, this term can in turn be approximated with εF∞/3,
where εF∞ = }2k2F∞/2m ∼ 37MeV is the Fermi energy for symmetric nuclear matter at sat-
uration. The “standard” liquid drop parameter aLDMsym is related to bsym by bsym ≈ 2aLDMsym
[BM69, Eq. (2-12)]. Actually, it is more appropriate to use the droplet model parameter
aDMsym (with which aLDMsym can be identied) because it also takes into account the correc-
tions due to the presence of a surface [MS69; MS74]. Besides, in Ref. [Cen+09] it has been
demonstrated that the symmetry energy of a nite nucleus aDMsym(A) equals the symmetry
energy S(ρ) of the innite system at some sub-saturation density ρA, which is approx-
imately 0.1 fm−3 for the case of heavy nuclei such as 208Pb. Hence, one can rewrite the
IVGQR energy as
EIVGQR ≈2
{ m
m∗ (}ω0)
2 + 6
εF∞
A2/3
[
S(ρA) − Skin(ρ∞)
]}1/2
≈2
[ m
m∗ (}ω0)
2 + 6
εF∞
A2/3
[
S(ρA) − εF∞3
]}1/2
(6.3)
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≈2

(
EISGQR
)2
2 + 2
ε2F∞
A2/3
(
3S(ρA)
εF∞
− 1
)
1/2
,
where we have approximated the factor 143
(
8
9pi
)2
3 = 2.0113 by 2 on the r.h.s., considered
〈rn〉 = 3rn0An/3/(n + 3) where r0 = [3/(4piρ∞)]1/3, and used Eq. (6.1) in the last step.
From Eq. (6.3), some interesting features can be noted:
• EIVGQR depends on the eective mass at saturation and, in addition, on the sym-
metry energy at some sub-saturation density ρA. In particular, EIVGQR increases for
decreasing values of m∗, and increasing values of S(ρA).
• The larger the neutron skin thickness in a heavy nucleus such as 208Pb, the lower the
excitation energy of the IVGQR. This characteristic can be understood as follows. If
one expands S(ρ) around the nuclear saturation density as S(ρ) ≈ J−L, where  ≡
(ρ∞ − ρ)/ρ, it can explicitly be shown that at the sub-saturation density ρA, xing
EISGQR to the experimental value and for small variations of J, EIVGQR decreases for
increasing values of L, or, that is the same, for increasing value of the neutron skin
thickness (see chapter 4).
The main novelty of this approach is the possibility to obtain the symmetry energy
at sub-saturation density as a function of the energy of both the ISGQR and the IVGQR
combined,
S˜(ρA) =
A2/3
24εF∞
[(
EIVGQR
)2 − 2 (EISGQR)2] + Skin(ρ∞) (6.4a)
=
εF∞
3

A2/3
8ε2F∞
[(
EIVGQR
)2 − 2 (EISGQR)2] + 1 . (6.4b)
By inserting the weighted averages of the experimental values of Table 6.3, and by using
ρA=208 = 0.1 fm−3, we nd S˜(0.1 fm−3) = 23.3 ± 0.6MeV, in very good agreement with
the estimate reported in Ref. [TCV08]: 23.3MeV ≤ S(0.1 fm−3) ≤ 24.9MeV. Note that the
quoted error does not include an estimate of the theoretical uncertainty.
It is then possible to explicitly relate the excitation energies of the isoscalar and isovec-
tor GQRs with the neutron skin thickness of a heavy nucleus. For that, we use the DM
expression for the neutron skin thickness that can be written as follows [Cen+09]
∆rnp − ∆rsurfnp
〈r2〉1/2 =
2
3
[
1 − S(ρA)
J
]
(I − IC) − 27 IC , (6.5)
where I = (N − Z)/A is the relative neutron excess, IC = e2Z/(20JR) and ∆rsurfnp is the
surface contribution to the neutron skin thickness2 , which, for the case of 208Pb, has a
value of ≈ 0.09 fm [Cen+10], if calculated with a large set of EDFs. Combining Eqs. (6.4)
2 ∆rsurfnp =
√
3/5[5(b2n − b2p )/(2R)], where bn and bp are the surface widths of the neutron and proton density
proles, respectively.
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and (6.5) one nds,
∆rnp − ∆rsurfnp
〈r2〉1/2 =
2
3 (I − IC)
1 −
εF∞
3J −
3
7
IC
I − IC −
A2/3
24εF∞

(
EIVGQR
)2 − 2 (EISGQR)2
J

 .
(6.6)
This expression explicitly relates the neutron skin thickness of a heavy nucleus with the
corresponding GQRs energies, and these can directly be determined in the experiment.
Within our approach, only the parameter J and ∆rsurfnp contain a non-negligible uncer-
tainty. The appropriate value of J to be used in the expression above can be estimated
fromFig. 4.1 of chapter 4 to be J = 32 ± 1MeV. For the case of 208Pb,∆rsurfnp = 0.09 ± 0.01 fm
is consistent with the microscopic calculations of Ref. [Cen+10]. Using Eq. (6.6) and the
data for the GQRs energies, we nd∆rnp = 0.22 ± 0.02 fm. This value is close to the upper
limit derived from available estimates ∆rnp = 0.18 ± 0.03 fm [Tsa+12].
Correlations using systematically varied interactions
In order to make a deep study on these correlations, we have used families of functionals
with systematically varied properties in the isoscalar and isovector channels. In particu-
lar, we have chosen the SAMi interaction because it has been tted in order to improve
the description of charge-exchange excitations without loss of quality in the descrip-
tion of other observables, such as masses, charge radii and non-charge exchange reso-
nances. Using the tting protocol described in the original reference [RCS12], we have
rst xed the values of the nuclear incompressibility (K∞ = 245MeV) and the eective
mass (m∗/m = 0.675), whereas the values of the symmetry energy at saturation (J) have
been varied from 27MeV (SAMi-J27) to 31MeV (SAMi-J31) in steps of 1MeV. Then, by x-
ing the values of K∞ = 245MeV, J = 28MeV and L = 44MeV, we have varied the eective
mass from m∗/m = 0.65 (SAMi-m65) to 0.85 (SAMi-m85) in steps of 0.05. Among rela-
tivistic functional, we have adopted the set of interactions introduced in Ref. [VNR03],
in which using the same tting protocol of DD-ME2, the J parameter was systematically
varied from 30MeV to 38MeV in steps of 2MeV (sets from DD-MEa to DD-MEe). In this
way, we can be sure that dierences in our results come only from the varied parameters,
identifying possible correlations.
In Fig. 6.13 the excitation energy of the ISGQR as a function of
√
m/m∗ is represented,
as calculatedwith the SAMi-m and SAMi-J families of functionals. Thewell known corre-
lation between EISGQR and
√
m/m∗ is nicely reproduced. The variation of the peak energy
for the SAMi-J family, although small, can be explained as follows: the neutron radius in-
creases with J [Fur02], and a larger size of the nucleus implies a lower ISGQR excitation
energy.
Fig. 6.14 displays the predictions of the SAMi-m and SAMi-J families of functionals
for the excitation energy of the IVGQR in 208Pb as a function of the eective mass (a)
and neutron skin thickness (b), and those of the DD-ME family for the excitation energy
of the IVGQR as a function of the neutron skin thickness (c). The two expected correla-
tions between the (EIVGQR)2 and m/m∗ or ∆rnp are clearly displayed by the linear ts in
Fig. 6.14(a)-(b) for the SAMi functionals. Also for the DD-ME family of functionals, the
linear correlation is found between the square of the excitation energy of the IVGQR and
the neutron skin thickness (Fig. 6.14(c)).
These results, as well as the macroscopic model of section 6.2.2, show that a measure-
ment of the excitation energy of the IVGQR in 208Pb determines only a combination of
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Figure 6.13
Excitation energy of the ISGQR as a function of
√
m/m∗, calculated with the SAMi-m and SAMi-J family
of functionals. On the horizontal upper axis we display the corresponding values for m∗/m. The data
from Table 6.3 are also included (square and shaded band).
the excitation energy of the ISGQR and ∆rnp (or the value of the slope of the symmetry
energy at saturation L), but not their individual values (6.3).
Eq. (6.6) shows that [(EIVGQR)2 − 2(EISVGQR)2]/J is linearly correlated with ∆rnp . This
correlation is illustrated in Fig. 6.15 for the SAMi-J and DD-ME functionals. Both families
show a high linear correlation (r = 0.98) between these two quantities, but predict dier-
ent slopes. The slope obtained in the macroscopic model is: 〈r2〉1/2(I − IC)A2/3/(36εF∞ ),
independent of Skin(ρ∞). For 208Pb this yields 0.025 fmMeV−1, in very good agreement
with the value 0.027 fmMeV−1 found for the SAMi family. The macroscopic formula ob-
viously does not apply to the relativistic case since the slope for the DD-ME family of
functionals is 0.057 fmMeV−1.
Using the linear correlations shown in Fig. 6.15, the experimental values for EIVGQR =
22.7 ± 0.2MeV and EIS = 10.9 ± 0.1MeV from Table 6.3, and the value J = 32 ± 1MeV
that yields [(EIVGQR)2 − 2(EISVGQR)2]/J = 8.7 ± 0.4MeV, one nds ∆rnp = 0.14 ± 0.03 fm
for the DDME family of functionals, and ∆rnp = 0.14 ± 0.02 fm for the SAMi-J function-
als. The total range of allowed values 0.11 fm ≤ ∆rnp ≤ 0.17 fm is rather broad but
in reasonable agreement with previous studies: ∆rnp = 0.18 ± 0.03 fm [Tsa+12], and
∆rnp = 0.188 ± 0.014 fm [ADS12]. In Fig. 6.17 some experimental constraints on the value
of ∆rnp from dierent experiments are gathered. Finally, this result for the neutron skin
thickness of 208Pb allows us to estimate the value of the slope of the symmetry energy
at saturation for the DDME and SAMi-J families. Fig. 6.16 shows that this value is in the
interval: 19MeV ≤ L ≤ 55MeV. We note that the correlation coecient is rather high
and in agreement with those obtained in Refs. [Bro00; Cen+09; Roc+11; Tsa+12]. Our
constraint on L is also in agreement with previous estimates [Tsa+12; Viñ+12; LL13].
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Figure 6.14
Square of the excitation energy of the IVGQR as a function of the eective mass (a), and the neutron skin
thickness (b)-(b), predicted by the SAMi-m and SAMi-J ((a) and (b)), and DD-ME (c) families of energy
density functionals.
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Figure 6.15
Values of ∆rnp as functions of [(EIVGQR)2 − 2(EISVGQR)2]/J, calculated with the SAMi-J and DD-ME func-
tionals. The dashed line and shaded band indicate the experimental value and corresponding uncertainty.
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Figure 6.16
Neutron skin thickness ∆rnp of 208Pb as a function of the slope parameter of the symmetry energy at
saturation density, for the two families of functionals: SAMi-J and DDME.
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Experimental constraints on ∆rnp in 208Pb from dierent experiments.
Part II
Beyond the mean-eld approach

Chapter 7
Many-body approach to nuclear structure
As we have seen in the previous chapters, the description of the atomic nucleus as made
of single-particles moving in an average potential is known to give good results for the
bulk properties of the system. The potential emerging from SCMF calculations is static
and in general non-local in space, or velocity-dependent. This feature can be translated
in the denition of an eective mass, called k-mass, mk . We have already encountered
this quantity in Section 2.1.4, where we called it m∗. Nevertheless, SCMF methods have
some important limitations. These models can be thought as based on the well-known
Kohn-Sham theorem, thus the single-particle states are not strictly speaking within this
framework. Moreover, properties such as the fragmentation of the states or their spread-
ingwidths cannot be reproduced. Moreover, they predict a lower density of states around
the Fermi energy, causing a poor description of the low-lying collective states in the RPA
approach.
Also, the lineshape of the strength functions and some decay properties of the GRs
can be accounted for only including beyondRPA correlations, such as 2p−2h correlations.
Some authors [CDK08; Kor+08; Zal+08] are currently trying to improve the accuracy of
the present implementations aiming at functionals with so-called spectroscopic accuracy.
In this case, the Kohn-Sham theorem applied to nite nuclei (see [Gir10] for a recent
contribution about open problems on this issue) only guarantees that the energy of the
lowest state with given quantum numbers can be exact if the functional is exact.
Another point of view, which is the one considered in this thesis, is the generalization
of the concept of the shell model introducing a dynamical content [BV79; BV80; Mah+85;
LR06; CSB10]. To this aim, the coupling between the single-particle motion and the col-
lectivemodes is taken into account. This interweaving causes the single-particle potential
to become energy dependent, and this fact can be characterized by the introduction of the
so-called ω-mass, mω. Most experiments only probe the product of these two quantities,
that is, the “total” eective mass m∗, dened as
m∗
m
= mk
m
mω
m
. (7.1)
The natural framework in which we can develop this extension of mean-eld models
is that of the standard many-body theory. We are not going to give here a complete de-
scription of this theory, for which we address the interested reader to standard textbooks
like [BR86; FW03; DV08]. In the next sections wewill introduce themain building blocks,
which we will need in the following.
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7.1 Green’s functions
Single-particle propagator
In a N-particle system, we consider the HamiltonianH with the corresponding ground
state eigenvalue EN0 and eigenvector |ψN0 〉. In the following we will always indicate with
Greek letters the set of quantumnumbers that completely characterize a state. The single-
particle (sp) propagator, or Green’s function, is dened as
G(α, β; t , t′) = − i
}
〈ψN0 |T
[
cαH (t)c
†
βH
(t′)
]
|ψN0 〉. (7.2)
The creation and annihilation operators are given in the Heisenberg picture by
cαH (t) = e
i
}H t cαe−
i
}H t
respectively. The time ordering operator T , dened as
T
[
cαH (t)c
†
βH
(t′)
]
= θ (t − t′)cαH (t)c†βH (t′) − θ (t′ − t)c
†
βH
(t′)cαH (t),
puts operators with the later time to the left of operators at earlier times and includes a
sign when a change of order is required (if we were considering bosons, no signs would
be included).
The name “propagator” is then clear from the denition (7.2) of the Green’s function:
it corresponds to the probability amplitude for a process in which a particle is created in
the state β at the time t′ and is propagated to the state α at time t, where the particle is
annihilated.
If the Hamiltonian of the system is not time-dependent, the Green’s function depends
only on the dierence t − t′ and it can be written as
G(α, β; t − t′) = − i
}
θ (t − t
′)
∑
m
e
i
} (EN0 −EN+1m )(t−t′)〈ψN0 |cα |ψN+1m 〉〈ψN+1m |c†β |ψN0 〉
− θ (t′ − t)
∑
n
e−
i
} (EN0 −EN−1n )(t−t′)〈ψN0 |c†β |ψN−1n 〉〈ψN−1n |cα |ψN0 〉

= G+(α, β; t − t′) + G− (α, β; t − t′),
(7.3)
where it is clear that the sp propagator is composed of two parts: the rst one is called the
addition part, or alternatively, the “particle” or forward propagating part (G+); the sec-
ond term is likewise referred to as the removal, the “hole”, or the backward propagating
part (G−).
Introducing the Fourier transform
G(α, β;ω) =
∫ +∞
−∞
d(t − t′) e i}ω(t−t′)G(α, β; t − t′)
=
∑
m
〈ψN0 |cα |ψN+1m 〉〈ψN+1m |c†β |ψN0 〉
ω −
(
EN+1m − EN0
)
+ iη
+
∑
n
〈ψN0 |c†β |ψN−1n 〉〈ψN−1n |cα |ψN0 〉
ω −
(
EN0 − EN−1n
)
− iη
= G+(α, β;ω) + G− (α, β;ω)
(7.4)
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we obtain the so-called Lehmann representation [Leh54]. In the followingwewill always
use the Lehmann representation for the propagators. In the particular case in which the
Hamiltonian of the system can be diagonalized on a sp basis, the sp propagator (indicated
by G(0)) has a simpler Lehmann representation:
G(0) (α, β;ω) = δα,β
{
θ (εα − εF)
ω − εα + iη +
θ (εF − εα)
ω − εα − iη
}
(7.5)
For a nite system, all the information in the sp propagator can be related to exper-
imental data. The poles contained in the rst (second) energy denominators signal the
location of the excited states in the N + 1 (N − 1)-particle systems with respect to the
ground state of the N-particle system: this quantity is in principle measurable through
stripping or pick-up experiments. The numerator determines the distribution of the tran-
sition strength from the ground state of the N-particle system to these states in the N ± 1
systems, and this information is provided by the spectral function, related to the imagi-
nary part of the sp propagator.
Sp (α, β;ω) = − 1pi Im [G
+(α, β;ω)]
=
∑
n
〈ψN0 |cα |ψN+1m 〉〈ψN+1m |c†β |ψN0 〉 δ
[
ω −
(
EN+1n − EN0
)]
Sh (α, β;ω) = 1pi Im [G
− (α, β;ω)]
=
∑
n
〈ψN0 |c†β |ψN−1n 〉〈ψN−1n |cα |ψN0 〉 δ
[
ω −
(
EN0 − EN−1n
)]
.
The diagonal part of the spectral function is interpreted as the probability density at
energy E for adding [Sp (α;ω)] or removing [Sh (α;ω)] a particle in the state α, while
leaving the remaining system at an energy ±ω relative to the ground state EN0 of the
system with N particles. Using the spectral functions it is possible to evaluate the one-
body density matrix elements as
ραβ = 〈ψN0 |c†βcα |ψN0 〉 =
∫ EN0 −EN−1n
−∞
dωSh (β, α;ω).
Accordingly, the matrix elements of a one-body operator O are
〈ψN0 |O |ψN0 〉 =
∑
αβ
〈α |O |β〉〈ψN0 |c†αcβ |ψN0 〉 =
∑
αβ
〈α |O |β〉ρβα
=
∑
αβ
〈α |O |β〉
∫ EN0 −EN−1n
−∞
dωSh (β, α;ω).
The occupation number of a given sp particle state in the ground state can be obtained
from the diagonal part of the density matrix:
nα = 〈ψN0 |c†αcα |ψN0 〉 =
∑
n
〈ψN−1n |cα |ψN0 〉2 =
∫ EN0 −EN−1n
−∞
dωSh (α;ω).
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Correlations have the eect of reducing the occupation of the orbitals in the Fermi sea
(which would be 1 for the unperturbed state) and to partially populate states that were
originally empty. Ameasure of the emptiness of the orbital is obtained by integrating the
particle spectral function
dα = 〈ψN0 |cαc†α |ψN0 〉 =
∑
n
〈ψN+1n |c†α |ψN0 〉2 =
∫ +∞
EN+1n −EN0
dωSp (α;ω).
Using the fermion anti-commutation relations, one obtains the sum rule nα+dα = 1, valid
for any orbital α.This is an important result since it connects information on the removal
and the addition of a particle to the system which refer to quite dierent experimental
processes (viz. pick-up and stripping).
Moreover, also the ground-state energy of the N-particle system can be obtained by
means of the Migdal-Galitski-Koltun (MGK) sum rule [GM58; Kol74], computing the
expectation value of the potential energy, which is a two-body quantity, solely in terms
of the one-body propagator:
E = 〈ψN0 |H |ψN0 〉 =
1
2
∫ EN0 −EN−1n
−∞
dω
∑
αβ
(
〈α |T |β〉 + ωδαβ
)
Sh (β, α;ω),
which is an exact result when only two-body forces are considered.
Exploiting the Wick theorem and the the time evolution in the interaction picture,
it is possible to give a pictorial representation of the sp propagator in terms of the so-
called Feynman or Goldstone diagrams. In these diagrams, the exact sp propagator is
represented by two parallel arrowed lines, while the propagator for non-interacting par-
ticles is associated with a single arrowed line. The arrows indicate the ow of the energy
inside the diagram. Eventually, the interaction vertices, i.e. the matrix elements of the
interaction, are indicated with a dashed line. It may be possible to dene a perturba-
tive parameter and build a hierarchy of diagrams for the sp propagator in perturbation
theory. If the interaction is considered small in comparison with the sp energies (as it is
assumed in the standard formulation of the many-body theory), then its matrix elements
can be taken as the perturbative parameter. In other cases, as we will see, some other
choice should be made. To draw the nth-order diagram of this expansion, rst one has
to identify n interaction vertices, assigning them a time label. The dierence between
the Feynman and the Goldstone convention to appoint a arrowed line to a sp propaga-
tor consists in the way in which these interaction vertices are connected: in Goldstone
diagram each arrowed line is either the propagator G+ or the propagator G− of Eq. (7.3),
while in Feynman diagrams each directed line indicate the Green’s function G as dened
in Eq. (7.3). As a consequence two Goldstone diagrams are topologically identical if one
can be distorted into the other without changing the time ordering of the interaction ver-
tices, while the time ordering is not important in Feynman diagrams. Another possible
phrasing is the following: in Goldstone diagrams the nature of the particle is clear, i.e.
it is clear whether it is a particle or a hole, on the contrary, in Feynman diagrams the
particle and hole parts of the propagator are summed.
The rules to translate the diagrams into formulae (and vice-versa) can be found for
example in Ref. [DV08, Chap. 7-8].
It is also possible to organize the perturbation expansion in such a way that it auto-
matically sums innite sets of diagrams. From the diagrammatic representation of the
sp propagator, we can infer that the exact sp propagator can be represented as in Fig. 7.1,
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Figure 7.1
Diagrammatic representation of the sp propagator in terms of the irreducible self-energyΣ∗ and the non-
interacting propagator G(0) representing Eq. (7.6).
which can be translated in the so-called Dyson equation for the sp propagator:
G(α, β;ω) = G(0) (α, β;ω) +
∑
γδ
G(0) (α, γ;ω)Σ∗(γ, δ;ω)G(δ, β;ω). (7.6)
In this equation, the proper self-energy Σ∗ has been introduced, which is dened as
the sum of all the irreducible contributions to the sp propagator that comes from the
interaction between the particle and the medium. The word “irreducible” here means
that the such diagrams do not contain two (or more) parts that are only connected by
an unperturbed sp propagator G(0) . Usually, to simplify matters, the rst iteration step
when solving self-consistently Eq. (7.6) is done explicitly by setting G(0) = GHF, which is
in turn obtained from Eq. (7.6) itself with the self-energy
Σ∗HF(γ, δ;ω) = −i
∫
dω′
2pi
∑
µν
〈γµ|V |δν〉GHF(ν, µ;ω′). (7.7)
With this choice, the HF propagator in the HF basis is diagonal
GHF(α, β;ω) = δα,β
{
θ (εα − εF)
ω − εα + iη +
θ (εF − εα)
ω − εα − iη
}
. (7.8)
As expected from the fact that in the HF approximation a static (or instantaneous) poten-
tial is employed, the HF self-energy (7.7) do not depend on ω.
In principle, the self-energy has non-diagonal contributions, even when evaluated
with the diagonal HF sp propagator. However, in some cases, it is a good approxima-
tion to neglect the o-diagonal terms, e.g. in closed-shells nuclei o-diagonal elements
would requiremixing betweenmajor shells having a large energy separation. Within this
approximation, the Dyson equation can have a simple algebraic solution
G(α;ω) = 11
GHF (α;ω) − Σ∗(α;ω)
= 1
ω − εHFα − Σ∗(α;ω)
.
Then, it is clear that the self-energy can be seen as an eective potential for the particles
in the system, and accordingly the energy of the particle α can be written as
εα = εHFα + ∆εα = εHFα + ReΣ∗(α;ω = εα).
Accordingly, the sp spectral function (e.g. for a hole state) can be written in the following
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way:
Sh (ω) = 1pi ImG
− (α, β;ω) = 1
pi
Im 1
ω − εHFα − Σ∗(α;ω)
. (7.9)
In order to take into account the fact that some couplingswith some conguration are not
considered explicitly in the self-energy, the spectral function is folded with a Lorentzian
weight
ρ(E) = 1
pi
η
E2 + η2
.
It can be shown [BDL59] that averaging with this weight is equivalent to evaluating the
spectral function at a complex energy E+ iη, being η the energy range over which the av-
erage is taken. The averaged spectral function can be expressed bymeans of a Lorentzian
distribution with an energy dependent width,
Sh (ω) = 1pi
ImΣ∗(α;ω)/2 + η
[ω − εHFα − ReΣ∗(α;ω)]2 + [ImΣ∗(α;ω)/2 + η]2
Let us consider for a moment an innite system, where all the quantities of interest,
such as the Green’s function or the self-energy, can be written in the momentum space.
From the dispersion relation of the particle
ε = k
2
2m + Σ
∗(k;ω = ε)
one can calculate the density of states
dε
dk =
k
m
+ ∂Σ
∗(k; ε)
∂k
+ ∂Σ
∗(k; ε)
∂ε
dε
dk
= k
m
(
1 + m
k
∂Σ∗(k; ε)
∂k
) (
1 − ∂Σ
∗(k; ε)
∂ε
)−1
In order to simplify this expression, it is useful to subsume the complicated eect of the
medium into an eective mass. In particular, we can dene
mk
m
=
(
1 + m
k
∂Σ∗(k; ε)
∂k
)−1
mω
m
=1 − ∂Σ
∗(k; ε)
∂ε
m∗
m
=mk
m
mω
m
Polarization propagator
In order to treat the excited states in a N-particle system, from the propagator associated
with a particle-hole excitations we can dene the polarization propagator, with Lehmann
representation (see Appendix B for a discussion on the particle/hole operators and the
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V
ΠRPA = + ΠRPA
Figure 7.2
Diagrammatic representation the equation satised by the RPA polarization propagator.
particle-hole matrix element of the interaction)
Π(α, β−1; γ, δ−1;E) =
∑
n,0

〈ψN0 |bβaα |ψNn 〉〈ψNn |a†γb†δ |ψN0 〉
E − (ENn − EN0 ) + iη
−
〈ψN0 |a†γb†δ |ψNn 〉〈ψNn |bβaα |ψN0 〉
E + (ENn − EN0 ) − iη
 .
It is important to clarify that the indexes α, β, γ and δ can indicates states both above and
below the Fermi level.
Also in this case, the denominator of the propagator incorporates the energy of the
excited states of the N-particle system and the numerator contains the transition am-
plitudes connecting the ground state with the excited states. It can be shown that the
polarization propagator satisfy an equation similar to the one for the sp propagator, rep-
resented in Fig. 7.2 and its rst order approximation is the random phase approximation
(RPA). Since in the following we will deal only with spherical system, it is useful to write
the RPA polarization propagator in angular momentum coupled representation.
ΠRPA(a , b−1; c , d−1; J;E) =
∑
n,0

XnJab
(
XnJcd
)∗
E − εnJ + iη −
(
YnJab
)∗
YnJcd
E + εnJ − iη
 , (7.10)
where the sp quantum numbers takes on the form α = a ,ma , εnJ = ENnJ − EN0 and
XnJab =
∑
mamb
(−) jb−mb 〈 jama jb − mb | JM〉〈ψNnJM |a†αb†β¯ |ψN0 〉∗
YnJab = (−) J+M+ jb−mb
∑
mamb
〈 jama jb − mb | JM〉〈ψN0 |a†αb†β¯ |ψNnJM〉,
as in Eq. (3.7). A useful relation between X and Y amplitudes holds
YnJab = (−) ja− jb+JXnJba . (7.11)
The angular-momentum-coupled version of the RPApropagator is expressed in terms
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of the uncoupled propagator by
ΠRPA(a , b−1; c , d−1; J;E) =
∑
ma ,mb
mcmd
(−) jb−mb+ jd−md 〈 jama jb − mb | JM〉〈 jcmc jd − md | JM〉
× ΠRPA(α, β−1; γ, δ−1;E). (7.12)
As in the case of the sp propagator, the spectral function can be dened also for the
polarization propagator (in the denition we use only the rst part of the propagator
which corresponds to positive energy εnJ)
SRPA(a , b−1; c , d−1; J;E) = − 1pi ImΠRPA(a , b
−1; c , d−1; J;E)
=
∑
n,0
XnJab
(
XnJcd
)∗
δ
(
E − εnJ )
With this denition, if FJ is a one-body excitation operator, the strength function of this
operator (cf. Eq. (3.38)) becomes
S(E) =
∑
n,0
|〈ψNn ‖FJ ‖ψN0 〉|2δ(E − εnJ )
=
∑
abcd
〈a‖FJ ‖b〉SRPA(a , b−1; c , d−1; J;E)〈c‖FJ ‖d〉.
Goldstone’s Theorem
In order to calculate the energy of the system, theGoldstone theorem can be used [FW03].
Suppose that the Hamiltonian of the system is given by
H = H0 + V,
where H0 is diagonal and V is the interaction. Let |φ0〉 be the ground state of H0, with
energy E0 and |ψ0〉 the ground state ofH , with energy E. The energy shift of the ground
state is
E − E0 = 〈ψ0 |V
∞∑
n=1
( 1
E0 −H0 − V
)n
|ψ0〉connected ,
where the label “connected” means that the sum should comprise only connected dia-
grams. We can visualize these matrix elements in the following way: the operator V act-
ing on the state |φ0〉 creates two particles and two holes. This state then propagates with
(E0−H0)−1, and the nextV can then createmore particles and holes or scatter the existing
particles or holes. The resulting intermediate state again propagates with (E0 − H0)−1,
and so on. The nalV , must then return the system to the ground state |φ0〉. Goldstone’s
theorem is an exact restatement (to all orders) of the time-independent perturbation ex-
pression for the ground-state energy. This equivalence is readily veried in the rst few
terms by inserting a complete set of eigenstates ofH0 between each interaction V ,
E − E0 = 〈ψ0 |V |ψ0〉 +
∑
n,0
〈ψ0 |V |ψn〉〈ψn |V |ψ0〉
E0 − En + . . . (7.13)
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Figure 7.3
Direct and exchange contributions to the mean-eld total energy (a) - (b) and second-order total energy
(c)-(d). These are the diagrammatic representation of Eq. (7.13).
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Figure 7.4
Second order contribution to the self-energy of the single-particle .
The corresponding Goldstone diagrams are shown in Fig. 7.3. The rules to evaluate these
diagrams can be found in [Mat76].
7.1.1 Illustrative calculations
In this section, we will derive some diagrams which will be useful in the following.
The second order self-energy
The second order diagrams for the sp propagator are obtained by including the second
order contribution to the self-energy. This contribution is depicted in Fig. 7.4 and it has
the following explicit expression, in the particle-hole angular-momentum-coupled rep-
resentation (the detailed calculation is carried out in Appendix C):
Σ(2) (l ,m;ω) = 12


∑
p1 ,p2 ,h3
〈lh3 |V¯ |p1p2〉〈p1p2 |V¯ |mh3〉
E − (εp1 + εp2 − εh3 ) + iη
+
∑
h1 ,h2 ,p3
〈lp3 |V¯ |h1h2〉〈h1h2 |V¯ |mp3〉
E + (εp3 − εh1 − εh2 ) − iη

 (7.14)
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= 12
∑
J
δ jl , jm
2J + 1
2 jm + 1


∑
p1 ,p2 ,h3
VJ (p1p2lh3)VJ (p1p2mh3)
E − (εp1 + εp2 − εh3 ) + iη
+
∑
h1 ,h2 ,p3
VJ (h1h2lp3)VJ (h1h2mp3)
E + (εp3 − εh1 − εh2 ) − iη

 , (7.15)
being VJ the particle-hole angular-momentum-coupled matrix element
VJ (abcd) =
∑
{m}
(−) jb−mb+ jc−mc 〈 jama jc − mc | JM〉〈 jdmd jb − mb | JM〉×
× 〈 jama jbmb |V | jcmc jdmd〉.
(7.16)
Total energy of the system: the mean-eld contribution
The mean-eld contribution to the total energy corresponds to the rst term in the r.h.s
of Eq. (7.13), represented in Fig. 7.3(a). It can be readily evaluated as
EMFdir = (−1)4
1
2
∑
h1h2
εh1 ,h2≤εF
〈h1h2 |V |h1h2〉,
where the two minus signs come from the two hole lines and the other two from the two
fermion loops, and the factor 12 comes from the fact that the diagram is symmetric. The
exchange diagram on the other hand reads (Fig. 7.3(b))
EMFex = (−)3 12
∑
h1h2
εh1 ,h2≤εF
〈h1h2 |V |h2h1〉,
where the two minus signs come from the two hole lines and the other from the fermion
loop, and the factor 12 comes from the fact that the diagram is symmetric.
Total energy of the system: the second order contribution
The diagrams that contribute at second order to the total energy are drawn in Fig. 7.3(c)-
(d).
The direct contribution is given by
∆E(2)dir = (−)4
1
2
∑
pp′hh′
〈pp′ |V |hh′〉〈hh′ |V |pp′〉
h + h′ − p − p′ =
1
2
∑
pp′hh′
〈pp′ |V |hh′〉〈hh′ |V |pp′〉
h + h′ − p − p′ (7.17)
where the two minus signs come from the two hole lines and the other two from the two
fermion loops. On the other hand, the exchange term is
∆E(2)ex = (−)3 12
∑
pp′hh′
〈pp′ |V |h′h〉〈hh′ |V |pp′〉
h + h′ − p − p′ = −
1
2
∑
pp′hh′
〈pp′ |V |h′h)〈hh′ |V |pp′〉
h + h′ − p − p′ (7.18)
If we wish to put together the direct and exchange terms, we obtain
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∆E(2) = 12
∑
pp′hh′
〈pp′ |V |hh′〉〈hh′ |V¯ |pp′〉
h + h′ − p − p′ (7.19)
However, we can note that, given a two-body operator V ,∑
ab
cd
〈ab |V¯ |cd〉〈cd |V¯ |ab〉 =
∑
ab
cd
|〈ab |V¯ |cd〉|2 =
∑
ab
cd
|〈ab |V |cd〉 − 〈ab |V |dc〉|2
=
∑
ab
cd
|〈ab |V |cd〉|2 +
∑
ab
cd
|〈ab |V |dc〉|2 − 2
∑
ab
cd
〈ab |V |cd〉〈ab |V |dc〉
=
∑
ab
cd
|〈ab |V |cd〉|2 +
c↔d∑
ab
cd
|〈ab |V |cd〉|2 − 2
∑
ab
cd
〈ab |V |cd〉〈ab |V |dc〉
= 2
∑
ab
cd
(〈ab |V |cd〉〈cd |V |ab〉 − 〈ab |V |cd〉〈dc |V |ab〉) .
Therefore, ∑
ab
cd
〈ab |V |cd〉〈ab |V¯ |cd〉 = 12
∑
ab
cd
〈ab |V¯ |cd〉〈cd |V¯ |ab〉.
Then, Eq. (7.19) can be rewritten as
∆E(2) = 14
∑
pp′hh′
〈pp′ |V¯ |hh′〉2
h + h′ − p − p′ =
1
4
∑
pp′
hh′ J
(2J + 1) VJ (pp′hh′)2
h + h′ − p − p′ , (7.20)
where the last has been obtained using the particle-hole angular-momentum-coupled
matrix element (7.16).
7.2 Going beyond the mean-eld approximation
As already stated, the mean-eld approach shows some important limitations in the de-
scription of some observables. In order to improve on the description of collective states,
a straightforward approach would be the diagonalization of the eective Hamiltonian in
the conguration space which includes at least the 2p − 2h, or four-quasiparticle states.
However, this route is usually not feasible because of the large number of 2p − 2h con-
gurations (≈ 103 ÷ 104 per MeV). One possible approximation is the so-called second
RPA (SRPA), which is based on non-interacting 2p − 2h congurations and only the in-
teraction between 2p − 2h and 1p − 1h state is explicitly taken into account. Practical
implementation of this framework have been restricted to relatively light nuclei, being
often not self-consistent [Dro+90], although some recent calculations have been done in-
cluding the same interaction both at HF-RPA and SRPA level (except for the Coulomb
and spin-orbit interaction in the SRPA residual interaction) [GGC10; Gam+12]. However,
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in heavy nuclei it is impossible to solve the SRPA equations. Therefore, usually they are
projected on the 1p − 1h space, obtaining a matrix equation similar to Eq. (3.8).
Another possible way to improve the description of the system is to consider the next
higher-order contribution to the self-energy of a particle in the medium. One route is to
include in the sp propagator the particle-particle, hole-hole and particle-hole correlation,
approximating the n-particle Green’s function with sp and two-particle propagators. A
recent review of these methods can be found in Refs. [MP00; DB04]
In other theoretical frameworks the interplay between single-particle and collective
degrees of freedom are considered, in the so-called particle-vibration coupling (PVC), or
particle-rotation coupling in deformed systems [BM75]. These frameworks are based on
the fact that, in the particular case of the atomic nuclei, the excitation spectrum comprises
in the same energetic region both kind of states. We can enumerate the following:
• In the eective theory of nite Fermi systems (ETFFS) [Kam+93; KST04] the 1p −
1h, complex 1p − 1h ⊗ 1 phonon congurations, the single-particle continuum and
ground-state correlations are taken into account.
• In the quasi-particle phonon model (QPM) [Sol92; BP99] the wave functions of the
excited states are a combination of one-, two- and three QRPA phonon congura-
tions.
• The nuclear eld theory (NFT) is the framework which is used in this work, and
will be widely discussed in the next section.
A similar implementation is also possible in the covariant realm [LR06]. In addition,
the possibility of giving a formal theory of the PVC with density dependent eective
forces starting from the many-body Hedine equations [FW03; DV08] is currently under
investigation [Bal+13].
7.3 Nuclear Field Theory
Several evidences in the last decades [Bor+77] have shown that collective excitations
should be considered as independent degrees of freedom with respect to single-parti-
cle ones. Apart from density vibrations, also rotational bands (in deformed nuclei), or
pairing vibrations and rotations (the latter in superuid nuclei), deriving from the co-
herent superposition of creation and annihilation of particle (or hole) pairs, are collective
states. Therefore, as elementary modes of excitations we consider:
• single-particle states;
• density vibrations and rotations;
• pairing vibrations and rotations.
In this thesis we will deal only with doubly magic nuclei, thus we are not considering
in the following discussion either pairing excitation, which have been estimated to give a
small contribution [Ber+79], nor rotations. The nuclear bosonic elds are built out of the
particle degrees of freedom, thus the chosen basis is non-orthogonal, overcomplete and
contains states violating the Pauli principle.
The potential associated with the vibrations of the nuclear density gives rise to the so-
called particle-vibration coupling (PVC). The resulting system is made up with coupled
single-particle and collective degrees of freedom, whose interweaving can be described
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Λ1 ≡ −V
Figure 7.5
Graphical representation of h
by a eld theory made up with interacting fermions and bosons, named Nuclear Field
Theory (NFT), which is widely discussed in Refs. [Bes+74; Bes+76a; Bes+76b; Bes+76c;
Bro+76; Bor+77]. The total Hamiltonian in NFT is given by
H = H ′sp +HB + h , (7.21)
where H ′sp and HB are the uncoupled sp and collective Hamiltonians, respectively. The
former must contain the Hartree-Fock contribution of the two-body interaction, while
the latter comes from a RPA diagonalization with the residual interaction. The Hamilto-
nian h contains the interaction between quasi-particles and vibrations. It can generate all
dierent diagrams of perturbation theory (except those containing bubbles – see later in
this section) and it is composed by
h = Hpv +H ′tb , (7.22)
where Hpv and H ′tb are the particle-vibration and the two-body (or four-points) Hamil-
tonians, respectively. The two contributions to h are depicted in Fig. 7.5. The overcom-
pleteness implicit in the product basis is corrected through the perturbative treatment
of h, while the violation of the Pauli principle is corrected by the fact that for a given
diagram in which two fermion lines are simultaneously in the same single-particle state,
there is another diagram in which the correspondent end points are interchanged.
Rules for evaluating the diagrams
Since a signicant part of the original interaction has already been included in generating
the collective mode, the rules for evaluating the possible diagrams involve a number of
restrictions:
(1) In order to draw the diagrams the usual rules of many-body theory are used [DV08].
However, in initial and nal states, proper diagrams do not involve any particle con-
guration that can be replaced by a combination of collective modes. This restriction
does not apply to internal lines of these diagrams.
(2) The vertices are allowed to act in all orders to generate the dierent diagrams of per-
turbation theory. In particular, the particle-hole interaction should be used if the PVC
vertex is handled.
(3) Unlinked diagrams are neglected.
(4) The internal lines of diagrams are restricted by the exclusion of diagrams in which
a particle-hole pair is created and subsequently annihilated without having partici-
pated in any interactions (bubble).
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Figure 7.6
The four particle-vibration coupling vertices.
(5) In intermediate states, the requirement of antisymmetry between fermion lines and
of symmetry between phonon ones is neglected. However, there is a factor (n!)− 12 for
each subset of n identical phonons in initial and nal states.
(6) The numerator is given by the product of the vertices appearing in the diagram.
(7) Thedenominators of eachdiagrams are calculated according toReleigh - Schrödinger,
Brillouin-Wigner (see for examples [GRH91]) or Bloch-Horowitz, [DL71] perturba-
tion theory.
In order to explain the basics of the NFT, we present in the appendix D a schematic two-
level model with a schematic particle-hole interaction. Rules (6)-(7) come from the fact
that in the diagrams sp and polarization propagators should be included and integration
on the energy of intermediate states should be carried out. An example of the application
of these rules is shown in Appendix E, where the lowest-order self-energy of a particle
(or a hole) at PVC level is evaluated both using the sp and polarization propagators and
using rules (6)-(7).
Except for the pioneering work of Ref. [BV79; BV80] in which a simplied Skyrme
interaction (including only its velocity independent part) was used in the PVC vertex,
many other calculations have been done so far with phenomenological inputs and un-
controlled approximations (for a review, see Ref. [Mah+85]). Only recently a fully self-
consistent version of the PVC has been proposed in Ref. [CSB10] in the Skyrme frame-
work. In that paper, the lowest-order self-energy for sp particles at PVC level has been
calculated for 40Ca and 208Pb, nding corrections of the order of MeV and hundreds of
keV, respectively, going in the direction of making the agreement with the experiment
better.
In general, for the reducedmatrix element of the interaction, at the vertex (see Fig. 7.6)
we obtain
〈a‖V ‖b , nJ〉 = √2J + 1∑
ph
XnJphVJ (ahbp) + (−) jh− jp+JYnJphVJ (apbh). (7.23)
The detailed derivation of the reduced matrix element (7.23) is provided in the appendix
of Ref. [CSB10] and appendix F. It should be noted that the result ensues from the exten-
sion to a microscopic interaction of the original schematic PVC vertex Λν of appendix D.
The matrix element 〈a , nJ‖V ‖b〉, where the phonon is in the nal state, can be easily
obtained by the addition of a phase [BM75]
〈b , nJ‖V ‖a〉 = (−) ja− jb+J〈a‖V ‖b , nJ〉, (7.24)
and for the explicit derivation of this matrix element we address the reader to the Ap-
pendix F.
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The four possible particle-phonon vertices are depicted in Fig. 7.6, depending on the
fermionic state involved being a particle or a hole. We will work out the expressions for
the particle-vibration coupling vertices ΛnJab (in keeping with the original model exposed
in appendix D) from the interaction V .
ΛnJp′p = 〈 jp′mp′ |V | jpmp , nJM〉 =
= (−)
jp−mp
√
2J + 1
〈 jp′mp′ jp − mp | JM〉〈p′‖V ‖p , nJ〉
= (−) jp′−mp′
(
jp′ jp J
mp′ −mp −M
)
〈p′‖V ‖p , nJ〉
(7.25a)
ΛnJhh′ =
〈
( jh′mh′)−1V ( jhmh )−1 , nJM〉
= (−) jh′+mh′+ jh+mh+1〈 jh − mh |V | jh′ − mh′ , nJM〉
= (−)
jh′+mh′+J+M√
2J + 1
〈 jh′mh′ jh − mh | JM〉〈h‖V ‖h′, nJ〉
= (−) jh′+mh′
(
jh′ jh J
mh′ −mh −M
)
〈h‖V ‖h′, nJ〉
(7.25b)
ΛnJph =
〈
jpmp ( jhmh )−1V nJM〉= (−) jh−mh 〈 jpmp |V | jh − mh , nJM〉
= −1√
2J + 1
〈 jpmp jhmh | JM〉〈p‖V ‖h , nJ〉
= (−) J+M
(
jh jp J
mh mp −M
)
〈p‖V ‖h , nJ〉
(7.25c)
ΛnJhp =
〈
0V  jpmp ( jhmh )−1 , nJM〉= (−) jh−mh 〈 jh − mh |V | jpmp , nJM〉
= (−)
J+M
√
2J + 1
〈 jhmh jpmp | J −M〉〈h‖V ‖p , nJ〉
=
(
jh jp J
mh mp M
)
〈h‖V ‖p , nJ〉.
(7.25d)
It is important to note that Eq. (7.25a) and Eq. (7.25b) are dierent only for a sign (having
identied h and h′ as p and p′, respectively), as we should expect from the correlations
between the particle and the hole existing in collective vibrations [BBB83].
We indicate the vertices in which the phonon is created, instead of annihilated, with
the label Λ′nJba . These vertices can be obtained from Λ
nJ
ab with the addition of the phase
factor (−) ja− jb+J and the use of the matrix element (7.24). Moreover, note that the X and
Y RPA amplitudes are related to the vertices Λph and Λhp
XnJph = −
1√
2J + 1
〈p‖V ‖h , nJ〉
EnJ − εp + εh + iη (7.26a)
YnJph = −
1√
2J + 1
〈h‖V ‖p , nJ〉
EnJ + εp − εh + iη , (7.26b)
as it can be inferred from the RPA equations (3.8).

Chapter 8
The width of giant resonances
In this chapter we apply the nuclear eld theory, expounded in the previous chapter, to
the case of the width of giant resonances. It has been known for several decades that
coupling with low-lying vibrations is the main source of the GR width [BBB83]. In this
work we concentrate on the spreading width of GRs (Section 8.1), which was considered
in Ref. [BB81] with the use of a phenomenological separable force, and on the width
associated with the γ decay of GRs (Section 8.2.1), which was as well handled by using
a separable force in Ref. [BBB84]. The particle decay was described in a microscopic,
though not completely self-consistent, model using a Skyrme interaction some years ago
in Refs. [CVB94; CVS95].
8.1 The lineshape functions of giant resonances
One of themost important observables that can be described using a PVC approach is the
strength function of giant resonances. The strength function has already been dened
in Eq. (3.38) and in Eq. (7.1) it has been re-expressed in terms of the spectral function
of the RPA polarization propagator SRPA. As in the case of the single-particle spectral
function, the RPA spectral function can be expressed at a beyond mean-eld level taking
into account the contributions coming from the two-body particle-hole self-energy. The
diagrams that contribute to the p-h self-energy are depicted in Fig. 8.1.
We indicate by ∆EGR and ΓGR the real and imaginary part of the p-h self-energy, re-
spectively. In this way, the probability of nding the GR state per unit energy can be
written as
P(E) = 1
pi
ΓGR(E) +
η
2
(E − EGR − ∆EGR(E))2 +
(
ΓGR(E) +
η
2
)2 . (8.1)
The parameter η corresponds to the energy interval over which averages are taken and
represents, in an approximate way, the coupling of the intermediate states to more com-
plicated congurations. Figures 8.1(a) through (d) correspond to the self-energy of the
particle (or the hole), i.e., the processes in which the particle or the hole reabsorbs the
intermediate excitation λ, while Figs. 8.1(e) – (h) are vertex corrections which describe
the process in which the phonon is exchanged between particle and hole. If J or λ is a
density oscillation (as it is in this case), the latter contributions have opposite signwith re-
spect to the former one, regardless of the spin and isospin character of λ or J, respectively
[BBB98].
The eight diagrams in Figs. 8.1(a) – (h) are evaluated by the following expressions:
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Figure 8.1
NFT diagrams contributing to the strength function of the giant resonance.
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Σ
p
s−e;X (GR, EnJ ) =
∑
pp′h
n′λ
1
(2 jp + 1)
(
XnJph
)2 〈p‖V ‖p′, n′λ〉2
EnJ − En′λ − p′h + iη (8.2.a)
Σ
p
s−e;Y (GR, EnJ ) =
∑
pp′h
n′λ
−1
(2 jp + 1)
(
YnJph
)2 〈p‖V ‖p′, n′λ〉2
En J + En′λ + p′h + iη
(8.2.b)
Σhs−e;X (GR, EnJ ) =
∑
phh′
n′λ
1
(2 jh + 1)
(
XnJph
)2
|〈h′‖V ‖h , n′λ〉|2
EnJ − En′λ − ph′ + iη (8.2.c)
Σhs−e;Y (GR, EnJ ) =
∑
phh′
n′λ
′
−1
(2 jh + 1)
(
YnJph
)2
|〈h′‖V ‖h , n′λ〉|2
EnJ + En′λ + ph′ + iη
(8.2.d)
Σ1v;X (GR, EnJ ) =
∑
pp′
hh′
n′λ
(−) J+λ+ jp− jh′
{
jh jp J
jp′ jh′ λ
} XnJphXnJp′h′〈h‖V ‖h′, n′λ〉〈p‖V ‖p′, n′λ〉
EnJ − En′λ − p′h + iη
(8.2.e)
Σ1v;Y (GR, EnJ ) =
∑
pp′
hh′
n′λ
(−) J+λ+ jp+ jh′
{
jh jp J
jp′ jh′ λ
} YnJphYnJp′h′〈h‖V ‖h′, n′λ〉〈p‖V ‖p′, n′λ〉
EnJ + En′λ + p′h + iη
(8.2.f)
Σ2v;X (GR, EnJ ) =
∑
pp′
hh′
n′λ
′
(−) J+λ+ jp′− jh
{
jh jp J
jp′ jh′ λ
} XnJphXnJp′h′〈p′‖V ‖p , n′λ〉〈h′‖V ‖h , n′λ〉
EnJ − En′λ − ph′ + iη
(8.2.g)
Σ2v;Y (GR, EnJ ) =
∑
pp′
hh′
n′λ
(−) J+λ+ jp′− jh
{
jh jp J
jp′ jh′ λ
} YnJphYnJp′h′〈p′‖V ‖p , n′λ〉〈h′‖V ‖h , n′λ〉
EnJ + En′λ + ph′ + iη
.
(8.2.h)
The calculation of the rst andfth one, corresponding to Fig. 8.1(a) and 8.1(e), is detailed
in Appendix E.
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8.2 The γ decay of GRs
In the past, the study of the γ decay of GRs has played a less central role, because this
decay gives the smallest contribution to the width (or, that is the same, the less probable
decay branch) – of the order of ≈ 10−3 of the total width. Nonetheless, the study of the γ
decay has been considered a valuable tool for about 30 years [Bee+89; Bee+90]. In these
works, the fact that γ decay can be a sensitive probe of the excited multipolarity, and that
γ-ejectile coincidencemeasurements can improve the extraction of the properties of GRs,
has been thoroughly discussed.
Eventually, we should point out that in the following only the direct decay of GRs
will be considered. To allow a complete comparison with the experiment, also the γ
decay from the compound nucleus (formed because of the coupling between the GR to
1p − 1h, 2p − 2h, . . ., np − nh, . . . congurations) should be taken into account. This last
contribution can be described by means of a statistical model [Bee+85; BBB98].
8.2.1 The γ decay to low-lying states
While the decay to the GS, being a mean-eld observable, has already been presented
in section 3.5, the decay to low-lying states lies outside the mean-eld framework. The
reason is that, by construction, RPA is an appropriate theory to describe the transition
amplitudes between states that dier only by one vibrational (phonon) state. For other
processes, like the one at hand, the extension to a treatment beyond RPA is mandatory.
For this reason, in this work we consider all the lowest-order contributions to the γ decay
between two dierent phonons. This amounts to writing and evaluating all lowest-order
perturbative diagrams involving single-particle states and phonon states, which can lead
from the initial state to the nal state by the action of the external electromagnetic eld.
The perturbative diagrams associated with the λ-pole decay of the initial RPA state
|nJ〉 (at energy EnJ) to the nal state |n′ J′〉 (at energy En′ J′) are shown in Fig. 8.2, and
the way to evaluate the rst 8.2(a), the fth 8.2(e) and the ninth 8.2(i) is sketched in the
Appendix E. The resulting analytic expressions read
〈n′ J′ ‖Qλ‖ nJ〉(a) =
∑
pp′h
(−) J+λ+ jp′+ jh
{
J λ J′
jp′ jh jp
}
XnJphX
n′ J′
p′h Q
λpol
p′p , (8.3.a)
〈n′ J′ ‖Qλ‖ nJ〉(b) =
∑
pp′h
(−) J′+ jp′+ jh
{
J λ J′
jp′ jh jp
}
YnJphY
n′ J′
p′h Q
λpol
pp′ , (8.3.b)
〈n′ J′ ‖Qλ‖ nJ〉(c) =
∑
hh′p
(−) J′+ jp− jh′
{
J λ J′
jh′ jp jh
}
XnJphX
n′ J′
ph′ Q
λpol
hh′ , (8.3.c)
〈n′ J′ ‖Qλ‖ nJ〉(d) =
∑
hh′p
(−) J+λ+ jp− jh′
{
J λ J′
jh′ jp jh
}
YnJphY
n′ J′
ph′ Q
λpol
h′h , (8.3.d)
〈n′ J′ ‖Qλ‖ nJ〉(e) =
∑
pp′h
(−) J′+ jp− jp′
{
J λ J′
jp′ jp jh
} XnJph〈p‖V ‖p′, n′ J′〉Qλpolhp′
EnJ − En′ J′ − p′h + iη , (8.3.e)
〈n′ J′ ‖Qλ‖ nJ〉(f) =
∑
pp′h
(−) J+λ+ jp− jp′
{
J λ J′
jp′ jp jh
} YnJph 〈p′‖V ‖p , n′ J′〉Qλpolp′h
EnJ − En′ J′ + p′h − iη , (8.3.f)
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Figure 8.2
NFT diagrams contributing to the decay of the |nJ〉 state to the |n′ J′〉 state.
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Figure 8.3
Polarization contribution to the operator Qλµ
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〈n′ J′ ‖Qλ‖ nJ〉(g) =
∑
hh′p
(−) J+λ+ jh+ jh′
{
J λ J′
jh′ jh jp
} XnJph〈h′‖V ‖h , n′ J′〉Qλpolh′p
EnJ − En′ J′ − ph′ + iη , (8.3.g)
〈n′ J′ ‖Qλ‖ nJ〉(h) =
∑
hh′p
(−) J′+ jh+ jh′
{
J λ J′
jh′ jh jp
} YnJph 〈h‖V ‖h′, n′ J′〉Qλpolph′
EnJ − En′ J′ + ph′ − iη , (8.3.h)
〈n′ J′ ‖Qλ‖ nJ〉(i) =
∑
pp′h
(−) J′+ jh+ jp′
{
J λ J′
jh jp′ jp
} Xn′ J′p′h 〈p′‖V ‖p , nJ〉Qλpolph
EnJ − En′ J′ + ph + iη , (8.3.i)
〈n′ J′ ‖Qλ‖ nJ〉(j) =
∑
pp′h
(−) J+λ+ jp′+ jh
{
J λ J′
jh jp′ jp
} Yn′ J′p′h 〈p‖V ‖p′, nJ〉Qλpolhp
EnJ − En′ J′ − ph + iη , (8.3.j)
〈n′ J′ ‖Qλ‖ nJ〉(k) =
∑
hh′p
(−) J+λ+ jp′− jh
{
J λ J′
jp jh′ jh
} Xn′ J′ph′ 〈h‖V ‖h′, nJ〉Qλpolph
EnJ − En′ J′ + ph + iη , (8.3.k)
〈n′ J′ ‖Qλ‖ nJ〉(l) =
∑
hh′p
(−) J′+ jp− jh′
{
J λ J′
jp jh′ jh
} Yn′ J′ph′ 〈h′‖V ‖h , nJ〉Qλpolhp
EnJ − En′ J′ − ph + iη . (8.3.l)
In these equations ph is equal to the dierence of the Hartree-Fock (HF) sp energies
p−h . In all the energy denominators we include nite imaginary parts η to take into ac-
count the coupling to more complicated congurations not included in the model space,
as in the case of the spreading width of GRs.
In all the above equations, the matrix elements of the operator Qλ include the contri-
bution from the nuclear polarization (consequently they carry the label pol). They read
Qλpoli j =〈i‖Qλ‖ j〉
+
∑
n′′
1√
2λ + 1
[ 〈0‖Qλ‖n′′λ〉〈i , n′′λ‖V ‖ j〉
(EnJ − En′ J′) − En′′λ + iη −
〈i‖V ‖ j, n′′λ〉〈n′′λ‖Qλ‖0〉
(EnJ − En′ J′) + En′′λ + iη
]
,
(8.4)
where |n′′λ〉 are the RPA states having multipolarity λ (and lying at energy En′′λ), while
the bare operator Qλ has been dened in Eq. 3.21. The polarization contribution, that
is, the second and third term in the latter equation, has the eect of screening partially
the external eld. In a diagrammatic way, the bare and the polarization contributions to
Eq. (8.4)) are drawn in Fig. 8.3.
It should be noted that the diagrams of Fig. 8.2 are related two by two by particle-hole
conjugation, so that Fig. 8.2(a) is the opposite of Fig. 8.2(d) after the substitutions h′→ p′
and h ↔ p, and the same holds for the pairs in Figs. 8.2(b) through 8.2(c), 8.2(e) through
8.2(h), 8.2(f) through 8.2(g), 8.2(i) through 8.2(l) and 8.2(j) through 8.2(k).
Chapter 9
Numerical results
In this chapter we present the results obtained for the spreading width and the γ-decay
width of GRs. The former is computed for the ISGQR and IVGQR in 208Pb, while the
latter is computed for the γ decay of the ISGQR in 208Pb and 90Zr to the GS and to the
rst collective octupole state. The interactions used in the calculations will be detailed in
the following.
The HF equations are solved in a radial mesh that extends up to 20 fm for 208Pb and
18 fm for 90Zr, with a radial step of 0.1 fm in both cases. Once the HF solution is found,
the RPA equations are solved in the usual matrix formulation. More information on our
RPA implementation can be found in Ref. [Col+13]. The RPA model space consists of all
the occupied states and all the unoccupied states lying below a cuto energy Emaxp equal
to 50 and 70MeV for the ISGQR and IVGQR in 208Pb, respectively, while for the ISGQR in
90Zr the maximum particle energy is 40MeV. The states at positive energy are obtained
by setting the system in a box, that is, the continuum is discretized. These states have
increasing values of the radial quantum number n, and are calculated for those values of
l and j that are allowed by the selection rules. With this choice of the model space the
energy-weighted sum rules (EWSRs) satisfy the double commutator values at the level of
about 99%; moreover, the energy and the fraction of EWSR of the states that are relevant
for the following discussion are well converged.
In all the calculations, collective states up to 30MeV are used as intermediate states
and a lower cuto of 5% on the EWSR of the intermediate states is introduced. We need
a lower cuto on the collectivity of the intermediate states for at least two reasons: rst,
RPA is known to be not reliable for non-collective states, and second, introducing them
will oblige us to take into account the issue of the Pauli principle correction. Although
there is not a general recipe to choose the lower bound of the isovector and isoscalar
EWSR, we take 5% in keeping with several previous works (e.g., Ref. [CSB10]).
Table 9.1
Spreading width and energy centroid of the ISGQR and IVGQR as produced by the model explained in
the main text. The weighted averages of experimental results and listed in Table 6.3 are also included for
comparison.
E [MeV] Eexp [MeV] Γ↓ [MeV] Γ↓exp [MeV]
ISGQR 11.3 10.9 ± 0.1 2.3 3.0 ± 0.1
IVGQR 22.0 22.7 ± 0.2 4.0 4.8 ± 0.3
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Figure 9.1
Probability P per unit energy to nd the ISGQR at an energy E in 208Pb. Each line corresponds to the
probability obtained when the phonons listed in the legend are used as intermediate states. The label
RPA (black dashed line) refers to the RPA result, in which none of the diagrams in Fig. 8.1 are taken into
account, but a Lorentzian averaging with functions having 1MeV width is introduced. The interaction
used is SLy5. The violet solid line is the probabilitywe getwhen only the low-lying 3− phonon at 3.61MeV
is considered as intermediate state.
9.1 The lineshape functions of giant resonances
As already mentioned, we have computed the contributions of section 8.1 in the case of
the isoscalar and isovector GQR in 208Pb. The results has been published in Refs. [BCB12;
Roc+13]. The interaction used are SLy5 and SAMi for the ISGQR and IVGQR, respec-
tively. The results for the probability of nding the GRs, calculated by including in the
diagrams an increasing number of intermediate phonons, are collected in Fig. 9.1 - 9.2.
In our calculation we set the imaginary part of the denominator in Eq. (8.2) at 1MeV.
In Table 9.1 we summarized the results obtained for the ISGQR and IVGQR. In both
cases, phonons with multipolarity λ ranging from 0 to 5 and with natural parity (−1)λ
are considered.
For the ISGQR, the most important contribution to the spreading width Γ↓ of the res-
onance is given by the low-lying 3− state, while the other phonons do contribute basically
only to the energy shift. We obtain eventually a spreading width of the order of 2.3MeV
and the energy centroid of the resonance is shifted down, as compared to the RPA value,
to 11.3MeV. These results are in good agreement with the experimental ndings that
give a spreading width of 3.0 ± 0.1MeV (see Table 9.1).
In the IVGQR case, the single RPA state splits into two components: the peak at higher
energy is barely aected by increasing the number of intermediate phonons, whereas the
one at lower energy broadens and is shifted downwards as the number of phonons in-
creases. The energy centroid is shifted by 1MeV, from 23MeV for the RPA to 22MeV.
The spreading width is 4.0MeV. Both results are in reasonable agreement with the ex-
perimental results listed in Table 9.1.
9.2 The γ decay of GRs
In this section we will present the results obtained for the γ decay of giant resonances
to the ground state (GS) as well as to low-lying states of the system. In particular, we
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Figure 9.2
The same as Fig. 9.1 for the IVGQR. The interaction used is SAMi.
will focus on the decay of the ISGQR in 208Pb and 90Zr to the rst 3− collective state. For
the rst nucleus, there exists an experimental result, given in Ref. [Bee+89]. The results
shown in this section have been the subject of Ref. [BCB12].
We use dierent Skyrme parameterization, namely SLy5, SGII, SkP and LNS. We use
these particular sets for the following reasons:
SLy5 It is a modern interaction which provides successful results for many observables.
It was tted also to the equation of state of neutron matter, so it is suitable for the
description of neutron-rich nuclei.
SGII It is a standard Skyrme interaction which has been used for decades with reliable
results.
SkP It has the peculiarity that the eective mass of the nucleons at saturation is equal
to the bare mass, at saturation density. This fact has an eect on the energy of the
energy of the ISGQR, as discussed in Section 5.2.2.
LNS Even though in general it does not reproduce the experimental ndings at the same
level of accuracy of other parameterizations, we use it because it is tted to the
equation of state of nuclear matter at Brueckner-Hartree-Fock level.
9.2.1 The γ decay to the ground state
Even if the decay to the ground state is a mean-eld observable, as it can be treated at
RPA level, we put it in this section in order to make a comparison with the decay to low-
lying states. In Table 9.2, we group the results obtained for the decay to the ground state.
For completeness, in the same table the previous theoretical values found in literature
[BBB84; Bee+85; Spe+85] are listed as well. In Ref. [BBB84], the PVC with a separable
force [BB81] is used to evaluate the reduced transition probability and the decay width.
In Ref. [Spe+85], the theory of nite Fermi systems [SWW77] is implemented with a sep-
arable interaction to obtain the decay width. In Ref. [Bee+85], eventually, the value is
estimated from the empirical energies and fraction of EWSR.
In general, our calculations reproduce the experiment quite well, without any param-
eter adjustment. They tend at the same time to overestimate the decay width: this is true
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Table 9.2
Energy E of the ISGQR and γ-decay width associated with its transition to the ground-state. The rst
four rows correspond to the present RPA calculations performed with dierent Skyrme parameter sets,
for the two nuclei at hand. In this case, for 208Pb we show both the bare Γγ from Eq. (3.51) as well as the
renormalized valuewhich is discussed in themain text. The next three rows report the results of previous
theoretical calculations [BBB84; Bee+85; Spe+85] for 208Pb. In the last row the experimental value for 208Pb
from Ref. [Bee+89] is displayed.
208Pb 90Zr
E [MeV] Γγ [eV] Γrenγ [eV] E [MeV] Γγ [eV]
SLy5 12.28 231.54 127.58 15.33 211.77
SGII 11.72 163.22 113.57 14.90 182.03
SkP 10.28 119.18 159.72 13.09 107.27
LNS 12.10 176.57 104.74 15.48 182.71
Ref. [Bee+85] 11.20 175 –
Ref. [BBB84] 11.20 142 –
Ref. [Spe+85] 10.60 112 –
Ref. [Bee+89] 10.60 130±40 –
Table 9.3
Main properties of the ISGQR in 208Pb (second and third columns) and in 90Zr (fourth and fth columns).
The label Exp. indicates the corresponding experimental values (the italic number after the value is the
experimental error on the last signicant gure), these values are from Refs. [Mar07] and [Bro97].
208Pb 90Zr
E [MeV] EWSR [%] E [MeV ] EWSR [%]
SLy5 12.28 69.27 15.33 80.50
SGII 11.72 72.31 14.90 81.04
SkP 10.28 81.79 13.09 81.05
LNS 12.10 66.98 15.48 75.48
Exp. 10.9 0.1 90 20 14.5 0.3 54 15
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in particular for SLy5. However, even in this worst case, our result lies within 2.5σ from
the experimental value. This discrepancy is basically due to the fact that the energy of
the GR do not t accurately the experimental ndings. As a matter of fact, in Eq. (3.51)
the energy of the transition is raised to the fth power: consequently, an increase of the
energy by 1MeV produces an increase of the γ-decay width by about 50% (at 10MeV).
To substantiate this point, in the fourth column of Table 9.2 we report the values obtained
in 208Pb for the decay width after having rescaled the ISGQR energy to the experimental
value. The energies of the resonances can be found in Table 9.3. We are not giving a de-
tailed description the strength functions and of the transition densities of the resonances,
since it would be beyond the scope of this work.
We can conclude that, since for all the interactions the experimental value of the
ground-state decaywidth can be obtained simply by scaling the energy to the experimen-
tal value, it means that this kind of measurement is not particularly able to discriminate
between models more than usual integral properties.
9.2.2 The γ decay to low-lying states
As mentioned above, the model has been applied to the decay of the ISGQR to the low-
lying octupole state in 208Pb and in 90Zr. Table 9.4 collects our results in these two cases,
together with values of previous theoretical estimation [BBB84; Spe+85] for 208Pb and the
experimental result fromRef. [Bee+89] in the same nucleus. The previous theoretical pre-
dictions are coming fromdierentmodels: in Ref. [Spe+85], the theory of nite Fermi sys-
tems [SWW77] with a phenomenological interaction is used to calculate the decay width,
while in Ref. [BBB84] the decay width is obtained by means of the NFT, with a separable
interaction at the PVC vertex. On the other hand, the experimental ndings conrm that
the decay to low-lying states is a really touchy observable and the only indication that
it gives us is that the Γγ (ISGQR → 3−) is only a few percent of Γγ (ISGQR → g.s.). As
can be seen from Table 9.4, qualitatively all the interactions are able to reproduce this
feature. However, only two interactions, viz. SLy5 and SkP, can reasonably reproduce
the experimental value for the decay width.
In principle, all the multipolarities allowed by angular momentum selection rules
for the electromagnetic transitions should be considered. In practical calculations, how-
ever, we consider only E1 transitions since the higher multipolarities are quenched (see
Eq. (3.51))
The value for the imaginary part η in the polarization is 1MeV for 208Pb and 1.75MeV
for 90Zr. The reasons for this choices will be claried in the following.
In order to better understand the role of the several factors in Eqs. (8.3), we analyzed
the physical inputs in great detail in the case of 208Pb. In Table 9.5, we collect, for the four
interaction used, the contribution of the factors included in Eqs. (8.3). Similar factors
from Ref. [BBB84] are provided as well. The decay width that is obtained considering a
typical particle-hole transition is of the order of ≈ keV, as it can be qualitatively estimated
by means of the Weisskopf reduced transition probability [BM69]. The label recoupling
coecient indicates the quenching deriving from the angular momentum coupling coef-
cients. Then, because of the isovector nature of the operator (3.21), diagrams involving
protons and neutrons have opposite sign and partially cancel each other (the correspond-
ing factor is called pi-ν cancellation). Moreover, diagrams in which the operator acts on a
particle line must have an opposite sign to the ones in which it acts on a hole line, reect-
ing the correlations between particles and holes in vibrations [BBB98]. Accordingly, the
label associatedwith this contribution is p-h cancellation. Eventually, the polarization con-
tribution (8.4), deriving from the screening of the external eld by the mediation of the
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Table 9.4
Decaywidth to the low-lying 3− for the interactions used, calculated including beyond RPA contributions
for the two nuclei 208Pb and 90Zr. In particular, for 208Pb the results from Ref. [Spe+85] and Ref. [BBB84]
are also listed and in the last row, and the experimental value from Ref. [Bee+89] is provided as well.
208Pb 90Zr
Interaction Etrans [MeV] Γγ [eV] Etrans [MeV] Γγ [eV]
SLy5 8.66 3.39 12.51 5.81
SGII 8.58 29.18 12.16 50.58
SkP 6.99 8.34 10.42 5.14
LNS 8.90 39.87 12.72 16.95
Ref. [BBB84] 8.59 3.5 –
Ref. [Spe+85] 7.99 4 –
Ref. [Bee+89] 7.99 5±5 –
Table 9.5
The various quenching factors that combine to produce the decay width Γγ from a typical particle-hole
dipole transition, for 208Pb. The decay width reported here refers to a cuto of 5% on the percentage of
isovector EWSR for the dipole states. The same quantities from [BBB84] are displayed.
SLy5 SGII SkP LNS Ref. [BBB84]
p − h transition [eV] 103 103 103 103 103
Recoupling coecient 3 3 3 3 3
pi – ν cancellation 5 4 3–4 4 4
p − h cancellation 3–4 2–3 2–3 3–4 2–3
Polarization 6 3 7–8 4 15
Γγ [eV] 3.39 29.18 8.34 39.87 3.50
Table 9.6
Same as Table 9.5 but for 90Zr.
SLy5 SGII SkP LNS
p − h transition [eV] 103 103 103 103
Recoupling coecient 3 3 3 3
pi – ν cancellation 4–5 3–4 2 10
p − h cancellation 4 3–4 3–4 4
Polarization 10 1.5 18 1
Γγ [eV] 5.81 50.58 5.14 16.95
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Table 9.7
The eect on the γ-decay width Γγ of the width ΓD of the intermediate dipole states. All the states ex-
hausting the EWSR for more than 5% are considered. The decay width is an almost monotonically non-
decreasing function of this parameter, as expected from the Bohr-Mottelson model [BM75].
ΓD [MeV] 0.01 0.1 0.5 1.0 2.0 3.0 4.0 5.0
Γγ [eV]
SLy5 2.34 2.35 2.46 2.69 3.39 4.32 5.34 6.36
SGII 27.28 27.19 27.00 27.25 29.18 32.68 37.21 42.25
SkP 7.35 7.35 7.40 7.59 8.34 9.54 11.08 12.86
LNS 37.93 37.82 37.55 37.76 39.87 43.84 49.03 54.86
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Figure 9.3
Polarization contribution in the separable framework as a function of the parameter ΓD (solid line). The
arrow indicates the value used in Ref. [BBB84]. The points are the analogous factors obtained within our
model in which all the dipole states having a fraction of EWSR larger than 5% are considered and each
one is given a width ΓD = 2MeV.
giant dipole resonance, represent a further andmore important quenching of the original
decay width, giving then a nal width of the order of electronvolts.
A similar analysis carried out on 90Zr would produce similar results: the polarization
of the nuclear medium plays a crucial role.
Being the polarization the major quenching eect, we studied which parameters can
aect this contribution. In Table 9.7, the variation of the γ decay width Γγ with the pa-
rameter η = ΓD2 that appears in Eq. (8.4) as an imaginary part of the energy denominator,
is discussed. If only a single dipole intermediate state is considered, as in Ref. [BBB84],
this parameter should be set equal to the IVGDRwidth (∼ 4MeV); since in ourmodel, the
dipole strength is fragmented, we should take a smaller value and we give here the trend
of the decay width as a function of this parameter. As indicated by the plot in Fig. 9.3,
the polarization factor (and consequently the decaywidth) should bemonotonically non-
decreasing when ΓD increases and reaches a roughly constant value as ΓD goes to zero.
In the same plot, the points represent the polarization factors that we obtain using the
value 2MeV for the parameter ΓD , but including all the dipole states having a fraction
of EWSR larger than 5%. This value has been chosen in order give a width of the RPA
dipole states, each convoluted with a Lorentzian of width equal to ΓD , similar to the ex-
perimental IVGDR width. The polarization that we get is then consistent with the one of
Bohr-Mottelson model [BM75], indicated with the arrow in Fig. 9.3.

Part III
Beyond mean-eld theories and
divergences

Chapter 10
Divergences in beyond mean-eld models
We have seen in part II that the introduction of beyondmean-eld correlations is manda-
tory to describe some important observables. The main limitation of our approach con-
cerns the use of an eective interaction, rather than a bare nucleon-nucleon force. As a
matter of fact, the eective interactions are originally designed for SCMF calculations:
they contain some parameters which are tted at mean-eld level to reproduce some
experimental results. Therefore, these parameters take into account also beyond mean-
eld correlations in an eective and uncontrolled way. The explicit computation of be-
yond mean-eld correlations with these eective interaction may produce some double-
counting. For this reason, the retting of the eective Hamiltonian should be envisaged.
Regarding this issue, a possible alternative solution to the ret of the interaction has been
proposed by V. I. Tselyaev in Ref. [Tse07]: in order to avoid double-counting in the cal-
culation of the beyond mean-eld p-h self-energy, he states that it is enough to subtract
from the self-energy the contribution coming from the self-energy evaluated at zero en-
ergy. This subtraction should remove the “static” self-energy, which is the one eectively
incorporated in the eective interaction. We should point out that this recipe, although
reasonable, do not have any grounds in the underlying many-body theory.
Moreover, if zero-range eective interactions are used in beyond mean-eld theories,
divergences arise. We should note that this problem aects not only the Skyrme interac-
tion which, as it was recalled in chapter 1, is entirely built with delta functions and is the
one interesting for this work, but also the Gogny interaction, in which the density depen-
dent term is zero-range, and point coupling Lagrangians used in relativistic mean-eld
models. The presence of a divergence can be understood with a simple consideration: if
the interaction is of contact type in the coordinate space, it is a constant in themomentum
domain (connected to the coordinate one by the Fourier transform); as a consequence it
would allow the transfer of arbitrarily high momentum (or energy, which is the same
for this qualitative argument). This is of course unphysical. Usually, beyond mean-eld
calculations are done by truncating the model space in some arbitrary way and this is by
far an unsatisfactory procedure.
The issue of divergences has been attacked successfully in Refs. [Mog+10; Mog+12a].
In these works, the total energy up to the second order in perturbation theory has been
considered for nuclear matter with dierent level of proton-neutron asymmetry with
the Skyrme interaction. In order to avoid the divergences, a cuto Λ on the transferred
momentum between particles is introduced so that all the divergent integrals on inter-
mediate states become nite. In other words, the states with momentum greater than
the cuto Λ are discarded from the theory. In order to take into account the rejected
states, for each value of the cuto Λ the parameters of the interaction are to be re-tted
to a reasonable equation of state, chosen to be the mean-eld EoS for the given Skyrme
interaction (see section 10.1).
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Figure 10.1
Direct contributions to the mean-eld total energy (a) and second-order total energy (b). The exchange
contributions are not drawn since they are proportional to the corresponding direct ones.
In this part of the thesis, we would like to investigate whether it is possible to use
the interaction tted in nuclear matter to perform calculation in nuclei, just performing
a minor adjustment the parameters. In our explorative approach, we are going to use a
simplied Skyrme interaction, in which only the t0, t3 and α parameters are non-zero,
and we are considering only even-even isospin-symmetric nuclei. Since the nite system
is not translationally invariant, the transferredmomentum is not a well-dened quantum
number; therefore we cannot use a cuto on this quantity. In order to make a connection
between innite matter and nuclei, inspired by Ref. [CTvB13] we want to use the relative
momentum between the nucleons, dened as the Fourier conjugate variable of the rela-
tive coordinate. In this respect, we need two cutos, for the initial two-particle state and
for the nal one. Note that this is in agreement with the idea that the Skyrme interaction
is a low-relative-momentum polynomial expansion [Sky59a]. In order to investigate the
relation between the cuto on the transferred momentum and the ones on the relative
momenta, the total energy of symmetric nuclear matter has to be computed in the center
of mass and relative motion coordinate system (see section 10.2).
While in nuclear matter the implementation of the cutos on the relative momenta in
the matrix elements of the interaction is trivial, being the wave functions plane waves, in
a nite system it requires some intermediate steps:
• a manipulation of the form of the interaction, which consequently acquires a nite
range (see section 10.3);
• the transformation of the two-particle states needed to compute thematrix elements
of the interaction to the center of mass and relative motion coordinate system. This
procedure can be performed analytically only it the sp wave functions are written
on a harmonic oscillator basis, by exploiting the Brody-Moshinsky transformations
[Law80; BM96; Kam+01] (see section 10.4).
10.1 Divergences in the nuclear matter EoS
The problem of divergences has been attacked in Refs. [Mog+10; Mog+12a]. In these
works, the EoS of nuclear matter with dierent level of proton-neutron asymmetry has
been considered with the Skyrme interaction. Nuclear matter has been chosen because
the nucleon wave functions are plane-waves and the EoS can be written analytically as a
function of the parameters of the Skyrme interaction. InRef. [Mog+10] the SkP interaction
was used: this is because for the SkP interaction, being the eective mass equal to the
bare mass, the EoS is written in terms of only the t0, t3 and α parameters. The energy
per particle of the system is computed up to second-order (see Fig. 10.1) and a cutoΛ is
included in the transferred momentum q. The three interaction parameters are tted for
each value of the cuto Λ in such a way that the resulting energy per particle equals the
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Table 10.1
Parameter sets (named SkPΛ) obtained in the ts associatedwith dierent values of the cutoΛ compared
with the original set SkP, labelled with SkP (rst line) [Mog].
t0 t3 α t0 t3 α
SkP −2931.70 18709.00 1/6
SkP0.1 −2937.45 18758.12 0.16674 SkP1.9 −649.68 7431.97 1.13340
SkP0.2 −2931.54 18723.70 0.16713 SkP2.0 −618.70 7062.93 1.16305
SkP0.3 −2906.45 18577.75 0.16881 SkP2.1 −593.41 6596.73 1.16744
SkP0.4 −2842.25 18204.63 0.17328 SkP2.2 −573.43 6052.99 1.14457
SkP0.5 −2719.66 17494.17 0.18249 SkP2.3 −558.79 5469.05 1.09369
SkP0.6 −2531.08 16406.95 0.19873 SkP2.4 −549.99 4892.54 1.01547
SkP0.7 −2288.58 15022.28 0.22432 SkP2.5 −548.24 4374.67 0.91252
SkP0.8 −2020.60 13517.37 0.26140 SkP3.0 −544.99 3624.67 0.66267
SkP0.9 −1758.46 12085.78 0.31144 SkP3.5 −514.79 3386.33 0.62361
SkP1.0 −1524.15 10862.96 0.37503 SkP4.0 −489.40 3180.44 0.59654
SkP1.1 −1326.93 9904.53 0.45153 SkP5.0 −448.19 2858.89 0.56329
SkP1.2 −1166.61 9204.84 0.53904 SkP8.0 −368.24 2279.23 0.52259
SkP1.3 −1038.29 8724.34 0.63454 SkP10.0 −334.14 2045.30 0.51106
SkP1.4 −935.83 8409.46 0.73409 SkP20.0 −244.47 1457.29 0.49046
SkP1.5 −853.56 8203.44 0.83327 SkP40.0 −176.94 1035.19 0.48119
SkP1.6 −786.87 8050.45 0.92736 SkP60.0 −145.95 846.69 0.47822
SkP1.7 −732.24 7899.09 1.01172 SkP80.0 −127.16 733.92 0.47675
SkP1.8 −687.11 7704.42 1.08184 SkP100.0 −114.20 656.81 0.47589
mean-eld EoS. In Ref. [Mog+12a] the same procedure was applied to the EoS obtained
with the SLy5 interaction, considering also themomentumdependent part of the Skyrme
force.
Since in the following we will use a simplied Skyrme interaction with only the t0,
t3 and α parameters, we now focus on the work done in nuclear matter with the SkP
interaction in symmetric nuclear matter. In this case the interaction can be written as
v(r1 , r2) =
[
t0 +
1
6 t3ρ
( r1 + r2
2
)]
δ3 (r1 − r2) = g(r1 , r2) δ3 (r1 − r2), (10.1)
and it has constant matrix elements v = gΩ (beingΩ the quantization box) in the momen-
tum space. In this simple case, the divergence can be clearly seen with a simple power
counting argument, since the second order contribution to the energy reads
∆E = −6mΩ
3v2
(2pi)9}2
∫
k1 ,k2<kF ,|k1+q |,|k2−q |>kF
d3qd3k1d3k2
q2 + q · (k1 − k2) ∼
∫
d3q
q2
. (10.2)
The divergence has been cured with the introduction of the cuto Λ as the upper limit
on the integral on q. It can also be shown that this divergence is linear in Λ, if Λ is large
enough [Mog+12b].
The retting procedure has been successful in producing for each cuto a new set of
parameters. We list in Table 10.1 the new parameters for dierent cutos.
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The use of the momentum transfer as a (continuous) quantum number is motivated by
the fact that nuclear matter is translationally invariant. As already recalled, however,
this quantity cannot be used in nite systems, which is not invariant under space trans-
lations. Instead, we want to use the relative momentum between the nucleons, dened
as the Fourier conjugate variable of the relative coordinate. Therefore, we should assess
the relation between introducing a cuto on the transferred momentum versus one on
the relative momentum. To do that, we compute here the mean-eld and second order
contribution to the total energy in symmetric nuclear matter writing the equation in the
center of mass and relative motion coordinate system. At variance with the work done
in [Mog+10], since a relative momentum can be dened also at mean-eld level, we have
to include a cuto in the Hartree-Fock total energy.
The Hartree-Fock potential energy contribution to the energy per particle is
E
A
= dΩ
2
(2pi)6
1
ρΩ
∫
k1 ,k2<kF
d3k1d3k2 v(k1 , k2 , k1 , k2) =
d
(2pi)6
g
ρ
∫
k1 ,k2<kF
d3k1d3k2 =
dg
ρ(2pi)6
(4pi)2
32
k6F
= 38 gρ,
(10.3)
where d = (n2 − n)/2, n being the level degeneracy (4 in the case of symmetric nuclear
matter).
We introduce the following new set of variables(
k
k′′
)
=

 1√2 − 1√21√
2
1√
2


(
k1
k2
)
⇒
(
k1
k2
)
=

 1√2 1√2− 1√
2
1√
2


(
k
k′′
)
. (10.4)
By using transformation (10.4), Eq. (10.3) becomes
E
A
=
dgk6F
ρ(2pi)6
∫
|k′′+k | ,|k′′−k |<√2
d3kd3k′′
= 8
dgk6F
ρ(2pi)6
∫
d3 k˜d3 k˜′′ θ
(
1 − k˜′′ + k˜) θ (1 − k˜′′ − k˜) θ(1 − k˜).
(10.5)
where k˜ = k√
2
and k˜′′ = k′′√
2
in units of kF. We should compute rst the integral on k˜
′′,
because we would like to be able to introduce later a cuto on the relative momentum k˜.
The rst integral is computed in Appendix G, following Ref. [FW03, pg. 28], with d = 2k
and r = 1.
I =
∫
d3k′′ θ
(
1 − k˜′′ + k˜) θ (1 − k˜′′ − k˜) = ∫ d3 k˜′′ θ (1 − k˜′′ + k˜) θ (1 − k˜′′ − k˜)
= 4pi3
(
1 − 32 k˜ +
1
2 k˜
3
)
. (10.6)
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Figure 10.2
Energy per particle for dierent values of the cuto λ on the relative momentum k.
Therefore, inserting Eq. (10.6) in Eq. (10.5) the energy per particle turns out to be
E
A
= 8
dgk6F
ρ(2pi)6
4pi
3
∫
d3 k˜
(
1 − 32 k˜ +
1
2 k˜
3
)
θ(1 − k˜) = 38 gρ. (10.7)
If we want to introduce a cuto λ on the relative momentum k, we just have to add a
factor θ
(
λ√
2kF
− k˜
)
. Then, Eq. (10.7) becomes
E
A
=
dgk6F
ρ(2pi)6
84pi3
∫
d3 k˜
(
1 − 32 k˜ +
1
2 k˜
3
)
θ(1 − k˜)θ
(
λ√
2kF
− k˜
)
=
dgk6F
ρ(2pi)6
8 (4pi)
2
3
∫ β
0
dk˜ k˜2
(
1 − 32 k˜ +
1
2 k˜
3
)
= 38 gρ
(
8β3 − 9β4 + 2β6
)
,
(10.8)
where β = min{1, λ√
2kF
}. Note that if λ > √2kF , then β = 1 and we get Eq. (10.7) back. In
Fig. 10.2 Eq. (10.8) is reproduced for dierent values of the cuto λ.
Analogously, for the second order contribution to the total energy, we can rewrite
Eq. (10.2) in terms of the relative momenta. We want to introduce the following new set
of variables:


k
k′
k′′

 =


1√
2
− 1√
2
0
1√
2
− 1√
2
√
2
1√
2
1√
2
0




k1
k2
q

 ⇒


k1
k2
q

 =


1√
2
0 1√
2
− 1√
2
0 1√
2
− 1√
2
1√
2
0




k
k′
k′′

 . (10.9)
The determinant for the Jacobian matrix of this transformation is 1. With this transfor-
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mation, the denominator in Eq. (10.2) reads
k1+ k2− k1+q− k2−q =
}2
2m

(
k′′ + k√
2
)2
+
(
k′′ − k√
2
)2
−
(
k′′ + k′√
2
)2
−
(
k′′ − k′√
2
)2
= − }
2
2m (k
′2 − k2).
(10.10)
Then, Eq. (10.2) becomes, expressing all the wave vectors in units of
√
2kF ,
∆E
A
= χ(ρ)
√
2
4pi3
∫
D (k ,k′,k′′)
d3kd3k′d3k′′
1
k′2 − k2 , (10.11)
where
D (k , k′, k′′) ≡
{
k , k′, k′′ ∈ R3 : k ≤ 1, k′′ ≤ 1,(k′′ + k < 1 ∩ k′′ − k < 1) ∪ (k′′ + k′ > 1 ∩ k′′ − k′ > 1)}
and
χ(ρ) = − 3
4pi6
mk7F g
2
}2ρ
.
In order to make a qualitative comparison between the results of Ref. [Mog+10] and
the present approach, we limit ourselves to the case in which the cuto on relative mo-
menta is larger than 2
√
2kF, being the calculations less cumbersome. The complete cal-
culation in this case is performed in appendix H. If λ is the cuto in units of
√
2kF, the
second order contribution to the total energy becomes
∆E
A
= χ(ρ)
{
− 11105 +
2
105 ln 2 +
2
35λ −
11
35λ
3 − 221λ
5 −
(
4λ5
5 −
4λ7
21
)
ln (λ)
+
(
1
35 −
λ4
3 +
2λ5
5 −
2λ7
21
)
ln (λ − 1)
−
(
1
35 −
λ4
3 −
2λ5
5 +
2λ7
21
)
ln (λ + 1)
}
.
(10.12)
We note that the part that is independent on λ is equal to the one in Ref. [Mog+10]. We
want now to study the behavior for λ  1. In this case, Eq. (10.12) can be rewritten as
∆E
A
= χ(ρ)
[
− 11105 +
2
105 ln 2 +
2
35λ −
11
35λ
3 − 221λ
5
−
(
1
35 −
λ4
3 +
2λ5
5 −
2λ7
21
) ( 1
λ
+ 1
2λ2
+ 1
3λ3
+ 1
4λ4
+ 1
5λ5
+ 1
6λ6
)
−
(
1
35 −
λ4
3 −
2λ5
5 +
2λ7
21
) ( 1
λ
− 1
2λ2
+ 1
3λ3
− 1
4λ4
+ 1
5λ5
− 1
6λ6
)]
= χ(ρ)
(
− 11105 +
2
105 ln 2 +
λ
9
)
. (10.13)
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Total energy at second order level for symmetric nuclear matter using SkP. Dierent cutos are used. In
particular the cuto Λ refers to the approach of Ref. [Mog+10] while the cuto λ refers to the present
approach.
Then, also the asymptotic behavior is equal to the one of Ref. [Mog+10].
In Fig. 10.3, it is depicted the total energy (mean-eld plus second order) calculated
using Eq. (10.12) and Eq. (8) of Ref. [Mog+10], for dierent values of the cuto. The two
calculations are almost indistinguishable when λ =
√
2Λ.
10.3 The renormalized interaction
The fact that in nuclear matter, due to translational invariance, it is possible to work en-
tirely in the momentum domain has greatly simplied the calculations in section 10.2.
However, since for a nite system only the space domain can be considered, the intro-
duction of cutos on relative momenta requires the modication of the interaction in
coordinate space, which eventually acquires a nite range. In order to perform this re-
formulation, we need to write the velocity independent part of the Skyrme force as a
non-local interaction:
V (r′1 , r
′
2 , r1 , r2) = g
( r1 + r2
2
)
δ3(r1 − r2)δ3(r1 − r′1)δ3(r2 − r′2) (10.14)
We want to write the interaction in the center of mass and relative motion frame of
reference, in order to have the possibility of introducing the relative momentum. The
change of the variables, having the determinant of Jacobian matrix equal to 1, is the fol-
lowing (
r (′)
R(′)
)
=

 1√2 − 1√21√
2
1√
2


(
r (′)1
r (′)2
)
⇒
(
r (′)1
r (′)2
)
=

 1√2 1√2− 1√
2
1√
2


(
r (′)
R(′)
)
. (10.15)
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In this way, the interaction (10.14) can be written as
V (r′,R′, r ,R) =
√
2
4 g
( R√
2
)
δ3(r)δ3(r′)δ3(R − R′)
=
√
2
4 g
( R√
2
)
v(r′, r)δ3(R − R′);
(10.16)
where g(R) = t0 + t36
[
ρ (R)
]α.
Computing the Fourier transform of Eq. (10.16), we get
v (k3 , k4 , k1 , k2) =
√
2
4
1
Ω
∫
d3Rd3R′ e
−i k3+k4√
2
·R′ g
( R√
2
)
δ3
(
R − R′) ei k1+k2√2 ·R
1
Ω
∫
d3rd3r′ e
−i k3−k4√
2
·r′v(r′, r)ei
k1−k2√
2
·r
=
√
2
4
1
Ω2
∫
d3R e
i k1+k2−k3−k4√
2
·R g
( R√
2
)
.
(10.17)
We can write k ≡ k1−k2√
2
and k′ ≡ k3−k4√
2
, so that
v(k′, k) = 1
Ω
∫
d3rd3r′ e−ik
′·r′v(r′, r)eik·r = 1
Ω
, (10.18)
If we want to introduce a cuto on initial and nal relative momenta, we compute the
Fourier anti-transformmultiplying Eq. (10.18) times two step functions θ(λ−k)θ(λ′−k′).
Here we want to distinguish the two cutos in order to be as much general as possible.
vλλ
′
(r′, r) = 1
Ω
∫
d3kd3k′ eik
′·r′v
(
k′, k
)
θ(λ − k)θ(λ′ − k′)e−ik·r
= (4pi)
2
Ω2

∑
lm
(−i) l
∫ λ
0
dk k2 jl (kr)
∫
dkˆYlm (kˆ)Y
∗
lm (rˆ)


∑
l′m′
(i) l
′
∫ λ′
0
dk′ k′2 jl′ (k′r′)
∫
dkˆ′Yl′m′ (kˆ
′)Y∗l′m′ (rˆ
′)


=16pi
2
Ω2
∫ λ
0
dkk2 j0(kr)
∫ λ′
0
dk′k′2 j0(k′r′)
= (4pi)
2
Ω2
Ω2
(2pi)6
λ2λ′2
rr′ j1(rλ) j1(r
′λ′)
= 1
4pi4
λ2λ′2
rr′ j1(rλ) j1(r
′λ′) (10.19)
−−−−−→
λ→+∞
λ′→+∞
16pi2
Ω2
Ω2
16pi2
δ3(r)δ3(r′) = δ3(r)δ3(r′)
by using Eq. (3.5) of Ref. [Meh11]. This vλλ′ (r′, r) is used instead of v(r′, r) in the evalu-
ation of the matrix elements of the interaction (10.16).
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10.4 The transformation to relative and center of mass wave functions
Since we are interested in the introduction of a cuto on the relative momenta, we have
to write the two-particle states used to compute the matrix elements of the interaction in
the center of mass and relative motion coordinate system. In a nite system, this trans-
formation can be performed analytically only for two particles in a harmonic oscillator
potential. For this reason, it is mandatory to expand the sp wave functions on a harmonic
oscillator basis.
Consider a two-particle state, |na la jama , nb lb jbmb〉, in a harmonic oscillator potential.
We can write the wave function of the single-particle state as
|nl jmτ〉 = ψmτnl jm (r) = i lRnl (βr)
[
Yl (rˆ) ⊗ χ 1
2
]
jm
ξτ , (10.20)
where β2 = mω} .
We want to couple the two particles to the total angular momentum JM:
|na la jamaτa , nb lb jbmbτb〉 =
∑
JMJ
〈 jama jbmb | JMJ〉|(na la jaτa , nb lb jbτb ) JMJ〉 (10.21)
In order to separate the two-particle wave function into the relativemotionwave func-
tion and the center of mass wave function, it is necessary to switch from the j– j coupling
scheme to the L–S coupling one.
|na la jamaτa , nb lb jbmbτb〉 =
∑
JMJ
ΛΣ
ΛˆΣˆ jˆa jˆb〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J

|[nanb , (la , lb )Λ, (12 ,
1
2 )Σ, τaτb]JMJ〉,
(10.22)
and writing explicitly the state |[nanb , (la , lb )Λ, ( 12 , 12 )Σ, τaτb]JMJ〉we get (in the follow-
ing, jˆ is a shorthand notation for
√
2 j + 1)
|na la jamaτa , nb lb jbmbτb〉 =
∑
JMJ
ΛΣ
ΛˆΣˆ jˆa jˆb〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J

|[nanb , (la , lb )Λ, (12 ,
1
2 )Σ, τaτb]JMJ〉
=
∑
JMJ
ΛΣ
i la+lb ΛˆΣˆ jˆa jˆb〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J
∑
MΛMΣ
〈ΛMΛΣMΣ | JMJ〉Rna la (βra )Rnb lb (βrb )[
Yla ⊗ Ylb
]
ΛMΛ
[
χ 1
2
(1) ⊗ χ 1
2
(2)
]
ΣMΣ
ξτa (1)ξτb (2)
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=
∑
JMJ
ΛΣ
i la+lb ΛˆΣˆ jˆa jˆb〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J
∑
MΛMΣ
〈ΛMΛΣMΣ | JMJ〉Rna la (βra )Rnb lb (βrb )∑
mlamlb
〈lamla lbmlb |ΛMΛ〉YlamlaYlbmlb∑
σaσb
〈12σa
1
2σb |ΣMΣ〉χσa (1)χσb (2)ξτa (1)ξτb (2)
=
∑
JMJ
ΛΣ
i la+lb ΛˆΣˆ jˆa jˆb〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J
∑
MΛMΣ
〈ΛMΛΣMΣ | JMJ〉∑
nlNL
MΛ(NLnl; na lanb lb )Rnl (βr)RNL (βR)∑
MlML
〈LML lMl |ΛMΛ〉YlMl (rˆ)YLML (Rˆ)∑
σaσb
〈12σa
1
2σb |ΣMΣ〉χσa (1)χσb (2)ξτa (1)ξτb (2)
(10.23)
=
∑
JΛΣ
∑
MΛMΣMJ
MlML
∑
σaσb
i la+lb (−) ja− jb+Λ+MΛ+Σ+MΣ+L+l Jˆ2Λˆ2Σˆ2 jˆa jˆb

la lb Λ
1
2
1
2 Σ
ja jb J
(
ja jb J
ma mb −MJ
) (
Λ Σ J
MΛ MΣ −MJ
) (
1
2
1
2 Σ
σa σb −MΣ
) (
L l Λ
ML Ml −MΛ
)
∑
nlNL
MΛ(NLnl; na lanb lb )Rnl (βr)RNL (βR)YlMl (rˆ)YLML (Rˆ)
χσa (1)χσb (2)ξτa (1)ξτb (2),
(10.24)
where we use the notation r = 1√
2
(r a − rb ) and R = 1√2 (r a + rb ). The quantities MΛ are
the Brody-Moshinsky coecients [Law80; BM96; Kam+01], which allow us to write the
wave functions to the center of mass and relative motion coordinate system.
10.5 The matrix element of the interaction
In this sectionwewant to compute thematrix elements of the Skyrme interaction, written
as in Eq. (10.14), between the two-particle states (10.24). Obtaining the actual matrix
elements betweenHF sp states is as simple asmultiplying by the corresponding harmonic
oscillator expansion coecients. We are interested in the antisymmetrized interaction
V¯ = V (1 − PMPσPτ), where PM is the Majorana exchange operator, Pσ = 1+σ(1)σ(2)2 and
Pτ = 1+τ(1)τ(2)2 are the spin and isospin exchange operators. Since we are dealing with a
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delta interaction (acting only in S waves), PM = 1.
V¯ = V (1 − PMPσPτ) = V
(3
4 −
1
4σ(1)σ(2) −
1
4τ(1)τ(2) −
1
4σ(1)σ(2)τ(1)τ(2)
)
. (10.25)
First, we compute the matrix elements not performing the transformation to center
of mass and relative coordinate system. The matrix element is derived in detail in ap-
pendix I. We indicate with the labels 0, σ, τ and στ the scalar-isoscalar, vector-isoscalar,
scalar-isovector and vector-isovector matrix elements of the interaction, respectively. We
use the notation:
F (τ) =

δτaτc δτbτd for 〈ab |V¯ |cd〉0,σ∑
µ (−)1+τa+τb+µ
( 1
2 1
1
2
τc µ −τa
) ( 1
2 1
1
2
τd −µ −τb
)
for 〈ab |V¯ |cd〉τ,στ
G (Σ) =

1 for 〈ab |V¯ |cd〉0,τ
(−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
for 〈ab |V¯ |cd〉σ,στ
N =

3
4 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
〈ab |V¯ |cd〉0,σ,τ,στ =N F (τ)
∑
JMJ
∑
ΣΛ
i−la−lb+lc+ld Jˆ2Λˆ2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi (−)
la−lb+lc−ld
G (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(−) ja− jb+ jc− jd
(
ja jb J
ma mb −MJ
) (
jc jd J
mc md −MJ
)
∫
dr r2Rna la (βr)Rnb lb (βr)g(r)Rnc lc (βr)Rnd ld (βr)
(10.26)
We are interested in the particle-particle angular-momentum-coupledmatrix element. In
general,
〈(αβ) JMJ |V¯ |(γδ) JMJ〉 =
∑
mαmβ
mγmδ
〈 jαmα jβmβ | JMJ〉〈 jγmγ jδmδ | JMJ〉〈αβ |V¯ |γδ〉
=
∑
mαmβ
mγmδ
(−) jα− jβ+ jγ− jδ Jˆ2
(
jα jβ J
mα mβ −MJ
) (
jγ jδ J
mγ mδ −MJ
)
〈αβ |V¯ |γδ〉
(10.27)
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Thus, the four terms in Eq. (10.26) become
〈(na la jaτa , nb lb jbτb ) JMJ |V¯ |(nc lc jcτc , nd ld jdτd ) JMJ〉0,σ,τ,στ =
=N F (τ)
∑
ΣΛ
i−la−lb+lc+ld Λˆ2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi (−)
la−lb+lc−ldG (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
∫
dr r2Rna la (βr)Rnb lb (βr)g(r)Rnc lc (βr)Rnd ld (βr)
(10.28)
10.6 The matrix element of the interaction in center of mass and rela-
tive coordinates
We can now compute the matrix elements of the interaction in the center of mass and
relativemotion coordinate system. In this case, theMajorana operator is non-trivial, since
the interaction can act not only in S waves. The exchange operator acts on a two-particle
state (10.24) in the following way.
|nb lb jbmbτb , na la jamaτa〉 = PMPσPτ |na la jamaτa , nb lb jbmbτb〉
=i la+lb jˆa jˆb
∑
JMJ
∑
ΛMΛ
∑
ΣMΣ
ΛˆΣˆ〈 jbmb jama | JMJ〉

lb la Λ
1
2
1
2 Σ
jb ja J
 〈ΛMΛΣMΣ | JMJ〉
Rnb lb (βr1)Rna la (βr2)
[
Ylb ⊗ Yla
]
ΛMΛ
[
χ 1
2
(1) ⊗ χ 1
2
(2)
]
ΣMΣ
ξτb (1)ξτa (2)
=i la+lb jˆa jˆb
∑
JMJ
∑
ΛMΛ
∑
ΣMΣ
ΛˆΣˆ〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J

〈ΛMΛΣMΣ | JMJ〉Rnb lb (βr1)Rna la (βr2)(−1) la+lb+Λ
[
Ylb ⊗ Yla
]
ΛMΛ∑
σaσb
〈12σa
1
2σb |ΣMΣ〉Pσ
[
χσa (1)χσb (2)
]
Pτ
[
ξτa (1)ξτb (2)
]
=i la+lb jˆa jˆb
∑
JMJ
∑
ΛMΛ
∑
ΣMΣ
ΛˆΣˆ〈 jama jbmb | JMJ〉

la lb Λ
1
2
1
2 Σ
ja jb J

〈ΛMΛΣMΣ | JMJ〉
∑
NLnl
MΛ(NLnl; nb lbna la )Rnl (βr)RNL (βR)
(−1) la+lb+Λ
∑
MLMl
〈LML lMl |ΛMΛ〉YlMl (rˆ)YLML (Rˆ)∑
σaσb
〈12σa
1
2σb |ΣMΣ〉Pσ
[
χσa (1)χσb (2)
]
Pτ
[
ξτa (1)ξτb (2)
]
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=i la+lb jˆa jˆb
∑
JMJ
∑
ΛMΛ
∑
ΣMΣ
∑
LML
∑
lMl
∑
Nn
∑
σaσb
(−1) la+lb−L Jˆ2Λˆ2Σˆ2

la lb Λ
1
2
1
2 Σ
ja jb J

(−1) ja− jb+Λ+MΛ+Σ+MΣ+L+lMΛ(NLnl; na lanb lb )
Rnl (βr)RNL (βR)YlMl (rˆ)YLML (Rˆ)(
ja jb J
ma mb −MJ
) (
Λ Σ J
MΛ MΣ −MJ
) (
1
2
1
2 Σ
σa σb −MΣ
) (
L l Λ
ML Ml −MΛ
)
Pσ
[
χσa (1)χσb (2)
]
Pτ
[
ξτa (1)ξτb (2)
]
,
that is equal to Eq. (10.24) except for the Pσ, Pτ operators and the phase factor (−1) la+lb−L.
The matrix element of the interaction is computed in detail in appendix I. We indicate
with the labels 0, σ, τ and στ the scalar-isoscalar, vector-isoscalar, scalar-isovector and
vector-isovector matrix elements of the interaction, respectively.
In the following, we use also the notation
F (τ) =

δτaτc δτbτd for 〈ab |V¯ |cd〉0,σ∑
µ (−)1+τa+τb+µ
( 1
2 1
1
2
τc µ −τa
) ( 1
2 1
1
2
τd −µ −τb
)
for 〈ab |V¯ |cd〉τ,στ
G (Σ) =

1 for 〈ab |V¯ |cd〉0,τ
(−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
for 〈ab |V¯ |cd〉σ,στ
N =

1 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
M (Li ) =

(
1 − 14 (−1) lc+ld−Li
)
for 〈ab |V¯ |cd〉0
(−1) lc+ld−Li for 〈ab |V¯ |cd〉σ,τ,στ
〈ab |V¯ |cd〉0,σ,τ,στ =
N F (τ)
∑
JMJ
∑
ΛΣ
Ll
i−la−lb+lc+ld (−) ja− jb+ jc− jd (−) lG (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J
 (10.29)
M (L)
Jˆ2Λˆ2Σˆ2 jˆa jˆb jˆc jˆd
lˆ
(
ja jb J
ma mb −MJ
) (
jc jd J
mc md −MJ
)
∑
niNi
n f N f
MΛ(N f Ln f l; na lanb lb )MΛ(NiLni l; nc lcnd ld )
∫
dRR2RN f L (
√
2βR)g(R)RNiL (
√
2βR)
∫
drdr′ r2r′2Rn f l (βr
′)vlm (r′, r)Rni l (βr)
We are interested in the particle-particle angular-momentum-coupledmatrix element
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dened in Eq. (10.27). Thus, the four terms in Eq. (10.29) become
〈(na la jaτa , nb lb jbτb ) JMJ |V¯ |(nc lc jcτc , nd ld jdτd ) JMJ〉0,σ,τ,στ =
=N F (τ)
∑
ΛΣ
Ll
i−la−lb+lc+ld (−) lM (L)G (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J

Λˆ2Σˆ2 jˆa jˆb jˆc jˆd
lˆ
∑
niNi
n f N f
MΛ(N f Ln f l; na lanb lb )MΛ(NiLni l; nc lcnd ld )
∫
dRR2RN f L (
√
2βR)g(R)RNiL (
√
2βR)∫
drdr′ r2r′2Rn f l (βr
′)vlm (r′, r)Rni l (βr)
(10.30)
10.6.1 The matrix element with the Skyrme interaction
In the case of the standard Skyrme interaction, the (lm)−coecients (see appendix J) are
vlm (r′, r) =
(−) l
lˆ
∑
m
∫
drˆdrˆ′
δ(r)δ(θ)δ(ϕ)
r2 sin θ
δ(r′)δ(θ′)δ(ϕ′)
r′2 sin θ′
Y∗lm (rˆ)Ylm (rˆ
′)
= (−)
l
lˆ
δ(r)
r2
δ(r′)
r′2
∑
m
lˆ√
4pi
lˆ√
4pi
δm ,0
= (−)
l lˆ
4pi
δ(r)
r2
δ(r′)
r′2
(10.31)
Let us consider the integral on the relativemomentum inEq. (10.30). We can introduce
the Skyrme interaction (10.19).
(−) l
∫
drdr′ r2r′2Rn f l (βr
′)vlm (r′, r)Rni l (βr) =
lˆ
4pi
∫
dr Rni l (βr)δ(r)
∫
dr′ Rn f l (βr
′)δ(r′)
= lˆ4piRni0(0)Rn f 0(0)
Since l = 0, i.e. the interaction acts only in S waves, the phase factor (−1) lc+ld−L = 1
from the property of the Brody-Moshinsky coecients (−1) l1+l2 = (−1)L+l . Accordingly,
the usual coecients for central, spin, isospin and spin-isospin matrix elements of the
interaction. It is worthwhile to redene the coecientN in this way:
N =

3
4 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
Then the matrix element reads
〈(na la jaτa , nb lb jbτb ) JMJ |V¯ |(nc lc jcτc , nd ld jdτd ) JMJ〉0,σ,τ,στ =
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=N F (τ)
∑
ΣL
i−la−lb+lc+ld
Lˆ2Σˆ2 jˆa jˆb jˆc jˆd
4pi G (Σ)

la lb L
1
2
1
2 Σ
ja jb J


lc ld L
1
2
1
2 Σ
jc jd J
∑
niNi
n f N f
ML (N f Ln f 0; na lanb lb )ML (NiLni0; nc lcnd ld ) (10.32)
Rni0(0)Rn f 0(0)
∫
dRR2RN f L (
√
2βR)g(R)RNiL (
√
2βR)
10.6.2 The matrix element with the renormalized interaction
For the renormalized interaction the (lm)−coecients (see appendix J) are
vλλ
′
lm (r
′, r) = 1
4pi4
λ2λ′2
rr′ j1(λr) j1(λ
′r′) (−)
l
lˆ
∑
m
∫
drˆ′drˆ Y∗lm (rˆ)Ylm (rˆ
′)
= 1
4pi4
λ2λ′2
rr′ j1(λr) j1(λ
′r′) (−)
l
lˆ
∑
m
4piδl ,0δm ,0
= 1
4pi3
λ2λ′2
rr′ j1(λr) j1(λ
′r′)δl ,0
(10.33)
Let us consider the integral on the relativemomentum inEq. (10.30). We can introduce
the renormalized interaction (10.19).
(−) l
∫
drdr′ r2r′2Rn f l (βr
′)vlm (r′, r)Rni l (βr) =
=
λ2λ′2δl ,0
pi3
∫
dr r2Rni l (βr)
j1(rλ)
r
∫
dr′ r′2Rn f l (βr
′)
j1(r′λ′)
r′
=
λ2λ′2δl ,0
pi3
∫
dr rRni0(βr) j1(rλ)
∫
dr′ r′Rn f 0(βr
′) j1(r′λ′)
Since l = 0, i.e. the interaction acts only in S waves, the phase factor (−1) lc+ld−L = 1
from the property of the Brody-Moshinsky coecients (−1) l1+l2 = (−1)L+l . According to
this, the usual coecients for central, spin, isospin and spin-isospin matrix elements of
the interaction. It is worthwhile to redene the coecientN in this way:
N =

3
4 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
Then the matrix element reads
〈(na la jaτa , nb lb jbτb ) JMJ |V¯ |(nc lc jcτc , nd ld jdτd ) JMJ〉0,σ,τ,στ =
=N F (τ)
∑
ΣL
i−la−lb+lc+ld Lˆ2Σˆ2 jˆa jˆb jˆc jˆdG (Σ)

la lb L
1
2
1
2 Σ
ja jb J


lc ld L
1
2
1
2 Σ
jc jd J

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λ2λ′2
pi3
∑
niNi
n f N f
ML (N f Ln f 0; na lanb lb )ML (NiLni0; nc lcnd ld ) (10.34)
∫
dRR2RN f L (
√
2βR)g(R)RNiL (
√
2βR)∫
dr rRni0(βr) j1(rλ)
∫
dr′ r′Rn f 0(βr
′) j1(r′λ′)
Note that Eq. (10.34) can be obtained from Eq. (10.32) by making the substitution:
1
4piRni0(0)Rn f 0(0) →
λ2λ′2
pi3
∫
dr rRni0(βr) j1(rλ)
∫
dr′ r′Rn f 0(βr
′) j1(r′λ′) (10.35)
10.7 Matrix elements of the interaction for Hartree-Fock
From the discussion of section 10.2 it follows that it is important to introduce a cuto
also at mean-eld level. We re-write here the matrix element of the HF Hamiltonian, as
discussed in section 2.1.3
h (α)ab = tab (10.36)
+
∑
β
εβ≤εF
∑
cd
c∗β,c〈ac |V¯ |bd〉cβ,d (10.37)
+ 12
∑
βγ
εβ,γ≤εF
∑
cd
e f
c∗β,cc
∗
γ,d〈cd |
∂V¯
∂c∗α,a
|e f 〉cβ,e cγ, f , (10.38)
where the Greek letters represent the set of quantum number which identify a sp state
and the Latin letters indicate the harmonic oscillator basis quantum number. The explicit
expression for the term (10.36) can be easily found in Ref. [Ber72]. The second term (10.37)
can be written using Eq. (10.34). Nevertheless, the expression can be further simplied
because of two simple considerations [VB72]:
• we are dealing with even-even nuclei, thus the matrix elements of the operator
σ(1)σ(2) vanishes;
• there is no charge mixing of the HF states, so the isospin exchange operator Pτ
reduces to a Kronecker delta.
With these simplications and by using the orthogonality relations for the 9− j symbol
[BS94], we get∑
β
εβ≤εF
∑
cd
c∗β,c〈ac |V¯ |bd〉cβ,d =
∑
β
εβ≤εF
∑
cd
∑
J
Jˆ2
jˆ2α
c∗β,c〈(ac) JM |V¯ |(bd) JM〉cβ,d
=
∑
β
εβ≤εF
∑
cd
c∗β,ccβ,d
∑
L
∑
niNi
n f N f
Lˆ2 jˆ2β
lˆ2α lˆ2β
ML (N f Ln f 0; alαclβ)ML (NiLni0; blαdlβ)
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×
(
1 − 12 δqα ,qβ
) ∫
dRR2RN f L (
√
2βR)g(R)RNiL (
√
2βR) (10.39)
× λ
2λ′2
pi3
∫
dr rRni0(βr) j1(rλ)
∫
dr′ r′Rn f 0(βr
′) j1(r′λ′).
Following the same strategy, the last term (10.38), which is the rearrangement term,
can be written as
1
2
∑
βγ
εβ,γ≤εF
∑
cd
e f
c∗β,cc
∗
γ,d〈cd |
∂V¯
∂c∗α,a
|e f 〉cβ,e cγ, f
=12
∑
βγ
εβ,γ≤εF
∑
cd
e f
c∗β,cc
∗
γ,dcβ,e cγ, f (10.40)
×
∑
L
∑
niNi
n f N f
Lˆ2 jˆ2γ jˆ2β
lˆ2γ lˆ2β
ML (N f Ln f 0; clβdlγ)ML (NiLni0; elβ f lγ)
×
(
1 − 12 δqγ ,qβ
) ∫
dRR2RN f L (
√
2βR)g′(R)RNiL (
√
2βR) (10.41)
× λ
2λ′2
pi3
∫
dr rRni0(βr) j1(rλ)
∫
dr′ r′Rn f 0(βr
′) j1(r′λ′),
where g′(R) = t3α24piRalα (βR)Rblα (βR)ρ
α−1(R).

Chapter 11
Numerical results
In this chapter we present our results for the total energy of 16O, computed including the
contributions up to second order, already discussed in section 7.1.1. This attempt can be
considered as a natural continuation of thework done in nuclearmatter in Refs. [Mog+10;
Mog+12a]. A simplied Skyrme interaction is used, namely, the velocity independent
part of the SkP parameterization (in the following we refer to it simply as SkP), without
the Coulomb, the spin-orbit and without any tensor interaction.
From the discussion in chapter 10, we expect that the total energy diverges: the fea-
tures of the divergence are analyzed in section 11.3. In order to avoid this behavior, we
want to introduce a cuto on the relative momenta of the particles included in the model
space as explained in chapter 10. Therefore, it is more convenient to write the second
order contribution to the total energy with particle-particle, rather than particle-hole,
angular-momentum-coupled matrix elements. The former is related to the latter by a
purely geometric transformation, known as Pandya relation (see e.g. Refs. [BM69])
〈(ab) J |V |(cd) J〉 =
∑
J′
(2J′ + 1)(−) jc+ jd+J
{
ja jc J′
jd jb J
}
VJ′ (abcd).
Therefore, Eq. (7.20) becomes
∆E = 14
∑
pp′
hh′ J
(2J + 1) 〈(pp′) J |V |(hh′) J〉2
h + h′ − p − p′ . (11.1)
The divergence is caused by the fact that there is no upper limit in the energy of the
particle states included in the model space used for the calculation. Instead of putting
a somewhat arbitrary cuto on the energy of the particles in the model space, we want
to introduce a cuto on the relative momentum of the particles in the initial and nal
states of the matrix elements of the interaction, applying the same procedure used in
innite matter (see chapter 10) and compute the second order total energy for dierent
model spaces. We recall here that the cuto Λ considered when treating the divergence
in nuclear matter is related with the cuto λ on the relative momentum of the particles
used in nite nuclei by λ =
√
2Λ (see section 10.2).
Our nal goal is to perform a calculation of the total energy of the system includ-
ing contributions up to second order beyond the mean-eld using the interactions SkPΛ,
tted in nuclear matter and listed in Table 10.1, in order to check whether the retted
interactions are able to cure or at least reduce the divergence of this observable. If these
retted interaction were successfully usable in nite systems, we would obtain a value
for the second order total energy equal to the one obtained at mean-eld level.
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Figure 11.1
Mean-eld total energy EMF as a function of the harmonic oscillator parameter β (lower axis) or the shell
gap }ω (upper axis). Each line represents values obtained with a dierent maximum value of the har-
monic oscillator principal number nmax, as reported in the legend.
Following the discussion in section 10.2, it is clear that the cuto on the relative mo-
menta of the particles should be introduced at mean-eld as well as beyond mean-eld
level, thus the practical calculations are based on the following steps:
1. Solution of the HF equations on a harmonic oscillator basis. The dimension of the
basis will be discussed in the following. In the matrix elements of the interaction,
the cuto is included.
2. Computation of the second order contribution (11.1), introducing in the matrix el-
ements the same cuto used at mean-eld level.
We set the same cuto λ on relative momenta on initial and nal states of the matrix
elements of the interaction. Note that this calculations are self-consistent, in the sense
that the same interaction is used at mean-eld and beyond mean-eld level. However,
we do not solve iteratively the Dyson equation for the sp propagator considering the
Hartree-Fock and the second order self-energy at the same level: we add the second order
correction on top of Hartree-Fock, thus in a perturbative way. The consequences of this
will be discussed in section 11.5.
11.1 The harmonic oscillator basis parameters
The rst step of our approach is the solution of the HF equations on a harmonic oscillator
basis, which depends on two parameters: the harmonic oscillator parameter β =
√mω
} ,
related to the shell gap }ω; and nmax, the maximum number of the harmonic oscillator
principal quantum number used in the expansion. Fig. 11.1 gives an illustration of the
variation of the mean-eld total energy when the two parameters of the basis are var-
ied and no cuto is introduced. We recall that the total energy of 16O is 127.619MeV
[Wan+12], even if we know that we cannot converge to this value since only a part of the
Skyrme interaction is used in the present model and we do not want to ret it at this
stage.
The energy decreases when nmax increases, which reects the fact that in this way the
variational space is enlarged. The exact solution is not expected to be reached unless nmax
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Figure 11.2
Mean-eld total energy EMF as a function of the cuto λ. The black curve represent the HF total energy
obtained with the SkP interaction and the cuto λ is introduced. The red curve shows the same quantity,
computedwith the renormalized SkPΛ interactions. The green dashed curve represents as a reference the
value of the HF total energy E0 obtained with the SkP interaction and no cuto included, while the black
dotted curve identies the zero of the binding energy.
becomes innite, but it is well known that a relatively small basis (nmax ≈ 10) allows a
fairly good description of the ground state wave functions for nuclei as heavy as 208Pb
[BG77]. For a given value of nmax the energy exhibits in general a minimum when β
varies. As nmax increases, the energy becomes more andmore independent on the choice
for β. In general, a reasonable value for β is the one for which the harmonic oscillator
potential resembles a standard Woods-Saxon potential.
Since we want to use the same basis for the calculations with cutos up to 3 fm−1, we
use a larger value for nmax (nmax = 10) and a smaller one for β (β = 0.5 fm−1) than the
ones which give a deeper minimum in the total energy (the optimal β would be around
0.75 fm−1 and nmax = 8 would be enough), with an error of about 300 keV. The reason
will become clear in the following.
11.2 Mean-eld energy and density
In Fig. 11.2 we show the results for the mean-eld total energy. In particular the dashed
line corresponds to the value of the HF total energy E0 obtained with the SkP interaction
when no cuto is included. The black solid line represent the total energy of the system
when the SkP interaction is used and a cuto λ is introduced in the matrix elements of
the interaction. As expected, for large enough cutos the energy converges to E0. This
happen when λ '
√
2kF ≈ 1.8 fm−1, in agreement with what was found in section 10.2.
On the other hand, for small values of the cuto the energy of the system drops and the
system becomes more dilute, e.g. if λ = 0.2 fm−1 the mean square radius of the nucleus is
around 10 fm. A qualitative explanationmay be the following: the introduction of a cuto
λ in the momentum space on the relative momentum between two particles implies that,
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Figure 11.3
Density proles obtained with the SkPΛ interactions. For small and large values of the cuto the density
indicates that the system is dilute.
in the coordinate space, the two particles cannot get closer than ≈ 1λ . If λ ∼ 0.2−0.4 fm−1,
then 1λ ∼ 2.5−6.2 fm and the two particles can feel only the tail of the mutual interaction.
The red curve in Fig. 11.2 represents the total energy of the system when the SkPΛ
interactions are used for each cuto. For small values of the cuto the energy does not
change because the parameters of the corresponding SkPΛ are barely modied. At the
opposite extreme, for large values of the cuto, the fact the particles can be packed in a
smaller volume is balanced by the fact that their mutual interaction becomes weaker and
the net eect is that the system is less bound. This behavior is reected in the densities,
which are represented in Fig. 11.3. The curves corresponding to large and small cutos
describe a dilute system, while for intermediate values of the cuto the density prole
does not qualitatively dier from the one obtained with a standard Skyrme interaction.
For this reasonwe expect that ourmodel can give reasonable results only for intermediate
values of the cuto, where the densities do not dier toomuch from the density obtained
with the original SkP interaction.
11.3 Divergence of the second order energy as a function of the model
space
In this section we want to explore the dependence of the second order contribution to
the total energy on the maximal energy εmaxp of the particles in the model space. Since
we do not expect the qualitative trends to be modied by the method used in the com-
putation, we solve the usual SHF equations in a box using the code of Ref. [Col+13] and
we compute the second order contribution to the total energy on top of it. In Fig. 11.4, we
plot the second order contribution to the total energy as a function of the particle model
space. As expected, the second order energy diverges and the divergence seems to be
linear in this energy range. Incidentally, we can also analyze the dependence on the di-
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Figure 11.4
Second order contribution to the total energy∆E as a function of themaximumenergy εmaxp of the particles
in the model space. Dierent colors correspond to dierent values of the quantization box radius from 8
to 30 fm in steps of 2 fm.
mension of the quantization box used. Each curve corresponds to dierent values of the
radius of the box, from 8 to 30 fm in steps of 2 fm: all the curves lie on top of each others.
The radius of the box does not qualitatively change the trend of ∆E as a function of the
particle energy cuto (quantitatively, the variations are below few percents). This result
can be explained as follows. Let us x the model space. Enlarging the quantization box,
the number of states below the energy cuto increases. Moreover, while the hole wave
functions are basically the same since they are governed by the potential well, the particle
wave functions are stretched outside the potential well. Because of that, the matrix ele-
ments of the interaction should decrease because the overlap between hole and particle
wave functions decreases.
11.4 The total energy at second order
In Fig. 11.5 the total energy up to second order (i.e. EMF+∆E) is drawn as a function of the
maximum energy εmaxp for the particles, for dierent values of the cuto λ on the relative
momenta. In the plot, the dashed line represent themean-eld total energy E0, computed
with the SkP interaction. If the interactions, renormalized in the innite system, were
successfully usable in nuclei, all the curveswould collapse onto the dashed line for values
of εmaxp larger than some critical energy. Although this does not happen in our case, we
can identify a window in εmaxp (above 80MeV) and λ (between 0.99 and 1.77 fm−1) in
which the total energy of the system converge to a given value with an error of about
10−15%. FromFig. 11.6we can reach the same conclusion. The above-mentionedwindow
here is recognized by the fact that for energies larger than 80MeV all the curves lie on top
of each other.
Figs 11.7-11.8 gathers all the information together in a 3D plot (Fig 11.7) and a density
plot (Fig 11.8): the fact that the total energy convergeswhen εmaxp ' 80MeV is represented
in Fig 11.7 by the dark valley and by the dark area in Fig 11.8. A further ne tuning of
the parameters of the interaction could be eventually performed to enlarge this valley to
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Figure 11.5
Total energy total energy EMF + ∆E as a function of the energy cuto εmaxp of the particles in the model
space, computed with the retted interaction, for dierent values of the cuto λ. The red dashed line
indicates the mean-eld energy computed with the SkP∞ interaction.
Figure 11.6
Total energy total energy EMF + ∆E as a function of the cuto λ, computed with the retted interaction,
for dierent values of the cuto on the maximum energy of the particles in the model space.
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Figure 11.7
Total energy EMF+∆E as a function of the cuto λ and the energy cuto εmaxp of the particles in the model
space, computed with the retted interaction.
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Density plot of total energyEMF+∆E as a function of the cuto λ and the energy cuto εmaxp of the particles
in the model space, computed with the retted interaction. Lower values of the total energy correspond
to the darker regions.
neighbouring values of the cuto and, more importantly, to re-obtain the value E0 for the
total energy up to second order.
11.5 Limitations of the model
The reason why the energy of the system at second order level with dierent SkPΛ in-
teractions (corresponding to dierent cutos λ =
√
2Λ) diers from the Hartree-Fock
energy E0 obtained with the SkP interaction are examined in this short section. At least
two possible causes can be identied.
First, in our model a simplied Skyrme interaction is used, in which only the t0 and t3
parts are considered, without Coulomb and spin-orbit interactions. Therefore, the eects
of the presence of nuclear surface, which plays a crucial role inmany phenomena, are not
taken into account properly, due to the lack of the velocity-dependent terms. Although
we expect the Coulomb interaction not to change qualitatively the results presented here,
fromRef. [Mog+12a], inwhich the problem of divergences has been successfully attacked
in nuclear matter using the complete Skyrme interaction, it is clear that the velocity-de-
pendent and the spin-orbit terms of the Skyrme could change deeply our results. How-
ever, in any case, a further adjustment of the parameters of the interactions is mandatory
in order to take into account the fact that the nucleus is a nite system.
Moreover, we treat the problem in a perturbative way, adding the second order cor-
rection to the total energy on top of a Hartree-Fock diagonalization. For some region
of the cuto, namely λ < 0.5 fm−1 and λ > 2.1 fm−1, the biding energy of the system
turns to positive values when the SkPΛ interactions are used: this is a clear evidence that
the problem cannot be attacked in a perturbative way in that region. The reason is that
the interaction for those values of the cuto is too weak and the system resembles a gas
of nucleons. However, also for intermediate values of the cuto, the fact that the density
proles derived from theHF procedurewith the SkPΛ interactions do not dier toomuch
from the density obtained with the original SkP interaction is not enough in general to
claim that the problem can be attacked in a perturbative way. For these reasons, at least
for cutos λ < 0.5 fm−1 and λ > 2.1 fm−1, a completely self-consistent solution of the
Dyson equation for the sp propagator considering together the HF and the second order
self-energy is compulsory.
Conclusions and outlook
In this thesis, our intention has been twofold: on the one side, in part I, to analyze in
the standard fully self-consistent Skyrme-Hartree-Fock plus RPA approach the features
of some nuclear excitations which have been experimentally studied lately; on the other
side, in parts II-III, to implement a beyondmean-eldmicroscopic consistent framework,
based on the particle-vibration coupling idea, to compute some exclusive and inclusive
properties of giant resonances. This last part has led us to face the problem of the diver-
gences that rise when zero-range eective interactions, like the Skyrme force, are used in
beyond mean-eld theories.
In part I, some results at mean-eld level have been presented. In particular, we fo-
cused on the pygmy dipole strength and on the IVGQR.
The low-lying part of the isovector and isoscalar dipole spectrum has been studied
in detail in 68Ni, 132Sn and 208Pb, removing in an accurate way the spurious state, with
three Skyrme interactions having dierent isovector properties. In both the isoscalar and
isovector channel, the pygmy dipole strength is more prominent and lies at a higher en-
ergy in the case of the SkI3 interaction, which is the one with higher value for the L
parameter, i.e. the slope of the symmetry energy at saturation density. While in the
isovector channel the strength in the pygmy peak is one order of magnitude smaller than
the corresponding IVGDR, in the isoscalar spectrum, the strength of the low-lying peak
is comparable to that of the ISGDR. The study of the transition densities claries some
features of the pygmy state: around the surface it is mainly isoscalar rather than isovec-
tor; the neutron contribution has a tail that extends beyond the surface and eventually,
the behavior in the interior part of the nucleus (which is more dicult to probe in ex-
periments) is more complicated. This picture is conrmed by the study of the isovector
response function in which only the RPA states that are 70% isoscalar in the outermost
part of the nucleus are considered. A rst qualitative indication of the collectivity comes
from the strength in single-particle units: the isovector strength is between 2 and 6 sp
units, being not enough to completely characterize the nature of the state; on the other
hand 15-20 sp units contribute to the isoscalar strength. The study of the particle-hole
excitations contributing to the RPA peak gives a deeper insight into the collectivity of
the state. The most important contributions come from the neutrons in the outermost
orbitals and, although more or less equal in number in the isovector and isoscalar case,
only in the latter almost all the excitations sum up coherently. Then, we have been able
to conclude that in our model the pygmy strength has a collective nature in the isoscalar
channel, being less collective in the isovector one.
The study of the IVGQR in 208Pb, triggered by some recent results obtained at theHI~γS
facility, has been performed with both Skyrme interactions and covariant Lagrangians.
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All the models predict for the resonance a predominant isovector nature at the surface
and a non-negligible isoscalar contribution in the interior of the nucleus. A macroscopic
model for the excitation energy of the IVGQR has been proposed. According to this, the
energy of the IVGQR is related to the eective mass and to the symmetry energy at the
subsaturation density of 0.1 fm−3. Since it is well known (and it has been conrmed also
in this work) that the excitation energy of the ISGQR is related to the eective mass, it is
possible to express the symmetry energy at subsaturation density as a function of the ex-
citation energy of both isoscalar and isovector GQRs, which are purely experimental ob-
servables. Using a Skyrme (SAMi) and a covariant (DD-ME) family of systematically var-
ied functionals, a strong correlation between [(EIVGQR)2−2(EISGQR)2]/J and∆rnp is found
for the two families of EDFs considered in this work. Although quite interesting, this re-
sult has some degree ofmodel dependence. Thismeans that data on the excitation energy
of the ISGQR and the IVGQR may be used to determine the neutron skin thickness of a
heavy nucleus and the slope of the symmetry energy at saturation. With this approach
we have obtained for the neutron skin thickness of 208Pb the value ∆rnp = 0.14± 0.03 fm,
and for the slope parameter of the symmetry energy L = 37 ± 18MeV. These values are
compatible with previous estimates [Tsa+12; LL13].
In part II, we have presented a microscopic particle-vibration coupling model using
the Skyrme interaction which has allowed us to implement and compute two important
observables related to giant resonances: the spreading width and the γ-decay width. In
our model, therefore, there is no parameter to be adjusted to experimental data, once
the Skyrme functional has been chosen. This is the rst time in which such microscopic
approach is fully edged including also the velocity dependent term of the Skyrme in-
teraction to obtain both an exclusive property (the spreading width) and an inclusive one
(the γ decay).
In particular, we have computed the lineshape of the ISGQR and IVGQR in 208Pb,
obtaining that the energy centroid of the resonance is shifted downwards towards the
experimental energy in both cases and that the spreading widths are consistent with
the experimental ndings: for the energy centroid our theoretical results are EISGQR =
11.3MeV and EIVGQR = 22.0MeV, while for the spreading width Γ↓ISGQR = 2.3MeV and
Γ↓IVGQR = 4.0MeV.
The γ-decay width is a more exclusive observable which was studied in the past
decades using only phenomenological models. In this work, we have treated the ground-
state decay within the fully self-consistent RPA and the decay to low-lying collective vi-
brations at the lowest contributing order of perturbation theory beyond RPA. We have
applied our model to the decay of the ISGQR in 208Pb and 90Zr into the ground state and
the rst low-lying octupole vibration. In particular, in 208Pb, in the case of the ground-
state decay, our outcomes are consistent the experimental ndings. In particular, all the
Skyrme parameterizations give a γ-decay width to the ground state of the order of hun-
dreds of electronvolts, though, at the same time, they tend to overestimate it: these dis-
crepancies are due to the fact that the energy of the resonance does not completely agree
with the experimental data. For this reason, we have concluded that the γ decay to the
ground state is not so able to discriminate between dierent models, at least not more
than any other inclusive observables (as energy and strength). However, the decay to
low-lying collective states is more sensitive to the interaction used. As a matter of fact,
although all the interactions agree that the decay width is only few percent of the ground
state decay width, as the experiment indicates, only two interactions (namely SLy5 and
SkP) manage to achieve a decay width of few electronvolts, consistently with the experi-
mental nding. Actually, it should be recognized that it is just remarkable that Skyrme in-
teractions can reproduce the order of magnitude (few eV) of this exclusive observable, in
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keeping with the fact that these functionals are tted to reproduce basically macroscopic
properties of nuclei at the scale of hundreds of keV or MeV. In particular, the descrip-
tion of the dipole spectrum is a crucial point because small dierences in the strength
of the dipole states, introduced as intermediate states, change signicantly the polariza-
tion of the nuclear medium. For 90Zr, the general conclusion is similar: the γ decay to
low-lying collective states seems to be a good observable to test the quality of dierent
Skyrme models, being very sensitive to the description of the polarization of the nuclear
medium.
This model can be applied to the γ decay of GRs of other multipolarities as far as
doubly closed shell nuclei are considered. However, a further improvement of the model
may be envisaged for applications to open shell nuclei, which require the inclusion of the
eects of pairing [Sch+13].
Eventually, in part III of this thesis we have reported on the present attempts to over-
come the main limitation of the results of part II, viz. the employment of interactions
tted at mean-eld level in a higher order framework. As a matter of fact, tting the
interaction at mean-eld level would include in an uncontrolled way the beyond mean-
eld correlations, possibly introducing a double counting when those correlations are
explicitly introduced. The other main issue of the aforementioned results is the fact that
when zero-range interactions are used in a beyond mean-eld framework, divergences
arise. This problemhas been solved often in an unsatisfactoryway, including a somewhat
arbitrary cuto in the model space. The t of an interaction at beyond mean-eld level
which can properly renormalize the divergences including a cuto has been successfully
done in nuclear matter [Mog+10; Mog+12a]. In this work, we have presented a possible
way to connect the uniform system to nuclei. Introducing a cuto λ on relative momenta
(dened as k1−k2√
2
) of the initial and nal states entering thematrix elements of the interac-
tion, it is possible to use for applications to nite nuclei the interactions retted in nuclear
matter for each value of λ.
To test our model we have computed the total energy of 16O up to second order in
perturbation theory, with a simplied Skyrme interaction. We have found a window in
λ (between 0.99 and 1.77 fm−1) and in the energy cuto imposed on the particle states
in the model space (above 80MeV), in which the total energy of the system converges,
when retted interactions are used. If the retted interactions could be used in nuclei
without any further parameter adjustment, we would expect to nd the same value for
the energy up to second order and at mean-eld level. Nevertheless, in our case the
second order total energy is larger than the one obtained inHartree-Fock. A ne tuning of
the parameters of the interactions should be actually envisaged because it is well known
that the surface of a nite system plays a crucial role. As a matter of fact, our promising
result is so far obtained by using a simplied Skyrme force that does not include the
velocity-dependent terms.
The main limitations and possible future improvements of this model has been ad-
dressed already in section 11.5. Herewe add only the fact that the problem of divergences
of the second order contribution to the total energy has been chosen as a springboard for
the problem of divergences which rise when particle-vibration coupling corrections are
included in the model. The renormalization of these last correlations would be of great
importance to obtain a successful interaction, tted at PVC level, that hopefully can bet-
ter describemany experimental ndings and improve the predictive power of the nuclear
mean-eld theory. Indeed, generally speaking, the problems associated to the renormal-
izability of zero-range forces, and the possibility of their ret, are still to a large extent
unexplored [MGvK14]; thus this thesis constitutes a step forward in a basically uninves-
tigated territory.

Appendices

Appendix A
Matrix element of an excitation operator in RPA
In this appendix we would like to derive the expression (3.31) for the matrix element of
a transition operator at RPA level.
Let Fλµ be a generic one-body operator Fλµ =
∑
αβ F
λµ
αβ c
†
αcβ. We recall here the expres-
sion for a generic RPA state in the angular-momentum-coupled formalism:
|mJM〉 = Γ†m ( JM) |0〉 =
∑
ph
[
XmJph A
†
ph ( JM) − YmJph Aph
(
J˜M
)]
|0〉,
with
A†ph ( JM) =
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉a†jpmp a jhmh
Aph
(
J˜M
)
=
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉a†jhmh a jpmp
We have to make the following approximation, due to the fact we are using RPA to
treat the collective phonons
a = 〈mJM |Fλµ |0〉 ' 〈0|
[
Γm ( JM) , Fλµ
]
|0〉
where the commutator is[
Γm ( JM) , Fλµ
]
=
∑
ph
XmJph
[
Aph ( JM) , Fλµ
]
− YmJph
[
A†ph
(
J˜M
)
, Fλµ
]
= a1 + a2
These commutators must be evaluated at the same level of approximation as in the RPA,
that is using the quasi-boson commutation relation, reported in Eq. (3.6). The rst com-
mutator reads[
Aph ( JM) , Fλµ
]
=
∑
mpmh
αβ
(−) jh−mh 〈 jpmp jh − mh | JM〉Fλµαβ
[
a†jhmh a jpmp , a
†
αaβ
]
=
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉Fλµph
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while the second one is[
A†ph
(
J˜M
)
, Fλµ
]
=
∑
mpmh
αβ
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉Fλµαβ
[
a†jpmp a jhmh , a
†
αaβ
]
= −
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉Fλµhp
In both these expressions the labels h and p stand for jhmh and jpmp respectively.
We are interested in the reduced matrix element, that can be evaluated through the
Wigner-Eckart theorem
〈mJM |Fλµ |0〉 = 1√2J + 1 〈00λµ| JM〉〈mJ‖Fλ‖0〉 =
1√
2J + 1
δ JλδMµ〈mJ‖Fλ‖mJ〉,
hence
〈mJ‖Fλ‖0〉 =
√
2J + 1δ JλδMµ〈mJM |Fλµ |0〉 (A.1)
The Wigner-Eckart theorem should be used to evaluate the reduced matrix elements
corresponding to Fλµph and F
λµ
hp as well.
Fλµph = 〈 jpmp |Fλµ | jhmh〉 =
1√
2 jp + 1
〈 jhmhλµ| jpmp〉〈 jp |Fλ‖ jh〉
= (−)
jh−mh√
2λ + 1
〈 jpmp jh − mh |λµ〉〈 jp ‖Fλ‖ jh〉
Fλµhp = 〈 jhmh |Fλµ | jpmp〉 =
1√
2 jh + 1
〈 jpmpλµ| jhmh〉〈 jh ‖Fλ‖ jp〉
= (−)
jp−mp
√
2λ + 1
〈 jpmp jh − mh |λ − µ〉〈 jh ‖Fλ‖ jp〉
The contribution to the reducedmatrix element (A.1)which includes the forward RPA
amplitudes is
a1 =
∑
ph
mpmh
XmJph 〈 jpmp jh − mh | JM〉〈 jpmp jh − mh | JM〉〈 jp ‖FJ ‖ jh〉 =
∑
ph
XmJph 〈 jp ‖FJ ‖ jh〉 (A.2)
The contribution that includes the backward RPA amplitudes is
a2 =
∑
ph
mpmh
(−) J+ jh+ jpYmJph 〈 jpmp jh − mh | J −M〉〈 jpmp jh − mh | J −M〉〈 jh ‖FJ ‖ jp〉
=
∑
ph
YmJph 〈 jp ‖FJ ‖ jh〉
(A.3)
In Eq. (A.2) and Eq. (A.3) the orthogonality relation for the Clebsch-Gordan coecients
has been used.
By summing the two contribution, we get the expression for the reduced transition
probability of Eq. (3.31).
Appendix B
Particle-hole Conjugation
In the rst approximation, the ground state of a nucleus is assumed to be a set of com-
pletely lled single-particle levels. For a spherically symmetric system, these single-par-
ticle states can always be characterized by the quantum numbers |α〉 = |nl jm j〉 with
j = |l ± 12 |. The parity of these states is (−) l . The ground (vacuum) state of Hartree-Fock
theory can be written, in second quantization, as
|0〉HF =
A∏
i=1
c†i |0〉F
We can then dene the operators corresponding to the particle-hole vacuum separately
below and above the Fermi surface. The orbitals above the Fermi surface are particle or-
bitals and those below are hole orbitals. The particle’s creation and annihilation operators
(a† , a) and the hole’s creation and annihilation operators (b† , b) are
ck = θ (k − F)ak + θ (F − k)b†k
c†k = θ (k − F)a†k + θ (F − k)bk
(B.1)
The particle state associated with the operators (a† , a) is
|k〉 = a†k |0〉HF
while the one corresponding to the operators (b† , b) is indicated as
|k−1〉 = b†k |0〉HF.
From the anti-commutation relations of the operators (c† , c), i.e. {ci , c†j } = δi , j and
zero otherwise, similar relations for (a† , a) and (b† , b) can be derived:
{ci , c†j } = δi , j
= {θ (i − F)ai + θ (F − i)b†i , θ ( j − F)a†j + θ (F − j)b j }
= θ (i − F) θ ( j − F){ai , a†j } + θ (F − i) θ (F − j){b†i , b j }
+ θ (i − F) θ (F − j){ai , b j } + θ ( j − F) θ (F − i){b†i , a†j }.
Therefore, 
{ai , a†j } = δi , j
{ai , a j } = 0 = {a†i , a†j }
if i , j > F (B.2)
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
{bi , b†j } = δi , j
{bi , b j } = 0 = {b†i , b†j }
if i , j < F (B.3)
because θ (i − F) θ (F − j) and θ ( j − F) θ (F − i) vanish when i = j due to the properties
of the step function, while do not vanish when i , j and then {ai , b j } and {b†i , a†j } must
be zero for i , j.
The quantum numbers of a hole state are related to those of the annihilated particle
by time reversal conjugation. In fact, to produce a hole state with angular momentum
jm (or linear momentum p), we must remove a particle with quantum numbers j − m
(or −p). To be more explicit, the time reversal operatorT acting on a single-particle state
| jm〉 changes the sign of the projection of the angular momentum leading to
T | jm〉 = (−)p+m | j − m〉. (B.4)
The m-dependence of the phase is necessary to maintain the correct angular momentum
transformation properties but the phase p can be chosen in various ways. We choose it
according to Ref. [BM69], i.e. p = j. Then, the operation
b†jm |0〉HF = (−) j+ma j−m |0〉HF
creates a hole state with angular momentum quantum numbers ( j,m).
Them-dependent phase in Eq. (B.4) guarantees that the operator b†i creates a holewith
angular momentum ( j,m), which may be proved by showing that b†i is an irreducible
tensor operator of rank j and component m. It is rst necessary to construct the angular-
momentum operator for the system
Jˆ =
∑
αβ
〈α | J |β〉c†αcβ
=
∑
nl jmm′>F
〈 jm | J | jm′〉a†nl jmanl jm′ +
∑
nl jmm′<F
〈 jm | J | jm′〉(−) j+mbnl j−m (−) j+m
′
b†nl j−m′
(B.5)
where the second line follows because the single-particle matrix elements of J are diag-
onal in {nl j} and independent of n and l. The last two operators can be written
(−) j+mbnl j−m (−) j+m
′
b†nl j−m′ = (−)m−m
′
(δmm′ − b†nl j−mbnl j−m′),
and the rst term in parentheses makes no contribution because∑
m
〈m | J |m〉 = zˆ
∑
m
m = 0
Furthermore, the Wigner-Eckart theorem shows that the matrix element of J1q satis-
es 〈 jm | J1q | jm′〉 = (−)m′−m+1〈 j−m′ | J1q | j−m〉. With the change of summation variables
(m ,m′) → (−m′, −m), the angular momentum operator nally becomes
Jˆ =
∑
nl jmm′>F
〈 jm | J | jm′〉a†nl jmanl jm′ +
∑
nl jmm′<F
〈 jm | J | jm′〉b†nl jmbnl jm′ (B.6)
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The proof that b†i is a tensor operator now follows immediately from the relations
[ Jˆ , b†i ] =
∑
kl
〈k | J |l〉[b†kbl , b†i ] =
∑
kl
〈k | J |l〉δlib†k =
∑
mk
〈 jmk | J | jmi〉b†jmk .
In general, the basic relation between particles and holes can be written in the form
b†i = a i˜
bi = a
†
i˜
(B.7)
where |i−1〉 = T |i〉 is the time reverse of the state |i〉. We note that, since T 2 = −I (and
then b†
i˜
= a ˜˜i = −ai), the inverse relation of Eq. (B.7) is
a†i = −b i˜
ai = −b†i˜
(B.8)

Appendix C
Calculation of second-order self-energy diagrams
The prototype of beyond mean-eld calculation at PVC level is the second order self-
energy Σ(2) (a , b;ω) of a single-particle , drawn in Fig. 7.4. It is important to note that,
followingRef. [DV08], thematrix elements of the interaction are always antisymmetrized.
For this reason, when a pair of sp lines appears in a diagram, a factor 12 should be added.
To understand this point, we refer to Fig. C.1 where the rst diagram of Fig. 7.4 with the
antisymmetrized interaction (l.h.s. – squared vertices) is expanded in the corresponding
diagrams with non-antisymmetrized interaction (r.h.s. – rounded vertices).
Therefore, the second order self-energy reads (we refer to Fig. C.2 for the labels)
Σ(2) (λ, µ;ω) = (−1) 12
( i
2pi
)2 ∑
αβγ
∫
dω1dω2 〈λγ |V¯ |αβ〉〈αβ |V¯ |µγ〉 × GHF(α;ω1)
× GHF(γ;ω1 + ω2 − ω)GHF(β;ω2),
where the factor (−1) is due to the presence of one fermion loop and 12 comes because α
and β are equivalent sp lines. Introducing the HF expression for the sp propagator we
m
p
l
p′ h′=
m
p
l
p′ h′+
m
p′
l
p h′ -
p′
p
m
l
h′ -
p
p′
m
l
h′
Figure C.1
Second order self-energy with matrix elements (shaded squares) of the antisymmetrized interaction
(l.h.s.) expanded in the corresponding self-energy with matrix elements (shaded circles) of the non-
antisymmetrized interaction.
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µ
α
λ
β γ
Figure C.2
Second order self-energy of the single-particle . Here α, β and γ can be either particles or holes. See the
main text for details.
get
Σ(2) (λ, µ;ω) = 1
2(2pi)2
∑
αβγ
〈λγ |V¯ |αβ〉〈αβ |V¯ |µγ〉
×
∫
dω1dω2
(
1
ω1 − εα + iη +
1
ω1 − εα − iη
)
×
(
1
ω2 − εβ + iη +
1
ω2 − εβ − iη
)
×
(
1
ω1 + ω2 − ω − εγ + iη +
1
ω1 + ω2 − ω − εγ − iη
)
.
The energy integrals can be computed using the residue theorem:
I1(ω2;ω) =
∫
dω1
(
1
ω1 − εα + iη +
1
ω1 − εα − iη
)
×
(
1
ω1 + ω2 − ω − εγ + iη +
1
ω1 + ω2 − ω − εγ − iη
)
= −2pii
ω2 − ω − εγ + εα + iη +
2pii
ω2 − ω − εγ + εα − iη
I2(ω) =
∫
dω2
(
1
ω2 − εβ + iη +
1
ω2 − εβ − iη
)
I1(ω2;ω)
= (2pi)
2
ω −
(
εα + εβ − εγ
)
+ iη
+ (2pi)
2
ω −
(
εα + εβ − εγ
)
− iη
Inserting the expression for the energy integrals into the second order self-energy we
have
Σ(2) (λ, µ;ω) =12
∑
αβγ
〈λγ |V¯ |αβ〉〈αβ |V¯ |µγ〉
×

 1ω − (εα + εβ − εγ) + iη + 1ω − (εα + εβ − εγ) − iη


(C.1)
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Since α, β and γ can be either particles or holes, the only possible combination is
α = p1, β = p2 and γ = h3 or α = h1, β = h2 and γ = p3 (see Fig. 7.4), we get Eq. (7.14),
recalling that whenwe are dealingwith a hole we have to change the sign of the energy of
the particle. Actually, we can explicitly sumover the projection of the angularmomenta of
the intermediate states. Moreover, we have to sum on the angularmomentumprojections
of the nal state andmake an average on the angular momentum projections of the initial
one. In this way, we can express the matrix elements of the interaction as a function of
the angular-momentum-coupled matrix elements
〈ab |V¯ |cd〉 =
∑
JM
(−) jc−mc+ jb−mb 〈 jama jc − mc | JM〉〈 jdmd jb − mb | JM〉VJ (abcd).
Eventually, we obtain Eq. (7.15).

Appendix D
Schematic model for the NFT
The simple model considered consists of two single-particle levels, each with degeneracy
2Ω, and a schematic p-h interaction coupling the particles in the two levels. The total
HamiltonianH is equal to
H = Hsp +Htb
where
Hsp = 12 N0
N0 =
∑
σ=±1
m=±1,±2...
σa†mσamσ
Htb = −VΩ
(
A†1A1 + A1A
†
1
)
A†1 =
1√
2Ω
∑
m
a†m ,1am ,−1
The index σ labels the two levels, while m labels the degenerate states within each level.
The distance between the two levels is  and the strength of the interaction is V .
The closed-shell system of this model corresponds to the lowest (σ = −1) level lled
with 2Ω particles while the upper (σ = 1) one remains empty. The particle and hole
states are obtained by adding or removing a single-particle from this conguration. The
corresponding wave function and energies are
|m , 1〉 = a†m ,1 |0〉 E (m , 1) =
1
2 ( + V) (D.1a)
|m , −1〉 = am ,−1 |0〉 E (m , −1) = 12 ( + V) (D.1b)
The two-body interaction can be expressed in another way, by means of the canonical
σ = −1
σ = 1
– ǫ2
ǫ
2
Figure D.1
Schematic representation of the two levels system
138
anticommutation relations between the operators a and a† in the second part of the ex-
pression.
Htb = −V2

∑
mm′
a†m ,1am ,−1a
†
m′,−1am′,1 +
∑
mm′
a†m′,−1am′,1a
†
m ,1am ,−1

 =
= −V2

2∑
mm′
a†m ,1am ,−1a
†
m′,−1am′,1 −
∑
m
a†m ,1am ,1
∑
m
a†m ,−1am ,−1


Then the Hamiltonian of the system can be rewritten as
H = 12 ( + V) N0 − 2VΩA
†
1A1
and Eq. (D.1a) and Eq. (D.1b) can be directly found:
〈m , 1|H |m , 1〉 = 12 ( + V)
∑
σ=±1
m=±1,±2...
〈m , 1|σa†mσamσ |m , 1〉
〈m , −1|H |m , −1〉 = 12 ( + V)
∑
σ=±1
m=±1,±2...
〈m , −1|σa†mσamσ |m , −1〉
Therefore, the unperturbed energy necessary to produce a p-h excitation with respect to
the ground state is
′ = E (m , 1) + E (m , −1) =  + V
where V is the HF contribution to the p-h excitation.
For the collective states, having dened the normal mode creation operator
β†ν =
∑
m
λνma
†
m ,1am ,−1 ,
the RPA yields
ω1 = ′ − 2VΩ ων = ′ (ν = 2, 3, . . . , 2Ω)
corresponding to the normal modes
|nν = 1〉 = β†1 |0〉
and to the 2Ω− 1 other normal modes i = 2, 3, . . . , 2Ω forming an orthogonal basis in the
remaining space of p-h excitations.
Utilizing the normalization condition
[
βν , β
†
ν
]
= δ (ν, ν′), for the amplitudes λ1m as-
sociated with the lowest mode
λ1m =
1√
2Ω
Being Λ1 the matrix element of the coupling, this amplitude can be rewritten as λ1m =
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Λ1
ω1−′ and we obtain
Λ1 = −V
√
2Ω
This can also be seen by calculating the matrix element of the interaction Hamiltonian
between the normal mode |nν = 1〉 and the single p-h state.
Λν = 〈nν = 1|Htb m , 1;m′, −1〉 = −V√2Ωδ (m ,m′) δ (ν, 1) (D.2)
We postulate the independence of the collective mode β†1 and of the p-h excitations;
this implies the assumption of the orthogonality of both type of excitations.
β1 ,
∑
m
a†m ,1am ,−1
 = 0
The interaction Hamiltonian can be expressed in terms of both β†1 and A
†
1 as
Hpv = Htb
(
β†1A1 , β1A
†
1
)
= −VΩ
(
β†1A1 + β1A
†
1
)
+ h.c. = −2VΩ
(
β†1A1 + h.c.
)
=
= Λ1

β†1 ∑
m
a†m ,1am ,−1 + h.c.


in which casewe refer to it as the particle-vibration couplingHamiltonian. Thus, the total
Hamiltonian is the one in Eq. (7.21).

Appendix E
Calculation of NFT diagrams
In this appendix we want to evaluate explicitly some of the relevant diagrams for this
work (see chapter 7).
E.1 The second order self-energy including vibrational states
E.1.1 Calculation with the polarization propagator
In this section we want to show the complete calculation of the second-order self-energy
of a nucleon including the particle-vibration coupling. The corresponding diagrams is
drawn in Fig. E.1. We give here the expression only for the self-energy of a particle
(Figs. E.1(a)-(b)), being the one for a hole equivalent. The intermediate sp state is called
κ.
ΣPVC(λ, µ;ω) = i2pi
∑
αβγδκ
εκ>εF
〈λβ |V¯ |κα〉〈κγ |V¯ |µδ〉
×
∫
dω1 GHF(κ;ω1)ΠRPA(α, β−1; γ, δ−1;ω − ω1)
i
2pi
∑
αβγδκ
εκ≤εF
〈λβ |V¯ |κα〉〈κγ |V¯ |µδ〉
m
p
l
nJ
(a)
m
h
l
nJ
(b)
m
h
l
nJ
(c)
m
p
l
nJ
(d)
Figure E.1
Diagrams associated with the single-nucleon self-energy.
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×
∫
dω1 GHF(κ;ω1)ΠRPA(δ, γ−1; β, α−1;ω − ω1)
= i2pi
∑
αβγδκ
∑
n,0
〈λβ |V¯ |κα〉〈κγ |V¯ |µδ〉
×

∫
dω1
θ (εκ − εF)
ω1 − εκ + iη

 XαβX
∗
γδ
ω − ω1 − ωn + iη −
Y∗αβYγδ
ω − ω1 + ωn − iη


+
∫
dω1
θ (εF − εκ)
ω1 − εκ − iη

 XδγX
∗
βα
ω − ω1 − ωn + iη −
Y∗δγYβα
ω − ω1 + ωn − iη


The energy integrals are again evaluated by means of the residue theorem
I1(ω) =
∫
dω1
θ (εκ − εF)
ω1 − εκ + iη

 XαβX
∗
γδ
ω − ω1 − ωn + iη −
Y∗αβYγδ
ω − ω1 + ωn − iη


=
−2piiXαβX∗γδ θ (εκ − εF)
ω − εκ − ωn + iη
I2(ω) =
∫
dω1
θ (εF − εκ)
ω1 − εκ − iη

 XδγX
∗
βα
ω − ω1 − ωn + iη −
Y∗δγYβα
ω − ω1 + ωn − iη


=
−2piiY∗δγYβα θ (εF − εκ)
ω − εκ + ωn − iη .
As we have done in the previous section, we want to explicitly sum over the magnetic
quantum number of intermediate and nal state and to make the average of the initial
states. It is then useful to introduce the coupledmatrix elements and the coupled version
of the polarization propagator. The angular momentum structure of the rst part is (the
one of the second part giving the same result)
A =
∑
J1M1
J2M2
J3M3
∑
mamb
mcmd
mkmmmn
(−) jb−mb+ jk−mk 〈 jlml jk − mk | J1M1〉〈 jama jb − mb | J1M1〉
(−) jc−mc+ jm−mm 〈 jkmk jm − mm | J2M2〉〈 jdmd jc − mc | J2M2〉
(−) jb−mb+ jd−md 〈 jama jb − mb | J3M3〉〈 jcmc jd − md | J3M3〉
=
∑
J
(2J + 1)(−) jk+ jc+ jm+ jd δ jl , jm
The self-energy thus becomes
ΣPVC(l ,m;ω) =
δ jl , jm
(2 jm + 1)
∑
abcdk
∑
Jn,0
VJ (lbka)VJ (kcmd)
×

X Jab
(
X Jcd
)∗
θ (εk − εF)
ω − εk − ωnJ + iη +
(
Y Jdc
)∗
Y Jba θ (εF − εk )
ω − εk + ωnJ − iη

As usual, a, b, c, d can be either particles or holes and, in the particular case in which
l is equal to m (diagonal approximation), the self-energy turns into (we rename k as p if
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it is above the Fermi level and as h if it is below the Fermi level)
ΣPVC(m;ω) = 12 jm + 1
∑
p
Jn,0
〈m‖V ‖p , nJ〉2
ω − εp − ωnJ + iη +
1
2 jm + 1
∑
h
Jn,0
|〈m‖V ‖h , nJ〉|2
ω − εh + ωnJ − iη ,
consistently with Ref. [CSB10].
E.1.2 Calculation using rules (6)-(7) of section 7.3
The same calculation can be straightforwardly carried out using the expression for the
vertices at the end of section 7.3. Following the same notation of Fig. E.1, in the diagonal
approximation (l = m), the self-energy reads
ΣPVC(m;ω) = 12 jm + 1
∑
mm
∑
nJM

∑
pmp
ΛnJmpΛ
′nJ
pm
ω − εp − ωnJ + iη +
∑
hmh
ΛnJhmΛ
′nJ
hm
ω − εh + ωnJ − iη

= 12 jm + 1
∑
mm
∑
pmp
∑
nJM
[ 〈m‖V ‖p , nJ〉〈p , nJ‖V ‖m〉
ω − εp − ωnJ + iη
(−) jm−mm
(
jm jp J
mm −mp −M
)
(−) jm− jp+J+ jm−mm
(
jm jp J
mm −mp −M
) ]
+ 12 jm + 1
∑
mm
∑
hmh
∑
nJM
[ 〈m‖V ‖h , nJ〉〈h , nJ‖V ‖m〉
ω − εh + ωnJ − iη
(−) jh− jm+J
(
jh jm J
mh mm M
) (
jh jm J
mh mm M
) ]
= 12 jm + 1
∑
p
Jn,0
|〈m‖V ‖p , nJ〉|2
ω − εp − ωnJ + iη +
1
2 jm + 1
∑
h
Jn,0
|〈m‖V ‖h , nJ〉|2
ω − εh + ωnJ − iη .
The minus sign in the second contribution coming from the denominator is cancelled by
the minus sign coming from the presence of a hole line.
E.2 The lineshape of the GRs
In this section, wewant to evaluate in detail the diagrams of Figs. 8.1(a) (Σps−e;X (GR, EnJ ))
and 8.1(e) (Σ1v;X (GR, EnJ )), using the rules and the vertices of section 7.3. For the sake of
simplicity, we report in Fig. E.2 the two diagrams. In the following EnJ and En′λ are the
energies of the phonons and εph = εp − εh .
Σ
p
s−e;X (GR, EnJ ) =
∑
pp′h
n′λ
∑
mpmp′
mhµ
ΛnJphΛ
′nJ
ph Λ
n′λ
pp′Λ
′n′λ
p′p
(EnJ − εph + iη)2(EnJ − En′λ − εp′h + iη)
=
∑
pp′h
n′λ
∑
mpmp′
mhµ
〈p‖V ‖h , nJ〉〈h , nJ‖V ‖p〉〈p‖V ‖p′, n′λ〉〈p′, n′λ‖V ‖p〉
(EnJ − εph + iη)2(EnJ − En′λ − εp′h + iη)
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p
hp′ n′λ
p
nJ
nJ
Σps−e;X
(a)
p
h′
p′
n′λ
h
nJ
nJ
Σ1v;X
(b)
Figure E.2
The two NFT diagrams contributing to the strength function of the giant resonance calculated in this
appendix.
(−) J+M
(
jh jp J
mh mp −M
)
(−) jp+mp+ jh−mh
(
jh jp J
mh mp −M
)
(−) jp−mp
(
jp jp′ λ
mp −mp′ −µ
)
(−)λ+µ+ jp′−mp′
(
jp jp′ λ
mp −mp′ −µ
)
=
∑
pp′h
n′λ
1
(2J + 1)(2 jp + 1)
|〈p‖V ‖h , nJ〉|2 |〈p‖V ‖p′, n′λ〉|2
(EnJ − εph + iη)2(EnJ − En′λ − εp′h + iη)
Σ1v;X (GR, EnJ ) =
∑
pp′
hh′
n′λ
∑
mpmp′
mhmh′
µ
ΛnJphΛ
′nJ
p′h′Λ
n′λ
pp′Λ
′n′λ
hh
(EnJ − εph + iη)2(EnJ − En′λ − εp′h + iη)
=
∑
pp′
hh′
n′λ
∑
mpmp′
mhmh′
µ
〈p‖V ‖h , nJ〉〈h′, nJ‖V ‖p′〉〈h‖V ‖h′, n′λ〉〈p′, n′λ‖V ‖p〉
(EnJ − εph + iη)(EnJ − En′λ − εp′h + iη)(EnJ − εp′h′ + iη)
(−) J+M
(
jh jp J
mh mp −M
)
(−) jp′+mp′+ jh′−mh′
(
jh′ jp′ J
mh′ mp′ −M
)
(−)λ+µ+ jh+mh
(
jh′ jh λ
mh′ −mh −µ
)
(−)λ+µ+ jp′−mp′
(
jp jp′ λ
mp −mp′ −µ
)
=
∑
pp′
hh′
n′λ
1
2J + 1 (−)
jh+ jh′+ jp+ jp′
{
jh jp J
jp′ jh′ λ
}
〈p‖V ‖h , nJ〉〈h′, nJ‖V ‖p′〉〈h‖V ‖h′, n′λ〉〈p′, n′λ‖V ‖p〉
(EnJ − εph + iη)(EnJ − En′λ − εp′h + iη)(EnJ − εp′h′ + iη)
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p
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h
p′
QλµnJ
n′J ′
(c)
Figure E.3
The three NFT diagrams contributing to the γ decay of GRs calculated in this appendix.
=
∑
pp′
hh′
n′λ
1
2J + 1 (−)
J+λ− j′h+ jp
{
jh jp J
jp′ jh′ λ
}
〈p‖V ‖h , nJ〉〈p′‖V ‖h′, nJ〉〈h‖V ‖h′, n′λ〉〈p‖V ‖p′, n′λ〉
(EnJ − εph + iη)(EnJ − En′λ − εp′h + iη)(EnJ − εp′h′ + iη)
Exploiting the relations (7.26), it is possible to expressΣps−e;X (GR, EnJ ) andΣ
1
v;X (GR, EnJ )
in terms of the X and Y RPA amplitudes:
Σ
p
s−e;X (GR, EnJ ) =
∑
pp′h
n′λ
1
(2 jp + 1)
(
XnJph
)2
|〈p‖V ‖p′, n′λ〉|2
EnJ − En′λ − εp′h + iη
Σ1v;X (GR, EnJ ) =
∑
pp′
hh′
n′λ
(−) J+λ− j′h+ jp
{
jh jp J
jp′ jh′ λ
}
XnJphX
nJ
p′h′〈h‖V ‖h′, n′λ〉〈p‖V ‖p′, n′λ〉
EnJ − En′λ − εp′h + iη
E.3 The γ decay to low-lying states
In this section, we want to evaluate in detail the diagrams of Figs. 8.2(a), 8.2(e) and 8.2(i),
using the rules and the vertices of section 7.3. For the sake of simplicity, we report in
Fig. E.3 the three diagrams. In the following EnJ and En′λ are the energies of the phonons
and εph = εp−εh . We are interested in the reducedmatrix element of the electromagnetic
operator
〈n′ J′M′ |Qλµ |nJM〉 = 〈JMλµ| J
′M′〉
2J′ + 1 〈n
′ J′‖Qλ‖nJ〉,
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evaluated through the Wigner-Eckart theorem; hence, using the orthogonality relations
for the Clebsch-Gordan coecients,
〈n′ J′‖Qλ‖nJ〉 = (−) J−λ+M′ (2J′ + 1)
(
J λ J′
M µ −M′
)
〈n′ J′ |Qλµ |nJM〉. (E.1)
The diagrams are evaluated as follows
〈n′ J′‖Qλ‖nJ〉(a) =
∑
pp′h
∑
Mµmh
mpmp′
(−) J−λ+M′
(
J λ J′
M µ −M′
) (2J′ + 1)ΛnJphΛ′n′ J′p′h 〈p′ |Qλµ |p〉
(EnJ − ph + iη)(En′ J′ − p′h + iη′)
=
∑
pp′h
∑
Mµmh
mpmp′
(−) J−λ+M′ (2J′ + 1) ( J λ J′M µ −M′
)
(−) J+M
(
jh jp J
mh mp −M
)
× (−) J′+M′
(
jh jp′ J′
mh mp′ −M′
)
(−) jp′−mp′
(
jp′ jp λ
mp′ −mp −µ
)
× (−) J′+ jp′− jhXnJphXn
′ J′
p′h Q
λpol
p′p
=
∑
pp′h
(−) J+λ+ jp′+ jh
{
J λ J′
jp′ jh jp
}
XnJphX
n′ J′
p′h Q
λpol
p′p
〈n′ J′‖Qλ‖nJ〉(e) =
∑
pp′h
∑
Mµmh
mpmp′
(−) J−λ+M′
(
J λ J′
M µ −M′
)
×
(2J′ + 1)ΛnJphΛ
′n′ J′
p′p 〈p(h)−1 |Qλµ |0〉
(EnJ − ph + iη)(EnJ − En′ J′ − p′h + iη′)
=
∑
ph
∑
Mµmh
mpmp′
(−) J−λ+M′ (2J′ + 1)
(
J λ J′
M µ −M′
)
(−) J+M
(
jh jp J
mh mp −M
)
× (−) J′+M′+ jp′−mp′
(
jp′ jp J′
mp′ −mp M′
) (
jh jp′ λ
mh mp′ µ
)
×
−XnJph〈p′, n′ J′‖V ‖p〉Q
λpol
p′h
EnJ − En′ J′ − p′h + iη
=
∑
pp′h
(−) J′+ jp− jp′
{
J λ J′
jp′ jp jh
} XnJph〈p‖V ‖p′, n′ J′〉Qλpolhp′
EnJ − En′ J′ − p′h + iη
〈n′ J′‖Qλ‖nJ〉(i) =
∑
pp′h
∑
Mµmh
mpmp′
(−) J−λ+M′
(
J λ J′
M µ −M′
)
×
(2J′ + 1)ΛnJp′pΛ
′n′ J′
p′h 〈0|Qλµ |p(h)−1〉
(En′ J′ − p′h + iη)(EnJ + ph − En′ J′ + iη′)
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=
∑
pp′h
∑
Mµmh
mpmp′
(−) J−λ+M′ (2J′ + 1)
(
J λ J′
M µ −M′
)
× (−) jp′−mp′
(
jp′ jp J
mp′ −mp −M
)
× (−) J′+M′
(
jh jp′ J′
mh mp′ −M′
)
(−) J′+ jp′− jh (−)λ+µ
(
jh jp λ
mh mp −µ
)
×
Xn
′ J′
p′h 〈p′‖V ‖p , nJ〉Q
λpol
ph
(}ωJ′ − p′h )(EJ + ph − }ωJ′ + iη)
=(−) J′+ jh+ jp′
{
J λ J′
jh jp′ jp
} Xn′ J′p′h 〈p′‖V ‖p , nJ〉Qλpolph
EnJ − En′ J′ + ph + iη

Appendix F
Microscopic PVC vertex
In this appendix, we provide the derivation of the reduced matrix element associated
with the PVC vertex, both in the case in which the phonon is in the initial state (see
Fig. F.1(a)), following the appendix of Ref. [CSB10], and in the one in which the phonon
is in the nal state (see Fig. F.1(b)). We will use the RPA creation operator Γ†ν ( JM) (3.10)
and its Hermitian conjugate Γν ( JM).
F.1 Matrix element with the phonon in the initial state
We want to compute the matrix element
ΛnJab ≡ 〈 jama |V | jbmb , nJM〉〈0|c jamaVc†jbmbΓ
†
n ( JM) |0〉.
Since we are using RPA to treat phonons we have to make the following approximation
ΛJab ≈ 〈0|c jamb [V, Γ†n ( JM)]c†jbmb |0〉
=
∑
ph
XnJph〈0|c jamb [V,A†ph ( JM)]c†jbmb |0〉 − Y
nJ
ph 〈0|c jamb [V,Aph ( J˜M)]c†jbmb |0〉
= v1 + v2.
Using the quasi-boson approximation (3.6), we get for the rst commutator
[V,A†ph ( JM)] =
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉[V, c†pch]
=
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉
∑
αβ
v¯αhβpc
†
αcβ .
jpmp JM
jp′mp′
(a)
jpmp
jp′mp′JM
(b)
Figure F.1
Particle-vibration coupling vertex in which the phonon is in the initial state (a) or in the nal state (b).
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Therefore,
v1 =
∑
ph
XnJph
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉
∑
αβ
v¯ahbp . (F.1)
Similarly, the second commutator reads
[V,Aph ( J˜M)] =
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉[V, c†hcp]
=
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉
∑
αβ
v¯αpβhc
†
αcβ ,
which gives
v2 =
∑
ph
YnJph
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉
∑
αβ
v¯apbh . (F.2)
We are interested in the reduced matrix element of the interaction. In order to com-
pute this, we suppose that V is a one-body operator carrying angular momentum JM
(because it eectively destroys a phonon):
ΛnJab =
1√
2 ja + 1
〈 jbmb JM | jama〉〈a‖V ‖b , nJ〉 = (−)
jb−mb√
2J + 1
〈 jama jb − mb | JM〉〈a‖V ‖b , nJ〉.
Eventually, using the denition of the angular-momentum-coupled matrix element
(7.16), we obtain
〈a‖V ‖b , nJ〉 = √2J + 1 ∑
mamb
(−) jb−mb 〈 jama jb − mb | JM〉
×
∑
ph
mpmh
{
Xph (−) jh−mh 〈 jpmp jh − mh | JM〉v¯ahbp
+ Yph (−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉v¯apbh
}
=
√
2J + 1
∑
ph
XphVJ (ahbp) + (−) J+ jh− jpYphVJ (apbh).
F.2 Matrix element with the phonon in the nal state
The calculation of the PVC matrix element in which the phonon is in the nal state is
closely related to the previous one. Now we want to calculate the matrix element
Λ′nJba ≡ 〈 jbmb , nJM |V | jama〉 = 〈0|c jbmbΓn ( JM)Vc†jama |0〉.
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The two contributions v1 and v2 can be obtained from Eqs. (F.2) and (F.1), respectively,
changing the sign of M and adding the phase (−) J+M .
v1 =
∑
ph
XnJph
∑
mpmh
(−) jh−mh 〈 jpmp jh − mh | JM〉
∑
αβ
v¯bpah
v2 =
∑
ph
YnJph
∑
mpmh
(−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉
∑
αβ
v¯bhap .
In order to compute the reduced matrix element of the interaction, we treat V as a
one-body operator carrying angular momentum J − M and a phase (−) J+M (because it
eectively creates a phonon):
Λ′nJba =
(−) J+M√
2 ja + 1
〈 jama J −M | jbmb〉〈b , nJ‖V ‖a〉 = (−)
J+ ja−mb√
2J + 1
〈 jama jb − mb | JM〉〈b , nJ‖V ‖a〉.
Eventually, we get
〈b , nJ‖V ‖a〉 = √2J + 1 ∑
mamb
(−) J+ ja−mb 〈 jama jb − mb | J −M〉
×
∑
ph
mpmh
{
Xph (−) jh−mh 〈 jpmp jh − mh | JM〉v¯ahbp
+ Yph (−) J+M+ jh−mh 〈 jpmp jh − mh | J −M〉v¯apbh
}
=
√
2J + 1(−) ja− jb+J
∑
ph
XphVJ (ahbp) + (−) J+ jh− jpYphVJ (apbh).

Appendix G
The volume of the intersection between two spheres
Consider two spheres S and S′, with radius r and r′ respectively. Let d be the distance
between the centers C and C′. We can choose the frame of reference in such a way that
S is centered in the origin and S′ is centered in C′ = (d , 0, 0). The situation is depicted
in Fig. G.1. We want to compute the volume of the intersection of the two spheres, as the
sum of the volume V1 of the spherical cap labeled with 1 in Fig. G.1, and the volume V2
of the spherical cap 2. The equation of the two spheres are
x2 + y2 + z2 = r2
(x − d)2 + y2 + z2 = r′2. (G.1)
Combining them,
(x − d)2 + r2 − x2 = r′2
−2dx + d2 + r2 − r′2 = 0
x = x0 =
d2 + r2 − r′2
2d (G.2)
Therefore, the intersection is a curve in a plane pi parallel to the yz-plane with equation
(G.2). At each distance x from the origin, the curve is a circle, having equation
y2 + z2 = r2 − x2 (G.3)
x
y
z
r
C r′
C′
S S′
R
1 2d
Figure G.1
The two intersecting spheres.
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and surface
A = pi
(
r2 − x2
)
. (G.4)
To nd the volume of S ∩ S′, we have to sum the integrals of A over 1 and 2.
V1 = pi
∫ r′
x0
dx
(
r2 − x2
)
= pir2
(
r′ − x0) − pi3 (r′3 − x30)
V2 = pi
∫ r
x0
dx
(
r2 − x2
)
= pir2 (r − x0) − pi3
(
r3 − x30
)
V = V1 + V2 = pir2
(
r + r′ − 2x0) − pi3 (r3 + r′3 − 2x30) .
This expression can be simplied if r = r′. In this case,
V = 112pi(d − 2r)
2(d + 4r) = 4pi3 r
3
1 −
3
2
d
2r +
1
2
(
d
2r
)3 . (G.5)
Appendix H
Second order total energy in nuclear matter
In this appendix we compute in detail the integral of Eq. (10.11) of section 10.2 in the
case in which the cuto λ on the relative momenta is larger than 2
√
2kF. In Fig. H.1 is
depicted the integration domain D (k , k′, k′′). The problem is symmetric under rotation
around the y axis and under reection with respect to the z axis. Thus, the domain of
the integral in Eq. (10.11) reduces to the shaded regions in Fig. H.1 and the result of the
integral has to be multiplied by four (two for the halving of the domain of k, times two
for the halving of the domain of k′). We can use cylindrical coordinates with respect to
the y axis for the variable k′. In this coordinate system, the integral in Eq. (10.11) reads
(all the momenta are in units of
√
2kF):
√
2
4pi3
∫
D (k ,k′,k′′)
d3kd3k′d3k′′
1
k′2 − k2
=
√
2
4pi3
∫
d3k′′
∫
d3k θ
(
1 − k′′) θ(1 − k) θ (1 − k′′ + k) θ (1 − k′′ − k)
2 ×
{∫ 2pi
0
dθ′
∫ 1+k′′
0
dk′y
∫ +∞√
1−
(
k′y−k′′
)2 dk′⊥ k
′⊥
k′2y + k′2⊥ − k2
+
∫ 2pi
0
dθ′
∫ +∞
1+k′′
dk′y
∫ +∞
0
dk′⊥
k′⊥
k′2y + k′2⊥ − k2
}
=
√
2
pi2
∫
d3k′′
∫
d3k θ
(
1 − k′′) θ(1 − k) θ (1 − k′′ + k) θ (1 − k′′ − k)
×
{∫ 1+k′′
0
dk′y
∫ +∞√
1−
(
k′y−k′′
)2 dk′⊥ k
′⊥
k′2y + k′2⊥ − k2
+
∫ +∞
1+k′′
dk′y
∫ +∞
0
dk′⊥
k′⊥
k′2y + k′2⊥ − k2
}
.
(H.1)
The integral on k′ has to be divided into two parts in order to properly exclude the inter-
nal spheres of Fig. H.1 from the domain.
If wewant to introduce a cuto λ on themomenta k and k′, wemultiply the integrand
function by θ(λ − k) θ(λ − k′), where λ is in units of √2kF. Actually, since k ≤ 1, the
cuto λ on the momentum k has no eect. The cuto λ on k would have a physical
meaning only if we consider also particle-particle contribution.
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y
z
x
λ
kF
C
kF
C′
S1 S2
k′′
2
k′′
2
|k′′ ± k′| > √2kF and k′ < λ|k′′ ± k| <
√
2kF
Figure H.1
The pictorial representation of the domain D (k , k′, k′′).
√
2
4pi3
∫
D (k ,k′,k′′)
d3kd3k′d3k′′
θ(λ − k) θ(λ − k′)
k′2 − k2
=
√
2
pi2
∫
d3k′′
∫
d3k θ
(
1 − k′′) θ(1 − k) θ (1 − k′′ + k) θ (1 − k′′ − k)
×
{∫ 1+k′′
0
dk′y
∫ √λ2−k′2y√
1−
(
k′y−k′′
)2 dk′⊥ k
′⊥
k′2y + k′2⊥ − k2
+
∫ λ
1+k′′
dk′y
∫ √λ2−k′2y
0
dk′⊥
k′⊥
k′2y + k′2⊥ − k2
}
.
(H.2)
First consider the integral on k′. The two integrals are
I1 =
∫ 1+k′′
0
dk′y
∫ √λ2−k′2y√
1−
(
k′y−k′′
)2 dk′⊥ k
′⊥
k′2y + k′2⊥ − k2
=
∫ 1+k′′
0
dk′y
[1
2 ln
(
k′2y + k′2⊥ − k2
)]√λ2−k′2y√
1−
(
k′y−k′′
)2
=
∫ 1+k′′
0
dk′y
[1
2 ln
(
λ2 − k2
)
− 12 ln
(
1 − k′′2 + 2k′′k′y − k2
)]
=1 + k
′′
2 ln
(
λ2 − k2
)
+
1 − k2 − k′′2 + 2k′′k′y
4k′′
[
1 − ln
(
1 − k2 − k′′2 + 2k′′k′y
)] 
1+k′′
0
=1 + k
′′
2 ln
(
λ2 − k2
)
− 1 − k
2 − k′′2
4k′′
[
1 − ln
(
1 − k2 − k′′2
)]
+ 1 + 2k
′′ + k′′2 − k2
4k′′
[
1 − ln
(
1 − k2 + 2k′′ + k′′2
)]
.
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I2 =
∫ λ
1+k′′
dk′y
∫ √λ2−k′2y
0
dk′⊥
k′⊥
k′2y + k′2⊥ − k2
=
∫ λ
1+k′′
dk′y
[1
2 ln
(
k′2y + k′2⊥ − k2
)]√λ2−k′2y
0
=
∫ λ
1+k′′
dk′y
[1
2 ln
(
λ2 − k2
)
− 12 ln
(
k′y − k2
)]
=λ − 1 − k
′′
2 ln
(
λ2 − k2
)
+
k′y
2
[
2 − ln (k′2y − k2)
] 
λ
1+k′′
+ k2 ln
k′y − k
k′y + k

λ
1+k′′
=λ − 1 + k
′′
2
[
2 + ln
(
λ2 − k2
)]
+ k2
(
ln 1 + k
′′ + k
1 + k′′ − k + ln
λ − k
λ + k
)
+ (1 + k
′′)
2 ln (1 + 2k
′′ + k′′2 − k2).
I1 + I2 =
1 + k′′
2 ln
(
λ2 − k2
)
− 1 − k
2 − k′′2
4k′′
[
1 − ln
(
1 − k2 − k′′2
)]
+ (1 + k
′′)2 − k2
4k′′
{
1 − ln
[
(1 + k′′)2 − k2
]}
+ λ − 1 + k
′′
2
[
2 + ln
(
λ2 − k2
)]
+ k2
(
ln 1 + k
′′ + k
1 + k′′ − k + ln
λ − k
λ + k
)
+ (1 + k
′′)
2 ln
[
(1 + k′′)2 − k2
]
= − 1 + k
′′
2 +
(
1 − k′′2 − k2
)
4k′′ ln
1 − k′′2 − k2
(1 + k′′)2 − k2 +
k
2 ln
1 + k′′ + k
1 + k′′ − k
+ λ + k2 ln
λ − k
λ + k
=a(k , k′′) + b(k , λ).
(H.3)
Let us now consider the integral of b(k , λ). In particular, this function does not de-
pend on k′′, then the integral on k′′ can be done straightforwardly.
√
2
pi2
∫
d3k′′
∫
d3k θ(1 − k) θ (1 − k′′ + k) θ (1 − k′′ − k) b(k , λ)
=
√
2
pi2
4pi
3
∫
d3k θ(1 − k)
(
λ + k2 ln
λ − k
λ + k
) (
1 − 32 k +
1
2 k
3
)
=16
√
2
3
∫ 1
0
dk k2
(
λ + k2 ln
λ − k
λ + k
) (
1 − 32 k +
1
2 k
3
)
= 235λ −
11
35λ
3 − 221λ
5 −
(
4λ5
5 −
4λ7
21
)
ln (λ)
+
(
1
35 −
λ4
3 +
2λ5
5 −
2λ7
21
)
ln (λ − 1)
−
(
1
35 −
λ4
3 −
2λ5
5 +
2λ7
21
)
ln (λ + 1)
On the other hand, to integrate a(k , k′′) we need to use cylindrical coordinates for k.
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The integral reads,
1
2pi2
∫
d3k′′
∫
d3k θ
(
1 − k′′) θ (1 − k′′ + k) θ (1 − k′′ − k) a(k , λ)
= 2
pi
∫
d3k′′
∫ 1−k2
0
dky
∫ √1−(ky+k2)2
0
dk⊥ k⊥(
−1 + k
′′
2 +
(
1 − k′′2 − k2y − k2⊥
)
4k′′ ln
1 − k′′2 − k2y − k2⊥
(1 + k′′)2 − k2y − k2⊥
+
√
k2y + k2⊥
2 ln
1 + k′′ +
√
k2y + k2⊥
1 + k′′ −
√
k2y + k2⊥
)
= 2
pi
∫
d3k′′
∫ 1−k2
0
dky{
− 524 (1 + k
′′)
(
1 − k′′2 − 2k′′ky − k2y
)
+ 2 + 3k
′′ − k′′3
12 ln (2k
′′) − 14 k
′′k2y ln ky
− 16
[(
1 + k′′
)3 − k3y] [ln (1 + k′′ − ky ) − ln (1 + k′′ + ky )]
− 2 + 9k
′′ + 12k′′2 + 5k′′3 − 3k′′ky2
12 ln (1 + k
′′ + ky )
+
(
1 − k′′2 − k2y
)2
16k′′
{
ln
(
1 − k′′2 − k2y
)
− ln
[
(1 + k′′)2 − k2y
]}
+ 14 k
′′(1 + k′′)2 ln
[
(1 + k′′)2 − k2y
]
−
(
1 − k′′2 − 2k′′ky
) 3
2
6 ln
1 + k′′ −
√
1 − k′′2 − 2k′′ky
1 + k′′ +
√
1 − k′′2 − 2k′′ky
}
= 2
pi
∫
d3k′′
2k′′
15 −
2k′′3
15 −
(
1
15k′′ −
k′′
3
)
ln 2 +
(
1
15k′′ +
k′′
3
)
ln k′′
+
(
1
30k′′ −
k′′
6 +
k′′2
6 −
k′′4
30
)
ln[1 − k′′]
+
(
1
30k′′ −
k′′
6 −
k′′2
6 +
k′′4
30
)
ln[1 + k′′]
+
(
1 − k′′2
) 5
2
30k′′ ln

1 − k′′2 + √1 − k′′2
−1 + k′′2 + √1 − k′′2

= − 11105 +
2
105 ln 2.
Summing up all the contributions, we get Eq. (10.12).
Appendix I
Detailed computation of the matrix element of the
interaction
In this appendix, we evaluate in detail the antisymmetryzed matrix element of the inter-
action (10.14) and (10.16) of section 10.5 and 10.6, respectively.
I.1 Matrix element of the Skyrme interaction
〈ab |V¯ |cd〉 = 〈na la jamaτa , nb lb jbmbτb |V¯ |nc lc jcmcτc , nd ld jdmdτd〉 = (I.1)
=
∑
JiΛiΣi
J fΛ fΣ f
∑
MJiMΣi
MΛi
∑
MJ f MΣ f
MΛ f
∑
mlamlb
mlcmld
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+MJ f +Λ f −Σ f +MJ f +MΣ f +la−lb+MΛ f + jc− jd+MJi+Λi−Σi+MJi+MΣi+lc−ld+MΛi
la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ f J f
MΛ f MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
la lb Λ f
mla mlb −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σi Ji
MΛi MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
lc ld Λi
mlc mld −MΛi
)
∫
d3r1d3r2d3r′1d3r
′
2 Rna la (r
′
1)Y
∗
lamla
(rˆ′1)Rnb lb (r
′
2)Y
∗
lbmlb
(rˆ′2)
g
( r1 + r2
2
)
δ3(r1 − r2)δ3(r1 − r′1)δ3(r2 − r′2)
Rnc lc (r1)Ylcmlc (rˆ1)Rnd ld (r2)Yldmld
(rˆ2)
(I.2)
(3
4 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
)
.
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The integral in Eq. (I.2) can be re-written as:
Eq. (I.2) =
∫
d3r Rna la(r)Y
∗
lamla
(rˆ)Rnb lb(r)Y
∗
lbmlb
(rˆ)
g(r)
Rnc lc(r)Ylcmlc(rˆ)Rnd ld(r)Yldmld
(rˆ)
=
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r) (I.3)∫
drˆ Y∗lamla (rˆ)Y
∗
lbmlb
(rˆ)Ylcmlc (rˆ)Yldmld
(rˆ)
=
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)∑
λµ
lˆa lˆb λˆ√
4pi
(
la lb λ
0 0 0
) (
la lb λ
mla mlb µ
)
∫
drˆ Yλµ (rˆ)Ylcmlc (rˆ)Yldmld (rˆ)
=
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)∑
λµ
lˆa lˆb lˆc lˆd λˆ2
4pi
(
la lb λ
0 0 0
) (
lc ld λ
0 0 0
)
(
la lb λ
mla mlb µ
) (
lc ld λ
mlc mld µ
)
Eq. (I.1) =
∑
JiMJi
J fMJ f
∑
ΣiMΣi
Σ fMΣ f
∑
ΛMΛ
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Σˆ
2
i Jˆ
2
f Σˆ
2
f Λˆ
2 jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb−Σ f +MΣ f +la−lb+ jc− jd−Σi+MΣi+lc−ld
la lb Λ
1
2
1
2 Σ f
ja jb J f


lc ld Λ
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ Σ f J f
MΛ MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
la lb Λ
0 0 0
)
(
jc jd Ji
mc md −MJi
) (
Λ Σi Ji
MΛ MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
lc ld Λ
0 0 0
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
Detailed computation of the matrix element of the interaction 161
(3
4 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
− 14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
)
.
(I.4)
In Eq. (I.4) there are matrix elements like (ϕ ≡ σ, τ and Φ ≡ S, T)
〈12ϕa ,
1
2ϕb |ϕ(1)ϕ(2) |
1
2ϕc ,
1
2ϕd〉 = 4
∑
µ
(−)µ〈12ϕa ,
1
2ϕb |Φ1µ (1)Φ1−µ (2) |
1
2ϕc ,
1
2ϕd〉
=4
∑
µ
(−)µ〈12ϕa |Φ1µ |
1
2ϕc〉〈
1
2ϕb |Φ1−µ |
1
2ϕd〉
=4
∑
µ
(−)µ 12 〈
1
2ϕc1µ|
1
2ϕa〉〈
1
2ϕb1 − µ|
1
2ϕd〉〈
1
2 ‖Φ1‖
1
2 〉〈
1
2 ‖Φ1‖
1
2 〉
=6
∑
µ
(−)1+ϕa+ϕb+µ
(
1
2 1
1
2
ϕc µ −ϕa
) (
1
2 1
1
2
ϕd −µ −ϕb
)
(I.5)
We shall treat each term in Eq. (I.4) one by one.
3
4 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉 =
3
4 δσaσc δσbσd δτaτc δτbτd (I.6)
−14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉 =
= −64 δτaτc δτbτd
∑
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
(I.7)
= −32 δτaτc δτbτd
∑
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
−14 〈
1
2σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉 =
= −32 δσaσc δσaσc
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
(I.8)
−14 〈
1
2σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉 =
= −9
∑
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
(I.9)
∑
µ′
(−)1+τa+τb+µ′
(
1
2 1
1
2
τc µ′ −τa
) (
1
2 1
1
2
τd −µ′ −τb
)
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Therefore, the matrix element (I.1) is composed by four terms with dierent angular
structure.
〈ab |V¯ |cd〉0
〈ab |V¯ |cd〉0 = 34
∑
JiMJi
J fMJ f
∑
ΣiMΣi
Σ fMΣ f
∑
ΛMΛ
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Σˆ
2
i Jˆ
2
f Σˆ
2
f Λˆ
2 jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb−Σ f +MΣ f +la−lb+ jc− jd−Σi+MΣi+lc−ld
δσaσc δσbσd δτaτc δτbτd

la lb Λ
1
2
1
2 Σ f
ja jb J f


lc ld Λ
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ Σ f J f
MΛ MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
la lb Λ
0 0 0
)
(
jc jd Ji
mc md −MJi
) (
Λ Σi Ji
MΛ MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
lc ld Λ
0 0 0
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
=34 δτaτc δτbτd
∑
JiMJi
J fMJ f
∑
ΣMΣ
∑
ΛMΛ
i−la−lb+lc+ld Jˆ2i Jˆ
2
f Λˆ
2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb+ jc− jd+la−lb+lc−ld

la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
〈ab |V¯ |cd〉σ
〈ab |V¯ |cd〉σ = −32
∑
µ
∑
JiMJi
J fMJ f
∑
ΣiMΣi
Σ fMΣ f
∑
ΛMΛ
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Σˆ
2
i Jˆ
2
f Σˆ
2
f Λˆ
2 jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb−Σ f +MΣ f +la−lb+ jc− jd−Σi+MΣi+lc−ld
δτaτc δτbτd (−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)

la lb Λ
1
2
1
2 Σ f
ja jb J f


lc ld Λ
1
2
1
2 Σi
jc jd Ji

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(
ja jb J f
ma mb −MJ f
) (
Λ Σ f J f
MΛ MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
la lb Λ
0 0 0
)
(
jc jd Ji
mc md −MJi
) (
Λ Σi Ji
MΛ MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
lc ld Λ
0 0 0
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
We can add the four 3 − j coecients which contain the information on the spin into
a 6 − j. ∑
σaσb
σcσd
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
( 1
2
1
2 Σ f
σa σb −MΣ f
) (
1
2
1
2 Σi
σc σd −MΣi
)
=
∑
σaσb
σcσd
µ
(−)1+σa+σb+µ
( 1
2
1
2 Σ f
σa σb −MΣ f
) (
1
2 1
1
2−σb −µ σd
)
(
1 12
1
2
µ −σa σc
) (
1
2
1
2 Σi
σd σc −MΣi
)
= (−)
1+Σi
Σˆi
δΣiΣ f δMΣiMΣ f
{ 1
2
1
2 Σi
1
2
1
2 1
}
〈ab |V¯ |cd〉σ = −32
∑
JiMJi
J fMJ f
∑
ΣMΣ
∑
ΛMΛ
i−la−lb+lc+ld Jˆ2i Jˆ
2
f Λˆ
2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb+ jc− jd+la−lb+lc−ld (−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}

la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
〈ab |V¯ |cd〉τ
The only dierence between this term and 〈ab |v¯ |cd〉0 is the isospin part, then
〈ab |V¯ |cd〉τ = −32
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
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∑
JiMJi
J fMJ f
∑
ΣMΣ
∑
ΛMΛ
i−la−lb+lc+ld Jˆ2i Jˆ
2
f Λˆ
2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb+ jc− jd+la−lb+lc−ld

la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
〈ab |V¯ |cd〉στ
The only dierence between this term and 〈ab |v¯ |cd〉σ is the isospin part, then
〈ab |V¯ |cd〉στ = −9
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
∑
JiMJi
J fMJ f
∑
ΣMΣ
∑
ΛMΛ
i−la−lb+lc+ld Jˆ2i Jˆ
2
f Λˆ
2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb+ jc− jd+la−lb+lc−ld (−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}

la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
In the following the notation
F (τ) =

δτaτc δτbτd for 〈ab |V¯ |cd〉0,σ∑
µ (−)1+τa+τb+µ
( 1
2 1
1
2
τc µ −τa
) ( 1
2 1
1
2
τd −µ −τb
)
for 〈ab |V¯ |cd〉τ,στ
G (Σ) =

1 for 〈ab |V¯ |cd〉0,τ
(−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
for 〈ab |V¯ |cd〉σ,στ
N =

3
4 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
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is used.
〈ab |V¯ |cd〉0,σ,τ,στ = N F (τ)
∑
JiMJi
J fMJ f
∑
ΣMΣ
∑
ΛMΛ
i−la−lb+lc+ld Jˆ2i Jˆ
2
f Λˆ
2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi
(−) ja− jb+ jc− jd+la−lb+lc−ldG (Σ)
la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
=N F (τ)
∑
JMJ
∑
ΣΛ
i−la−lb+lc+ld Jˆ2Λˆ2Σˆ2
jˆa jˆb jˆc jˆd lˆa lˆb lˆc lˆd
4pi (−)
la−lb+lc−ldG (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J

(
la lb Λ
0 0 0
) (
lc ld Λ
0 0 0
)
(−) ja− jb+ jc− jd
(
ja jb J
ma mb −MJ
) (
jc jd J
mc md −MJ
)
∫
dr r2Rna la (r)Rnb lb (r)g(r)Rnc lc (r)Rnd ld (r)
which is Eq. (10.26).
I.2 Matrix element of the interaction in center ofmass and relativemo-
tion coordinates
〈ab |V¯ |cd〉 = 〈na la jamaτa , nb lb jbmbτb |V¯ |nc lc jcmcτc , nd ld jdmdτd〉 = (I.10)
=
∑
JiΛiΣi
J fΛ fΣ f
∑
MJiMΣi
MΛi
MliMLi
∑
MJ f MΣ f
MΛ f
Ml f ML f
∑
li l f
LiL f
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +Σ f +MΣ f +l f +L f + jc− jd+Λi+MΛi+Σi+MΣi+li+Li
la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ f J f
MΛ f MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
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(
jc jd Ji
mc md −MJi
) (
Λi Σi Ji
MΛi MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
√
2
4
∫
d3Rd3R′ RN f L f (αR
′)Y∗L fML f (Rˆ
′)g
( R√
2
)
δ3(R − R′)RNiLi (αR)YLiMLi (Rˆ) (I.11)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)[
〈12σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
(
1 − 14 (−1)
lc+ld−Li
)
− 14 (−1)
lc+ld−Li 〈12σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉
− 14 (−1)
lc+ld−Li 〈12σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
− 14 (−1)
lc+ld−Li 〈12σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉
]
.
(I.12)
The integral in Eq. (I.11) can be written scaling the R coordinate.
Eq. (I.11) =
√
2
4
∫
d3RRN f L f (αR)Y
∗
L fML f
(Rˆ)g
( R√
2
)
RNiLi (αR)YLiMLi (Rˆ)
=2
√
2
√
2
4
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)
=
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)
(I.13)
In Eq. (I.12) there are matrix elements like (ϕ ≡ σ, τ and Φ ≡ S, T)
〈12ϕa ,
1
2ϕb |ϕ(1)ϕ(2) |
1
2ϕc ,
1
2ϕd〉 = 4
∑
µ
(−)µ〈12ϕa ,
1
2ϕb |Φ1µ (1)Φ1−µ (2) |
1
2ϕc ,
1
2ϕd〉
=4
∑
µ
(−)µ〈12ϕa |Φ1µ |
1
2ϕc〉〈
1
2ϕb |Φ1−µ |
1
2ϕd〉
=4
∑
µ
(−)µ 12 〈
1
2ϕc1µ|
1
2ϕa〉〈
1
2ϕb1 − µ|
1
2ϕd〉〈
1
2 ‖Φ1‖
1
2 〉〈
1
2 ‖Φ1‖
1
2 〉
=6
∑
µ
(−)1+ϕa+ϕb+µ
(
1
2 1
1
2
ϕc µ −ϕa
) (
1
2 1
1
2
ϕd −µ −ϕb
)
(I.14)
We shall treat each term in Eq. (I.12) one by one.
〈12σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉 = δσaσc δσbσd δτaτc δτbτd (I.15)
Detailed computation of the matrix element of the interaction 167
〈12σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |Iτ |
1
2τc ,
1
2τd〉 =
= 6δτaτc δτbτd
∑
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
(I.16)
〈12σa ,
1
2σb |Iσ |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉 =
= 6δσaσc δσaσc
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
(I.17)
〈12σa ,
1
2σb |σ(1)σ(2) |
1
2σc ,
1
2σd〉〈
1
2τa ,
1
2τb |τ(1)τ(2) |
1
2τc ,
1
2τd〉 =
= 36
∑
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
(I.18)
∑
µ′
(−)1+τa+τb+µ′
(
1
2 1
1
2
τc µ′ −τa
) (
1
2 1
1
2
τd −µ′ −τb
)
Therefore, the matrix element (I.10) is composed by four terms with dierent angular
structure.
〈ab |V¯ |cd〉0
〈ab |V¯ |cd〉0 =
∑
JiΛiΣi
J fΛ fΣ f
∑
MJiMΣi
MΛi
MliMLi
∑
MJ f MΣ f
MΛ f
Ml f ML f
∑
li l f
LiL f
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +Σ f +MΣ f +l f +L f + jc− jd+Λi+MΛi+Σi+MΣi+li+Li(
1 − 14 (−1)
lc+ld−Li
)
δσaσc δσbσd δτaτc δτbτd

la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ f J f
MΛ f MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σi Ji
MΛi MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
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=δτaτc δτbτd
∑
JiΛiΣi
J fΛ fΣ f
∑
MJiMΣi
MΛi
MliMLi
∑
MJ f MΣ f
MΛ f
Ml f ML f
∑
li l f
LiL f
∑
σaσb
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +Σ f +MΣ f +l f +L f + jc− jd+Λi+MΛi+Σi+MΣi+li+Li(
1 − 14 (−1)
lc+ld−Li
) 
la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ f J f
MΛ f MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σi Ji
MΛi MΣi −MJi
) (
1
2
1
2 Σi
σa σb −MΣi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
=δτaτc δτdτd
∑
JiΛi
J fΛ f
∑
ΣMΣ
∑
MJiMΛi
MliMLi
∑
MJ f MΛ f
Ml f ML f
∑
li l f
LiL f
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2 Jˆ2f Λˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +l f +L f + jc− jd+Λi+MΛi+li+Li(
1 − 14 (−1)
lc+ld−Li
) 
la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
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〈ab |V¯ |cd〉σ
〈ab |V¯ |cd〉σ = −32
∑
µ
∑
JiΛiΣi
J fΛ fΣ f
∑
MJiMΣi
MΛi
MliMLi
∑
MJ f MΣ f
MΛ f
Ml f ML f
∑
li l f
LiL f
∑
σaσb
σcσd
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +Σ f +MΣ f +l f +L f + jc− jd+Λi+MΛi+Σi+MΣi+li+Li
(−1) lc+ld−Li δτaτc δτbτd (−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)

la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ f J f
MΛ f MΣ f −MJ f
) ( 1
2
1
2 Σ f
σa σb −MΣ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σi Ji
MΛi MΣi −MJi
) (
1
2
1
2 Σi
σc σd −MΣi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
We can add the four 3 − j coecients which contain the information on the spin into
a 6 − j. ∑
σaσb
σcσd
µ
(−)1+σa+σb+µ
(
1
2 1
1
2
σc µ −σa
) (
1
2 1
1
2
σd −µ −σb
)
( 1
2
1
2 Σ f
σa σb −MΣ f
) (
1
2
1
2 Σi
σc σd −MΣi
)
=
∑
σaσb
σcσd
µ
(−)1+σa+σb+µ
( 1
2
1
2 Σ f
σa σb −MΣ f
) (
1
2 1
1
2−σb −µ σd
)
(
1 12
1
2
µ −σa σc
) (
1
2
1
2 Σi
σd σc −MΣi
)
= (−)
1+Σi
Σˆi
δΣiΣ f δMΣiMΣ f
{ 1
2
1
2 Σi
1
2
1
2 1
}
〈ab |V¯ |cd〉σ = −32 δτaτc δτbτd
∑
JiΛi
J fΛ f
∑
ΣMΣ
∑
MJiMΛi
MliMLi
∑
MJ f MΛ f
Ml f ML f
∑
li l f
LiL f
i−la−lb+lc+ld
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(−) ja− jb+Λ f +MΛ f +l f +L f + jc− jd+Λi+MΛi+li+Li (−1) lc+ld−Li
Jˆ2i Λˆ
2
i Σˆ
2 Jˆ2f Λˆ
2
f jˆa jˆb jˆc jˆd

la lb Λ f
1
2
1
2 Σ
ja jb J f


lc ld Λi
1
2
1
2 Σ
jc jd Ji
 (−)
1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
〈ab |V¯ |cd〉τ
The only dierence between this term and 〈ab |V¯ |cd〉0 is the isospin part, then
〈ab |V¯ |cd〉τ = −32
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
∑
JiΛi
J fΛ f
∑
ΣMΣ
∑
MJiMΛi
MliMLi
∑
MJ f MΛ f
Ml f ML f
∑
li l f
LiL f
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2 Jˆ2f Λˆ
2
f jˆa jˆb jˆc jˆd
(−) ja− jb+Λ f +MΛ f +l f +L f + jc− jd+Λi+MΛi+li+Li
(−1) lc+ld−Li

la lb Λ f
1
2
1
2 Σ f
ja jb J f


lc ld Λi
1
2
1
2 Σi
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
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〈ab |V¯ |cd〉στ
The only dierence between this term and 〈ab |V¯ |cd〉σ is the isospin part, then
〈ab |V¯ |cd〉στ = −9
∑
µ
(−)1+τa+τb+µ
(
1
2 1
1
2
τc µ −τa
) (
1
2 1
1
2
τd −µ −τb
)
∑
JiΛi
J fΛ f
∑
ΣMΣ
∑
MJiMΛi
MliMLi
∑
MJ f MΛ f
Ml f ML f
∑
li l f
LiL f
i−la−lb+lc+ld
(−) ja− jb+Λ f +MΛ f +l f +L f + jc− jd+Λi+MΛi+li+Li (−1) lc+ld−Li
Jˆ2i Λˆ
2
i Σˆ
2 Jˆ2f Λˆ
2
f jˆa jˆb jˆc jˆd

la lb Λ f
1
2
1
2 Σ
ja jb J f


lc ld Λi
1
2
1
2 Σ
jc jd Ji
 (−)
1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
d3RRN f L f (
√
2αR)Y∗L fML f (Rˆ)g(R)RNiLi (
√
2αR)YLiMLi (Rˆ)∫
d3rd3r′ Rn f l f (αr
′)Y∗l fMl f
(rˆ′)v(r′, r)Rni li (αr)YliMli (rˆ)
In the following, we use also the notation
F (τ) =

δτaτc δτbτd for 〈ab |V¯ |cd〉0,σ∑
µ (−)1+τa+τb+µ
( 1
2 1
1
2
τc µ −τa
) ( 1
2 1
1
2
τd −µ −τb
)
for 〈ab |V¯ |cd〉τ,στ
G (Σ) =

1 for 〈ab |V¯ |cd〉0,τ
(−)1+Σ
{ 1
2
1
2 Σ
1
2
1
2 1
}
for 〈ab |V¯ |cd〉σ,στ
N =

1 for 〈ab |V¯ |cd〉0
− 32 for 〈ab |V¯ |cd〉σ,τ
−9 for 〈ab |V¯ |cd〉στ
M (Li ) =

(
1 − 14 (−1) lc+ld−Li
)
for 〈ab |V¯ |cd〉0
(−1) lc+ld−Li fpr 〈ab |V¯ |cd〉σ,τ,στ
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〈ab |V¯ |cd〉0,σ,τ,στ = N F (τ)
∑
JiΛi
J fΛ f
∑
ΣMΣ
∑
MJiMΛi
MliMLi
∑
MJ f MΛ f
Ml f ML f
∑
li l f
LiL f
i−la−lb+lc+ld Jˆ2i Λˆ
2
i Σˆ
2 Jˆ2f Λˆ
2
f jˆa jˆb jˆc jˆd

la lb Λ f
1
2
1
2 Σ
ja jb J f


lc ld Λi
1
2
1
2 Σ
jc jd Ji

M (Li )(−) ja− jb+Λ f +MΛ f +l f +L f + jc− jd+Λi+MΛi+li+Li
G (Σ)
(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L f l f Λ f
ML f Ml f −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
Li li Λi
MLi Mli −MΛi
)
∑
nin f
NiN f
MΛ f (N f L f n f l f ; na lanb lb )MΛi (NiLini li ; nc lcnd ld )
∫
dRR2RN f L f (
√
2αR)(Rˆ)g(R)RNiLi (
√
2αR)
∫
dRˆ Y∗L fML f (Rˆ)YLiMLi (Rˆ)∑
lm
(−) l
lˆ
∫
drdr′ r2r′2Rn f l f (αr
′)vlm (r′, r)Rni li (αr)∫
drˆ YliMli (rˆ)Y
∗
lm (rˆ)
∫
drˆ′Y∗l fMl f
(rˆ′)Ylm (rˆ′)
=N F (τ)
∑
Ji J f
MJiMJ f
∑
ΛiΛ f
MΛiMΛ f
∑
ΣMΣ
∑
LML
∑
lm
i−la−lb+lc+ld
Jˆ2i Λˆ
2
i Jˆ
2
f Λˆ
2
f Σˆ
2 jˆa jˆb jˆc jˆd
lˆ
G (Σ)

la lb Λ f
1
2
1
2 Σ
ja jb J f


lc ld Λi
1
2
1
2 Σ
jc jd Ji

M (L)(−) ja− jb+ jc− jd+Λ f +MΛ f +Λi+MΛi (−) l(
ja jb J f
ma mb −MJ f
) (
Λ f Σ J f
MΛ f MΣ −MJ f
) (
L l Λ f
ML m −MΛ f
)
(
jc jd Ji
mc md −MJi
) (
Λi Σ Ji
MΛi MΣ −MJi
) (
L l Λi
ML m −MΛi
)
∑
niNi
n f N f
MΛ f (N f Ln f l; na lanb lb )MΛi (NiLni l; nc lcnd ld )
∫
dRR2RN f L (
√
2αR)g(R)RNiL (
√
2αR)
∫
drdr′ r2r′2Rn f l (αr
′)vlm (r′, r)Rni l (αr)
=N F (τ)
∑
Ji J f
MJiMJ f
∑
ΛMΛ
∑
ΣMΣ
∑
Ll
i−la−lb+lc+ldM (L)(−) ja− jb+ jc− jd (−) l
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Jˆ2i Jˆ
2
f Λˆ
2Σˆ2 jˆa jˆb jˆc jˆd
lˆ
G (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J f


lc ld Λ
1
2
1
2 Σ
jc jd Ji
(
ja jb J f
ma mb −MJ f
) (
jc jd Ji
mc md −MJi
) (
Λ Σ J f
MΛ MΣ −MJ f
) (
Λ Σ Ji
MΛ MΣ −MJi
)
∑
niNi
n f N f
MΛ(N f Ln f l; na lanb lb )MΛ(NiLni l; nc lcnd ld )
∫
dRR2RN f L (
√
2αR)g(R)RNiL (
√
2αR)
∫
drdr′ r2r′2Rn f l (αr
′)vlm (r′, r)Rni l (αr)
=N F (τ)
∑
JMJ
∑
ΛΣ
Ll
i−la−lb+lc+ld (−) ja− jb+ jc− jd (−) lG (Σ)

la lb Λ
1
2
1
2 Σ
ja jb J


lc ld Λ
1
2
1
2 Σ
jc jd J

M (L)
Jˆ2Λˆ2Σˆ2 jˆa jˆb jˆc jˆd
lˆ
(
ja jb J
ma mb −MJ
) (
jc jd J
mc md −MJ
)
∑
niNi
n f N f
MΛ(N f Ln f l; na lanb lb )MΛ(NiLni l; nc lcnd ld )
∫
dRR2RN f L (
√
2αR)g(R)RNiL (
√
2αR)
∫
drdr′ r2r′2Rn f l (αr
′)vlm (r′, r)Rni l (αr),
which is Eq. (10.29).

Appendix J
Multipole expansion of functions
J.1 Functions which depend on one vector
A collection of spherical harmonics Ylm , if l is integer and non-negative and |m | < l,
constitute a complete and orthonormal set of functions of the two variables (θ, ϕ), with
θ ∈ [0, pi] and ϕ ∈ [0, 2pi). Because of this, a generic function f (r, θ, ϕ) which is dened
in the interval 0 ≤ θ ≤ pi, 0 ≤ ϕ < 2pi and satises the condition∫ 2pi
0
dϕ
∫ pi
0
dθ sin θ | f (r, θ, ϕ) |2 < +∞
can be expanded in series of spherical harmonics
f (r, θ, ϕ) =
+∞∑
l=0
l∑
m=−l
flm (r)Ylm (θ, ϕ).
The expansion coecients are given by the relation
flm (r) =
∫ 2pi
0
dϕ
∫ pi
0
dθ sin θ f (r, θ, ϕ)Y∗lm (θ, ϕ).
J.1.1 The multipole expansion of the Dirac delta
An example is the function δ3(r). In spherical coordinates it can be written as
δ3(r) =
1
r2 sin θ
δ(r)δ(θ)δ(ϕ)
In this case, the (lm)-coecients are
δ3(r) =
δ(r)
r2
∫ 2pi
0
dϕ
∫ pi
0
sin θdθ 1sin θY
∗
lm (θ, ϕ)δ(θ)δ(ϕ) =
δ(r)
r2
Ylm (0, 0)
=
√
2l + 1
4pi
δ(r)
r2
δm ,0
Thus,
δ3(r) =
δ(r)
r2
∑
lm
√
2l + 1
4pi δm ,0Y
∗
lm (θ, ϕ) =
δ(r)
r2
∑
l
√
2l + 1
4pi Yl0(θ, ϕ)
= 12pi
δ(r)δ(cos θ − 1)
r2
,
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having used the relation∑
l
√
2l + 1Yl0(θ, ϕ) =
1√
pi
δ(cos θ − 1)
J.2 Functions which depend on two vectors
Similarly, any function f (r1 , r2) which depends on two arbitrary vectors r1(r1 , θ1 , ϕ1)
and r2(r2 , θ2 , ϕ2) can be expanded in series of bipolar harmonics
f (r1 , r2) =
∑
l1 l2
LM
f LMl1 ,l2 (r1 , r2)
{
Y l1 (θ1 , ϕ1) ⊗ Y l2 (θ2 , ϕ2)
}
LM
=
∑
l1 l2
LM
f LMl1 ,l2 (r1 , r2)
∑
m1 ,m2
〈l1m1l2m2 |LM〉Yl1m1 (θ1 , ϕ1)Yl2m2 (θ2 , ϕ2).
The coecients f LMl1 ,l2 (r1 , r2) are given accordingly by the relation
f LMl1 ,l2 (r1 , r2) =
∫
dΩ1
∫
dΩ2 f (r1 , r2)
{
Y l1 (Ω1) ⊗ Y l2 (Ω2)
}∗
LM
The most interesting case happen when f (r1 , r2) are invariant under rotation of co-
ordinate system. The expansions of these functions contain only the bipolar harmonics
of zero rank (L = 0). In particular,{
Y l1 (θ1 , ϕ1) ⊗ Y l2 (θ2 , ϕ2)
}
00
=
∑
m1 ,m2
〈l1m1l2m2 |00〉Yl1m1 (θ1 , ϕ1)Yl2m2 (θ2 , ϕ2)
=
∑
m
(−) l1√
2l1 + 1
δl1 ,l2Yl1m (θ1 , ϕ1)Y
∗
l2m
(θ2 , ϕ2)
Therefore,
f (r1 , r2) =
∑
l1 l2
f 00l1 ,l2 (r1 , r2)
∑
m
(−) l1√
2l1 + 1
δl1 ,l2Yl1m (θ1 , ϕ1)Y
∗
l2m
(θ2 , ϕ2)
=
∑
lm
(−) l flm (r1 , r2)√
2l + 1
Ylm (θ1 , ϕ1)Y∗lm (θ2 , ϕ2),
with
flm (r1 , r2) =
∑
m
∫
dΩ1
∫
dΩ2
(−) l√
2l + 1
f (r1 , r2)Y∗lm (Ω1)Ylm (Ω2).
J.2.1 The multipole expansion of the Dirac delta
As an example, we consider the function δ3(r − r′), we have rst to write it in spherical
coordinates:
δ3(r − r′) = 1r2 sin θ δ(r − r
′)δ(θ − θ′)δ(ϕ − ϕ′)
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The (lm)-coecients of the Dirac delta read
δlm (r − r′) = δ(r − r
′)
r2
∑
m
∫ 2pi
0
dϕ
∫ pi
0
dθ sin θ
∫ 2pi
0
dϕ′
∫ pi
0
dθ′ sin θ′ (−)
l
√
2l + 1
1
sin θ δ(θ − θ
′)δ(ϕ − ϕ′)Y∗lm (θ, ϕ)Ylm (θ′, ϕ′)
= δ(r − r
′)
r2
∑
m
∫ 2pi
0
dϕ
∫ pi
0
dθ sin θ (−)
l
√
2l + 1
Y∗lm (θ, ϕ)Ylm (θ, ϕ)
= δ(r − r
′)
r2
∑
m
δmm
(−) l√
2l + 1
= δ(r − r
′)
r2
(−) l√2l + 1
Therefore,
δ3(r − r′) = δ(r − r
′)
r2
∑
lm
Ylm (θ, ϕ)Y∗lm (θ
′, ϕ′)

Bibliography
[Ada+86] G. S. Adams et al. Phys. Rev. C 33 (1986), 2054–2058.
[Adr+05] P. Adrich et al. Phys. Rev. Lett. 95 (2005), 132501.
[ADS12] B. K. Agrawal, J. N. De, and S. K. Samaddar. Phys. Rev. Lett. 109 (2012),
262501.
[ASA05] B. K. Agrawal, S. Shlomo, and V. Au Kim. Phys. Rev. C 72 (2005), 014310.
[ASK03] B. K. Agrawal, S. Shlomo, and V. Kim Au. Phys. Rev. C 68 (2003), 031304.
[Bal+13] M. Baldo, P. F. Bortignon, G. Colò, and L. Sciacchitano (2013). In prepara-
tion.
[BK47] G. C. Baldwin and G. S. Klaiber. Phys. Rev. 71 (1947), 3–10.
[Bar+82] J. Bartel et al. Nucl. Phys. A 386 (1982), 79–100.
[Bar61] G. A. Bartholomew. Annu. Rev. Nucl. Sci. 11 (1961), 259–302.
[Bee+85] J. R. Beene, G. F. Bertsch, P. F. Bortignon, and R. A. Broglia. Phys. Lett. B 164
(1985), 19–21.
[Bee+89] J. R. Beene et al. Phys. Rev. C 39 (1989), 1307–1319.
[Bee+90] J. R. Beene et al. Phys. Rev. C 41 (1990), 920–932.
[Bei+75] M. Beiner, H. Flocard, N. Van Giai, and P. Quentin.Nucl. Phys. A 238 (1975),
29–69.
[BHR03] M. Bender, P.-H. Heenen, and P.-G. Reinhard.Rev.Mod. Phys. 75 (2003), 121–
180.
[BF75] B. L. Berman and S. C. Fultz. Rev. Mod. Phys. 47 (1975), 713–761.
[BV79] V. Bernard and N. Van Giai. Nucl. Phys. A 327 (1979), 397–418.
[BV80] V. Bernard and N. Van Giai. Nucl. Phys. A 348 (1980), 75–92.
[Ber+86] F. E. Bertrand et al. Phys. Rev. C 34 (1986), 45–59.
[Ber80] G. F. Bertsch. “Nuclear vibrations”. In: Nuclear Spectroscopy. Ed. by G. F.
Bertsch and D. Kurath. Vol. 119. Lecture Notes in Pysics. Berlin: Springer-
Verlag, 1980. Chap. 3.
[Ber72] G. F. Bertsch. The practitioners shell model. Amsterdam: North-Holland Publ.
Co., 1972.
180 BIBLIOGRAPHY
[BBB83] G. F. Bertsch, P. F. Bortignon, and R. A. Broglia. Rev. Mod. Phys. 55 (1983),
287–314.
[Ber+79] G. F. Bertsch, P. F. Bortignon, R. A. Broglia, and C. H. Dasso. Phys. Lett. B 80
(1979), 161–165.
[BP99] C. Bertulani and V. Ponomarev. Phys. Rep. 321 (1999), 139–251.
[Bes+74] D. R. Bes et al. Phys. Lett. B 52 (1974), 253–256.
[Bes+76a] D. R. Bes et al. Nucl. Phys. A 260 (1976), 27–76.
[Bes+76b] D. R. Bes et al. Nucl. Phys. A 260 (1976), 77–94.
[Bes+76c] D. R. Bes et al. Nucl. Phys. A 260 (1976), 1–26.
[Bla80] J. Blaizot. Phys. Rep. 64 (1980), 171–248.
[BG77] J. Blaizot and D. Gogny. Nucl. Phys. A 284 (1977), 429–460.
[BR86] J. Blaizot andG. Ripka.Quantum Theory of Finite Systems. Cambridge, Mass.:
The MIT press, 1986.
[BW62] J. M. Blatt and V. F. Weisskopf. Theoretical Nuclear Physics: Nuclear Structure.
John Wiley and Sons Inc, 1962.
[BP53] D. Bohm and D. Pines. Phys. Rev. 92 (1953), 609–625.
[BM69] A. Bohr and B. R. Mottelson. Nuclear Stucture. Vol. I. New York: W. A. Ben-
jamin Inc., 1969.
[BM75] A. Bohr and B. R. Mottelson. Nuclear Stucture. Vol. II. Reading, MA: W. A.
Benjamin Inc., 1975.
[BL91] I. Bombaci and U. Lombardo. Phys. Rev. C 44 (1991), 1892–1900.
[Bon+84] B. Bonin et al. Nucl. Phys. A 430 (1984), 349–396.
[BBB98] P. F. Bortignon, A. Bracco, and R. A. Broglia. Giant Resonances: Nuclear struc-
ture at nite temperature. Contemporary Concepts in Physics. Amsterdam:
Harwood Academic publisher, 1998.
[BB81] P. F. Bortignon and R. A. Broglia. Nucl. Phys. A 371 (1981), 405–429.
[BBB84] P. F. Bortignon, R. A. Broglia, and G. F. Bertsch. Phys. Lett. B 148 (1984), 20–
24.
[Bor+77] P. F. Bortignon, R. A. Broglia, D. R. Bes, and R. Liotta. Phys. Rep. 30 (1977),
305–360.
[BG37] W. Bothe and W. Gentner. German. Z. Phys. 106 (1937), 236–248.
[BC12] A. Bracco and F. C. L. Crespi. EPJ Web of Conferences 38 (2012), 03001.
[Bra85] S. Brandenburg. PhD thesis. University of Groningen, 1985.
[BCB12] M. Brenna, G. Colò, and P. F. Bortignon. Phys. Rev. C 85 (2012), 014305.
[BS94] D. M. Brink and G. R. Satchler. Angular Momentum. 3rd ed. New York: Ox-
ford University Press Inc., 1994.
[BL76] D. Brink and R. Leonardi. Nucl. Phys. A 258 (1976), 285–300.
[Bro+76] R. A. Broglia et al. Phys. Lett. B 64 (1976), 29–32.
[Bro00] A. B. Brown. Phys. Rev. Lett. 85 (2000), 5296–5299.
[BDL59] G. Brown, C. De Dominicis, and J. Langer. Ann. Phys. 6 (1959), 209–229.
BIBLIOGRAPHY 181
[Bro97] E. Browne. Nucl. Data Sheets 82 (1997), 379–546.
[BCD68] K. A. Brueckner, S. A. Coon, and J. Dabrowski. Phys. Rev. 168 (1968), 1184–
1188.
[BM96] B. Buck and A. Merchant. Nucl. Phys. A 600 (1996), 387–402.
[Bue84] M. Buenerd. “The compression modes in nuclei-an experimental review”.
In: J. Phys. Colloq.Vol. 45. International SymposiumonHighly Excited States
and Nuclear Structure, 5-8 Sept. 1983, Orsay, France. 1984, pp. 115–34.
[Cao+06] L. G. Cao, U. Lombardo, C. Shen, and N. Van Giai. Phys. Rev. C 73 (2006),
1–7.
[Car+10] A. Carbone et al. Phys. Rev. C 81 (2010), 041301.
[CDK08] B. G. Carlsson, J. Dobaczewski, and M. Kortelainen. Phys. Rev. C 78 (2008),
044326.
[CTvB13] B. G. Carlsson, J. Toivanen, and U. von Barth. Phys. Rev. C 87 (2013), 054303.
[Cen+09] M. Centelles, X. Roca-Maza, X. Viñas, and M. Warda. Phys. Rev. Lett. 102 (
2009), 122502.
[Cen+10] M. Centelles, X. Roca-Maza, X. Viñas, and M. Warda. Phys. Rev. C 82 (2010),
054314.
[Cha+97] E. Chabanat et al. Nucl. Phys. A 627 (1997), 710–746.
[Cha+98] E. Chabanat et al. Nucl. Phys. A 635 (1998), 231–256.
[CKL05] L.-W. Chen, C. M. Ko, and B.-A. Li. Phys. Rev. C 72 (2005), 064309.
[CLY01] H. L. Clark, Y.-W. Lui, and D. H. Youngblood. Phys. Rev. C 63 (2001), 031301.
[CVS95] G. Colò, N. Van Giai, and H. Sagawa. Phys. Lett. B 363 (1995), 5–11.
[Col+13] G. Colò, L. Cao, N. Van Giai, and L. Capelli. Comput. Phys. Commun. 184
(2013), 142–161.
[CSB10] G. Colò, H. Sagawa, and P. F. Bortignon. Phys. Rev. C 82 (2010), 1–8.
[CVB94] G. Colò, N. Van Giai, and P. F. Bortignon. Phys. Rev. C 50 (1994), 1496–1508.
[DLA92] D. Dale, R. Laszewski, and R. Alarcon. Phys. Rev. Lett. 68 (1992), 3507–3510.
[Dav+97] B. F. Davis et al. Phys. Rev. Lett. 79 (1997), 609–612.
[dSF74] A. de Shalit and H. Feshbach. Theoretical Nuclear Physics: Nuclear Structure.
Vol. 1. John Wiley and Sons Inc., 1974.
[DG80] J. Dechargé and D. Gogny. Phys. Rev. C 21 (1980), 1568–1593.
[DB04] W. Dickho and C. Barbieri. Progr. Part. Nucl. Phys. 52 (2004), 377–496.
[DV08] W. H. Dickho and D. Van Neck. Many-body theory exposed! Propagator de-
scription of quantummechanics inmany-body systems. 2nd ed. Singapore:World
Scientic, 2008.
[Die+03] A. E. L. Dieperink et al. Phys. Rev. C 68 (2003), 064307.
[Dja+82] C. Djalali, N. Marty, M. Morlet, and A. Willis. Nucl. Phys. A 380 (1982), 42–
60.
[DFT84] J. Dobaczewski, H. Flocard, and J. Treiner.Nucl. Phys. A 422 (1984), 103–139.
[Dro+90] S. Drożdż, S. Nishizaki, J. Speth, and J. Wambach. Phys. Rep. 197 (1990), 1–
65.
182 BIBLIOGRAPHY
[DL71] G. G. Dussel and R. J. Liotta. Phys. Lett. B 37 (1971), 477–479.
[End+10] J. Endres et al. Phys. Rev. Lett. 105 (2010), 212503.
[FW03] A. L. Fetter and J. D. Walecka. Quantum theory of many-particle systems. New
York: Dover, 2003.
[FT72] S. Fukuda and Y. Torizuka. Phys. Rev. Lett. 29 (1972), 1109–1111.
[Fur02] R. Furnstahl. Nucl. Phys. A 706 (2002), 85–110.
[GM58] V. Galitski and A. B. Migdal. Sov. Phys. JETP 7 (1958), 96.
[GGC10] D. Gambacurta, M. Grasso, and F. Catara. Phys. Rev. C 81 (2010), 054312.
[Gam+12] D. Gambacurta et al. Phys. Rev. C 86 (2012), 021304.
[Gar99] U. Garg. Nucl. Phys. A 649 (1999), 66–72.
[Gir10] B. G. Giraud. J. Phys. G Nucl. Partic. 37 (2010), 064002.
[Goe49] M. Goeppert-Mayer. Phys. Rev. 75 (1949), 1969–1970.
[Goe50] M. Goeppert-Mayer. Phys. Rev. 78 (1950), 16–21.
[GK02] S. Goriely and E. Khan. Nucl. Phys. A 706 (2002), 217–232.
[GKS04] S. Goriely, E. Khan, and M. Samyn. Nucl. Phys. A 739 (2004), 331–352.
[GRH91] E. K. U. Gross, E. Runge, and O. Heinonen. Many Particle Theory. Bristol:
Adam Hilger, 1991.
[Har+76] M. Harakeh et al. Nucl. Phys. A 265 (1976), 189–212.
[HvW01] M. N. Harakeh and A. van der Woude. Giant Resonances: fundamental high-
frequency modes of nuclear excitation. Oxford Studies in Nuclear Physics. New
York: Oxford University Press Inc., 2001.
[HJS49] O. Haxel, J. H. D. Jensen, and H. E. Suess. Phys. Rev. 75 (1949), 1766.
[Hen+11] S. S. Henshaw et al. Phys. Rev. Lett. 107 (2011), 1–5.
[HP01] C. J. Horowitz and J. Piekarewicz. Phys. Rev. Lett. 86 (2001), 5647–5650.
[Ito+03] M. Itoh et al. Phys. Rev. C 68 (2003), 064602.
[JM89] M. Jaminon and C. Mahaux. Phys. Rev. C 40 (1989), 354–367.
[Kam+93] S. Kamerdzhiev, J. Speth, G. Tertychny, and V. Tselyaev. Nucl. Phys. A 555
(1993), 90–108.
[KST04] S. Kamerdzhiev, J. Speth, and G. Tertychny. Phys. Rep. 393 (2004), 1–86.
[Kam+01] G. P. Kamuntavičius et al. Nucl. Phys. A 695 (2001), 191–201.
[Kli+07] A. Klimkiewicz et al. Phys. Rev. C 76 (2007), 051603.
[Kol74] D. S. Koltun. Phys. Rev. C 9 (1974), 484–497.
[Kor+08] M. Kortelainen, J. Dobaczewski, K. Mizuyama, and J. Toivanen. Phys. Rev.
C 77 (2008), 064307.
[Kva+11] J. Kvasil et al. Phys. Rev. C 84 (2011), 034303.
[LKR97] G. A. Lalazissis, J. König, and P. Ring. Phys. Rev. C 55 (1997), 540–543.
[Lal+05] G. A. Lalazissis, T. Nik ši ć, D. Vretenar, and P. Ring. Phys. Rev. C 71 (2005),
024312.
[LL13] J. M. Lattimer and Y. Lim. Astrophys. J. 771 (2013), 51.
BIBLIOGRAPHY 183
[Law80] R. D. Lawson. Theory of the nuclear shell model. Oxford: Clarendon press,
1980.
[Lee+98] C.-H. Lee, T. T. S. Kuo, G. Q. Li, and G. E. Brown. Phys. Rev. C 57 (1998),
3488–3491.
[Leh54] H. Lehmann. German. Nuovo Cimento 11 (1954), 342–357.
[Lei+81] R. Leicht,M.Hammen,K. Schelhaas, andB. Ziegler.Nucl. Phys. A 362 (1981),
111–127.
[LB72] M. Lewis and F. Bertrand. Nucl. Phys. A 196 (1972), 337–346.
[LCK08] B.-A. Li, L.-. W. Chen, and C. M. Ko. Phys. Rep. 464 (2008), 113–281.
[LS89] E. Lipparini and S. Stringari. Phys. Rep. 175 (1989), 103–261.
[LR06] E. Litvinova and P. Ring. Phys. Rev. C 73 (2006), 1–11.
[LVM06] W.-H. Long, N. Van Giai, and J. Meng. Phys. Lett. B 640 (2006), 150–154.
[Mah+85] C. Mahaux, P. F. Bortignon, R. A. Broglia, and C. H. Dasso. Phys. Rep. 4
(1985), 1–274.
[Mar07] M. J. Martin. Nucl. Data Sheets 108 (2007), 1583–1806.
[Mat76] R. D. Mattuck. A guide to Feynman diagrams in the many-body problem. 2 ed.
New York: McGraw-Hill, 1976.
[McD+86] D. K. McDaniels et al. Phys. Rev. C 33 (1986), 1943–1954.
[Meh11] R. Mehrem. Appl. Math. Comp. 217 (2011), 5360–5365.
[Mog] K. Moghrabi. private communication.
[MGvK14] K. Moghrabi, M. Grasso, and U. van Kolck. Phys. Lett. B (2014). arXiv: 1312.
5949v1 [nucl-th]. Submitted.
[Mog+10] K.Moghrabi,M. Grasso, G. Colò, andN. VanGiai. Phys. Rev. Lett. 105 (2010),
262501.
[Mog+12a] K. Moghrabi, M. Grasso, X. Roca-Maza, and G. Colò. Phys. Rev. C 85 (2012),
044323.
[Mog+12b] K. Moghrabi et al. EPJ Web of Conferences 38 (2012), 06002.
[MDB71] R. Mohan, M. Danos, and L. C. Biedenharn. Phys. Rev. C 3 (1971), 1740–1749.
[Mor+80] H. P. Morsch, M. Rogge, P. Turek, and C. Mayer-Böricke. Phys. Rev. Lett. 45 (
1980), 337–340.
[Mor+83] H. P. Morsch et al. Phys. Rev. C 28 (1983), 1947–1958.
[MP00] H. Müther and A. Polls. Progr. Part. Nucl. Phys. 45 (2000), 243–334.
[MS69] W. D. Myers and W. Swiatecki. Ann. Phys. 55 (1969), 395–505.
[MS74] W. D. Myers and W. Swiatecki. Ann. Phys. 84 (1974), 186–210.
[Nic+11] R. Nicolini et al. Acta Phys. Pol. B 42 (2011), 653.
[Paa+09] N. Paar, Y. Niu, D. Vretenar, and J. Meng. Phys. Rev. Lett. 103 (2009), 1–4.
[Paa+07] N. Paar, D. Vretenar, E. Khan, and G. Colò. Rep. Progr. Phys. 70 (2007), 691–
793.
[Pie06] J. Piekarewicz. Phys. Rev. C 73 (2006), 044325.
[PW71] R. Pitthan and T. Walcher. Phys. Lett. B 36 (1971), 563–564.
184 BIBLIOGRAPHY
[RF95] P.-G. Reinhard and H. Flocard. Nucl. Phys. A 584 (1995), 467–488.
[RN10] P.-G. Reinhard and W. Nazarewicz. Phys. Rev. C 81 (2010), 051303.
[RS04] P. Ring and P. Shuck. The Nuclear Many-Body Problem. New York: Springer,
2004.
[Roc+11] X. Roca-Maza, M. Centelles, X. Viñas, and M. Warda. Phys. Rev. Lett. 106 (
2011), 252501.
[RCS12] X. Roca-Maza, G. Colò, and H. Sagawa. Phys. Rev. C 86 (2012), 031306(R).
[Roc+13] X. Roca-Maza et al. Phys. Rev. C 87 (2013), 034301.
[Row70] D. J. Rowe. Nuclear Collective Motion. London: Methuen and Co. Ltd., 1970.
[Rye+02] N. Ryezayeva et al. Phys. Rev. Lett. 89 (2002), 272502.
[Sam+02] M. Samyn et al. Nucl. Phys. A 700 (2002), 142–156.
[SB06] D. Santonocito and Y. Blumenfeld. Eur. Phys. J. A 30 (2006), 183.
[SAZ13] D. Savran, T. Aumann, and A. Zilges. Progr. Part. Nucl. Phys. 70 (2013), 210–
245.
[Sch+13] M. Scheck et al. Phys. Rev. C 87 (2013), 051304.
[Sch+88] K. Schelhaas et al. Nucl. Phys. A 489 (1988), 189–224.
[SKC06] S. Shlomo, V. M. Kolomietz, and G. Colò. Eur. J. Phys. A 30 (2006), 23–30.
[Sil+06] T. Sil, S. Shlomo, B. K. Agrawal, and P.-G. Reinhard. Phys. Rev. C 73 (2006),
034316.
[Sky56] T. H. R. Skyrme. Philos. Mag. 1 (1956), 1043–1054.
[Sky59a] T. H. R. Skyrme. Nucl. Phys. 9 (1959), 615–634.
[Sky59b] T. H. R. Skyrme. Nucl. Phys. 9 (1959), 635–640.
[Sla51] J. C. Slater. Phys. Rev. 81 (1951), 385–390.
[Sol92] V. G. Soloviev. Theory of Atomic Nuclei: Quasiparticles and Phonons. Bristol:
Institute of Physics, 1992.
[Spe+85] J. Speth, D. Cha, V. Klemt, and J. Wambach. Phys. Rev. C 31 (1985), 2310–
2313.
[SWW77] J. Speth, E. Werner, and W. Wild. Phys. Rep. 33 (1977), 127–208.
[SL05] A. W. Steiner and B.-A. Li. Phys. Rev. C 72 (2005), 041601.
[Suh07] J. Suhonen. From nucleons to nucleus: concepts of microscopic nuclear theory.
Berlin: Springer, 2007.
[Tan+85] I. Tanihata et al. Phys. Rev. Lett. 55 (1985), 2676–2679.
[Tho61] D. Thouless. Nucl. Phys. 22 (1961), 78–95.
[TCV08] L. Trippa, G. Colò, and E. Vigezzi. Phys. Rev. C 77 (2008), 061304.
[Tsa+12] M. B. Tsang et al. Phys. Rev. C 86 (2012), 015803.
[Tse07] V. I. Tselyaev. Phys. Rev. C 75 (2007), 024306.
[Uch+04] M. Uchida et al. Phys. Rev. C 69 (2004), 051301.
[VS81] N. Van Giai and H. Sagawa. Nucl. Phys. A 371 (1981), 1–18.
[VB72] D. Vautherin and D. M. Brink. Phys. Rev. C 5 (1972), 626–647.
Bibliography 185
[Vid+09] I. Vidaña, C. Providência, A. Polls, andA. Rios.Phys. Rev. C 80 (2009), 045806.
[Viñ+12] X. Viñas, M. Centelles, X. Roca-Maza, and M. Warda. AIP Conference Pro-
ceedings 1491 (2012), 101–104.
[Viñ+13] X. Viñas, M. Centelles, X. Roca-Maza, and M. Warda. Eur. Phys. J. A (2013):
Special issue on Nuclear Symmetry Energy. arXiv: 1308.1008v1 [nucl-th]. In
press.
[VNR03] D. Vretenar, T. Nikšić, and P. Ring. Phys. Rev. C 68 (2003), 024310.
[Vre+02] D. Vretenar, N. Paar, P. Ring, and T. Nikšić. Phys. Rev. C 65 (2002), 021301.
[Vre+12] D. Vretenar, Y. Niu, N. Paar, and J. Meng. Phys. Rev. C 85 (2012), 044317.
[Wan+12] M. Wang et al. Chinese Physics C 36 (2012), 1603.
[Wie+09] O. Wieland et al. Phys. Rev. Lett. 102 (2009), 092502.
[Yam+81] T. Yamagata et al. Phys. Rev. C 23 (1981), 937–940.
[YLC01] D. H. Youngblood, Y.-W. Lui, and H. L. Clark. Phys. Rev. C 63 (2001), 067301.
[You+81] D. H. Youngblood et al. Phys. Rev. C 23 (1981), 1997–2007.
[You+04] D. H. Youngblood et al. Phys. Rev. C 69 (2004), 1–14.
[Zal+08] M. Zalewski, J. Dobaczewski, W. Satuła, and T. R. Werner. Phys. Rev. C 77 (
2008), 024316.
