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Abstract
In a communication network it is desirable that all pairs of nodes can exchange messages at the same time. But under the
capacity constraints on nodes or links this desired property may not be satisfied; only some node pairs can communicate with each
other while the rest have to be blocked. A natural question is what is the maximum number of node pairs that can communicate
synchronously with the load restriction? In this paper, we first show that the problem is NP-complete. Then we present two
approximation algorithms for the problems under the node load constraint and the link load constraint, respectively.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Routing; Vertex-forwarding index; Edge-forwarding index; Approximation algorithm; Load restriction
1. Introduction
Let G = (V, E) be a simple connected graph of order n, where V = V (G) is the vertex-set and E = E(G)
is the edge-set of G. A route r(x, y) for x, y ∈ V (G) is a path in G connecting them through which a message is
transmitted from x to y in G. A routing R in G consists of a set of n(n − 1) fixed routes for all ordered vertex pairs
(x, y) of G. The path R(x, y) specified by R carries the data transmitted from the source x to the destination y. If
R(x, y) is not an edge, then the internal vertices of R(x, y) can serve a forwarding function for the data being sent
from the source to the destination.
A routing R in G is said to be minimal, denoted by Rm , if all paths specified by R are the shortest paths between
the corresponding end vertices; R is said to be symmetric or bidirectional, if for all vertices x and y, path R(y, x) is
the reverse of R(x, y) under R; R is said to be consistent if for any two vertices x and y, and for each vertex z in the
path R(x, y) under R, R(x, y) is the concatenation of the paths R(x, z) and R(z, y).
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When many fixed paths under a given routing R go through the same vertex, the routing R causes a heavy load on
the vertex. Thus loads of all vertices should be limited by a capacity, for otherwise it would affect the efficiency of
transmission, and even result in malfunction of the network.
It seems quite natural that a “good” routing R should not load any vertex too much, in the sense that the number
of paths under R going through any vertex should not be too large. In order to measure the load of a vertex, Chung
et al. [1] introduced the notion of the forwarding index.
Let G be a graph with a given routing R and x be a vertex of G. The load of x with respect to R, denoted by
ξx (G, R), is defined as the number of paths under R going through x . The parameter
ξ(G, R) = max{ξx (G, R) : x ∈ V (G)}
is called the forwarding index of (G, R), and the parameter
ξ(G) = min{ξ(G, R) : ∀R}
is called the forwarding index of G. The minimum taken over all the routings of shortest paths min{ξ(G, Rm) : ∀Rm}
will be denoted by ξm(G).
Similar problems were studied for edges by Heydemann et al. [2]. The load of an edge e with respect to R, denoted
by pie(G, R), is defined as the number of paths under R which go through e. The edge-forwarding index of (G, R),
denoted by pi(G, R), is the maximum number of paths specified by R going through any edge of G, i.e.,
pi(G, R) = max{pie(G, R) : e ∈ E(G)};
and the edge-forwarding index of G is defined as
pi(G) = max{pi(G, R) : ∀R}, pim(G) = min{pi(G, Rm) : ∀Rm}.
Clearly, ξ(G) ≤ ξm(G) and pi(G) ≤ pim(G). The following two examples show that these inequalities may be
strict.
Example 1. For a wheel W7 where V (W7) = {x, 0, 1, . . . 5} and E(W7) = {(x, i) : 0 ≤ i ≤ 5} ∪ {(i, i + 1) : 0 ≤ i ≤
4}∪{(0, 5)}, since all of the shortest paths between 0 and 3, 1 and 4, 2 and 5 must go through vertex x , then ξm(W7) ≥
6. Nowwe define a routing ofW7 for any i = 0, 1, . . . , 4, R(i, i+2) = R(i+2, i) = (i, i+1, i+2)(mod 6); R(2, 5) =
(2, 1, 0, 5), R(5, 2) = (5, 4, 3, 2); and for i = 0, 1, R(i, i + 3) = R(i + 3, i) = (i, x, i + 3)(mod 6); other paths
between two vertices are the edges between them. Then ξm(W7) ≥ 6 > 4 = ξ(W7, R) ≥ ξ(W7).
Example 2. Let G = (V, E) where V = {vi : 0 ≤ i ≤ 4} and E = {(v0, vi ) : 1 ≤ i ≤ 4} ∪ {(v j , v j+1) :
1 ≤ j ≤ 3}. We define a route R below: R(v1, v4) = (v1, v2, v0, v3, v4), R(v4, v1) = (v4, v0, v1), R(v1, v3) =
(v1, v2, v3), R(v3, v1) = (v3, v0, v1), R(v2, v4) = (v2, v3, v4), R(v4, v2) = (v4, v0, v2) and other paths are simply
edges. We have pi(G, R) = 4. But we can check that pim(G) = 5 > 4 = pi(G, R) ≥ pi(G).
We generalize the above definitions by considering some routes of routing R. Generally, we use C to denote a set
of routes and R to denote a routing. Obviously, if C is a set of routes in a network G of order n and |C | = n(n − 1),
then C is a routing of G.
The previous research on the forwarding indices was motivated by the problem of maximizing network capacity.
However, in practice, the vertex (resp. edge) load capacity is associated with the network hardware, which could not
be changed. When the loads of vertices or edges are restricted, the number of pairs of vertices that can communicate at
the same time is limited. A natural optimization problem is: what is the maximum number of ordered vertex pairs that
can communicate synchronously in a graph with given vertex or edge load? Our aim is to maximize such a number
under the vertex or edge capacity constraint. We call these problems the Vertex Load Restricted Forwarding Index
(VLRFI) problem and the Edge Load Restricted Forwarding Index (ELRFI) problem, respectively. In addition, we
may consider the corresponding problems for shortest paths, referred as to the VLRFIM problem and the ELRFIM
problem, respectively. In notation, given nonnegative integer `, we define
ξ `(G) = max{|C | : ξ(G,C) ≤ `}, ξ `m(G) = max{|C | : ξm(G,C) ≤ `};
pi`(G) = max{|C | : pi(G,C) ≤ `}, pi`m(G) = max{|C | : pim(G,C) ≤ `}.
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Clearly, ξ `m(G) ≤ ξ `(G) and pi`m(G) ≤ ξ `(G). The inequalities may be strict. Let ` = 4, for the graph W7 in
Example 1, ξ `m(W7) < ξ
`(W7) = 42 since ξm(W7) = 6 > 4; and for the graph G in Example 2, pi`(G) < ξ `m(G) = 20
since pim(G) = 5 > 4.
For the definitions and notations not given here, the reader should refer to [3,4]. The rest of this paper is organized
as follows. In Section 2, we give several general bounds on ξ `(G) and pi`(G) for simple undirected graph G, then
we prove the VLRFI problem, and the ELRFI problem under fixed routing are NP-complete. In Section 3, we present
two approximation algorithms for the VLRFI and ELRFI problems, respectively. In Section 4, we conclude the paper
with some remarks.
2. The VLRFI and ELRFI problems
For a connected graph G of order n, there are at least n − 1 edges. So the number of pairs of nonadjacent vertices
in G is at most (n − 1)(n − 2). When the load capacities on all vertices are at least (n − 1)(n − 2), then all vertex
pairs can communicate at the same time. When the load capacities on all edges are at least (n− 1)(n− 2)+ 2, then all
vertex pairs can communicate at the same time. Thus, without loss of generality, we assume the loads on all vertices
are less than (n − 1)(n − 2) and the loads on all edges are less than (n − 1)(n − 2) + 2. So we have ` < n2 in
general.
2.1. General bounds
Since the problems discussed in this paper are interrelated with the forwarding index problem, we first recall several
known results for the forwarding index problem. In a graph G, the distance between vertex u and vertex v is denoted
by dG(u, v), which equals the number of edges of a shortest path in G with end vertices u and v.
Proposition 1 (Chung et al. [1]). Let G be a simple connected graph of order n. Then
(1) 1n
∑
u
∑
v 6=u(dG(u, v)− 1) ≤ ξ(G) ≤ ξm(G) ≤ (n − 1)(n − 2).
(2) The equality ξ(G) = ξm(G) = 1n
∑
u
∑
v 6=u(dG(u, v) − 1) is true if and only if there exists a minimal routing of
G for which the loads of all vertices are the same.
A graph G is a Cayley graph, meaning that there exists a multiplicative group H and a set S of generators of H
satisfying 1 6∈ S and g ∈ S ⇒ g−1 ∈ S, such that the vertices of G are the elements of H , two of them x and y being
joined by an edge if and only if y−1x ∈ S.
Proposition 2 (Heydemann et al. [2]). If G = (V, E) is a Cayley graph of order n, then, for any vertex u in V ,
ξ(G) = ξm(G) =
∑
v∈V
dG(u, v)− (n − 1).
Proposition 3 (Heydemann et al. [2]). Let G = (V, E) be a simple connected graph of order n. Then
(1) 1|E |
∑
(u,v)∈V×V dG(u, v) ≤ pi(G) ≤ pim(G) ≤ b 12n2c.
(2) The equalities pi(G) = pim(G) = 1|E |
∑
(u,v)∈V×V dG(u, v) are true if and only if there exists a minimal routing
of G for which the loads of all edges are the same.
For a path P , let I (P) denote the set of the internal vertices of P and E(P) denote the edge set of P . Furthermore,
for a set of paths C , we use I (C) to denote the set of internal vertices of all paths in C and E(C) to denote the
set of edges of all paths in C . For a simple graph G of order n with diameter D, we define N `V (G) = max{|C | :∑
r∈C |I (r)| ≤ `n} and N `E (G) = max{|C | :
∑
r∈C |E(r)| ≤ `n}. Given a graph G, N `V can be determined as follows.
For i = 1, 2, . . . , D, suppose there are ri pairs of vertices with distance i . If ∑u∑v 6=u(dG(u, v) − 1) > `n, then
N `V (G) = r1+r2+· · ·+rm+r ′ where r2+2r3 · · ·+(m−1)rm+mr ′ ≤ `×n and r2+2r3 · · ·+(m−1)rm+m(r ′+1) >
` × n if r ′ < rm+1 or r2 + 2r3 · · · + (m − 1)rm + mr ′ + (m + 1) > ` × n if r ′ = rm+1. In a similar way we have
r1 + 2r2 + 3r3 · · · +mrm + (m + 1)r ′ ≤ `× |E(G)| and r1 + 2r2 + 2r3 · · · +mrm + (m + 1)(r ′ + 1) > `× |E(G)|
if r ′ < rm+1 or r1 + 2r2 + 2r3 · · · + mrm + (m + 1)r ′ + (m + 2) > `× |E(G)| if r ′ = rm+1.
The following proposition gives upper bounds of ξ `(G) and pi`(G) in terms of N `V (G) and N
`
E (G), which can be
proved easily.
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Proposition 4. Let G be a simple connected graph of order n. Then
ξ `m(G) ≤ ξ `(G) ≤ min{N `V (G), n(n − 1)} and pi`m(G) ≤ pi`(G) ≤ min{N `E (G), n(n − 1)}.
The next proposition shows that the above upper bound can be achieved when G is a cycle.
Proposition 5. Let Cn be a cycle of order n. Then
ξ `m(G) = ξ `(G) = min{N `V (G), n(n − 1)} and pi`m(Cn) = pi`(Cn) = min{N `E (Cn), n(n − 1)}.
Proof. For the cycle Cn , there are d n` e internally vertex-disjoint paths, where b n` c paths are of length ` + 1 (and one
of length n − `× b n
`
c + 1 if d n
`
e 6= b n
`
c) for ` < b n2 c. And we know that D(Cn) = n2 for even n and n−12 for odd n.
There are 2n pairs of vertices with distance i for i = 1, 2, . . . D − 1. There are n pairs of vertices with diameter D if
n is even and 2n pairs of vertices with diameter D if n is odd. Then, we have
ξ `(Cn) =

2n, if ` = 0;
2n × i +
⌊
`− i(i − 1)
i
× n
⌋
if i(i − 1)+ 1 ≤ ` ≤ min
{⌊
1
4
(n − 2)2
⌋
, i(i + 1)
}
,
where i = 1, . . . , D − 1;
n(n − 1), if ` ≥
⌊
1
4
(n − 2)2
⌋
;
pi`(Cn) =

0, if ` = 0;
2n × (i − 1)+
⌊
`− i(i − 1)
i
× n
⌋
if i(i − 1)+ 1 ≤ ` ≤ min
{⌊
1
4
n2
⌋
, i(i + 1)
}
,
where i = 1, . . . , D;
n(n − 1), if ` ≥
⌊
1
4
n2
⌋
which show the result holds. 
Since Cn is a Cayley graph, we conjecture that the upper bounds can be achieved for any simple connected Cayley
graph G of order n.
Next, we consider the Cartesian product graph. Let G1 and G2 be two connected graphs of order n1 and n2. The
Cartesian product of G1 and G2, denoted by G1 × G2, is the graph of order n1n2 with vertex-set {(i, j) : i =
1, 2, . . . , n1, j = 1, 2, . . . , n2} where ((i, j), (k, l)) is an edge of G1×G2 if and only if j = l and (i, k) ∈ E(G1) or
i = k and ( j, l) ∈ E(G2).
Proposition 6. Let G1 and G2 be two graphs with order n1 and n2, respectively. Then
(1) ξ `(G1 × G2) ≥ max`1+`2=`{n2ξ `1(G1)+ n1ξ `2(G2) : ` = `1 + `2};
(2) pi`(G1 × G2) ≥ max`1+`2=`{n2pi`1(G1)+ n1pi`2(G2) : ` = `1 + `2}.
Proof. (1) Let `1 and `2 be two nonnegative integers satisfying `1 + `2 = `. Suppose C1 is the collection of
routes in G1 such that ξ `1(G1) = |C1| and C2 is the collection of routes in G2 such that ξ `2(G2) = |C2|.
Then we construct a route collection C in G1 × G2. If r(x, y) = (x, u1, u2, . . . , um, y) is a route in C1, then
r(x, y)α = ((x, α), (u1, α), (u2, α), . . . , (um, α), (y, α)) ∈ C for all α ∈ V (G2). If r(a, b) = (a, v1, v2, . . . , vk, b)
is a route in C2, then ρr(a, b) = ((ρ, a), (ρ, v1), (ρ, v2), . . . , (ρ, vk), (ρ, b)) ∈ C for all ρ ∈ V (G1). Then |C | =
n2|C1|+ n1|C2|. For every vertex (i, j) ∈ V (G1×G2) and ξ(i, j)(G1×G2,C) ≤ ξi (G1,C1)+ ξ j (G2,C2) ≤ `1+ `2
which means ξ(G1 × G2,C) ≤ `1 + `2 = `. Then we have ξ `(G1 × G2) ≥ n2ξ `1(G1)+ n1ξ `2(G2).
(2) The inequality can be proved the same way as (1) with pi in place of ξ . 
2.2. NP-completeness
In this section, we will give the NP-completeness proofs for the VLRFI problem, and the ELRFI problem under
fixed routing. First, following the notation of [5], we formalize the decision version of the VLRFI problem as follows.
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Problem VLRFI. The Vertex Load Restricted Forwarding Index Problem.
Instance: A connected graph G and two nonnegative integers ` and k : (G, `, k).
Question: Does there exist a set of routes C with ξ(G,C) ≤ ` and |C | ≥ k?
Saad [6] has proved that the forwarding index problem defined below is NP-complete.
Problem FI. The Forwarding Index Problem.
Instance: A connected graph G and an integer k : (G, k).
Question: Does there exist a routing R with ξ(G, R) ≤ k?
We prove the NP-completeness of the VLRFI problem by reducing the FI problem to it.
Theorem 1. The VLRFI problem is NP-complete.
Proof. Given an instance of the FI problem, a graph G ′ of order n and an integer k′, we construct an instance of the
VLRFI problem (G, k, `) with G = G ′, k = n(n − 1), ` = k′.
If ξ(G ′) ≤ k′, then there exists a routing R such that ξ(G ′) = ξ(G ′, R) ≤ k′ and |R| = n(n − 1) which means
ξ `(G) = n(n − 1) = k.
Conversely, if there exists a set of routes C such that ξ(G,C) ≤ ` and |C | ≥ k, then, since k = n(n − 1),C is a
routing of G = G ′, and ξ(G ′) = ξ(G) ≤ ξ(G,C) ≤ ` = k′.
Hence ξ(G ′) ≤ k′ if and only if ξ `(G) ≥ k. We get the result. 
The decision version of the ELRFI problem has the same description as the VLRFI problem with pi in place of
ξ . By reduction similar to the above, we can show that the NP-completeness of the edge-forwarding index problem
implies that of the ELRFI problem. However, the former, to the best of our knowledge, has been a long-standing open
problem. In addition to the general expectation of the NP-completeness of the edge-forwarding index problem (see
e.g., [7]), the hardness of the following ELRFI problem under fixed routing strengthens our belief that the ELRFI
problem has the same complexity as the VLRFI problem.
Problem ELRFIFR. The Edge Load Restricted Forwarding Under Fixed Routing Problem.
Instance: A connected graph G, a routing R in G, and nonnegative integers ` and k : (G, R, `, k).
Question: Does there exist a set of routes C in G with C ⊆ R, pi(G,C) ≤ ` and |C | ≥ k?
The NP-completeness of the ELRFIFR problem follows from that of the maximum independent set problem [5],
where an independent set in a graph is a set of pairwise nonadjacent vertices in the graph.
Problem MIS. The Maximum Independent Set Problem.
Instance: A connected graph G and a nonnegative integer k : (G, k).
Question: Does there exist an independent set S in G with |S| ≥ k?
Theorem 2. The ELRFIFR problem is NP-complete.
Proof. We prove the result by reduction from the MIS problem. Given an instance of the MIS problem (G ′, k′) with
G ′ = (V ′, E ′), we construct an instance of the ELRFIFR problem (G, R, `, k) as follows.
First we construct a graph G ′′ = (V ′′, E ′′) such that
• G ′′ = (V ′′, E ′′) is a complete graph with vertex set V ′′ = {v1, v2 : v ∈ V ′} ∪ {ue, ve : e = (u, v) ∈ E ′} of size
|V ′′| = 2(|V ′| + |E ′|).
By the construction of V ′′, we partition E ′′ as the disjoint union of EV = {(v1, v2) : v ∈ V ′}, EE = {(ue, ve) :
e = (u, v) ∈ E ′}, and EO = E ′′ − (EV ∪ EE ). Note that there is a 1-1 correspondence between EV and V ′ and a 1-1
correspondence between EE and E ′. We obtain G = (V, E) from G ′′ by adding, for each e = (u, v) ∈ E ′, a vertex e
and two edges (e, ue), (e, ve). Thus
• G = (V, E) is a supergraph of G ′′ = (V ′′, E ′′) such that V is the disjoint union of V ′′ and VA = {e : e ∈ E ′}, and
E is the disjoint union of E ′′ = EV ∪ EE ∪ EO and EA = {(e, ue), (e, ve) : e = (u, v) ∈ E ′}.
Clearly |V | = |V ′′|+|E ′| = 2|V ′|+3|E ′| and |E | = |E ′′|+2|E ′| = |V ′′|(|V ′′|−1)/2+2|E ′| = 2(|V ′|+|E ′|)2+
|E ′|−|V ′| ≤ 3(|V ′|+|E ′|)2. We define routing R in G of size |R| = |V |(|V |−1) = (2|V ′|+3|E ′|)(2|V ′|+3|E ′|−1)
such that
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• For each pair of vertices u, v in V , routing R contains a path R(u, v) in G connecting u and v, and R(u, v) =
R(v, u), i.e., R is symmetric.
For each v ∈ V ′, let E ′(v) denote the set of edges in G ′ incident with v. Since G ′′ is a complete graph,
corresponding to each v ∈ V ′, we define
• R(v1, v2) = R(v2, v1) to be a path in G ′ − EV with end vertices v1, v2, and E(R(v1, v2)) ∩ EE = {(xe, ye) : e =
(x, y) ∈ E ′(v)} and V (R(v1, v2)) = {v1, v2} ∪ {xe, ye : e = (x, y) ∈ E ′(v)}.
For each vertex e ∈ VA with e = (u, v) being an edge in E ′, we define
• R(e, ue) = R(ue, e) to be the edge (e, ue), together with its end vertices e, ue, and R(e, ve) = R(ve, e) to be the
edge (e, ve), together with its end vertices e, ve.
For other pairs of vertices u, v in G, the fact that G ′′ is complete enables us to define
• R(u, v) = R(v, u) to be a path in G with E(R(u, v)) ∩ EA 6= ∅.
To complete the definition of the ELRFIFR instance (G, R, `, k), we set ` = 1 and k = 2|E ′| + k′.
It is obvious that we accomplish the construction of (G, R, `, k) from the given MIS instance (G ′, k′) in the time
of a polynomial in |V ′| + |E ′|. Moreover
(1) For each pair of vertices u, v ∈ V ′, routes R(u1, u2) and R(v1, v2) are edge-disjoint if and only if u and v are
nonadjacent in G ′.
If e = (u, v) ∈ E ′, then the edge (ue, ve) ∈ E are on both R(u1, u2) and R(v1, v2); if u and v are nonadjacent in G ′,
then E ′(u)∩ E ′(v) = ∅, implying that R(u1, u2) and R(v1, v2) are vertex-disjoint and therefore edge-disjoint. So we
have (1).
Now we claim that
(2) The instance (G ′, k′) of the MIS problem has the answer “yes” if and only if the instance (G, R, `, k) of the
ELRFIFR problem has answer “yes”.
To prove the “if” part, let C be a set of routes in G with C ⊆ R, pi(G,C) ≤ ` = 1 and |C | ≥ k = 2|E ′| + k′.
Let C1 be the subset of C consisting of routes in G ′′. By the definition of R and the load condition pi(G,C) ≤ 1,
we see that |C − C1| ≤ |EA| = 2|E ′|, giving |C1| ≥ |C | − 2|E ′| ≥ k′. Observe that there exists S ⊆ V ′ such that
C1 = {R(v1, v2) : v ∈ S}. Using pi(G,C1) ≤ pi(G,C) ≤ 1, it follows from (1) that S is an independent set in G ′ of
size |S| = |C1| ≥ k′.
To prove the “only if” part, given an independent set S in G ′ with |S| ≥ k′, let C = {R(v1, v2) : v ∈
S} ∪ {R(e, ue), R(e, ve) : e = (u, v) ∈ E ′}. Then C ⊆ R, |C | ≥ k′ + 2|E ′| = k. Recall from our construction that
the routes in {R(v1, v2) : v ∈ S}, which are contained in G ′′, are edge-disjoint from the routes in {R(e, ue), R(e, ve) :
e = (u, v) ∈ E ′}, which are edges in EA outside G ′′. So, by (1), we get pi(C,G) ≤ 1 = `.
So (2) holds as claimed.
Statement (2) gives the result of the theorem. 
3. Approximation algorithms
In this section we will study the optimization versions of the VLRFI and ELRFI problems, respectively, which,
given a graph G and a load limit `, ask for the maximum set of routes C under constraint ξ(G,C) ≤ ` or under
constraint pi(G,C) ≤ `.
In view of the NP-complete obtained in the previous section, we will propose approximation algorithms for the
VLRFI and ELRFI problems. In fact we will present stronger results, namely approximation algorithms for the
LRFIM and ELRFIM problems: given graph G and load limit `, find the maximum set of minimal routes C with
ξ(G,C) ≤ ` and pi(G,C) ≤ `, respectively.
Let us introduce some notation and definitions. An instance of the VLRFIM or ELRFIM problem is denoted by
(G, `), where G is a graph and ` is a nonnegative integer. For ease of description, we assume in this section that ` is
positive. A solution of (G, `) is a set of routes C connecting pairs of nonadjacent vertices (and the cardinality of C
for the simplicity). In particular, we use CVOPT(G, `) and C
E
OPT(G, `) to denote the cardinality of the optimal sets of
routes for the instance (G, `) of the VLRFIM and ELRFIM problems, respectively.
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Fig. 1. Illustration of the definitions.
Let G = (V, E) be a graph of order n with diameter D. For U,U ′ ⊆ V , let E(U,U ′) = {(u, v) ∈
E : u ∈ U, v ∈ U ′} and NG(U ) = ⋃u∈U {v ∈ V : (u, v) ∈ E}. For each vertex vi ∈ V (G), i ∈{1, 2, . . . , n}, let Di = max{dG(vi , v j ) : j = 1, 2, . . . i − 1, i + 1, . . . , n}. And we divide V (G) into D + 1
parts Vi0, Vi1, . . . , Vi Di , Vi(Di+1), . . . , Vi D such that the distance from vi to all the vertices in Vi j is exactly j for
0 ≤ j ≤ Di and Vi j = ∅ for Di < j ≤ D. Generally, we call Vi j the successor group of the vertices in Vi( j−1) and
the predecessor group of the vertices in Vi( j+1).
For i = 1, 2, . . . n, j = 1, 2, . . . D, let
Ei j = {(x, y) : (x, y) ∈ E(G), x ∈ Vi( j−1), y ∈ Vi j }, Ei =
D⋃
h=1
Eih, Gi = [Ei ], E j =
n⋃
h=1
Ehj
where [Ei ] is the subgraph of G induced by the edge set Ei . For i = 1, 2, . . . n, j = 1, 2, . . . D and w ∈ Vi j ,
we use Ei( j+1)(w) to denote the set of edges between w and its successor group and use Ei j (w) to denote the
set of the edges between w and its predecessor group in Gi . Furthermore, if we do not know the exact group that
contains w, then we use E+i (w) to denote the set of edges between w and its successor group and use E
−
i (w)
to denote the set of edges between w and its predecessor group in Gi , where i = 1, 2, . . . , n. Obviously, if
w ∈ Vi j , then E+i (w) = Ei( j+1)(w) and E−i (w) = Ei j (w). Fig. 1 gives an illustration for these definitions.
For the graph G in Fig. 1, we have V11 = {v2, v3, v4, v5}, E11 = {(v1, v2), (v1, v3), (v1, v4), (v1, v5)}; V12 =
∅, E12 = ∅; V21 = {v1, v3}, E21 = {(v2, v1), (v2, v3)}; V22 = {v4, v5}, E22 = {(v1, v4), (v1, v5)}; V31 =
{v1, v2}, E31 = {(v3, v1), (v3, v2)}; V32 = {v4, v5}, E32 = {(v1, v4), (v1, v5)}; V41 = {v1}, E41 = {(v4, v1)}; V42 =
{v2, v3, v5}, E42 = {(v1, v2), (v1, v3), (v1, v5)}; V51 = {v1}, E51 = {(v5, v1)}; V52 = {v2, v3, v4}, E52 =
{(v1, v2), (v1, v3), (v1, v4)}.
3.1. The VLRFIM problem
In this subsection we give an approximation algorithm for the VLRFIM problem. Since shorter paths have fewer
internal vertices, the main idea of the algorithm is to give the priority to the nearest pairs of vertices when we choose
the communication pairs.
In Step 1 we set the weight of each vertex in G to be 0 and divide the vertex set into several subsets and obtain
the subgraphs G1,G2, . . . ,Gn defined as above. Let C = ∅. If (x, y) is an edge, then x and y can communicate with
each other directly, which means that all the vertices in Vi1 can communicate with Vi0 = {vi } freely. So we only need
to consider the pairs of nonadjacent vertices.
In Step 2 we expand the set C step by step. If E j 6= ∅ and Ei j 6= ∅ (the conditions give a guarantee to expand C by
a route with end vertex vi ; otherwise, under the load restriction, communications of vi with other vertices via routes
in current C have blocked communications of vi with more vertices via routes outside C), then choose a vertex u j
in Vi j and determine a route r(vi , u j ) between vi and u j (see Step 2.1, lines 9–15). Put r(vi , u j ) into C . Then go to
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Step 2.2, increase by exactly 1 the weight of every internal vertex of the chosen route. Check each of increased
weights, if it is `, then delete all edges between this vertex of weight ` and its successor group in all G1,G2, . . . ,Gn
(see Step 2.2, lines 17–20). Next, for each vertex in Vi j , if there are no edges between this vertex and its predecessor
group, then none of the edges between this vertex and its successor group in the graph Gi can be used in the expanding
process, so delete all these edges in the graph Gi , where j = 1, . . . , D and i = 1, 2, . . . n (see Step 2.2, line 21–24).
Finally, update the Ei j , Ei , E j and the induced subgraph Gi , where j = 1, . . . , D and i = 1, 2, . . . n (see Step 2.2,
lines 25–26). Then go back to line 8. The following pseudo-code makes our idea more precise.
Algorithm NVM NEAREST PAIR FOR VLRFIM
Input An instance (G, `) of the VLRFIM problem
Output A set of routes C in G // CNVM (G, `) = |C |
Step 1. Initialization
1. for k = 1 to n do
2. W (vk ) := 0; Divide V (G) into subsets Vk0, Vk1, . . . , VkD ; Gk = [Ek ]
3. C := ∅; ED+1 := ∅; i := 2
Step 2.Main part of the algorithm
4. while E i 6= ∅ do // Otherwise no more route can be added to C
5. k := 1
6. while k ≤ n do
7. Uki := Vki
8. while E(Vk(i−1),Uki ) 6= ∅ do // Otherwise no more route with end vertex vk can be added to C
Step 2.1 Expand the set C
9. j := i
10. while j 6= 1 do
11. W := min{W (w) : w ∈ Vk( j−1) ∩ NG (Uk j )}
12. Choose an edge e = (u j , u j−1) in E j such that W (u j−1) = W
13. j := j − 1
14. end-while
15. r(ui , vk ) := (ui , ui−1, . . . , u1, vk )
16. C := C ∪ {r(ui , vk )}
Step 2.2 Update the value
17. for l = 1, 2, . . . , i − 1 do
18. W (ul ) := W (ul )+ 1
19. if W (ul ) = ` then
20. for m = 1, 2, . . . , n do Gm := Gm − E+m (ul )
21. for l = 1, 2, . . . , n do
22. for m = 1, 2, . . . , D do
23. For each vertex w ∈ Vlm
24. if Elm (w) = ∅ then El(m+1) := El(m+1) − El(m+1)(w)
25. Update El , Gl and Em , for l = 1, 2, . . . , n, m = 1, 2, . . . , D
26. Uki := Uki \ {ui }
27. end-while
29. k := k + 1
30. end-while
31. i := i + 1
32. end-while
We use shorthand ANVM to refer the above algorithm. Consider ANVM applied to the graph G as shown in Fig. 1
with ` = 2. First, in Step 1, we get the subgraphs G1,G2,G3,G4 and G5 and allocate the weight 0 to every vertex.
Next, in Step 2, we check E2 6= ∅ and E22 6= ∅, then we expand the route C by the path r(v4, v2) = (v4, v1, v2) in
Step 2.1. Then we update the value W (v1) = 1. Since ` = 2 > W (v1), then all the values are the same as before
except U22 = {v5}. Now go back to line 8. At this time, E(V21,U22) = {(v1, v5)} 6= ∅, so we expand the route C by
the path r(v5, v2) = (v5, v1, v2) in Step 2.1. Go to Step 2.2. Update the value. The algorithm terminates at this time
by checking line 8 and line 4. We get the route C = {r(v4, v2), r(v5, v2)} by the algorithm.
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The correctness of algorithm ANVM is obvious. Recalling our assumption ` ≤ (n − 1)(n − 2) for the vertex load
in graphs of order n, the next two theorems show that algorithm ANVM returns D-approximation solutions in strongly
polynomial time for graphs with diameter D.
Theorem 3. Let D be the diameter of G and ` be a positive integer. Then
CVOPT(G, `) ≤ min{CNVM(G, `)+ (n − 1)(n − 2)− `, D × CNVM(G, `)}.
Proof. First, we will prove CVOPT(G, `) ≤ CNVM(G, `)+ (n− 1)(n− 2)− `. On the one hand, for a connected graph
G of order n, there are at least n − 1 edges. So there are at most (n − 1)(n − 2) pairs of nonadjacent vertices in G,
which means CVOPT(G, `) ≤ (n − 1)(n − 2). On the other hand, we can get CNVM(G, `) ≥ ` easily. Then, we have
CVOPT(G, `) ≤ CNVM(G, `)+ (n − 1)(n − 2)− `.
Next, we show CVOPT(G, `) ≤ D×CNVM(G, `). When D = 1, the theorem holds obviously. We only need to prove
that CVOPT(G, `) ≤ D × CNVM(G, `) for D ≥ 2. Let C be the collection of routes obtained by the algorithm ANVM
and C∗ be the optimal collection of routes. Assume, without loss of generality, that |C | = m and |C∗| = m∗. For a
route r(x, y) in C∗, we see that x and y communicate in C∗, and conclude that either x and y can communicate in C
or I (r(x, y))∩ I (C) 6= ∅. Let C ′ denote the subset of routes in C∗ whose pair of end vertices cannot communicate in
C . And let I be a multi-set where a vertex w appears k times if w ∈ I (C) and ξw(G,C) = k. If there is an injective
mapping φ from C ′ to I which satisfies φ(r) ∈ I (r) for all r ∈ C ′, then we have m∗ ≤ m + (D − 1)m = Dm which
means |C∗| = m∗ ≤ Dm = D|C |.
To see the existence of such a mapping φ, let ϕ be an injective mapping from C ′′ to I such that C ′′ ⊆ C ′, ϕ(r) ∈
I (r) for all r ∈ C ′′, and |C ′′| is maximum. If |C ′′| = |C ′|, then we are done by setting φ := ϕ. So we
assume |C ′′| < |C ′|, implying C ′′ ⊂ C ′. Let us choose a route r(x, y) = (x, u1, u2, . . . ud , y) in C ′ \ C ′′. If
ξuh (G,C
′′) ≤ ξuh (G,C) − 1 for some h with 1 ≤ h ≤ d, then ϕ may be extended to be an injective mapping
ϕ′ : C ′′ ∪ {r(x, y)} → I with ϕ′(r) ∈ I (r) for all r ∈ C ′′ ∪ {r(x, y)} by setting ϕ′|C ′′ := ϕ and ϕ′(r(x, y)) := uh ,
which contradicts the maximality of ϕ (measured by |C ′′|). Hence we have ξuh (G,C ′′) ≥ ξuh (G,C), and therefore
` ≥ ξuh (G,C∗) ≥ ξuh (G,C ′′ ∪ {r(x, y)}) ≥ ξuh (G,C) + 1 for all 1 ≤ h ≤ d. Suppose that y = vk and x ∈ Vki for
some 1 ≤ k ≤ n and 1 ≤ i ≤ D. Consider the time when the while-loop (line 8-27) for the k with y = vk terminates
with E(Vk(i−1),Uki ) = ∅. Since x and y cannot communicate in C (recall r(x, y) ∈ C ′), we have x ∈ Uki at this
time. So x has no neighbor in Vk(i−1) at this time. However, since ξuh (G,C) ≤ ` − 1 for all 1 ≤ h ≤ d, we deduce
from lines 17–25 that r(x, y) is a path in Gk all the time. The contradiction completes our proof. 
Theorem 4. Given a graph G = (V, E) and a positive integer `, algorithm ANVM returns a set of routes with
cardinality CNVM(G, `) in time of O(`|E | · |V |2).
Proof. It is easy to see that the initialization in Step 1 takes O(|V | · |E |) time. Moreover, a single detection in line 4
and line 8 completes in O(|V | · |E |) time. For the graph G and positive integer `, since every vertex can be an internal
vertex of at most ` routes, we see that there are at most `|V | routes determined/returned by ANVM, and therefore Step
2.1 (lines 9–16) and Step 2.2 (lines 17–26) repeat at most `|V | times. In each repetition, the algorithm ANVM finds
a route, i.e., expands C , by detecting all G1, . . . ,Gn and then updates values by deleting edges from G1, . . . ,Gn ,
where the detection and deletion involved in each Gi , i = 1, . . . , n, can be finished in O(|E |) time. Hence the total
running time of the algorithm ANVM is O(`|E | · |V |2). 
3.2. The ELRFIM problem
In this subsection we give an approximation algorithm for the ELRFIM problem. Given an instance (G, `) of
the ELRFIM problem, suppose that C is an optimal set of routes in G. If x and y cannot communicate in C
for (x, y) ∈ E(G), then we can get another set of route C ′ by replacing a route passing through (x, y) with
r(x, y) = (x, y). Then |C ′| = |C | and pi(G,C ′) ≤ pi(G,C) which shows that C ′ is also an optimal solution.
Owning to the above discussion, we assume ` ≥ 3 and only concern ourselves with the pairs of nonadjacent vertices
in the following discussion. The main idea of the algorithm is the same as algorithm ANVM that gives the priority to
the nearest pairs of vertices when we choose the communication pairs.
We refer to the algorithm below as ANEM. In Step 1, we set each edge in G with weight 2 and divide the vertex
set into several subsets and obtain the subgraphs G1,G2, . . . ,Gn as defined at the beginning of Section 3. In Step 2,
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we expand set C step by step, which is initially set to be an empty set. The detailed pseudo-code description goes as
follows.
Algorithm NEM NEAREST PAIR FOR ELRFIM
Input ELRFIM instance (G, `)
Output A set of routes C in G// CNEM (G, `) = |C |
Step 1. Initialization
1. for k = 1 to n do
2. Divide V (G) into subsets Vk0, Vk1, . . . , VkD ; Gk = [Ek ]
3. For each edge, let W (e) := 2
4. C := ∅; ED+1 := ∅; i := 2
Step 2.Main part of the algorithm
5. while E i 6= ∅ do
6. k := 1
7. while k ≤ n do
8. Uki := Vki
9. while E(Vk(i−1),Uki ) 6= ∅ do // Otherwise no more routes with end vertex vk can be added to C
10. j := i
Step 2.1 Expand the set C
11. while j 6= 1 do
12. Choose an edge e = (u j , u j−1) with the minimum weight in Ek j
13. j := j − 1
14. end-while
15. r(ui , vk ) := (ui , ui−1, . . . , u1, vk )
16. C := C ∪ {r(ui , vk )}
17. for e ∈ E(r(ui , vk )) do
18. W (e) := W (e)+ 1
19. if W (e) = ` then
20. for m = 1, 2, . . . , n do Gm := Gm − {e}
Step 2.2 Update the value
21. for l = 1, 2, . . . , n do
22. for m = 1, 2, . . . , D − 1 do
23. For each vertex w ∈ Vlm
24. if Elm (w) := ∅ then El(m+1) := El(m+1) − El(m+1)(w)
25. Update El , Gl , and Em , for l = 1, 2, . . . , n, m = 1, 2, . . . , D
26. Uki := Uki \ {ui }
27. end-while
28. k := k + 1
29. end-while
30. i := i + 1
31. end-while
Clearly, algorithm ANEM is correct. Moreover, by the assumption ` ≤ (n−1)(n−2)+2 on edge load, the following
two theorems show satisfactory performance and time complexity for ANEM.
Theorem 5. Let D be the diameter of G and ` be a positive integer. Then
C EOPT(G, `) ≤ min{(n − 1)(n − 2)+ CNEM(G, `)− `+ 2, (D + 1)× CNEM(G, `)}.
Proof. The proof of C EOPT(G, `) ≤ (n − 1)(n − 2) + CNEM(G, `) − ` + 2 is similar to that of CVOPT(G, `) ≤
CNVM(G, `)+ (n − 1)(n − 2)− ` in Theorem 3. Next we focus on proving C EOPT(G, `) ≤ (D + 1)× CNEM(G, `).
Without loss of generality, we assume ` ≥ 3. When D = 1, the theorem holds obviously. We only need to prove
that C EOPT(G, `) ≤ (D + 1) × CNEM(G, `) for D ≥ 2. Let C be the collection of routes obtained by the algorithm
ANEM and C∗ be the optimal collection of routes. Assume |C | = m and |C∗| = m∗. For a route r(x, y) in C∗, we see
that x and y communicate in C∗, and conclude that either x and y can communicate in C or E(r(x, y)) ∩ E(C) 6= ∅.
Let C ′ denote the subset of routes in C∗ whose the end pair of vertices cannot communicate in C and E be a multi-set
where an edge e appears k times if e ∈ E(C) and pie(G,C) = k. If there is an injective map φ from C ′ to E satisfying
φ(r) ∈ E(r), then we have m∗ ≤ m + Dm = (D + 1)m, which means |C∗| = m∗ ≤ (D + 1)m = (D + 1)|C |.
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To see the existence of such a mapping φ, let ϕ be an injective mapping from C ′′ to E such that C ′′ ⊆ C ′, ϕ(r) ∈
E(r) for all r ∈ C ′′, and |C ′′| is maximum. If |C ′′| = |C ′|, then we are done by setting φ := ϕ. So we assume
|C ′′| < |C ′|, implying C ′′ ⊂ C ′. Let us choose a route r(x, y) in C ′ \C ′′. If pie(G,C ′′) ≤ pie(G,C)−1 for some edge
e ∈ E(r(x, y)), then ϕ may be extended to be an injective mapping ϕ′ : C ′′∪{r(x, y)} → E with ϕ′(r) ∈ E(r) for all
r ∈ C ′′ ∪ {r(x, y)} by setting ϕ′|C ′′ := ϕ and ϕ′(r(x, y)) := e, which contradicts the maximality of ϕ (measured by
|C ′′|). Hence we have pie(G,C ′′) ≥ pie(G,C), and therefore ` ≥ pie(G,C∗) ≥ pie(G,C ′′∪{r(x, y)}) ≥ pie(G,C)+1
for all e ∈ E(r(x, y)). Suppose that y = vk and x ∈ Vki for some 1 ≤ k ≤ n and 1 ≤ i ≤ D. Consider the time
when the while-loop (lines 9–27) for the k with y = vk terminates with E(Vk(i−1),Uki ) = ∅. Since x and y cannot
communicate in C (recall r(x, y) ∈ C ′), we have x ∈ Uki at this time. So x has no neighbor in Vk(i−1) at this time.
However, since piuh (G,C) ≤ `− 1 for all e ∈ E(r(x, y)), we deduce from lines 17–25 that r(x, y) is a path in Gk all
the time. The contradiction completes our proof. 
Theorem 6. Given a graph G = (V, E) and a positive integer `, algorithm ANEM returns a set of routes with
cardinality CNEM(G, `) in time of O(`|V | · |E |2).
Proof. For the graph G and a positive integer `, there are at most (`− 2)|E | routes in the set C returned by algorithm
ANEM, which implies at most (` − 2)|E | repetitions of Step 2.1 and Step 2.2. As argued in the proof of Theorem 3,
an implementation of Step 2.1 and Step 2.2 takes O(|V | · |E |) time, the result follows. 
4. Conclusion
In this paper we discuss the “dual” problems of the forwarding index problem and the edge-forwarding index
problem. We prove that the VLRFI problem, and the ELRFI problem with fixed routing are NP-complete. We propose
approximation algorithms for the VLRFI and ELRFI problems, which apply to their restricted problems for minimal
routes.
Recalling the definitions introduced in Section 1 for a routing to be minimal, consistent or symmetric, we notice
that, by the results of Heydemann et al. [8], similar reductions to that in Section 2.2 establish the NP-completeness of
the VLRFI and ELRFM problems with the additional requirement that the desired routes be minimal, consistent and
symmetric.
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