The Debye-Wolf electromagnetic diffraction integral is now routinely used to describe focusing by high numerical (NA) lenses. We obtain an eigenfunction expansion of the electric vector field in the focal region in terms of Bessel and generalized prolate spheroidal functions. Our representation has many optimal and desirable properties which offer considerable simplification to the evaluation and analysis of the DebyeWolf integral. It is potentially also useful in implementing two-dimensional apodization techniques to synthesize electromagnetic field distributions in the focal region of a high NA lenses. Our work is applicable to many areas, such as optical microscopy, optical data storage and lithography. 2281-2292 (2003). 11. C. J. R. Sheppard and P. Török, "Efficient calculation of electromagnetic diffraction in optical systems using a multipole expansion," J. Mod. Opt. 44, 803-818 (1997 
Introduction
The calculation of the field distribution in the focal region of a high numerical aperture (NA) lens is an important problem because of the many applications that use tightly focused beams, such as optical microscopy, optical data storage and lithography. When the NA of a lens exceeds approximately 0.5 the field distribution in the focal region can no longer be described in an accurate manner by the scalar diffraction theory so the use of an electromagnetic diffraction theory is necessary. The electromagnetic field distribution at any point in the focal region of a diffraction-limited, high NA incident field of arbitrary uniform polarization is typically obtained by the Debye-Wolf vector integral [1] [2] [3] .
To simplify the Debye-Wolf diffraction integral the formulae of Watson [4] , Gradshteyn and Ryzhik [5] and Agrawal and Pattanayak [6] , were used by Török et al. to express both the infocus and defocus terms by means of a series of analytic functions [8] . Kant reported a series expansion of the diffraction integrals using Gegenbauer polynomials [7] . Sherif and Török [9] reported an eigenfunction representation of the so-called I integrals of Richards and Wolf. In reality these expansions do not reveal anything about the physical nature of the problem -they merely provide a simplified way to calculate the diffraction integrals when computational time is deemed to be of significance.
Braat et al. obtained the field components in the focal region as a series using NijboerZernike functions [10] , while Sheppard and Török obtained the field components as a multipole expansion [11] . These two expansions are more physical than those listed above because the Nijboer-Zernike expansion aims at obtaining formulae where the incident and focused fields are represented in terms of aberration functions. This representation has immediate significance in the study of realistic focusing systems with aberrations present. Nevertheless, the multipole expansion may be regarded as the one with the most physical content because the focused field is represented in terms of physically existing multipole functions.
In this paper, we obtain an expansion of the electric field components in the focal region of a high NA lens in terms of Bessel functions and the generalized prolate spheroidal functions which are eigenfunctions of the two-dimensional finite Hankel transform. As discussed in Section 5, our expansion has many optimal, desirable and physical properties. Its optimal properties include being expressed in its simplest possible operator form (diagonal) and having maximum energy packing properties. Its desirable properties include separability of its component functions in cylindrical coordinates, and fast convergence in the azimuthal, radial and axial directions. Physically the dominant modes are closely connected with the resolution of the optical system, whilst the generalized prolate spheroidal functions are themselves the in-focus eigen field distributions for focusing by a lens. Such functions are hence important since they are unchanged by the focusing operation (to within a scale factor). Our expansion therefore provides a simple and natural way to carry out both forward and inverse analysis of high NA focusing systems. In contrast to our earlier work [9] which allowed only for one-dimensional (1-D) apodization techniques [12] , our current expansion could be used to implement twodimensional (2-D) apodization and masking techniques to synthesize fields at the focal region of a high NA focusing system [13] .
Focusing of high numerical aperture beams
The electric field distribution at any point, p (x p , y p , z p ), in the focal region of a diffractionlimited, high numerical aperture lens with an arbitrary polarized uniform incident illumination as shown in Fig. 1 , is given by the Debye-Wolf integral
where k = 2πn/λ is the wavenumber of the illumination, a (s x , s y ) is the strength vector of a ray at the Gaussian reference sphere converging to the focal point, s x , s y and s z are the Cartesian components of the unit vector s along this ray and Θ is the solid angle associated with all the rays which reach the image space through the exit pupil of the lens [1] [2] [3] . In the case of aplanatic focusing with a linearly polarized incident illumination, the diffraction integral, Eq. (1), can be re-written as follows. For convenience, spherical coordinates r, θ , φ (r > 0, 0 ≤ θ < π, 0 ≤ φ < 2π) with the polar axis θ = 0 in the z direction and with the azimuth φ = 0 containing the linearly polarized incident vector are introduced. The unit vector s along a ray and the point p (x p , y p , z p ) in the focal region can be expressed as
and
respectively. Substituting Eq. (2) and Eq. (3) into Eq. (1) and changing to a cylindrical coordi-nate system, we obtain the electric field distribution at any point in the focal region
where A is a constant, α = θ max and ρ p = r p sin θ p , z p = r p cos θ p . We note that the dummy variables of the double integrals in Eq. (4) are given in spherical coordinates while the field distributions are given in cylindrical coordinates.
Eigenfunction representation of the fields of the Debye-Wolf focusing integral
To avoid repetition of mathematics we show the details of obtaining the eigenfunction representation for only one field component, E x in Eq. (4a 
where J m (·) are Bessel functions of the first kind of order m. Substituting Eq. (5) in Eq. (4a), we obtain
We could simplify Eq. (6) through a coordinate transformation u = sin θ which results in cos θ = √ 1 − u 2 and dθ = du/cosθ . Substituting this transformation into Eq. (6), we obtain
where α = sin α. Since exp(iθ ) = cos θ + i sinθ , cos mθ = T m (cos θ ) and sin
where T m (·) and U m (·) are Chebyshev polynomials of the first and second types respectively [15] , we can write (8) into Eq. (7), we obtain
is space-limited, so we could expand it in terms of generalized circular prolate spheroidal functions, which are eigenfunctions of the two-dimensional finite Hankel transform [16, 17] 
where
and c is a parameter equal to or larger than the radial space-bandwidth product of a x m (u, φ ) for all values of 0 < φ ≤ 2π [18] .
Substituting Eq. (10) into Eq. (7) and changing the order of the integration and summation, we obtain: [18] and the fact that cos(φ − φ p ) = cos(φ p − φ ) and 2π 0 exp(i (N − q) φ ) dφ = δ Nq where δ Nq is the Kronecker delta function, we obtain
Using the identity exp[ikρ
We also further use the fact that for N < 0 we could write
Using the eigen equation
where Ω = ω max [18] , and by comparing Eq. (14) and Eq. (15) and setting r 0 = α , ω = kρ p and Ω = kρ p max , we obtain
where c = α kρ p max . Similarly for E y in Eq. (4b) and E z in Eq. (4c), we obtain 
in terms of generalized prolate spheroidal functions. Equation (16) is our eigenfunction expansion of the electric fields in the focal region of a high NA focusing system with linearly polarized incident beam and hence it constitutes the main result of this paper.
Arbitrary polarization
This result can be easily extended to describe focusing of beams with an arbitrary polarization distribution through amplitude and phase masking optics. Incorporating these additional factors merely modifies the components of the strength vector from which the expansion coefficients are calculated using Eq. (11) and its y and z counterparts. The general form for the strength vector takes the form
where g(u, φ ) and Ψ(u, φ ) describe the amplitude and phase variation introduced to the incident field distribution
by an apodization and phase mask respectively and A is the matrix given by [19] 
which describes the action of the lens and maps the field to the Gaussian reference sphere.
We note that this general formalism can readily be used to account for polarization apodization which is becoming increasingly popular in the literature. A subset of these is the focusing of vortex beams. The generalized expressions for these were obtained by Török and Munro [23] .
Physical properties of the eigenfunction expansion
On examining our expansion of the Debye-Wolf integral, Eq. (16), we notice many desirable, optimal and physical properties. Firstly, the component functions J m (kz p ) , exp(iNφ p ), Φ |N|,n (α ρ p /ρ p max ) are separable in cylindrical coordinates which could simplify analysis involving fields in the focal region of a high NA focusing system. Secondly, the double integral in Eq. (12) represents a finite Hankel transform of the generalized prolate spheroidal functions. As a linear operator, this transform takes its simplest possible form, i.e., diagonal, through its eigen representation given in Eq. (16a).
Thirdly, one of the defining properties of the generalized prolate spheroidal functions is that Φ |N|, 0 (r, c) maximize the fractional energy within a circular region of radius r 0 over the class of all bandlimited functions [18] . Thus our summation over N has maximum energy packing properties in both radial and azimuthal directions when n = 0. More generally the eigenvalues, λ |N|,n , describe the fractional energy within the circular region for each generalized prolate spheroidal function.
Fourthly, we note, as shown in Fig. 2(a) , that the eigenvalues of the generalized prolate spheroidal functions decrease monotonically to very small values, compared to their initial values, after certain orders |N| ≥ |N 0 |, n ≥ n 0 . We also note, as shown in Fig. 2(b) , that Bessel functions of the same argument, but of increasing orders, decrease to very small values, say 10 −4 , after some order m ≥ m 0 . Therefore our expansion demonstrates fast convergence in the azimuthal, radial and axial directions. Our eigen representation of the field in the focal region of a focusing system requires separate expansions for each field component the basis functions of which have physical significance since they are unaltered by the focusing operation. In Fig. 3 we plot the in-focus (z p = 0) eigenfunctions which reduce to the generalized prolate spheroidal functions, whilst defocused eigenfunctions are further modulated by a Bessel function dependent on the axial coordinate. For low numerical aperture systems the polarization properties of light become less important often allowing a scalar treatment to be used. Under such circumstances we can interpret the field distributions shown in Fig. 3 as the true eigenfunctions of the focusing operation. At higher numerical apertures the distributions shown are not strictly eigenfunctions of the Debye-Wolf integral since they are scalar functions, however they do remain eigenfunctions on a component-wise basis i.e. if x-polarized light with amplitude distribution given by the (N, n) th order were focused, the x component of the output field would also have the same (although scaled) distribution. Furthermore, from the shape of our eigenfunctions we see that higher order functions contain a larger fraction of energy in the sidelobe structure, which itself becomes progressively more complicated as the order increases. We also see that only the N = 0 modes have a central focal spot. Put another way the higher order functions contain higher spatial frequencies however energy is not concentrated as efficiently into the central region. Consequently more complicated masking optics will, in general, require more terms to be calculated in the eigenfunction expansion to accurately determine the field in the focal region. Finally in Fig. 4 we show the variation of the eigenvalues, λ |N|,n , with the numerical aperture of the focusing system. It can be seen that for a given order (N, n) the eigenvalue decreases as the NA decreases. This dependence means that higher orders are energetically less significant in the focused distribution and hence the dominant orders are those with lower spatial frequencies or equivalently are less tightly packed. The dominant modes in the focal region hence provide a further means to determine the resolution of the optical system.
Numerical examples
To verify the validity of our eigenfunction expansion, we use Eq. (16) to obtain the field distributions in the Gaussian focal plane and a defocused plane, and compare them to the corresponding distributions obtained by the direct evaluation of the Debye-Wolf integral. Assuming the availability of tabulated values or computer routines to evaluate Bessel functions, Chebyshev polynomials [20] and circular prolate spheroidal functions [21, 22] , the main task to evaluate our eigenfunction expansion is to determine the space-bandwidth parameter c and suitable finite limits for the three summations in Eq. (16) . The parameter c has to be equal to or larger than the radial space-bandwidth product of the functions a (·) m (u, φ ) in Eq. (9) and Eq. (17) for all values 0 < φ ≤ 2π. In addition, c = α kρ p max , so for a given value of the NA, c determines the radial field of view, ρ p max , in the plane of interest. For the following numerical examples, we found that c = 20 satisfied these two requirements.
From Fig. 2(a) , we note that for c = 20, |N 0 | = 23 and n 0 = 8 are appropriate limits for the summations with respect to N and n, respectively. From Fig. 2(b) , we note that for a defocus distance z = λ , m 0 = 14 is an appropriate limit for the summation with respect to m.
In Fig. 5 and Fig. 6 we show the pointwise relative error between the optical distributions due to a linearly polarized incident beam, at the Gaussian focal plane and at a defocused plane, z = λ , respectively, obtained by evaluating our eigenfunction expansion, Eq. (16), with finite summation limits and by direct integration. The actual calculated optical distribution is also shown in the insets. To confirm that these optical distributions are indeed equal to the ones obtained by direct evaluation of the Debye-Wolf integral, we define an overall percentage error factor ε given by
are the intensities at point (k, l) obtained by evaluating the DebyeWolf integral and our eigenfunction expansion, respectively, and (K, L) are the maximum number of points in the plane of interest. On applying Eq. (21) to the above numerical examples, we found ε equal to 0.0253% and 0.065% at the Gaussian focal plane (Fig. 5) and at a defocus distance z = λ (Fig. 6) , respectively. This overall error is very small, bearing in mind the relatively small number of terms used to evaluate Eq. (16) . Furthermore it is found the variation of the total percentage error as the NA is increased from 0 to 0.966 is of order 0.003% and is hence negligible.
Conclusions
In this paper, we obtained an eigenfunction expansion of the electric fields in the focal region of a high NA system in terms of Bessel and generalized circular prolate spheroidal functions. We demonstrated, by summing a relatively small number of terms, the fast and accurate convergence of this expansion. Our expansion has many optimal, desirable and physical properties. Its optimal properties include having the simplest possible (diagonal) form and maximum energy packing, in both the radial and azimuthal directions. Its desirable properties include separability of its component functions in cylindrical coordinates, and fast convergence in the azimuthal, radial and axial directions. Thus it provides a simple and natural way to carry out both forward and inverse analysis of high NA focusing systems. Physically the generalized prolate spheroidal functions have also been shown to be the eigenfunctions of the focusing operation. This expansion could also be used to implement 2-D apodization techniques to synthesize arbitrary fields at the focal region of a high NA focusing system in which the dominant modes present give insights into the resolution of the system. By arbitrary we mean bandlimited fields that satisfy the wave equation.
