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Recall that a function f : R, +R+ , where R, = [0, a), is termed submulti- 
plicative if it satisfies the inequality 
(1) f (xy) If (x)f Q for all x, Y E R + . 
We may also consider submultiplicative functions which are defined not 
necessarily on the whole of R, , but on a subset Z of R, such that xy E Z 
whenever x, y E Z, i.e. 
(2) z*zcz. 
If ZCR, is a subset fulfilling (2) and f : R, +R+ is a function satisfying the 
inequality (1) for all x, y E Z, then f will be called submultiplicative on I. Many 
examples of submultiplicative functions can be found in [2]. 
Submultiplicative functions are of interest because they may be used to 
parametrize interpolation functors which produce an interpolation Banach 
algebra when applied to a compatible pair of Banach algebras; see [ 11, [4]. In 
this connection Zafran [4] uses the fact that f(x) = In (e2 +x) is submulti- 
plicative. 
More generally, we have investigated when, with arbitrary al 1 (the con- 
dition az 1 is kept throughout the whole paper), f(x) =f,(x) = In (a+x) is sub- 
* While on leave from Institute of Mathematics, Polish Academy of Sciences, Mieliyliskiego 
21/29, 61-725 Poznari, Poland. 
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multiplicative. If ale2 then the proof of the submultiplicativity off, is simple 
(this is about how Zafran proceeds). In fact, we shall prove such a result for 
a more general class of functions. 
LEMMA 1. Let g be a function on I, = [a, 03)~ (Y 2 0, such that g(x) 2 g(a) > 1 
for all XE I,. Then 
(3) ln ~&kcYN = & ln g(x) In gQ 
for any x, y E I,. If, moreover, g is submultiplicative on I, and g(a) r e2 then 
f(x) = In g(x) is also a submultiplicative function on Z,. 
PROOF. Introducing the function h(x) = In g(x), inequality (3) becomes equi- 
valent to the inequality 
2 
h(x) + h(y) I - 
h(a) 
WYtvh 
which is obvious. (Notice that h(x)r h(a)>0 for all I,.) The second part 
follows immediately from (3) and from the modified assumptions on g. n 
As a corollary, from the above lemma, it follows immediately that if QL~’ 
then f, is submultiplicative on [0, 00) and if al e2 - 1 then it is submulti- 
plicative on [l, 00). 
THEOREM 1. f, is submultiplicative on [0, 00) if and only if a r e. 
FIRST PROOF. Assume that f, is submultiplicative. If we put x = y = 0 in (1) we 
find f,(O) = 0 or f,(O) 2 1, which gives that either II = 1 or a? e. Since fi (1) = 
= In 2>ln 2 In 2 =f,(1)2 it follows that fi is not submultiplicative. Hence, 
there remains only the case when a L e. 
Conversely, assume that ale. Then f,(x) 11 for all x. If either XI 1 or yl 1 
then, of course, f,(xy)IfQ(x)fU(y). This reduces the problem to the case 
x, y L 1. Now we prove the following assertion: 
if azeee2- - 2.05 . . . then f, is submultiplicative on [ 1,oo). 
For ar e2 - 1 this assertion was proved in Lemma 1. Thus we will assume 
from now on that eed21aIe2 - 1. We are going to divide the further steps 
into three cases. 
First, let x>e2-a or yre’ -a. Then function h(x) =(a+~)~ -e2x has a 
minimum at the point xo=e2/2-a and so 
h(x)zh(max (x0, 1))rmin e2 a- - ,(a+1)2-e2 >0 for xzl. Kl 1 
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and if yr e2 - a then the last expression is not greater than 
0+x In ca+.H 
(4 
, i.e. 
e 
a+xyIx(a+y)qa+x)‘“(a+Y). 
Similarly, if XT e2 - a then 
Second, let lrx,yre2-a and e2/25aIe2-l(e2/2=3.6945...).’ Then the 
a+x 
function k(x) = In (a +y) In - -In x (y is kept fixed) is decreasing, because 
e 
1 
k’(x) = In (a + y) sx - - = 
xln (a+y)-a-x< x-a < 
X x(x+a) - x(x+a) - 
e2-2a 
<-----so. - 
x(x + a) 
Hence 
k(x)1k(e2-a)=ln (a+y)-In (e2-a)>ln a-ln (e2-a)rO 
and so 
In (a+xy)lln (ux+xy)=ln (a+y)+In x5 
a+x 
5ln (a+y)+In (a+y) In - =ln (a+x) In (a+y). 
e 
Third, let 1 cx,yle2-a and ee-21uSee-1 - 1=4.53... . Then the function 
f(y) = (a +y) In (a +y) - ey has a minimum at the point yo= ee-’ -a which 
belongs to [ 1, e2 - a) and so 
f(y) 2 &yo) = ee- ’ (e- l)-e(e’-‘-a)=e(a-eeP2)z0, 
i.e., the following inequality holds 
a+y 
Yl e - In (a+~). 
Now, the function m(x) = (a +x)‘” (‘+JJ) -xy- u (with y fixed) is increasing, 
because 
m’(x)=ln (a+y)(f~+x)‘“((~+~)‘~)-yL 
Therefore 
a+y 2 ln (a + y)e'" ((0 +rVd -y = - e In (a+y)-~20. 
1 Notice that there is an overlap between the second and the third case. 
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because a+ 1 lee-* + 1=3.05... >e, and so 
a+xyr(a+x)‘“(“+~! 
Thus the proof of (4) and, by the same token, the proof of Theorem 1 is 
finished. n 
SECOND PROOF. Put 
g(a)=ln (a+x) In (a+y)-In (a+xy), ale. 
Since 
ln@+u)+ln@+x) 1 - I 
gw= a+x 
1 1 1 ---= 
a+y a+xy - a+x a+y a+xy 
a2+(2a- l)xy+xy*+x*y 
= (a+x)(a+y)(a+xy) >o, 
the function g is increasing on [e, 00). Consequently, it is sufficient to prove that 
In (e+x) In (e+y)-In (e+xy)lO for x10, yr0. 
However, the inequality is trivial if 05x5 1 or Or y 5 1. If y> 1 we have to 
prove that 
h(x)=ln (e+x) In (e+y)-In (e+xy)zO for x21. 
Apparently h(l)>0 and limX+, h(x) = + a~. Now we have to test the critical 
points. We find that 
ln (e+y) Y h’(x)= e+x - - 
e+xy’ 
Let x be a solution - if there is any - of the equation h’(x) = 0. In that case 
e+xy= 
Y@ + x) 
In (e+y)’ 
We obtain that 
h(x)=ln (e+x) In (e+y)-ln y-hi (e+x)+ln In (e+y)= 
=In(e+x)In l+$ -lny+InIn(e+y)l 
( > 
rln l+ $ -In y+ln In (e+y)=k(y), 
( > 
and 
1 1 k’Q=--- 1, 
y--In (e+v) 
e+y Y (e+y) In (e+y) = y(e+y) In (e+y)’ 
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Put Z(y) =y - e In (e +y). It is obvious that Z(e* - e) = e* - 3e< 0, Z(e*) = e* - 
-e-e In (e+ I)>0 and 1 is increasing in [l, a). Let q be such that Z(q)=O. 
Then q>e2-e and 
=ln(l+:)-lne>ln(l+G)-l=O. 
The second proof is complete. n 
It is shown in Theorem 1 that f, is submultiplicative on [l, 00) if azee-*= 
=2.05.... In the next theorem we shall prove the much stronger result that f, 
is submultiplicative on [ 1,oo) if and only if ar a0 = 1.755 . . . . That we have to 
make use of a computer to get the precise answer here is something of surprise. 
Notice that the method of proof is quite general (not only restricted to the case 
f =f,). 
THEOREM 2. f, is submultiplicative on [l, 00) if and only if a? a0 = 
= 1.75506965841... . 
PROOF. For a? e - 1 we consider a function of two variables 
F(x, Y) = 
In (a+xy) 
In (a+~) In (a+~) 
on Z= [l, c=) x [l, 00). Observe that F> 0 on I. It follows immediately from 
Lemma 1 that 
Rx, Y) 5 
In (a + x)(a + y) 2 
In (a+x) In (a+~) S In (a+ 1) 
12. 
and from the definition of F we have that F is continuous on Z and 
lim F(x, y) = 
1 1 
~1, lim F(x,y)= 
1 
ln(a+y)Sln(a+l) 
51. 
x-m Y-m In (a+~) 
Thus, if F> 1 in the interior of I, F must have a local maximum there. Then 
what about the localisation of the critical points? We have 
F: of’ f’(x) g(xu) -g(x) 
F=focv)-fo= x ’ 
F; _ .v-vY) f’w &Y) - gQ -p--z 
F f(xy) fCv) Y ’ 
where 
g(x) = - = 
X 
f (xy) (a + x) In (a +x) . 
Thus F; = F; = 0 gives g(xy) = g(x) = g(y). 
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LEMMA 2. Let a> 1. Then the function 
X 
g(x) = 
(a+x) In (a+x) 
is increasing on (0, <) and decreasing on (r, m), where < = & is the solution of 
the equation a In (a+<)=<. If are- 1 then <=&,>l. 
PROOF. The function 
x2Lm 
h(x) = - 
m2 
=a In (a+x)-x 
is decreasing on [O,oo) and h(O)=a In a>O, limX+, h(x) = - 00. Hence there 
exists a unique point < = &, such that h(r) = g’(l) = 0. Moreover, if a 2 e - 1 then 
h(l)=aln(a-tl)-l>Oandso&>l. n 
COROLLARY. The equality g(x)=c (O<c<%) has exactly two solutio; 
Now we are ready for the continuation of the proof of Theorem 2. From the 
above we see that if g(xy) =g(x) =g(y) for x, yr 1 then there are only four 
possibilities: 
1 
1” x=y= 1, 
2” x= 1 and y>[, 
3” y=l and x>T, 
4” x=y> 1. 
1 
In the first three cases we have F( 1, y) = F(x, 1) = 
In (a+ 1) 
5 1. Case 4” remains. 
To this end we have to discuss the equation g(x) = g(x2) when x> 1. 
If XI fi then x<x2sc and g(x)<g(x2). Similarly, if x?T then x>x2r< 
and g(x2)<g(x). Therefore, all roots must satisfy flex< <. We claim that 
a critical point of F on this interval must be a local minimum. Indeed, let 
G(x) = F(x, x). Then 
G’(x) = 2G(x) 
g(x2) - L?(x) 
x 
and 
g(x2> -g(x) + 2 G(x) G”(x) =2G’(x) x 
&x2> - g(x) - 
X 
2xg’(x2)-g’(x)- x 
I 
= 
= 2G’(x) g(x2) -g(x) - 1 + 2 ‘3.9 - P.w’(x2) - &N 9 
X X 
so at a point x satisfying G’(x) = 0 we have 
G(x) G”(x)=2 - Lw(x2) - g’c41. 
X 
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But if 1/4<x< l then g’(x)> 0 while g/(x’)<0 and so G”(x) < 0. Therefore at 
such a point x we have a maximum. 
It remains to examine the behavior of the function G when a varies with x 
being a local maximum, that is, when x> 1 is determined from the equation 
g(x) = g(x2). This equation is equivalent to the following equality: 
(4) x(a+x) In @+x)=(0+x2) In @+x2). 
We claim that F is a decreasing function of 0. Thus we prove that the range 
for which f, is a submultiplicative function is an interval [ao, 00). Namely, we 
have 
4 f’(x2) V’(x) g(x2) 2g(x) --- 
F - f(x2) f(x) = x2 - x 
and because g(x) = g(x2) we get 
F,: s(x2) - = 7 (l-2x)<O, 
F 
i.e., F is a decreasing function of a. n 
For a = e - 1, 1.75, 2, e, 3 the numerical values of x in equality (4) together 
with G = F(x, x) are shown in Table 1 (maximal error I 10e4) 
Table 1 
a e-l 1 .I5 2 e 3 
X 1.831 1.8810 2.2682 3.3306 3.7360 
G 1.0118 1.0016 0.9337 0.8104 0.7780 
and for a near a, in Table 2 (maximal error I lOeN). 
Table 2 
a 1.754 1.75506 1.755068 1.755069 1.75507 
X 1.88726868 1.88894207 1.88895470 1.88895628 1.88895785 
G 1.00033406 1.00000301 1 .OOOOO052 1.OOOOOO21 0.99999989 
We have computed a0 to 10 correct decimals. We used the method of double 
precision to compute a0 with the necessary accuracy, and found uo= 
= 1.7550696584.. . . 
PROBLEM. Is it possible to find a “closed” expression for this constant a,? 
This is one of the problems in [3]. 
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