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We present an extension of the framework introduced in [1] to treat multicomponent systems,
showing that new degrees of freedom are necessary in order to obtain the desired boundary con-
ditions. We then apply this extended framework to the coupled Gross-Pitaevskii equations to
investigate the ground states of two-component systems with equal masses thereby extending pre-
vious work in the lowest Landau limit [2] to arbitrary interactions within Gross-Pitaevskii theory.
We show that away from the lowest-Landau level limit, the predominant vortex lattice consists of
two interlaced triangular lattices. Finally, we derive a linear relation which accurately describes the
phase boundaries in the strong interacting regimes.
I. INTRODUCTION
The way a superfluid acquires angular momentum is
perhaps one of its most interesting properties. Ever
since the experimental verification [3, 4] of early pre-
dictions [5–7] of a ground state consisting of a lattice
of singly quantised vortices, many advances have been
made in the field, and the nucleation of vortices carrying
quantised circulation has attracted much interest [8–12].
Bose-Einstein condensates have proven particularly suit-
able to study vortex lattices in superfluids: while in the
early experiments it was only possible to create a few
vortices, it is now possible to obtain and study conden-
sates with over 100 vortices in systems with a lifetime of
several seconds [13].
While the behaviour of a single component superfluid
is today a more and more understood problem, the same
is not true for the next simplest case of two interact-
ing superfluids. The behaviour of such systems has been
the subject of study in both their attractive and repul-
sive regimes [14–18], although classification has proved
difficult due to various challenges (e.g. lattice distor-
tion from the trap). In particular in [2], the vortex lat-
tice configurations in repulsive two-component superflu-
ids with equal masses and equal intra-component inter-
actions were found in the limit of fast rotation. In this
limit, the condensate order parameter can be projected
into the lowest Landau level (LLL) basis, which simpli-
fies the analysis. In this work we extend the results of
[2] to arbitrary rotation rates, and hence explore the full
phase diagram of experimentally accessible regimes. We
find that the vortex lattice configurations predicted in
[2] survive away from the LLL regime. However, for slow
rotation rates (or strong interactions) we find that the
phase diagram becomes dominated by the triangular lat-
tice configuration. The main result of this work is sum-
marised in the phase diagram of Fig. 3.
Our analysis relies on the computational framework
described in [1] for the case of a single component su-
perfluid. There, the lowest energy solution to the Gross-
Pitaevskii equation was obtained in a quasi-periodic unit
cell by means of the so-called Magnetic Fourier transform
which gives a straightforward diagonalisation of the rel-
evant linear operators of the model, therefore allowing
for efficient solutions. The removal of the distortion of
the vortex lattice caused by the trap [19] allows for the
exact characterisation of each configuration in terms of
parameters directly entering the Gross-Pitaevskii energy
functional. We can therefore directly explore the phase
transitions occurring in different inter and intra-species
interaction regimes. The generalisation of the framework
[1] to multi-component systems is not immediate. As a
second main result, this work will describe how this gen-
eralisation is achieved.
For sake of generality and clarity, the intraspecies in-
teraction of a superfluid with atomic mass mj can be
quantified in terms of the dimensionless ratios of two
characteristic lengths of the system `
(j)
B /ξ
(j). The heal-
ing lengths ξ(j) =
√
h¯2
2mjgj ρ¯j
, where ρ¯j is the average
superfluid density of the jth component and gj the jth
intraspecies interaction strength, provide a measure of
the characteristic core sizes of the vortices of each com-
ponent; the magnetic lengths `
(j)
B =
√
h¯
2Ωmj
, introduced
in analogy with quantum Hall systems [20], give instead
a measure of the characteristic separation between vor-
tices with Ω being the rotational frequency of the sys-
tem. In the following we will be particularly concerned
with the case in which such a dimensionless ratio is the
same for both components: `B/ξ ≡ `(1)B /ξ(1) = `(2)B /ξ(2).
We further restrict to equal average densities ρ¯1 = ρ¯2.
We impose these restrictions for simplicity and note that
no qualitative aspects of the conclusions reached in this
work are affected by lifting them. In order to charac-
terise the inter-component interaction instead, we intro-
duce the dimensionless quantity α = g12√g1g2 [2], where g12
is the inter-component interaction strength, which allows
us to consider the interaction between the two species rel-
ative to their intra-component interactions rather than as
an absolute quantity. This is important as the boundary
α = 1 corresponds to the condition for the two species to
be miscible or immiscible [21].
This paper is organised as follows. In sections II and
III we discuss the mean-field Gross-Pitaevskii theory de-
scribing the system and extend the procedure introduced
in [1] to the multicomponent case. In the following sec-
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2tion IV we extend the results of [2] providing a detailed
investigation of the phase space spanned by α and `B/ξ.
In what follows, we will refer to the limit opposite to the
LLL, i.e. the limit of strong intraspecies interactions,
as the Coulomb limit. In this regime, one can treat the
intra-species interactions with a Coulomb-like potential
to a good approximation.
II. THE MULTICOMPONENT CASE
The two-dimensional energy functional associated with
a two-species system in a rotating frame of reference is
given, within Gross-Pitaevskii mean field theory, by
E =
∫
E [ψ1, ψ2]dxdy, (1)
where the energy density is
E [ψ1, ψ2] =
2∑
j=1
[ h¯
2mj
|∇ψj |2 + 1
2
mjω
2
j r
2|ψj |2
− ψ†jΩLzψj − µj |ψj |2
]
+
1
2
ρTGρ.
(2)
Here, Lz = −ih¯(x∂y − y∂x) is the angular momentum
operator along the z-axes, Ω is the rotational frequency,
and mj , µj , ωj are respectively the mass, the chemical
potential, and the trapping frequency of the jth species.
The matrix
G =
(
g1 g12
g12 g2
)
(3)
accounts for intra and inter-species interactions which
are related to the s-wave scattering lengths ajk: gj =
4pih¯2ajj/mj , g12 = 4pih¯
2a12(m1 + m2)/m1m2. Finally
ρT = (|ψ1|2, |ψ2|2). The miscibility condition which en-
sures the two species do not phase separate is for G to be
positive semi-definite; this can be analogously expressed
in terms of the dimensionless parameter previously intro-
duced α ≤ 1.
The energy density functional (1) can be rearranged
in a convenient way: introducing the symmetric gauges
Aj = Ωmj(−y, x) and setting the effective frequencies
ωeffj =
√
ω2j − Ω2 = 0, we can write (1) as
E [ψ1, ψ2] =
2∑
j=1
[
1
2mj
|(−ih¯∇−Aj)ψj |2 − µj |ψj |2
]
+
1
2
ρTGρ.
(4)
This leads to the two corresponding coupled Gross-
Pitaevskii equations ih¯∂tψj = δE/δψ
∗
j describing the dy-
namics of the system. The above form of the energy den-
sity functional is particularly appealing as it makes the
gauge invariance of the system explicit. This property
allows us to switch to the Landau gauge ALj = 2Ωmjxyˆ
without affecting the energy functional (1). Such a per-
spective will prove useful later.
Finally, let us comment on the allowed boundary con-
ditions of such a system. The presence of a gauge field
makes the standard periodic boundary conditions very
unnatural and very large unit cell sizes need to be taken
in practice. One can instead find the wavefunction sat-
isfies twisted boundary conditions, consisting of the ac-
quisition of a phase when moving over a period. The
twisted boundary conditions can be taken into account by
employing the magnetic Fourier transform (MFT) which
correctly diagonalises the linear part of the energy func-
tional [1].
III. COMPUTATIONAL FRAMEWORK
In this section we describe the computational method
used to find the minima of the two-component energy
functional given in (1). This involves a non-trivial ex-
tension of the method described in [1] which treats the
single-component system. We approach the problem of
the discretisation of the energy (4) following [1]. More
specifically, upon defining Ψ = (ψ1, ψ2)
T , we consider the
coupled non-linear Hofstadter model
Ed =−
∑
n,m
[
Ψ†n,mW
(x)Φ(x)m Ψn+1,m
+ Ψ†n,mW
(y)Φ(y)n Ψn,m+1 + h.c.
]
+
∑
n,m
[
1
2
ρ†n,mUρn,m −Ψ†n,mµΨn,m
]
,
(5)
defined on a grid of Nx ×Ny points taking values
r = axnxˆ + aymyˆ, with n,m ∈ Z+, n ≤ Nx, m ≤ Ny,
with lattice constants ak = Lk/Nk, and with Lx, Ly being
the lengths of the computational unit cell. In the above,
W (x), W (y) account for the anisotropic tunnelling for
each component while the Φ(k)n arise from the Peierls sub-
stitution [22, 23] needed to incorporate the gauge fields:
W (k) =
h¯2
2a2k
( 1
m1
0
0 1m2
)
,
Φ(k)n =
(
e−iB
(k)
1 n 0
0 e−iB
(k)
2 n
)
.
(6)
It is well known that the discrete energy (5) reduces
to the energy functional (1) provided that the lat-
tice constant is the smallest length scale in the prob-
lem. In doing so, provided one considers the Lan-
dau gauge, it is possible to verify the following iden-
tifications: B(k)j = 2δykΩmjaxay/h¯, U = G/axay and
3µ = diag[µ1, µ2]− 2(W (x) +W (y)). Equivalently, an al-
ternative to fixing the chemical potential is to fix the
total particle numbers per unit cell as
∫ |ψj |2dxdy = Nj .
We next perform a local gauge transformation on the
second component:
Ψn,m →
(
1 0
0 e−iλn,m
)
Ψn,m, (7)
where the pure gauge is λ = τxaxn + τyaym. Inserting
this into (5), one finds that
Φ(k)n →
(
1 0
0 e−iτkak
)
Φ(k)n . (8)
A comment on the need for this gauge transformation will
be given below. We further assume that Ψn,m can be ex-
panded in the basis of states Ψ˜kx,m =
(
ψ˜1;kxm, ψ˜2;kxm
)T
and Ψ˜n,ky =
(
ψ˜1;nky , ψ˜2;nky
)T
as
ψj;nm =
1√
Nx
∑
kx
ei(kxn+Bjnm)ψ˜j;kxm,
ψj;nm =
1√
Ny
∑
ky
eikymψ˜j;nky .
(9)
This is equivalent to demanding Ψn,m to be an eigenfunc-
tion of the magnetic translation operators with eigen-
value equal to one. In doing so, we also automatically
satisfy the required twisted boundary conditions [1, 24].
Inverting the relation in (9), we can then define the dis-
crete magnetic Fourier transform (dMFT) of the jth com-
ponent as
ψ˜j;kxm =
1√
Nx
∑
n
e−i(kxn+Bjnm)ψj;nm,
ψ˜j;nky =
1√
Ny
∑
m
e−ikymψj;nm,
(10)
which will be fundamental for the diagonalisation of the
problem at hand.
A comment is needed concerning the gauge transfor-
mation given above and the boundary conditions of the
system. The gauge transformation (7) has the effect of
introducing two new degrees of freedom contributing to
an overall phase of the second component’s wavefunc-
tion. In [1], the wavefunctions were taken to be in-
variant when magnetically translated along a vortex lat-
tice vector. While this constraint is appropriate for the
single-component case, it must be relaxed for the multi-
component system. For the present case, we must con-
sider the whole set of possible states obtainable by trans-
lating one component with respect to the other. Clearly
one needs to translate only one of the two components to
obtain such a set. As described with further detail in the
Appendix, the appropriate way to perform such transla-
tions is to employ an operator of the magnetic translation
group [1, 20]. Such a translation is accounted for by the
parameters (τx, τy) introduced in (7) and (8), as is also
explained in the Appendix.
As discussed in [1], the employment of the magnetic
Fourier transform (MFT) diagonalises the kinetic part of
the model. The expansion (9) is of great importance as
it allows, through its inverse (10), for the diagonalisation
of the linear (kinetic) part of the model (5). The discrete
energy (5) can now be written compactly as
Ed =4R
∑
kx,m
Ψ˜†kx,mWK
(x)
kx,m
Ψ˜kx,m
+
4
R
∑
n,ky
Ψ˜†n,kyWK
(y)
n,ky
Ψ˜n,ky
+
∑
n,m
[
1
2
ρ†n,mUρn,m −Ψ†n,mµΨn,m
]
,
(11)
where we have defined the matrices accounting for the
kinetic terms
K
(x)
kx,m
=diag
[
sin2
(
kx + B1m
2
)
, sin2
(
kx + B2m+ τx
2
)]
,
K
(y)
n,ky
=diag
[
sin2
(
ky − B1n
2
)
, sin2
(
ky − B2n+ τy
2
)]
,
(12)
and introduced W =
(
W (x)W (y)
)◦ 12
, denoting by ‘◦’
element-wise exponentiation. We have also introduced
the aspect ratio R = LyLx =
ay
ax
, which explicitly accounts
for anisotropic tunnelling.
Each term in (11) is now diagonal and the minimisa-
tion of the energy functional with respect to Ψ can thus
be achieved by solving the associated equations of mo-
tion in imaginary time in conjunction with a split-step
method [1]; a further minimisation is then required with
respect to τx, τy and R. Holding Ψ˜, τx and τy fixed,
it is straightforward to show that (11) is minimised by
requiring
R∗ =
√√√√ ∑n,ky Ψ˜†n,kyWK(y)n,ky Ψ˜n,ky∑
kx,m
Ψ˜†kx,mWK
(x)
kx,m
Ψ˜kx,m
. (13)
Similarly one can find that holding Ψ˜ and R fixed, the
discrete energy (11) is minimised with respect to τx and
4τy by choosing
τ∗x = − arctan
[∑
kx,m
sin(kx + B2m)|ψ˜(2)kx,m|2∑
kx,m
cos(kx + B2m)|ψ˜(2)kx,m|2
]
+piΘ
−∑
kx,m
cos(kx + B2m)|ψ˜(2)kx,m|2
 ,
τ∗y = − arctan
∑n,ky sin(ky − B2n)|ψ˜(2)n,ky |2∑
n,ky
cos(ky − B2n)|ψ˜(2)n,ky |2

+piΘ
−∑
n,ky
cos(ky − B2n)|ψ˜(2)n,ky |2
 ,
(14)
where Θ(x) is the Heaviside function.
Random Ψ
h¯∂τψj = − δEδψ∗j
Minimise over
R, τx, τy
as per (12), (13)
Convergence
in Ψ, R, τx, τy?
Ground
State
Y
N
FIG. 1: Schematic description of the algorithmic procedure.
The equation of motion in the top left of the figure is obtained
by Wick-rotating the Gross-Pitaevskii equation to imaginary
time τ = it.
The minimisation of (11) can then be performed nu-
merically by repeatedly alternating the minimisation
with respect to Ψ, R and τx, τy. As in [1], the minimisa-
tion over Ψ is performed by solving the imaginary-time
Gross-Pitaevskii equation using a split-step method. In
practice, we find that it is most efficient to perform more
steps to evolve Ψ and less for the remaining parameters.
A schematic description of this algorithmic procedure is
given in the following Fig. 1. Furthermore, for the highly
symmetric vortex lattices we find, the latter parameters
converge to simple values (e.g. R = √3). Finally, one
must check for convergence in the time step and the dis-
cretisation lattice constants.
IV. RESULTS
In the following, we will be concerned with the case of
species of equal masses m1 = m2 and equal particle den-
sity in the repulsive interaction regime g12 ≥ 0. Although
our method can treat the attractive regime as well, its so-
lutions for the equal masses are simple: the ground state
solution will consist of two perfectly overlapping triangu-
lar lattices. The scenario involving different mass ratios
(though in a harmonic trap) has been considered in [15].
An early important result for equal masses in the repul-
sive regime was obtained semi-analytically in the LLL
[2], assuming equal scattering lengths for the two coupled
systems a11 = a22 (and consequently equal intra-species
interactions for this equal masses case). This assump-
tion in particular allows for the achievement of an SU(2)
symmetric system. One consequence for such a system
is, for example, that the system becomes invariant under
the exchange of the two superfluids.
In [2], the two superfluids were found to transition,
at the variation of the parameter α = g12/
√
g1g2, be-
tween four different states. At low interacting strengths
(0 < α < T1 = 0.172) the ground state consists of
two interlaced triangular lattices with a vortex of the
first species centered between three vortices of the sec-
ond species. At T1 the first transition occurs: for
T1 < α < T2 = 0.373 the system is found to be made
of two interlaced oblique lattices with varying angle φ;
the vortices of the first species are now sitting centered
between four vortices of the second species. The second
transitions occurs when φ = 90◦ giving place to two inter-
laced square lattices. The system remains stable in this
state for T2 < α < T3 = 0.926 until the third and last
transition takes place. For α > T3 the square lattices, fol-
lowing a spontaneous breaking of symmetry, continuously
stretches into interlaced rectangular lattices of aspect ra-
tio R. We recall that above the boundary α = 1 the two
superfluids become immiscible and the so-called stripe
phase is obtained [25]. In this region the density of each
superfluid concentrates in the central area perpendicular
to the long side of the rectangle. Because these results
were obtained in the LLL, the connection to experiments
is not immediate as most experiments on vortex lattices
are away from this regime. The method outlined in the
previous sections allows for the extension of these results
to regimes of larger intraspecies-interaction or slower ro-
tation rates.
In Fig. 2 we present a detailed characterisation of the
transitions undergone by the system as reflected by the
behaviour of the the two parameters φ and R (see also
Fig. 3). In particular, φ experiences a discontinuous jump
at T1 and has a discontinuous derivative at T2. On the
other hand, R has a discontinuous derivative at T3. This
result can be directly compared with that of [2]. It is also
possible to notice that, at the SU(2) symmetric point,
the lattice configuration is independent of the strength
of the interactions. Here we find a lattice configuration
consisting of two interlaced rectangular lattices of aspect
ratio R =
√
3, such that the combination of the two
lattices gives rise to a triangular lattice.
It is now possible to go even further and explore the
phase diagram going towards the Coulomb limit: Fig. 3
55
inant, our results demonstrate that in the Coulomb limit
the triangular lattice configuration takes over while the
other configurations are suppressed.
While it is convenient to study the phase space in Fig. 3
as a function of the parameters ↵ and `B/⇠, this approach
conceals some very simple properties of the phase bound-
aries T1, T2 and T3. In Fig. 4 the phase diagram is plotted
in terms of the alternative parameters g and g12. One
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FIG. 2: Extension of the results from [2]. When varying ↵,
the parameter R describes the second order transition trans-
forming a square lattice into a rectangular lattice; the order
parameter   instead, experiences at first a jump, signalling a
first order transition responsible for the transformation of the
triangular lattice into the oblique lattice. Further observing
the behaviour of  , it is possible to spot where another second
order transition occurs, continuously transforming the oblique
lattice into the square lattice. The last diagram defines the
parameters R = |v2||v1| and   = arccos (vˆ1 · vˆ2). The vector
r = r1v1 + r2v2 defining the relative translation between the
two species can be expressed in terms of the parameters ⌧x
and ⌧y, as explained in Appendix, by appropriate coordinate
transformations. For components of equal masses one always
obtains minimisers satisfying r1 = r2. At the occurrence of
the first order transition r1 experiences a discontinuity as well:
this permits the transition from the triangular to the square
configurations.
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are away from this regime. The method outlined in the
previous sections allows for the extension of these results
to regimes of larger intraspecies-interaction or slower ro-
tation rates.
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FIG. 3: Phase space describing the ground states of two in-
teracting superfluids of equal masses and same particle num-
ber per unit cell N1 = N2. The abscissa represents the in-
traspecies interaction strength (which is assumed to be the
same for both species) while the ordinate the interaction
strength amongst the two di↵erent species. The area of the
phase space below T2 is characterised by the parameter  ,
while that above is characterised by R. Transition T1 is of
first order, while T2 and T3 are second order transitions. For
completeness the trivial attractive regime (↵ < 0) is included
as well, showing a ground state consisting of two overlapping
triangular lattices.
In Fig. 2 we present a detailed characterisation of the
transitions undergone by the system as reflected by the
behaviour of the the two parameters   and R (see also
Fig. 3). In particular,   experiences a discontinuous jump
at T1 and has a discontinuous derivative at T2. On the
other hand, R has a discontinuous derivative at T3. This
result can be directly compared with that of [2]. It is also
possible to notice that, at the SU(2) symmetric point,
the lattice configuration is independent of the strength
of the interactions. Here we find a lattice configuration
consisting of two interlaced rectangular lattices of aspect
ratio R = p3, such that the combination of the two
lattices gives rise to a triangular lattice.
It is now possible to go even further and explore the
phase diagram going towards the Coulomb limit: Fig. 3
shows the complete phase diagram for the ground states
of two interacting superfluids. As can be intuitively ex-
pected, for ↵ < 0 a configuration consisting of two non
interacting triangular lattices is found: the ground state
is degenerate with respect to translations of the two lat-
tices. In the particular case of ↵ = 0, a configuration con-
sisting of two non-interacting triangular lattices is found.
The ground state is degenerate with respect to transla-
tions of the two lattices. The red lines in Fig. 3 mark
the three phase boundaries T1, T2 and T3 corresponding
to each phase transition; the colours encode the value of
either   or R. For states below T2 the only varying pa-
rameter is  . The color coding the highest value of   is
the same as the color coding the lowest value of R: this
appears in the region between T3 and T2, where neither
of these two parameters varies. Above T3 the varying
parameter is R and the color code changes accordingly.
Although in the LLL the square configuration is predom-
inant, our results demonstrate that in the Coulomb limit
the triangular lattice configuration takes over while the
other configurations are suppressed.
While it is convenient to study the phase space in Fig. 3
as a function of the parameters ↵ and `B/⇠, this approach
conceals some very simple properties of the phase bound-
aries T1, T2 and T3. In Fig. 4 the phase diagram is plotted
in terms of the alternative parameters g and g12. One
sees that the phase boundaries asymptotically become
linear in the Coulomb regime. There is a fairly simple
explanation for this behaviour. Deep in the Coulomb
regime, the energy of the system is dominated by terms
representing interactions. Here, to leading order in par-
ticle number we have E ⇠ g2 (N 21 +N 22 ) + g12N1N2, for
any given lattice geometry. From this, one sees that the
phase boundaries T i(g), asymptotic regime, are linearly
related to the strength parameter g. More accurately,
in the Coulomb limit, one can write the energy den-
sity as E(g, g12) ⇠ g2 (⇢21 + ⇢22) + g12⇢1⇢2, which, thanks
to the symmetries of the problem, can also be written as
E(g, g12) ⇠ g⇢21 + g12⇢1⇢2. Since a phase boundary T (g)
between a phase configuration A and a configuration B
can be defined as the value of the interspecies strength
such that EA(g, g12 = T ) = EB(g, g12 = T ), it is possi-
ble to write an expression for T (g). In particular it is
possible to find that
T (g)
g
=
⇢2A,1   ⇢2B,1
⇢B,1⇢B,2   ⇢A,1⇢A,2 .
(15)
Because the terms both in the numerator and denomi-
nator do not depend, to leading order, on the geometry
of the lattice, and because ⇢s,i⇢s,j
g!1   ! NiNj/LxLy al-
most everywhere, it is possible to conclude that
lim
g!1
T (g)
g
= 1. (16)
Hence we can write a linear expression for a transition
boundary as T = g + aj where the intercepts ajs are
I . 3: ase s ace escri i g t e gro states of t o i -
teracti g s erfl i s of eq al asses a sa e article -
er er it cell 1 2. e a scissa re rese ts t e i -
tras ecies i teractio stre gt ( ic is ass e to e t e
sa e for ot s ecies) ile t e or i ate t e i teractio
stre gt a o gst t e t o i ere t s ecies. e area of t e
ase s ace elo 2 is c aracterise y t e ara eter ,
ile t at a ove is c aracterise y . ra sitio 1 is of
first or er, ile 2 a 3 are seco or er tra sitio s. or
co lete ess t e trivial attractive regi e ( 0) is i cl e
as ell, s o i g a gro state co sisti g of t o overla i g
tria g lar lattices.
sees that the phase boundaries asymptotically become
linear in the Coulomb regime. An argument explaining
this behaviour goes as follows. Deep in the Coulomb
regime, the energy of the system is dominated by terms
representing interactions. In this limit, one can write
the energy density as E(g, g12) ⇠ g2 (⇢21 + ⇢22) + g12⇢1⇢2 =
1
2g⇢
2 + (g12   g)⇢1⇢2 where ⇢ = ⇢1 + ⇢2 is the to-
tal density. Since a phase boundary T (g) between a
phase configuration A and a configuration B can be de-
fined as the value of the interspecies strength such that
EA(g, g12 = T ) = EB(g, g12 = T ), it is possible to write
an expression for T (g). In particular, one finds that
T (g)
g
=
1
2
h⇢2A,1i+ h⇢2A,2i   h⇢2B,1i   h⇢2B,2i
h⇢B,1⇢B,2i   h⇢A,1⇢A,2i (15)
where brackets denote spatial average. Next, we note
that deep in the Coulomb regime, variations in the to-
tal density are energetically prohibitive and so the total
density, at this level of approximation, is constant. For
FIG. 2: Extension of the results from [2]. When varying α,
the parameter R describes the second order transition trans-
forming a square lattice into a rectangular lattice; the param-
eter φ instead, experiences at first a jump, signalling a first
order transition responsible for the transformation of the tri-
angular lattice into the oblique lattice. Further observing the
behaviour of φ, it is possible to spot where another second or-
der transition occurs, continuously transforming the oblique
lattice into the square lattice. The last diagram defines the
parameters R = |v2||v1| and φ = arccos (vˆ1 · vˆ2). The vector
r = r1v1 + r2v2 defining the relative translation between the
two species can be expressed in terms of the parameters τx
and τy, as explained in Appendix, by appropriate coordinate
transformations. For components of equal masses one always
obtains minimisers satisfying r1 = r2. At the occurrence of
the first order transition r1 experiences a discontinuity as well:
this permits the transition from the triangular to the square
configurations.
shows the complete phase diagram for the ground states
of two interacting superfluids. As can be intuitively ex-
pected, for α < 0 a configuration consisting of two non
interacting triangular lattices is found: the ground state
is degenerate with respect to translations of the two lat-
tices. In the particular case of α = 0, a configuration con-
sisting of two non-interacting triangular lattices is found.
The ground state is degenerate with respect to transla-
5
were obtained in the LLL, the connection to experiments
is not immediate as most experiments on vortex lattices
are away from this regime. The method outlined in the
previous sections allows for the extension of these results
to regimes of larger intraspecies-interaction or slower ro-
tation rates.
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FIG. 3: Phase space describing the ground states of two in-
teracting superfluids of equal masses and same particle num-
ber per unit cell N1 = N2. The abscissa represents the in-
traspecies interaction strength (which is assumed to be the
same for both species) while the ordinate the interaction
strength amongst the two di↵erent species. The area of the
phase spac below T2 is characterised by the parame  ,
while that above is haracterised by R. Transition T1 is of
first order, while T2 nd T3 are second order transitions. For
completeness the trivial attractive regime (↵ < 0) is included
as well, sh wing a ground state consisting of two overlapping
riangular lattices.
In Fig. 2 we present a detailed characterisation of the
transitions undergone by the system as reflected by the
behaviour of the the two parameters   and R (see also
Fig. 3). In particular,   experiences a discontinuous jump
at T1 and has a discontinuous derivative at T2. On the
other hand, R has a discontinuous derivative at T3. This
result can be directly compared with that of [2]. It is also
possible to notice that, at the SU(2) symmetric point,
the lattice configuration is independent of the strength
of the interactions. Here we find a lattice configuration
consisting of two interlaced rectangular lattices of aspect
ratio R = p3, such that the combination of the two
lattices gives rise to a triangular lattice.
It is now possible to go even further and explore the
phase diagram going towards the Coulomb limit: Fig. 3
shows the complete phase diagram for the ground states
of two interacting superfluids. As can be intuitively ex-
pected, for ↵ < 0 a configuration consisting of two non
interacting triangular lattices is found: the ground state
is degenerate with respect to translations of the two lat-
tices. In the particular case of ↵ = 0, a configuration con-
sisting of two non-interacting triangular lattices is found.
The ground state is degenerate with respect to transla-
tions of the two lattices. The red lines in Fig. 3 mark
the three phase boundaries T1, T2 and T3 corresponding
to each phase transition; the colours encode the value of
either   or R. For states below T2 the only varying pa-
rameter is  . The color coding the highest value of   is
the same as the color coding the lowest value of R: this
appears in the region between T3 and T2, where neither
of these two parameters varies. Above T3 the varying
parameter is R and the color code changes accordingly.
Although in the LLL the square configuration is predom-
inant, our results demonstrate that in the Coulomb limit
the triangular lattice configuration takes over while the
other configurations are suppressed.
While it is convenient to study the phase space in Fig. 3
as a function of the parameters ↵ and `B/⇠, this approach
conceals some very simple properties of the phase bound-
aries T1, T2 and T3. In Fig. 4 the phase diagram is plotted
in terms of the alternative parameters g and g12. One
sees that the phase boundaries asymptotically become
linear in the Coulomb regime. There is a fairly simple
explanation for this behaviour. Deep in the Coulomb
regime, the energy of the system is dominated by terms
representing interactions. Here, to leading order in par-
ticle number we have E ⇠ g2 (N 21 +N 22 ) + g12N1N2, for
any given lattice geometry. From this, one sees that the
phase boundaries T i(g), asymptotic regime, are linearly
related to the strength parameter g. More accurately,
in the Coulomb limit, one can write the energy den-
sity as E(g, g12) ⇠ g2 (⇢21 + ⇢22) + g12⇢1⇢2, which, thanks
to the symmetries of the problem, can also be written as
E(g, g12) ⇠ g⇢21 + g12⇢1⇢2. Since a phase boundary T (g)
between a phase configuration A and a configuration B
can be defined as the value of the interspecies strength
such that EA(g, g12 = T ) = EB(g, g12 = T ), it is possi-
ble to write an expression for T (g). In particular it is
possible to find that
T (g)
g
=
⇢2A,1   ⇢2B,1
⇢B,1⇢B,2   ⇢A,1⇢A,2 .
(15)
Because the terms both in the numerator and denomi-
nator do not depend, to leading order, on the geometry
of the lattice, and because ⇢s,i⇢s,j
g!1   ! NiNj/LxLy al-
most everywhere, it is possible to conclude that
lim
g!1
T (g)
g
= 1. (16)
Hence we can write a linear expression for a transition
boundary as T = g + aj where the intercepts ajs are
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tions of the two lattices. T red lines n Fig. 3 mark
the three phase boundaries T1, T2 and T3 corresponding
to each phase transiti n; the colo s ncode the value of
either φ or R. For states below T2 the only varying pa-
rameter is φ. The colour coding the highest value of φ is
the same as the colour coding the lowest value of R: this
appears in the region between T3 and T2, where neither
of these two parameters varies. Above T3 the varying
parameter is R and the colour code changes accordingly.
Although in the LLL the square configuration is predom-
inant, our results demonstrate that in the Coulomb limit
the triangular lattice configuration takes over while the
other configurations are suppressed.
While it is convenient to study the phase space in Fig. 3
as a function of the parameters α and `B/ξ, this approach
conceals some very simple properties of the phase bound-
aries T1, T2 and T3. In Fig. 4 the phase diagram is plotted
in terms of the alternative parameters g and g12. One
sees that the phase boundaries asymptotically become
linear in the Coulomb regime. An argument explaining
6this behaviour goes as follows. Deep in the Coulomb
regime, the energy of the system is dominated by terms
representing interactions. In this limit, one can write
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the energy density as E(g, g12) ∼ g2 (ρ21 + ρ22) + g12ρ1ρ2 =
1
2gρ
2 + (g12 − g)ρ1ρ2 where ρ = ρ1 + ρ2 is the to-
tal density. Since a phase boundary T (g) between a
phase configuration A and a configuration B can be de-
fined as the value of the interspecies strength such that
EA(g, g12 = T ) = E
B(g, g12 = T ), it is possible to write
an expression for T (g). In particular, one finds that
T (g)
g
=
1
2
〈ρ2A,1〉+ 〈ρ2A,2〉 − 〈ρ2B,1〉 − 〈ρ2B,2〉
〈ρB,1ρB,2〉 − 〈ρA,1ρA,2〉 (15)
where brackets denote spatial average. Next, we note
that deep in the Coulomb regime, variations in the to-
tal density are energetically prohibitive and so the total
density, at this level of approximation, is constant. For
instance, while ρ1 will approach zero near a vortex in ψ1,
ρ2 will have a local maximum there, making the total
density nearly constant. Writing density with respect to
its average as δρA,1 = ρA,1−〈ρA,1〉 (with similar notation
for the other components) we then have
T (g)
g
=
〈δρ2A〉 − 2〈δρA,1δρA,2〉 − 〈δρ2B〉+ 2〈δρB,1δρB,2〉
2 (〈δρB,1δρB,2〉 − 〈δρA,1δρA,2〉) .
(16)
In the Coulomb limit, the variances in the total densities
become negligible and the leading order behaviour of the
phase boundaries can be found to be
lim
g→∞
T (g)
g
= 1. (17)
Therefore, the phase boundaries have the form
T = g + aj where the intercepts aj , are determined by
the kinetic energy difference between the two configura-
tions and likely cannot be determined from such simple
arguments. Operating the appropriate transformations
to the phase boundaries in Fig. 3, we obtain the linear
phase boundaries T i presented in Fig. 4. The numeri-
cal solution for the phase diagram indeed verifies these
simple arguments.
For computational convenience, the phase space in
Fig. 3 was calculated with two vortices per species per
unit cell. Considering a unit cell containing only one
vortex per species, as done for instance in the early work
by Abrikosov [5], does not allow for configurations other
than the square and rectangular lattices. The smallest
unit cell needed to obtain the correct ground states con-
tains a minimum of two vortices (per species). The re-
sults obtained in this setting can be found to be consis-
tent with those obtained in larger unit cells, as long as
the size of the cell is appropriate (namely if the unit cell
contains an even number of vortices). For other unit cells
(e.g. a unit cell containing an odd number of vortices per
species) one will in general observe frustrated lattices.
However, such configurations of the system have higher
energy densities and are therefore disregarded.
V. CONCLUSIONS
In conclusion, we have presented an extension of the
method outlined in [1] to treat multicomponent systems.
The addition of each new component to the system must
be complemented with the introduction of two new phase
factors accounting for relative translations. The energy
functional must then be minimised over these parame-
ters as well as over the aspect ratio and the wavefunc-
tion. In particular, we have shown it is possible to find
an exact expression for the minimisers of the energy func-
tional when Ψ is held fixed. Under this new framework,
it has been possible to obtain an extension of the results
for scalar multicomponent superfluids, until now limited
to the LLL, to strongly interacting systems (Coulomb
limit). In particular, we have shown the results obtained
in the LLL do not extend to the Coulomb limit where a
triangular lattice configuration is found to dominate the
phase diagram. Nonetheless, the lattice configuration at
the SU(2) symmetric point remains invariant with re-
spect to changes in the interaction strengths. Finally,
from simple general considerations on the energetics of
the coupled system, we have shown that, in the Coulomb
limit, the phase boundaries can be described by a linear
relation. This in turn, also provides an explanation as to
why in the Coulomb limit the triangular phase is dom-
inant. It can be in fact deduced from Fig. 3, that the
7transitions Tj each go to one deep in the Coulomb limit,
as can in turn be inferred from the scaling argument pre-
sented in (17).
The extended framework employed to obtain such re-
sults can be directly applied to study systems where the
mass ratio differs from unity where richer lattice con-
figurations are expected. Another intriguing application
is that of a system under more general synthetic gauge
fields.
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Appendix A: Computational Framework Details
In this Appendix we will describe the details of the
generalisation of the computational framework presented
in [1] to multi-component systems. The subtle aspect of
such a generalisation corresponds to the phase factors
e−iτjaj entering (6). In [1] these phase factors were set
to unity.
To begin, for simplicity, we will focus on a single-
component continuum BEC under uniform rotation. The
physical quantities describing such a system are the gauge
invariant velocity v = h¯m∇θ− 1mA and the superfluid den-
sity ρ. Both of these quantities follow from the conden-
sate order parameter ψ =
√
ρeiθ and the vector potential
corresponding to uniform rotation for which we choose
the Landau gauge: A = 2mΩ(0, x).
Now let us consider an infinite periodic vortex lattice.
Without loss of generality, we may choose an Lx × Ly
rectangular unit cell that tiles the system. The super-
fluid velocity and density must have the periodicity of
this unit cell. In particular, by integrating the equations
v(x+ Lx, y) = v(x, y + Ly) = v(x, y) one finds that the
phase must satisfy
θ(x+ Lx, y) = θ(x, y) +
2Ωm
h¯
Lxy + κx (A1)
θ(x, y + Ly) = θ(x, y) + κy (A2)
where κx and κy are constants of integration. For the
sake of convenience and clarity, let us introduce a rescaled
version of these constants, namely the phases τj = κj/Lj
appearing above in (7) and (8). Next we introduce
the magnetic translation operator T (r) = e ih¯Π·r, where
Πx = px − 2mΩy and Πy = py are the generators of mag-
netic translation in the Landau gauge [1]. Then one can
verify that the periodicity condition for the superfluid
density, ρ(x, y) = ρ(x+ Lx, y) = ρ(x, y + Ly) and veloc-
ity, Eq. (A2), can be written succinctly as
e
i
h¯ΠxLxψ(x, y) = eiτxLxψ(x, y),
e
i
h¯ΠyLyψ(x, y) = eiτyLyψ(x, y).
(A3)
Now let us consider magnetically translating
this wave function by −r where r = (rx, ry):
ψ˜(x, y) ≡ T (r)ψ(x, y). Due to the symmetries of
the problem (namely that the generators of magnetic
translation commute with the kinetic momenta), the
energy per unit area corresponding to ψ(x, y) is the
same as that of ψ˜(x, y). Moreover the densities of these
two wave functions are identical apart from translation:
ρ˜(x, y) ≡ |ψ˜(x, y)|2 = ρ(x + rx, y + ry). Therefore the
vortex lattice given by ψ is related to that given by
ψ˜ by a simple translation. By choosing r to satisfy
2mΩry = −h¯τx and 2mΩrx = h¯τy we have the simplified
boundary condition
e
i
h¯ΠxLx ψ˜(x, y) = ψ˜(x, y) (A4)
e
i
h¯ΠyLy ψ˜(x, y) = ψ˜(x, y) (A5)
which was the condition taken by us previously in [1].
A closer look at (A3) reveals that one can alternatively
consider the following transformation of the operators of
the magnetic translation group
Πj → Πj − h¯τj . (A6)
This corresponds to a gauge transformation ψ → eiλψ
with λ = τxx + τyy. As can be readily verified from
(A3), the transformed wave function is invariant under
magnetic translation across a unit cell. Finally, the terms
aj entering the phase factors e
−iτjaj in (6) arise from the
Peierls integrals calculated over the Hofstadter computa-
tional lattice vectors.
Through the above considerations, one sees that by
specifying τx and τy, a particular unit cell of the vortex
lattice is specified. Changing τx and τy will translate this
unit cell, but will not affect the energy per unit cell or the
vortex geometry of the periodic system. Thus, without
loss of generality, we can set τx = τy = 0 for the sin-
gle component system. However, for the two-component
system, such a freedom does not exist. In the method
described Sec. III, we have set the τ -parameters for the
first component to zero, while keeping those of the second
component as degrees of freedom to be minimised over.
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