Class I major histocompatibility complex proteins play a critical role in the adaptive immune system by binding to peptides derived from cytosolic proteins and presenting them on the cell surface for surveillance by T cells. The varied peptide binding specificity of these highly polymorphic molecules has important consequences for vaccine design, transplantation, autoimmunity, and cancer development. Here, we describe a molecular modeling study of MHC-peptide interactions that integrates sampling techniques from protein-protein docking, loop modeling, de novo structure prediction, and protein design in order to construct atomically detailed peptide binding landscapes for a diverse set of MHC proteins. Specificity profiles derived from these landscapes recover key features of experimental binding profiles and can be used to predict peptide binding with reasonable accuracy. Family wide comparison of the predicted binding landscapes recapitulates previously reported patterns of specificity divergence and peptiderepertoire diversity while providing a structural basis for observed specificity patterns. The size and sequence diversity of these structure-based binding landscapes enable us to identify subtle patterns of covariation between peptide sequence positions; analysis of the associated structural models suggests physical interactions that may mediate these sequence correlations. C lass I MHC proteins selectively bind short (typically, 8-10 amino acids) peptides derived from proteasomal degradation of cytosolic proteins and present these peptides on the cell surface for surveillance by CD8+ T lymphocytes. By this mechanism, non-self-peptides derived from intracellular pathogens can be detected by the immune system, and infected cells can be targeted for destruction. The MHC proteins are highly polymorphic (the class I MHC gene HLA-B is estimated to be the most polymorphic gene in the human genome; ref. 1), with different proteins recognizing specific and often quite divergent peptide repertoires. MHC polymorphism has been reported to play a role in a wide range of phenomena including susceptibility to infectious and inflammatory diseases, drug toxicity, autoimmunity, cancer, and transplantation outcome (2-5). The specific role of peptide-repertoire variation in each context is not well understood, in part because comprehensive characterization of the peptide binding preferences of individual MHC proteins is experimentally challenging. As a result, there has been great interest in computational models of MHC-peptide recognition. This interest has led to the development of machine-learning algorithms that are able to predict-in many cases, with high accuracy-the binding of a novel peptide to a target MHC molecule by training on experimental binding data for that protein or related MHC family members (6-10).
C lass I MHC proteins selectively bind short (typically, 8-10 amino acids) peptides derived from proteasomal degradation of cytosolic proteins and present these peptides on the cell surface for surveillance by CD8+ T lymphocytes. By this mechanism, non-self-peptides derived from intracellular pathogens can be detected by the immune system, and infected cells can be targeted for destruction. The MHC proteins are highly polymorphic (the class I MHC gene HLA-B is estimated to be the most polymorphic gene in the human genome; ref. 1) , with different proteins recognizing specific and often quite divergent peptide repertoires. MHC polymorphism has been reported to play a role in a wide range of phenomena including susceptibility to infectious and inflammatory diseases, drug toxicity, autoimmunity, cancer, and transplantation outcome (2) (3) (4) (5) . The specific role of peptide-repertoire variation in each context is not well understood, in part because comprehensive characterization of the peptide binding preferences of individual MHC proteins is experimentally challenging. As a result, there has been great interest in computational models of MHC-peptide recognition. This interest has led to the development of machine-learning algorithms that are able to predict-in many cases, with high accuracy-the binding of a novel peptide to a target MHC molecule by training on experimental binding data for that protein or related MHC family members (6) (7) (8) (9) (10) .
The X-ray crystallographic structure determination of the first MHC protein (11) and, later, of several hundred peptide-MHC complexes, has shed light on the physicochemical attributes facilitating the formation of such complexes. The overall conserved nature of these structural features, coupled with MHC-and peptide-specific conformational subtleties, has made MHC proteins an intriguing model system for molecular modeling studies. Several studies have reported attempts to predict the structure of particular peptide-MHC complexes, either from a solved structure of the target protein itself (12, 13), or using the structure of a homologous MHC protein as a template (14, 15) . Subsequently, binding and affinity prediction algorithms have been devised based on structural features (e.g., MHC-peptide amino acid distances, refs. 16 and 17; all-atom interaction energy components, refs. 15, 18, and 19; and intermolecular contacts, ref. 20) computed from low-or high-resolution models of peptide-MHC complexes. Notably, such high-resolution features are often integrated with experimental binding data and binding predictions are made using specifically trained machine-learning algorithms (15, 18, 20) , hinting at the challenges faced by high-resolution modeling.
Here we report the direct use of atomically detailed molecular modeling to map peptide binding landscapes for a diverse collection of HLA-A and HLA-B proteins. For our purposes, a complete description of a peptide binding landscape would consist of the binding affinities of the target protein for all possible peptides, and three-dimensional cocomplex structures for all highaffinity binding peptides (peptide structure, as well as sequence, being critical for processes such as recognition by T cells). A complete description of this sort is currently out of reach both computationally and experimentally; we assemble instead an approximate binding landscape model consisting of amino acid sequences, molecular models, and predicted binding energies for a large and diverse population of optimized binding peptides generated by flexible-backbone peptide docking and sequence design simulations (Fig. 1) . We show that a simple, position-independent binding model derived from this landscape recovers key features of experimental binding profiles, and can be used to predict peptide binding to the target protein with reasonable accuracy. We further show that these structure-based binding landscapes are well suited to the comparative study of binding preferences within the MHC family, providing structural insight into differences in binding specificity for closely related proteins, recapitulating previously reported variation in peptide-repertoire diversity, and allowing us to cluster proteins according to their specificity profiles. By leveraging the size, sequence diversity, and structural resolution of these binding landscape models, we are able to investigate features of MHC-peptide interactions-pairwise correlations between peptide sequence positions, for example-that are not readily addressed by direct analysis of the limited dataset of experimentally characterized peptides.
an HLA-A template (A*02:01), and one from an HLA-B template (B*35:01). These homology-based predictions test our ability to model binding preferences of uncharacterized proteins. To facilitate direct comparison with experimental binding data, we reduced the diverse peptide sequences and binding energies in each landscape to a position-specific binding energy matrix (PBEM) by estimating an independent binding energy contribution for each amino acid at each position, and then to a positionspecific frequency matrix (PFM) by transforming these energies to probabilities via the Boltzmann equation.
Binding Prediction. Each predicted peptide binding landscape consists of a large set of optimized peptide sequences, atomically detailed cocomplex structures, and predicted binding energies. Generating a similarly detailed experimental dataset is currently infeasible and we, therefore, resort to comparison with the most comprehensive data currently available: quantitative binding motifs derived using positional scanning combinatorial peptide libraries. Briefly, such a combinatorial library is composed of mixtures of peptides; in each mixture, the peptides share a single amino acid in a certain position and its measured binding affinity is, effectively, the average influence of that amino acid on binding, in a diverse set of sequential contexts (21) . Note that reducing our structurally derived data to PFMs follows, essentially, the same rationale.
The experimental and computational PFMs are substantially similar (30 out of 34 comparisons with P < 0.01; P-value computation details are given in Materials and Methods) and share many specific sequence features ( Fig. 2 and Figs. S1 and S2); for example, B*51:01 dominant proline in position P 2 (throughout the paper, P i denotes peptide position i), as well as isoleucine and valine in P 9 . Focusing on the key, specificity-determining positions (as identified by Sidney et al., ref. 21) , the majority of the preferred amino acids are recovered by the structural simulations (using identical thresholds for selection of preferred amino acids; complete results are given in Figs. S1 A and B) . Moreover, structural modeling identifies peptide-MHC interactions that may underlie observed binding preferences; for example, a bidentate hydrogen bond between D74 and R5 for B*08:01, and a hydrophobic pocket surrounding I9, whose position is constrained by a network of hydrogen bonds to the peptide backbone ( Fig. 2 ; MHC and peptide sequence positions are denoted in italics and boldface, respectively).
To further evaluate the correctness of our structure-based binding predictions, we turn to the more traditional task of discriminating, for a given MHC, binding from nonbinding peptides, and, more generally, predicting MHC-peptide binding affinities. For this task, we use the position-specific binding energy matrices derived from our peptide binding landscapes to assign binding energies to peptide sequences; accuracy is assessed by calculating the area under the receiver operating characteristic curve (auR-OC), which measures our ability to discriminate binding from nonbinding peptides [perfect discrimination would give an auR-OC of 1.0; the expected auROC for a random ordering of the peptides is 0.5, and significance estimates can be calculated using the Mann-Whitney-Wilcoxon (MWW) rank-sum test]. Overall, the majority of energy matrices yield significantly accurate binding predictions (40 out of 48 with MWW P < 0.01, Fig. 3 ; accuracy of affinity predictions is shown in Fig. S3 ). In most cases, the binding energy matrix based on the self-structure (median auROC of 0.756 and 0.786 for HLA-A and HLA-B, respectively) performs better than, or equal to, the best matrix based on a homology model (0.689 and 0.778), attesting to the effect of minor MHC backbone variations on binding preferences. For example, the performance gap for HLA A*02:01-with auROC of 0.826 and 0.614 for self and homology modeling matrices, respectively-can be, in part, attributed to a shift in an MHC beta strand (Right) Quality of the structure-based PFMs using B*35:01 structure as a template. Per-position divergence from the experimental PFM was transformed to a P value and plotted using a color scale ranging from P ¼ 0.5 to P ¼ 1∕ð9 × 15Þ (by chance, one would expect roughly half the squares in the table to be completely white and one to be black); P values for the total divergence across the peptide ("All") and restricted to primary and secondary anchor positions ("Anchors") as defined by ref. 21 are shown to the right (primary and secondary anchor positions are indicated by "A" and "a," respectively).
which enlarges the C-terminal pocket and leads to strong preference for phenylalanine at P 9 rather than the experimentally observed isoleucine and valine (Fig. S2) . On the whole, predictions for HLA-B proteins are more accurate than for HLA-A proteins, which may be due to the fact that, on average, the HLA-B peptide binding datasets contain a larger fraction of very low-affinity peptides (Table S1 ). We note that these predictions are in general less accurate than those made by state-of-the-art sequence-based machine-learning algorithms, although an unbiased direct comparison on the same set of peptides is difficult due to likely overlap with training data. To provide a rough frame of reference, we computed median auROC scores for three recently benchmarked (10) pan-specific binding prediction methods, yielding scores of 0.81-0.89 and 0.68-0.78 for HLA-A and HLA-B proteins, respectively (details in SI Materials and Methods; note that auROC scores can be sensitive to the sequences in the testing set).
Binding Preference Divergence. The peptide binding specificity of a single MHC protein is a complex function of its amino acid sequence, with overlapping subsets of MHC sequence positions contributing to preferences at individual peptide positions. Comparison of peptide binding data for closely related proteinsdiffering at one or a few sequence positions-represents one approach toward untangling this complexity and identifying the impact of individual MHC positions on binding. We selected six pairs of such proteins whose binding specificity had been recently compared by experimental means (Table S2) , computed peptide binding landscapes for each pair, and directly compared the predicted difference in binding profiles for each protein pair with the experimentally observed specificity divergences.
Our structure-based analysis predicts the majority of peptide positions experimentally associated with considerable differences in binding specificity, for each pair of proteins (Fig. 4 , Right, darker shades of gray and red boxes, respectively). A few additional positions-e.g., P 3 for B*41:01, B*41:02 and P 7 for A*03:01, A*03:02-appear to be altered based on our data, but these changes have not been confirmed experimentally. These discrepancies can be attributed, in part, to the limitations of our structural simulations (see Discussion), but also, perhaps, to the qualitative description of experimental binding preferences, called for by the relatively small number of binding peptides available for each protein; for example, although Escobar et al. (22) focus on P 9 , recalculation of the PFMs for B*35:01 and B*35:03 using their data revealed considerable divergences in P 3 and P 6 , as also noted by our structural simulations.
Similarly, many of the per-position alterations in binding preference previously described experimentally are recapitulated by our simulations (Fig. 4, Fig. S4 , and Table S2 ). Two such examples are shown in Fig. 4 : A*03:01 preference for phenylalanine and tyrosine at P 3 compared to glutamine for A*03:02 (23) (Top); A*66:01 preference for polar acidic side chain at P 1 , in contrast to A*66:02 which preferably binds serine (and lysine) at that position (24) (Bottom). An important feature of our analysis is that it allows, unlike the experimental data, a quantitative comparison between various positions within a single pair of MHC proteins, as well as across pairs. Such quantitative comparisons of binding specificity could prove invaluable clinically, for example in assessing the risk of hematopoietic cell transplantation from mismatched donor (25) . Moreover, structural modeling suggests mechanistic explanations for the differences in binding preferences: Q3 in a peptide bound to A*03:02 can form a bidentate Fig. 3 . Binding prediction accuracy. Simulation-derived PBEMs for seven HLA-A (Upper) and twelve HLA-B proteins (Lower) were used to predict binding scores for corresponding peptides with experimentally determined binding affinity (6) . Area under the ROC curve for discriminating binders from nonbinders is shown for self, as well as homology modeling, based PBEMs. Significantly discriminative binding predictions (MWW P < 0.01) are denoted by *; (un), self-structure unavailable; (self) template is a self-structure. hydrogen bond with Q156, whereas Y3 packs against the nonpolar L156 in A*03:01 and can hydrogen bond with E152; replacing positively charged R163 in A*66:01 with a negatively charged glutamate reduces the preference for negatively charged amino acids at P 1 , and increases binding for positively charged and neutral polar amino acids (Fig. 4) . Specificity divergence can also be used to portray, on a large scale, the landscape of MHC binding preferences, identifying "neighboring," as well as distant, pairs of proteins. To that end, we hierarchically clustered all MHC proteins studied in this work-HLA-A and HLA-B combined-based on their pairwise divergences (Fig. S5A) . We note that a similar approach has been taken in previous studies (see, e.g., refs. 26 and 27), using various distance measures, though, importantly, our analysis is solely based on structural simulations. The emerging dendrogram structure agrees well with the MHC class I supertype classification recently updated by Sidney et al. (28) , with, mostly, members of each supertype grouped closely together (intrasupertype divergences are significantly smaller than intersupertype divergences: P < 10 −7 for A*0201-templated simulations and P ¼ 0.0004 for B*3501-templated simulations, after excluding divergences between the nearly identical allele pairs in Table S2 ). Notable exceptions are B*41:01 and B*41:02-both lack experimental data and have been classified into the B44 supertype based on sequence similarity only (28)-which show, in our analysis, considerably different binding preferences than the other B44 proteins. Intriguingly, the binding preferences of HLA-A proteins are not distinct from those of HLA-B ones, and, often, the closest neighbor of a protein from one group belongs to the other.
The fact that the optimized peptide sequences comprising our binding landscapes are generated by a uniform procedure for all proteins allows direct comparison of their total sequence diversity; the analogous comparison of experimentally assayed binding peptides must be undertaken with great care, given the varying peptide selection criteria employed by different investigators. Such an analysis is motivated by several recent studies pointing to a relationship between MHC binding repertoire diversity-or, equivalently, the permissiveness of the binding motif-and various aspects of the immune response, in particular immunodominance of T-cell responses (29) and progression of HIV infection (30, 31) . To quantify the diversity of binding peptides, we computed, for each MHC protein, the average distance among its strongest binders. This measure recapitulates the reported findings, showing that the repertoire of binding peptides for B*35:01 is more diverse than that of B*35:03 (30) (Fig. 5 and Fig. S5C , red framed bars); B*57:01's repertoire is more limited than B*07:02, B*27:05, and B*35:01 (31) (blue bars); and HLA-A proteins bind, on average, more diverse sets of peptides than HLA-B proteins (29) (black bars, Fig. S5B ).
Pairwise Correlations. Our structure-based binding specificity profiles implicitly assume independence between peptide positions, allowing easy visualization with sequence logos (32) and direct comparison with experimental peptide library data. This independence assumption is not likely to be completely valid, given that peptide positions can influence one another, either directly or indirectly. Previous work has shown that inclusion of pairwise attributes between peptide positions improves binding prediction accuracy, though only marginally (33), providing indirect evidence for their (possibly limited) importance. For the majority of MHC proteins, there is insufficient data on bound peptides to permit the identification of statistically significant pairwise correlations, considering the large number of position/amino acid combinations that must be tested and the biased nature of the peptide sequences themselves. Given that the structural simulations directly model residue interactions, and that the final sets of peptide sequences are large and diverse, we analyzed the predicted peptide binding landscapes to identify significant pairwise correlations and their underlying mechanistic basis.
We found evidence for a large number of significant pairwise correlations (Table S3 ). For a subset of the highly significant correlations that occur across multiple proteins, we examined the structural models of bound peptides with and without the correlating amino acid pair, and searched the experimental database of binding peptides for supporting evidence. We discovered two dominant classes of pairwise correlation: direct correlations mediated by favorable or unfavorable side-chain-side-chain interactions, and indirect correlations mediated by the peptide backbone conformation. In the first category are favorable interactions between directly contacting side chains (e.g., R3-E6, Fig. 6C , E3-R6, E3-R7, where R3-E6 indicates a pairwise correlation between R at P 3 and E at P 6 ), as well as positive and negative compensatory correlations between side chains that can occupy the same MHC pocket [a positive (negative) correlation means that the amino acid pair occurs more (less) often than expected based on the frequencies of the individual amino acids at their positions]. Compensatory interactions can be seen at positions 3 and 5, for example, where we observe positive correlations between amino acid pairs (A3-F5, Fig. 6A, A3-I5, F3-A5, Fig. 6B , Y3-G5, P3-F5) whose size compensates to fill a shared pocket formed by side chains of the MHC α2-helix, whereas amino acids that are either both small, both large, and/or like-charged (A3-G5, F3-Y5, R3-R5, D3-E5) show negative correlations. Analyzing the pooled dataset of experimentally validated binding peptides for all MHC proteins, we find evidence in support of these interactions: R-E and E-R amino acid pairs at positions 3 and 6 or 3 and 7 show positive correlations (P-values from 0.1 to 0.001), and there are positive correlations for small-large and large-small amino acid combinations at positions 3 and 5 (P values less than 10 −14 and 10 −8 , respectively; note that the true significance of experimental correlations is difficult to assess given the varied size and biased nature of experimentally assayed peptide sets and the effects of pooling data from multiple proteins).
The second category-indirect correlations mediated by backbone conformation-is dominated by correlations involving glycine and proline, two amino acids with unique backbone conformational properties. We see a number of highly significant correlations between proline at P 3 , for example, and a second amino acid at P 2 : favorable correlations tend to involve larger amino acids (e.g., M2-P3, Fig. 6D ), whereas unfavorable interactions involve smaller ones (A2-P3 and S2-P3). As shown in Fig. 6D , proline at P 3 disrupts a conserved MHC-peptide backbone hydrogen bond and lifts the peptide backbone slightly up out of the binding pocket, which may be better tolerated by large amino acids at P 2 than small ones. We also see a highly significant negative correlation between aspartate at P 4 and proline at P 5 ; examination of structural models suggests that P5 may disrupt a peptide backbone conformation preferred by D4; an increased beta-turn propensity for this diresidue may also interfere with binding. Positive correlations for M2-P3 (P ¼ 0.015), and negative correlations for D4-P5 (P < 10 −5 ) are seen in the experimental dataset of binding peptides. Not all observed correlations are supported by known binding sequences, however: We observe a very strong positive correlation between G1 and P2 in the structural simulations, whereas there is a significant negative correlation between these amino acids in the known binding sequences (P < 10 −3 ). If we restrict to predicted correlations that occur across multiple alleles and for which the experimental P values meet a significance threshold (e.g., 0.1 or 0.01), we find that the predictions are supported 2-3 times as often as they are contradicted (binomial P values between 0.05 and 0.01, see SI Materials and Methods). We find this degree of agreement encouraging given the small and potentially biased nature of the pooled experimental dataset. Discussion MHC proteins are among the most polymorphic in the human genome, with the International Immunogenetics HLA database currently listing the sequences of more than 1,000 HLA-A and 1,500 HLA-B proteins (34) . Experimental binding data, however, are lagging far behind and binding peptides have been reported for fewer than 150 proteins (6) . As a result, significant computational efforts have been devoted in recent years to the development of peptide binding prediction methods (see refs. 6 and 7 for recent reviews) but their accuracy still depends, to a great extent, on the availability of a fairly large number of experimental measurements, ideally of unrelated peptides, for either the protein itself (6) or some "closely related" proteins (27) . Notably, the most accurate predictors rely on convoluted machine-learning algorithms, thus, on the one hand, attesting to the complex nature of MHC-peptide binding, and, on the other hand, presenting no readily interpretable information to help investigate it.
Here, we have used special purpose molecular modeling simulations to predict, for a given MHC protein, the sequence of thousands of binding peptides, to each of which is associated an atomically detailed structural model and a predicted intermolecular binding energy. We have demonstrated that a rather simple binding model-a PFM-inferred from these simulations agrees well with available experimental binding data. In addition, the accompanying structural models suggest plausible-and testable-mechanistic explanations for the observed binding preferences, and for divergences in binding specificity between closely related proteins. Predictions can be made for proteins without three-dimensional structures and for proteins with little or no experimental binding data. As a result, these predictions are insensitive to heterogeneities in the available peptide binding datasets, making them well-suited to comparisons of peptide binding between different proteins and across the MHC family.
Our structure-based approach to binding specificity prediction also has significant limitations. The molecular modeling, although state-of-the-art, is still quite crude: The MHC backbone is held fixed throughout the simulations (the side chains near the peptide can rearrange); the force fields were parameterized for monomeric protein structure prediction and design, and likely could be substantially improved for modeling protein-peptide interactions; modeling simulations focused exclusively on binding of 9-mer peptides. As a result of these and other limitations, the specificity predictions and related inferences from these modeling simulations are sometimes inaccurate: Anchor-position preferences are mispredicted in some of the homology-model-based binding profiles, and these mispredictions can have a disastrous effect on binding predictions. The fact that self-template binding predictions for these targets are significantly more accurate illustrates the sensitivity of our binding landscapes to the backbone of the template MHC molecule, and suggests that incorporation of MHC backbone flexibility may lead to substantial improvements in accuracy.
Notwithstanding these significant limitations, we are optimistic that, given the large community of researchers working to improve molecular modeling force fields and sampling methods, the quality of simulation-derived inferences will continually improve. Indeed, an advantage of a large-scale modeling study such as this one, focused on a family of proteins with extensive experimental structural and binding data, is the ability to highlight current limitations in modeling methods and suggest avenues for improvement. As an example, analysis of an initial underprediction of beta-branched amino acids at the second anchor position (P 9 ) revealed a systematic error in our modeling of rotamer preferences at C-terminal positions; fixing this error substantially improved binding prediction for MHC proteins with aliphatic preferences at this position. Understanding the apparent bias toward histidine in many of the structure-based PFMs (Fig. S2 ) may also reveal specific force field deficiencies, whose correction could further improve performance.
Our structure-based approach is highly complementary to traditional sequence-based predictors. Although the peptide binding prediction accuracies are on the whole lower, particularly for well-characterized proteins, the atomically detailed models allow the investigation of new aspects of MHC-peptide interactions. We have used these models to investigate the extent and mechanistic basis of pairwise correlations between peptide positions, and are currently examining the role of the peptide backbone conformation in determining specificity profiles. Structural modeling may also shed light on T-cell receptor (TCR) recognition of peptide-MHC complexes, given that the peptide's structure, as well as its sequence, is being recognized; doing so could lead to an improved understanding of T-cell alloreactivity and its role in transplant outcome. By explicitly modeling the TCR-peptide-MHC ternary complex, it may be possible to rationalize and perhaps predict patterns of TCR cross-reactivity to different peptide-MHC complexes. Finally, a physicochemical approach is well suited to modeling MHC interactions with peptides that contain nonnatural or posttranslationally modified amino acids, for which limited binding data currently exists. MHC molecules have been shown to specifically recognize and prefer phosphorylated variants of certain peptides, suggesting a mechanism for immune surveillance of cells with deregulated phosphorylation, a hallmark of malignant transformation (35) . As molecular modeling methods continue to improve, we expect that structure-based predictions will play an increasingly important role in the investigation of MHC-peptide interactions.
Materials and Methods
Our test set includes all HLA proteins with positional library data (21); proteins with a known high-resolution (<3 Å) crystal structure and binding measurements, per the Immune Epitope Database (6), for 50 or more 9-amino-acid-long peptides; the single HLA-A and HLA-B proteins with the largest number of experimental measurements, currently lacking a solved structure; and six pairs of HLA proteins differing at up to two sequence positions (11 HLA-A and 18 HLA-B proteins; see Table S1 for details).
Peptide Binding Landscape Construction. To generate a peptide binding landscape for a given MHC protein, we perform 20,000 independent, flexiblebackbone peptide docking simulations. These simulations differ from standard protein docking simulations-which seek to predict the bound structure of a complex from the structures of the individual components-in that the sequence of the peptide, as well as its internal structure and orientation relative to the MHC molecule, is optimized during the simulation. Each simulation consists of a low-resolution phase, during which an initial backbone model for the peptide is assembled, and a high-resolution phase, in which this starting backbone model is refined by a Monte Carlo simulation with an all-atom representation and an atomically detailed molecular mechanics force field. These simulations are specialized for the MHC protein family in several ways: A kinematic tree is defined on the MHC-peptide system that builds the peptide outward from the two canonical anchor positions (P 2 and P 9 for a peptide of length nine). During the low-resolution phase, the peptide orientation is sampled by docking moves that explore alternative placements for the anchor residues; a network of conserved MHC-peptidebackbone hydrogen bonds are enforced during the high-resolution refinement phase through the use of energetic restraints (Fig. S6) . The sequence of the peptide is randomized at the start of each simulation, held fixed throughout the low-resolution phase, and optimized during the high-resolution phase through sequence-mutation Monte Carlo moves. The low-resolution buildup generates conformational diversity, whereas the high-resolution refinement allows the assignment of meaningful all-atom binding energies to the final models. An unbound energy is subsequently assigned to each final peptide model by removing the MHC and conducting a short Monte Carlo relaxation. All simulations were implemented in the Rosetta modeling package (36) , and will be made freely available to academic users as part of the next public release (see SI Materials and Methods for simulation details).
Peptide Binding Landscape Analysis. The binding energy contribution for a given amino acid at a fixed peptide position-that is, an entry in a PBEM-is computed by taking the difference between the 10th percentiles of the bound and unbound energy for the ensemble of peptides containing that amino acid at the peptide position (for details, see SI Materials and Methods; all PBEMs are provided in Dataset S1). To construct a PFM, these energy contributions are transformed to probabilities using the Boltzmann distribution with a KT value of 1. PFMs are compared by computing per-position Jensen-Shannon probability divergences and averaging these divergences over all peptide positions to give a single total divergence for clustering purposes. The significance of average and per-position divergences between predicted and experimental PFMs was assessed by calculating divergences for 100,000 random PFMs whose columns had information content distributions matching the experimental data. Peptide-repertoire diversity is defined as the average pairwise Hamming distance for the 1% of lowest energy binders. Pairwise correlations are assessed by computing P values for 2 × 2 contingency tables reflecting co-occurrence of the given amino acid pair in the corresponding peptide set (further details are given in SI Materials and Methods).
