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Abstract
Designing complex space systems that will deliver value in the presence of an uncertain future is
difficult. As space system lifetimes are now measured in decades, the systems face increased risk
from uncertain future contexts. Tradespace exploration increases the designer’s system knowledge
during conceptual design and with dynamic analysis can predict the system’s behavior in many
possible future contexts. Designing flexible systems will allow mitigation of risk from uncertain
future contexts and the opportunity to deliver more value than anticipated by the designers.
Flexibility is a dynamic property of a system that allows it to take advantage of emergent
opportunity and to mitigate risk by enabling the system to respond to changing contexts in order to
retain or increase usefulness to system stakeholders over time. Identifying flexible designs has
traditionally been accomplished through subjective or heuristic methods, leading to a qualitative
assessment of system flexibility. Objective and quantitative measures of flexibility are required for
analysis of flexibility in tradespace exploration, as the number of designs is often too large for
traditional qualitative approaches.
Value Weighted Filtered Outdegree is introduced as a metric for identifying valuably flexible
systems in tradespace studies in order to improve decision making during the conceptual design
phase. Dynamic Multi-Attribute Tradespace Exploration (Dynamic MATE) is used as the basic
tradespace exploration method for Value Weighted Filtered Outdegree. Dynamic MATE applies
decision theory to computer simulation of thousands of system designs, across hundreds of unique
future contexts. Epoch-Era Analysis is used to parameterize future contexts for dynamic analysis
of the designs’ performance. Although dominated in static analysis, flexible designs are valuable in
the presence of changing contexts.
The usefulness of Value Weighted Filtered Outdegree is established through application to the
design of a satellite radar system. The metric was able to identify designs that are valuably flexible,
and exclude designs that carry change capability that does not add value to the design across
selected epochs. Showing another application of Value Weighted Filtered Outdegree, a comparison
of flexibility for an Operationally Responsive Space architecture is conducted which highlights the
advantages of a modular architecture in the presence of changing user requirements.
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Chapter 1
Introduction and Motivation
Since the launch of the first artificial satellite, Sputnik, on October 4, 1957 the uses and
applications of satellites have become entwined in national security, commercial ventures, and
everyday households. Timing signals from Global Positioning Systems constellations enable ATM
transactions, voice and telecommunications are transmitted almost instantly around the world, and
military operations in far-flung Areas of Interest (AOIs) are supported in real time from locations
within the nation. Satellites have become an accepted and essential component of doing business
in the modern world, and as engineers look to the future the demand for space-based capability is
likely to increase.
1.1 Problem Statement
Acquiring and operating satellite constellations was difficult enough before designers were
expected to create systems that retain value over their entire lifecycles. As the expected lifetime of
a satellite system increased from years to decades, the need to keep the system relevant became
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more pronounced. In addition, the large up front cost of many space systems is often prohibitive.
To increase the ability of a system to deliver value, the concept of flexibility can be incorporated
into the design.
Flexibility is a dynamic property of a system that allows the system to take advantage of emergent
opportunity and to mitigate risk by enabling the system to respond to changing contexts in order to
retain or increase usefulness to system stakeholders over time (Viscito and Ross, 2009). As modern
systems have long operational lifetimes, often stretching over decades, it is desirable that such
systems maintain their operational value in the face of many different kinds of context changes. A
space system that is flexible will deliver more value over these changes than a non-flexible system.
Increasing system costs and operational lifetimes have driven research in recent years to develop
understanding of how flexibility can be incorporated into systems in the conceptual design phase
(Saleh et al., 2008). However, the concept of flexibility is still not mature, and designing for
flexibility would be aided by a way to compare the flexibility of systems during conceptual design.
In addition the distinction between flexible designs and valuably flexible designs is lost in current
design methods. Flexible designs are highly changeable, but valuably flexible designs are those
designs which will retain higher value through these changes, without carrying ‘extra’ flexibility.
1.2 Limitations of Current Spacecraft Design
Space systems are essential to the national security of the United States of America and many other
nations. As new systems are acquired and built, the typical conceptual design study attempts to
identify the ‘optimal’ system to meet requirements provided. Typically, designers would consider
objectives such as cost, mass, volume, and capability, and the satellite that minimized mass,
volume and cost at the greatest capability would be the optimal design.
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FIGURE 1-1: Cost committed versus cost incurred across product develop-
ment phases show Conceptual/Preliminary Design as a high
leverage part of process. Adapted from Fabrycky (1991)
However, as noted above, the lifetime of the system can often be measured in decades. Over that
period of time, the likelihood of the environment and user requirements changing is very high.
During the first Gulf War, the bandwidth used by US military forces quickly overwhelmed the
capability of existing systems. When those systems were designed, the engineers had no idea of
the myriad of uses that could be found for communications and data links with modern technology
demands. If the context does change, it is possible the system will no longer deliver acceptable
levels of value. Value is a subjective measure of benefit from a bundle of consequences that is
specified by a stakeholder (Keeney and Raiffa, 1993). ‘Optimal’ designs tend to abut constraints
(physical or performance related) and may therefore be sensitive to changing constraints. Should
the future context be outside the anticipated range, the system may deliver no value at all.
In addition to considering only a few future contexts, an analysis of alternatives (AoA) will
consider several designs, but many fewer designs than is possible in tradespace exploration. As an
example, the Congressional Budget Office considered four designs for a satellite constellation,
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FIGURE 1-2: Defense Support Program Block II (National Aeronautics and
Space Administration, 1991)
varying the number of spacecraft and the size of the payload array. This state of the practice
approach gives decision makers limited intuition about the trades available in the design space.
One way to combat this is with tradespace exploration. Dynamic Multi-Attribute Tradespace
Exploration (MATE) is a method that generalizes the design process, and can give the decision
maker more information earlier in the conceptual design process (Ross, 2006).
Most of the cost of a system is committed in the conceptual design phase (Figure 1-1), when
designers know relatively little about the system to be built. Because of this imbalance, MATE was
developed to increase the designer’s knowledge of system trades early in the design process. To
increase consideration of uncertain futures, new epoch-based analysis methods add the dimension
of time to tradespace exploration. As designers consider the system in uncertain futures,
identifying flexible systems even with these methods is very difficult. A designer must synthesize
the design properties and value delivery over changing contexts. To aid the designer, it is necessary
to create a metric for identifying valuably flexible designs within a tradespace.
1.3 System Flexibility Examples
An example of a flexible space system is the Defense Support Program (DSP), rendered in Figure
1-2. Originally intended as a strategic missile warning system, DSP was able to alert commanders
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FIGURE 1-3: Galileo at Io (Jet Propulsion Laboratory, 1996)
of tactical missiles inbound. The flexibility inherent in the system gave users the chance to take
advantage of an opportunity that arose when the DSP constellation had excess capacity during a
conflict. The system was designed to operate under a strategic context, but was able to transition to
operating with tactical relevance. This is an example of flexibility in the ground structure, as the
information generated by the system was disseminated to field commanders (Chapman, 2008).
An example of a valuably flexible system lost to system ‘optimization’ is the Galileo spacecraft
(Figure 1-3). During checkout of the spacecraft, the high gain antenna became jammed, most
likely due to vacuum welding. Original plans had called for an antenna motor that had a reverse
mode. During subsequent design reviews, the motor was changed such that it had only one
operational mode, and in order to save mass and complexity (McManus, 2004). As it turned out,
without realizing the possible impact, the designers sacrificed a valuably flexible component for
decreased mass. On the other side of the spectrum, the users were able to utilize flexibility in the
software that compressed data for communications downlink. While this did not allow the system
to deliver as much value as anticipated during design, the spacecraft was able to complete the
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FIGURE 1-4: Iridium Communications Satellite (Iridium, 2009)
mission objectives.
Iridium, the global satellite communications constellation (Figure 1-4), is a highly flexible system
because it contains satellite crosslinks, can use many different ground station grid entry points, and
has spacecraft on-orbit in the case of a catastrophic failure. However, the system was not flexible to
changing user needs, as the terrestrial cell phone network that expanded during the build phase of
the system was able to meet most users’ needs for less expense (Finkelstein and Sanford, 2000).
Although the Iridium constellation was changeable, those changes were not valuable to the
stakeholders.
1.4 Incorporating Flexibility in Tradespace Exploration
Tradespace exploration offers a method to explore the full design space, including those designs
that are not optimal, and allows designers to consider changeable designs that perform well in
many contexts. Design strategies include: designing changeable systems, ones that are robust,
adaptable, or flexible. This research will increase the designer’s toolbox to enable use of
tradespace exploration to conduct conceptual design studies looking for valuably flexible systems.
As the exploration of tradespaces becomes more complicated, as it must when time-dependent
properties are considered, it is important to consider ways to display information to decision
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makers in a manner that is concise and clear. Flexibility is a dynamic property that has clear
carrying costs, but the benefits are dependent on uncertain future scenarios. This gives decision
makers a clear cost of flexibility while possibly diluting the benefits, as the cost of including
flexibility is typically borne at the beginning of the lifecycle whereas the benefits are not realized
until a context change later in the lifecycle.
There are two problems with current design practices: AoA considers a limited design space, and
future context changes are addressed in an ad hoc manner, if at all. There are some existing
measures of flexibility, but they are limited and domain specific. These metrics are explained in
greater detail in Chapter 2, but a brief summary is included here.
Nilchiani (2005) set up a six-element flexibility framework, which is used to compare the flexibility
of space systems. This framework considers different aspects of change in a unified framework,
monetary and non-monetary impacts of change on a system, enables consideration of space system
flexibility in tradespace exploration, and offers a comparison of different courses of action after the
system has been fielded. However, this framework is heavily dependent on the judgment of the
analyst, leading to a result that is subjective and relative to an arbitrary baseline system.
Compton and Hauck (2004) propose a metric that compares the flexibility of reconfigurable
systems. While their flexibility test reflects intuitive expectations on the three systems in the
example, it results in relative flexibility of the set of designs. In addition, this flexibility test has not
been demonstrated in engineering system design.
Real Options Analysis (ROA) is a method to compare the expected monetary value of various
change options (Cardin et al., 2007). ROA can utilize Monte Carlo simulation to model uncertainty
and determine the Net Present Value of options. However, ROA rolls up the cost of carrying the
option with the benefit received if the option is exercised, making it difficult for a designer to gain
intuition about how flexibility affects the system performance.
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Olewnik and Lewis (2006) use a tradespace of objective functions and measure the distance along
the Pareto Front of these two or more functions as the flexibility of the system. This metric serves
to relate the objective space to the design space, but a ‘distance’ as a measure of flexibility does not
capture the complex relationship between individual design choices.
To overcome many of the limitations of existing flexibility metrics, Value Weighted Filtered
Outdegree (VWFO) has been developed in this research and demonstrated on two case
applications. VWFO uses a combination of tradespace exploration constructs, such as Filtered
Outdegree and Utility, to identify highly changeable designs that are also valuable.
1.5 Research Questions
This research seeks to answer two questions.
1. What is an objective, repeatable metric that incorporates design utility and flexibility?
2. Does a modular architecture have more flexibility than a legacy architecture for an
electro-optical imaging Operationally Responsive Space mission with changing user
preferences?
In answering the first question, the process of developing the metric will be described, and then the
metric is demonstrated in a case application. Dynamic MATE, the foundational tradespace
exploration method for this research, is explained within the implementation framework
Responsive Systems Comparison (RSC). The extensions for calculating the metric are described
using the information generated during RSC.
The second question deals with applying the new metric to a current topic and exercising the new
metric. A case application about Operationally Responsive Space (ORS) will compare the
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flexibility of two architectures for ORS: legacy or ‘custom’, and modular. Figure 1-5 shows several
spacecraft built under the ORS office. These spacecraft are still one of a kind custom builds, or
‘legacy’ architecture. However, they represent a move toward faster development timelines.
FIGURE 1-5: TacSAT Spacecraft built under Operationally Responsive Space
Paradigm (Government Accounting Office, 2006)
1.6 Contribution
The research will add VWFO to the tradespace exploration toolbox, giving designers a quantitative
and repeatable metric for flexibility. Applying VWFO to two cases will demonstrate the
application of the metric.
1.7 Thesis Structure
A brief review of the literature on flexibility is presented in Chapter 2. Taking a look at where other
fields of study have included and measured flexibility will help with identifying gaps in the current
state of the art. This chapter will also discuss tradespace exploration, a conceptual design
philosophy; Epoch-Era Analysis, a method to operationalize future context uncertainties in
tradespace analysis; schedule modeling; and process development modeling.
Chapter 3 will describe the tradespace method used in this research. Dynamic MATE and
Epoch-Era Analysis techniques will be discussed in relation to an implementation framework,
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RSC. Required additions to calculate VWFO are also presented. This chapter lays out in detail the
RSC processes developed at MIT’s Systems Engineering Advancement Research Initiative. An
example design problem is used to illustrate the framework.
Chapter 4 will lay out the background for the first case application, Satellite Radar System. This
model included many flexible system aspects, or change mechanisms, and is a good place to start
looking at VWFO due to availability of data. A detailed analysis of the flexibility in the case will
be presented using VWFO.
The second case application, Operationally Responsive Space (ORS), will be discussed in Chapter
5. ORS is a new initiative by the Department of Defense to address slow acquisition clockspeed
and produce on-orbit capability for the user in a timely manner. The computer model is described,
and VWFO is calculated for the designs, comparing modular and legacy systems.
Chapter 6 will discuss results from the case applications, implementation issues, offer suggestions
for future work, and give general conclusions.
Chapter 2
Flexibility in Engineering: A Brief
Review
This chapter reviews the literature on several subjects, building the argument for the need to have a
new metric to measure flexibility. A brief discussion of the different kinds of uncertainty that
systems may encounter motivates why an engineer would want to design a flexible system.
Following that is a more detailed look at the types of uncertainties that are dealt with specifically in
this research. The treatment of flexibility in the manufacturing and engineering systems domains is
reviewed. Flexibility is a subset of changeability, and types of flexibility are presented and
discussed. Previous work from several domains measuring flexibility is discussed to highlight the
advantages and limitation of these methods.
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2.1 Tradespace Exploration as Front-end of Conceptual Design
The research builds on prior tradespace exploration methods. Applying decision theory to model
and simulation-based design, Multi-Attribute Tradespace Exploration (MATE) (Ross, 2003)
decouples the design from the need through tradespace exploration (McManus, 2004).
MATE is both a solution-generating as well as a decision-making framework. At a
high level, implementing the MATE approach to system design involves three
activities. First, the preferences of a decision maker (i.e., architecture evaluation
criteria) are defined and specified with attributes (i.e., decision maker-perceived
metrics that measure how well decision maker-defined objectives are met). These
attributes are aggregated using multi-attribute utility theory to arrive at a single utility
function (i.e., a dimensionless metric of user satisfaction ranging from 0, minimally
acceptable, to 1, highest of expectations). Second, the attributes are inspected, and
various design variables (i.e., designer-controlled quantitative parameters that reflect
aspects of a concept, which taken together as a set uniquely define a system
architecture) are proposed. Each possible combination of design variables constitutes
a unique design vector, and the set of all possible design vectors constitutes the
design-space. Third, a system model is developed to assess the cost and utility of the
candidate designs. Using this method, designers are able to rank order all the designs
in a tradespace along a cost-utility plot. Trades can be made between the estimated
cost of the system and the expected performance (utility) (Viscito et al., 2009, p3).
However, the expected performance is heavily dependent on the context assumptions that are made
for the computer simulation. Over the course of several tradespace studies, it was determined that a
way to incorporate changing contexts needed to be included in the method. This led to the
development of the next iteration, called Dynamic MATE (Ross, 2006). Dynamic MATE used
different sets of contextual variables to approximate future scenarios in Epoch-Era Analysis.
2.1.1 Epoch-Era Analysis
Epoch-Era Analysis explicitly considers the effects of changing contexts on designs. According to
Roberts et al. (2009), benefits of the methodology include: (1) broader and more rigorous
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consideration of alternative future needs, contexts, and timelines, (2) identification of gaps in
traditionally derived scenario sets, (3) identification of passively value-robust system alternatives,
and (4) providing a basis for evaluating system evolution strategies that enable sustainment of
value delivery across potential timelines.
A tradespace will typically study the trades amongst design variables, leaving many of the
contextual variables fixed. Epoch-Era Analysis provides a structured way for the designer to think
about possible futures by varying context assumptions. Similar to how designs are defined in
MATE, an epoch can be parameterized by a set of context variables.
2.1.2 Responsive Systems Comparison
The Responsive Systems Comparison (RSC) method (Ross et al., 2008) brings together all the
pieces into one framework (Dynamic MATE and Epoch-Era Analysis), and lays out a general
process for designers to follow. RSC incorporates explicit thinking about future contexts in the
early stages of the framework, which makes it easier to complete dynamic analysis later.
RSC does not currently include an explicit way to look for valuably flexible designs. In order for a
designer to consider design trades to enhance flexibility, measuring the amount of flexibility in
design is essential. Lack of a flexibility metric is a serious gap in the current framework, and one
that is remedied by Value Weighted Filtered Outdegree.
2.2 Risks and Opportunities from Uncertainty
Engineers can design ‘optimal’ systems that deliver value to a stakeholder, however the system is
only optimal for a given environment and user needs. If the environment and user needs change, by
definition the system will no longer be optimal. One of the few certainties in conceptual design is
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that the future will be different from the present. Systems will need to operate and continue to
deliver value in environments and under functional requirements that the designer may not
anticipate. A system that has satisfactory value in one context may not deliver any value in another,
while a similar design may still deliver value. A designer may be able to build a system such that
the design can change to another similar design. An example of a design change may be
incorporating reprogrammable software. Uncertainty during the lifetime of the system requires
designers to build systems with changeable features such that they may continue to deliver value to
stakeholders.
Sources of uncertainty can be sorted into several categories, according to McManus and Hastings
(2005). These are shown in Figure 2-1 and include lack of knowledge, in which the engineer does
not have facts needed to complete design, and lack of definition, in which decisions about the
design have not yet been made. Both of these categories can be broken down further into stochastic
(random) processes, the known unknowns, and unknown unknowns. Stochastic processes may not
be known precisely but the distribution or range can be anticipated and included in design
considerations. Known unknowns are the variables that are known to exist, but whose value is not
determined. Unknown unknowns are those things that escaped the attention of designers or whose
impacts on the system are unexpected.
Two types of uncertainty are the primary focus of the tradespace exploration method used in this
research. The stakeholder is an entity who has an interest in the outcome of the design problem.
The stakeholder may experience a preference change over time, or the environment in which the
system operates could change.
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FIGURE 2-1: Types of Uncertainties and their Consequences (McManus and
Hastings, 2005)
2.2.1 Uncertain Stakeholder Needs
A stakeholder may be the user of the system or the purchaser. Their needs may change based on
external factors such as budget constraints, or internal factors such as changing user requirements.
If these changing needs are not communicated to the designer, a system may be built to original
specifications, and yet never deliver any value. Capturing changing stakeholder needs is an
important part of the design process in order to ensure the system features will create acceptable
value. Unfortunately, even if the designer learns of altered or new stakeholder needs, there may be
no way to meet the new needs without starting over and designing a new system. Flexibility is one
way to mitigate the risks that come from changing user needs. A flexible design process will allow
the designer to alter the design under development such that it can then deliver value.
Stakeholder preference uncertainty is highly likely to be part of a space acquisition because of the
expense of the system and the long lifecycle acquisition. One way to understand changing
stakeholder needs in a descriptive way is to consider prospect theory (Kahneman and Tversky,
2000), which is concerned with decision making under risk. Prospect theory tells us that people are
generally risk averse when they stand to lose money and risk seeking when they stand to gain. A
space system is often both: a large expense and a large return on investment. Additionally, there is
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the phenomena of ‘baselining’, in which a decision maker will make comparisons both to previous
system capability and what he anticipates as the new choices (Elster and Loewnstein, 1992). These
comparisons may lead to unrealistic expectations on the new system. Both case applications will
demonstrate the impact of changing stakeholder preferences on system design.
Prospect theory, while useful to understanding the actual process that takes place during decision
making, is not a prescriptive method. It cannot tell a decision maker which design he should
choose. Multi-Attribute Utility Theory (Keeney and Raiffa, 1993) is an axiomatic method that,
given stakeholder attributes and utility preferences, can aggregate the single attribute utilities in
order to determine the preferred alternative.
2.2.2 Uncertain Environment
The environment around the system is everything outside the system that will affect value delivery.
Environmental changes come in the form of physical changes, technological development, or
external disturbances. An example of a physical environment change is the shift in radiation the
spacecraft encounters during solar maximum as opposed to solar minimum. A technological
environment change may be encountered during the design of the spacecraft, as new payloads are
developed, or during the operations phase, when a new technology directly competes with the
spacecraft value delivery. A disturbed environment could include an increased debris threat from
old and decaying spacecraft. Environment uncertainties are hard to encompass completely, simply
because this area contains many ‘unknowns unknowns’. The parametric modeling technique used
to represent the almost infinite number of possible futures is described in more detail in Chapter 3.
If the environment changes are stochastic (the distribution of possible change is known, such as
solar radiation flux) then designers can build margin into the design to mitigate risks from these
uncertainties. Other times, the consequences of risk from uncertain environments are enough to
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render a system of no value. The Iridium system described in Chapter 1 was subject to an uncertain
customer base, and thus uncertain revenue. As the uncertain future unfolded and cell phone
networks spread the customer base of satellite personal communications shrank, resulting in less
value delivered by the system than anticipated, exemplifying technological environmental change.
Uncertainty can lead to the value delivery of the system being at risk. As well as being a persistent
theme in many engineering domains, the subject of risk is studied in finance, management, and
other fields. These studies are relevant to the aerospace domain as they attempt to categorize types
of flexibility and the possible benefits.
2.2.3 Risks Arise from Uncertainty
In systems design, uncertainty is often treated as synonymous with risk. Risk level is categorized
by the probability of occurrence and the consequences of occurrence. Thunnissen (2004) examines
how decision makers can balance cost, performance and risk during conceptual design of space
missions. While he focuses on launch vehicle performance as the main driver of uncertainty, the
process by which the decision makers can quantify analysis of risk and performance is a step
toward explicitly considering uncertainty in conceptual design.
Different uncertainties can lead to different or multiple risks. Walton (2002) proposed a method to
bring uncertainty into conceptual design as a decision measure. However, he notes:
It is risk, rather than uncertainty that is the more common concept that currently
pervades space systems design. This of course is not without reason; human
psychology dictates that the downside of uncertainty is generally more important to
decision makers than any upside benefits. Typical of conservatism is the immediate
connection of uncertainty to risk. Although the connection between uncertainty and
risk is clear, the distinctions are often buried (Walton, 2002, p30).
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Identifying the type of risk can lead to better understanding of the type of mitigation strategy a
designer should use. Types of risk, according to Browning (1998), include:
Performance risk Uncertainty in the ability of a design to meet desired quality cri-
teria (along any one or more dimensions of merit, including price
and timing)
Schedule risk Uncertainty in the ability of a project to develop an acceptable
design (i.e., to sufficiently reduce performance risk) within a span
of time
Development cost risk Uncertainty in the ability of a project to develop an acceptable
design (i.e., to sufficiently reduce performance risk) within a given
budget
Technology risk A subset of performance risk: uncertainty in capability of technol-
ogy to provide performance benefits (within cost and/or schedule
expectations)
Market risk Uncertainty in the anticipated utility or value to the market of the
chosen “design to” specifications (including price and timing)
Business risk Uncertainty in political, economic, labor, societal, or other factors
in the business environment
This list of risks was developed with economic analysis in mind, however, these risks also hold
true for government programs. The challenge is, of course, mitigating these risks and being able to
take advantage of opportunities. Space systems typically fall victim to schedule risk, development
cost risk, and performance risk. Space system acquisitions are notorious for slipping schedule. The
delay in fielding capability can be detrimental to value delivery. Development cost risk often
occurs when a new technology is developed for the system, which can also contribute to schedule
risk. In the case of commercial spacecraft, market and business risk are also possible.
One mitigation strategy for these risks that stem from uncertainty is to have a flexible system. The
relationship between uncertainty and flexibility is described by Nilchiani (2005):
It should be noted that uncertainty is a key element in the definition of flexibility.
Uncertainty can create both risks and opportunities in a system, and it is with the
existence of uncertainty that flexibility becomes valuable (Nilchiani, 2005, p23).
For example, Global Positioning System (GPS) was fielded as a military system but included a
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FIGURE 2-2: Global Position Satellite IIF (Boeing, 2009)
civilian frequency. Now there is a thriving industry built around commercial use of the GPS signal.
The uncertainty surrounding the actual use of the GPS signal along with the subsequent decision to
include a civilian frequency, led to an opportunity for a new industry to grow.
2.3 What is Flexibility?
Flexibility is defined as a dynamic property of a system that allows it to take advantage of
emergent opportunity and to mitigate risk by enabling the system to respond to changing contexts
in order to retain or increase usefulness to system stakeholders over time (Viscito and Ross, 2009).
Stakeholder preference and environment changes are the two types of uncertainties that this thesis
addresses, and flexibility is the risk mitigation strategy for addressing uncertainty, and taking
advantage of the opportunities present in uncertainty.
Changeability (Fricke and Schulz, 2005) is defined as “the ability of a system to change easily”
and can be decomposed into four categories: robustness, agility, adaptability, and flexibility1.
Robustness is the ability of the system to continue delivering value in a changing environment.
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Agility is the ability to change rapidly. Adaptability and flexibility both refer to the ability of the
system to change. Adaptation is an internally initiated change, while flexibility is externally
initiated. Most of the confusion about these two categories comes from the subtle distinction
between flexibility and adaptability. Ross (2006) explains:
It is important to note that the only difference between flexibility and adaptability is
the location of the change agent with respect to the system boundary: inside
(adaptable) or outside (flexible). Of course the system boundary could be redefined,
changing a flexible change into an adaptable one, or vice versa. The fungible nature of
the definition is often reflected in colloquial usage and sometimes results in confusion.
If the system boundary and location of change agent are well-defined, confusion will
be minimized (Ross, 2006, p108).
This thesis will focus on flexibility, and assumes all changes are initiated by an agent outside the
system boundary, but within the enterprise boundary.
2.3.1 Why Design for flexibility?
In the case of a commercial market, Fricke and Schulz (2005) contend that staying ahead in a
dynamic environment requires a state of the art system throughout the lifetime of that system. To
achieve that capability level, systems need to incorporate changeability throughout their life cycles
both within themselves and with respect to their environments. The desire for flexible complex
engineering systems is based on a heuristic that more flexibility is good. This desire most likely
comes as a response to uncertainty about the future. Saleh (2002) argues that flexibility should be
designed into a system when uncertainty leads to market risks, and the designers want to reduce
the system’s exposure to such uncertainties, or when the system’s technology is evolving much
slower than the design lifetime, thus leading to obsolescence early in the lifetime.
1This thesis considered two main uncertainties: changing stakeholder needs and changing environments. Fricke and
Schulz (2005) consider three uncertainties: dynamic marketplace, technological evolution, and variety of environments.
Changing user needs is incorporated in dynamic marketplace uncertainty, while changing environments include technol-
ogy. The uncertainties are the same but categorized differently.
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Consumer products also deal with the problem of early obsolescence. Some of the insights gained
from other domains are relevant to space systems. Rajan et al. (2005) examined flexibility in small
to medium size consumer products. They assert that since evolution and change are inherent in the
nature of product design, products should account for these effects. In addition, the product needs
to change to retain value during some unknown future. Uncertainty about the future leads to
developing a design that can easily accommodate future changes, and flexible designs offer
manufacturers an option to reduce time to market and shortcut the evolution cycle. Space systems
occupy an interesting position, in that the generational evolution is very slow, on the order of
decades for some systems, resulting in an even stronger argument for flexible systems.
2.3.2 Types of Flexibility
Just as flexibility is a subset of changeability, there are types of flexibility. Each type of flexibility
can mitigate risks in different ways. According to Saleh et al. (2008) there are two types of
flexibility in engineering systems: process flexibility and product flexibility. The first, process
flexibility, refers to the capacity of the design process to incorporate and respond to uncertainty in
system requirements or user preferences. Flexibility in the product refers to the system’s flexibility
in operations, or after the system has been through the design process and is fielded. A deeper look
at how these types of flexibility interact in satellite design is discussed in Chapter 5. By leveraging
different types of flexibility (Figure 2-3) over the acquisition cycle a designer can possibly consider
more uncertainties over the lifetime of the system.
In order to capture any effects of process flexibility on a system, the designer must be able to
model the process of by which the system is built, the schedule for the system, and any iterations
that occur in the process. Process development is a field of research that strives to understand the
nuances of process design and the effects of iteration on the product system.
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FIGURE 2-3: Notional Designer Leverage by Flexibility Type for Lifecycle
Phase
2.3.3 Process Development Modeling
Browning (1998) relies on dependency structure matrices (DSM) to model the effects of activity
order (i.e. activities can include designing components, fabricating prototypes, testing the
integration of components, etc.), planned and unplanned iterations on the cost, schedule and
performance of an unmanned aerial vehicle (UAV). The DSM acts as a high level model of the
activities that are performed during design. Further, each activity can be modeled stochastically
such that the output of the model is a distribution of cost, schedule and performance. Using the
DSM, program managers can then balance the cost, schedule and performance in a holistic way.
Once the process is better understood, designers can use the model to test ways to incorporate
flexibility into the process to build the spacecraft. Spacecraft typically have a fixed performance
goal and many government acquisitions have a set budget. This means most of the process
flexibility can be applied to the schedule of the program.
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2.3.4 Schedule Modeling
Modeling the schedule of a program is very difficult. The typical approach used by program
managers is to set schedule goals, and update those goals as the program progresses. Modeling
schedule as a way to influence the length of a program has roots in the scientific management
movement of the early 20th century, when the Gantt chart was developed to track the length of
various activities. Further, Gantt charts were used to plan daily production by determining the
quantities to be made and then tracking production against the daily goals (Wilson, 2003).
While Gantt charts captured the length of time required for a task, any dependency of activities to
one another was not reflected. Critical Path Method (CPM) was created to find the ‘shortest path’
through the program, which would determine the shortest amount of time the project could take
(Kelley and Morgan, 1959). However, CPM was a deterministic method, and did not encompass
uncertainty in the length of tasks. To overcome this problem, Program Evaluation and Review
Technique (PERT) was developed which used stochastic task lengths (MacCrimmon and Ryavec,
1964).
These methods, especially PERT, have been incorporated into DSM modeling. The tasks are
captured in the task matrix. In addition to stochastic lengths of tasks, iterations can be explicitly
represented (Browning and Ramasesh, 2007), more accurately reflecting a design process.
2.3.5 Change Mechanisms
Flexibility has been discussed as an abstract property of a system up to this point. There are many
strategies for increasing the flexibility of a system. In this research, these strategies are generically
called ‘change mechanisms’ (Ross, 2006), and may be applied to the product or the process.
Platforming (Jiao et al., 2007; Khajavirad and Michalek, 2007) is one type of change mechanism.
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FIGURE 2-4: Four Approaches to Increasing Flexibility in Products (Qureshi
et al., 2006).
Kalligeros (2006) looked at product platforming as a mechanism to achieve flexibility. Qureshi
et al. (2006) derived four approaches to increasing the flexibility of a product. These four are
shown in Figure 2-4.
2.3.6 Real Options Analysis
One way to deal with uncertainty is to use a method pulled from the financial world called options
(Childs et al., 1998; Ibanez, 2004; Smith and Thomspon, 2004). In finance, options are a contract
which let a purchaser buy the option at one point in time, and then wait for uncertainty to resolve
before deciding whether or not to exercise the option. When an option is a physical or strategic
entity, it is called a real option (De Neufville et al., 2004). An example real option could be
including a larger than necessary battery bay in a device, allowing the user to insert a second
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TABLE 2-1: Flexible Design Process from Cardin et al. (2007)
Step 1 Define the immediate purpose and goals of the system.
Step 2 Identify the main uncertainties and brainstorm on potential future states of the sys-
tem.
Step 3 Develop an initial design, design representation, and deterministic value assess-
ment.
Step 4 Search and valuation of existing flexibilities for future applications, scenarios, and
operational modes of the system.
Step 5 Search and valuation of missing and additional flexibilities for future applications,
scenarios, and operational modes of the system.
Step 6 Incorporate additional flexibilities for future applications, scenarios, and opera-
tional modes of the system.
Step 7 Search and valuation of existing flexibilities for better maintenance, repair, and
technological evolvability.
Step 8 Search and valuation of flexibilities for better maintenance, repair, and technologi-
cal evolvability.
Step 9 Incorporate additional flexibilities for better maintenance, repair, and technological
evolvability.
battery for longer operational life. The carrying cost for this option is constructing the extra large
bay, and the exercise cost is purchasing a second battery. Real options analysis values options with
probabilistically weighted scenarios. If flexibility is inherent in the system, the owner of the
system is able to make a change in response to changing contexts.
Cardin et al. (2007) introduces a way to incorporate real options in engineering design with a nine
step design process. The process begins with considering the failure modes of the system under
consideration, which leads the designers to carefully consider the ways that the system may
incorporate flexibility. Cardin’s method, shown in Table 2-1, relies heavily on the maintenance and
repair aspects of an engineering system which are not feasible for space systems.
Kalligeros (2004) analyzes possible shortfalls of using real options in design. He finds instances
where sources of uncertainty and the nature of sequential decision making do allow ROA, but also
many that do not satisfy the requirements for the theory, and so ROA is not appropriate for those
applications.
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The system flexibility is built in as engineering options that may be exercised at a later date. In this
thesis, ‘change mechanisms’ are analogous to the choices of options in real options. A change
mechanism can be in the product, such as including standard interfaces so a component can be
changed with relative ease or a mechanism can exist in the process, as when a process is amenable
to formal change requests. However, ROA is designed to value flexible options; as a measure of
flexibility the method does not quantify the amount of flexibility that a system has (Shah et al.,
2008).
This section has reviewed how several domains view flexibility in systems. The next step after
designing a flexible system is to measure the flexibility in the system so as to give decision makers
a comparison of many systems on a common basis. ROA values flexible options, but does not
measure the flexibility present. In order to trade flexibility as a system property, a metric that
determines how flexible a system is must be used. The next section will discuss existing metrics
from the literature, and explain limitations and shortcomings of these metrics.
2.4 Existing Flexibility Metrics
Measuring flexibility of a design is not a new pursuit, and there are several domains in industry that
are exploring ways to measure flexibility. While the manufacturing and operations research
domains have looked at flexibility in the manufacturing process for many years (Browne et al.,
1984), their concept of flexibility is very narrowly defined within their particular domain, and
unsuited to conceptual space system design. Due to the intent for broad applicability of concepts
and methods across domains, the following sections describe research on flexibility metrics in the
engineering systems domain.
Nilchiani (2005) has a twelve step framework for identifying flexible systems. These twelve steps
measure the value of space systems, not necessarily how flexible they are. The steps are:
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1. Define system aspect(s) of interest from the point of view of flexibility.
2. Define the boundaries of the space system to be studied.
3. Define the time window in which the system is studied.
4. Identify the relevant sources of uncertainties with respect to the chosen aspect(s).
5. Define the measurable benefits produced by the space system.
6. Create a baseline case and a possible set of alternatives based on the degree of access to the
space system.
7. If an alternative necessitates changes in the original design, then calculate the changes in the
original design. If not, proceed to the next step.
8. Choose an evaluation method based on the specified types of uncertainties the space system
is faced with.
9. Calculate the expected benefits and the expected costs associated with the baseline and each
alternative case.
10. Calculate differences of expected benefits and expected costs for each alternative relative to
baseline.
11. (optional)- If non monetary benefits exist, prospect theory can be used to capture the value of
extra benefits to the stakeholder.
12. Create a tradespace of ∆ cost versus ∆ benefits or prospect values. Each point in this
tradespace shows an alternative’s extra value gained versus its associated extra cost.
This approach relies heavily on real options analysis to value the space systems being examined,
but it is rather lacking as a design tool. By defining a baseline, the designer has already anchored
the stakeholder’s opinions. The work is also subjective, such that different designers will come to
unique conclusions based on this method. Nilchiani’s method also leads to a relative measure of
flexibility rather than an absolute.
A more objective measure of flexibility can be found in manufacturing processes literature.
Compton and Hauck (2004) look at a method based on network analysis to determine the relative
flexibility of circuit manufacturing. Other methods of assessing flexibility look at the comparison
of a baseline system to flexible systems (Ajah et al., 2005). These methods are not suitable to
ranking alternatives, as choosing a baseline is contrary to the tradespace exploration method.
One metric designed for use in tradespace exploration is described by Olewnik and Lewis (2006),
and uses the distance between points along the Pareto Front as a proxy for the ‘cost’ of flexibility.
The Pareto Front is the set of designs that are non-dominated across objectives. In a multi-objective
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problem, a design will be Pareto Efficient if the performance in one objective cannot be increased
without detriment to another objective. This accounts for the fact that adding flexibility to a system
will usually drive it off the Pareto Front. However, this method only considers the utility of the
system in a static context and does not consider effects of context changes on the system.
Considering context changes is essential to mitigate risks that come from uncertain futures.
Rajan et al. (2005) looks at consumer products and analyzes the flexibility of a product based on a
platform/modular approach, wherein the product is deemed flexible if it is able to undergo
economical redesign (i.e. has more modular parts). This metric is limited to a specific method
(platforming) for increasing flexibility and therefore is difficult to extend as a tradespace analysis
metric.
Another way to measure flexibility is with entropy (Shuiabu et al., 2004). This is a metric that is
very domain specific: it determines the amount of time a product requires on a certain machine,
and the flexibility is based on the ability of the resources to handle changes in demand. While this
method may capture the process flexibility discussed earlier, it does not capture any measure of
product flexibility.
Mark (2005) created a system that looks at changing contexts, called ‘missions’, for a model
helicopter system. The changing mission requirements act as the changing contexts. The optimal
design for that mission area was found, as well as designs that performed well in all the mission
areas. He then looked at ways you can alter the design, or provide change mechanisms, to increase
the value over many missions with the same flexible design. He found that having a flexible system
was more valuable for the cost than a portfolio of optimal designs, for the case study of a scale
helicopter.
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2.5 Flexibility Trades
Tradespace exploration can help an engineer identify the possible impact of design trades on a
product. The tradespaces are calculated in a context consisting of the stakeholder preferences and
environmental factors. While there is uncertainty about the future state of the system context, there
is risk that the system will not perform as required and will deliver less value than the stakeholder
desires. To mitigate this risk, flexibility may be designed into a system to take advantage of
changes in context. In order for a designer to consider design trades to enhance flexibility,
measuring the amount of valuable flexibility in design is essential. Existing metrics are too domain
specific, do not consider context changes, or wrap up the costs of flexibility into the benefits,
making it harder for the designer to trade individual change mechanisms. To improve a designer’s
ability to trade flexibility, a metric called Value Weighted Filtered Outdegree is proposed in
Chapter 3.
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Chapter 3
Assessing Flexibility in Tradespace
Exploration
I am a tradespace explorer.1
Tradespace exploration is a philosophical shift from optimal design which aims to give a designer
more insight into the trades available and possibly satisfactory solutions off of the traditional
utility-cost Pareto Front. Flexible designs tend not to be on this Pareto Front because the inclusion
of flexibility enablers, called change mechanisms, adds cost to the initial system, while traditional
static analysis does not realize the benefits. Dynamic tradespace exploration is able to realize the
benefits of changeable designs, but still lacks a way to identify valuably flexible designs.
Methods for assessing flexibility detailed in Chapter 2 can be confusing, qualitative, not helpful to
a designer, domain specific, or not suited to use in tradespace exploration. Having a formal and
repeatable metric will assist designers in trading flexibility in systems. Value Weighted Filtered
1credited to UROP Tim McKinley
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Outdegree is a metric proposed in this research designed to be assessed in a tradespace exploration
method. Multi-Attribute Tradespace Exploration (MATE) is a generalizable method that takes user
preferences and translates them into designs. MATE was developed to bridge the gap between
formal engineering requirements and the creative design process as well as to generalize the design
process using computer modeling and utility theory (Ross, 2003).
Generalized Information Network Analysis (GINA) (Shaw, 1998) was developed to compare many
design alternatives on a common basis, and used information theory to assess the performance of
spacecraft during operations. However GINA had several limitations with regard to modeling
Concepts of Operations, in particular the concept of physical translation through launch was
difficult to capture with information theory. Launch is often the largest single expense of the space
system, and should be included in modeling any new system.
Spaulding (2001) and Derleth (2003) used MATE in two studies: Evolutionary Acquisition as
applied to space-based radar and cruise missiles. These studies helped build the extensibility of
MATE to designing aerospace systems. Dynamic MATE formalized the process of including
time-dependent properties of the system (Ross, 2006).
This chapter describes Dynamic MATE and Epoch-Era Analysis using the seven processes of
Responsive Systems Comparison (RSC). RSC is an implementation scheme developed to
standardize the application of Dynamic MATE. These processes are as follows:
1. Value Driving Context Definition Identifies system enterprise stakeholders, guides interviews
from stakeholders, and aims to determine the important contextual factors that impact the
stakeholders.
2. Value Driven Design Formulation The value preferences from the stakeholder are used to
produce design trades that are solution neutral.
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FIGURE 3-1: Block Diagram of RSC Processes.
3. Epoch Characterization The contextual factors are parameterized, and the possible future
contexts are identified.
4. Design Tradespace Evaluation The stakeholder requirements, translated into possible designs,
are evaluated in a single, static context with utility and cost. All evaluations in this process
are during a static context.
5. Multi-Epoch Analysis The performance of many designs is evaluated across many epochs.
6. Era Construction Static contexts are strung together in a storyboard, and the designs are
evaluated in dynamic contexts.
7. Lifecycle Path Analysis Strategies for delivering value over the lifetime of the system are
developed. (This process is not conducted in the case applications in this thesis.)
This formulation of RSC specifically addresses context changes, addressing uncertainty that may
enter into the design performance and evaluation. This set of processes specifically calls out the
context changes, making the front end of the process extensive, but leading to better problem
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formulation and creating a framework for the computer modeling effort. The steps are described in
greater detail in the rest of the chapter, highlighting the steps that are required to compute VWFO.
While each process is described as separate and self-contained, they are highly coupled and in
some cases iterative (e.g. Design Tradespace Evaluation). Some processes may also be conducted
in parallel (e.g. Multi-Epoch Analysis and Era Construction). Other processes must follow in
series (e.g. Design Tradespace Evaluation and Multi-Epoch Analysis). Figure 3-1 shows the
dependencies between the process steps. Value Weighted Filtered Outdegree is intended as an
additional metric for analysis of designs during the Era Construction step and operationalizes the
concepts of flexibility into a usable metric.
For reference, each step is listed in the description by the process number, the type, and step
number. For instance, mission statement is referred to as 1.I.2, the second input to the first process.
A simple example is provided to illustrate each step. In the example, Bob needs to determine what
size house to build. This simplistic example is not exhaustive or complete, but meant to ground the
general RSC framework so that concepts are easier to follow.
3.1 Value Driving Context Definition
During this process the purpose of the design problem is identified. The stakeholders begin
communicating their needs to the design team, and the value propositions are identified. This
process gives context to the subsequent steps. This process focuses on identifying all the interested
parties in the design problem.
Process 1
Inputs:
1.I.1 Value proposition
1.I.2 Mission/need statement
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Activities:
1.A.1 Define system enterprise boundary
1.A.2 Identify system enterprise stakeholders
1.A.3 Identify potential domain experts
1.A.4 Identify exogenous stakeholders
1.A.5 Elicit exogenous uncertainties
1.A.6 Define enterprise stakeholder value network
1.A.7 Refine system value proposition(s)
Outputs:
1.O.1 Value boundary map
1.O.2 List of potential domain experts
1.O.3 Enterprise stakeholder value network
1.O.4 Exogenous system uncertainties
1.O.5 Categories of epoch uncertainty
1.O.6 System’s value proposition(s)
The first and most important process in RSC identifies the purpose of the conceptual design
exercise. In this process the stakeholder approaches the designer with a value proposition (1.I.1)
and a mission statement (1.I.2). The mission statement should be clear and precise and may be
dictated from a higher authority or come directly from the stakeholder. The value proposition is
what the user and stakeholders care about. The designer will work closely with the stakeholders to
define the system enterprise boundary (1.A.1). Further, within the enterprise there may be more
than one stakeholder (1.A.2). It is important to consider multiple stakeholders, because they may
have competing value propositions even if they have the same mission statement. The
multi-stakeholder problem is difficult because there is no axiomatic way to aggregate their value
propositions unless a “dictator” is appointed as a proxy single stakeholder. RSC can stand as a
basis for negotiation and compromise, not as a definitive answer to multi-stakeholder aggregation,
by allowing various stakeholders to understand each other’s value propositions. Even with these
limitations, it is important to get as much input from within the enterprise as possible (1.A.6). The
enterprise stakeholders may also be able to identify domain experts (1.A.3) who will become
helpful when the computer modeling process begins.
Other stakeholders outside the enterprise must also be identified (1.A.4). These external
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stakeholders have a direct impact on the design. They may be the end user, investors, or impacted
non-users affected by the system. In most space systems the stakeholder responsible for procuring
the system is often not the end user but an intermediary agency. During this round of interviews it
is useful to begin eliciting the context uncertainties that surround the system (1.A.5).
The value network of the enterprise stakeholders identifies relationships between the various
competing stakeholders. After the first round of interviews, the value proposition should be refined
if necessary (1.A.7).
Housing Example
FIGURE 3-2: Example Housing Enterprise Value Boundary Map
Bob is building a house. The system boundary includes the house and the land it occupies. The
enterprise consists of Bob the stakeholder, the builder, the architect, the town zoning board, the
neighbors, and the mortgage lender. This enterprise is illustrated graphically in Figure 3-2, the
value boundary map (1.O.1). The builder and architect are also domain experts, able to advise Bob
as he forms the system model (1.O.2). Potential epoch uncertainties are limited to the total number
of people who will live in the house during the time Bob lives there, i.e. the family in the enterprise
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value map (1.O.5). Bob’s value proposition is “to purchase a house that is large enough to be
satisfactory and has a large yard, but minimizes the cost of the house” (1.O.6).
3.2 Value Driven Design Formulation
Using the inputs from Process 1, this process begins to structure the design problem. Information
about the user needs and preferences are formalized in attributes and utility interviews. The
stakeholder list is refined, and the design team applies engineering knowledge to build an initial
design vector.
Process 2
Inputs:
2.I.1 Value boundary map
2.I.2 Enterprise stakeholder value network
2.I.3 List of potential domain experts
2.I.4 Operational concepts / requirements
Activities
2.A.1 Elicit stakeholder value- and design-space preferences
• Value proposition(s)
• Attributes and utility ranges
• Concept ideas / trade-offs
• Operational and technical constraints, etc.
2.A.2 Define system Concept-of-Operations (CONOPS)
2.A.3 Generate system concept(s)
2.A.4 Conduct Design-Value Mapping (DVM)
1. Refine system attribute set
2. Refine utility ranges
3. Identify operational system trade-offs
4. Identify system acquisition trade-offs
5. Define Design Vector (DV)
6. Identify potential system “change mechanisms”
7. Define system “transition rules”
2.A.5 Develop initial enumeration range of design vector
2.A.6 Record fixed and assumed system parameters
Outputs:
2.O.1 Elicited Stakeholder(s) attribute and utility Ranges
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2.O.2 System Concept of Operations (CONOPS)
2.O.3 Design-Value Map (DVM)
2.O.4 Complied system attributes and utilities
2.O.5 Design Vector (DV)
• Design variables
• Operations variables
• Change mechanisms
• Process variables
2.O.6 Initial DV enumeration values
2.O.7 “Transition rule” set
2.O.8 DV constants
2.O.9 Fixed value parameters
During this processes the designer will link the value proposition, which is elicited in
solution-neutral user needs, to how the stakeholder will judge alternatives.
The designer will elicit attributes from each stakeholder. Attributes are decision criteria or metrics
that are how the stakeholder will determine which designs are best. An attribute set should strive to
be complete and perceived as independent (by the stakeholder). Completeness implies that the
stakeholder has revealed all the ways he will judge the system. Perceived independence requires
that stakeholder will not change preferences on Attribute A because Attribute B changed. It is
acceptable for an attribute set to be dependent in reality (e.g. image resolution is inversely
proportional to field of regard).
With the enterprise value propositions (2.I.2) from the first process, the designer now begins the
formal utility elicitation process (2.A.1). RSC typically uses utility theory to determine the
goodness of designs, so the stakeholder must provide utility curves for each attribute they care
about. In the case where there are many stakeholders with different value propositions, it may be
that some stakeholders do not have preferences for all attributes. At this time the designer should
also begin eliciting any constraints and requirements for the system. These will help to shape the
attribute ranges.
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This research relies heavily on Multi-Attribute Utility Theory, as described by Keeney and Raiffa
(1993). In this formulation of classic utility analysis, the stakeholder provides more than one single
attribute utility curve (1.A.1). All of the stakeholder single attribute utilities are aggregated in the
multiplicative multi-attribute utility form in Equation 3-1. This results in a single metric for each
design.
KU(X)+1 =
N
∏
i=1
[KkiUi(Xi)+1] f or K 6= 0 (3-1)
or U(X) =
N
∑
i=1
U(Ui) f or K = 0 (3-2)
where K is the solution to
K+1 =
N
∏
i=1
[Kki+1] (3-3)
N
∑
i
ki < 1 K > 0
N
∑
i
> 1 −1 < K < 0
N
∑
i
= 1 K = 0
where
Ui is the single attribute utility
U is the multi-attribute utility
Xi is a single attribute level
X is the attribute vector
ki is a single attribute weight
K is the overall weighting factor
N is the number of attributes
Utility is not a cardinal scale, which makes it difficult to interpret how much better one design is
than another. For instance, meters or feet are on cardinal scales. The difference between two
meters and three meters is the same as between three meters and four meters. However, the
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difference to the stakeholder between 0.5 and 0.75 utility is not necessarily the same as between
0.75 and 1. Utility orders the designs according to the user preferences. The designer takes the
attribute sets and utility sets, and begins to develop a library of system concepts (2.A.2).
The designers come up with a possible set of design variables: those aspects of a design that the
engineer can directly affect and “drive” changes in the attribute levels. For instance, physical
component choices are aspects the designer can affect, but the resulting performance is not a
choice of the designer. The designer then takes the possible set of design vectors and the attributes
and conducts design-value mapping, which will help identify those design variables that may drive
value. In practice it is often found that there can be too many design variables to feasibly model. In
this case only those variables that strongly impact attributes should be varied, and all others should
be treated as fixed parameters. Choosing design variables is an iterative process.
During this process change mechanisms and transition rules (2.A.4) must be identified. Change
mechanisms are those design variables that may not drive value, but may make the system more
flexible if included (i.e. change mechanisms increase the number of useful transitions from design
i to design j below a threshold cost). At the same time an initial list of the transition rules must be
identified. Transition rules are the specific ways that a system is allowed to change. For instance, a
cell phone has many different color covers, and the cover may be changed during the design
process, but changing the transmission frequency is not allowed due to constraints placed by
licensing.
Housing Example
Using his value proposition, Bob determines two attributes: the size of the house in square feet,
and size of the yard (2.O.1). (Although in reality there are many variables that go into choosing a
house, some of which may not be easily quantifiable, this simple example only seeks to illustrate
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TABLE 3-1: Example Housing Attributes and Ranges
Attribute Range Units Weight
Size of House 500 - 4000 f t2 0.6
Size of Yard 0 - 5,000 f t2 0.4
FIGURE 3-3: Example Utility Curves
the framework, and so will limit the attributes to two.) The range of the utility curve assigned to
each attribute is shown in Table 3-1 (2.O.4). In addition the cost of the house will be estimated.
From the attribute ranges a utility curve is assessed for each attribute (Figure 3-3, and assigned a
weighting factor. For simplicity, a linear weighted sum will be used for aggregation.
U(x) =
N
∑
i=1
ki ∗Ui(Xi)
Bob uses the attributes and performs a Design Value Mapping to several possible design variables
(2.O.3). The result of the DVM is shown in Figure 3-4. The DVM includes the enumeration levels
of the design variables (2.O.6).
There are several ways that Bob can include change mechanisms in the house, for example
building an additional bedroom onto the ground floor or adding a second floor to a single story
house. Bob decides to define two transition rules. The first transition rule is adding a floor, subject
to the original design being a single story and less than three bedrooms or bathrooms. The second
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FIGURE 3-4: Design Value Map
(a) Single Floor House (b) Two Floor House (c) Large Two Floor House
FIGURE 3-5: Example Houses based on Design Vector
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transition rule is adding an in-law apartment on the ground floor, subject to the house having only
two bedrooms (2.O.7). Since the future size of the family in uncertain, considering possible change
mechanisms now may give him flexibility in the future.
3.3 Epoch Characterization
Early in the RSC process future uncertainty is captured and parameterized, along with possible
design mitigation. By thinking about dynamic states of the system, the design team will understand
sooner where the computer model needs to incorporate dynamic contexts. The possible future
uncertainties are formalized into an epoch vector.
Process 3
Inputs:
3.I.1 Categories of epoch uncertainties
3.I.2 Exogenous system uncertainties
3.I.3 Enterprise stakeholder value network
3.I.4 Complied system attributes and utilities
3.I.5 List of potential domain experts
Activities:
3.A.1 Interview stakeholders to get future context uncertainties (technical and non-technical)
3.A.2 Identify possible future contexts
3.A.3 Identify potential uncertainties surrounding stakeholder(s) attributes and utility ranges
3.A.4 Define Epoch Vector (EV) and associated constants
1. Map EV to DV
2. Map EV to attributes
3.A.5 Record fixed and assumed epoch parameters
3.A.6 Define initial enumeration levels for epoch vector
Outputs:
3.O.1 Epoch Vector
• Resources
• Infrastructure
• Policy
• Product
• Technology
3.O.2 Epoch Vector constants
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3.O.3 Fixed epoch parameters
3.O.4 Initial EV enumeration levels
Epochs are static snapshots of parameterized future contexts (3.I.1, 3.I.2), stakeholder needs
(3.I.3), or mission requirements (3.I.4). Identifying epochs of interest will help the designer to
gauge how well the design will perform under many different futures. The inputs to this process
include categories of epoch uncertainties (3.I.1), which can include possible technology changes,
national policy changes, changing user preferences, and other factors that impact the delivery of
system value. The enterprise stakeholder network view is helpful in making sure all relevant types
of uncertainty are included. During this process the domain experts (3.I.5) are consulted to
inventory risks and opportunities present in that domain.
Defining the Epoch Vector (EV) (3.A.4) is important to the modeling process as it will require
modeling all the epoch changes. The EV will appear as constant to all the designs in a single
tradespace, but will vary across the tradespaces. The EV should also be mapped to the DV, in case
any of the epoch variables directly affect the design variable enumeration levels. For instance, a
DV may have three enumeration levels in one epoch, but four in a future epoch due to technology
maturing. As a concrete example, there may be three possibilities for processor chips, and as the
technology matures, a new processor chip could be considered in the design space. Mapping the
epoch vector to the attributes (3.A.4a, 3.A.4b) will eliminate epoch variables that do not affect the
attributes, and thus will not affect user value. These can be held constant in the first iteration of the
model.
The list of epoch variables is sampled much like the design vector. The levels of epoch variables
are listed, and the ones that are assumed fixed are added to the constants list.
The outputs of this process include everything the designer and computer modeler will require to
complete the epoch level of modeling.
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Housing Example
Bob realizes that the uncertainties he identified in Process 2 need to be dealt with. He determines
that there are several possible scenarios that could occur in the future. To keep the example simple,
two epoch uncertainties will be used. The first uncertainty is whether or not Bob will marry and
have a child. The second is if Bob’s parents will move in with him (3.O.1). Bob conducts another
mapping of epoch variables to the attributes, and the result is shown in Figure 3-6.
FIGURE 3-6: Epoch Variable Mapping to Attributes
3.4 Design Tradespace Evaluation
Using the sets of variables generated in previous processes, the design team moves from
engineering intuition to a system computer model. The designer then uses the tradespace to
explore system design trades.
Process 4
Inputs:
4.I.1 Elicited Stakeholder(s) attribute and utility ranges
4.I.2 System CONOPS
4.I.3 Design-Value Map (DVM)
4.I.4 Complied system attributes and utilities
4.I.5 Design Vector (DV)
4.I.6 Initial DV enumeration values
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4.I.7 “Transition rule” set
4.I.8 DV constants
4.I.9 Fixed design value parameters
4.I.10 Epoch Vector (EV)
4.I.11 EV constants
4.I.12 Fixed epoch parameters
4.I.13 Initial EV enumeration levels
Activities:
4.A.1 Use enumerated DV and EV ranges to assist in design of system model architecture and
models
4.A.2 Build system performance models
4.A.3 Sample epoch space (Iterative for each epoch)
1. Sample design space
2. Run performance models over design space
3. Validate technical correctness of model
4.A.4 Validate that model covers value space (DVM validation)
4.A.5 Analyze performance model results
• Tradespace plots
• Conduct sensitivity analysis on results
• Identify design and utility drivers / trade-offs
• Calculate Pareto efficient design sets
• Identify multi-stakeholder compromise designs
Outputs:
4.O.1 Epoch data sets
• Design Vector
• Epoch Vector
• Constants
• Attribute and utility values
• Cost / schedule
• Intermediate model variables
4.O.2 Tradespace plots
4.O.3 Key design drivers / trade-offs
4.O.4 Utility drivers / trade-offs
4.O.5 Sensitivity analysis results
4.O.6 DVM validation results
4.O.7 Pareto sets
4.O.8 Multi-stakeholder compromise designs
Process 4 may take the most time and is often the most difficult for engineers to accomplish
correctly because the model is not necessarily a complete representation of the physical system.
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Rather, the model is a mapping of fundamental physical relationships necessary to calculate
attributes and thus stakeholder value. The detail required of the model is a subjective judgment of
the designers, and should carefully balance fidelity of the model against the time required to create
that model.
Inputs to this process are all the variable lists created in previous processes as well as the value
propositions represented by attributes and utility curves. All these inputs must be taken into
account during the modeling process. The first activity in the process is to use the DV and EV
(4.A.1) to construct the models, carefully considering the ranges of the vectors. The model must be
able to calculate design performance over the full range of design variables and various epochs. It
is important to keep in mind these ranges because often they are outside the applicable range of
many cost estimating relationships, and therefore many cost estimating relationships (CERs) will
not be applicable in these cases. For RSC an estimate is often enough to distinguish designs from
one another as long as relative cost is accurate.
Domain experts are required to complete building the system performance models (4.A.2). This is
a highly iterative process, as the validation of the models often reveals missing or incorrect
physical relationships.
Epoch-Era Analysis is a structured way to model possible future contexts. This process works best
when the epoch variables are identified before the modeling effort starts. For instance, if one future
uncertainty is whether or not a particular launch vehicle will become available, the computer
model needs to include that vehicle.
The model can be abstracted as three levels, each expanding the length of time considered. The
first level is a static snapshot of system performance. The middle level is the epoch wrapper, and
handles the changes in context around the system. The outermost level is the era level, and links
epochs into a sequence to describe future scenarios.
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Once the system models are constructed, the enumerated levels of the DVs are used to sample the
design space (4.A.3a). This may use a full-factorial expansion of the space, or other sampling
techniques. Often the choice of sampling technique is dictated by the time allotted for the model to
run. As the designers work to validate the model, a feedback loop may be initiated within this
process or to an earlier process.
Once the parametric model has been validated, the designer should return to the value map and
make sure that the chosen design variables are actually driving the attributes that the stakeholders
have provided (4.A.4). This can be accomplished by using the DVM created in process 2. If it
appears that the chosen DVs are not driving value, then the designers need to carefully consider
different design variables. Initial analysis of the results should begin if the model is physically
correct, and the chosen design variables are driving the attributes.
The primary tool for analyzing results is the tradespace plot. In general, plots depict each design’s
multi-attribute utility against the estimated cost of the design. Stakeholders should prefer designs
with high utility and low cost. A utility of one and cost of zero is the utopia point. This utopia
point is usually infeasible, and the stakeholder must consider budget constraints.
Often, there are clear correlations between some design variables and utility levels. These are
considered the utility drivers, because the utility is more sensitive to these design variables.
Identifying the design drivers and major tradeoffs will be helpful in guiding further analysis and
sensitivity studies.
Major design trades occur when there are competing attributes. Often a design may satisfy one
attribute to the detriment of another. This may be a fundamental physical relationship constraint, or
it may be an imposed constraint, as in the case of technology limits. Another tool for data analysis
is sensitivity analysis. Designs may be sensitive to design variable enumeration levels, the epoch
enumeration levels, or constants. If designs are particularly sensitive to a constant, it will be
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valuable to consider making that constant a variable. The utility-cost Pareto Set is the set of
designs for a static tradespace that are non-dominated. That means, for a particular cost, the Pareto
Efficient design has the highest utility. The Pareto Set designs are of particular interest to the
designers and stakeholders (4.A.5) as these designs are traditionally considered the ‘best’ in the
design space.
The outputs of this process include all the static model outputs, including performance data, and
intermediate variables and analysis.
Housing Example
Bob now needs to model the house. Again, to keep the example simple, two parametric equations
are used to model the relation of the design variables to the attributes, and one to estimate the cost
of the house. The parameters for the equations are estimated, for instance, the size a bedroom was
assumed to be 150 f t2, while a bathroom added 50 f t2, and a second floor doubled the square
footage of the equivalent single floor house. To estimate the cost of the house, a fictional monthly
payment, also based on the size of the house was assumed, and 12 payments multiplied by 15 years
gives an approximation of the cost.
House Size = (500+150∗Beds+50∗Baths)∗Floors
Yard Size = 1200− House Size
Floors
Estimated Cost = (300∗Beds+100∗Baths)∗Floors∗12∗15
This is of course a very rough approximation of the square footage and possible payments on a
house. However, the trends are the important part, and that the attributes move in the right
direction. For instance, a larger house will cost more (4.O.3). The tradespace is generated by
running the DV through the three equations. A design space of twelve designs results from a full
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FIGURE 3-7: Example Housing Tradespace
TABLE 3-2: Pareto Efficient Designs for Baseline Context
Design Num of Num of Num of Utility House Yard Cost
Number Beds Floors Baths Size ( f t2) Size ( f t2) ($K)
1 2 1 1 0.3052 850 350 117
4 2 2 1 0.5248 1700 350 234
10 3 2 1 0.556 2000 200 324
factorial enumeration of the three design variables. The tradespace shown in Figure 3-7 has many
designs in the Pareto Front, which is in the upper left corner of the tradespace, and some of these
designs are shown in Table 3-2.
Bob must trade between a higher utility design such as Design 10 which carries a higher purchase
cost, and a slightly lower utility design with a less expensive purchase cost. However, these results
assume that the context of this tradespace will hold true forever. If the uncertainties identified
earlier manifest, Bob’s preferences on the attributes may change. For instance, if Bob has a child,
they may now want at least 1000 square feet of space, but would place more weight on having a
large yard (4.O.1); this preference change can be seen illustrated in Figure 3-9.
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FIGURE 3-8: Example Housing Tradespace Under New Child Context
TABLE 3-3: Pareto Efficient Designs for New Child Context
Design Num of Num of Num of Utility House Yard Cost
Number Beds Floors Baths Size ( f t2) Size ( f t2) ($K)
4 2 2 1 0.3444 1700 350 234
7 3 1 1 0.024 1000 200 171
10 3 2 1 0.384 2000 200 324
Now the range on the attribute square feet is changed, from 500 f t2 - 4000 f t2 to 1000 f t2 - 4000
f t2. When the tradespace is run again, it appears as in Figure 3-8. Designs have been eliminated
from consideration because they no longer meet minimum attribute levels, and designs that were
Pareto Efficient before are no longer on the Pareto Front.
In the second context change Bob considers how his needs will change if his parents need to move
into the house with him. In this case, he would like to have a some extra space, but no longer needs
to have a large yard, so the weight of that attribute is much less. Square feet in the house becomes
more important and is weighted at 0.8, while the yard is weighted at 0.2. When the design space is
evaluated under these new conditions, the tradespace appears as in Figure 3-10. This epoch has
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FIGURE 3-9: Illustration of Epoch Preference Changes on Attribute Weights.
FIGURE 3-10: Example Tradespace for Parent Context
many more designs on the Pareto Front, in particular, the very expensive, large designs move to the
Pareto Front.
3.5 Multi-Epoch Analysis
Now that the designer has a tradespace for each epoch, and has analyzed the behavior of the design
space in a static context, it is time to consider epoch-spanning analyses. The designs are evaluated
across many epochs, looking for trends in system behavior.
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TABLE 3-4: Pareto Efficient Designs for Parent Context
Design Num of Num of Num of Utility House Yard Cost
Number Beds Floors Baths Size ( f t2) Size ( f t2) ($K)
4 2 2 1 0.6188 1700 350 234
7 3 1 1 0.008 1000 200 171
10 3 2 1 0.728 2000 200 324
12 3 2 3 0.732 2200 100 378
Process 5
Inputs:
5.I.1 Epoch data sets
5.I.2 “Transition rule” set
Activities:
5.A.1 Generate transition matrices for each Epoch data set
5.A.2 Calculate tradespace / epoch statistics
1. Pareto Trace
2. Filtered Outdegree (FOD)
3. Tradespace yield
5.A.3 Identify highly passive value robust designs
5.A.4 Identify highly changeable designs
Outputs:
5.O.1 FOD function per design, per epoch
5.O.2 Pareto Trace numbers
5.O.3 List of passively value robust designs
5.O.4 List of highly changeable designs
5.O.5 Tradespace yield statistics
5.O.6 Epoch transition matrices
The inputs to this process include the epoch data sets produced in the previous process, including
all the attribute performance and utility data, as well as cost and schedule for each design. At this
point the change mechanisms that were included in the design are assessed. The transition rules are
applied to each design.
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3.5.1 Pareto Trace
A Pareto Efficient set of designs, or those designs that are non-dominated, can be determined from
the utility-cost plot for each epoch. A Pareto Efficient design has the highest utility of all other
designs at a given cost, and represents a best “value” design. The Pareto Trace of a design is the
“number of Pareto Sets containing that design” (Ross et al., 2009). Designs that have very high
Pareto Trace are said to be passively value robust. These designs have the ability to maintain high
utility over changing epochs. After all epochs are evaluated, the Pareto Trace for each design can
be normalized by the number of epochs evaluated. This is called a Normalized Pareto Trace (NPT)
(5.A.2a).
3.5.2 Filtered Outdegree
Previous work has assessed changeability in tradespaces through calculating the number of
possible transitions to alternate design configurations a given design can make within the
tradespace. When viewed as a tradespace network, this is the ‘outdegree’ of a design. Only
counting the transitions available at an acceptable cost results in ‘filtered outdegree’ or FOD (Ross
et al., 2008). This captures the changeability of the design. FOD may also be normalized by the
highest FOD result so that analyses among different subsets are comparable.
Transition rules tell the designer whether it is permissible or feasible to transition to another design
from the current one. If a change is permitted, an arc in a transition network graph is formed,
which includes all the designs in the tradespace. At the same time the cost for each transition and
the time it will take to complete it are calculated and stored. Filtered Outdegree is the number of
transitions that can be made from a given design below a certain cost filter (5.A.1, 5.A.2b).
Tradespace Yield is another figure of merit for the tradespaces (5.A.2c). It indicates how many of
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the designs for a given context are feasible. A feasible design is both technically feasible and
delivers acceptable levels for each attribute.
At the end of the process, the designer should have a set of metrics for each design: Filtered
Outdegree, Pareto Trace, and Tradespace Yield. The designer also has the transition networks
required to complete the later processes.
Housing Example
Bob realizes that there is no obvious solution to his decision problem when changing epochs are
considered. He decides to examine the dynamic properties of the design alternatives. The Pareto
Trace can determine the passive value robust designs. This entails counting the number of times a
design appears in the Pareto set of an epoch. As there are three epochs, the maximum possible
Pareto Trace is three. The tradespace yield is the number of designs that are feasible for each
epoch. The tradespace yield for the static context is 12 designs, for the new child epoch it is 9
designs, and for the parents epoch it is 9 designs (5.O.5).
Bob then applies the transition rules to the design space to see if there are any changeable designs
available. The transition rules are applied as follows:
Rule 1 A second floor may be added if the design has one floor, two bedrooms and one or
two baths. Doing so will add a bedroom, a bathroom, and cost 0.5% of the initial
purchase price without impacting the size of the yard.
Rule 2 An addition may be built on the ground floor if the design has two bedrooms. Doing
so will add a bedroom, will cost 0.25% of the initial purchase price, and will reduce
the size of the yard.
These transition rules are simplistic approximations of the types of changes that can be made to a
house, and are illustrated in Figure 3-11. Bob has decided he could not spend more than $75,000
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(a) Rule 1 (b) Rule 2
FIGURE 3-11: Illustration of Transition Rules
on any changes to the house. When the rules are applied to the static tradespace, the Filtered
Outdegree results are shown in Table 3-5.
From the Pareto Trace results, it looks like design 4, 7 or 8 would be passively value robust
(5.O.3). Designs 1 and 2 are highly changeable, with two transitions available below the threshold
cost of $75,000 (5.O.4).
3.6 Era Construction
While Process 5 considers the body of epochs as a whole, this process considers time-ordered sets
of epochs. The designer can evaluate the design space in a possible future scenario, applying
long-term objectives to the system.
Process 6
Inputs:
6.I.1 Sampled Epoch Vector (EV) space
6.I.2 Future uncertainty characterization
6.I.3 Long-term strategies
6.I.4 Forecasts
6.I.5 Epoch data sets
3.6. ERA CONSTRUCTION 77
TABLE 3-5: Pareto Trace and Filtered Outdegree for Housing Example
Design Pareto Filtered
Number Trace Outdegree
1 1 2
2 1 2
3 1 1
4 3 1
5 3 1
6 3 1
7 3 0
8 3 0
9 3 0
10 3 0
11 1 0
12 1 0
6.I.6 Transition networks
Activities:
6.A.1 Choose scenario development approach(es)
1. Define given era start and end points, maximum number of epochs in given era
2. Scenario development / planning considerations for era construction
3. Potential epochs available at a given point in time
4. Probability epoch is activated at a given point in time
6.A.2 Path dependency between epochs
6.A.3 Epoch durations
6.A.4 Sample potential era space for range of possible futures by constructing Eras given
considerations and approach
6.A.5 Determine Value Weighted Filtered Outdegree
Outputs:
6.O.1 Set of eras: each an ordered set of epochs with durations
6.O.2 VWFO for all designs
6.O.3 Era spider plots
Era construction is how RSC characterizes possible futures. The primary method to generate eras
in this process is scenario formulation (6.A.1). Domain experts are useful for creating eras with a
high probability of occurring. The inputs to the process are the sampled epoch space, which may
be sampled in the same way that the design space was sampled or another method as appropriate.
The designer needs to assign the era start and end points. There is also a probabilistic approach,
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where the following epochs are dependent on previous epochs. Scenario creation is often the most
familiar to decision makers and may be easiest to explain and understand (Roberts et al., 2009).
3.6.1 Assessing Flexibility - Value Weighted Filtered Outdegree
Once the era has been identified, the designer can begin to look for valuably flexible designs.
Because the value of flexibility is only realized in the presence of uncertainty, the designer needs to
have a possible future era in which to asses the design in the tradespace. The major contribution of
this research to Dynamic MATE is described here: Value Weighted Filtered Outdegree, defined as:
VWFOki =
1
N−1
N−1
∑
j=1
[sign(uk+1j −uk+1i )∗Arcki, j] (3-4)
where
N is the number of designs considered
k is the current epoch
k+1 is the next epoch in the era
i is the design under consideration
j is the design to be transitioned to
uk+1i is the utility of design i in the k+1 epoch
uk+1j is the utility of the design j in the k+1 epoch
Arcki, j is the logical value indicating the presence of a transition arc from design i to design j
From the information gained by looking at highly changeable (FOD) or passively value robust
(NPT) designs, a metric was developed that incorporated the possible net utility change of a
changeable design, and guidelines for where to look in the design space to find these designs. By
being computationally simple and reusing metrics that are calculated in the course of RSC, this
metric takes advantage of the work already done during tradespace exploration.
VWFOki is dependent on the choice of N, the subset of designs from the design space. The analyst
can choose to look at the VWFO of an entire design space, in which case N is the same as the total
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number of designs in a the tradespace study. Alternatively, a smaller subset of designs can be
chosen, and examined in great detail. VWFO uses the direction change in utility to determine if a
particular transition is ‘good’, which occurs when the design transitions to a design of higher
utility. By summing both the positive and negative transitions, the designer can see designs that are
valuably flexible, (the design with positive VWFO), and the designs that are changeable but are
carrying ‘dead weight’ (the design with negative VWFO).
It may appear that a better indication of valuable flexibility could be gained if only positive utility
transitions are included in the sum of VWFOki . In the current form VWFO sums all transitions,
both positive and negative. This means that designs that have many transitions (the highly
changeable designs that may be identified through FOD) with approximately equal numbers of
‘good’ and ‘bad’ transitions will have a VWFO of close to zero. This appears to unfairly punish
the designs for having transitions to lower utility designs. If only positive utility transitions were
allowed designs with many transitions would perform very well. However, there are some
problems with that form of VWFO.
Unlike FOD, which considers changeability in a static context, VWFO overlays a change in
context on the design space. The metric seeks to identify designs that will have many positive
transitions in that specific context change. Therefore, being able to identify designs that have many
positive utility transitions and few negative utility transitions is advantageous to the designers. The
additional logic overlay that comes from the context changing allows the designer to designate
designs that have ‘extra’ changeability. This ‘extra’ changeability is not valuable in this context
change and therefore those designs are not valuably flexible in this particular context change. (But
during a different context change those designs might be valuably flexible.) Therefore, one may
think of ‘positive utility transitions’ available as offsetting ‘negative utility transitions’ as a way of
using short term gains to offset possible long term gains (i.e. the negative utility transitions may
become positive utility transitions in a different context change).
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TABLE 3-6: Housing Example Value Weighted Filtered Outdegree
Design Epoch Transition
Number Static to Child Child to Parents
4 0.0396 0.1092
5 0.0224 0.0748
6 0.0052 0.0404
In addition, only counting positive utility transitions eliminates a portion of the design space from
analysis. If a constrained epoch exists, such that the valid design space is very small, the designer
may want to know which designs are changeable without being valuably flexible. During the last
process of RSC, Lifecycle Path Planning, the possible design trajectories may be limited if only
positive utility transitions are considered, thereby limiting the usefulness of the process. Further
research is required to determine if this concern is valid. Appendix A provides more discussion on
the issue of allowed utility transitions.
Housing Example
The Era chosen for analysis is an ordered set of the static context, then the ‘new child’ epoch, and
finally the ‘parents move in’ epoch (6.O.1). Bob at first needs a small house, as he can only afford
relatively small monthly payments. When his child arrives he needs more space, but when the
parents move in he can afford larger monthly payments. One way to achieve all his goals in this era
is to look for a flexible house design that will allow him to make valuable changes. VWFO was
applied to the era and the results are shown in Table 3-6 (6.O.2).
Based on the results of this flexibility analysis, Bob would be wise to purchase house design 4,
which is a smaller house with the most valuable flexibility if he needs to expand to accommodate a
growing family. While designs 1 and 2 had more changeability, those designs were not valid
during the second two epochs, which would result in a period of time where Bob was not satisfied
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FIGURE 3-12: Housing Example Era with Design 4 Trace
with his house. This simplistic example shows how the RSC framework can be applied to a design
decision problem.
3.7 Lifecycle Path Analysis
This process uses the eras constructed in the previous process and applies different dynamic
strategies to determine design trajectories. This process is not conducted in this thesis, but is
described here for completeness of the RSC framework.
Process 7
Inputs:
7.I.1 Era Sets
7.I.2 Epoch data sets
7.I.3 Epoch Transition Matrices
7.I.4 Compiled System Attributes and Utilities
• Time dependent preferences
• Programmatic utility
7.I.5 Across-Era system trajectory objective
Activities:
7.A.1 Formalize Program-level utility expectations
7.A.2 Calculate utility trajectories of designs across Eras
7.A.3 Find “Best Paths” across Eras using appropriate strategy
• Minimize distance from utopia trajectory
• Maximize system value at least cost
• Maintain cost
• Maintain system value
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• Minimize value outages
7.A.4 Calculate distance from utopia trajectory (Active value robustness metric)
7.A.5 Identify evolution patterns across multiple trajectories for real options investment
suggestions in program
Outputs:
7.O.1 System evolution strategies mapped to “best path” trajectory
• List of designs
• Execution transitions
• Execution times
• Execution costs
The purpose of the Lifecycle Path Analysis process is to develop near- and long-term system value
delivery strategies in response to time-dependent contextual uncertainties (described via Era
timelines).
Path analysis takes as inputs the eras of interest (7.I.1) and the epoch data sets for those eras (7.I.2).
The designer must have a cross-era objective (7.I.5) in mind to perform path analysis. This could
be using passively value robust designs to retain utility across the era, or it could be a more
complicated changeability strategy, in the case when no designs are passively value robust over the
entire era.
The designer can take this era objective and calculate the utility trajectory (7.A.2) of a design over
the era. The designer can then use the objective to determine the ‘best path’ across the era (7.A.3)
whether this means following the design that achieves utility closest to one, finding the least
expensive design that maximizes utility over the era, or any of several other strategies. If the design
is changeable and transitions are executed the designer can determine the distance from the utopia
trajectory (a theoretical trajectory with utility of one in every epoch) and find the active value
robustness (7.A.4).
Out of this process the designer will gain an understanding of potential strategies for maintaining
value over the lifetime of the system. The possible ‘best path’ trajectories will result in a list of
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designs in the trajectory, any transitions that have to be executed to maintain the trajectory, the
transition execution costs and the time to achieve the changes (7.O.1).
3.8 Limitations of Responsive Systems Comparison
There are several limitations to RSC. It relies heavily on stakeholder inputs, that many stakeholders
may not be used to and may not desire. The long and complicated nature of the process is designed
to remove solutions during the problem formulation. For a designer who is not familiar with RSC,
it is difficult to wait until everything is in place to begin modeling. It is easy to impose solutions on
the concepts too early in the conceptual design. By imposing solutions onto the problem space, the
solution space becomes contracted.
Stakeholder input is absolutely essential to the process, but most customers are used to throwing
requirements over a wall to the designers and not thinking any more about it until the design
review. The expectations of the stakeholders and customer need to be carefully managed to make
sure that involvement and feedback is timely. Often, the stakeholder with decision making power is
very busy, and conducting extensive interviews over time is not feasible. In these cases, a proxy
stakeholder must be used. Because utility curves are axiomatically only valid for the people who
give them (Keeney and Raiffa, 1993) there are errors built into the value proposition anytime the
utility team has to resort to proxies. This can be mitigated by doing sensitivity analysis on the
results. Another way to combat these errors is to build the model in such a way that assessing
utility is a quick post-processing task.
Another limitation is the parametric nature of the models typically used to produce the tradespace.
Outcomes are heavily dependent on the modeling effort, and conveying the multitude of
assumptions and estimations in a typical model to the stakeholder is very difficult. The models are
approximations of a real design. Often the parametric models are sufficiently detailed to
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distinguish the design and value drivers. However, many times the stakeholders are willing to put
more faith in the model than they should. To combat undue reliance on model outcomes, the
assumptions and limitations in the model must be abundantly clear.
3.9 Summary
RSC is a conceptual design framework that enables designers to examine many different designs
on a common basis. Typically, designs are plotted in a utility-cost space that can reveal trends in
the performance attributes and can give designers insights into design trades available (Ross et al.,
2004). These tradespaces are a static snapshot, reflecting stakeholder preferences on system
performance. All systems exist within a defined context and as the context changes, the
stakeholder preferences may change, the environment in which the system operates may alter, or
both. A period of time with a fixed set of preferences and environment for the tradespace is called
an epoch. A time-ordered series of epochs is called an era (Ross and Rhodes, 2008). As a designer
looks across many different epochs, there are some system designs that may consistently retain
high utility and others that perform poorly in some epochs.
As the dynamic nature of the tradespace exploration becomes more explicit, the ‘ilities’, or
time-dependent performance characteristics of the designs that become relevant when the context
changes, become more important. One of these ‘ilities’ is flexibility. While evaluation of only the
changeability of a design may be accomplished in a static tradespace (Ross et al., 2008), making
judgments about the value of that changeability is subject to the designer’s prediction of the future.
To identify which designs are valuably flexible requires analysis of how designs can be changed
between epochs as well as static system performance, which goes beyond the changeability
analysis.
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Tradespace exploration also involves large amounts of data which grow with the number of time
periods considered. Analyzing large data sets becomes increasingly difficult given computational
constraints. In order to help designers identify the valuably flexible designs in a tradespace, Value
Weighted Filtered Outdegree (VWFO) can be used to filter the tradespace for valuably flexible
designs.
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Chapter 4
Case Application: Satellite Radar
System
To demonstrate Value Weighted Filtered Outdegree (VWFO), a case application Satellite Radar
System (SRS) is presented. Past efforts by the U.S. military to field a space radar capability have
failed in the design phase; canceled due to cost estimates in the tens of billions, key technology
limitations, and opposing user preferences. Given the high profile and possible impact of this
system, including flexibility may be a smart design choice. VWFO can inform trades for system
flexibility, and identifies a unique set of designs from existing MATE metrics. This new subset
gives designers another option as they trade performance, cost and risk.
The case application uses the RSC framework detailed in Chapter 3. Readers should note the
extensive attention given to time-dependent context uncertainties in the problem formulation, as
well as change mechanisms included in the Design Vector (DV). Six RSC processes are described
as they pertain to SRS. VWFO is then applied to the resulting tradespace. The designs identified as
being valuable flexible are called out and analyzed to confirm the heuristic results. General results
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and limitation of VWFO are presented. The designs identified by VWFO as being valuably flexible
are designs that do not generally appear on the utility-cost Pareto Front, and also don’t have the
maximum level of change mechanisms included.
4.1 Background on SRS
Radio detection and ranging, or radar, is the process of transmitting modulated waveforms using
directive antennas to determine the range, velocity, and material composition of a target based on
the analysis of variation in the reflected signal. Radars are all-weather active sensors, providing
products during times when optical sensors are limited (Cantafio, 1989).
Radar was first used for military purposes by the British during World War II as a defense against
air raids. Radar provided advanced warning of high flying aircraft. The critical nature of radar led
to advances in technology in antennas and electronics. After the war, radar was turned to many
diverse purposes including air traffic control, weather monitoring, and road speed control. Radar
continues to be used by military services. The line-of-sight limitation of radar, as with most radio
wave systems, has driven militaries to deploy radars at higher vantage points (Corcoran, 2000).
Previous studies from the 1990’s examined moving airborne surveillance missions to orbital
platforms, thereby gaining the ultimate high ground (DeLap, 1999; Wickert, 1997). Several of
these studies found satellite masses were prohibitively expensive and recommended waiting for
technology to mature, driven by commercial pull instead of government push. The advantages of a
space-based system have caused the concept to be revisited periodically. Advantages, beyond
gaining the high ground, include access to denied areas of the globe and continuous availability for
near-real time tasking. Disadvantages of a SRS are primarily due to fundamental physics linked to
technology limitations, leading to high costs. Range to target for an orbital platform will be
hundreds of kilometers, while an airborne platform range is an order of magnitude less. The longer
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range requires the transmitted power to be increased substantially due to returned signal
attenuation. The radar range equation, ignoring losses is:
Pr =
PtG2λ 2σ
(4pi)3 ∗R4 (4-1)
where
Pr is the signal power received (W)
Pt is the signal power transmitted (W)
G is antenna gain (dB)
λ is the wavelength of signal (m)
σ is the target cross section m2
R is the range m.
Other disadvantages include the inability of a space-based platform to loiter for long periods of
time over targets. The range equation necessitates lower orbit altitudes to combat signal loss.
Achieving continuous coverage of a target would require large numbers of satellites. Once in orbit,
repairing and upgrading the satellites is nearly impossible except via software upgrades. This
reduces the lifetime of the system as compared to comparable airborne platforms. The technology
associated with space-based radar platforms is still being developed, and the end result of the
technology development is still unknown (Davis, 2003).
4.2 Value Driving Context Definition
The designer, considering the diverse history of the system, identifies an appropriate stakeholder to
begin the value elicitation. This process focuses on setting up the problem by eliciting a value
proposition and future system uncertainties from enterprise stakeholders.
Initial inputs were taken from the stakeholder, the SRS ‘program manager’ (1.A.2). This
stakeholder is in charge of developing, acquiring and fielding the system. The mission statement is
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to build and deploy 24-hour, all-weather imaging and tracking capability (1.I.2). The value
proposition is to evaluate candidate architectures over a large range of changing contexts (1.I.1).
Two missions, Synthetic Aperture Radar (SAR) imaging and Ground Moving Target Indication
(GMTI) tracking each have their own stakeholder, which is the person from whom the attributes
and utilities were elicited. To resolve the multi-stakeholder problem, the program manager was
appointed ‘benevolent dictator’ with preferences over the satisfaction of the mission stakeholders,
forming a meta-utility function.
The SRS enterprise is defined as the system itself and consists of one or more spacecraft (1.A.1).
This is a narrow engineering view. The extended enterprise includes stakeholders such as the
eventual users of the system and the supporting elements required to complete the acquisition.
Exogenous stakeholders include Congress, which will approve budgets for SRS, and potential
users of the system, which stand to gain slightly different capabilities dependent on the program
manager preferences (1.A.4). The distance and disconnect between the end user, the agent
acquiring the system, and the body of lawmakers budgeting the system is present for many military
acquisition programs. The enterprise system boundary, shown in Figure 4-1, depicts the
relationship between the program manager and endogenous and exogenous context factors. The
program manager must consider internal influences like the mission stakeholders in addition to
external factors like capital constraints and national policy (1.A.6). Previous MATE studies
considered only factors inside the enterprise boundary. By considering influences crossing the
enterprise boundary, more context uncertainties can be identified.
Epoch uncertainties were also identified and included technology development uncertainties for the
spacecraft, budget constraints, operational target sets, and program manager preferences across the
imaging and tracking missions (1.A.5). As interviews with the mission stakeholders proceeded, the
value proposition was refined as follows: To determine which SRS architecture a notional program
manager should select to maximize the chances that stakeholders will remain satisfied through the
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FIGURE 4-1: Value Map for Satellite Radar System Enterprise
system lifecycle (1.A.7). Flexibility is one risk mitigation strategy that such a program manager
should consider, and the metrics described in this research will operationalize the concept of
flexibility into a tradable system property.
4.3 Value Driven Design Formulation
This process formalizes the general value propositions elicited previously into attributes and utility.
The stakeholders are heavily involved in this process.
Stakeholder preferences are captured by interviewing the stakeholder and creating attributes
(2.A.1). These attributes must be quantifiable and perceived independent. The SRS study has 12
attributes, shown in Table 4-1 (Ross et al., 2008). The attributes are across two different mission
areas, imaging and tracking, and have two stakeholders corresponding to the missions. The
aggregation method, Multi-Attribute Utility (Keeney and Raiffa, 1993), is only valid for a single
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stakeholder, so the two missions were combined into a higher order “total utility” by the program
manager who internally trades off preferences over these missions. Whenever utility is referred to
in the case application, it refers to this total utility.
Each attribute has an associated single attribute utility function. This function ranges from zero to
one, with zero utility as the least acceptable threshold of the attribute, and a utility of one
indicating the attribute is fully satisfied. Designs that have zero utility for an attribute are
considered the minimally acceptable, while designs with utility less than zero are not acceptable
and deemed ‘invalid’. These design are eliminated as infeasible in the epoch tradespace.
In order to aggregate across the single attribute utility functions, shown in Figure 4-2 and Figure
4-3, each attribute is assigned a weight referred to as a ‘small k value’. The small k values for each
attribute are listed in Table 4-2. The two mission areas are aggregated by the preferences of the
program manager on missions, but this preference was selected as an epoch level uncertainty and
will be discussed in the following section1.
A monostatic radar, or a system where the transmit and receive functions use the same antenna,
was chosen as the system concept (2.A.2, 2.A.5). System concepts in this case application were
limited for illustrative purposes. Availability of sufficient resources could allow for consideration
of more than one system concept in the same tradespace.
The attributes tell the designer how the stakeholder will decide between designs. The designer
takes the attributes and chooses aspects of the design that can be altered, and will drive those
attributes. The potential design variables with first-order impacts are selected to be included in the
1The attributes are translated to a utility function using multi-attribute utility methods (Keeney and Raiffa, 1993).
While formal methods exist for eliciting the mapping of attributes to utilities by interviewing stakeholders, these methods
are resource-intensive and their specific output may be sensitive. In addition, multi-attribute utility methods were not part
of the RSC development effort. Therefore, utility elicitation is simplified in this case application whereby the attribute
set is based directly on interview data and the acceptability ranges and single attribute utility functions are based on
order-of-magnitude estimates by the RSC development team.
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TABLE 4-1: Attributes for Satellite Radar System
Attribute Description
Imaging Mission
Imaging Latency The time between the imaging of a given target and when the full
target image is downloaded to the ground
Field of View The area of the earth that the Radar has access to within its nor-
mal range of motion
Geolocation Accuracy The system’s reported location of an image on the surface
Number of Targets Per Pass The number of targets the Radar can image within a given target
box for a single pass
Revisit Gap Time The number of observations (i.e., passes) of a given target over
the course of a single day
Resolution The minimum separation between two targets that permits them
to be distinguished by the Radar
Tracking Mission
Tracking Latency The time between the imaging of a given target and when the full
target image is downloaded to the ground
Track Life Length of time that a single target can be tracked (continually
imaged)
Target Acquisition Time The time interval between receiving a tasking order to observe a
given location and actually acquiring the target as a function of
gap time and target detection time
Min Detectable Velocity Minimal velocity at which a target can be distinguished from the
background
Number of Target Boxes The number of target boxes (defined at a given size (Km2) and
consisting of targets with a given velocity and Radar Cross Sec-
tion) that can be imaged by a single satellite during a single pass
Min Radar Cross Section The minimal signal reflected from a target in response to a pulse
that is capable of being detected by the radar’s receiver
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FIGURE 4-2: Utility Functions for Imaging Stakeholder
4.3. VALUE DRIVEN DESIGN FORMULATION 95
FIGURE 4-3: Utility Functions for Tracking Stakeholder
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TABLE 4-2: Satellite Radar System Attribute Weights
Attribute Weight
Imaging Mission
Imaging Latency 0.04
Field of View 0.13
Self Geolocation 0.04
Number of Targets Per Pass 0.38
Revisit Gap Time 0.04
Resolution 0.38
Tracking Mission
Tracking Latency 0.38
Track Life 0.13
Target Acquisition Time 0.04
Min Detectable Velocity 0.04
Number of Target Boxes 0.38
Min Radar Cross Section 0.04
model (2.A.4). This step of the process may be revisited during later iterations to check that
designer intuitions were correct and all first order effects were captured in the design variable set.
The design variables chosen for this problem are shown in Table 4-3 (Ross et al., 2008). The goal
of the design variable enumeration was to cover a large area of the design space for the concept
defined above. The parametrization of the design variables is called the Design Vector (DV)
(2.O.5). A design is considered a unique set of design variables in a DV.
The design variables are in three categories: radar technology, orbit/constellation design, and
vehicle change mechanisms. A full factorial enumeration of this design space leads to 23,328
individual designs. The Design Value Map (DVM) in Figure 4-4 relates the anticipated impact of
the design variables to the attributes (2.O.3). This construct does not attempt to evaluate the DV,
nor determine the utility of the designs. The DVM acts as a first order check to see if the design
variables will drive the attributes and helps the designers begin thinking about the model
framework. This step may cause a feedback loop if the designer realizes that the attributes are not
computable within the defined enterprise boundary.
4.3. VALUE DRIVEN DESIGN FORMULATION 97
TABLE 4-3: Design Variables for Satellite Radar System Case Application
Design Variable Description
Peak Transmit Power
(1.5 10 20 [kW])
The amount of power that is used to send the radar signal to illu-
minate the target area. The higher the power sent, the higher the
return signal, in general
Radar Bandwidth
(0.5 1 2 [GHx])
The bandwidth of the radar signal. Larger bandwidths generally
return better signatures, but have less power spectrum and so re-
quire more power
Antenna Area
(10 40 100 [m2])
The size of the AESA array.
Altitude
(800 1200 1500 [km])
The altitude of the satellite in orbit
Constellation Design
(8 Walker IDsa)
The Walker configuration that is chosen for the spacecraft
Comm Downlink
(Relay or Downlink)
Whether the satellite has a communications system able to use a
dedicated communications backbone, such as TDRSS
Tactical Downlink
(Yes or No)
Whether the satellite is designed with a high power, localized
downlink for tactical users
Maneuver Package
(1x, 2x, 4x)
The total amount of maneuvering fuel on-board the satellite
Constellation Option
(none, long-lead, spare)
What real option is built into the supply chain
a Walker ID is a lookup table of characteristics for a Walker constellation, with different possibilities for number
of satellites and the phase(plane orientation). The Walker constellations are shown in Table 4-4.
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TABLE 4-4: Walker Constellations
Walker Inclination Number of Number of
ID (degrees) Satellites Planes
1 53 5 5
2 53 10 10
3 53 10 5
4 53 20 5
5 67 5 5
6 67 10 10
7 67 10 5
8 67 20 5
FIGURE 4-4: Design Value Map relating Design Variables with Attributes
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TABLE 4-5: Epoch Variables for Satellite Radar System Case Application
Epoch Category Epoch Variables Levels
National
Security Policy
Notional Target Sets 9 scenarios
User Priority (Image vs Track) SAR = GMTI, SAR< GMTI,
SAR > GMTI
Technology Available Technology Levels High, Low
Infrastructure Communications Infrastructure 2 Levels
Systems-of-Systems Airborne ISR Assets 3 Levels
Environment Communications Jamming none, 10dB
4.4 Epoch Characterization
While the previous process dealt almost exclusively in static thinking about the system, this process
will consider the dynamic aspects of the environment and user preference changes on the system.
The epochs were defined using several epoch variables (Roberts et al., 2009). These variables
describe the context: both the environment in which the system operates, and the stakeholder
preferences (3.A.1). Like for the computer design model, inputs to the future scenarios were
modeled with discrete enumeration levels. Again, this step was limited by time constraints as well
as memory constraints. Analyzing a rapidly growing data set posed an additional computational
challenge. Another DVM with the proposed list of epoch variables was created, and the epoch
variables with first order impacts were selected for inclusion in the model (3.A.4).
The Epoch Vector (EV) is defined in Table 4-5. These uncertainties were parameterized like the
DV in the previous step. A full enumeration of the EV results in 648 epochs (3.A.6) of which 245
where simulated.
Given the large set of possible contexts, the decision was made to reduce the epoch space by
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grouping some of the above changes together to obtain the initial epoch vector, as shown in Figure
4-5. The enumeration levels of the epoch variables in the vector were also chosen in order to keep
the computation time to a level reasonable given the constrained computational resources available
for this project. However, the coarse sampling was done in a way that still captured the dynamic
properties of the system over many diverse context changes.
The epoch variables will now be briefly described. Each target set consisted of two targets,
specified by notional country (actually quantified by latitude) and target RCS. For the epoch,
attributes are computed against the worst case of the two targets. When calculating overall utility,
the utilities calculated for the two users considered are weighted in 3 different ways, indicating the
program manager’s preference over the two mission areas. Technology level includes radar and bus
technology changes, with high and low levels considered (see Figure 4-5). “Communications
Infrastructure” levels indicate the availability of ground stations and space-based relay options;
level one has no relay but can use AFSCN stations, and level two has WGS and AFSCN stations.
AISR levels indicate the availability or non-availability of two different airborne assets.
“Environment” indicates communications with jamming or without jamming.
4.5 Design Tradespace Evaluation
Now that the designer has a list of attributes, DVs, and EVs, the computer model that will translate
designs into utility is implemented. The SRS model is depicted in Figure 4-6. The modules were
based on function area of the spacecraft technology, orbital physics and translating performance in
attributes to utility. Cost estimation for the design was also conducted (4.A.1).
Each module of the code is briefly described below to illustrate the logical flow of the model
(4.A.2). Modules early in the flow take in DVs and modules later in the flow determine support
structure for the spacecraft which are not necessarily determined by the DV.
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FIGURE 4-6: Module Framework for SRS Computer Module.
Target- Defines worst-case target from the epoch variable target sets.
Orbit- Calculates the properties of the orbit that affect satellite performance, assuming spherical
Earth, circular orbits, cylindrical shadow cast by the earth, and constant satellite velocity.
Radar- Computes the performance of a radar specified by the DV, in the orbit calculated above,
looking at the target calculated above. Assuming the spacecraft will operates to maximize
attributes; basic physics may be used to calculate radar performance.
Constellation- Simulates the operation of the constellation of SRS vehicles operating over a
turning earth with a set of targets, users, and communications infrastructure specified by the epoch.
They are used to calculate coverage attributes and provide input into communication calculations.
Communication- Estimates data latency and data throughput attributes as well as the cost, mass,
and power consumption of the communication system.
Bus- Calculates the characteristics of the spacecraft necessary to support the radar and
communication gear, including calculations with some detail of the structure (particularly the radar
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support structure), power, and propulsion systems, and design rule calculation of other systems
(ADCS, thermal control, bus structure and adapters, etc.). It outputs the mass and cost of the
vehicles and determines the cost of the least expensive US vehicle(s) and US site required to
launch them.
Mission- The mission module is responsible for taking the outputs from the previous modules and
calculating the attributes. These attributes are then fed into the utility module.
Cost and Schedule- Calculates the cost of the design and estimates a schedule for acquisition based
on probable staffing.
Utility- Translates the attribute performance into single attribute utility values and applies
multi-attribute utility to aggregate over each mission area.
For each epoch considered, the model calculates the expected utility for each valid design. A
sample tradespace produced by the model is shown in Figure 4-7 (4.A.3).
FIGURE 4-7: Tradespace With 5400 Valid Designs
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The tradespace shown in Figure 4-7 is representative of the tradespaces calculated in the study.
This is Epoch 63, which has the following EV: [Target Set 60, SAR>GMTI, Low tech level, No
backbone, No AISR, No jamming]. Of the 23,328 designs calculated in this epoch, only 5400 met
all minimum utility thresholds and were physically feasible. The Pareto Front is flat except in the
low cost extreme of the range. The less expensive designs tend to be those that are invalid or just
meet utility thresholds. The costs range from $10B to $60B. This lifecycle cost estimate is for an
entire constellation including launch costs for ten years. The flat tradespace indicates that it is
feasible to achieve high utility for a given cost budget (4.A.4, 4.A.5).
In this part of the RSC process, the designer’s intuition about the impact of a design variable on
attributes is assessed. For instance, it was found that the frequency used for the radar transmission
had little effect overall on the attributes, so it was dropped as a design variable in the final version
of the model. Extensive analysis in this process of RSC will reveal designs that deliver high value
and will satisfy the stakeholders assuming that the context remains fixed. As this assumption is
rarely true, the designs must be examined over many epochs using Multi-Epoch Analysis.
4.6 Multi-Epoch Analysis
This process analyzes designs during many different epochs. In general, insights from static
tradespaces gained during the previous process step (e.g. the trades between attributes and value
drivers), will hold true across all epochs. This step is looking for the design drivers across epochs.
A first look at how the changing epochs are affecting the design space is to consider Tradespace
Yield. Figure 4-8 shows the results for all the evaluated epochs. Some epochs were not evaluated
due to computational limitations leading to time constraints and are shown as a blank space in the
figure.
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FIGURE 4-8: Tradespace Yield for Evaluated Epochs
The Tradespace Yields vary between 4% and 36% of the total designs enumerated (5.A.2c). The
epochs with very low yield tend to have very challenging target scenarios. Very high yield epochs
tend to have higher technology and Airborne Intelligence Surveillance and Reconnaissance (AISR)
assets. The variance between epochs highlights the importance of considering context changes
during conceptual design.
4.6.1 High Pareto Trace Designs
The Pareto Trace of a design indicates how passively value robust that design is (Ross, 2006; Ross
et al., 2008, 2009). Passively value robust describes a design that, without changing, retains high
stakeholder utility over many contexts. Figure 4-9 is a histogram that shows that there are many
designs that appear in a few Pareto Sets. Those designs which have high Normalized Pareto Trace
are found in Table 4-6 (5.A.2).
In this case study, the Pareto set includes the designs that are highest in total utility for a given cost.
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FIGURE 4-9: Histogram of Pareto Trace for 245 Epochs
TABLE 4-6: Utility for High Normalized Pareto Trace Designs
Design Normalized Total Utility
Number Pareto Trace Epoch 63 Epoch 171 Epoch 193 Epoch 202
3435 0.69 0.75 0.75 0.57 0.66
3447 0.55 0.76 0.76 0.63 0.73
3555 0.56 0.82 0.82 0.81 0.90
6027 0.62 0.76 0.76 0.55 0.65
6039 0.53 0.76 0.76 0.61 0.71
6147 0.53 0.81 0.81 0.81 0.90
Pareto Trace for the design is normalized against the total number of epochs. Therefore, the
Normalized Pareto Trace (NPT) is a number from zero to one, with one indicating designs in all
epoch Pareto Sets and zero indicating a design that never appears on the Pareto Front of the epochs
that have been sampled. A first look at this set of data reveals that there is one design with the
highest Pareto Trace: design number 3435, with an NPT of 0.69. Designs with NPT greater than
0.5 are shown in Table 4-6 (5.A.3).
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4.6.2 Filtered Outdegree
Filtered Outdegree (FOD) is a metric that identifies changeable designs (Ross et al., 2008). Unlike
Pareto Trace, Filtered Outdegree does not depend on the utility of the system. For this case
application, a single transition rule was chosen for demonstration, called “redesign”, which enables
the change of a design variable from one enumerated level to another, while incurring an
associated transition cost, increasing as the cost of the system increases (5.1.2). In this instance,
the costs are captured by money and time. Some transitions may involve changing the SRS orbit
configuration, and these rules often impose a fuel cost as well. FOD measures the number of
designs that a particular design may transition to at acceptable cost. However, since FOD in no
way implies anything about the utility associated with those changes, it is difficult to say how
valuably flexible something is based only on the number of allowable transitions (5.A.1).
The details of how to calculate FOD for this study are as follows. Each design that is calculated in
the tradespace has a design vector, a performance vector (attributes with utility), associated
constants, calculated intermediate variables (e.g. mass), and an epoch vector. The FOD for each
design is calculated for each epoch (i.e., we assume that the context remains the same when
calculating costs). In order to be “counted”, the performance of a design must meet the minimum
utility specification for the epoch.
A transition path represents a possible change from one design to another. For instance, design
3435 has a 40 meter antenna. If the size of the antenna were to be changed to 100 meters instead,
that would result in a path between design 3435 and 3543, the design that is exactly the same as
3435 except for the antenna size. The path in the tradespace is the arc that is notated between these
two design points. All paths for a given design are assumed to be directional to the other design.
The destination design may then have an opposite direction path that brings it back to the original
design. These two paths or, ‘arcs’, are considered distinct and counted separately.
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TABLE 4-7: Utility for High Filtered Outdegree Designs
Design FOD Total Utility
Number Filter is $107 Epoch 63 Epoch 171 Epoch 193 Epoch 202
1089 188 0.62 0.63 0.49 0.60
1101 359 0.72 0.72 0.55 0.66
8921 488 0.77 0.78 0.65 0.75
9029 278 0.77 0.78 0.81 0.91
16701 437 0.77 0.78 0.65 0.75
16809 263 0.77 0.78 0.81 0.91
The existence of an arc indicates that a transition is possible. Once the arc is established, it needs
to have an associated cost and time. Most transitions are costly in terms of both time and money.
Changing designs will incur a transition cost, which includes a ‘friction’ cost representing
inefficiencies and effort in executing a change, and this will apply even if the design moves from a
very expensive design to a less expensive one. Anticipated cost savings do not materialize in full
because of the associated friction cost. The transition cost is the notional cost to the program to
change from one design to another. A designer then designates a transition cost, above which he
would be unwilling to incur the expense of changing the system design. This threshold is then
applied to all transitions, and only those less than the threshold, or ‘filter’ are allowed. The designs
shown in Table 4-7 were found to have the highest filtered outdegree (5.A.4).
4.7 Era Construction
To construct eras, scenario planning was utilized. Several epochs are chosen in sequence based on
domain expert knowledge. These comprise a small number of the calculated epochs, leading to a
small set of eras. One era was chosen for demonstration in this case application and is shown in
Table 4-8 (6.A.1).
The era describes a simple scenario in which the system progresses through changes to the
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TABLE 4-8: Description of Epochs in Era 1
Epoch Duration Description Epoch
Number (yrs) Vector
63 2 Today Scenario 60, SAR > GMTI, Low tech level,
No backbone, No AISR, No jamming
171 4 Natural advancement in
Comm capability
Scenario 60, SAR > GMTI, Low tech level,
Backbone, No AISR, No jamming
193 1 New threat- Mobile mis-
sile launchers
Scenario 94, SAR > GMTI, Low tech level,
Backbone, No AISR, No jamming
202 3 Increased Conflict,
UAVs deployed, Jam-
ming
Scenario 94, SAR < GMTI, Low tech level,
Backbone, AISR, Jamming
171 3 Conflict Resolved, back
to pre-conflict state
Scenario 60, SAR > GMTI, Low tech level,
Backbone, No AISR, No jamming
stakeholder preferences and target set requirements (Roberts et al., 2009). This era has five epochs,
four of which are unique. Epoch 63 is the first, then the era progresses to Epoch 171, which has a
different target set. The stakeholder preferences remain the same, while the performance of the
systems changes slightly. Next in Epoch 193 the same target set exists, but the stakeholder
preferences have shifted, causing the utility of the designs to change dramatically. Epoch 202
retains the same stakeholder preferences, but switches the target set. The era concludes with the
stakeholder preferences and target set returning to the conditions found in Epoch 171.
4.7.1 Value Weighted Filtered Outdegree
Now that the era has been identified, it is time to apply VWFO to the tradespace shifts. The high
passive value designs (those that retain value without changing), and the highly changeable designs
(those that have many transitions available), were identified in earlier steps using NPT and FOD.
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To bridge the gap and find the designs that are valuably flexible, the VWFO is assessed for all
designs in the tradespace. The designs that have some useful transitions and relatively high utility
are the designs that can be considered valuably flexible. The metric to identify these designs is
called Value Weighted Filtered Outdegree.
VWFOki =
1
N−1
N−1
∑
j=1
[sign(uk+1j −uk+1i )∗Arcki, j]
where
N is the number of designs considered
k is the current epoch
k+1 is the next epoch in the era
i is the design under consideration
j is the design to be transitioned to
uk+1i is the utility of design i in the k+1 epoch
uk+1j is the utility of design j in the k+1 epoch
Arcki, j is the logical value indicating the presence of a transition arc from design i to design j
This metric captures the utility difference in the destination designs and is dependent on how many
transitions are available. The intent of the metric is to act as a screening heuristic, and it is left to
the decision maker to make a final call on the value of the design.
DVs for all designs are shown in Table 4-12 at the end of the chapter.
The VWFO for twelve example designs discussed in previous sections is shown in Table 4-9.
Some designs have zero VWFO. There are several reasons this may be the case: the design may
have zero transitions available, the transitions available result in zero net utility, or the design may
not be available in the k+1 epoch. Designs with positive VWFO (e.g. 1098, 1101, 3435 and 3447)
have transitions available to higher utility designs in the first epoch change. This may indicate that
these designs are valuably flexible. In a previous section, design 3435 was identified as the highest
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TABLE 4-9: Value Weighted Filtered Outdegree for Selected Designs with
high Filtered Outdegree or high Pareto Trace
Design Value Weighted Filtered Outdegree
Number 63 to 171 171 to 193 193 to 202 202 to 171
1089 0.0044 0.0048 0.0000 0.0000
1101 0.0085 0.0097 0.0021 0.0032
3435 -0.0057 -0.0021 -0.0034 -0.0031
3447 -0.0035 -0.0017 -0.0031 -0.0027
3555 -0.0014 -0.0006 -0.0014 -0.0014
6027 0.0044 0.0054 0.0020 0.0024
6039 0.0027 0.0031 0.0023 0.0027
6147 0.0019 0.0022 0.0014 0.0017
8921 0.0147 0.0187 0.0064 0.0072
9029 0.0000 0.0388 0.0077 0.0091
16701 0.0089 0.0138 0.0043 0.0051
16809 0.0000 0.0138 0.0059 0.0067
NPT design. As the Era progresses, the VWFO for the designs change because the utility of the
designs changes across the epochs.
One way a decision maker can use this information is to look at several eras. Additionally, it may
be that the designs with high VWFO share the same change mechanisms. This would indicate that
this particular change mechanism is exercised frequently, for instance, varying the amount of fuel
carried on board the satellite.
Designs with high magnitudes of VWFO may be more valuably flexible than others. Designs that
have positive VWFO are able to transition to destination designs that have higher net utility.
Unlike choosing designs based solely on high NPT or high FOD, VWFO can identify designs that
are valuable and flexible. VWFO takes into account the value of the change (the utility change
direction), the changeability of the design (transition arcs), and the context changes (era
progression).
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FIGURE 4-11: Value Weighted Filtered Outdegree for Epoch 63-171
Figure 4-11 plots the VWFO for an entire tradespace by design number. The striations in the space
are caused by the discrete enumeration of the design space. (A plot highlighting high NPT and
high FOD designs is shown in Figure 4-15.)
To make sure that the metric was not biased by any unfavorable relationships with other variables,
several checks were conducted. The first compared the utility of the origin design (design i) against
the resulting VWFO for that design. Figure 4-12 shows the spread of points. The designs are fairly
evenly distributed against the area, and no correlation is seen. The R2 value for the correlation of
origin utility to VWFO is -0.0428 with a p value of 5 ·10−4, indicating there is no linear
correlation between these two. Due to the design space discrete enumeration, the correlation
between design number and VWFO is slightly higher, at 0.0143 with a p value of 0.2531. There is
still no significant linear correlation, although the slight increase in p reflects the striations noticed
in Figure 4-11.
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FIGURE 4-12: Total Utility of Origin Design with VWFO to Check for Linear
Correlation
4.7.2 Era Spider Plot
The amount of information available to a designer in a tradespace is very large. Typically, a
designer will run analysis on the tradespace as a whole and determine several ‘interesting’ designs
for deeper analysis. These subsets of designs can further increase the designer’s knowledge of
possible trades. Visualizing this information in a dynamic way is difficult. Because flexibility is
dependent on the context change to reveal value to the decision maker, a way to visualize the
designs over time is required.
One way to look for flexibility is with a spider radar plot. Inspired by the Performance Gap metric
introduced by Mark (2005) the spider plot contains information about the performance of the SRS
system, as well as the possible transitions.
In Figure 4-13, the epochs occur sequentially counterclockwise, beginning with Epoch 63. As time
progresses, the radials of the spider plot represent a snapshot of each epoch. The ends of the radials
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FIGURE 4-13: Spider Plot Containing Six Designs with high Pareto Trace
indicate a stakeholder utility of one while the center of the radials is set at 0.4 to scale the plot for
clarity. The stringers (lines between design points) between epochs represent transition arcs. The
presence of a stringer indicates that a transition is possible, at a cost less than a threshold cost filter,
which is noted in the lower left corner of Figure 4-13.
Dashed stringers are used to help distinguish designs that ‘stay the same’ across consecutive
epochs. These are not transition paths, however ‘do nothing’ is a valid strategic decision for a
stakeholder experiencing epoch changes, and should be considered explicitly. These dashed lines
can be used to identify the progression of static designs across the era.
The six designs that have high NPT in Table 4-6 were evaluated for several epochs in the era and
were then plotted on a spider plot representation as described above. Only transitions to designs in
the subset were allowed. This essentially takes a tradespace of 23,328 designs and reduces it to a
116 CHAPTER 4. CASE APPLICATION: SATELLITE RADAR SYSTEM
tradespace of six. Figure 4-13 shows the results for ‘redesign’ transition rule in the design phase
with a cost threshold filter of 107 dollars. This filter represents an acceptable threshold for a
transition cost less than the cost of the system.
When the high NPT designs are plotted they all have similar utility. In Epoch 63 the highest utility
design, 6147, has a transition available to design 3555 in the next epoch, where that design is also
high utility. The context change from epoch 171 to 193 is more significant. In epoch 193, some
designs drop utility significantly compared to others. For instance, design 6027 has the lowest
utility in Epoch 193, but is not the lowest in Epoch 171. There are a few transitions from lower
utility designs to the higher utility designs. The designs that have change mechanisms available,
and do not continue to provide value are not robust or valuably flexible. Other designs are able to
recover from utility loss and transition to a higher utility design in the next epoch. Design 3447,
which has lower utility in Epoch 193, has a transition available to design 3555, which in Epoch
202 has higher utility than design 3447. In this way, a decision maker can analyze designs and
design interactions to determine if there are valuably flexible designs in the subset2. Note that this
analysis used a single transitions rule called ‘redesign’ which is most appropriately used in the
pre-ops phase of the satellite. A detailed analysis should use transition rules that apply to the
current lifecycle phase of the system.
To compare the passively value robust designs (represented by the high NPT designs) to highly
changeable designs (represented by high FOD designs), the second subset of designs is plotted in
Figure 4-14. The differences between the two subsets of designs are extremely apparent in this
representation. The high NPT designs have higher utility, but fewer possible transitions than high
FOD designs. Again, the transitions available are only those within the subset. An interesting
aspect of this subset of designs is the lack of reordering in the utility scale. Unlike the high NPT
2There are limitations to looking at a subset of designs instead of the tradespace as a whole. Filtered Outdegree is
relative to the designs included in analysis. If a subset of designs is chosen such that the number of possible transitions
is very small, the designs may not appear flexible at all. As a designer starts to look in detail at small regions of the
tradespace, it is important that the big picture remains present in the analysis.
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FIGURE 4-14: Spider Plot Containing Six Designs with high Filtered Outde-
gree
designs, which tend to be designs up against constraints, the highly changeable designs are not
Pareto Optimal and meet the utility requirements without encroaching on boundaries. This means
that as the era progresses, the decision maker may perceive that the best strategy is to choose the
highest utility design of the subset and then remain with the same design. Not explicit in this
representation is the cost of the designs themselves. These designs, not being Pareto Optimal, are
dominated in utility space by less costly designs. However, the designs in this subset are highly
connected by transitions, and in the event that the future unfolds in a different era, the value of
being able to maintain utility over time is more likely, offsetting the apparent cost and
“dominance” in the static view.
When the small subset of designs are shown within the entire tradespace (Figure 4-15) there are
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several designs that have higher VWFO than the subset. These designs tend to be in the same
region of the tradespace as the high FOD designs, but not in the same region as the high NPT
designs. Several of the designs that were identified as having high FOD do not have high VWFO.
These designs, while highly changeable, do not have many transitions to higher utility designs,
meaning they are less flexible in this epoch transition.
FIGURE 4-15: Selected Designs in Context of Entire Tradespace
Several designs with high VWFO are listed in Table 4-10. Design 1109, identified as having the
highest VWFO is the transition from Epoch 63 to Epoch 171, also has the highest VWFO for all
the epoch transitions. As the era progresses, the designs retain high VWFO over the epoch
transitions. This may be caused by the similar epochs in the era. If the epochs were drastically
different, the result may differ as well. Looking at an expanded set of eras, and the design behavior
across the epochs, is a matter for future analysis.
When the designs in Table 4-10 are placed on an era spider plot, three groups of designs can be
identified based on their utility. Note that some of these high VWFO designs were also identified
as having high FOD. However, there are no designs with high NPT, those are found in a different
4.8. IMPACT ON DESIGN OF ADDING FLEXIBILITY 119
TABLE 4-10: Design with High Value Weighted Filtered Outdegree
Design Value Weighted Filtered Outdegree
Number 63 to 171 171 to 193 193 to 202 202 to 171
1097 0.0159 0.0166 0.0054 0.0054
1109 0.0183 0.0228 0.0079 0.0080
1205 0.0180 0.0213 0.0077 0.0074
8873 0.0149 0.0125 0.0038 0.0049
8885 0.0168 0.0165 0.0053 0.0072
8921 0.0147 0.0187 0.0064 0.0072
8981 0.0171 0.0177 0.0056 0.0068
9017 0.0171 0.0193 0.0066 0.0072
16649 0.0154 0.0138 0.0044 0.0052
16661 0.0176 0.0188 0.0063 0.0076
16757 0.0176 0.0192 0.0064 0.0071
16793 0.0166 0.0208 0.0074 0.0070
area of the tradespace. This spider plot appears similar to the high FOD plot, as there are many
transitions identified and the designs are of similar utility. However, one of the drawbacks of the
era spider plot is the limited number of designs that may be shown on such a plot. Figure 4-16
shows 12 designs, which is 0.2% of the valid designs and only 0.05% of the total tradespace.
4.8 Impact on Design of Adding Flexibility
Adding flexibility to designs is not free, as the carrying costs for change mechanisms are paid for
up front. The impact of adding options to SRS is clearly apparent in Table 4-11. The table lists
three families of designs. The first third is based on design 3435, chosen because it is the highest
NPT design. The second section is based on design 8921, the design with highest FOD. The last
section is based on design 1109, a design with high VWFO. The other designs have the same DV,
except for the Maneuver Package and Constellation Option. These two design variables do not add
utility to the design in a static context, but increase the changeability of the design in the event of
context changes.
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TABLE 4-11: Related Designs with the Cost Impact of Adding Change Mech-
anisms
Design Maneuver Constellation Lifecycle Diff from
Number VWFO Level Option Cost ($M) Baseline ($M) Percent Diff
Pareto Trace
3435 -0.0057 4 1 14.29
3439 -0.0040 5 1 14.66 0.38 0.03
3443 0.0020 6 1 15.58 1.29 0.09
11211 -0.0027 4 2 17.11 2.82 0.20
11215 -0.0016 5 2 17.57 3.28 0.23
11219 -0.0007 6 2 18.65 4.36 0.31
18987 -0.0032 4 3 17.48 3.19 0.22
18991 -0.0020 5 3 17.99 3.70 0.26
18995 -0.0001 6 3 19.17 4.88 0.34
Filtered Outdegree
1141 0.0021 4 1 13.27
1145 0.0102 5 1 13.65 0.38 0.03
1149 0.0027 6 1 14.41 1.14 0.09
8917 0.0081 4 2 17.96 4.69 0.35
8921 0.0147 5 2 18.51 5.25 0.40
8925 0.0107 6 2 19.60 6.33 0.48
16693 0.0060 4 3 18.55 5.29 0.40
16697 0.0141 5 3 19.20 5.94 0.45
16701 0.0089 6 3 20.49 7.22 0.54
Value Weighted Filtered Outdegree
1105 0.0058 4 1 31.19
1109 0.0183 5 1 31.84 0.65 0.02
1113 0.0085 6 1 33.14 1.95 0.06
8881 0.0089 4 2 35.61 4.42 0.14
8885 0.0168 5 2 36.34 5.15 0.17
8889 0.0123 6 2 37.79 6.60 0.21
16657 0.0073 4 3 36.18 4.99 0.16
16661 0.0176 5 3 36.95 5.76 0.18
16665 0.0104 6 3 38.49 7.30 0.23
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FIGURE 4-16: Spider Plot with Selected High Value Weighted Filtered Out-
degree Designs
Notice that 1109, which was identified as having the highest VWFO, does not have the maximum
level of the path enabling design variables, it is in fact in the middle. This suggests there is a
threshold above which adding changeable options gives diminishing returns. A design may not
utilize all the change mechanisms it carries to respond to the era context changes. This could be
considered ‘extra’ flexibility, and because it is not valuable to the stakeholder in this particular era,
the design is considered less flexible than other designs that have the ‘just right’ amount of
flexibility. However, in a different era, during which the designs may encounter different context
changes, the designs that previously had too much changeability may now be the just right designs.
This case application analyzed a single era; studying additional eras are necessary to understand
the complete interaction of design space and epoch context changes. In addition, the case
application used a single design rule, ‘redesign’, which would not be applied once the satellite
entered operations. This results in designs that have change mechanisms which are meant to be
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deployed in operations are undervalued in the case application. This is discussed further in the
future work suggestions in Chapter 6.
4.9 Summary and Limitations of VWFO
The SRS case application revealed several interesting aspects of VWFO. Several designs had high
VWFO, and one way for a designer to determine which design to analyze further is to use Figure
4-12, which indicates designs with high VWFO and high origin design utility. By having positive
VWFO and high starting utility, these designs have more transitions to other high utility designs.
There are several limitations to VWFO. The first is that the results obtained from any study of this
nature will depend on the transition rules chosen. If the designers do not specify transition rules
that are useful during context changes, no designs will be identified. In addition, it is also
dependent on the order of epochs in the era, which determines which designs are valid for
transition. Essentially, if a design in invalid in either epoch, it appears as invalid in both. Another
problem with the metric occurs when the VWFO of a design is zero. The designer does not know,
without further analysis, if that design has zero VWFO because it is an invalid design in one of the
epochs, or because the net utility change is zero. The metric is also dependant on the tradespace
sampling strategy used by the designer. If the design space has many designs in one area of the
design space, which causes the FOD of those designs to increase, it is likely that the VWFO of the
design will increase disproportionately as well.
Value Weighted Filtered Outdegree is able to identify valuably flexible SRS designs. The designs
identified tend to have some level of change mechanism, but not the maximum. However the
designer needs to be aware that results may be biased, i.e. the lower cost designs may appear to
have less expensive transitions if the transition cost is assumed to be a percentage of the initial
system cost.
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TABLE 4-12: Design Vector for SRS of Interest
Design Orbit Walker Antenna Bandwidth Peak Comm Total
Number Altitude IDa Area (GHz) Power Arch.b Utility
(km) (m2) (kW)
1089 800 4 40 0.5 1.5 0 0.6205
1101 800 4 40 0.5 10 0 0.7156
1105 800 4 40 0.5 20 0 0.7437
1109 800 4 40 0.5 20 0 0.7437
1113 800 4 40 0.5 20 0 0.7437
1141 800 4 40 1.0 20 0 0.7703
1145 800 4 40 1.0 20 0 0.7703
1149 800 4 40 1.0 20 0 0.7703
3435 1500 3 40 2.0 10 1 0.7535
3439 1500 3 40 2.0 10 1 0.7535
3443 1500 3 40 2.0 10 1 0.7535
3447 1500 3 40 2.0 20 1 0.7580
3555 1500 3 100 2.0 20 1 0.8152
6027 1200 3 40 2.0 10 1 0.7558
6039 1200 3 40 2.0 20 1 0.7642
6147 1200 3 100 2.0 20 1 0.8129
8881 800 4 40 0.5 20 0 0.7437
8885 800 4 40 0.5 20 0 0.7437
8889 800 4 40 0.5 20 0 0.7437
8917 800 4 40 1.0 20 0 0.7703
8921 800 4 40 1.0 20 0 0.7703
8925 800 4 40 1.0 20 0 0.7703
11211 1500 3 40 2.0 10 1 0.7535
11215 1500 3 40 2.0 10 1 0.7535
11219 1500 3 40 2.0 10 1 0.7535
16657 800 4 40 0.5 20 0 0.7437
16661 800 4 40 0.5 20 0 0.7437
16665 800 4 40 0.5 20 0 0.7437
16693 800 4 40 1.0 20 0 0.7703
16697 800 4 40 1.0 20 0 0.7703
16701 800 4 40 1.0 20 0 0.7703
18987 1500 3 40 2.0 10 1 0.7535
18991 1500 3 40 2.0 10 1 0.7535
18995 1500 3 40 2.0 10 1 0.7535
a Walker ID is a lookup table of characteristics for a Walker constellation, with different possibilities
for number of satellites and the phase(plane orientation).
b Comm Architecture 0 = direct downlink, 1 = able to use relay backbone.
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Chapter 5
Case Application: Operationally
Responsive Space
A fundamental shift in user needs is driving the case application presented in this chapter. During
the Cold War and immediately after, satellites were considered the purview of national agencies
and strategic assets. During the First and Second Gulf Wars, the tactical relevance of satellites
became glaringly apparent, as requests for bandwidth is support of tactical operations exceeded
available capability. With the new functional requirements on national assets, it became clear that
acquiring spacecraft in the same way, with long development timelines and extensive technology
development, was not satisfying the stakeholder base (Tomme, 2006). In this context,
Operationally Responsive Space (ORS) was created.
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5.1 Background
ORS has been defined broadly by the Department of Defense as “assured space power focused on
timely satisfaction of Joint Force Commanders’ needs . . . while also maintaining the ability to
address other users’ needs for improving the responsiveness of space capabilities to meet national
security requirements” (Department of Defense, 2007). The purpose of ORS is to reduce the time
lag associated with space system acquisition to allow the national space architecture to keep pace
with changing missions, environments, and technologies. The fundamental idea is to trade off the
reliability and performance achieved by satellites under the “Big Space” paradigm (the currently
accepted way of conceptualizing, and operating space systems) for the speed, responsiveness, and
customization which may be achieved by architectures that incorporate elements such as small,
modular spacecraft (Government Accounting Office, 2006, 2008). In addition to mission
performance attributes, ORS attributes include assured access. Assured access refers to the
potential ability of small, tactical spacecraft to be used to partially reconstitute Air Force space
mission areas (e.g., Intelligence, Surveillance, and Reconnaissance; Position, Navigation, and
Timing; Communications; Environmental Sensing; Missile Warning; and Space Control) should
adversaries negate existing space capabilities (Cerbowski and Raymond, 2005).
Despite the benefits of enacting ORS, progress on operationally responsive programs has been
slow. In addition to a well-documented set of implementation hurdles, ORS progress is stymied by
an uncertain value proposition to the U.S. military. Existing analysis in the literature conflict, with
advocates finding that ORS “delivers the most utility to the warfighter per dollar spent,” (Fram,
2007) while a former deputy director for the Tactical Exploitation of National Capabilities at Air
Force Space Command declares that “tactical satellites cannot serve the effect their proponents
claim to want to achieve” (Tomme, 2006). Mr. Gil Klinger, Director of Space Policy on the
National Security Council from 2002 to 2005, states that operationally responsive architectures
deserve, yet have not received, our “analytic due diligence,” (Richards et al., 2008). This view is
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FIGURE 5-1: Tiered Approach to Enhance Responsiveness of Space capabil-
ities. (Department of Defense, 2007)
reinforced by an inability to find rigorous analysis of the value proposition for ORS across the Air
Force space mission areas. Furthermore, because one of the core values of ORS is an enhanced
ability of the U.S. space architecture to sustain value delivery in dynamic contexts - and given the
limited ability of existing conceptual design methodologies to accommodate changing system
configurations and operational environments - it is understandable that current evaluations of ORS
are unsatisfactory. Methods such as Dynamic MATE and metrics like VWFO can aid decision
making as work continues on this paradigm.
The Office of ORS was created in early 2007 with the responsibility of overseeing varied ORS
efforts. The DoD Plan for ORS calls for three tiers of service. These three tiers are technological
and policy goals to enable the process required to achieve responsive launch and responsive
payloads. As shown in Figure 5-1, the tiers are goals constructed to “ensure a range of possibilities
are available for consideration when responsive space capabilities are required”.
Several studies have analyzed ORS. Saleh and Gregory (2007) proposes three stages of
responsiveness, identifying that there are different customer views on the matter. These are:
1. A global industry-wide responsiveness as seen from the perspective of the end-customer,
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2. A local stakeholder responsiveness,
3. An interactive or inter-stakeholder responsiveness.
Saleh and Gregory (2007) identify several ‘levers of responsiveness’, those aspects of a system that
will need to be considered by anyone in industry seeking to increase the responsiveness of their
systems. These levers include complexity of the system, meaning “the total number of subsystems
or components used in an engineering system, including identical ones, the number of different
kinds of subsystems used, and the number of interfaces and connections between these
subsystems.” Other levers identified are heritage, learning curve, and technology readiness level
(TRL). These are all important aspects of designing for responsiveness. However, these levers are
difficult to affect when each spacecraft is considered in isolation. Most levers will be more
effective at an architecture level.
The next lever is standardization of interfaces; using methods like plug and play to achieve
modularity. Creating a modular system typically results in performance hits, as described by
Enright et al. (1998), who assume a 20% mass increase in the support systems such as spacecraft
structure to accommodate standardized interfaces and black-box subsystems.
5.1.1 Effects of Schedule on Space Programs
Schedule is at the heart of the ORS paradigm, and reducing schedule to the greatest extent possible
is the goal. However, reducing schedule can affect performance of a spacecraft by not leaving
enough time for schedule slips or adequate testing.
An example is the National Air and Space Agency’s (NASA) ’Faster Better Cheaper’ (FBC)
policy, which is an interesting parallel to ORS. FBC was trying to accomplish much the same that
ORS was (i.e. increase the capability of the science mission by using smaller, cheaper and shorter
schedule missions). It was understood that the FBC missions would have considerably less
5.1. BACKGROUND 129
capability than the billion dollar missions of the Cassini class. Often, they carried only one or two
science payloads and had an extremely short lifespan. The philosophy of the NASA director of the
time was to assume more risk in the individual programs but to have an overall portfolio that had
less risk. For the first several years of the FBC program NASA had many success that proved out
the method. These missions included Pathfinder, the first rover on Mars.
At this time, the expectations of NASA and Congressional oversight were greatly exceeded. The
first ten missions were great successes. However, now that the expectations were raised, a failed
mission would result in the loss of taxpayer money as well as prestige (McCurdy, 2001).
As the years went on under FBC, the missions became more complicated and stressed.
Requirements creep (slowly increasing expectations on the system) began impacting the testing
regimes of later missions, and they began to fail. After two spectacular failures with Mars
missions, FBC was, for all intents and purposes, discontinued. NASA found that the cost of even a
relatively cheap FBC mission was too much to outweigh the risk aversion (Bearden, 2002).
Due to the somewhat constrained nature of launch dates and planetary alignments, the
development schedules for many interplanetary missions are extremely inflexible to schedule slip.
If these interplanetary missions miss their launch window, they will never launch at all, putting
incredible pressure on the program to finish on time. Bitten et al. (2005) conducted a study of
several NASA Discovery class missions. Under these FBC missions, the budget and schedule for
each mission was highly constrained. He studied the effect of the schedule constraint on the
success of the mission. Of the missions that were launched, the interplanetary missions tended to
have a higher failure rate.
Planetary missions, due to their more restrictive launch windows, experience shorter
development times with less schedule growth while experiencing much higher failure
rates than Earth orbiting missions... Based on the data studied, allowing adequate time
for selection and development should increase the chance of mission success for
future planetary missions (Bitten et al., 2005, p1109).
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This should serve as a warning for ORS. If in fact the first couple of ORS missions are successful
and can add capability where none was before, the scope and purpose of subsequent ORS missions
needs to be carefully considered.
5.1.2 Scope of Case Application
The purpose of this case application is to determine if VWFO can identify valuably flexible
designs. Two different small spacecraft architectures will be examined. One, called the ‘Legacy’
architecture, is fully customized to the user requirements, resulting in a support structure optimized
for the payload. The other, representing the ORS paradigm, is called ‘Modular’. This architecture
will use standardized components with expansion options to build the support structure, which
may not be optimized. The question is then, which architecture is more valuably flexible when the
stakeholder preferences change. The detailed model description is in the following section, and
will again follow the six processes of RSC (omitting Lifecycle Path Analysis).
One aspect of the ORS paradigm that this study does not look at is responsive launch. Responsive
launch is one of the cornerstones of the ORS effort, and will greatly enhance the ability to launch
new satellites in less time than at present. In current practice, a spacecraft program office will
procure a launch vehicle about two years out from the expected launch date. Integration with the
launch vehicle typically starts several months before the launch date, and it is very difficult to rush
this process. Instead, a rapid launch capability is assumed. Williams et al. (1999) looked at the
problem of responsive launch, and determined that “in certain scenarios, on-orbit spares (and total
life cycle cost) could be reduced by a responsive launcher, especially in cases where multiple
spares exist per orbital plane, and where some degradation in constellation performance was
acceptable.”
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FIGURE 5-2: Operationally Responsive Space Extended Enterprise
5.2 Value Driving Context Definition
The inputs to the system, as described in Chapter 3, are the value proposition and the mission or
needs statement. The value proposition (1.I.1) is defined to be as follows: Compare two
architectures to determine the ability to respond to changing user needs in a timely and cost
effective manner. The mission need statement is to provide a system to obtain electro-optical
images of the area of interest for the warfighter in a responsive manner.
The stakeholder is defined as the ORS program manager who, much like the SRS program
manager in the previous case application is looking at the best way to achieve Tier II capability for
imaging satellites (1.A.2). The enterprise boundary (Figure 5-2) is the system itself, and exogenous
stakeholders include the user, or warfighter, Congress as the budgetary official, and the Air Force
as the oversight entity. Infrastructure includes available components and launch services (1.A.1).
The enterprise stakeholders should encompass all stakeholders involved with the system (1.A.4).
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In this case, the primary stakeholder is the acquisition agent acting as the proxy for the warfighter.
There are some stakeholders that are explicitly outside the enterprise boundary, such as
Congressional budget approvers. To aid the computer modelers, a domain expert was identified,
with over 10 years of space acquisition experience (1.A.3). Domain experts are often indispensable
during tradespace studies, as intuition will often inform the initial modeling effort.
Some exogenous stakeholders include users of the resources that would be consumed by this
program. Other stakeholders include the launch business stakeholders.
Uncertainties identified for the case application are limited to the program manager stakeholder
preferences (1.A.5). As the stakeholder changes the attribute weights, the preferred spacecraft may
be different.
5.3 Value Driven Design Formulation
After the context of the design problem is identified, the design team proceeds to develop system
concepts that may meet stakeholder’s needs. The system concept was limited to a small spacecraft
with a visible spectrum electro-optical payload (2.A.1). The two architectures act as process
CONOPS (2.A.2). The stakeholders also identify several attributes, related to how the stakeholder
will judge the system. The attributes for this case application are described below.
Signal Coverage - This attribute describes the field of regard of the imaging system. Field of regard
(FOR) is a combination of the field of view (FOV) and the pointing capabilities of the spacecraft.
This attribute can be addressed using several items of interest to the designer, specifically it can
map almost directly to the complexity of the spacecraft’s attitude control and determination system
(ADCS). A relatively simple satellite with only nadir pointing capability will generally have a
small FOR, which in the degenerate case will be equal to the FOV. A more complex satellite could
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contain a more powerful and accurate ADCS with the ability to slew the optics away from nadir,
thus generating a larger FOR.
Global Coverage - This attribute refers to the percentage of the globe that can be observed by the
satellite or satellite constellation. This is measured over several orbits, until the satellite returns to
the same over-Earth point. Global coverage is highly dependent on the orbital characteristics and
number of satellites. A higher percentage of global coverage is better.
Resolution - The metric for the resolution of an optical system is Ground Sampling Distance
(GSD). GSD measures the ground area that maps to one pixel in the collection array. A small GSD
is better as the user can tell the difference between smaller objects.
Revisit Rate - The revisit rate is the time between opportunities to observe the same location. An
orbit that repeats very quickly will provide a shorter revisit rate. A smaller revisit rate is better
since it provides more timely information to the decision maker.
Availability - The availability describes the percentage of mission life that the satellite is operating.
Downtime could include items like regularly scheduled maintenance, software updates, and safe
mode times during solar storms. This attribute does not include any effects from weather on Earth
or the space environment. A higher percentage of availability is better.
Timeliness - The time from user need identification to achieving on-orbit capability.
The difference between legacy systems and ORS is not the mission performed on-orbit. Rather, the
key difference lies in the emphasis placed on accelerating production and deployment schedules in
the ORS paradigm. The time from identification of the user need to mission capability takes many
years under the legacy paradigm. While schedule is a consideration for program managers in the
“Big Space” paradigm, the ORS paradigm includes schedule in the tradespace-allowing for some
sacrifice in performance in order to gain time. It is this willingness to trade time as an attribute that
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TABLE 5-1: Electro-Optical Attributes
Attribute Units Acceptable Range
Signal Coverage km2 1,000-10,000
Global Coverage % 66-100
Resolution m 0.1-1
Revisit Rate days 0.2-2
Availability % 95-99
Timeliness Years 1-10
distinguishes between the two paradigms. ORS represents a paradigm shift because it treats aspects
of satellite design and operation that are treated as constraints in “Big Space” (e.g., schedule,
control infrastructure) as parameters subject to tradeoffs against traditional performance attributes.
Each of the ISR EO and responsive attributes are summarized in Table 5-1, and the utility curves
for each are shown in Figure 5-3.
The second RSC process translates attributes in the value space to tradable design variables in
design, or physical space. Design variables, taken together to form the design vector, are those
aspects of the design that an engineer or program manager can control. These design “knobs”
require specification of name, definition, units, and sampling ranges1. The choice of Design Vector
(DV) will also imply the types of computer models needed for analysis. A DV should try to
balance being exhaustive and being the minimum required in order to drive first-order effects on
attributes while also being tractable for analysis.
As a structured process for capturing and screening design variables, a Design Value Map (DVM)
diagram (2.A.4) is populated to explore relationships between attributes and potential design
variables, as shown in Figure 5-4. First order strength of interaction between design variables and
attributes is captured using a 0 (none), 1 (weak), 3 (medium), and 9 (strong) qualitative rating.
1The units and ranges can correspond to “user-defined” quantities, such as a choice from a menu, as would be the case
if the choice were of something like propulsion system, which could be sampled from “electric”, “chemical bi-propellant”,
or “chemical monopropellant”, for example.
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(a) Field of Regard (b) Global Coverage
(c) Resolution (d) Revisit Rate
(e) Time to IOC (f) Availability
FIGURE 5-3: Single Attribute Utility Curves for Operationally Responsive
Space Case Application
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FIGURE 5-4: Design Value Mapping to Inform Design Vector
Many of the brainstormed design variables characterizing the satellite system, such as orbit altitude
and optics size, have strong relationships with the attribute set. Others, such as slew ability and
reuse of design, seemed to have fewer first-order effects. Instead of including those in the design
vector, they were treated as dependent variables in the model.
The chosen design variables, listed in Table 5-2, fall into three general categories. The first
category is orbit design. A circular orbit was selected as the default. Orbit altitude and inclination
differentiate the selected orbits. All other orbital characteristics were fixed as constants.
The second category of design variables is spacecraft design. The slewing capability was set as
constant. The focal length remained as a design variable. The focal length is the distance from the
lens where the energy is focused.
5.4. EPOCH CHARACTERIZATION 137
TABLE 5-2: Operationally Responsive Space Final Design Variables
Design Variable Unit Levels
Orbit
Altitude km 11
Inclination degrees 5
Spacecraft Focal Length m 10
Program
Architecture Legacy, Modular 2
-Desired Schedule Years (2)
-Technology Readiness 1-9 (2)
The last category consists of programmatic design variables. The architecture chosen for each
design contains information on the technology readiness level and the desired timeline, as well as
the process used to design and build the spacecraft. Architecture refers to whether the spacecraft is
custom built or modular. The schedule contains the permitted time for the spacecraft to be
completed and will come into play more during the epoch transitions. In the case of ORS, decision
makers are attempting to actively trade schedule, so having a knob to turn is essential to the
paradigm. The final tradespace contained 1100 designs.
5.4 Epoch Characterization
The focus of ORS is satisfying user needs in a timely manner. ORS Tiers describe three general
ways to do that. This study is limited to Tier 2, building capability quickly. The epoch
uncertainties that are being addressed by the program are the user needs, so that will be the epoch
uncertainty characterized here. The stakeholder preferences on the attributes are varied by altering
the attribute relative priorities, shown in Table 5-3.
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TABLE 5-3: Epoch Attribute Weights
Attribute
Epoch Epoch Global Field of Resolution Revisit Availability Timeliness
Name Coverage Regard Rate
‘Resolution’ A 0.4 0.7 0.8 0.45 0.98 0.7
‘Timeliness’ B 0.2 0.35 0.4 0.25 0.5 0.8
‘Field of Regard’ C 0.1 0.5 0.2 0.1 0.1 0.4
5.5 Design Tradespace Evaluation
The system model was informed by the three categories of design variables. The computer model
consists of several modules, or self-contained functions, which take in the design vector and
compute the attribute levels. Figure 5-5 shows a block diagram of the modules with simplified
inputs and outputs. The constants module contains values that are used by more than one module
(e.g. the radius of the Earth), and parameters that might be changed in later iterations. Iterations
exist within the modules themselves, but no feedback between modules is necessary, as that slows
the runtime of the code. The optics and bus sizing module runs first. Since the most important orbit
design variable, altitude, is an input to the system, the optics can be sized before the orbit module
is run. The bus sizing module also estimates the cost of the system.
Directly after the optics sizing, the orbit selection module runs. The orbits selected are circular
orbits. The module propagates the satellite, assuming a simple drag model and J2 effects. The orbit
module also calculates a revisit rate over a point on the globe in order to illustrate the coverage
statistics between different orbit designs.
The launch module takes input from the optics and orbits module and selects a launch vehicle to
boost the payload to the selected orbit. The launch module outputs the launcher chosen and the
approximate cost of the launch. Costs are aggregated across modules, and the attributes are fed
into the utility calculation module.
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FIGURE 5-5: ORS Model Block Diagram
FIGURE 5-6: Tradespace Epoch A Preferences
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FIGURE 5-7: Tradespace Epoch B Preferences
Figure 5-6 shows the Epoch A ‘Resolution’ stakeholder preferences. In this epoch the stakeholder
weights the attribute resolution very high. The designs to the lower left are the legacy architecture
designs. The columns above and to the right are the modular architecture designs. The two distinct
areas of the design space are caused by the architecture choice. While the same design for a legacy
system can be more sensitive to cost, it takes longer to build and takes a utility hit compared to the
modular designs. The modular designs are less sensitive to the design variables, because the
support structure is limited in variation to a few standardized components.
The modular designs tend to be more expensive because the model calculates a single unit cost.
For a modular architecture, the initial unit has the highest cost, and as more spacecraft are built the
per unit cost decreases. Because this model only considers a single spacecraft, the economies of
scale are not realized2.
The next epoch tradespace with a new preference set, ‘Timeliness’, is shown in Figure 5-7. This
2However, economy of scale is one way that an ORS paradigm could succeed. By making many small, relatively
cheap, and flexible spacecraft, ORS could potentially meet the needs of stakeholders faster than legacy systems. However,
setting up the standards and processes to achieve rapid development of payloads and rapid launch capabilities is an
expensive entry barrier.
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FIGURE 5-8: Tradespace Epoch C Preferences
epoch places more emphasis on quickly meeting the needs of the stakeholder, and so more highly
values the modular architecture. The shape of the ‘cloud’ and columns are in general the same as
the previous epoch.
The last scenario under consideration, ‘Field of Regard’, is shown in Figure 5-8. This set of
stakeholder preferences values the field of regard more highly than resolution, which causes the
general shape of the tradespace to change. The tension between field of regard and resolution is a
major design trade, because to increase one of these attributes, the other suffers.
5.5.1 Schedule Impact Module
In order to assess the timeliness of various system designs, it is necessary to add a schedule model
to the MATE study. Capturing the impact of schedule on design and production of large and
complex engineering projects has been the subject of process development research. Several
models exist for assessing the possible impact to the overall project of schedule and risk, including
Browning (1998) which utilizes a Design Structure Matrix. A simplified model is described below
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TABLE 5-4: List of Schedule Model Activities (Richards et al., 2008)
Activity Tasks Included
Architect
Identifying Needs
Choosing Concepts
Picking Design
Build
Build Bus
Develop Payload
Assembly, Integration, Testing
Component Tests
Environmental Tests
Integrate Payload and Bus
Launch
Range Scheduling
Stacking
Mission Prep
Transfer to Mission orbit
Commissioning
and is based on previous work that incorporates many of the first-order effects of scheduling.
However, this model is still under development and its limitations are well understood. For
instance, Browning and Ramasesh (2007) assert that most schedule overruns occur because of
rework and iterations, which are not modeled in this case application.
The schedule model begins with a list of activities that are required to proceed from a user need to
an operational satellite. These broad activities encompass many shorter tasks. Activities and tasks
in the schedule model are shown in Table 5-4.
Each activity has several tasks assigned to it. For example, based on the architectural choice made
by the designer, a bus could be purchased from a commercial company or built from scratch by the
procuring agency. Each choice has associated with it a nominal timeline. All of the tasks have an
assigned nominal timeline. The times to accomplish all tasks within an activity are added together,
which forms the baseline timeline for that activity. The risk associated with such a scenario is
assumed to be within acceptable bounds.
Several scenarios, incorporated in the ‘Architecture’ design variable, are considered beyond the
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baseline including compressed, extended and parallel schedules. The first and most used in this
model is the compressed schedule. To express schedule compression in the model, a schedule
factor (SF) is used. In this case the factor is a simple ratio of the desired schedule, S to the baseline
schedule, SB:
SF =
S
SB
(5-1)
The SF for a compressed schedule will be less than one. Each SF has a corresponding risk
associated with it. The risk introduced from schedule changes is modeled as the probability that
the overall mission performance will be degraded.
One way to mitigate the schedule risk, while still reducing the time spent on the program, is to
increase the amount of work being done concurrently. Conceptually, this would be like increasing
the workforce to alter the effective schedule factor, SF:
SF ′ = SF ∗WF (5-2)
where WF is a workforce multiplier. This assumption has many faults, particularly in that it relies
on a person-month to conceptualize adding workforce. However, for capturing first-order effects it
is sufficient. To express an increase in workforce, multiply the SF by the fractional increase. For
example, if the workforce is doubled, the SF is multiplied by two.
Many government programs have involved the development of new technology. A new type of
payload could increase the performance of a satellite in a given mission. However, developing new
technology is a large contributor to schedule slips. In a program oriented toward responsiveness,
delays stemming from research and development could result in a program arriving at mission
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FIGURE 5-9: Notional Curves for Calculating Schedule Risk
capability too late to produce any utility. To capture this effect, each choice of technology is
assigned a Technology Readiness Level (TRL), either the actual TRL for existing systems or a
projected TRL for conceptual designs. The TRL will have a performance risk associated with it. In
the case of ORS, new processes may also be utilized. Like new technologies, these processes will
have kinks and setbacks that contribute to the risk of a delayed schedule. To capture that effect,
each process is assigned a “Process Readiness Level” (PRL) which is analogous to TRL.
Thinking generally, if the conceptual design task within the architect activity is compressed by a
factor of two, the probability of impact to the overall system is higher than if a component test task
is cut from the AIT activity. Exact values for these risk curves are not yet determined empirically,
so an approximation of the shape is used, shown in Figure 5-9.
Once each activity is assigned a TRL/PRL and SF, the activities’ risk for a scenario must be
aggregated. This is done in two parts. The first part uses the SF to calculate the probability of
performance degradation in the system risk (RSF ) from schedule changes. The second part uses
TRL/PRL to calculate the probability of impact of the degradation, or risk from readiness level
(RRL). As an example, let SF=0.9, and RL= 9. The corresponding RSF is determined from the risk
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curve and is found to be 0.4. A random number is generated 1000 times and averaged, which in
this example is found to be 0.35. Since the random number is less than RSF , the schedule has
caused an impact on the design. To determine the extent of the impact, next the RRL calculation is
performed. For PRL=9, the RRL is determined to be 0.2. Using the random number method again,
0.6 is generated. Since the RRL is less than the random number, the degree of impact is determined
to be negligible. The schedule was compressed such that an impact was probable; however, the
high readiness level mitigated the impact on the design such that it was reduced to almost nothing.
5.6 Multi-Epoch Analysis
The tradespaces were subjected to a single transition rule, the ‘redesign’ rule, which is much like
the SRS case application. A shift in stakeholder preferences is identified during the design phase.
The transition rule states that designs can transition only to designs with the same architecture, so
if a design is a legacy architecture, it can only transition to other legacy designs. This restriction
limits the possible transitions to half the design space.
The stakeholder preference changes are captured by varying the small k (weighting) values of the
attributes. This simulates a change in priorities for the system. The three epochs in Table 5-3 are
used in the further analysis. The first two epochs, Epoch A and Epoch B place a higher priority on
the resolution of the system, where as Epoch C prefers field of regard.
The intersection of the three Pareto sets was used as the set of interest. The Pareto Trace for most
of the designs is 0, with 25 designs that have a Pareto Trace of 1 or 2. There are seven designs that
appear in the Pareto set of all three epochs. These designs are listed in Table 5-5. The designs all
tend to favor one end of the design space. This is because the designs that performed well in Epoch
C were all of one type, high altitude. Many of the designs that performed well in Epochs A and B
were eliminated, as they had a NPT of 2. Those designs tended to have longer focal lengths and
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TABLE 5-5: High Pareto Trace Designs
Design Vector
Design Utility Spacecraft Altitude Inclination Focal Architecture
Number Cost ($) (km) (degrees) Length (m)
1089 0.6987 8.51E+06 450 85 0.14 Legacy
1090 0.7999 9.56E+06 450 85 0.14 Modular
1092 0.8138 9.90E+06 450 85 0.15 Modular
1094 0.826 1.03E+07 450 85 0.16 Modular
1096 0.8368 1.07E+07 450 85 0.17 Modular
1098 0.8463 1.12E+07 450 85 0.18 Modular
1100 0.8523 1.18E+07 450 85 0.19 Modular
TABLE 5-6: High Filtered Outdegree designs
Design Vector
Design Filtered Utility Spacecraft Altitude Inclination Focal Architecture
Number Outdegreea Cost ($) (km) (degrees) Length (m)
51 246 0.748 1.22E+07 200 75 0.15 Legacy
53 255 0.752 1.26E+07 200 75 0.16 Legacy
55 255 0.755 1.31E+07 200 75 0.17 Legacy
151 238 0.747 1.19E+07 225 75 0.15 Legacy
153 246 0.750 1.23E+07 225 75 0.16 Legacy
155 251 0.753 1.27E+07 225 75 0.17 Legacy
253 233 0.745 1.20E+07 250 75 0.16 Legacy
255 241 0.748 1.24E+07 250 75 0.17 Legacy
840 150 0.842 1.47E+07 400 70 0.19 Modular
a Filter = 3 ·106
lower altitudes. The modular design architecture shows up often in the high NPT set because of the
reduced amount of time to complete the spacecraft.
The designs with high FOD are shown in Table 5-6. The designs with high Filtered Outdegree tend
to be the less expensive designs because the cost of the transition is based on the initial cost of the
spacecraft. However, the cost of the designs with highest FOD is less than that of the high NPT
designs.
Figure 5-10 shows the number of outdegree per design below a cost threshold of $3 ·106. Designs
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FIGURE 5-10: Filtered Outdegree per Design
with no FOD are not feasible designs. The distribution of FOD is striated based on the DV
enumeration.
5.7 Era Construction
The era timelines for ORS are much shorter than the previous case application. While SRS eras
lasted for 20 years, ORS eras, to comply with the paradigm’s focus on timeliness, should be of
limited duration. The era is Epoch A, followed by Epoch B, then C, then B, then A again. The
duration of each epoch is six months. This era is made to exercise the VWFO metric, and is not a
domain expert elicited scenario as described before.
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TABLE 5-7: Value Weighted Filtered Outdegree for Selected Designs
Design A to B B to C C to B B to A
Number
53 0.04 0.20 0.20 0.20
55 0.06 0.21 0.21 0.21
57 0.06 0.21 0.21 0.21
521 0.04 0.03 0.04 0.04
706 0.11 0.09 0.11 0.11
726 0.10 0.07 0.10 0.10
746 0.10 0.06 0.10 0.10
808 0.10 0.07 0.10 0.10
1089 0.01 -0.01 0.01 0.01
1090 0.05 0.01 0.05 0.05
1096 -0.03 -0.06 -0.03 -0.03
1098 -0.04 -0.05 -0.04 -0.04
5.7.1 Value Weighted Filtered Outdegree
VWFO is then applied to the era. Figure 5-11 shows VWFO plotted by design number for each of
the epoch transitions.
There are several designs of both the legacy architecture and the modular architecture which
appear in the set of designs in Table 5-7. However, the designs with the highest VWFO are the
modular architecture designs. Interestingly, these designs are not the highest utility designs, as
indicated by the Pareto sets, nor the highest FOD designs, reinforcing the intuition gained from the
previous case study that there is a sweet spot for flexibility somewhere off the Pareto Front.
Modular designs are not required to be on the Pareto Front, as the value of the architecture
manifests when stakeholders’ needs change. The ease with which a modular spacecraft can be built
to meet these new needs is more than that of the legacy systems. While the legacy systems may be
more optimal in the traditional sense, under the paradigm shift where responsiveness is more
important than perfection, a modular architecture may be beneficial.
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FIGURE 5-12: ORS Era 1 Spider Plot for Selected Designs
The designs shown in Table 5-7 are plotted on an era spider plot in Figure 5-12.
There are several things to notice in this figure, the first is the two sets of designs. The inner set of
the legacy designs tend to have slightly less utility than the outer ring, consisting of the modular
architecture designs. The transition rule constraint (designs may not transition between
architectures) is clearly illustrated by the lack of arcs between the inner and outer ring. It is also
clear that the modular designs are highly connected by transitions.
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TABLE 5-8: Comparison of Related Designs for ORS Case Application
Design Altitude Focal Inclination Arch Utility Satellite
Number (km) Length (m) (Degrees) Epoch A Cost ($)
High Pareto Trace
200 200 85 0.19 Modular 0.8615 16.63
1020 450 65 0.19 Modular 0.8271 11.75
1082 450 85 0.1 Modular 0.7957 8.57
1099 450 85 0.19 Legacy 0.7663 10.71
1100 450 85 0.19 Modular 0.8523 11.75
High Filtered Outdegree
41 200 75 0.1 Legacy 0.7165 10.91
55 200 75 0.17 Legacy 0.7546 13.06
56 200 75 0.17 Modular 0.8432 15.61
95 200 85 0.17 Legacy 0.7742 13.06
1055 450 75 0.17 Legacy 0.7251 9.69
Value Weighted Filtered Outdegree
6 200 65 0.12 Modular 0.8189 13.87
705 375 65 0.12 Legacy 0.6447 8.96
706 375 65 0.12 Modular 0.7580 11.91
720 375 65 0.19 Modular 0.8275 14.67
786 375 85 0.12 Modular 0.7947 11.91
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5.8 Summary
The differences between legacy and modular architectures, as modeled, are shown in the static
tradespace and in the VWFO analysis. While traditional metrics such as Pareto Trace and Filtered
Outdegree identified two sets of designs, VWFO indicated a design set separate from those
identified earlier. As the choice for ORS systems, a modular architecture looks like a good choice.
Designs with modular architectures have higher VWFO than many of the legacy architectures.
A note of caution, however, as the result will be very sensitive to the actual ability of the modular
architecture to achieve the schedules and costs estimated in this model. If the modular architecture
is used to advantage, meaning that many spacecraft are built taking advantage of the economies of
scale available, then the results may hold true. However, the experimental nature of the ORS
paradigm should signal that many of the assumptions made in this model may prove to be invalid.
Chapter 6
Discussion
This chapter will discuss insights from the research. Unique contributions from the work are
highlighted, several implementation issues are described, and future areas of research are
presented. The conclusion will answer the research questions posed in Chapter 1 and offer general
conclusions.
6.1 Contribution
The unique contribution of this thesis is the addition of Value Weighted Filtered Outdegree to the
Dynamic MATE toolbox. The metric uses information generated in the Dynamic MATE method to
identify potential valuably flexible designs in a tradespace. In practice, it is simple to add VWFO
to an existing MATE study, allowing designers to identify valuably flexible designs much easier
than with existing analysis.
While previous metrics measured the passive value robustness of a design (Normalized Pareto
Trace) or the changeability of a design (Filtered Outdegree), neither has addressed the how to
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identify valuable changes. Flexibility, much like optimization, is only optimal with respect to a
defined objective, and therefore saying a design is flexible begs the question of what contexts it is
flexible to. Changeable designs have many ways to transition to other designs, but these designs
are only valuable if the transition can mitigate utility loss, either in the near or long term. Interest
in flexibility as a risk mitigation strategy has increased, so it has become necessary to create a
metric for identifying valuably flexible designs. The operationalization of valuable flexibility from
a general concept to a tradespace system property will aid decision makers and increase their
ability to make the business case for including flexibility.
Other attempts to determine the flexibility of a space system are too subjective to provide a
comparison between large numbers of designs. VWFO is an objective and repeatable metric, in
which the assumptions are explicit. The 6-E framework set up by Nilchiani (2005) is used to
compare the flexibility of space systems by considering different aspects of change in a unified
framework, monetary and non-monetary impacts of change on a system, enables consideration of
space system flexibility in tradespace exploration, and offers a comparison of different courses of
action after the system has been fielded. However, this framework is heavily dependent on the
judgment of the analyst, leading to a result that is subjective and relative to an arbitrary baseline
system. VWFO uses the system boundary already defined by the RSC process. VWFO is assessed
within a particular tradespace, the absolute value of VWFO does not translate across different sets
of designs, and there is no arbitrary baseline set, which leads to an unbiased analysis of the set of
designs.
Compton and Hauck (2004) propose a metric that compares the flexibility of reconfigurable
systems, but it is very domain specific. While the flexibility test reflects intuitive expectations on
the three systems in the example, it results in relative flexibility of the set of designs and has not
been demonstrated in engineering system design. VWFO has not been demonstrated outside the
aerospace domain, however, the process of building a design tradespace, designing change
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mechanisms, and identifying transitions are all generalizable to engineering systems. A suggestion
for future work is to demonstrate VWFO in other domains, with the expectation that the results
found in this research will hold true in the larger engineering field.
A metric proposed as useful in tradespace studies, Olewnik and Lewis (2006) use two or more
objective functions and measure the ‘distance’ along the Pareto Front as the flexibility of the
system. This metric serves to relate the objective space to the design space, but a ‘distance’ as a
measure of flexibility does not capture the complex relationship between individual design choices.
This metric abstracts away how the design is changeable. While the process to define transitions
for VWFO currently abstracts the design transitions, this is not a requirement of MATE or VWFO;
rather, it is a limitation of the model implementation, which is further discussed below.
6.2 Implementation Issues
There are several implementation issues associated with applying VWFO to a tradespace study.
The method relies on modeling a system for Dynamic MATE, the front end conceptual design
process. The metric is tailored for the information produced by a Dynamic MATE study,
specifically the transition networks. Creating a full MATE study is time intensive, requiring
stakeholder input and domain expertise. This up front time cost does not lend itself to a rapid study
of system flexibility.
6.2.1 Computer Modeling Effort and Complexity
Once the seven processes of RSC are complete, calculating VWFO is comparatively simple.
Change mechanisms, or modeling transition rules, should be done during Process 2, so that the
computer model can be constructed to take those into account. Changing code at the end of the
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project can be frustrating and confusing. It is much better to attempt to incorporate context
changes and transition rules before Process 4 and the tradespace code is complete.
The parametrization process abstracts away actual implementation concerns, reducing them to a
simplified conceptualization of additional cost. For instance, a transition rule may state that a
design can make a transition to another design, but assumes away all the complications and
difficulties in pushing that change through any oversight. Instead, the transitions are modeled as
impacting the cost and schedule of the system.
Because of the computational limitations placed on the problem, the future needs are
parameterized as well. As an example, the first round of brainstorming for the SRS epoch variables
resulted in a list of 30-40 variables. These variables ranged from relatively simple physical
changes, like the shift in flux from solar min to solar max, to complicated human relationships
having to do with policy changes and implementation. Capturing all these changes in a
manageable parametric model is near impossible, and the assumptions are a prediction of the
future, which could still include the completely unforeseen. Epoch variables will influence metrics
like the Pareto Trace and VWFO. The choice of which epoch variables to include should be
influenced by domain experts. At the same time, Epoch-Era Analysis tries to get away from the
strict and limited scenario planning that has limited current future planning methods.
Possible biases are compounded if there are many epochs enumerated, each with a low probability
of occurring. Work has been done (Roberts et al., 2009) looking at ways to automatically create
eras. This era picking tool would assign a probability to each of the epochs and then choose several
to create an era. This would reduce bias entering into the future characterization of the era.
In addition to the complex computer model, there is an issue with model fidelity. In many Dynamic
MATE studies the tension between model fidelity and model running time is very pronounced. As
computing power increases exponentially, the ability to create complex and detailed models
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increases. Accurately modeling space physics is not as much a problem as it was five years ago.
The power of multiple processors has enabled more precise modeling of the physics in less time.
However, there is a desire to add complexity to the model in the form of modeling CONOPS,
human interaction, and decision making, which will increase computational complexity.
The last modeling implementation issue is operationalizing the transition rules. In general the
pre-deployment transition rules, like those used in the two case applications, are simplified rules
indicating a change in the system. This is operationalized by changing some of the design
variables, and estimating a ‘transition cost’ for the changes. Actually implementing these changes
is much more complicated and far reaching than simulated in the model. Operational rules come
into play once the system is on-orbit and tend to be physical changes such as altitude or inclination
changes. Coming up with transition rules is a creative design processes. The creative processes not
only need to determine feasible ways for the design to change, but also valuable ways. Identifying
these transition rules is essentially how the designer adds flexibility to the system, by identifying
the change mechanisms that should be built into the final design.
6.2.2 Cost and Schedule Estimation
Dynamic MATE typically uses cost estimation as one of the tradespace axes. While cost is the
highest visibility aspect of most space systems, it may also be the system property hardest to
predict. Many space systems are on the cutting edge of technology, have highly specialized
payloads, or are incredibly complex systems. Any cost estimation must be taken with caution, as
many historic programs have shown that cost overruns are typical.
The two case applications are a good example of the challenges of cost estimation. SRS is one that
falls well outside many Cost Estimating Relationships (CERs). The technology for such a system
is still in development. On the other end of the spectrum is the ORS small spacecraft. There have
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been many such small satellites constructed, and the CERs apply to the legacy architecture designs.
However, the modular designs are not included in the CERs, and besides being the ‘first unit’ cost,
the effect of standardization on both the design and any transitions the design might make are
unknown. While the relationships used in the model are expected to be of the correct magnitude
and direction, no claims for absolute accuracy are made.
Schedule modeling is also difficult, and most program managers will make an estimate at the
beginning of a program and then make periodic updates during the course of the program. The
computer simulation does not have such a mechanism. Again, the magnitude and direction of the
relationships are expected to be correct, but the absolute number may be off. Also, while CERs are
often updated and validated against ongoing programs, schedules are not.
The ORS computer model currently models schedule based on the TRL/PRL of the design. While
this works as an approximation for parametric computer modeling, it is not as accurate as other
methods of schedule modeling, nor has it been validated against empirical data. This shortcoming
has a large impact on the results of the model, and needs to be addressed in a better way in future
ORS case studies.
Additionally, the ORS case application only looked at a single mission area that ORS is envisioned
to operate in. Any modular ORS architecture should consider many different mission areas when
attempting to determine the value of the architecture. ORS as a paradigm is larger than a single
mission area, and needs to be considered in that larger context. The portfolio aspect of ORS was
outside the scope of the case application in this thesis.
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6.3 Future Work
There are several suggestions for future work involving VWFO. These include creating a
meaningful way to aggregate the metric across the epochs in an era, creating strategic path
planning prescriptions, exploring some case applications outside of aerospace, and applying
VWFO to a system of systems (SoS) case.
Currently, VWFO is calculated for each context change. If an era has five epochs, each design will
have four instances of VWFO for each valid design. This will become unwieldy when the number
of epochs in an era is very high or the designer is looking at many eras. A single metric for each
era would be useful as well, giving a general sense of a design’s ability to be flexible to context
changes in an era. Possible ways to aggregate include weighting by the epoch duration or the
epoch probability of occurrence.
Path planning is something that Dynamic MATE naturally leads to, but the computational
complexity of path dependent design transitions makes the problem intractable at this juncture.
However, if the designer can filter the design space to several interesting designs and then do the
path planning, the computations are more reasonable. Another suggestion is to heuristically do
path planning with the era spider plot, using the transitions to jump between epochs and determine
the best path solution.
The case applications presented in this thesis used a single transition rule, ‘redesign’ which is most
appropriately exercised during the design and build phase of the lifecycle. The era spans the entire
lifecycle, from design to operations. Different transition rules would be useful during the various
phases of the lifecycle. Instead of using one transition rule for every epoch transition, the designer
can assign a unique transition rule to the epoch changes depending on their order in the era, as
appropriate for the lifecycle phase. For instance, there are several operational transition rules that
could be applied to the SRS case application. These include changing the orbit altitude or
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inclination, with on-board fuel or with a space tug. These kinds of transitions will probably lead to
different results for path analysis than the simpler assumption of a single transition rule applied
throughout the lifecycle. However, as the number of epochs and transition rules increase the
complexity of this process increases also, and a good way to manage the information generated is
required.
Appendix A shows a comparison of the current form of VWFO which sums all transitions with the
sign of the utility change, to a different form which only counts ‘good’ transitions. The current
form can result in a design with negative VWFO. The alternative form of VWFO that counts only
the transitions with utility gains results in VWFO that is zero or greater. This makes is easier to
distinguish designs that have ‘good’ transitions, and also does not punish designs for carrying
‘extra’ change capacity. However, there is concern that positive only transitions would be too
restrictive for path planning in epochs with small tradespace yields. In that case, it may be in the
designer’s best interest to transition to a lower utility design in order to remain feasible in that
epoch. Future research on path analysis can determine which form of VWFO is better suited to
path planning.
If a design is near zero VWFO the designer cannot be sure (without further analysis) if the design
has few transitions, or many transitions to both higher utility designs and lower utility designs
resulting in no net utility change. The difference between designs that have near-zero VWFO due
to not having many transitions or many transitions that balance out, is an important distinction to
the designer. Analysis of the designs’ FOD can determine if the design is changeable, but currently
there is not a simple way to communicate the difference to the designer.
Because VWFO relies on FOD to determine the allowed transitions, the choice of cost threshold
can impact the end result. Appendix B illustrates the effect of cost filter on a small subset of
designs’ VWFO. For low cost thresholds, the VWFO is zero because there are no transitions
available below the threshold. At higher thresholds the VWFO plateaus and remains steady. In
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between the designs have varying VWFO. Further analysis is needed to determine if this kind of
information is useful to the stakeholder, and how they could use it to make design decisions.
All the case applications to date that VWFO have been applied to are space systems. Studies have
shown that MATE is applicable outside of the space domain, in the broader aerospace domain
(Derleth, 2003). Studies underway are looking at whether MATE is also generalizable to domains
such as system of systems and transportation (Chattopadhyay et al., 2009; Nickel et al., 2008). If
these studies return favorable results, it would be useful to see if VWFO translates as well. In
theory, the utility and transitions rules can be generalized. It remains to be seen if the results will
be useful to a decision maker.
6.4 Research Questions
There were two questions that the research sought to answer, introduced in Chapter 1.
6.4.1 What is an objective, repeatable metric that incorporates design utility and
flexibility?
Flexibility is the dynamic property of a system that allows it to take advantage of emergent
opportunity and to mitigate risk, by enabling the system to respond to changing contexts, in order
to retain or increase usefulness to system stakeholders over time. As the lifetime of a system
approaches decades long, the likelihood of encountering changing contexts increases, leading to
the risk that the system will not be able to deliver enough value in the new context. This risk, along
with the desire to take advantage of opportunities also presented by the changing contexts, has
increased the desire to include flexible systems in conceptual design trade studies. However,
identifying these flexible systems has often been a subjective and haphazard endeavor.
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Dynamic MATE, a method using utility theory and computer simulation to aid decision making
during front-end conceptual design, was used as the framework for developing a flexibility metric.
Several existing MATE metrics, Normalized Pareto Trace and Filtered Outdegree, informed the
new metric for flexibility: Value Weighted Filtered Outdegree. VWFO is objective and repeatable;
it identifies the valuably flexible designs by combining changeability with the value as
operationalized by utility changes. To incorporate the dimension of time, which is necessary for
flexibility to be valuable, future scenarios were parameterized with Epoch-Era Analysis.
VWFO acts as a screening heuristic on a design space, identifying designs that are valuably
flexible. This gives a decision maker several designs with which to focus the search for flexibility.
When presented with the thousands of designs that may be generated in a front-end tradespace
study, any decision maker may be quickly overwhelmed with the amount of data that is presented.
As designers, distilling this much data looking for the ‘best’ designs can be a daunting task. By
operationalizing the ‘ility’ of flexibility, the designers have been given a starting point.
As shown in the case application in Chapter 4, the designs identified as valuably flexible are not
necessarily the highly changeable or highly passive-value robust designs. The set of designs
identified tends to have several change mechanisms but not the maximum amount possible. The
designs also tend to not be on the Pareto Front, as adding flexibility to a design will tend to
increase cost without increasing utility in a static context. However, as the context changes, the
value of adding flexibility is seen, as designs are identified that can transition to retain value.
VWFO highlights a subset of designs different from NPT or FOD. This can be seen in Figure 6-1.
VWFO is a good metric for capturing flexibility for three reasons.
1. It is objective and repeatable.
2. The assumptions and biases in the metric can be understood by examining the transition
rules, the epochs and eras chosen, and the model assumptions.
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FIGURE 6-1: Filtered Outdegree and Normalized Pareto Trace against VWFO
3. It identifies a subset of designs that are highly changeable and valuably flexible.
6.4.2 Does a modular architecture have more flexibility than a legacy architecture
for an electro-optical imaging Operationally Responsive Space mission with
changing user preferences?
Static analysis of the ORS tradespaces revealed that in general, the modular architectures had more
utility than the legacy architectures, for a higher cost in the short term, or for a constant utility,
higher cost. While the legacy architectures had lower initial costs and tended to have higher
Filtered Outdegree, many modular designs had higher VWFO, as seen in Figure 6-2.
This would suggest that the modular architecture, for the given transition rules and modeling
assumptions, does have more flexibility than the legacy architecture. Given the low confidence in
the modular cost estimation models, a sensitivity analysis is necessary to see if this is actually the
case, however this was outside the scope of the case application.
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FIGURE 6-2: Influence of Architecture Choice on FOD and VWFO
6.5 General Conclusions
This section offers general conclusions gained from the research. These are drawn from the
in-depth literature review, as well as insights from the case applications and the subsequent
analysis. While these conclusions are intended to increase the value of the research, these are not
intended to be prescriptive advice for designers.
6.5.1 Value from flexibility is gained during context changes
Static tradespaces are very good at capturing the major design trades of a system. System attributes
are typically expressed in static performance measures. Even these ‘static’ metrics will change as
the system ages and degrades. As decision makers struggle to encompass these attributes in design
studies, the need to examine time-dependent system properties has become clearer. Flexibility is an
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‘ility’ whose value is not perceived in a static tradespace. The value of flexibility is only perceived
under context changes so the value of flexibility must be measured across these contexts.
This type of analysis is more difficult than static analysis, and several papers have tried to
encompass ways for decision makers to visualize ‘ilities’ with either a specific ‘ility’ axis or a time
axis. This has been shown to be very difficult but necessary. Until the decision maker takes into
account the presence of change and uncertainty from those changes, no decision maker would ever
choose to include change mechanisms that add cost without adding utility. This may be due to the
trade studies which begin with snapshots and move to dynamic thinking.
6.5.2 Identification of risks essential to incorporating valuably flexible designs
A flexible system will deliver more value than an inflexible system when the context changes, if
the change mechanisms included are able to mitigate value loss. If the change mechanisms built
into the system are not appropriate to the context change, the system will not be able to retain
value, and therefore the system is not valuably flexible. Determining the correct risks to attempt to
mitigate are an important part of the Dynamic MATE process. If a risk that was not anticipated
comes along, the heuristic says that more flexibility will give the users a better chance of retaining
value delivery. This is the case if the flexible change mechanisms were chosen wisely and happen
to coincide with the risk that is presented.
Identifying and implementing transition rules and change mechanisms simply for the sake of
increasing changeability is not a risk mitigation strategy. To achieve a valuably flexible system, the
set of risks should be complete and accurate. The problem with many risks is that they are low
probability but high impact, meaning that the chance of the risk occurring is very low, but the
system could lose considerable value delivery. Designing for high probability and low to medium
impact would be another strategy, as the likelihood of encountering this type of change is higher
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and may justify the additional cost of the flexible system. Mixed strategies are also possible,
whereby the design is passively robust to high probability but low impact context changes, and
flexible to high impact but low probability context changes.
6.5.3 Leveraging Flexibility Types
The two types of flexibility identified in Chapter 2 are process and product flexibility. These two
types allow the designers to have different kinds of influence on the system. Space systems have a
rather unique nature in that the acquisition cycle tends to be very long, while during the operational
lifetime the system is out of reach for maintenance and changes.
Process flexibility has change mechanisms built into the design phase whereby the designers can
make changes to the system. The long acquisition cycle of space systems naturally lends itself to
process flexibility in that the system is in reach of the designers, in a non-operational state, such
that any changes to the system will effect value delivery in operational life but have little impact at
present. Changes to the system are self contained and affect only the original stakeholders and
users.
By increasing the flexibility of the process by which the system is built, space systems can be
updated with changes that occur before the system enters operations. Many acquisition processes
have a way to make change requests, but after the design phase these are often arduous and
disruptive. One way to increase the flexibility of this process is by creating standard interfaces and
modular subsystems so that a change may be propagated through the system with less disruption to
the other subsystems. Increasing the process flexibility can reduce the cost of making transitions.
For systems that have a long acquisition time, this type of flexibility might be very valuable.
Space systems also tend to have a very long lifetime. These systems remain in the harsh
environment of space for decades, delivering value to different stakeholders over their lifetime. By
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FIGURE 6-3: Notional Designer Leverage by Flexibility Type for Lifecycle
Phase
introducing change mechanisms into the product itself which may be exercised during operations,
the value delivery may be increased or retained over the lifetime of the system. Many systems
already have some flexible aspects to them, for instance, reprogrammable software is extremely
flexible and can increase the value delivery of the system over the entire lifetime.
Figure 6-3 shows a notional depiction of when the designer can use each type of flexibility, product
and process, to influence changes to the system. During the early stages of the acquisition, the
designer can use process flexibility to make changes to the system. Once the system is launched,
the designer can use product flexibility to sustain value delivery. As some large constellations have
many spacecraft, there are some being deployed even as the remaining ones are being built, so the
process flexibility leverage does not abruptly end once the system is first deployed. As each
successive launch takes place, and the number of satellites remaining on the ground diminishes, the
process flexibility leverage will decrease.
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6.5.4 ORS Tier Flexibility Types
ORS is a paradigm focused on quickly building and deploying spacecraft to meet the needs of the
stakeholders. The three Tiers can use different flexibility types as well. For instance, Tier 1 uses
existing assets to meet needs; these may be flexible enough to encompass the new tasks being
asked of the system. Tier 1 solutions will have all their flexibility in the product, as operational
systems are used to meet stakeholder needs. Tier 2 solutions will use process flexibility to achieve
mission success. For instance, the PlugNPlay satellite architecture being developed is a modular
and standardized structure, which will use these standardized parts to construct a bus and payload
to meet use needs. This is the essence of process flexibility. The leverage of the designers comes in
when they design the modular and standardized interfaces, and then use any components required
to complete the spacecraft. Tier 3 solutions call for building entirely new capabilities from scratch,
extremely quickly. This will most likely call for components to be stockpiled or very versatile
payloads to be used. In this case, there is more product flexibility than process, for in order to meet
the timelines proposed, the process must already be in the final stages of completion. This then
gives us a different way to look at ORS, using the same Figure 6-3 as before.
The ORS Tiers are both a stated goal of the program and a guideline for implementation. Tier I
relies on existing technology, hence spacecraft that are already on-orbit. Therefore the designer has
no opportunity to take advantage of process flexibility and must rely on product flexibility. Often,
these existing systems are legacy systems with excess capability, able to satisfy stakeholder needs.
As the ORS office pushes toward Tier II capability, which is building a new capability with
existing technology, the leverage moves almost fully toward process flexibility. The aim for Tier II
capability is to create a standard interface, modular spacecraft that can be quickly assembled. The
spacecraft product will likely be of limited capability with no excess, redundancy, or margin, so the
leverage product flexibility is not likely. Tier III ORS capability envisions providing new capability
with new technology. The rapid time scale of Tier III systems will likely push the flexibility
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FIGURE 6-4: Operationally Responsive Space Tiers have Different Amounts
of Flexibility Leverage Type
leverage back into the product, as the time the system spends very little time on the ground.
6.5.5 Adding flexibility does not have to be all or nothing
Perhaps the most important insight gained from the research is that adding flexibility to a system
does not have to be all or nothing. Simply adding some levels of change mechanisms gave much
higher flexibility to a system than maximizing all the possible change mechanisms. Again, this
highlights the importance of choosing valuably flexible designs, as opposed to the highly
changeable designs, which do tend to maximize the change mechanism levels. Extra change
mechanisms are essentially ‘dead weight’ because the system has to carry the cost of the
mechanism, but the stakeholder will never derive value from it.
However, the ’dead weight’ may become valuable if different context changes are considered. The
case applications presented in this thesis consider only a single era. That is not enough to make
judgements about how valuable change mechanisms may be. It is important that the designer
considers enough context changes such that the full range of possible futures is encountered by the
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design space. The designer can also consider weighting the epochs by the probability of the
context change occurring, and then the probability of a change mechanism becoming valuable or
’dead weight’ can be determined.
The judicious use of flexible change mechanisms can enable a system to retain value in the face of
uncertainty. Designing these flexible aspects remains a creative design process. Using VWFO, a
designer can more easily determine which change mechanisms add flexibility to the system.
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Glossary
Attribute Decision maker-perceived metrics that measure how well decision maker-defined
objectives are met (Ross, 2003).
Architecture A description of an arrangement of functional components to create a system that
satisfies the high-level needs of end users.
Changeability Ability of a system to change. Includes as subsets adaptability, flexibility,
robustness, scalability, etc.
Change Mechanism Design component that enables increased changeability of a system.
Cost Estimating Relationship (CER) Relationship between a design aspect of a system and the
typical cost of the whole system, based on data from historic programs.
Concept of Operations (CONOPS) The proposed manner in which the system will be used by
the operator.
Decision Maker (DM) Person who will select the design to execute.
Design Unique selection of design variables, basic unit for analysis.
Design Variable Designer-controlled quantitative parameters that reflect aspects of a concept,
which taken together as a set uniquely define a system architecture (Ross, 2003).
Designer Person conducting conceptual design study, guides the selection of design variables and
computer modeling effort.
Design Vector (DV) Set of design variables that uniquely identifies a design.
Epoch Finite time span, during which the stakeholder preferences and environmental factors (the
context) remains the same.
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Epoch Vector (EV) Set of epoch variables that uniquely identifies an epoch.
Era A variable time span, consisting of an ordered set of epochs.
Faster, Better, Cheaper (FBC) NASA portfolio planning approach to reduce cost and schedule
overruns.
Filtered Outdegree (FOD) The number of possible transitions to alternate design configurations
a given design can make within the tradespace under a specified cost threshold.
Flexibility Dynamic property of a system that allows it to take advantage of emergent opportunity
and to mitigate risk by enabling the system to respond to changing contexts, in order to
retain or increase usefulness to system stakeholders over time.
Heuristic A rule of thumb or simplification that reduces or limits the search for solutions in
domains that are difficult and poorly understood.
‘Ility’ Temporal system properties that specify the degree to which systems are able to maintain or
even improve function in the presence of change.
Intermediate Variable Variable calculated during computer modeling, which does not affect
stakeholder utility but is useful to the designer for validating the model.
Multi-Attribute Tradespace Exploration (MATE) A generalizable tradespace exploration
methodology using utility theory and computer simulation to aid decision making during
system conceptual design.
Multi-Attribute Utility Theory (MAUT) Axiomatic theory that allows the aggregation of many
objectives into a single utility for a single stakeholder.
Pareto Efficient Design A design that is non-dominated in utility and cost space, that is, a design
that has the highest utility for the cost.
Pareto Trace The number of Pareto Efficient Sets containing a design.
PlugNPlay (PNP) Modular architecture choice for Operationally Responsive Space, which uses
standardized bus and support components.
Operationally Responsive Space (ORS) US Air Force effort to reduce the time from user need
identification to on-orbit capability.
Outdegree An allowed transition from a design to another in the tradespace.
Satellite Radar System (SRS) Case application of conceptual design study of an all-weather
space-based radar constellation.
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Stakeholder A person, who may also be the decision maker, who has an interest in the outcome
of the design problem.
Systems Engineering the art and science of developing an operable system capable of meeting
requirements within imposed constraints (Griffin, 2007).
System of Systems (SoS) A collaboration of several systems towards a common goal, with
emergent behavior.
Tradespace A multi-variant mathematical space used for identifying the Pareto optimal solutions
and exploring design trades.
Transition Rule Set of constraints that identifies which transitions are allowed in an epoch.
Utility (u) Stakeholder perceived benefit.
Utility Curve Mapping of stakeholder utility to attribute levels.
Value A subjective measure of benefit from a bundle of consequences that is specified by a
stakeholder (Keeney and Raiffa, 1993).
Value Robust A property of a system with which the system will retain utility across many
epochs.
Value Weighted Filtered Outdegree Metric to identify valuably flexible systems within a
tradespace exploration study.
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Appendix A
Positive Utility Transitions
Value Weighted Filtered Outdegree uses utility transitions, regardless of the sign of the transition.
Including negative utility transitions in the metric was a conscious choice and is intended to enable
strategic path planning. In a very constrained design space where there are few feasible or valid
designs, it may be that a designer has no options but to transition to a lower utility design. This
could be desirable when the designer is looking for a path through the design and epoch space.
Since there are two ways a design can achieve a VWFO of zero, some concern exists that including
negative utility transitions may mask designs that have many transitions, both positive and
negative. To investigate this concern, a small study was done on the SRS case application
comparing the proir results to VWFO if only positive transitions are considered. Figure A-1 shows
the current formulation of VWFO with all allowed transitions. Figure A-2 shows VWFO if only
positive utility transitions are allowed.
The trends in both sets of plots are the same. The designs that have the highest VWFO in the
current formulation are the same as for the positive transitions only form. This suggests that there
is not a large impact to the metric by including the negative transitions.
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FIGURE A-1: Era 1 Value Weighted Filtered Outdegree with all Transitions
FIGURE A-2: Era 1 Value Weighted Filtered Outdegree with only Positive
Transitions
Calculating a Spearman’s Rho statistic on the rank order of the two forms of VWFO shows that
there is no difference between the order of the two forms. Spearman’s Rho compares ordered lists
of variables, and can be used to determines how similar the lists are. However, by including
negative transitions, a designer is able to see designs that do not have many valuable transitions
available. This holds true for each context transition explored in the SRS case application.
Including negative utility did not change the ranking of highest valuably flexible designs in this
case.
However, for the ORS case application, there is quite a different story (Figure A-3 and Figure
A-4). The designs with the highest VWFO remain the same in either form, indicating that the
metric can identify valuably flexible designs in either case. However, beyond the first couple of
designs the rank order is not the same, giving the Spearman’s Rho in Table A-1, meaning that the
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FIGURE A-3: ORS Era Value Weighted Filtered Outdegree with all Transi-
tions
FIGURE A-4: ORS Era Value Weighted Filtered Outdegree with only Positive
Transition
conclusion from the SRS case application does not apply in all cases. Therefore, each case
application in the future must carefully examine the effects of including negative transitions, and
determine which is the better choice for the case.
These results suggest that more work needs to be put into examining the effect of including only
positive transitions in the metric. But the result does suggest that the designs chosen for analysis in
Chapters 4 and 5 will be unaffected by the either choice.
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TABLE A-1: Spearman’s Rho Comparing all Transitions to Only Positive
Transitions for Operationally Responsive Space Case Applica-
tion
Epoch Transition Spearman’s Rho
A to B -0.0057
B to C 0.1796
C to B -0.0057
B to A 0.0684
Appendix B
Transition Filter
The cost filter applied to both Filtered Outdegree and Value Weighted Filtered Outdegree can have
a large impact on the result. Figure B-1 shows a ‘filter function’, where the filter level applied to
VWFO is varied. There is a point below which there are no allowed transitions, because they cost
more than the applied filter, and also a plateau after which there are no more transitions available to
the system at any price.
The several designs from the Satellite Radar Case Application are typical of the tradespace.
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FIGURE B-1: Value Weighted Filtered Outdegree as a Function of Transition
Filter
Appendix C
Transition and VWFO Code
This appendix contains example code for the ORS case application transition and VWFO code.
C.1 Transition Code
function [ ] = transition( TSDe, SPACECRAFT )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% transition.m
%
% This function is the wrapper for calculating tradespace transition
% networks.
%
%Author: Adam M Ross
%Date Created: Sept 1, 2008
%Modified by: Lauren Viscito
%Date Modified: Mar 31, 2009
%
%INPUTS
%
%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
%TSDe nxn matrix Matrix of design variables
% and utility
%SPACECRAFT nxn matrix Matrix containing relevant
% spacecraft parameters
%
%OUTPUTS
%
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%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
%arcfull sparse matrix allowed transition arcs
%savedrange 1x2 vector Range of designs in file
%
% FUNCTION CALLS
% rules.m - applies constraints and physical model to determine cost of
% transition
%
%
% CALLED BY
% none
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
maxsize=1100; %enter number of designs to calculate <10,000
[length range]=size(TSDe); %determine size of inputs
index=1;
for i=1:range
curr_design=i; %+first-1;
%calculate transition cost for design i to all others
[arc,art,rulenames] = rules( TSDe,SPACECRAFT,curr_design);
%gather designs
arcfull{index}=arc;
artfull{index}=art;
if ~mod(curr_design,50)
disp([’Design ’,num2str(curr_design)])
end
%save the network as mat file
if ~mod(curr_design,maxsize)
savedrange=[curr_design-index+1,curr_design];
savefile = sprintf(’tsnetwork%d’,curr_design);
save(savefile, ’arcfull’, ’artfull’,’savedrange’);
clear arcfull artfull
index=0;
end
index=index+1;
end
if index ~=1
savedrange=[curr_design-mod(curr_design,maxsize)+1,curr_design];
savefile = sprintf(’tsnetwork%d_Apr1’,Epochs(q));
save(savefile, ’arcfull’, ’artfull’, ’savedrange’);
clear arcfull artfull
end %save file
end %function
function [arc,art] = rules( TSD,SPACECRAFT,index )
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% rules.m
%
% This function calculates the transition cost, if allowed.
%
%Author: Adam M Ross
%Date Created: Sept 1, 2008
%Modified by: Lauren Viscito
%Date Modified: Mar 31, 2009
%
%INPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ ------------------------------------
%TSD nxn matrix Matrix of design variables
% and utility
%SPACECRAFT nxn matrix Matrix containing relevant
% spacecraft parameters
%index scalar origin design
%
%OUTPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ -------------------------------------
% arc sparse trans matrix with cost for transition
% from i to j for trans type k
% art sparse trans matrix with time for transition
% from i to j for trans type k
%
% FUNCTION CALLS
% similarity.m
% margin_check.m
% tailoring.m
%
% CALLED BY
% transition.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% RULES
% 1 Redesign (flexible) [phases d=1]
rulenames(1)={’Redesign-Design Phase’};
smallnum = 1*10^-6;
r = [1];
%CHANGE INEFFICENCY CONSTANTS
F_d1 = 0.25; %change inefficiency of design i in Design, WAG from lcropsey
% DESIGN VARIABLE kis (%similar in cost if only change dv i across its range
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% similar to %reuse
dv_kis_fir = [...
0.8 %altitude
0.7 %inclination
0.4]; %focal length
%0]; %architecture type
% inverse kis: similar to %rework
dv_kis_inv=1-dv_kis_fir;
dv_kis=dv_kis_inv;
% list actual design variables that matter for reuse
subsamp=[1,2,3];
DVset=TSD(subsamp,:);
%%%%%%%%%%%%%%%%% Begin Intialization %%%%%%%%%%
% Initialize rule matrices
E = sparse(0);
% Cost transition matrices
arc1= E;
% Time transition matrices
art1= E;
TS=1:N;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
no_error=double(TSD(8,:)==0);
%no_error_matrix=no_error’*no_error;
if no_error(index)
if TSD(4,index)==1
%calculate %reuse from baseline to all
[sim_vector] = similarity(DVset, SPACECRAFT,index, dv_kis);
rowcosts=TSD(7,:);
dest=rowcosts;
orig=rowcosts(index)*ones(1,N);
delta_nre_cost1=dest-sim_vector.*orig+F_d1.*abs(dest-sim_vector.*orig);
II=find(delta_nre_cost1<0);
delta_nre_cost1(II)=smallnum;
clear rowcosts dest orig
delta_cost1= delta_nre_cost1; %+ delta_re_cost1;
delta_time1= delta_nre_cost1./(8*250000);
%only transitions to same arcitecture allowed
allowed_trans = [TSD(4,:)==TSD(4,index)];
net_delta_cost = no_error(index)*no_error.*allowed_trans.*delta_cost1;
net_delta_time = no_error(index)*no_error.*allowed_trans.*delta_time1;
elseif TSD(4,index) == 2
[ D_cost num_subs] = margin_check( TSD, SPACECRAFT’, index );
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rowcosts=TSD(7,:);
[ tailoring_cost integration_cost ] = tailoring( num_subs, rowcosts );
delta_nre_cost2=D_cost’+tailoring_cost+integration_cost; %estimate
end
else
arc=0;
art=0;
return
end
arc1 = sparse(net_delta_cost);
art1 = sparse(net_delta_time);
arc=arc1;
art=art1;
end %function
function [sim_vector] = similarity(DVset,SPACECRAFT, index,dv_kis)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% similarity.m
%
% This function determines the similarity ratios used to estimate the cost
% of a transition
%
%Author: Adam M Ross
%Date Created: Sept 1, 2008
%
%INPUTS
%
%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
% DVset matrix design vectors for comparison
% index vector baseline deign vector
% dv_kis vector ki weights for reuse impact of
% changing that dv i from min to
% max, holding all else constant
%OUTPUTS
%
%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
% sim_vector vector similarity ratio
%
% FUNCTION CALLS
% MDVreuse.m -
%
%
% CALLED BY
% rules.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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TSsize=size(DVset,2);
Nelements=size(DVset,1);
sim_vec = zeros(1,TSsize);
diff_vec= zeros(Nelements,TSsize);
max_vec = zeros(1,Nelements);
min_vec = max_vec;
baseline=DVset(:,index);
DVset_trans=DVset’;
max_vec=max(DVset_trans);
min_vec=min(DVset_trans);
range_vec=(max_vec-min_vec)’;
for i=1:length(range_vec)
if range_vec(i)==0
range_vec(i)=1;
end
end
big_K=calculate_K(dv_kis);
baseline_vec=baseline*ones(1,TSsize);
diff_vec=abs(DVset-baseline_vec)./(range_vec*ones(1,TSsize));
for i=1:TSsize
% % calculate the amount of redesign needed
sim_vec(i) = MDVreuse(diff_vec(:,i), dv_kis, big_K);
end
sim_vector=sim_vec;
end %function
function reuse = MDVreuse(single_dv_change, k_values, actual_K)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% MDVreuse.m
%
% This function calculates Simple Multi-Design Variable Reuse Function.
%
%Author: Adam M Ross
%Date Created: Sept 24, 2008
%
%INPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ ------------------------------------
% single_dv_change: vector single design variable normalized change
% k_values: vector single design variable k values
% actual_K: scalar large K normalization constant
%
C.1. TRANSITION CODE 193
%OUTPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ -------------------------------------
% reuse vector
%
% FUNCTION CALLS
% none
%
% CALLED BY
% similarity.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
reuse = 1-(prod(actual_K*k_values.*single_dv_change+1)-1)/actual_K;
end %function
function [ D_cost num_subs] = margin_check( TSD, SPACECRAFT, index )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% margin_check.m
%
% This function calculates the expansion option for modular transitions.
%
%Author: Lauren Viscito
%Date Created: March 13, 2009
%
%INPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ ------------------------------------
%TSD nxn matrix Matrix of design variables
% and utility
%SPACECRAFT nxn matrix Matrix containing relevant
% spacecraft parameters
%index scalar origin design
%
%OUTPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ -------------------------------------
% D_cost vector cost of executing expansion option
% num_subs scalar number of susbsystems to be changed
%
% FUNCTION CALLS
% none
%
% CALLED BY
% rules.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% determine if components are good enough for new payload, etc.
[ S N] = size(SPACECRAFT);
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smaller=[SPACECRAFT-SPACECRAFT(:,index)*ones(1,N)];
I = [smaller <0];
num_subs = sum(I);
%RAND report- cost numbers
D_cost = I’*[52940*2.2, 52940*2.2,0,0,4665*2.2,8120*2.2,8920*2.2,6590*2.2]’;
end %function
function [ tailoring_cost integration_cost ] = tailoring( num_subs, rowcosts )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% margin_check.m
%
% This function calculates the expansion option for modular transitions.
%
%Author: Lauren Viscito
%Date Created: March 13, 2009
%
%INPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ ------------------------------------
% num_subs scalar number of susbsystems to be changed
% row_costs vector cost of destination spacecraft
%
%OUTPUTS
%
%Variable Name Format/Units Notes
%----------------------- ------------ -------------------------------------
% tailoring_cost vector estimated cost to change software
% integration_cost vector estimated cost to integrate components
%
% FUNCTION CALLS
% none
%
% CALLED BY
% rules.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
integration_cost=(1-exp(-5*num_subs/10)).*rowcosts/2;
tailoring_cost=(num_subs/10).^2.*rowcosts;
end %function
C.2 VWFO Code
function [ VWFO] = calc_VWFO( )
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%
% calc_VFWO.m
%
% This function calculates the Value Weighted Filtered Outdegree by
% determining the allowed transitions and the utility sign change.
%
%
%Author: Lauren Viscito
%
%Date Created: Jan 12, 2009
%Date Modified: Mar 31, 2009
%
%INPUTS
%
%File Name Format/Units Notes
%------------------------------- ------------ ---------------------------
%Epoch_Number_Date.mat Contains tradespace
% performance data
%tsnetwork_Numbber_Date.mat Contains tradespace
% change network
%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
%OBJECTIVE.SYSTEM scalar System multi-attribute
% utility
%OBJECTIVE.Util_Error logical 0 - valid design
% 1 - invalid design
%arcfull sparse matrix allowed transition arcs
%savedrange 1x2 vector Range of designs in file
%
%
%OUTPUTS
%
%Variable Name Format/Units Notes
%------------------------------- ------------ ---------------------------
%none
%
% FUNCTION CALLS
% sign.m - returns signum function of utility change (MATLAB statistics
% toolbox
%
%
% CALLED BY
% none
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Filter=3*10^6; %Set the cost filter level
Era= [ 1 2 3 2 1 ]; %Designate order of epochs in era
load([’Epoch_’,num2str(Era(1)),’_26Mar1’]); %Load first epoch file
ERROR_1=[OBJECTIVE(:).Util_Error]’; %Valid design in first epoch
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for a=1:length(Era)-1 %for each epoch transition
load([’Epoch_’,num2str(Era(a+1)),’_26Mar1’]); %Load next epoch file
UTIL_2=[OBJECTIVE(:).SYSTEM]; %Utility information
ERROR_2=[OBJECTIVE(:).Util_Error]’; %Valid designs
load([’tsnetwork_1_1Apr’])%,num2str(Era(a)),’_Mar26’]) %load network file
Arcs=arcfull;
for i= savedrange(1):savedrange(2) %for the designs in the network file
Diff_util=sign(UTIL_2(:) - UTIL_2(i)); %determine sign of utility change
% Pos_util=Diff_util==1; %find only positive utility changes
b=i+1-savedrange(1);
%find filtered outdegree presence
FoD_present=[cell2mat(Arcs(b))~=0].*[cell2mat(Arcs(b))<=Filter];
Total_fod(a,i)=sum(FoD_present); %sum allowed transitions
%VWFO for all transitions
VWFO_diff(a,i) = sum((Diff_util’.*FoD_present))/length(ERROR_1);
%VWFO for only positive transitions
%VWFO_pos(a,i) = sum((Pos_util’.*FoD_present))/length(ERROR_1);
clear FOD_present Diff_util
end %designs of interest
UTIL_1=UTIL_2;
ERROR_1=ERROR_2;
end %epochs
%end %function
