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G(ℓ, k, d)-MODULES VIA GROUPOIDS
VOLODYMYR MAZORCHUK AND CATHARINA STROPPEL
Abstract. In this note we describe a seemingly new approach to the complex
representation theory of the wreath product G ≀ Sd where G is a finite abelian
group. The approach is motivated by an appropriate version of Schur-Weyl
duality. We construct a combinatorially defined groupoid in which all endo-
morphism algebras are direct products of symmetric groups and prove that the
groupoid algebra is isomorphic to the group algebra of G ≀ Sd. This directly
implies a classification of simple modules. As an application, we get a Gelfand
model for G ≀Sd from the classical involutive Gelfand model for the symmetric
group. We describe the Schur-Weyl duality which motivates our approach and
relate it to various Schur-Weyl dualities in the literature. Finally, we discuss an
extension of these methods to all complex reflection groups of type G(ℓ, k, d).
1. Introduction
A very important class of finite groups are wreath products of the form G≀Sd, where
Sd is the symmetric group and G is abelian. The study of its representation theory
is a classical topic. The first major results, e.g. the classification of simple modules,
were already obtained by Specht in his thesis [Sp]. Since then the theory was revised
on various occasions, in particular in case of G being a cyclic group, see [Ca], [Ke],
[Os], [SUI] and references therein. This note contributes yet another approach
which, from our point of view, simplifies the theory and makes several results,
in particular, on the combinatorics of simple modules and on Gelfand models,
especially transparent.
Our approach originates in an attempt to understand various Schur-Weyl dualities
appearing in [BW], [ES1], [SaSt] in which on one side we have an action of a direct
product of general linear groups while on the other side we have a non-faithful action
of the Coxeter group of type B, respectively D. While looking for similar results in
the literature, we discovered that analogous Schur-Weyl dualities already appeared
in [Re] and also in the context of Ariki-Koike algebras in [ATY], [Hu], [SaSh],
[Sh]. These dualities have a common structure which suggest the substitution of
the Coxeter group of type B by a certain combinatorially defined groupoid, see
Subsection 2.2 for a precise definition of the latter. The main observation of the
present note is that this groupoid can be used to describe the representation theory
of the Coxeter group of type B and, more generally, of the wreath products of
the form Cℓ ≀ Sd, where Cℓ is a cyclic group of order ℓ or any complex reflection
group of type G(ℓ, k, d). The transparent combinatorial structure of the groupoid
proposes a straightforward reduction of all statement to type A, that is to the case
of direct products of symmetric groups. An explicit construction of all irreducible
representations for G(ℓ, k, d) can be found in Proposition 3 and Theorem 17. The
symmetric group Sd, the Weyl group of type Bd and the Weyl group of type Dd
are the special examples G(1, 1, d), G(2, 1, d), and G(2, 2, d), respectively.
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In Subsection 2.2 we define our main object of study, that is a finite groupoid G (ℓ,d),
and in Subsection 2.5 we show that its algebra (over C) is isomorphic to the group
algebra of Cℓ ≀ Sd. Consequently, we immediately get a classification and explicit
construction of simple Cℓ ≀ Sd-modules (see Subsection 2.4) which does not even
involve any counting of the number of conjugacy classes (the latter being one of the
ingredients in all classical approaches). The indexing set of simple modules is the
set of ℓ-multi-partitions of d. Moreover, our construction immediately gives a basis
of all simple modules indexed by all standard ℓ-multi-tableaux of the corresponding
type, see Subsection 2.4. We connect our construction of simple modules to the one
from [SUI] which uses induction from generalized Young subgroups. Finally, we also
provide in Subsection 2.7 a straightforward construction of an involutive Gelfand
model for Cℓ ≀Sd (that is a multiplicity free direct sum of all simple modules), signif-
icantly simplifying the previous approaches from [APR2], [CF]. In Subsection 3.4
we give a short proof of the Schur-Weyl duality which motivated our approach (as
we mentioned before, several (quantum) versions of this duality exist in the liter-
ature). In Subsection 3.7 we use this duality to justify that our results naturally
extent to the case G ≀ Sd, where G is any finite abelian group. Finally, in Section 4
we extend most of the results to all complex reflection groups G(ℓ, k, d).
We note that our approach generalizes to the quantum group setting. However, to
prevent that the main idea of the proof is buried in technical details, we stick to
the non-quantized situation.
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2. Modules over generalized symmetric groups
2.1. Generalized symmetric groups. We denote by Z ⊇ Z≥0 ⊇ Z>0 the sets
of all integers, all nonnegative integers and all positive integers, respectively. For
n ∈ Z≥0 we denote by n the set {1, 2, . . . , n} (with 0 = ∅). Throughout the
paper we fix as ground field the field C of complex numbers and abbreviate ⊗C as
⊗.
For ℓ ∈ Z>0, let Cℓ be the group of all complex ℓ-th roots of unity. The group
Cℓ is cyclic and we fix some generator ξℓ ∈ Cℓ, that is, a primitive ℓ-th root of
unity.
Given a set X , we denote by S(X) the symmetric group on X and abbreviate
Sd := S(d) for any d ∈ Z>0. For d = (d1, d2, . . . , dk) ∈ Z
k
≥0 set
Sd := Sd1 × Sd2 × · · · × Sdk .(1)
Given n ∈ Z≥0 and a partition µ ⊢ n, we denote by Sµ the (irreducible) Specht Sn-
module corresponding to µ. For n = (n1, n2, . . . , nk) ∈ Z
k
≥0 and a multi-partition
µ = (µ1, µ2, . . . , µk) such that µi ⊢ ni for all i, we denote by Sµ the Sn-module
Sµ1 ⊗Sµ2 ⊗ · · · ⊗Sµk .
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From now on we fix d ∈ Z≥0 and ℓ ∈ Z>0 and consider the wreath product
S(ℓ, d) := Cℓ ≀ Sd, also known as a generalized symmetric group. The group S(ℓ, d)
is naturally identified with the group of all complex d× d-matrices X which satisfy
the following two conditions:
• Each row and each column of X contains exactly one non-zero entry.
• Each non-zero entry of X is an element of Cℓ.
We have |S(ℓ, d)| = ℓd · d!. The group S(ℓ, d) is a complex reflection group usually
denoted by G(ℓ, 1, n).
The group S(ℓ, d) has a presentation with generators s0, s1, . . . , sd−1 and rela-
tions
(2)
sℓ0 = e;
s2i = e, i = 1, 2, . . . , d− 1;
s0s1s0s1 = s1s0s1s0;
sisi+1si = si+1sisi+1, i = 1, 2, . . . , d− 2;
sisj = sjsi, |i− j| > 1, i, j = 0, 1, . . . , d− 1.
An isomorphism with the earlier description is given by sending s0 to the diagonal
d× d-matrix in which the (1, 1)-entry is ξℓ and all other diagonal entries are equal
to 1, and sending si for i = 1, 2, . . . , d− 1 to the permutation matrix corresponding
to the transposition (i, i+ 1).
Some classical special cases: The group S(1, d) ∼= Sd is the Weyl group of type
Ad−1 and S(2, d) is the Weyl group of type Bd and Cd.
2.2. The groupoid G (ℓ,d). Consider a category G (ℓ,d) defined as follows:
• Objects of G (ℓ,d) are all maps f : d→ ℓ.
• For two objects f and g the set of morphisms G (ℓ,d)(f, g) consists of all
bijections σ : d→ d such that g ◦ σ = f .
• The identity morphism ef ∈ G (ℓ,d)(f, f) is the identity map Idd : d→ d.
• Composition of morphisms is given by composition of maps.
It is convenient to think of objects in G (ℓ,d) as ℓ-colorings of elements in d, that is, as
ordered sequences of d dots colored in ℓ colors. Then morphisms in G (ℓ,d) are color
preserving bijections. We usually represent them in terms of colored permutation
diagrams (read from top to bottom), see Figure 1.
Example 1. Let d = 2 and ℓ = 2. We depict colors as follows: 1 = red and
2 = blue. Then G (ℓ,d) has four objects, namely
◦ ◦ ◦ • • ◦ • •
and the elements of G (ℓ,d)(f, g) are given in Figure 1 (for convenience, all red strands
are dashed and all red points are circled).
For an object f ∈ G (ℓ,d) the type of f is defined as
λf := (λ1, λ2, . . . , λℓ)
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g\f ◦ ◦ ◦ • • ◦ • •
◦ ◦ ◦ ◦
◦ ◦
◦ ◦
◦ ◦
◦ • ◦
◦
•
• •
•❩
❩❩
◦
◦
• ◦
◦
◦•
•
✚✚
✚
•
•
◦
◦
• • • •
• •
• •
• •
✚✚
✚
❩❩
❩
Figure 1. The sets of morphisms G (ℓ,d)(f, g) from Example 1.
where λi := |{x ∈ d | f(x) = i}| for i = 1, 2, . . . , ℓ. As λ1 + λ2 + · · · + λℓ = d and
all λi ∈ Z≥0, the type λf is a composition of d with ℓ parts. We denote by Λ(ℓ, d)
the set of all compositions of d with ℓ parts, that is all (a1, a2, . . . , aℓ) ∈ Z
ℓ
≥0 such
that a1 + a2 + · · ·+ aℓ = d. Then Λ(ℓ, d) is exactly the set of all possible types for
objects in G (ℓ,d).
Proposition 2. Let f, g ∈ G (ℓ,d).
(i) We have G (ℓ,d)(f, g) 6= ∅ if and only if λf = λg.
(ii) If λf = λg = (λ1, λ2, . . . , λℓ) =: λ, then |G (ℓ,d)(f, g)| =
ℓ∏
i=1
λi! =: λ!.
(iii) We have
∣∣∣∣∣∣∣
∐
f1,f2∈G (ℓ,d)
G (ℓ,d)(f1, f2)
∣∣∣∣∣∣∣ = ℓ
d · d!, where f1, f2 ∈ G (ℓ,d).
Proof. Claims (i) and (ii) follow directly from the definitions. Claim (iii) follows
from the observation that there is a natural bijection between the set of all mor-
phisms in G (ℓ,d) and the set of all colored permutations of d dots with ℓ colors. 
Note that G (ℓ,d) is a groupoid. For λ ∈ Λ(ℓ, d) denote by G
λ
(ℓ,d) the full subcategory
of G (ℓ,d) generated by all objects of type λ. Then G
λ
(ℓ,d) is a subgroupoid and is a
connected component in G (ℓ,d) in the sense that G
λ
(ℓ,d)(f, g) 6= ∅ for any f, g ∈ G
λ
(ℓ,d)
and
G (ℓ,d) =
∐
λ∈Λ(ℓ,d)
G
λ
(ℓ,d).
If f has type λ, then there is an isomorphism of groups G (ℓ,d)(f, f) ∼= Sλ.
2.3. The linearization of G (ℓ,d). For a set X we denote by C[X ] the formal
complex vector space with the elements of X as basis. If X = ∅, then we have
C[X ] = 0.
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Note that the groupoid G (ℓ,d) is a finite category. Denote by CG (ℓ,d) the C-linear
category generated by G (ℓ,d). This means the following:
• Objects in CG (ℓ,d) are the same as in G (ℓ,d).
• For two objects f and g we have CG (ℓ,d)(f, g) := C[G (ℓ,d)(f, g)].
• The identity elements in CG (ℓ,d) are given by the identity elements in G (ℓ,d).
• Composition in CG (ℓ,d) is induced from composition in G (ℓ,d) by bilinearity.
We remark that CG (ℓ,d) is no longer a groupoid. If f ∈ CG (ℓ,d) is of type λ, then
CG (ℓ,d)(f, f) ∼= C[Sλ], the group algebra of Sλ.
2.4. Simple finite dimensional CG (ℓ,d)-modules. Consider the category
CG (ℓ,d)-mod of C-linear functors from CG (ℓ,d) to the category of finite dimensional
complex vector spaces. Objects in CG(ℓ,d)-mod are called CG (ℓ,d)-modules. Mor-
phism in CG (ℓ,d)-mod are natural transformations of functors.
For λ ∈ Λ(ℓ, d) consider the set Tλ of all ℓ-multi-partitions p of shape λ, that is
all ℓ-tuples p = (p1, p2, . . . , pℓ) of partitions such that pi ⊢ λi for all i. For f, g of
type λ let σ(f,g) be the unique order preserving element in G(ℓ,d)(f, g) in the sense
that it has the following property:
For all i, j ∈ d satisfying i < j and f(i) = f(j), we have σ(f,g)(i) < σ(f,g)(j).
The element σ(f,g) should be thought of as a “canonical” isomorphism between the
objects f and g. Clearly, for f, g, h of type λ we have σ(g,h)σ(f,g) = σ(f,h) and
σ(f,f) = ef . We also denote by fλ the unique object of type λ in which all colors
are assigned in the natural order from 1 to d, that is
fλ(1) = fλ(2) = · · · = fλ(λ1) = 1,
fλ(λ1 + 1) = fλ(λ1 + 2) = · · · = fλ(λ1 + λ2) = 2,
. . . .
This element is our “canonical” object in Gλ(ℓ,d). We fix the evident identification
of Sλ with G(ℓ,d)(fλ, fλ).
For p ∈ Tλ, define a CG (ℓ,d)-module Lp as follows:
• Lp(f) :=
{
Sp, if f is of type λ;
0, if f is not of type λ.
• For any f, g of type λ, any π ∈ G (ℓ,d)(f, g) and any v ∈ Sp, we set
Lp(π) · v := σg,fλπσfλ,f (v).
and extend this linearly to an action of the whole of CG (ℓ,d).
Proposition 3. We have the following:
(i) For p ∈ Tλ, the functor Lp defined above is a simple CG (ℓ,d)-module.
(ii) The set ∐
λ∈Λ(ℓ,d)
{Lp | p ∈ Tλ}
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is a cross-section of isomorphism classes of simple CG (ℓ,d)-modules.
Proof. The functoriality of Lp follows directly from the definitions and the obser-
vation that σfλ,gσg,fλ = eg. The simplicity of Lp follows by construction from the
facts that G (ℓ,d) is a groupoid and that Sλ is a simple G(ℓ,d)(fλ, fλ)-module. This
proves claim (i).
Claim (ii) follows from the facts that connected components of the groupoid G (ℓ,d)
are indexed by λ ∈ Λ(ℓ, d) and that the set {Sp | p ∈ Tλ} is a complete and
irredundant set of representatives of isomorphism classes of simple CG (ℓ,d)(fλ, fλ)-
modules (see e.g. [Sa, Chapter 2]). This completes the proof. 
The vector space
A(ℓ,d) :=
⊕
f,g∈G (ℓ,d)
CG (ℓ,d)(f, g)
inherits from CG (ℓ,d) the structure of a finite dimensional associative algebra over
C. As usual, there is a canonical equivalence of categories
(3) CG (ℓ,d)-mod ∼= A(ℓ,d)-mod,
where the right hand side denotes the category of finite dimensional A(ℓ,d)-modules.
Taking this equivalence into account, Proposition 3 provides an explicit description
of all simple A(ℓ,d)-modules. In what follows we identify A(ℓ,d)-modules and CG (ℓ,d)-
modules via this equivalence. We note that
(4)
∑
f∈G (ℓ,d)
dim(Lp(f)) =
n!
λ!
dimSp.
For µ ⊢ n, the Specht Sn-module Sµ has a basis given by polytabloids correspond-
ing to standard Young tableaux of shape µ, see [Sa, Section 2.5]. This extends in
the evident way to a basis in Sp and hence gives a basis in each Lp(f), where f
is of type λ. A more “natural” parameterization of the elements of this basis in
the space Lp(g) is obtained by applying σfλ,g to the entries of the corresponding
standard tableaux.
2.5. Connection to S(ℓ, d). For f, g ∈ G (ℓ,d) and σ ∈ G (ℓ,d)(f, g) we will write
σ = σ(f,g) to distinguish it from the same σ appearing as a morphism between
another pair of objects. If σ 6∈ G (ℓ,d)(f, g), we write σ(f,g) = 0 (viewing it as an
element in CG (ℓ,d)(f, g)).
There is a unique linear map Φ : C[S(ℓ, d)]→ A(ℓ,d) such that
• Φ(σ) =
∑
f,g σ(f,g) for σ ∈ Sd;
• Φ(s0) =
∑
f ξ
f(1)
ℓ ef .
Theorem 4. The map Φ : C[S(ℓ, d)]→ A(ℓ,d) is an isomorphism of algebras.
Proof. Note that we defined the map on algebra generators. To prove that Φ
is a well-defined homomorphism, it is enough to check that Φ(si), where i =
0, 1, 2, . . . , d − 1, satisfy the defining relations for S(ℓ, d) given in (2). All defin-
ing relations which do not involve s0 are clear from the definition. That Φ(s0)
ℓ is
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the identity follows from the fact that ξℓℓ = 1. That Φ(s0)Φ(si) = Φ(si)Φ(s0) for
i 6= 1 is clear because the definition of Φ(s0) only involves f(1).
It remains to verify that Φ(s0)Φ(s1)Φ(s0)Φ(s1) = Φ(s1)Φ(s0)Φ(s1)Φ(s0). It is
straightforward to show that both sides of this equality are equal to the element∑
f ξ
f(1)+f(2)
ℓ ef . This implies that Φ is a homomorphism.
Note that dim(CS(ℓ, d)) = dim(A(ℓ,d)). Therefore to complete the proof it is enough
to check, say, surjectivity of Φ. Since each σ(f,g) appears in Φ(σ) with a non-zero
coefficient, it is enough to check that the identity morphism ef is in the image of
Φ for each f .
Denote by B the subalgebra of A(ℓ,d) generated by all ef , where f ∈ G (ℓ,d). The
algebra B is a commutative split semi-simple C-algebra of dimension ld. We set
B′ := Φ(CS(ℓ, d)) ∩ B. Then B′ is a unital subalgebra of B and we need to show
that B′ = B. The left multiplication with the element Φ(s0) ∈ B
′ on B has different
eigenvalues ξ1ℓ , ξ
2
ℓ , . . . , ξ
ℓ
ℓ . Therefore, by taking polynomials in Φ(s0), we get that
B′ contains, for each s = 1, 2, . . . , ℓ, the element
xs :=
∑
f :f(1)=s
ef .
Claim: Let now s ∈ ℓ be fixed. Then ef ∈ B
′ for each f with f(1) = s.
We prove the claim by downward induction on m = |{i ∈ d | f(i) = s}|. Assume
first that m = d, that is f = (s, s, . . . , s). Note that
Φ(σ−1s0σ) = Φ(σ
−1)Φ(s0)Φ(σ) ∈ B
′ for any σ ∈ Sd.
As xs is a polynomial in Φ(s0), we get Φ(σ
−1)xsΦ(σ) ∈ B
′ for each σ ∈ Sd. Since
B′ is a subalgebra of B, we have∏
σ∈Sd
Φ(σ−1)xsΦ(σ) = ξ
a
ℓ e(s,s,...,s) ∈ B
′
for some a ∈ Z>0. This implies e(s,s,...,s) ∈ B
′ and the basis of the induction is
established.
Now we prove the induction step. Consider the set X = {i ∈ d | f(i) = s}. Then,
similarly to the above, we have∏
σ∈S(X)
Φ(σ−1)xsΦ(σ) =
∑
g
ξ
ag
ℓ eg ∈ B
′
for some ag ∈ Z>0, where the sum on the right hand side is taken over all g such
that g(i) = s for each i ∈ X . If g 6= f , then
|{i ∈ d | g(i) = s}| > |{i ∈ d | f(i) = s}|
and hence, by induction, eg ∈ B
′. Therefore ef ∈ B
′ and the proof is complete. 
The isomorphism Φ from Theorem 4 induces an equivalence of categories
(5) Φ : A(ℓ,d)-mod→ C[S(ℓ, d)]-mod.
Combined with Subsection 2.4, Φ provides a very natural and neat description of
simple C[S(ℓ, d)]-modules. For alternative descriptions of simple C[S(ℓ, d)]-modules
we refer the reader to [Ca], [Ke], [Os], [SUI], [Sp] and references therein.
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2.6. Simple C[S(ℓ, d)]-modules via generalized Young subgroups. Here we
connect our approach with the one in [SUI]. For j = 1, 2, . . . , n, denote by s
(j)
0 the
element sj−1sj−2 . . . s1s0s1s2 . . . sj−1 ∈ S(ℓ, d). This element is the diagonal d× d
matrix in which the (j, j)-entry equals ξℓ and all other diagonal entries are 1. We
have s0 = s
(1)
0 . It is easy to check that
(6) Φ(s
(j)
0 ) =
∑
f∈G (ℓ,d)
ξ
f(j)
ℓ ef .
Let λ ∈ Λ(ℓ, d) and f ∈ Gλ(ℓ,d). Then we have the decomposition
n = Xf1 ∪X
f
2 ∪ · · · ∪X
f
ℓ ,
where Xfi := {j ∈ n | f(j) = i} for i = 1, 2, . . . , ℓ. Denote by G
f
i the subgroup
of S(ℓ, d) generated by all s
(j)
0 , where j ∈ X
f
i , and also by all permutations of X
f
i
which fix all points outside Xfi . The subgroup G
f
i is isomorphic to S(l, |X
f
i |) and
the direct product
Gf := Gf1 ×G
f
2 × · · · ×G
f
ℓ
is, naturally, a subgroup of S(ℓ, d). The subgroup Gf is called a generalized Young
subgroup of S(l, n).
Lemma 5. Let λ ∈ Λ(ℓ, d), p ∈ Tλ and f ∈ G
λ
(ℓ,d).
(i) The space Lp(f) inherits the structure of a simple G
f -module by restriction.
(ii) The S(l, n)-modules Φ(Lp) and Ind
S(ℓ,d)
Gf
Lp(f) are isomorphic.
Proof. That Lp(f) is stable under the action of all s
(j)
0 is clear from the definitions.
Similarly, it is also clear that Lp(f) is stable under the action of all permutations
which preserve colors. Claim (i) follows.
From claim (i), it follows by adjunction that Ind
S(ℓ,d)
Gf
Lp(f) surjects onto Φ(Lp).
However, since the index of Gf in S(ℓ, d) equals n!
λ! , from (4) it follows that the
modules Φ(Lp) and Ind
S(ℓ,d)
Gf
Lp(f) have the same dimension and thus are isomor-
phic. 
Using this basis in each Lp(f), where f is of type λ, described in Subsection 2.4
and the classical branching rule for the symmetric group, see [Sa, Section 2.8], one
immediately recovers the branching rule for the restriction from S(ℓ, d) to S(ℓ, d−1)
as described in [Mar]. Namely, the restriction of Lp to S(ℓ, d− 1) is a multiplicity
free direct sum of Lq where q is obtained from p by removing one removable node
from one of the parts of p.
2.7. Gelfand model. Recall that a Gelfand model for a finite group G is a G-
module isomorphic to a multiplicity-free direct sum of all simple G-modules. Sim-
ilarly one defines Gelfand models for semi-simple algebras. Let I be the set of
all involutions in Sd, that is all elements w ∈ Sd satisfying w
2 = e. Define an
Sd-module structure on C[I], for σ ∈ Sd and w ∈ I, as follows:
σ · w = (−1)inv(σ,w)(σwσ−1), where
inv(σ,w) := |{(i, j) | i, j ∈ d, i < j, w(i) = j, σ(i) > σ(j)}|.
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Proposition 6. ([IRS], [APR1]) The Sd-module C[I] is a Gelfand model for Sd.
This model (sometimes referred to as the involutive Gelfand model) was generalized
to wreath products in [APR2, CF], to inverse semigroups in [KM2] and to general
diagram algebras in [HRe], [Maz], see also references in these paper for other gener-
alizations. An alternative approach to Gelfand models for certain classes of groups
can be found in [CM].
In our setup it is fairly straightforward to combine the above model with the con-
struction used in [KM2], [Maz] to produce a Gelfand model for G (ℓ,d) (significantly
simplifying arguments from [APR2]). For each f ∈ G (ℓ,d) denote by I
f the set
of all involutions in G (ℓ,d)(f, f). Define a representation Gelfand of CG (ℓ,d) as fol-
lows:
• Set Gelfand(f) := C[If ].
• For f, g ∈ G(ℓ,d), σ ∈ G (ℓ,d)(f, g) and w ∈ I
f set
Gelfand(σ) · w = (−1)inv(σ,w)(σwσ−1).
• Extend this to the whole of CG (ℓ,d) by linearity.
Corollary 7. The CG (ℓ,d)-module Gelfand is a Gelfand model for CG (ℓ,d).
Proof. The fact that Gelfand is a CG(ℓ,d)-module follows directly from our defi-
nitions and the construction of the Gelfand model for Sd in [APR1]. Taking into
account the classification of simple CG (ℓ,d)-modules in Subsection 2.4, to prove that
Gelfand is a Gelfand model, we need to prove that for each f ∈ G (ℓ,d) the space
Gelfand(f) is a Gelfand model for G(ℓ,d)(f, f). This again follows directly from the
definitions and the main result of [APR1]. 
3. Schur-Weyl dualities for S(ℓ, d)
3.1. Classical Schur-Weyl duality. For n ∈ Z>0, consider the (infinite!) group
GLn = GLn(C) and its natural representation V := C
n with standard basis
v := (v1, v2, . . . , vn). For d ∈ Z>0, consider the d-th tensor power V
⊗d with the
usual diagonal coproduct action of GLn. The symmetric group Sd acts on V
⊗d
by permuting the components of the tensor product. This action clearly commutes
with the action of GLn. Moreover, these two actions have the double centralizer
property in the sense that every linear operator on V ⊗d which commutes with the
action of C[GLn] is given by the action of C[Sd] and vice versa, depicted as fol-
lows:
(7) V ⊗d
Sd
kk
GLn
33
This is the classical Schur-Weyl duality from [Sch1], [Sch2], [We].
The action of C[GLn] on V
⊗d is certainly never faithful. The action of C[Sd] on
V ⊗d is faithful if and only if n ≥ d. If n < d, then the kernel of this action is given
by the ideal in C[Sd] corresponding to all Specht Sd-modules Sµ, where µ ⊢ d has
more than n rows, see [GW, Theorem 9.1.2].
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3.2. Splitting the left action. Let now l, n ∈ Z>0 with l ≤ n. Fix a composition
k = (k1, k2, . . . , kℓ) ∈ Λ(l, n) in which all ki > 0. Consider the block-diagonal
subgroup GLk ∼= GLk1 ×GLk2 × · · · ×GLkℓ in GLn given by all matrices of the
following form:
GLk1
GLk2
GLkℓ
0 · · · 0
0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · ·
By restriction, the GLn-module V from the previous subsection becomes a GLk-
module and V decomposes as V = V1 ⊕ V2 ⊕ · · · ⊕ Vℓ, where Vi the subspace of V
spanned by all vj where
j ∈ {k1 + k2 + · · ·+ ki−1 + 1, k1 + k2 + · · ·+ ki−1 + 2, . . . , k1 + k2 + · · ·+ ki}.
In particular we have for i, j ∈ {1, 2, . . . , ℓ} that Vi is the natural GLki -module
while the action of GLki on Vj is trivial whenever j 6= i.
3.3. G(ℓ,d)-action on V
⊗d. The space V ⊗d has the structure of a CG (ℓ,d)-module
G defined as follows:
• For f ∈ G (ℓ,d), we set G(f) := Vf(1) ⊗ Vf(2) ⊗ · · · ⊗ Vf(d).
• For f, g ∈ G (ℓ,d) of the same type and σ ∈ G (ℓ,d)(f, g), the linear map G(σ)
acts by permuting factors of the tensor product, namely,
(8) σ(w1 ⊗ w2 ⊗ · · · ⊗ wd) := wσ−1(1) ⊗ wσ−1(2) ⊗ · · · ⊗ wσ−1(d)
where wi ∈ Vf(i) for all i (note that permutation of components induces the
opposite action on indices of the components, which explains the appearance
of σ−1 in (8)).
It is straightforward to check that this gives a well-defined CG (ℓ,d)-module. Using
the equivalence (3), this defines on V ⊗d the structure of an A(ℓ,d)-module.
Lemma 8.
(i) The action of GLk preserves G(f) for each f ∈ CG (ℓ,d).
(ii) The action of A(ℓ,d) on V
⊗d commutes with the action of GLk.
Proof. Let w1⊗w2⊗· · ·⊗wd ∈ Vf(1)⊗Vf(2)⊗· · ·⊗Vf(d). Choose any xi ∈ GLki for
all i and let x = diag(x1, x2, . . . , xℓ) be the corresponding element in GLk. Then,
using the definitions and the fact that GLki acts trivially on Vj for i 6= j, we have
(9) x · (w1 ⊗ w2 ⊗ · · · ⊗ wd) = (xf(1) · w1)⊗ (xf(2) · w2)⊗ · · · ⊗ (xf(d) · wd).
It follows that the action of GLk preserves each G(f). This proves claim (i).
Moreover, this also implies that to prove claim (ii) it is enough to show that the
action of GLk commutes with the action of each σ ∈ G (ℓ,d)(f, g).
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Applying σ to (9), we get
(10) σ ◦ x · (w1 ⊗ w2 ⊗ · · · ⊗ wd) =
= (xf(σ−1(1)) · wσ−1(1))⊗ (xf(σ−1(2)) · wσ−1(2))⊗ · · · ⊗ (xf(σ−1(d)) · wσ−1(d)).
Similarly to (9), acting by x on (8), we get
x ◦ σ · (w1 ⊗ w2 ⊗ · · · ⊗ wd) =
= (xg(1) · wσ−1(1))⊗ (xg(2) · wσ−1(2))⊗ · · · ⊗ (xg(d) · wσ−1(d)).
The latter coincides with (10) since f(i) = g(σ(i)) for all i and therefore also
f(σ−1(i)) = g(i) for all i. This proves claim (ii) and thus completes the proof. 
3.4. Schur-Weyl duality for S(ℓ, d). The Hecke-algebra version of the next the-
orem appears in [Hu], [SaSh], [Sh], see also further cases in [Re] and [ATY].
Theorem 9. The actions of A(ℓ,d) and GLk on V
⊗d have the double centralizer
property
(11) V ⊗d
A(ℓ,d)
kk
GLk
33
in the sense that they generate each others centralizers.
Proof. We consider the action of CG (ℓ,d) instead of the action of A(ℓ,d). By
Lemma 8(i), each G(f) is invariant under the action of GLk. We claim that A(ℓ,d)
surjects onto the space of GLk-intertwiners between the GLk-modules G(f) and
G(g), where f and g are of the same type λ. Indeed, the action of GLk on both
G(f) and G(g) can be computed using (9). It follows that, as GLk-modules, both
G(f) and G(g) can be identified with the external tensor product of the λi-th
tensor powers V ⊗λii of the natural GLki-modules Vi, where i = 1, 2, . . . , ℓ. By
construction, the “local” action of CG (ℓ,d) on V
⊗λi
i is given by Sλi which acts by
permuting components of the tensor product. This is exactly the setup of the clas-
sical Schur-Weyl duality (7) and hence it follows that, locally, the action of CG (ℓ,d)
does generate the whole centralizer of the GLki -module V
⊗λi
i . Note that this local
action of CG(ℓ,d) is independent of all other components.
Since the (external) tensor product of simple finite dimensional C-algebras is a
simple C-algebra (as C is algebraically closed), by comparing dimension it follows
that CG (ℓ,d) does generate all GLk-intertwiners between G(f) and G(g). Summing
up over all f and g we get that the action of A(ℓ,d) generates the centralizer of the
GLk-action on V
⊗d.
As GLk is reductive, its action on V
⊗d is semi-simple. The group algebra of the
finite group A(ℓ,d) is clearly semisimple and is the centralizer of the action of GLk
by the above. Therefore the desired double centralizer property follows from the
Double Centralizer Theorem, see [KP, Subsection 3.2]. 
3.5. An extremal example: the symmetric inverse semigroup. Recall that,
for d ∈ Z≥0, the symmetric inverse semigroup ISd (a.k.a. the rook monoid Rd) is
the monoid of all bijections between subsets of d, see [GM, Section 2.5] for details.
The symmetric group Sd is the group of invertible elements in ISd. The monoid ISd
is generated by Sd and the (idempotent) identity transformation ε1 on the subset
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{2, 3, . . . , n} of d (for a “Coxeter-like” presentation of ISd we refer the reader to
[KM1, Remark 4.13]).
If l = 2, k1 = n− 1 and k2 = 1, then the action on the left hand side of the Schur-
Weyl duality from Theorem 9 can be viewed as the action of GLn−1, with the
trivial action on V2. This is exactly the setup of Solomon’s version of Schur-Weyl
duality for ISd established in [Sol]. The action of C[ISd] is faithful for d < n.
Put together with Theorem 4, this gives a surjection C[S(2, d)]։ C[ISd] which was
already observed on the level of the corresponding Hecke algebras in [HRa]. For
convenience, we give here an explicit formula for this surjection in terms of Coxeter
generators of the type B Weyl group S(2, d):
Lemma 10. There is a unique epimorphism of algebras Ψ : C[S(2, d)] ։ C[ISd]
such that
Ψ(si) = si, i = 1, 2, . . . , d− 1; Ψ(s0) = 2ε1 − e.
Proof. Surjectivity is directly clear as C[ISd] is generated by Sd and ε1. To verify
that this is a homomorphism, the only non-trivial relations to check are those
involving the image of s0 with itself and with the image of s1. For the first one,
using the fact that ε1 is an idempotent, we have
(2ε1 − e)
2 = 4ε21 − 4ε1 + e = 4ε1 − 4ε1 + e = e.
It remains to check that (2ε1−e)s1(2ε1−e)s1 = s1(2ε1−e)s1(2ε1−e). Opening the
brackets and canceling the obvious equal summands, this reduces (up to a non-zero
scalar) to a desired equality ε1s1ε1s1 = s1ε1s1ε1. It is straightforward to check
that both sides of the latter are, in fact, equal to the identity transformation on
the subset {3, 4, . . . , d} of d. 
The homomorphism Ψ allows us to view simple C[ISd]-modules as simple C[S(2, d)]-
modules. Combining Solomon’s version of the Schur-Weyl duality mentioned above
and the results of Subsection 3.6 below, one gets that the simple C[S(2, d)]-modules
obtained in this way are exactly the modules L(µ1,µ2), where the partition µ2 has
one part. This parametrization is used, for instance, in [ES2]. In particular, our
remarks on the basis in simple modules from the end of Subsection 2.4 correspond
in this case to the main result in [Gr].
3.6. The kernel of the A(ℓ,d)-action. The action of GLk on V
⊗d is, of course,
never faithful. The action of A(ℓ,d) on V
⊗d is usually not faithful either. The
kernel of the latter action (or rather of the action of CG (ℓ,d)) can be described in
terms similar to the description of the kernel of the action of C[Sd] in the classical
Schur-Weyl duality.
Lemma 11. The kernel of the action of CG(ℓ,d) on V
⊗d is given by the ideal in
CG (ℓ,d) corresponding to all CG (ℓ,d)-modules Lp for p ∈ Tλ with λ ∈ Λ(ℓ, d), such
that for some i ∈ {1, 2, . . . , ℓ} the partition pi ⊢ λi has more than ki rows.
Proof. It is enough to determine the part of the kernel inside CG (ℓ,d)(fλ, fλ). The
latter is an algebra acting on G(fλ) and for it the statement follows from the
classical Schur-Weyl duality, see Subsection 3.1. 
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For example, in the case G = GL1 ×GL1 × · · · ×GL1, all simple CG (ℓ,d)-modules
which are not indexed by 1-row multi-partitions are killed.
Remark 12. An important example here is the case where ℓ = 2 and where we
have the action of G := GLn × GLn ⊂ GL2n, Then the group algebra CG (2,d)
of the Weyl group of type Bd acts faithfully as endomorphisms of V
⊗d as long as
n ≥ d. A quantized version of this special case appears in [SaSt], see also [BW],
[ES1]. In [ES1] in fact a quantized version of Theorem 19 below appears. (Note that
in there it is shown that the action of the coideal subalgebra, denoted H in [ES1],
on the tensor space V ⊗d agrees with the action of the quantum group attached to
the Lie algebra of G.)
3.7. Wreath product with an arbitrary abelian group. Let A be an abelian
group with ℓ elements. Then we have an isomorphism C[A] ∼= C[Cℓ]. Choose some
k = (k1, k2, . . . , kℓ) such that all ki > d. Then the endomorphism algebra of V from
Subsection 3.2 is isomorphic to both C[A] and C[Cℓ]. Going to the other side of the
Schur-Weyl duality in Theorem 9 and taking Lemma 11 into account, we obtain
C[A ≀ Sd] ∼= C[Cℓ ≀ Sd]. Therefore all results of this paper can be reformulated (for
an appropriately defined action of A) for the wreath product A ≀ Sd.
4. Extension to G(ℓ, k, d)
4.1. Complex reflection groups G(ℓ, k, d). For the rest of the article fix k ∈ Z>0
such that k|ℓ. The realization of S(ℓ, d) as the group of d× d matrices as described
in Subsection 2.1 contains an index k subgroup given by all matrices in S(ℓ, d) with
determinant in Cl/k, It is the complex reflection group G(ℓ, k, d). In this section
we generalize most of the above results to the case of G(ℓ, k, d). Our approach is
motivated by [HS].
4.2. The quotient groupoid Gk(ℓ,d). Let θ : ℓ→ ℓ denote the permutation sending
i to i+1 for i < ℓ and ℓ to 1. Then θ is a cycle of order ℓ. Consider the permutation
θk := θ
ℓ/k and let Hk be the group generated by θk, in particular |Hk| = k, the
order of θk.
The group Hk acts by automorphisms on G (ℓ,d) permuting the colors. More explic-
itly, this action is described as follow:
• For f ∈ G (ℓ,d) with f = (f(1), f(2), . . . , f(d)), we have
θk(f) = (θk(f(1)), θk(f(2)), . . . , θk(f(d))).
• For f, g ∈ G(ℓ,d) and σ ∈ G(ℓ,d)(f, g) we have θk(σ) = σ.
Note that the action ofHk on ℓ is free in the sense that the stabilizer of each element
is trivial. This implies that the action of Hk on G (ℓ,d) is free as well.
Denote by Gk(ℓ,d) the quotient groupoid G (ℓ,d)/Hk defined as follows:
• Objects of Gk(ℓ,d) are orbits of the action of Hk on objects of G (ℓ,d). For
f ∈ G (ℓ,d), we will denote the Hk-orbit of f by f
(k).
14 VOLODYMYR MAZORCHUK AND CATHARINA STROPPEL
• For f, g ∈ G (ℓ,d), elements in the set G
k
(ℓ,d)(f
(k), g(k)) are orbits of Hk on
the Hk-invariant set ∐
f ′∈f(k),g′∈g(k)
G (ℓ,d)(f
′, g′).
For σ ∈ G(ℓ,d)(f, g), we will denote the Hk-orbit of σ by σ
(k).
• For f ∈ G (ℓ,d), the identity morphism in G
k
(ℓ,d)(f
(k), f (k)) is e
(k)
f .
• The composition in Gk(ℓ,d) is the induced composition from G (ℓ,d).
Example 13. Let d = ℓ = 2 (the setup of Example 1) and take k = 2. Then
θ = θk swaps the two colors. The quotient groupoid G
k
(ℓ,d) has two objects:
o1 = { ◦ ◦ • • } and o2 = { ◦ • • ◦ }
There are no morphisms between these objects. Both endomorphism sets have two
elements. For the object o1 we have endomorphisms
 ◦ ◦
◦ ◦
• •
• •

 and

 ◦ ◦
◦ ◦
• •
• •
✚✚
✚
❩❩
❩


which form a group isomorphic to S2. For the object o2 we have endomorphisms
 ◦ ◦
◦ ◦
••
••

 and

 ◦◦
◦ ◦
• •
••
✚✚
✚
❩❩
❩


which form a group isomorphic to H2 = 〈θ〉 (which is also isomorphic to S2 by a
coincidence).
We denote by CGk(ℓ,d) the linearization of G
k
(ℓ,d) constructed similarly to the con-
struction of CG (ℓ,d) from G (ℓ,d) in Subsection 2.3.
4.3. Endomorphisms in Gk(ℓ,d). The group Hk acts naturally on the set Λ(ℓ, d)
of all types by permuting the indices (i.e. colors) of a type. We consider the set
Λ(ℓ, d)/Hk of the corresponding orbits. For λ ∈ Λ(ℓ, d), we denote by H
λ
k the
stabilizer of λ in Hk and by λ
(k) the orbit of λ with respect to the action of Hk.
Thus, in Example 13, the stabilizer of the type (2, 0) is trivial and the orbit of this
type contains one more element, namely (0, 2); while the stabilizer of the type (1, 1)
coincides with H2 and the orbit of (1, 1) contains no other elements.
As connected components of G (ℓ,d) are in bijection with Λ(ℓ, d), connected com-
ponents of Gk(ℓ,d) are in bijection with Λ(ℓ, d)/Hk. To determine simple CG
k
(ℓ,d)-
modules, we need to determine the endomorphism groups of objects in Gk(ℓ,d).
Let λ ∈ Λ(ℓ, d) and f ∈ G (ℓ,d) be of type λ. The assignment σ → σ
(k) de-
fines a homomorphism from G (ℓ,d)(f, f) to G
k
(ℓ,d)(f
(k), f (k)) which is injective,
since the action of Hλk is free. Hence, we can view G (ℓ,d)(f, f) as a subgroup
of Gk(ℓ,d)(f
(k), f (k)).
For a generator h ∈ Hλk consider the cyclic subgroup of G
k
(ℓ,d)(f
(k), f (k)) generated
by σ
(k)
(f,h(f)). Since the action of H
λ
k is free, all orbits of h have order |H
λ
k |. It
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follows that the order of σ
(k)
(f,h(f)) equals |H
λ
k | and hence H
λ
k can be identified with
the subgroup generated by σ
(k)
(f,h(f)) by mapping h ∈ H
λ
k to σ
(k)
(f,h(f)).
Lemma 14. Let λ ∈ Λ(ℓ, d) and f ∈ G (ℓ,d) be of type λ. Then
(12) Gk(ℓ,d)(f
(k), f (k)) ∼= Hλk ⋉ G (ℓ,d)(f, f).
Proof. That both Hλk and G (ℓ,d)(f, f) are subgroups of G
k
(ℓ,d)(f
(k), f (k)) with trivial
intersection follows from the construction. It is easy to check that G (ℓ,d)(f, f) is
normal. It remains to show that both sides of (12) have the same cardinality.
Clearly,
|Hλk ⋉ G (ℓ,d)(f, f)| = |H
λ
k | · |G (ℓ,d)(f, f)|.(13)
From the definition Gk(ℓ,d) we have that elements in G
k
(ℓ,d)(f
(k), f (k)) are identified
with Hλk -orbits on the set ∐
g′,g∈Hλ
k
f
G (ℓ,d)(g
′, g).
Using Hλk , we can move g
′ to f , which means that elements in Gk(ℓ,d)(f
(k), f (k)) can
be identified with elements in ∐
g∈Hλ
k
f
G (ℓ,d)(f, g)
and this set has cardinality exactly given by (13). The claim follows. 
4.4. Connection to G(ℓ, k, d). The vector space
A(ℓ,k,d) :=
⊕
f(k),g(k)∈Gk
(ℓ,d)
CG
k
(ℓ,d)(f
(k), g(k))
inherits from CGk(ℓ,d) the structure of a finite dimensional associative algebra over
C and there is a canonical equivalence of categories
(14) CGk(ℓ,d)-mod
∼= A(ℓ,k,d)-mod.
Lemma 15. There is a unique homomorphism Ψ : A(ℓ,k,d) → A(ℓ,d) of algebras
such that for f ∈ G (ℓ,d) we have
Ψ(f (k)) =
∑
g∈f(k)
g.
Moreover, this homomorphism is injective.
Proof. Uniqueness is clear as {f (k) | f ∈ G (ℓ,d)} forms a basis of A(ℓ,k,d). Injec-
tivity is clear as {f | f ∈ G (ℓ,d)} forms a basis of A(ℓ,d) and thus Ψ sends linear
independent elements to linear independent elements. To check that Ψ extends to
a homomorphism, it is enough to check that Ψ is compatible with composition in
Gk(ℓ,d). This follows directly from the definitions. 
Our main observation in this section is the following.
Theorem 16. The image of Φ−1Ψ coincides with the subalgebra C[G(ℓ, k, d)] in
C[S(ℓ, d)]. In particular, the algebras A(ℓ,k,d) and C[G(ℓ, k, d)] are isomorphic.
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Proof. As the dimensions of A(ℓ,k,d) and C[G(ℓ, k, d)] agree by (12), we only need to
check that each element in C[G(ℓ, k, d)] belongs to the image of Φ−1Ψ. For elements
in Sd this follows directly from the definitions. Therefore it remains to check the
statement for elements inside the subgroup K ⊂ S(ℓ, d) which corresponds to all
diagonal matrices. This subgroup has cardinality ℓd and is generated by s
(j)
0 , where
j = 1, 2, . . . , d. From (6), for and aj ∈ Z we have
Φ :
d∏
j=1
(
s
(j)
0
)aj
7→
∑
f
ξ
∑
j
ajf(j)
ℓ ef .
The effect of the action of θk (which maps the color s to s+
ℓ
k ) on the latter is∑
f
ξ
∑
j
aj(f(j)+
ℓ
k
)
ℓ ef .
Note that the diagonal matrix with entries ξ
aj
ℓ , where j = 1, 2, . . . , d, belongs to
G(ℓ, k, d) if and only if k divides
∑
j aj . In the latter case, ℓ divides
ℓ
k
∑
j aj , which
implies that Φ(x) is Hk-invariant for every x ∈ K ∩G(ℓ, k, d). Note that the group
K ∩G(ℓ, k, d) has order ℓ
d
k .
Let D be the subalgebra of A(ℓ,d) generated by all ef , where f ∈ G (ℓ,d). Then
the action of Hk preserves D and is free on D. Therefore the algebra D
Hk of all
Hk-invariant elements in D has dimension
ld
k . Comparing this with the previous
paragraph, we thus get Φ(C[K]) = DHk . The statement of the theorem follows. 
4.5. Simple Gk(ℓ,d)-modules versus simple G (ℓ,d)-modules. Consider the set
Λ(ℓ, d)/Hk and let Γ ⊂ Λ(ℓ, d) be a cross-section of the Hk-orbits. Choose any
λ ∈ Γ and p ∈ Tλ. Then for each z ∈ Hk we have z · λ ∈ Λ(ℓ, d) and z · p ∈ Tz·λ.
Consider the G(ℓ,d)-module Qp defined as follows:
• Qp(f) :=
{
Sz·p, if λf = z · λ for some z ∈ Hk;
0, if λf 6∈ λ
(k).
• For any f, g such that λf = λg = z ·λ for some z ∈ Hk, any π ∈ G (ℓ,d)(f, g)
and any v ∈ Sz·p, we set
Lp(π) · v := σg,z·fλπσz·fλ,f (v).
• Extend this action to the whole of CG (ℓ,d) by linearity.
Comparing this with the definition of Lθi
k
(p) in Subsection 2.4, we get an isomor-
phism of G (ℓ,d)-modules
Qp ∼=
[Hk:H
λ
k ]⊕
i=1
Lθi
k
(p).
The group Hk acts on Qp by permuting colors and twisting the action of G (ℓ,d)
accordingly. This action of Hk is free and induces a free action of Hk on the
corresponding A(ℓ,d)-module (denoted with the same symbol)
Qp :=
⊕
f∈G (ℓ,d)
Qp(f).
Then Hk acts by A(ℓ,k,d)-automorphism on Qp since A(ℓ,k,d) is exactly the set of
fixed points in A(ℓ,d) with respect to the action of Hk.
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For m ∈ k, consider the ξmℓ -eigenspace for θk:
Qmp := {v ∈ Qp | θk · v = ξ
m
ℓ v}.
Since the action of Hk commutes with the action of A(ℓ,k,d), the space Q
m
p is an
A(ℓ,k,d)-submodule of Qp.
Assume that f and g are of the same type. Then, thanks to Lemma 14, every
element σ(k) ∈ Gk(ℓ,d)(f
(k), g(k)) can be uniquely written in the form
(15) σ(k) = (σ
(k)
(f,h(f)))
t · π(k)
for some t ∈ {1, 2, . . . , |Hλk |} and π ∈ G (ℓ,d)(f, f).
Translating from A(ℓ,k,d) to G
(k)
(ℓ,d) via the equivalence (14), we get that the A(ℓ,k,d)-
module Qmp corresponds to the G
(k)
(ℓ,d)-module L(p,m) defined as follows:
• L(p,m)(f
(k)) :=
{
Sp, if f ∈ λ
(k);
0, if f /∈ λ(k).
• L(p,m)(f
(k)) := Sp if f ∈ λ
(k).
• For any f, g of type λ, any σ ∈ G (ℓ,d)(f, g) and any v ∈ Sp write σ
(k) in
the form (15) and set
L(p,z)(σ
(k)) · v := ξ
ℓ
|Hλ
k
|
·t·m
ℓ · π(v).
• Extend the action to the whole of G
(k)
(ℓ,d) by linearity.
For λ ∈ Γ denote by T
(k)
λ the set of all pairs (p,m), where p ⊢ λ is a multi-partition
and m ∈ |Hλk |. Our main result here is the following:
Theorem 17. The set of all L(p,m), where
(p,m) ∈
⋃
λ∈Γ
T(k)p ,
is a cross-section of isomorphism classes of simple G
(k)
(ℓ,d)-modules.
Proof. The fact that each L(p,m) is simple is clear as L(p,m) takes non-zero values
on a connected component of the groupoid G
(k)
(ℓ,d), and each nonzero L(p,m)(f) is a
simple module already over G (ℓ,d)(f, f), which is a subgroup of G
(k)
(ℓ,d)(f, f).
From Theorem 16 we know that simple G
(k)
(ℓ,d)-modules correspond to simple A(ℓ,k,d)-
modules and the latter can be obtained by restricting simple A(ℓ,d)-modules. The
latter are classified by Proposition 3(ii). This and our construction of L(p,m) above
implies that the set of all L(p,m) (for all p and m) contains all simple G
(k)
(ℓ,d)-module
(up to isomorphism).
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Finally, we see directly from the definition we see that L(p,m) ∼= L(p,m+|Hλ
k
|). From
Lemma 14 it follows that L(p,m)(f) for p ⊢ λf and m ∈ |H
λf
k | is a correct in-
dexing set for simple G
(k)
(ℓ,d)(f
(k), f (k))-modules (see e.g [Se, Subsection 8.2]). This
completes the proof. 
For a general exposition of representation theory of wreath products, see [CSST],
[JK], [Se].
Corollary 18. Let λ ∈ Λ(ℓ, d) and p ∈ Tλ. Then
Res
A(ℓ,d)
A(ℓ,k,d)
Lp ∼=
⊕
m∈|Hλ
k
|
L(p,m).
Proof. This follows directly from the construction of L(p,m). 
4.6. Schur-Weyl duality for G(ℓ, k, d). For n = ℓm with m > d take p =
(m,m, . . . ,m) ∈ Zℓ>0 and consider the action of GLp on V = C
n as in Subsec-
tion 3.2. Consider further the free product GLp ∗Z and let the generator 1 of Z act
on Cn by mapping vi to vi+ ℓ
k
m, with the convention that vs = vs−n for s > n. Our
main observation in this subsection is the following result (for k = ℓ the quantum
version of this result appears in [HS]).
Theorem 19. The action of GLp ∗Z and the restricted action of A(ℓ,k,d) on V
⊗d
have the double centralizer property
V ⊗d
A(ℓ,k,d)
kk
GLp∗Z
33
in the sense that they generate each others centralizers.
Proof. Consider the action of G (l,k) on V
⊗d as described in Subsection 3.3. The
left action of the additional group Z corresponds to the permutation of colors as
given by the group Hk. Therefore the subalgebra A(ℓ,k,d) of Hk-invariants in A(ℓ,d)
centralizes the action of GLp ∗ Z. Since the action of Hk is free and the action
of A(ℓ,d), and hence also of A(ℓ,k,d), is faithful (see Subsection 3.6), the double
centralizer property follows by locally comparing dimensions (as the left action
increased by a factor of k while the right action decreased by the same factor). 
References
[APR1] R. Adin, A. Postnikov, Y. Roichman. Combinatorial Gelfand models. J. Algebra 320
(2008), no. 3, 1311–1325.
[APR2] R. Adin, A. Postnikov, Y. Roichman. A Gelfand model for wreath products. Israel J.
Math. 179 (2010), 381–402.
[ATY] S. Ariki, T. Terasoma, H. Yamada. Schur-Weyl reciprocity for the Hecke algebra of (Z/rZ)≀
Sn. J. Algebra 178 (1995), no. 2, 374–390.
[BW] H. Bao, W. Wang. A new approach to Kazhdan-Lusztig theory of type B via quantum
symmetric pairs, arXiv:1310.0103.
[Ca] H. Can. Representations of the generalized symmetric groups. Beitra¨ge Algebra Geom.
37 (1996), no. 2, 289–307.
[CF] F. Caselli, R. Fulci. Refined Gelfand models for wreath products. European J. Combin.
32 (2011), no. 2, 198–216.
[CM] F. Caselli, E. Marberg. Isomorphisms, automorphisms, and generalized involution models
of projective reflection groups. Israel J. Math. 199 (2014), no. 1, 433–483.
G(ℓ, k, d)-MODULES VIA GROUPOIDS 19
[CSST] T. Ceccherini-Silberstein, F. Scarabotti, F. Tolli. Representation theory of wreath prod-
ucts of finite groups. Journal of Mathematical Sciences 156 (2009), Issue 1, pp 44–55.
[ES1] M. Ehrig, C. Stroppel. Nazarov-Wenzl algebras, coideal subalgebras and categorified skew
Howe duality. Preprint arXiv:1310.1972.
[ES2] M. Ehrig, C. Stroppel. 2-row Springer fibres and Khovanov diagram algebras for type D.
Preprint arXiv:1209.4998. To appear in Canad. J. Math.
[GM] O. Ganyushkin, V. Mazorchuk. Classical finite transformation semigroups. An introduc-
tion, Algebra and Applications, 9. Springer, 2009.
[GW] R. Goodman, N. Wallach. Symmetry, representations, and invariants. Graduate Texts in
Mathematics, 255. Springer, 2009.
[Gr] C. Grood. A Specht module analog for the rook monoid. Electron. J. Combin. 9 (2002),
no. 1, Research Paper 2, 10 pp.
[HRa] T. Halverson, A. Ram. q-rook monoid algebras, Hecke algebras, and Schur-Weyl duality.
J. Math. Sci. 121 (2004), no. 3, 2419–2436.
[HRe] T. Halverson, M. Reeks. Gelfand Models for Diagram Algebras. J. Algebraic Combin. 41
(2015), no. 2, 229–255.
[Hu] J. Hu. Schur-Weyl reciprocity between quantum groups and Hecke algebras of type
G(r, 1, n). Math. Z. 238 (2001), no. 3, 505–521.
[HS] J. Hu, T. Shoji. Schur-Weyl reciprocity between quantum groups and Hecke algebras of
type G(p, p, n). J. Algebra 298 (2006), no. 1, 215–237.
[IRS] N. Inglis, R. Richardson, J. Saxl. An explicit model for the complex representations of
Sn. Arch. Math. (Basel) 54 (1990), no. 3, 258–259.
[JK] G. James, A. Kerber. The representation theory of the symmetric group. Encyclopedia of
Mathematics and its Applications, 16. Addison-Wesley Publ. Co., Reading, Mass., 1981.
[Ke] A. Kerber. Zur Darstellungstheorie von Kranzprodukten. Canad. J. Math. 20 (1968),
665–672.
[KP] H. Kraft, C. Procesi. Classical invariant theory, a primer. Manuscript, 1996. available at:
http://jones.math.unibas.ch/∼kraft/Papers/KP-Primer.pdf
[KM2] G. Kudryavtseva. V. Mazorchuk. Combinatorial Gelfand models for some semigroups and
q-rook monoid algebras. Proc. Edinb. Math. Soc. (2) 52 (2009), no. 3, 707–718.
[KM1] G. Kudryavtseva. V. Mazorchuk. On presentations of Brauer-type monoids. Cent. Eur. J.
Math. 4 (2006), no. 3, 413–434.
[Mar] I. Marin. Branching properties for the groups G(de, e, r). J. Algebra 323 (2010), no. 4,
966–982.
[Maz] V. Mazorchuk. Combinatorial Gelfand models for semisimple diagram algebras. Milan J.
Math. 81 (2013), no. 2, 385–396.
[Mo] D. Moon. A diagram realization of complex reflection groups and Schur-Weyl dualities.
Trends in Mathematics. Information Center for Mathematical Sciences 8 (2005), no. 2,
119–127.
[Os] M. Osima. On the representations of the generalized symmetric group. Math. J. Okayama
Univ. 4, (1954). 39–56.
[Re] A. Regev. Double centralizing theorems for wreath product. Contemp. Math. 34 (1984),
67–72.
[SUI] M. Saeed-Ul-Islam. Irreducible representations of the generalized symmetric group Bmn .
Glasgow Math. J. 29 (1987), no. 1, 1–6.
[Sa] B. Sagan. The symmetric group. Representations, combinatorial algorithms, and symmet-
ric functions. Second edition. Graduate Texts in Mathematics 203. Springer, 2001.
[SaSh] M. Sakamoto, T. Shoji. Schur-Weyl reciprocity for Ariki-Koike algebras. J. Algebra 221
(1999), no. 1, 293–314.
[SaSt] A. Sartori, C. Stroppel, Coidal subalgebras: PBW theorem and representation theory I,
preprint.
[Sch2] I. Schur. U¨ber die rationalen Darstellungen der allgemeinen linearen Gruppe. Sitzungs-
berichte Akad. Berlin (1927), 58–75. Reprinted in: I. Schur. Gesammelte Abhandlungen
III. Springer, 1973, 68–85.
[Sch1] I. Schur. U¨ber eine Klasse von Matrizen die sich einer gegebenen Matrix zuordnen lassen.
Thesis, Berlin, 1901. Reprinted in: I. Schur, Gesammelte Abhandlungen I. Springer, 1973,
1–70.
[Se] J.-P. Serre. Linear representations of finite groups. Graduate Texts in Mathematics 42.
Springer, 1977.
[Sh] T. Shoji. A Frobenius formula for the characters of Ariki-Koike algebras. J. Algebra 226
(2000), no. 2, 818–856.
[Sol] L. Solomon. Representations of the rook monoid. J. Algebra 256 (2002), no. 2, 309–342.
20 VOLODYMYR MAZORCHUK AND CATHARINA STROPPEL
[Sp] W. Specht, Eine Verallgemeinerung der symmetrischen Gruppe. Berl. Seminar 1 (1932),
1–32.
[We] H. Weyl. The Classical Groups: Their Invariants and Representations. Princeton Univer-
sity Press, 1939.
Volodymyr Mazorchuk, Department of Mathematics, Uppsala University, Box 480,
751 06, Uppsala, SWEDEN, mazor@math.uu.se
Catharina Stroppel, Mathematisches Institut, Universita¨t Bonn,
Endenicher Allee 60, D-53115, Bonn, GERMANY,
stroppel@math.uni-bonn.de
