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RESUMEN










de gran relevancia en las tareas de planeación y 
control de redes. Por lo anterior este artículo pre-
tende iniciar al lector en modelos estadísticos con 
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datos. Este modelamiento en series de tiempo está 

















intends to initiate the reader into statistical models 














based on measures of events with a periodic base.
1. Introducción
Las nuevas características en las capacidades y en 
las demandas de las actuales redes de datos em-
piezan a develar inconsistencias entre los modelos 
tradicionales –no correlacionados, como Poisson– y 
las medidas observadas, especialmente en lo refe-
rente a estructuras de correlación, se expanden a 
lo largo de diferentes escalas de tiempo, lo cual 









demasiado complejo para ser modelado mediante 





el proceso de conteo de Poisson– ofrecen una gran 
tratabilidad matemática, pero no son capaces de 












[3]. Las series de tiempo tienen como objetivo 
central desarrollar modelos estadísticos que expli-
quen el comportamiento de una variable aleatoria 
que varía con el tiempo, lo que permit estimar 
pronósticos futuros de dicha variable aleatoria [21 
y 35]. Por lo anterior dichos modelos estadísticos 
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   
	-
ra, reservación de recursos, monitoreo de la red, 
detección de anomalías y producción de modelos 





determinado [7, 22 y 41].




JENKINS lograron crear una metodología bastan-
te práctica para estimar los modelos de series de 






estabiliza la varianza, y se eliminan la tendencia 






y se estima un modelo que explica la estructura 




aplican transformaciones inversas que permi-
tan establecer la variabilidad, la tendencia y la 
estacionalidad de la serie original. 
* 6  	    	
8  
correlación de sus residuales, si éstos llegan a 
presentar algún tipo de correlación entonces se 
vuelven a estimar nuevos parámetros, es decir, 
se regresa al modelo hallado en la segunda viñe-





2.  Estado del arte
Nancy K. Groschwitz y George C. Polyzos en su 
trabajo A Time Series Model of Long-Term NSFNET 
	
 desarrollaron un modelo ARIMA 
* * *
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30 de junio del 1993; los datos fueron recolectados 
a través del protocolo de gestión de red SNMP. Los 
datos que se perdieron para algunos meses fueron 
estimados a través del mismo modelo de series de 
tiempo que se diseñó. Como la forma de poder 
modelar a través de Arima es garantizar que la 









con resultados satisfactorios a un año completo (ver 

=Q9k=?
Lionel Fillatre, en su trabajo Forecasting Seasonal 

, desarrolló un modelo SARIMA (Sea-
sonal Auto Regressive Integrated Moving Average) 
con base en las series de tiempo para pronosticar 
	
	{ #X 	 	 
obtuvieron a partir del protocolo SNMP a intervalos 
	!		#	
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desarrollaron un modelo FARIMA (p,d,q) (Frac-
tionally Integrated Autoregressive Moving Average 
Process), aprovechando la dependencia de rango 







la autocorrelación de los datos. El modelo Farima 
tiene la siguiente forma: 
              




















An Urban Network: Comparison Of Multivariate 
And Univariate Approaches, desarrolló un modelo 
STARIMA (single space-time ARIMA), para el cual 
los resultados no son muy satisfactorios, debido a 




María Papadopouli, Haipeng Sheng, Elias rafto-















yendo la planeación, el cubrimiento, la reserva de 
recursos, el monitoreo de la red y la detección de 
anomalías [3 y 46].
Este estudio se realizó con datos obtenidos en una 
escala horaria, es decir, los datos se tomaron cada 










en una metodología de series de tiempo. La extrac-
ción de la serie de tiempo original contó con un total 
de 488 AP –que pertenecen a tres series distintas 
de Cisco– ubicados en un área de 729 acres. Este 
proceso se realizó a través del protocolo SNMP, 
las solicitudes se enviaron entre las 9:00 a.m. del 
29 de septiembre del 2004 y las 12 a.m. del 30 de 
noviembre del mismo año para un total de 63 días, 





correspondieron a diversas situaciones como, por 






una fuerte periodicidad diaria, debido a esto el 
modelo desarrollado fue un ARIMA con caracterís-
tica de estacionalidad. Es interesante destacar que 
en todas las investigaciones consultadas, aunque 
pocas, coinciden en que el comportamiento del 
	 
  	     

de tiempo ARIMA, ya sea para una red alámbrica 
o una inalámbrica. Esto puede ser la causa de la 
autosemejanza detectada por muchos autores [12, 
29 y 32].
3. Desarrollando un modelo de tráfico 









un modelo matemático en general– es tomar una 











to que esta tecnología es la que actualmente está 
tomando auge en el ámbito de las redes de datos, 












video, presenta características fuertes de correlación 













de banda de cualquier red. Esta herramienta es tan 
poderosa que es utilizada por otras herramientas 
V	W&!	|
	-






utilizado en tiempo real a través de la red moni-















desarrollarán únicamente con los 672 primeros 
(correspondientes a siete días), los datos restantes se 
utilizarán para comparar y evaluar los pronósticos 
de cada una de las series [27 y 45]. 
3.1 Seleccionando el modelo adecuado 
El concepto de estacionariedad es de suma im-
portancia para el análisis de series de tiempo. En 
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general, para caracterizar completamente un pro-
ceso estocástico es necesario conocer la función de 
densidad conjunta de sus variables aleatorias; sin 
embargo, en la práctica no es realista pensar que 
esto se pueda lograr con una serie de tiempo. Como 
se mencionó anteriormente, en lo que respecta a la 





Lo anterior conduce a pensar que la serie mostrará 
el mismo comportamiento en términos generales, 






















considerados inicialmente [13 y 34].
De la observación de la serie de tiempo que nos 
atañe, se puede concluir fácilmente que ésta no es 
estacionaria, debido a que su media no es cero, aun-
que su varianza parece constante, dos condiciones 
imperiosas para que una serie de tiempo sea estacio-







cuyos resultados son: 
Dickey-Fuller Unit Root Test, Series TRAFI-
CO_REAL
Regression Run From 2007:01:15//62 to 
2007:01:21//95
Observations 611
With intercept with 60 lags
T-test statistic -1.49785







tacionaria, ya que el valor absoluto del test es menor 
al valor absoluto del valor crítico del 5% [26]. De 
acuerdo con los resultados obtenidos es necesario 
transformar la serie para volverla estacionaria. La 
transformación se realizó por medio de las primeras 
diferencias [10 y 16]. El modelo seleccionado es 
entonces el ARIMA, el cual, a diferencia de otros 
como el AR, MA o ARMA, permite realizar trans-




3.2. Estimando el modelo seleccionado 
Ahora que ya se tiene una serie estacionaria se 
deben determinar el orden de “p” (autoregresivo) 
y de “q” (promedio móvil); para esto se utiliza la 















el valor de “p” y “q” para construir el modelo ARI-
MA (p,d,q) que nos interesa. Entonces de la FAC 











Datos de Trafico Originales
Serie de Tiempo a Modelar













FAC ( q )











Funcion de Autocorrelacion Parcial
FACP ( p )
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Según los resultados de la FAC y la FACP se tiene 
el modelo presentado en la ecuación (2), para el 
	
          (2)
Ahora se tiene un fuerte candidato, hay que estimar-
lo. En la práctica ésta es una labor de cómputo, aquí 




software RATS (por encima inclusive del Software 
Eviews) por su gran potencialidad y estimación 
de máxima verosimilitud. Lo usual es pasar de la 
estimación inicial al análisis de los residuos; aquí se 
vuelven a buscar picos, pero ahora en los residuos. 
Estos picos revelan términos que uno debe incluir 




termina cuando los residuos ya no presentan corre-
laciones (picos) y se puede decir que son residuos 
de ruido blanco. [11, 38 y 42].
El procedimiento anterior se lleva a cabo hasta que 
la FAC y FACP de los residuales demuestren que 
no existe correlación alguna entre los residuales 
del modelo estimado, lo cual se logró luego de tres 
iteraciones adicionales, sin embargo, el número de 
parámetros obtenidos para el modelo correspon-
diente fue 18. Un modelo con un número grande 
de parámetros es un modelo que no presenta una 
buena parsimonia, por lo que se analizó el nivel 
    
	
 




Una vez realizado lo anterior es necesario validar 
nuevamente el modelo y dependiendo del resultado 








Modelo de Trafico Estimado
Modelo ARIMA












 Zt= –0.092467147 x Zt-6–0.090197053 x Zt-10
             +0.093022957 x Zt-18+at– 0.978862096 x at-1 (3)













4.  Una aplicación del modelo 
desarrollado
El modelo desarrollado tiene múltiples aplica-
ciones, en la medida en que sus pronósticos sean 
precisos en un rango tolerable; para este caso se 
129
Modelamiento y pronóstico de tráfico correlacionado
CÉSAR AUGUSTO HERNÁNDEZ SUÁREZ /FREDY HERNÁN MARTÍNEZ SARMIENTO/ ANDRÉS ESCOBAR DÍAZ
imágenes
aplicó el modelo desarrollado para encontrar, a 
partir de éste, un modelo que determine el retardo 
de los paquetes. Para encontrar un modelo mate-
mático para el retardo promedio de los paquetes en 
el sistema, es necesario conocer la tasa de salida y 








determina el valor de la tasa instantánea de llegada 
de paquetes, por lo que sólo haría falta determinar 
la tasa de salida de los paquetes. Para obtener un 









entrada con los que se modeló la ecuación (3), el 
resultado es la ecuación (4) [48 y 47].
109 0.01628520.1795532   tttt aaZZ           (4)
Como los modelos para las tasas de llegada y 
salida de paquetes arrojan datos instantáneos (en 
bits por segundo) se puede calcular el tiempo de 
retardo instantáneo para un solo bit y asumir dicho 




ción (3), y correspondientemente VS(t) al modelo 
	
^ QW	#	
de llegada TL para un único bit es:








S                      (5)
De la misma forma se tiene que el tiempo de salida 
TS para un único bit es:








S                  (6)
Ahora se puede determinar el tiempo de retardo 
instantáneo TR para un único bit como:
                         
LS
LSR VV
TTT 11                   (7)
Sin embargo, hay que hacer una salvedad impor-
tante, si el valor del tiempo de salida es menor al 




el retardo en teoría valdría cero. Digo en teoría, 
pues es posible que en ese momento aún existan 
paquetes en cola, por lo que los nuevos arribos 
tendrán que esperar un tiempo TR* determinado 
por el cociente del número de paquetes en cola NR 
entre la diferencia de las velocidades instantáneas 
de salida y llegada, como se indica en la ecuación 
(8) [17 y 49].






*                             (8)
Ahora el numero de paquetes NR* que experimen-
tarían el retardo TR* está dado por la ecuación (9), 
siempre y cuando durante dicho tiempo la diferen-
cia entre la velocidad de salida y la velocidad de 
llegada permanezca constante y mayor que cero.
                         ** RLR TVN                           (9)
Ahora bien, si lo que se desea es determinar el retar-
do promedio E[TR] en lugar del retardo instantáneo, 






instantáneo, es decir, se realiza el promedio de “n” 
valores adyacentes de retardo instantáneo. 





























             (10)













es uno de los factores de desempeño de un modelo 
	

los residuos dividida por el tamaño de la muestra, 








qué tan parecida es la serie modelada con la real 
[33 y 25].
La similaridad entre la serie original y la desarro-
llada se podría evidenciar en una forma cualitativa 
^ 	Q   
   

correspondientes, de las que también se concluye 
0
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que el modelo ARIMA es un buen modelo de la 
serie de tiempo original. Sin embargo, debido a que 
se buscan criterios cuantitativos que determinen 
de forma objetiva el mejor modelo desarrollado, 
se calculó el criterio de calidad de ajuste para el 
modelo desarrollado el cual arrojó un valor de 
171,413; no obstante, este dato no dice mucho por 
sí solo, si no se puede comparar con otro, además 




capturada [40 y 5]. 
En la realidad se puede sostener la tesis de que un 
modelo es realmente útil sólo en la medida en que 
anticipa la evolución de la variable. En este sentido 
se esta aceptando que se espere a que vengan las 
futuras observaciones para después analizar la ca-
lidad del modelo. Esto se denomina una evaluación 
ex-post, y es una validación más fuerte en el sentido 
común, que el análisis de residuos [36 y 18].
Para el modelo desarrollado se pronosticaron 
_=} ^_=}YY<}_Q 	  	
 # 








los pronósticos en función de estadísticos como el 









modelo desarrollado para pronosticar los respecti-
		
9>?
Tabla 1. Evaluación de pronósticos
Modelo Desarrollado Modelo ARIMA
Error Cuadrático Medio 2,266523%
Desviación Estándar en Valor Absoluto 5,932770%
Coeficiente de Correlación 0,998136212
Calidad de Ajuste 4306,278315
Es realmente interesante analizar la capacidad de 
predicción que posee el modelo ARIMA ya que 





siguientes, según la desviación estándar en valor 
absoluto. Pero ¿qué tanto tiempo a futuro podría 
mantener tan fantásticos pronósticos? [30 y 43]. 
6. Conclusiones
La ventaja de la determinación de parámetros de 
calidad de servicio a partir de modelos correlacio-
nados como las series de tiempo y en especial el 
modelo ARIMA, se fundamenta para el caso de 






de correlación de características similares en los 
retardos. 









series de tiempo como la de Promedios Móviles 
(MA) no logra capturar toda la dinámica de la se-
rie; otros modelos, como el AutoRregresivo (AR), 
proporcionan realizaciones bastante parecidas en 











correlacionadas, como la que nos ocupa, exhibe uno 
o más parámetros de una componente autorregresi-
va y al mismo tiempo uno o más parámetros de una 
componente de promedio móviles, sugeridos por las 
funciones de autocorrelación y autocorrelación par-
cial, proponiendo como fuerte candidato un modelo 
ARIMA. La inclusión de ambas componentes tiene 
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de parámetros necesarios para modelar la serie 
original, tal y como se demostró en el desarrollo de 
dicho modelo. La evaluación realizada al modelo 
basado en series de tiempo implicó en su totalidad 
algún tipo de estadístico alrededor de los residuales 
(diferencia entre el valor real y el estimado por el 
modelo), para los cuales el modelo ARIMA obtuvo 
resultados satisfactorios además de un alto grado 
 0   |		  
pronósticos.
Las series de tiempo, en especial los modelos Au-
torregresivos e Integrados con Promedios Móviles 












   	
como el más apropiado, exhibe un desempeño 
bastante alto en relación con la magnitud de sus 
residuales, los cuales no experimentaron correla-
ción alguna.
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