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Título: Control de Errores a nivel de enlace de datos. 
Resumen 
La manera normal de asegurar que una trama llegue correctamente a su destino es proporcionando al transmisor tramas de 
control especiales que contengan acuses de recibo positivos (la trama llegó correctamente) y negativos (algo falló y la trama debe 
transmitirse otra vez). Hay que tener en cuenta la posibilidad de que desaparezca una trama completa. El transmisor se quedará 
esperando eternamente un acuse de recibo. Los diseñadores de redes han desarrollado dos estrategias básicas para manejar los 
errores: Detección de errores y corrección de errores. 
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Title: Error Control level data link. 
Abstract 
The normal way to ensure that a frame reaches its destination correctly is providing special control transmitter frames containing 
positive acknowledgments ( the frame arrived correctly) and negative ( something went wrong and the frame must be transmitted 
again). It must take into account the possibility that a complete frame disappears. The transmitter will remain forever waiting for 
an acknowledgment. Network designers have developed two basic strategies for handling errors: Error detection and error 
correction. 
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La manera normal de asegurar que una trama llegue correctamente a su destino es proporcionando al transmisor 
tramas de control especiales que contengan acuses de recibo positivos (la trama llegó correctamente) y negativos (algo 
falló y la trama debe transmitirse otra vez). 
Hay que tener en cuenta la posibilidad de que desaparezca una trama completa. El transmisor se quedará esperando 
eternamente un acuse de recibo. Por ello se introducen temporizadores en la capa de enlace, de forma que cuando el 
trasmisor envía una trama, se pone en marcha un temporizador que se ajusta de modo que termine cuando haya 
transcurrido un intervalo de tiempo suficiente para que la trama llegue a su destino, se procese y el acuse de recibo se 
propague de regreso al transmisor. Si expira el temporizador, la trama será retransmitida. 
A consecuencia de esta retransmisión, existe la posibilidad de que lo que se pierda sea el acuse de recibo, y que el 
receptor acepte la misma trama dos o más veces. Para evitar que ocurra esto, es necesario asignar números de secuencia 
a las tramas de salida. 
Los diseñadores de redes han desarrollado dos estrategias básicas para manejar los errores: Detección de errores y 
corrección de errores. 
1. DETECCIÓN DE ERRORES 
1.1. Paridad simple 
Junto con la información, transmitimos una serie de bits que indican la cualidad de los bits a emitir. Añadimos a una 
secuencia de bits un bit, denominado bit de paridad, para el control de errores. Las alteraciones se detectan por 
comparación con los bits de paridad. Existen dos tipos de paridad simple. 
 Paridad par: si el número de unos es par añadimos un 0, de forma que el número de unos transmitidos es siempre 
par. 
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 Paridad impar: si el número de unos es par añadimos un 1, de forma que el número de unos transmitidos es 
siempre impar. 
 
Cuando el mensaje llega al receptor, éste calcula de nuevo la paridad, de forma que, si el bit de paridad no coincide, 
sabe que se ha producido un error. 
1.2. Paridad de bloque 
Es una extensión de la paridad simple, y consiste en organizar n mensajes de m bits cada uno componiendo una tabla 
de n*m bits, donde se calculan los bits de paridad tanto para filas como para columnas.  
En el caso de que se produzca error en varios bits, este método es capaz de detectarlos, pero no de corregirlos, 
mientras que en errores simples no sólo detecta, sino que además corrige errores. 
1.3. Códigos de redundancia cíclica (CRC) 
Los códigos CRC se basan en la inclusión, al final de la palabra original, de una serie de dígitos redundantes que 
permiten detectar errores en varios dígitos. Estos dígitos no se generan a partir de la paridad de los bits de información, 
sino que utilizan un método más elaborado. 
Los pasos que siguen en la transmisión de la información utilizando un código CRC se resumen en: 
1. Dada una palabra en binario natural de N bits, se le añaden R dígitos al final de ella, todos con el valor “0”; al 
valor de R se la llama grado del código. 
2. La cadena de bits anterior se divide por otra palabra, llamada polinomio generador, de longitud igual a R+1. La 
división se realizará siempre en binario. 
3. A la cadena obtenida en el punto 1 se le resta el resto obtenido en la división binaria del punto 2. Así se obtiene la 
palabra codificada en CRC, que tiene la propiedad de ser divisible por el polinomio generador. 
 
Existen tres códigos CRC que se utilizan ampliamente: 
 CRC-12: Su polinomio generador es “1100000001111” y se utiliza para palabras de datos de 6 bits. 
 CRC-16: Su polinomio generador es “11000000000000101” y se utiliza para palabras de datos de 8 bits. 
 CRC-CCITT: Su polinomio generador es “1000100000010001” y se utiliza para longitudes de palabra de datos de 8 
bits. 
 
2. CORRECCIÓN DE ERRORES 
2.1. Códigos de Hamming 
Consiste en introducir más de un bit de paridad por cada palabra, de forma que, si el número de bits de paridad es el 
adecuado, se puede detectar en qué dígito se ha producido el error, y por tanto corregirlo. A diferencia de los códigos de 
paridad simple, donde el dígito de paridad se genera a partir de todos los de información, en este caso cada bit de paridad 
se genera a partir de un grupo de dígitos de información (no todos ellos), incluyendo a él mismo. 
El método es el siguiente: los bits de la palabra código se numeran consecutivamente, comenzando por el bit 1 a la 
izquierda. Los bits que son potencias de dos son bits de comprobación. El resto se rellenan con los m bits de datos. Cada 
bit de comprobación obliga a que la paridad de un grupo de bits, incluyéndolo a él mismo, sea par (o impar). Un bit puede 
estar incluido en varios cálculos de paridad. Para ver a qué bits de comprobación contribuye el bit de datos en la posición 
K, se reescribe k como una suma de potencias de 2. Por ejemplo, 11=1+2+8. Se comprueba un bit solamente por los bits 
de comprobación que ocurren en su expansión (por ejemplo, el bit 11 es comprobado por los bits 1,2 y 8). 
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Al llegar una palabra código, el receptor examina cada bit de comprobación k para ver si tiene la paridad correcta. Si no, 
suma k al contador. Si el contador es igual a cero tras haber examinado todos los bits de comprobación, la palabra código 
se acepta como válida. Si el contador es diferente de cero, contiene el número del bit incorrecto. Por ejemplo, si los bits de 
comprobación 1, 2 y 8 tienen errores, el bit invertido es el 11. 
2.2. Sistemas de corrección de errores por retransmisión 
Parada y espera.  
En este método, el emisor envía el mensaje y se queda con una copia en espera de que el receptor le confirme o 
rechace el mensaje enviado mediante un mensaje de aceptación (ACK) o de rechazo (NACK), indicando si ha llegado 
correctamente o no. 
Si llega al emisor un ACK enviará un nuevo mensaje, y si llega un NACK o no llega un ACK en un tiempo establecido, se 
retransmite el mensaje. 
La ventaja de este sistema es que las trasmisiones son muy seguras y fácilmente gobernables, mientras que presenta 
como inconveniente la introducción de retardos no deseados. 
 
Envío continuo. 
En este método se fraccionan los mensajes numerando cada fragmento, de forma que se envían dichos fragmentos de 
forma continuada. En receptor envía un NACK con el número de fragmento sólo en caso de detectar alguno erróneo. Esta 
técnica requiere la implementación de una ventana deslizante. 
Existen dos variantes: ARQ con vuelta atrás N (se retransmiten todas las tramas desde la rechazada) y ARQ con rechazo 
selectivo (sólo se retransmitirá la trama rechazada).  
 
 ● 
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