Although GPUs are being widely adopted in order to noticeably reduce the execution time of many applications, their use presents several side effects such as an increased acquisition cost of the cluster nodes or an increased overall energy consumption. To address these concerns, GPU virtualization frameworks could be used. These frameworks allow accelerated applications to transparently use GPUs located in cluster nodes other than the one executing the program.
Introduction
GPUs (Graphics Processing Units) are used in many data centers in order to accelerate the execution of applications from areas as different as Big Data [1] , computational algebra [2] , chemical physics [3] , finance [4] , image analysis [5] , or biology [6] , among others. The existence of libraries and programming models such as CUDA (Compute Unified Device Architecture) [7] has noticeably supported the introduction of GPUs into data centers. However, despite the remarkable reductions in application execution time enabled by GPUs, their usage is not exempt from several concerns. For instance, acquisition cost of cluster nodes containing GPUs is noticeably increased. Furthermore, this side effect is exacerbated by a usually low GPU utilization, which is the result of applications not being able to keep these accelerators busy all the time. Notice, however, that GPUs still consume energy even when idle, thus increasing overall power requirements.
In order to alleviate the concerns related to the use of GPUs, these devices might be virtualized so that they are seamlessly shared among several concurrent applications. Additionally, in order to provide a higher degree of flexibility, GPU virtualization frameworks may be designed in such a way that they provide applications access to GPUs located at nodes other than the one where the application is being executed. This is the case of remote GPU virtualization frameworks, which detach GPUs from nodes, in a logical way, thus creating a pool of GPUs that can be used from any node of the cluster, as shown in Figure 1 . Nodes owning GPUs become GPU servers whereas nodes that execute applications become clients. This logical configuration is so flexible that it also allows to execute GPU-accelerated applications in nodes owning GPUs so that they become clients from other GPU servers. Frameworks such as DS-CUDA [8] , gVirtuS [9] , GViM [10] , and rCUDA [11] implement this idea of remote GPU virtualization.
Remote GPU virtualization frameworks provide applications with transparent access to GPUs located at other cluster nodes. In this regard, these frame- works provide the same API (Application Programming Interface) and behavior than CUDA, despite of using a remote GPU instead of a local one. In particular, these frameworks are designed to offer the same API as the NVIDIA Runtime API [7] does. Furthermore, all remote GPU virtualization frameworks are still under construction and therefore their support for CUDA is improved over time. This is, for instance, the case for the rCUDA framework, which provides support for most of the CUDA functions in the Runtime and Driver APIs but still lacks support for peer-to-peer (P2P) memory copies between remote GPUs located in different cluster nodes. Notice that this support is also missing in the rest of GPU virtualization frameworks currently available (Section 3 provides a revision of the available frameworks), being the reason for this lack of support the complexity for addressing it in an efficient way.
In order to better introduce the idea around P2P memory copies, Figure 2 presents the possible scenarios when carrying out this kind of memory copies with CUDA and rCUDA. As we can see, with CUDA there is only one possible scenario, depicted in Figure 2 (a), where the GPUs are located in the same node and are interconnected by the PCIe link. On the contrary, when using rCUDA there are two possible scenarios for performing copies between remote GPUs:
(i) the remote GPUs are located in the same remote node and are interconnected Prior to this work, rCUDA already supported the first scenario exposed in Figure 2 (b). In this manner, it was possible to carry out memory copies between remote GPUs located in the same server node. However, the second scenario presented in Figure 2 (c) was not supported. In this regard, although the scenario depicted in Figure 2 (c) may not be strictly required for many use cases, having the flexibility to use any of the GPUs in the cluster regardless of their exact location provides a large improvement in overall performance, as shown in [12] .
Additionally, remote GPU virtualization frameworks aim to provide the same semantics as CUDA does. Therefore, providing support within the virtualization framework for P2P memory copies between remote GPUs located in different nodes is mandatory.
In this paper we explore different options to implement memory copies between remote GPUs located in different nodes of the cluster. We use the rCUDA middleware as case study in this exploration because it is the most outperforming both in periodic updates and also regarding throughput [13] , as it will be shown in Section 3. In this way, researching on different mechanisms to efficiently implement this support is the major contribution of this work, where we show how we have adapted rCUDA to accomplish this purpose. To the best of our knowledge, this is the first analysis on this kind of memory copies, given that none of the existing GPU virtualization frameworks provides support for P2P memory copies between remote GPUs located in different nodes.
The rest of the paper is organized as follows. Section 2 presents previous work, mainly related to the GPUDirect RDMA mechanism implemented by NVIDIA. Section 3 provides the reader with the required background on the GPU virtualization mechanism and frameworks. Later, Section 4 addresses the main goal of this work, where we explore different options to carry out memory copies between remote GPUs located in different cluster nodes. A performance comparison is carried out among the several implementation options considered in this study. A synthetic benchmark is leveraged to that end. Next, Section 5 provides a performance evaluation of the implemented P2P copies within the rCUDA middleware using a real application. Finally, Section 7 summarizes the main conclusions of this paper.
Related Work on P2P Memory Copies
In order to efficiently copy data between the memory of GPUs located in different nodes of the cluster, NVIDIA introduced GPUDirect RDMA [14] in 2012. It is a technology that enables, by using standard features of the PCIe link, a direct path for data exchange between the GPU and a third-party peer device, such as an InfiniBand network adapter (see Figure 3 ). Support for GPUDirect RDMA was introduced by Mellanox into its InfiniBand network adapters [15] in order to provide high-speed InfiniBand networking for GPU-to-GPU communications.
Exploring the use of GPUDirect RDMA for InfiniBand networks has become very popular since it appeared. In this manner, a lot of researchers have attempted to use this technology for improving performance in different scenarios. One such example is the work by Hamidouche et al. in [16] , which investigates the use of GPUDirect RDMA for improving the communication operations of OpenSHMEM, a Partitioned Global Address Space (PGAS) programming model. Another such example can be found in the work by Younge et al. in [17] , where GPUDirect RDMA is one of the technologies used for running high performance molecular dynamics simulations in virtualized environments.
Other researchers have also presented improvements in the field of Message Passing Interface (MPI) communication libraries. For instance, Potluri et al. in [18] increase the efficiency of the inter-node MPI communication library MVAPICH2 [19] by using GPUDirect RDMA.
In addition to all the previous works referred above, an extensive perfor-mance analysis of NVIDA GPUDirect RDMA over InfiniBand [20] shows the real capabilities of this technology when used in modern server platforms. Regarding bandwidth, the study concludes that GPUDirect RDMA is faster than a staging approach 1 for message sizes up to 400-500KB. For larger data sizes, staging to/from host memory and moving data via InfiniBand using regular RDMA probably provides better performance.
With respect to latency, according to the authors of the study, GPUDirect RDMA provides low latency, usually below 2µs, which is better than staging to/from host memory and moving data via InfiniBand using regular RDMA.
In this regard, the authors state that using intermediate buffers requires either synchronous (cudaMemcpy) or asynchronous (cudaMemcpyAsync) memory copies, which take around 8µs and 9µs, respectively. Additionally, we have to add the InfiniBand host-to-host latency: 1.3µs. Thus, the expected GPU-to-GPU latency would be: 8µs (cudaMemcpy from GPU 1 to host 1) + 1.3µs (copy from host 1 to host 2) + 8µs (cudaMemcpy from host 2 to GPU 2). This is clearly larger than the latency provided by GPUDirect RDMA.
Background on GPU Virtualization
The remote GPU virtualization technique allows an accelerated application to be executed in cluster nodes which do not own a GPU. In this manner, GPUs located in other nodes of the cluster are assigned to the application. Note that the application is not aware of using a remote GPU. In fact, the application source code does not need to be modified because the GPU virtualization middleware transparently manages the access to remote GPUs. Additionally, remote GPUs can be concurrently shared among several accelerated applications. During the last years, different remote GPU virtualization frameworks have 1 A staging approach comprises copying from the source GPU memory to host memory; then copying from host memory to remote host memory using regular RDMA, instead of GPUDirect RDMA; and finally, in the remote node, copying from host memory to the destination GPU memory. been developed for CUDA, such as DS-CUDA [8] , gVirtuS [9] , GViM [10] , or rCUDA [11] . All of these frameworks feature a distributed client-server architecture, as shown in Figure 4 . The client node executes the accelerated application whereas the server node owns the GPU and provides GPU services to client nodes. A typical cluster configuration making use of the remote GPU virtualization technique may comprise several server nodes, each of them containing one or more GPUs. Nodes in the cluster not owning GPUs would become clients of those servers.
Application

Wrapper libraries
All the referred remote GPU virtualization solutions are based on forwarding the calls to CUDA functions to the remote server. This is why they are also known as API forwarding solutions. In these solutions, when the application performs a call to one of the CUDA functions, such function, along with its parameters, is intercepted and sent to the remote server owning the GPU. Once received at the server side, the call is executed in the GPU and the result is sent back to the client side of the middleware, which delivers it to the application. is the one that provides the best performance. The reader may refer to [13] for a thorough comparison among DS-CUDA, gVirtuS, and rCUDA.
In addition to API forwarding solutions such as rCUDA, other options also exist, like GPU full virtualization and GPU para virtualization. Contrary to API forwarding, these other options virtualize the GPU at the driver level.
That is, a custom GPU driver must be provided to the application in order to make use fo the GPU. The main difference among these two virtualization mechanisms is that the para virtualization approach makes some changes to that custom driver so that performance is improved whereas the full virtualization option fully emulates the GPU thus not being necessary any modification to the driver. In the particular use case of GPUs, both full and para virtualization techniques face two major concerns. The first one is that information about native GPU drivers, as the one provided by NVIDIA, is not publicly available due to commercial issues. Therefore, creating a custom driver that provides the same features as the native one is extremely costly or even impossible due to the lack of documentation. Furthermore, GPU vendors keep including new features with every new GPU generation, what makes it extremely difficult to keep these custom drivers updated. As a consequence, existing solutions for GPU full and para virtualization provide custom drivers that implement a subset of the functions of the native driver [22] . The second major concern faced by these GPU virtualization approaches is performance. As shown in [22] , even optimized versions of these mechanisms introduce a non-negligible overhead that hinders their usage in production data centers. The reason for these large overheads has to do with the fact that these GPU full and para virtualization mechanisms virtualize the GPU at a very low level (the driver), contrary to what the API forwarding techniques do, which virtualize GPUs at a very high abstraction level. Thus, for every API call performed by the application at the high level, typically many calls to the driver (at the low level) are carried out. This increased amount of calls to the virtualization framework noticeably increases performance. Finally, notice that GPU full and para virtualization techniques could be enhanced to use remote GPUs, as it is the case for rCUDA.
However, this would noticeably increase their overhead even more. This is why current solutions for GPU full and para virtualization do not consider the use of remote GPUs.
Implementing Efficient P2P Memory Copies within rCUDA
This section presents the main contribution of this work, which is the implementation of the memory copy mechanism devised for supporting memory copies between remote GPUs located in different nodes of the cluster. Several options are explored, such as the GPUDirect RDMA technique previously detailed.
Performance is evaluated and compared for each of the considered options. servers mentioned before, but with two NVIDIA Tesla K20m GPUs (note that memory copies with CUDA must be carried out within the same node).
Version 1: Using GPUDirect RDMA
The first approach considered to copy data between remote GPUs located in different nodes of the cluster is based on the use of GPUDirect RDMA. Figure 5 presents a sequence diagram of the proposed solution. When a request for copying memory between GPUs is received (i.e., cudaMemcpyPeer), the following steps are followed:
1. InfiniBand memory regions (MRs) associated with the GPU memory addresses to be copied are registered in the nodes hosting the GPUs 2. Information related to the registered MRs is exchanged between nodes 3. Data is copied from the source GPU memory to the destination one 4. When the data copy has finished, the MRs are unregistered GPUs. For comparison purposes, the bandwidth obtained by CUDA when transferring data between local GPUs is also depicted (labeled as CUDA). As we can observe, the maximum bandwidth obtained with this version of rCUDA, over 1.40GB/s, is very low. The reason is that, for each copy, we must setup the connection (i.e., register the MRs and exchange information with the remote node). This set-up introduces a high overhead, which turns into very low performance in this test.
Version 2: pre-allocating intermediate buffers
To improve version 1 previously explained, next we present a new version which pre-allocates intermediate buffers at initialization to avoid the overhead introduced by registering and exchanging MRs information for each data copy. Figure 7 presents a sequence diagram of this approach. When a request for copying memory between GPUs is received, the following steps are followed: The question that arises now is the following: given that we are using intermediate buffers, and taking into account that RDMA transfers between host Figure 8 :
Sequence diagram of rCUDA version 2B for memory copies between different remote GPUs. Gray boxes denote the differences with respect to version 2A in Figure 7 . This version uses regular RDMA to transfer data and then copy it to GPU memory. Intermediate buffers are pre-allocated at initialization. not using GPUDirect RDMA) will be referred to as the version number followed by the letter B. This is why we referred to the version 2 previously explained as version 2A in Figure 7 . Using this approach improves performance. However, we must allocate one extra buffer, either in GPU memory or in host memory, in each node involved in the data copy. The size of this buffer must be the biggest possible copy size performed by the application. For instance, in our bandwidth test, the buffer had a size equal to 64MB, the maximum copy size in our test. Of course, this approach is only valid for testing purposes, and cannot be used with real applications because it would require knowing in advance the maximum data size transferred by the application. Additionally, even if this size were known, this approach requires to use a lot of memory for the intermediate buffers. Figure 12 presents the bandwidth obtained when using these new versions (labeled as rCUDA P2Pv3A and rCUDA P2Pv3B, respectively). We can see that bandwidth has considerably increased in both versions, obtaining maximum values around 2.60GB/s and 5.40GB/s for versions 3A and 3B, respectively. In the latter case, version 3B, performance is almost the same as the one obtained by CUDA with local GPUs.
Version 4: adaptive intermediate buffer size
In the previous version we have used a fixed number of intermediate buffers, all of them with the same size. However, the optimal amount of buffers and the optimal buffer size probably depends on the actual transfer size. To analyze the influence of these two factors we have run the same bandwidth test as in Figure 11 : Sequence diagram of rCUDA version 3B for memory copies between different remote GPUs. Gray boxes refer to differences with respect to version to 3A shown in Figure 10 .
This version is similar to version 2B, but uses multiple intermediate buffers at host memory.
4MB, and 8MB.
In the case of using GPU intermediate buffers (version 3A), the results of the analysis point to select the following values as the optimal ones:
• Copy sizes over 4MB: the optimal number and size of intermediate buffers • Copy sizes between 4MB and 14MB: the optimal number and size of intermediate buffers is 4 buffers of 512KB
• Copy sizes between 600KB and 4MB: the optimal number and size of intermediate buffers is 8 buffers of 256KB
• Copy sizes below 600KB: there is no apparent optimal value for the two factors under analysis. We decided to select as the optimal value 8 buffers the actual size of the data to be copied. Following our version nomenclature, we have named these new versions as 4A and 4B. Figure 13 shows the bandwidth results for these new versions, showing that version 4A improves over its predecessor, version 3A, for copy sizes up to 4MB. For larger sizes, the results are similar to those of the previous version. With regard to version 4B, we can see that it clearly outperforms version 3B, regardless of the data size of the copy.
It is also noteworthy that version 4B obtains, in general, better performance than CUDA. For copy sizes up to 300KB, CUDA achieves a higher bandwidth, but for larger copy sizes, rCUDA attains better results. The explanation for this higher bandwidth of rCUDA can be found in Figure 14 . This figure shows the bandwidth attained by the different CUDA and InfiniBand memcpy functions involved in the analysis presented in this section. When using CUDA, a single call to cudaMemcpyPeer is done to copy the whole bunch of data between the two GPUs. The PCIe bus is used to move data from one GPU to the other.
On the contrary, when using rCUDA, the data to be copied is split into smaller chunks of data and the movement of the several chunks is overlapped by using several simultaneous calls to: (1) cudaMemcpyAsync from GPU to host memory, (2) InfiniBand memory copy from local host memory to remote host memory, and (3) cudaMemcpyAsync from host to GPU memory. As we have previously commented, a pipelined approach is followed. Therefore, the maximum band-width that can be achieved with this technique is the minimum bandwidth of each individual stage. In this case, the minimum bandwidth of the three mentioned calls is the one obtained by cudaMemcpyAsync from host to GPU memory (labeled as cudaMemcpyAsyncToGPU in Figure 14 ). As we can see, this bandwidth is larger than the one obtained by cudaMemcpyPeer, which explains why rCUDA is attaining more bandwidth than CUDA. 
Latency analysis
In previous sections we have thoroughly analyzed the bandwidth attained by each P2P version of rCUDA. Next, we analyze latency. As a summary, implemented for supporting memory copies between remote GPUs. Figure 16 presents the latency obtained when using CUDA and different versions of rCUDA to copy data between remote GPUs located in different nodes of the cluster. For clarity, results from versions 1 and 2 are not shown.
It can be seen in the figure that the best results are obtained by CUDA, with a minimum latency of 22µs. Regarding the different versions of rCUDA, version 4A, using GPUDirect RDMA and all the improvements analyzed in previous sections, seems to achieve the best results, with a minimum latency of 72µs.
Version 4B, not using GPUDirect RDMA, presents a minimum latency of 78µs.
Version 4A is more stable than version 4B and presents, in general, the best latency for copy sizes up to 200KB. Finally, versions 3A and 3B present a higher latency, both with minimum values of 131µs.
In the bandwidth analysis presented in previous sections we have seen that rCUDA obtained, in general, better results than CUDA, the only exception being copy sizes smaller than 300KB. The latency results match those conclusions, given that CUDA presents lower latency than rCUDA for that range of data copy sizes. In previous sections, we explained that rCUDA achieved, in general, higher bandwidth than CUDA because the internal functions involved in the memory copy were different and also presented different performance, in addition to follow a pipelined approach. This better performance was shown in Figure 14 . Now the question is whether the reason for rCUDA presenting a higher latency than CUDA is also because of this.
To answer this question, Figure 17 presents a latency comparison of the different CUDA and InfiniBand memcpy functions involved in the memory copy between GPUs. It can be seen that the cudaMemcpyPeer function used by CUDA to copy data between local GPUs achieves the highest latency. In the case of copying 4 bytes of data, this latency is equal to 22µs. On the contrary, the operations involved in data copies with rCUDA present, individually, a smaller latency. For instance, in the case of copying 4 bytes of data, the cudaMemcpyAsync call to copy data from the GPU to host memory at the source node requires 9µs. At the destination node, the cudaMemcpyAsync call to copy data from host memory to GPU memory requires 17µs. Finally, the latency for moving those 4 bytes from one node to the other across the InfiniBand fabric is 1.3µs. Notice, however, that the data copy with rCUDA follows a pipelined approach. Therefore, the total latency of the P2P data copy is the result of the addition of the previous values, turning out a latency of 27.3µs.. This value is, however, smaller than the latency measurement provided in Table 2 . The reason for the difference among both values is due to the management required to run our highly tunned pipeline, what seems to penalize our approach in terms of latency. In this regard, one could think about using more simple approaches for small copy sizes in order to improve latency. However, notice that we have already tried simpler proposals, such as versions 1 and 2, and results are worse than the ones obtained with versions presenting higher complexity, such as versions 3 and 4 (see Table 2 ).
Final version: hybrid approach
After analyzing different versions in the previous sections, we conclude that the optimal version for the P2P implementation within rCUDA would be a hybrid approach combining versions 4A and 4B. Thus, for small copy sizes up to 200KB, the best results are achieved by version 4A, using GPUDirect RDMA.
For larger copy sizes, the best results are obtained with version 4B, not using GPUDirect RDMA. We have implemented one last version featuring this hybrid approach. This new version will be the one used from now on in the rest of the paper. Bandwidth results for this new version are omitted for brevity, given that the results are very similar to the ones already shown: bandwidth of version 4B
in Figure 13 , and latency of version 4A in Figure 17 .
It should be noted that, when executing an application with rCUDA using remote GPUs, the version here presented is only used when the GPUs are in different remote server nodes, scenario shown in Section 1, Figure 2(c) . On the contrary, if the GPUs are in the same remote server node, scenario shown in Section 1, Figure 2(b) , the CUDA call is forwarded to the CUDA driver in the remote node, which manages the copy. That is, if both remote GPUs are located in the same node, then a regular CUDA P2P data copy is carried out to transfer data among both GPUs. This behavior has been implemented within the rCUDA middleware as part of the work here presented and is transparent to the user.
Experiments with a Real Application
In previous sections we have assessed the performance of the implemented P2P memory copy mechanism by using synthetic tests. This section presents the experiments carried out with a real application that makes use of the P2P copies provided by CUDA.
The selected application belongs to the area of network analysis, where the clustering coefficient and the transitivity ratio are concepts often used, creating the need for fast practical algorithms devoted to count triangles in large graphs. Furthermore, these algorithms can be programmed to be executed in GPUs so that total execution time is reduced. Therefore, for the performance evaluation in this section we have used an application for counting triangles in large graphs on GPUs [23] . From now on, we will refer to this application as TRICO (triangle count). TRICO is a CUDA implementation of a parallel algorithm for counting triangles (i.e. 3-cycles) in large graphs which additionally is able to take advantage of all the GPUs available in the node where it is being executed. Additionally, this application performs P2P data copies among the GPUs involved in its execution.
The setup used for the experiments reported in this section is the same as the one presented in Section 4. In the case of the experiments with CUDA, and given that the application can make use of several GPUs, the scenario used in the tests is the one depicted in Figure 2 (a) of Section 1. In particular, two
GPUs will be provided to the application. Regarding the experiments with rCUDA, the scenario is the one depicted in Figure 2 (c) of Section 1. Therefore, the application is running in a node without GPUs, and it is using two remote GPUs located in two different server nodes.
Seven different graphs have been leveraged for the experiments in this section. These graphs are described in Table 3 . The largest one, referred to as graph number 7, is a 180 million edge graph containing 8.8 thousand millions of triangles. We have used this graph in order to characterize the TRICO application. Figure 18 shows the CPU and GPU utilization when executing the application with this largest graph in the CUDA scenario (local GPUs). It can be seen that the CPU presents a high utilization, almost 100% during all the execution of TRICO. In the case of the GPUs, GPU0 starts being used after 2 seconds of execution, while GPU1 starts working after almost 4 seconds. Then, both GPUs also present a high usage, close to the 100% until near the end of the execution of the application. In summary, Figure 18 shows that the TRICO application makes an intensive use of the available GPUs as well as the CPU. Figure 19 shows the execution time and speed-up when running the TRICO application using the different graphs described in Table 3 . showing that the application achieves better performance with rCUDA than with CUDA require a deeper analysis.
One possible explanation to the better results of rCUDA with respect to CUDA could be that rCUDA provides a better bandwidth when copying data between GPUs, as shown in Figure 13 . Therefore, that higher bandwidth is causing the difference in the execution time with respect to CUDA. To find out whether this is the reason for the better results when using rCUDA, we have profiled the TRICO application in order to know the amount of calls to the functions that perform P2P data copies. Table 4 presents such profiling, showing for each CUDA function used in the application the total time employed by the application in that function as well as the number of calls done to it. The average, minimum and maximum time per call is also displayed. Surprisingly, it can be seen in Table 4 that there are only two calls to functions involving copies between GPUs (i.e., calls to the cudaMemcpyPeer function, highlighted in bold in Table 4 ). Furthermore, the time used by these calls is 34.990ms, what only accounts for 0.27% of the total execution time of the application.
This small percentage of time does not seem to be the reason for the better results of rCUDA over CUDA. However, let us further examine these calls to the cudaMemcpyPeer function.
In order to continue with our analysis of the better execution times achieved by the TRICO application when using rCUDA instead of CUDA, we have next measured the time employed in the P2P copies between GPUs with rCUDA (notice that the times depicted in Table 4 were obtained with CUDA in the scenario shown in Figure 2(a) ). In this regard, we have measured the time required to carry out these P2P copies with rCUDA in the scenario presented in Figure 2 (c). Table 5 compares the time results obtained with CUDA and
rCUDA. The table also shows the amount of megabytes copied during each call to the cudaMemcpyPeer function.
Interestingly, it can be seen that the first call to the cudaMemcpyPeer function takes more time with rCUDA than with CUDA, despite that the size of the copy, 695MB, is large enough to expose the better performance of rCUDA shown in the bandwidth experiments (see Figure 13 ). Additionally, the time required by rCUDA to perform the data copy is much larger than the time required by CUDA. This difference does not match the bandwidth results shown in previous sections. On the other hand, in the case of the second call to the cudaMemcpyPeer function, the time required to complete the copy with CUDA and rCUDA do not follow the trend of the first copy. On the contrary, in this second copy the time results in Table 5 match the trend observed in the experiments of previous sections where rCUDA presented a better performance than CUDA. Thus, the question at this point is what happened with the first P2P copy shown in Table 5 .
After a deeper analysis to find out the reason for this behavior when rCUDA used, we found out that, in the first call to the cudaMemcpyPeer function, rCUDA needs to carry out the necessary initialization of the P2P mechanism to copy data between the remote GPUs (i.e., creating the InfiniBand connections between the remote nodes where the remote GPUs are located and pre-allocating intermediate buffers for RDMA transfers). On the contrary, in the second call to the cudaMemcpyPeer function, this start-up is already done and therefore rCUDA achieves the higher bandwidth already shown in Figure 13 . To show that this was the reason, a synthetic test performing two consecutive copies of the same size was carried out with CUDA and rCUDA. presents the results of this experiment. Regarding rCUDA, it can be seen that, as in the previous case shown in Table 5 , the first copy needs more time than the second one because it initializes the P2P memory copy mechanism between the remote GPUs. Additionally, when considering the second copy (notice that this time the second copy has the same size as the first one), it can be seen that it is completed 8ms earlier with rCUDA than with CUDA. This result matches the conclusions obtained in previous sections where rCUDA obtained better performance as shown in Figure 13 .
Interestingly, when CUDA is used, it can be seen that the second copy takes longer to be completed than the first one, despite they transfer the same amount of data. In particular, the second copy requires 92ms more than the first copy. This result was unexpected because it was assumed that both copies would last the same amount of time given that they are transferring the same amount of data. The explanation to this behavior was found after reviewing the CUDA documentation of the function cudaMemcpyPeer [7] . According to its documentation, this function is asynchronous with respect to the host. This means that, with CUDA, this call does not return the control to the application once the copy is completed but control is returned much earlier and the copy will be performed asynchronously with respect to the non-GPU part of the application. To ensure that the copy is finished, the application needs to add a subsequent synchronization point (such as cudaDeviceSynchronize).
In order to further analyze this behavior, we modified the synthetic test program used in Table 6 (a) so that a call to cudaDeviceSynchronize is performed after each call to the cudaMemcpyPeer function. In this way we force that the first P2P copy is completed before the execution of the second P2P copy begins. The reason why times are kept the same with rCUDA is that, as previously explained in Section 4.3, the P2P copy with rCUDA is performed following a pipelined approach, overlapping multiple smaller copies in the different stages of the pipeline. In order to smoothly run this pipeline, before starting the copy from the intermediate buffer to the remote GPU, rCUDA needs to make sure that the copy from the GPU memory to the intermediate buffer has finished.
For that purpose, a synchronization point is added. That is the reason why both copies in Table 6 (b) take the same time with rCUDA as in Table 6 (a), because they already included the synchronization points.
As a summary, we started our analysis about the better performance of the TRICO application when it makes use of rCUDA instead of CUDA (shown in Figure 19 ) by presuming that one possible explanation to that behavior could be the better bandwidth achieved by rCUDA for the P2P copies (shown in Figure 13 ). However, after our analysis we conclude that, not only this is not the explanation for the better performance, but our implementation of the P2P copies also shows a potential overhead of rCUDA with respect to CUDA due to the necessary initialization of the P2P mechanism to copy data between GPUs located in different server nodes. This initialization is performed at the first call to a CUDA function that performs P2P copies. However, the overhead associated with this initialization could be avoided if it were carried out during application start up. But in this case some memory could be wasted. We will elaborate on this in Section 7 as part of future work.
Let us come back to our original question: why does the TRICO application perform better with rCUDA than with CUDA? In this regard, Table 6 (a) has shown that control after P2P copies is returned to the application earlier with CUDA than with rCUDA. On the other hand, kernels take the same time to be completed regardless of being executed in a local GPU with CUDA or in a remote GPU with rCUDA. As a consequence, the application should perform better with CUDA than with rCUDA, which is not the case. Therefore, where during the execution of the application with CUDA, the time saved by the P2P copies is later lost?
In order to find the answer to this question, there must be in the application source code one or more CUDA functions that perform better with rCUDA than with CUDA. To see whether this is the case, Table 7 presents a breakdown of the TRICO application when running the largest graph with CUDA and with rCUDA. A detailed explanation of each stage can be found in [23] . As additional information, stages marked with the symbol * indicate that there is a synchronization point in that stage. In the case of the stage "Calculate triangles on multi GPU", it includes two synchronization points, one per GPU.
Time required by each stage to be completed is shown in the table.
It can be seen in the table that most stages are completed faster with rCUDA than with CUDA. Actually, those stages presenting significant improvement when using rCUDA include synchronization points 2 . Remember that in Table 4 we showed that the major part of the execution time of the TRICO application was spent in synchronization points (i.e., 87.05% of the time was used by 8 calls to function cudaDeviceSynchronize). Now Table 7 shows that the improvement of rCUDA with respect to CUDA in those stages containing those 8 synchronization points is 609ms. These savings, together with the time saved in the context initialization in stage "Pre-initialize context for all GPUs", explains the total time saved when using rCUDA. The reason for this large time difference in the synchronization points lies in the internal algorithm used in the rCUDA middleware to determine the finalization of the CUDA tasks [24] , which performs better than the method used within CUDA.
As a summary of this section, the TRICO application was considered as use-case of an application using P2P copies. Execution times show that the application runs faster with rCUDA than with CUDA, being the most immediate reason the better bandwidth achieved by rCUDA for P2P copies, as shown in the previous section. However, although rCUDA attains more bandwidth than CUDA, finally the reason for the better performance of the TRICO application with rCUDA was the better management that this middleware makes for determining CUDA task finalization. In any case, the implementation presented in this paper for the P2P data copies does not penalize applications, although it could be still improved, as it will be explained in Section 7.
Performance in more recent platforms
Performance results shown for the P2P data copies in Sections 4 and 5 were gathered by using NVIDIA Tesla K20 GPUs along with CUDA 7.5. However, one may wonder whether the extraordinary bandwidth results reported by our proposal are stable across CUDA versions as well as across GPU architectures.
In order to asses if the conclusions from the performance results presented in previous sections are also valid with more recent platforms, in this section we show experiments using newer hardware and software.
More precisely, we use a similar setup to the one of the previous section com- We include experiments with the same Tesla K20m GPU used in previous sections, and also using Tesla K40m and Tesla P100 GPUs.
In first place, we have measured the bandwidth obtained for different transfer sizes when copying data between remote GPUs. Figure 20 shows the results of these experiments. Notice that the figure also includes results for the K20m already presented in previous sections, but this time using the more recent operating system and CUDA version. In the case of the K20m over FDR InfiniBand, it can be seen that performance results are very similar to the ones presented in Section 4. This means that our designs are stable across CUDA versions. Furthermore, rCUDA results for the P2P data copies are very close of the maximum bandwidth achieved when copying data from host memory to GPU memory with CUDA (within the same node). This maximum bandwidth is 6 GB/s. The same happens when using the K40m GPU over EDR InfiniBand: on the one hand, it can be seen that performance with rCUDA for P2P data copies is larger than with CUDA; on the other hand, maximum bandwidth attained with rCUDA is close to the 10 GB/s achieved by the GPU in host to device memory copies with CUDA (within the same node). Moreover, performance of P2P data copies with rCUDA using the K40 GPU along with CUDA 7.5 presented similar results (not shown). These results point out that the performance provided by our proposal is stable across CUDA versions. Finally, rCUDA experiments using P100 GPUs over EDR InfiniBand also present better performance than when CUDA is used with two GPUs located in the same host. However, in this case performance is not limited by the GPU bandwidth (12 GB/s) but the limiting factor is the EDR InfiniBand network bandwidth (11 GB/s). In summary, it can be seen that performance of our proposal is stable both across CUDA versions and also across GPU generations.
In addition to bandwidth tests, we have also run the same TRICO application used in previous sections. We have adapted and recompiled the application for CUDA 9.1. Figure 21 shows the results of executing the application over the new hardware and software test-bed system. Regarding the experiments using the Tesla K20m GPU over an FDR InfiniBand network, results with CUDA 9.1 shown in Figure 21 (a) are very similar to the ones using CUDA 7.5 previously shown in Figure 19 . On average, the variation of the results is in the range of ±0.001%. With respect to the experiments using the Tesla K40m GPU over an EDR InfiniBand network, shown in Figure 21 (b), it can be observed that the results are in line with the ones of the K20m over FDR. In this case, the GPU is more powerful and the network also provides more bandwidth, which translates into less execution time (an average reduction of 10%). Finally, the experiments with the Tesla P100 GPU over an EDR InfiniBand network, presented in Figure 21 (c), show that the use of rCUDA in this scenario introduces some overhead. As shown in Figure 20 , the bandwidth is not the cause, because rCUDA obtains higher bandwidth than CUDA. The reason is that in this case the new GPU, in addition to having higher computing capabilities, also presents a more modern GPU architecture. The Tesla K20m and K40m feature the Kepler architecture whereas the P100 GPU has the Pascal one. After performing a similar profiling than the one carried out in Section 5, this new GPU architecture seems to have improved the management for determining CUDA task finalization, probably being this improvement the reason for the better performance of the TRICO application with CUDA.
Conclusions and Future Work
Remote GPU virtualization frameworks alleviate many of the concerns related to GPUs. As these frameworks aim to offer the same API as the NVIDIA CUDA Runtime API does, they must also support the functions for memory copies between GPUs existing in such API. This support must also be satisfied when the peer GPUs involved in the data copy are located at different nodes of the cluster, a kind of situation which may occur when using remote GPUs.
This paper has presented an efficient memory copy mechanism devised for enhancing the rCUDA framework with support for memory copies between remote GPUs located in different nodes of the cluster. The finally proposed mechanism is the result of a thorough analysis of several implementation options, which have been explored and whose performance has been evaluated and compared with each other. The proposed mechanism consists in the use of multiple intermediate buffers following a pipelined approach, where several memory copies are overlapped in different stages. In this regard, we began our exploration with the GPUDirect RDMA technique proposed by NVIDIA (which initially was thought to the best implementation choice) but we have finally showed that a pipelined approach presents better performance. Notice that using a pipeline approach for communicating data is not new. Actually, this approach can be found in many areas such as computer networks, high performance on-chip and off-chip interconnects, etc. However, although the concept of the mechanism is basically the same in all these areas, the exact implementation is very different. In fact, in none of these areas the research emphasis is put on the pipeline mechanism but on its implementation.
Regarding the implementation of the P2P data copies proposed in this paper, it has been shown in the previous sections that one more refinement could be applied to it. In this regard, the initialization of the P2P mechanism within rCUDA is done at the first call to a P2P data copy function. Thus, this initialization reduces the performance of this first P2P copy. One possible alternative would be to carry out this initialization at application start-up. This would save the time associated with it because the initialization could be done within the rCUDA framework in parallel with the first instructions of the application.
However, this would also mean that InfiniBand connections are created among all the GPUs involved in the execution of the application, thus increasing the memory footprint of the rCUDA middleware. Notice that if the application later does not make use of any P2P copy, all those resources would have been wasted. This is an interesting research left for future work.
Additional future work would comprise the analysis of the proposed P2P copy implementation with other GPU models and InfiniBand versions. In this regard, the study presented in this paper was carried out with NVIDIA Tesla K20, K40 and P100 GPUs, using FDR and EDR InfiniBand network fabrics.
Better versions of these technologies should be considered in future work, such as NVIDIA Tesla V100 GPUs and HDR InfiniBand fabrics providing 200 Gbps.
The new Turing GPU should also be considered. Furthermore, the arrival of the NVLink intra-node connection as well as newer versions of the PCIe bus (PCIe v4 in the very near term and PCIe v5 in the mid term) will make necessary to review the conclusions from this study. Probably, changes in the proposed pipeline for P2P data copies should also be carried out.
Finally, notice that in this paper we have dealt only with the synchronous calls to P2P data copies within CUDA. However, one can find in CUDA the asynchronous versions of these functions, known as cudaMemcpyPeerAsync. Therefore, applying the proposals in this paper to the asynchronous calls is also a task to be carried out in the future.
