This paper presents a general methodology to design macroscopic fluid models that take into account localized kinetic upscaling effects. The fluid models are solved in the whole domain together with a localized kinetic upscaling that corrects the fluid model wherever it is necessary. This upscaling is obtained by solving a kinetic equation on the non-equilibrium part of the distribution function. This equation is solved only locally and is related to the fluid equation through a downscaling effect. The method does not need to find an interface condition as do usual domain decomposition methods to match fluid and kinetic representations. We show our approach applies to problems that have a hydrodynamic time scale as well as to problems with diffusion time scale. Simple numerical schemes are proposed to discretized our models, and several numerical examples are used to validate the method.
Introduction
The simulation of particle systems is a typical example of multiscale problems. Indeed an accurate description of such systems is given by the kinetic theory. But when the system is close to an equilibrium state, it is much simpler and often accurate enough to use macroscopic models like fluid mechanics or diffusion theory. A rough indicator of the validity of a macroscopic approximation is often called the Knudsen number, which can be defined as the ratio of the mean free path of the particles to a typical macroscopic length. Among the very large spectrum of problems of particle systems, we simply mention the classicle rarefied gas dynamics, neutron transport, and radiative transfer. Recently new fields have been investigated as granular media or traffic theory.
Until a recent period, macroscopic approximations (that we call "fluid" in this article) where used even for systems far from equilibrium, since microscopic theories were too much computationally expensive. Nowadays, modern super-computers are able to treat many problems at the kinetic level, but there are still very challenging problems, like that involving different scales. For instance, we mention the simulation of re-entry problems in aerodynamics, where the particles are close to equilibrium far from the re-entry body, while in [14] that this non-preservation of uniform flows generates oscillations in the results.
While we use several ideas from the previous methods, our idea is rather different. We solve the fluid model in the whole domain together with a localized kinetic upscaling that corrects the fluid model wherever it is necessary. The perturbative kinetic equation is solved only locally, and is related to the macroscopic equation through a downscaling effect. Indeed we separate the distribution function into an equilibrium leading part (that can be described by the macroscopic fluid variables) plus a perturbative non-equilibrium distribution. This perturbative part is localized by using the idea of buffer zones and transition functions as proposed in [13] and [14] . We point out that here the transition function is applied to the perturbative non-equilibrium part of the distribution.
We show that a robust matching can be achieved by putting the buffer zone in the fluid zone and using asymptotic preserving schemes. We obtain a method that shares many advantages of the method of [13] and [14] , namely: it is easy to use and to implement, and it is computationally economic.
In addition, this new method turns to be very general, since it does not require any homogeneity property of the equilibrium distribution, as opposed to the method of [13] and [14] . It can be applied to very different physical problems. And particular, we show that it works fairly well for non-linear radiative heat transfer problem that was not tractable with the previous method.
We now give the outline of the article. In Section 2, we present a very general kinetic model, with a few important properties, and its associated decomposition into microscopic upscaling an macroscopic downscaling. Most of the usual kinetic models can be written in this form. We show that the microscopic upscaling can be splitted by using a buffer zone and a transition function. From this model we deduce in Section 3 a macroscopic fluid model with localized kinetic upscaling effects, and we study some of its properties. Two simple examples of applications are also given. We apply the same strategy for the diffusion scaling in Section 4, with again two different examples. The numerical method are given in section 5. In section 6, we present several numerical tests to illustrate the potential of our approach. Finally, a short conclusion is given in section 7.
2 Basic strategy
Kinetic model
We present the method on a general kinetic equation in one space dimension. Let f (t, x, v) represent the density of particles that at time t have position x ∈ (0, 1) and velocity v ∈ R or any bounded or discrete subset of R. The kinetic equation is
with initial data f | t=0 = f init
The left hand-side of (1) describes the motion of the particles along the x axis with velocity v, while the operator Q takes into account the collisions between particles. This operator acts on f only through the velocity locally at each (t, x).
The integral of any scalar or vector valued function f = f (v) over the velocity set is denoted by f = f (v) dv.
The collision operator Q is assumed to satisfy the local conservation property mQ(f ) = 0 for every f,
are locally conserved quantities. Consequently, multiplying (1) by m and integrating over the velocity set gives the local conservation laws
Finally, we assume that the local equilibria of Q (i.e. the solutions of Q(f ) = 0) are equilibrium distributions E[ρ], implicitly defined by their moments ρ through the relation
We do not specify boundary conditions for the moment.
Asymptotic fluid models: hydrodynamic versus diffusion scalings
When the mean free path of the particles is very small compared with the size of the domain, i.e. when Q is 'large', the numerical resolution of (1) can be very expensive, and it is worth using the asymptotic model obtained when Q 'tends to infinity'. Then an adapted scaling of the time and space variables must be chosen. Indeed, we have to use a new set of macroscopic variables x and t according to x = εx, t = εt (hydrodynamic scaling), or x = εx, t = ε 2 t (diffusion scaling).
This choice is mainly guided by the structure of the collision operator. Roughly speaking, if the flux vector vE[ρ] of particles in the associated equilibrium state is zero, then this means that the macroscopic flow is slow, and that a large macroscopic time scale must be chosen, hence the diffusion scaling. At the contrary, if this flux is non zero, then the hydrodynamic scaling gives the correct result. Although these ideas will be explained in details in sections 3 and 4, we briefly review the two kinds of fluid models that can be obtained with these two scalings.
Typically, when the hydrodynamic scaling is adapted to the structure of the kinetic model, one obtains a hyperbolic fluid model for ρ of type
When the diffusion scaling has to be used, on obtains a parabolic fluid model for ρ, to say a diffusion equation, of type
Microscopic upscaling and macroscopic downscaling
The micro-macro decomposition of f consists in separating f into two equilibrium and nonequilibrium parts. We define the function g such that
where ρ := mf are the d first moments of f . This means that g represents the nonequilibrium part of the distribution f . First note that since the equilibrium has the same moments as f (see (3)), then the corresponding moments of g are zero:
Consequently, we can easily derive the formal result:
, then they satisfy the following coupled equations:
where
is the equilibrium flux vector. The associated initial data are
Reciprocally, if ρ and g satisfy this system, then f = E[ρ]+g satisfies the kinetic equation (1), and we have ρ = mf and mg = 0.
The upscaling term in equation (6) is ∂ x vmg , while the downscaling term in equation (7) 
Proof. First, we inject relation (4) into the local conservation laws (2) to find
Then we use the definition of the equilibrium flux vector F (ρ) given in the proposition and relation (3) and (5) to find (6) . Relation (7) is directly derived from (4) and (1) .
Reciprocally, assume that ρ and g satisfy system (6-7). Then if we set f = E[ρ] + g, it is clear from (7) that f satisfies (1). Moreover, taking the moments of (7) and using (6) gives ∂ t mg = 0. Since these moments are zero at t = 0 due to the initial data, then mg = 0 at any time, and hence mf = mE[ρ] = ρ.
Note that this decomposition is very classical. For instance, it is often used to derive Navier-Stokes equations from the Boltzmann equation in Rarefied gas Dynamics by the Chapman-Enskog procedure (see [7] ). We take the name "micro-macro" decomposition from the paper by T.-P. Liu and S.-H. Yu [24] . Remark 2.1. This decomposition considerably simplifies equation (1) if Q is a relaxation operator towards E[ρ], as for instance with the BGK operator of rarefied gas dynamics [3] Q(f ) = ν(E[ρ] − f ). In that case, the collision term in the right-hand-side of (7) is nothing but −νg, that is a linear term.
Remark 2.2. It is well known that the time derivative ∂ t E[ρ] can be eliminated in (7) (see the classical Chapman-Enskog expansion in [7] ). But we do not find this technique very convenient for numerical reasons: this makes appear some non-conservative products in the equations that are difficult to approximate numerically.
Splitting of the perturbative non-equilibrium effects by using a transition function
Now we apply the strategy of [13] and [14] to the non equilibrium part g of model (6-7).
As a simple example, we define a buffer interval [a, b] . We introduce a smooth function
If we define the two distributions g K = hg and g F = (1 − h)g, then it is easy to check that they satisfy the following coupled system:
with initial data
Indeed, we note the following:
is the solution of problem (8-10) with initial data (11), then
Moreover, the moments of g K and g F are zero:
) is the solution of (8-10) with the same initial condition.
Proof. Just add up eqs. (9) and (10) . For the converse statement, note that
which gives (9) . Eq. (10) is also obtained in this way.
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Note that due to their definition, g K (t, ., .) = 0 for t ≥ 0 and x ≥ b, and reciprocally g F (t, ., .) = 0 for t ≥ 0 and x ≤ a. Now the idea is to note that if the flow is close to equilibrium in the right part x ≥ b, then the asymptotic procedure mentioned in 2.2 can be used in this zone to obtain a coupled model between ρ and g K only. This is what we explain in details for both the hydrodynamic and diffusion scalings in the following sections.
3 Localization of the perturbative non-equilibrium effects: the hydrodynamic scaling
First we detail how one can pass from the kinetic equation (1) to a hydrodynamic model. With the hydrodynamic scaling x = εx, t = εt, equation (1) reads
Therefore, if we assume that f ε goes to f (0) as ε tends to 0, then passing to the limit in (12) 
Since the conservation laws are
we can also pass to the limit in these relations to obtain
with the equilibrium flux vector
. This is the asymptotic hydrodynamic model for (12) . Now we explain how the same procedure can be done with the system (8-10) if the flow is close to the equilibrium in one part of the domain only. The scaled system (8-10) reads
Assume that Q is of order ε in the interval (−∞, a), and of order 1 in (a, +∞). In other words, we consider that the left region must be treated by a kinetic model while the right region can be approximated by the hydrodynamic equations. Therefore, we shall only be allowed to perform the hydrodynamic approximation on (16) while (15) will have to stay untouched. To this end, the collision term of (16) is rewritten as
], and we assume that
] is an O(ε). Then (16) is rewritten as follows: Proof. We first note that mg ε F = 0 for every ε from proposition 2.2. Consequently, this is also true in the limit ε = 0, that is mg
Now we let ε go to 0 in (17) 
. Then using (18) and relation (3) give ρ
F = 0. Consequently, the last equation (16) of our system can be eliminated. Moreover, we can replace g ε F by 0 in the first two equations (14) and (15), and we obtain the following coupled model:
. Therefore this coupled model will be used to approximate by (12) . More precisely, f ε is supposed to be approximated by E[ρ ε ] + g ε K in (−∞, a) and (a, b), and by E[ρ ε ] in (b, +∞). Remark that in the kinetic zone (where h = 1), the coupled model gives the original equation in its micro-macro decomposition form (6-7). In the fluid zone (where h = 0) g K = 0 and (19) gives the hydrodynamic model (13) . The transition function only plays a role in the buffer zone where 0 < h < 1.
Note that this system is very similar to the microscopic upscaling/macroscopic downscaling system (6-7). However both upscaling and downscaling terms now are localized. We thus call this system a macroscopic fluid model with localized kinetic upscalings. It will be shortly named "micro-Macro fluid model" in every next sections.
In the following sections, we give some interesting properties of this model, and we give two simple examples of application.
To simplify the notations in the remainder of the paper, the superscript ε will be omitted when no confusion is caused. . Because of the function h, f is approximated in the micro-Macro model (19) (20) by non-uniform distributions E[ρ] + g K . Then it is not clear whether this approximation is still a uniform distribution. However, this preservation property is desirable to prevent oscillations in zones where the flow should be uniform (a similar phenomenon is known in computational fluid dynamics 8 when one wants to discretize conservation laws written in curvilinear coordinates, see [36] ). As it is shown in the following proposition, the preservation of uniform flows is well satisfied by our model. (19) (20) , and
, that is the kinetic/fluid solution of the micro-Macro model is exactly the solution of the original kinetic model.
Proof. We put ρ = ρ init and g K = 0 in the left and right-hand-sides of (19) and (20) and easily observe that these equations are satisfied.
Remark 3.1. We recall that in the previous method of [14] , this property was true only in the particular case where the equilibrium distribution is an homogenous function of degree one with respect to its moments. As a consequence, the coupled model of [14] is not designed for particles governed by Fermi-Dirac or Bose-Einstein statistics, while it works well with Maxwell-Boltzmann statistics. This restriction does not occur here, since the transition function h only operates on the non-equilibrium part of the distribution. This will be clearly illustrated with the examples of sections 3.4 and 4.2.
Full hydrodynamic limit
Here we prove that if both regions are hydrodynamic, we recover the global hydrodynamic equation (13) for ρ. Proposition 3.3. As ε → 0, the moments ρ ε of the micro-Macro model (19) (20) converge to ρ (0) , a solution of the hydrodynamic equation
Proof. The proof is similar to what we did to derive the micro-Macro model. We first note that we can prove in the same manner as we did in the proof of proposition 2.2 that mg ε K = 0 for every ε. Consequently, this is also true at the limit ε = 0, that is
Now we let ε go to 0 in (20) 
Correct placement of the buffer zone
Here we briefly describe how the derivation of the micro-Macro model (19) (20) can be made more rigorously. In particular, our aim is to justify the assumption on the size of Q, and how ε can tend to zero in one zone and not in the other one. If we consider a relaxation collision operator Q(f ) = (E[ρ] − f ), like the BGK operator of rarefied gas dynamics, equations (9-10) simply read
where ε has been replaced by a function τ . Now we assume that τ is a non-decreasing function of x such that τ = δ << 1 in (−∞, b) and τ tends to 1 as x goes to +∞. Then τ (x) tends for every x to a function τ 0 which is 0 in (−∞, b) and grows to 1 as x is large. Thus with equation (24) we see that g F is an O(δ) in (−∞, b). Moreover, if the transition function h is defined as in section 2.4, then equation (24) gives g F = 0 for x ≥ b. Consequently, g F globally tends to 0 as δ → 0 and we recover the micro-Macro model (19) (20) with τ 0 instead of ε.
Note that in this derivation, we see the importance to place the buffer zone [a, b] inside the fluid zone (that is where τ is small). Indeed it is fundamental that τ goes to zero inside the buffer zone to obtain that g F is small everywhere.
Example 1: the BGK equation of rarefied gas dynamics
Here we apply our method to the BGK equation written in one dimension of space and one dimension of velocity
where ρ = (n, nu,
nθ) and
is the Maxwellian equilibrium distribution. This equation is clearly in the same form as (1) 
2 ). As noted in remark 2.1, this relaxation form of the collision operator considerably simplifies the micro-Macro model (19) (20) that reads
Example 2: the Jin-Xin relaxation model of the Burgers equation
This model (introduced in [18] ) can be obtained from the following discrete-velocity kinetic model where the particles can only have velocities +1 and −1. It reads in the hydrodynamic scaling
The collision operator is a relaxation operator towards the equilibrium (
, where ρ = f 1 + f 2 is the only conserved quantity, and F (ρ) = 1 2 ρ 2 . As explained in [14] , this model cannot be correctly treated with the coupling developed in this reference, since the equilibrium is not a homogenous function of ρ.
Defining j = u − v, we can derive a system for ρ and j equivalent to (27)
which is the so-called Jin-Xin relaxation model of the Burgers equation. When ε goes to zero, it is clear that j → F (ρ) and then the first equation gives
which is the unviscid Burgers equation. Equation (27) has the same form as (1) and the micro-Macro model (19) (20) reads in this case
which is very similar to the micro-Macro model (26) for the BGK model of section 3.3. However, it can be further simplified since we can prove that the moment of (g
is zero (the proof is the same as in the proof of proposition 2.2). Actually, this means in this case that g
1 K and substracting the two last equations of (29), we obtain the simplified micro-Macro model
Note that the last equation is just a simple ordinary differential equation with a source term for J K . Finally, note that this system could directly be derived from the Jin-Xin form (28) of the discrete-velocity model (27) by applying the same strategy on the unknowns (ρ, j) instead of using (f 1 , f 2 ). Namely j is separated into j = F (ρ) + J (this is the micro-macro decomposition), while ρ is untouched. Then J is written as J = J K + J F with J K = hJ and J F = (1 − h)J. Finally, J F is eliminated by passing to the limit ε = 0 in its evolution equation, and we find (30).
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4 Localization of the perturbative non-equilibrium effects: the diffusion scaling
Contrary to the hydrodynamic scaling, it is difficult to treat the diffusion scaling in a very general case. Consequently, we prefer directly developing our strategy with two different examples. The first example treated in section 4.1 is linear, while the other one treated in section 4.2 is nonlinear.
An example from linear transport theory 4.1.1 The linear transport equation and its diffusion limit
We consider the one group transport equation in slab geometry already used in [13] . This equation reads as (1) where 
ρ.
In the diffusion scaling x = εx, t = ε 2 t, equation (1) reads
The diffusion approximation of this equation is classically obtained by using a Hilbert expansion of f ε (see [13] for details or [8] for a complete classical reference). However, in view of developing our method, we find it more instructive to work on the non equilibrium part
ρ ε of the micro-macro decomposition (6-7) rewritten here with rescaled variables
with initial conditions
We insert the Hilbert expansions
into (32) (33) and identify the terms of equal power of ε. This leads to the sequence of equations:
These relations give the following diffusion equation satisfied by the limit ρ (0) of ρ ε as ε goes to 0:
Note that due to the micro-macro decomposition, the Hilbert expansion procedure is slightly different from the usual one. For instance, we do not need the third order term of the development.
The micro-Macro model
For the rescaled linear transport equation (31), the system (8-10) reads
Now we assume that σ is of order ε 2 in the interval (−∞, a) while it is of order 1 in (a, +∞). Therefore, we shall only be allowed to perform the diffusion approximation on g ε F while g ε K will have to stay untouched. For this purpose, we rewrite (35) and (37) according to
where in the right-hand-side of (38) and (39) the terms involving g ε K are assumed to be respectively of order ε and ε 2 . Following the procedure described in section 4.1.1, we insert the Hilbert expansions g
into (38-39). We find the relations
We note that the term involving g ε K is of order 1 by our hypothesis, despite its apparent dependence on ε. Using the last two relations, we find our micro-Macro model which is the following diffusion equation for ρ (0) coupled to the kinetic equation (36)
13 with
and with the initial data
Note that ρ (0) is still denoted by ρ ε in these relations since it depends on ε through the coupling with g ε K .
Remark that in the kinetic zone (where h = 1), this micro-Macro model gives the original kinetic equation in its micro-macro decomposition form (32) (33) . In the fluid zone (where h = 0), equation (41) gives g K = 0 and (40) gives the diffusion model (34) . Thus our micro-Macro model is well a coupling between the original kinetic equation and its diffusion approximation.
As in section 3.2, this derivation can be made more rigorous by taking a particular σ and a well located buffer zone (where σ is small).
Properties of the micro-Macro model
As for the micro-Macro model in the hydrodynamic scaling, we can easily prove the following properties: (ii) Full diffusion limit As ε goes to zero, the equilibrium part ρ ε of the micro-Macro model converges to ρ (0) , solution of the diffusion equation (34) .
Proof. The proof of point (i) is very similar to that of proposition 3.2 and is left to the reader.
For point (ii), we insert the Hilbert expansions g
The last two relations finally give the equation
which gives (34).
Remark 4.1. The coupled model proposed in [13] for the same equation does not preserve uniform flows. The problem is not the one we mentioned in remark 3.1 since the equilibrium distribution is linear hence homogenous of degree one. The problem -not noticed in [13] is rather due to the first order correction to the density of the fluid part that gives an O(ε 2 ) error in the uniform flow preservation. However, this did not appear in the numerical tests, since this error term only appears in the fluid zone, where ε is small.
A non-linear example: the radiative heat transfer model 4.2.1 The model and its diffusion limit
For simplicity, we consider the radiative transfer equation including heat transfer but without photon scattering. Moreover, only a one-band approximation is considered, in the one dimensional slab geometry (see [21] ).
We denote by I = I(t, x, µ) the radiative intensity at time t, at position x in the direction whose angle with axis Ox has cosine µ. Moreover, T (t, x) is the temperature of the medium. In the diffusion scaling, the equations are
where [I] is the total intensity
and B(T ) is the black-body intensity
We also prescribe initial values
These equations have not exactly the same form as (1), but our method applies with very slight modifications. First, note that despite the fact that the collision operator has no conservation property, the quantity m(µ) = 1 is locally conserved if we consider the two equations (42) and (43). Namely, we have the so-called energy conservation equation
The equilibrium states for this model are couples (T eq , I eq ) such that I eq = B(T eq ). Note that this implies that [µI eq ] = 0, which justifies using a diffusion scaling.
Consequently, the micro-macro decomposition is here the following
where T ε is keeped untouched. Then the equation for g ε and T ε are obtained by using (43) and (44)
This is well a system similar to (6-7) adapted to the radiative transfer setting. An important difference is that the micro-macro decomposition (45) does not imply that [g ε ] = 0, hence the source term in (46).
Note that a similar idea has been used in [21] in order to derive an asymptotic preserving discretization. But the decomposition they use is a bit more complicated since it makes use of an additional unknown that we do not need here.
Now the diffusion limit of (42-43) is obtained by inserting the Hilbert expansions
. We identify terms of equal power of ε to find
The last two relations give the following nonlinear diffusion equation
The micro-Macro model
As in section 2.4, we obtain the following coupled equations for
Now we aim to perform the diffusion approximation for g ε F in (49) and in (51). However, it turns out that the term ∂ t [g ε K ] in (49) leads to an asymptotic model that does not have the good properties. Actually, it is better to replace this term by its value given by (50). This yields the following equation
Then using exactly the same arguments as in section 4.1.2, we perform the diffusion approximation for g ε F in equation (52) rewritten as
where every term of the right-hand-side is considered to be an O(ε), and also in equation (51) rewritten as
where the term involving g ε K is assumed to be an O(ε 2 ). Then inserting the Hilbert expansions (53) and (54), we find the following relations
F ] = 0 and g (0)
and g
(1)
The last two relations then give a diffusion equation for T (0) coupled to the kinetic equation (50) for g ε K . This is our micro-Macro model that finally reads
and the initial data
Again, note that T (0) is denoted T ε in this model since it still depends on ε through the coupling.
As we noticed for the micro-Macro models in the previous sections, this model well gives the original radiative heat transfer equation (42-43) in the kinetic zone (where h = 1) and the nonlinear diffusion model (48) in the fluid zone (where h = 0).
Properties of the micro-Macro model
We can now prove that our micro-Macro model satisfies the following interesting properties. Proof. Again, the proof of (i) is very similar to that of proposition (3.2) and is left to the reader. For (ii), we insert the Hilbert expansions
2 ) in (56) and in the following energy conservation relation obtained by averaging the sum of (55) and (56)
By identifying terms of equal power of ε, we obtain these relations
The last two relations give nonlinear diffusion equation (48).
Remark 4.2. This model is a typical example for which the coupling method of [13] does not possess the property of preservation of uniform flows. The main reason is that as found in [14] , the equilibrium state I = B(T ) is not homogeneous of degree one with respect to T . Namely, in the coupling of [13] , we need that B(hT ) = hB(T ), which is obviously not true.
Numerical approximations
Here we briefly present how the previous micro-Macro models have been discretized for the numerical tests of section 6. To avoid a too large number of numerical results, we do not solve the micro-Macro model fot the linear transport equation of section 4.1. The main characteristics of our discretizations are the followings. First, the time variable t is discretized with nodes t n = n∆t for n ≥ 0, the space variable x is discretized with mesh points x i = i∆x for i = 1, . . . , i max and we define i a and i b such that x ia = a and
We set h i = h(x i ), ρ i = ρ(t n , x i ), and g n K,i = g K (t n , x i ). The velocity variable v (or µ) is discretized with nodes v j = j∆v, but for more clarity we do not use the subscript j in the sequel. The integrals in the fluxes and in the collision operators are approximated by a simple rectangle formula.
The transport terms in the kinetic parts of the models are discretized with this usual first order explicit upwind approximation
with the numerical flux φ i+
We also use standard second order approximation with slope limiters. The hyperbolic and parabolic fluxes in the fluid part of the models are treated with classical methods, see below.
The only unusual point is the discretization of the downscaling terms (∂ t + v∂ x )E[ρ] that appear in the kinetic equations for g K . Since this is a transport term, we again use the first order explicit upwind approximation (57). It is denoted in this section by
For completeness, we resume below the different micro-Macro models we found in this paper and the corresponding numerical approximations we used.
Micro-Macro model for the general hydrodynamic scaling (section 3)
The model
The scheme
where Ψ i+
. This approximation is constructed following the idea of Choi and Liu [9] . First, we assume that the flux Ψ can be splitted into a positive and a negative part Ψ = Ψ + + Ψ − . Then the first and second order reconstructions of the positive flux are obtained by the following piecewise polynomial Ψ + (x):
].
This equality must be understood component wise, that is we have one slope s i per component of the flux. The possible spurious oscillations near discontinuities are suppressed by the classical minmod slope limiter
while taking s i = 0 gives a first order scheme. We can do the same reconstruction for the negative flux. Then the numerical flux Ψ i+ is computed by upwinding and by using the previous splitting Ψ i+
).
Finally, the splitting of Ψ is naturally derived from its kinetic formulation
For the equilibrium part, this is nothing but the kinetic flux vector splitting introduced by Mandal and Deshpande in [25] for the Euler equations of gas dynamics. We can also use the flux vector splitting of Perthame [28] where the physical equilibrium is replaced in the splitting of Ψ by a compactly supported square-shaped distribution.
By applying the same analysis as in section 3.1, it is rather simple to prove that this scheme preserves uniform flows.
Asymptotic preserving scheme for relaxation kinetic equations
This scheme can be directly applied to the BGK and the Jin-Xin models. But in this cases, the collision operator is linear and can be taken implicit. This avoids a severe CFL condition due to the collision frequency and gives schemes that are asymptotic preserving, as explained hereinafter. Indeed with the explicit time discretization of the collision operator given above, small ε create large negative contributions to g n+1 K,i . This can only be controlled if ∆t is small enough, say ∆t < ετ . Since relaxation collision operators simply write Q(E[ρ] + g) = − 1 τ g, they can easily be taken implicit, which gives instead of (61) the relation
In this case, it seems clear that there is no more positivity issue due to ε, and that ∆t can be taken independent of ε. In particular, one can formally pass to the limit ε = 0 in this relation (with constant ∆t and ∆x) to find g n+1 K,i = 0. Passing to the limit in the discrete macroscopic relation (60) gives a scheme for the asymptotic hyperbolic model (13) . A scheme with such a property is often called an "asymptotic preserving scheme".
Actually this can be rigorously proved if h i = 1. In this case relation (60) and (62) are strictly equivalent to
which is an implicit discretization of the full relaxation kinetic equation. Thus it is well known that this scheme is L ∞ stable uniformly w.r.t ε. If h i = 1, a rigorous proof seems unlikely, while our numerical results show that the scheme is still stable in this case. However, by using the same kind of arguments as in Section 3.2, this may be understood as follows. Assume the buffer is located inside the fluid zone (where ε is small). This means that where h i = 1, we have from (62) that g n K,i is an O(ε), hence a very small quantity. Outside the buffer zone, h i = 0, then g n K,i is zero. Consequently, the possible instabilities should remain of size ε and located inside the buffer.
Micro-Macro model model for the heat transfer equation (section 4.2)
For clarity, we have dropped ε in these relations. Again, by applying the same analysis as in section 3.1, it is rather simple to prove that this scheme preserves uniform flows.
At the contrary, it is much more difficult to design an asymptotic preserving scheme here. Actually, the stiffness of the equations is not only due to the collision operator, but also to the transport terms. We defer the design of an adapted asymptotic preserving scheme to a future work. For instance, it should be possible to extend the asymptotic preserving scheme of [21] to this model. We refer to [13] for another example of such a scheme applied to a different kinetic/diffusion coupled model.
Numerical results
In this section, we want to illustrate the properties and potentialities of our method with simple 1D cases. Our goal is mainly twofold:
• to confirm the robustness and stability of our method
• to test its accuracy and to show how it can be used to approximate a kinetic model when a large part of the domain is close to an equilibrium state
We shall first consider the Jin-Xin relaxation approximation (27) of the Burgers equation. Then we shall use two 1D BGK models similar to (25) , where the second one accounts for 3D effects in velocity. Finally, we shall test our method on the radiative heat transfer model (42-43). In the first test, we want to prove that the oscillation observed in [14] (and due to the non preservation of uniform flows) is not created by our new method.
Here we take ε = 0.01. We use 100 points to solve the kinetic model (27) in the entire domain, and 100 points for the numerical approximation of the micro-Macro model. The function h is defined to be piecewise linear and continuous: 0 for x ≤ a, 1 for x ≥ b, and linear between a and b. We use two choices of buffer zones: a = −0.1, b = 0.1; a = −0.05, b = 0.05 respectively.
On the different figures, the kinetic solution ρ = f 1 + f 2 is plotted with a solid line, while the density of the micro-Macro model ρ is shown by the symbol 'o'. We also plot the exact solution for the full hydrodynamic limit -that is Burgers equation in this case -with dash-dotted line. The buffer zone is made clearly visible by two vertical dotted lines at x = a and x = b.
We consider a shock wave corresponding to the initial condition: ρ = 1 in [−0.5, 0] and ρ = 0.5 in [0, 0.5]. We observe (figures 1-2) that the micro-Macro model is very close to the kinetic solution in the whole domain. As expected, there is no oscillation at all.
In a second test, we want to validate our method in a situation more adapted to the derivation of our model. Consequently, equation (27) On figures 3 and 4, the same symbols as in the previous test are used, we plot the same quantities, and we materialize by dotted lines the fluid and kinetic domains (with the corresponding values of the relaxation time). We plot our results for four different times. First we globally note that the micro-macro model is really very close to the full kinetic model. More precisely, when the shock is inside the fluid zone (3, top), the micro-Macro model is slightly different from the kinetic model, since only the fluid equation is solved here. However, the three models are very close in this zone. As the shock reaches the kinetic zone, the hydrodynamic solution becomes very different, while the micro-Macro and the kinetic models remain very close (almost indistinguishable on the figures). Consequently, our micro-Macro model behaves fairly well on this test case.
Example 6.2. Numerical solution of the micro-Macro model for the 1D-1D BGK equation (25) In this example, we perform a test similar to the previous one with the Xin-Jin model. We take a space dependent relaxation time τ instead of the single parameter ε such that we can clearly define a fluid zone (where τ is small) and a kinetic zone (where τ is larger). Note that up to our knowledge, this model is not really physical, since in rarefied gas dynamics, the relaxation time depends on x through the macroscopic quantities only. But in that case, the definition of fluid and kinetic zones is less obvious (see example 6.3).
We compare our micro-Macro model (26) to the original kinetic equation and to the full hydrodynamic limit (21) which is Euler equations with γ = 3. The equations are solved in the domain [0, 1] with 100 points in space and second order schemes. The time step is the same for the three models, and based on the CFL condition for the kinetic equation. The initial condition is high density region of gas at rest at uniform temperature located around the middle of the domain. It is defined for the kinetic equation by a Maxwellian distribution with the macroscopic quantities density=1 + 0.1/ √ 0.002π exp(−(x − 0.5) 2 /(0.002)), velocity=0, and temperature=1. The fluid model is initialized with the same macroscopic data, and the micro-Macro model is initialized accordingly.
We use three different relaxation time functions and the same buffer zone [0.4950, 0.5248]. The transition function h is defined with a piecewise affine function, as in the previous example.
In the the test, we use a relaxation time that varies smoothly from 0.001 to 1 with the formula τ (x) = 1/2(2/π arctan((x − 0.5)/0.005 − 30) + 1). Thus in the buffer zone, τ varies between 0.0103 and 0.0127. On figure 5 , we plot the density, the velocity, and the pressure of the gas, as well as the relaxation time that allows to see where are located the fluid and kinetic zones. Quite surprisingly, we observe that the kinetic and the fluid models are very different even in the fluid zone. It seems that the kinetic effects of the kinetic zone influence the solution as far as the fluid zone. But the micro-Macro model does not have this property since it seems much closer to the fluid model in this zone than to the kinetic solution. At the contrary, the micro-Macro and the kinetic models are very close in the kinetic zone. It probably means that the micro-Model does not take into account enough kinetic effect. Now we decrease these kinetic effects by taking a relaxation time that varies smoothly from 0.0001 to 0.1 with the formula τ (x) = 1/2(2/π arctan((x − 0.5)/0.005 − 30) + 1)0.1. Then the kinetic zone is rather what is called a transition regime zone in aerodynamics. We observe in figure 6 that the micro-Macro model is now very close to the kinetic model in the whole domain.
Finally, we use a relaxation time that varies from 0.001 to 1 like in the first test, but with a a piecewise linear and continuous function: 0.001 for x < 0.6, 1 for x > 0.7 and linear between 0.6 and 0.7. Thus the buffer zone is clearly inside a highly fluid zone (τ is 0.001 inside while it was around 0.01 in the first test). Again we observe in figure 7 that the micro-Macro model is very close to the kinetic model in the whole domain.
We conclude from this test that to have an accurate approximation of the kinetic equation with our micro-Macro model, either the buffer zone must be in a real fluid zone, or the kinetic effects must localized enough. Here we test the micro-Macro model for the following BGK model of rarefied gas dynamics:
) and
The collision frequency is ν(ρ) = µ p
, where p = nRT is the pressure and µ = CT ω is the viscosity. For hydrogen, we have R = 208.24, C = 1.99 × 10 −3 , and ω = 0.81 (see [4] ). This model is 1D in space and 2D in velocity, but it accounts for 3D velocity effects. It is obtained with standard reduction technique of the full 3-dimensional BGK model of rarefied gas dynamics (see [17] ). Namely,
where f is the full distribution function. This model is of the form (1), and its hydrodynamic limit is the Euler system of gas dynamics for monatomic gases (γ = 5/3). A micro-Macro fluid model of form (6-7) can be derived.
We use te classical stationary normal shock wave problem (see [27] or [4] ). The gas is initially into two uniform left and right Maxwellian states separated by a discontinuity at x = 0. The two states are related by the Rankine-Hugoniot relations. The steady state shows the smooth transition between upstream and downstream states. For the upstream flow, we used a density n = 6.63×10 −6 kg.m −3 , a velocity u = 2551 m.s −1 , and a temperature T = 293 K. These values yield a shock Mach number of 8.
Contrary to the previous models, the present model does not explicitely contain a small parameter that could indicate where the kinetic effects should be taken into account. However, it seems clear that the flow is very close to equilibrium far away from the shock, and in a highly non-equilibrium state within the shock. Actually, this can be made more precise by plotting the local Knudsen number Kn = mean free path n/∂xn obtained with a full BGK computation (see figure 8 ). According to Bird [4] , the upper limit on Kn at which a kinetic description must be used may be taken to be 0.2. Consequently, we define three different zones where the kinetic upscaling will be used: these zones are respectively defined by Kn > 10 −2 , 10 −3 , 10 −4 . We do not use the upper limite Kn > 0.2 given by Bird since it would give a very narrow zone.
For the numerical computation, we use a finite space domain [−0.5, 0.5] discretized with a uniform mesh of 300 cells. The velocity domain is [−3410, 4603] discretized with 40 points. This ensures that both left and right Maxwellian are well represented on the velocity grid. A second order scheme is used with the kinetic flux vector splitting of [25] for the macroscopic terms with an implicit time disctetization of the collision operator. For the three tests, the kinetic zone is separated from the fluid zone by two left and a right buffer zones of length 1/30. The function h is defined with a piecewise affine function, as in previous examples (it is 1 inside the kinetic zone and 0 in the fluid zone). As usual fot this test case, we use a stabilization technique to prevent the shock from moving to the right. Namely, after each time step, the solution is shifted so that the mean density point x (defined by the relation n(x) = n lef t +n right 2
) is equal to 0. See [27] and the references therein for a discussion of this so-called "shift-phenomenon".
In figure 9 -11, we compare the macrosopic quantitites density, velocity, temperature, and heat flux obtained with a full kinetic computation to the ones obtained with our micro-Macro model, with the three different kinetic zones. We observe that for the density all the results are very close. For the other quantities, the results obtained with the two largest kinetic zones are very close to the full kinetic solution. However the results obtained with the most narrow kinetic zone are correct only inside the shock and downstream. In the upstream part, we can clearly see a kind of discontinuity, located in the left buffer zone. This is probably due to the fact that the macroscopic model (Euler model) is used where the kinetic effects are still important, even if the local Knudsen number is lower than 10 −2 in this zone. Note that this number is based on the density only, it is thus not surprising that it does not take into account all the non-equilibrium effects. Instead we could use much more precise criteria that exist in the literature to determine how a flow locally departs from an equilibrium state (see for instance [23, 26, 30] ).
We also plot the reduced distribution function F (x, v) into four different points of the flow: x = −0.1383 (upstream), x = −0.2217 (left part of the shock), x = 0 (middle of the initial shock), x = 0.0117 (right part of the shock), x = 0.0717 (downstream). We find that all the results are very close (even if the results obtained with the most narrow zone are less accurate than the others).
This test thus shows that our micro-Macro model behaves fairly well to describe rarefied gas problems. However, we think that the macroscopic model (Euler equations) is not very well adapted for this case. Indeed, the solution given by the Euler model is simply the initial discontinuity, which is very far from the kinetic solution, in particular in the upstream flow. Instead, we could probably use much more narrow kinetic zone if the macroscopic model was Navier-Stokes equations instead of Euler equations. The derivation of such micro-Macro model is defered to a future work. T (t, 0) = 1, T (t, 1) = 0, and equilibrium Dirichlet boundary conditions for the radiative intensity:
The corresponding boundary conditions for g K are
The initial data are I| t=0 = T | t=0 = 0 and thus g K | t=0 = 0. In this example, we take ε = 1, and the value of the opacity σ characterizes the nature of the regime (transport or diffusive). It is defined to be piecewise linear and continuous: 1 for x ≤ 0.1, 100 for x ≥ 0.15, and linear between 0.1 and 0.15. Therefore we can consider that the interval [0, 0.1] is purely kinetic while [0.15, 1] is purely diffusive.
The function h is also defined to be piecewise linear and continuous: 0 for x ≤ a, 1 for x ≥ b, and linear between a and b. We use two choices of buffer zones: a = 0.12, b = 0.17; a = 0.16, b = 0.21 respectively. Note that these buffers have the same size, while only the second one is inside the fluid zone (this was suggested by the analysis given in section 3.2).
We use 100 points for x and 20 points for µ. we compute both transient and steady states.
On the different figures, the temperature of the kinetic model is plotted with a solid line, while the temperature of the micro-Macro model is shown by the symbol 'o'. We also plot the temperature of the full diffusion limit with dash-dotted line. The buffer zone is made clearly visible by two vertical dotted lines at x = a and x = b.
For the transient state (t = 0.0185) we observe in figure 17 that the micro-Macro model is very close to the kinetic solution in the whole domain. This result is remarkable since the full diffusion model itself is completely wrong, even in the diffusive domain, whereas our micro-Macro model is nothing but the full diffusion equation in the diffusion domain. This difference is due to the fact that the diffusion model fails to capture the correct dynamics in the kinetic zone, while our micro-Macro model does not.
For the steady state (figure 18), the conclusions are similar except that with the buffer which is not completely in the fluid zone: the results obtained with this buffer are not as accurate as with the other one. This comforts the analysis given in section 3.2.
Finally, we mention that our micro-Macro model is perfectly in agreement with the diffusion equation if both domains are diffusive (say σ = 1 everywhere). The corresponding results are not plotted here.
Conclusion
In this work, we have presented a method to model kinetic problems by using a fluid approximation wherever it is possible. We have proposed a way to include a localized kinetic upscaling that corrects the fluid model wherever it is necessary. In parts of the domain where the particles are very far from an equilibrium state, our method turns to the full kinetic equation, while where equilibrium state is reached, only the fluid equations are solved. The main ingredients we have used are a splitting of the distribution function into an equilibrium leading part plus a perturbative non-equilibrium term, and the idea of buffer zones and transition functions as proposed in [13] and [14] .
Of course, the previous numerical results are only preliminary tests. An intensive series of new tests should be done to measure the performances of our method, in particular in 2D configurations. But already, we have presented several tests in 1 space dimension that show our method behaves quite satisfactorily. Moreover, we have shown that our method raises the main question addressed in [14] , while it shares many similar properties. It is very easy to use and to implement since the zones where the kinetic upscaling is taken into account are defined through a function which is evaluated once for all on the grid. For instance, several kinetic subdomains with non-connex buffer zones can easily be used without modifying the implementation. Moreover, its simplicity allows us to apply it to very different problems, as rarefied gas dynamics and radiative heat transfer.
Further developments of this work could include the use of a time-dependent transition function h coupled with a physical criterion to obtain an adaptive micro-Macro model as it is done in [12] . It is also very important to build asymptotic preserving schemes for micro-Macro models that account for diffusion scale, like the radiative heat transfer model. Moreover, for the case of rarefied gas dynamics, it should be very relevant to extend our approach to a micro-Model whose fluid model would be the Navier-Stokes equations rather than the Euler equations. Finally, we shall also try to apply this method in other physical problems where multiscale effects are important. 
