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The leading order terms in a curvature expansion of the surface tension, the Tolman length (first order),
and rigidities (second order) have been shown to play an important role in the description of nucleation
processes. This work presents general and rigorous expressions to compute these quantities for any non-
local density functional theory (DFT). The expressions hold for pure fluids and mixtures, and reduce to the
known expressions from density gradient theory (DGT). The framework is applied to a Helmholtz energy
functional based on the perturbed chain polar statistical associating fluid theory (PCP-SAFT) and is used
for an extensive investigation of curvature corrections for pure fluids and mixtures. Predictions from the full
DFT are compared to two simpler theories: predictive density gradient theory (pDGT), that has a density
and temperature dependent influence matrix derived from DFT, and DGT, where the influence parameter
reproduces the surface tension as predicted from DFT. All models are based on the same equation of state
and predict similar Tolman lengths and spherical rigidities for small molecules, but the deviations between
DFT and DGT increase with chain length for the alkanes. For all components except water, we find that
DGT underpredicts the value of the Tolman length, but overpredicts the value of the spherical rigidity. An
important basis for the calculation is an accurate prediction of the planar surface tension. Therefore, further
work is required to accurately extract Tolman lengths and rigidities of alkanols, because DFT with PCP-SAFT
does not accurately predict surface tensions of these fluids.
I. INTRODUCTION
The dependence of the surface tension on the interfa-
cial curvature has been discussed intensely over the last
decades. One of the motivations for studying the subject
was the discrepancies between experiments and theoret-
ical predictions for nucleation rates in condensation and
evaporation.1,2 In classical nucleation theory, the nucle-
ation rate depends exponentially on the formation energy
of the nano-sized critical cluster. Therefore, it has been
hypothesized that omitting the curvature dependence of
the surface tension is the cause of the large discrepan-
cies between theory and experiments.2–5 The curvature
dependence of the surface tension also has implications
for other important examples such as the properties of
biomembranes,6 and wetting at the nanoscale.7
The first quantitative description was proposed by
Tolman.8 By introducing the distance between the
equimolar radius Re and the radius of the surface of ten-
sion Rs, referred to as δT (Rs), he proposed the expression
σ(Rs) =
σ0
1 + 2δT (Rs)
Rs
, (1)
for the curvature dependent surface tension σ(Rs) in re-
lation to the surface tension of a planar interface σ0. In
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Eq. (1), the curvature dependent Tolman length, δT (Rs)
is often replaced by the Tolman length of the planar in-
terface δ. In later works,4,9–12 it was shown that with this
approximation, Eq. (1) is incapable of representing the
surface tension of small droplets. Instead, the second-
order expression by Helfrich6 has been established as the
preferred model to capture the curvature dependence of
the surface tension. For an arbitrarily curved interface,
it reads
σ(J,K) = σ0 − δσ0J +
k
2
J2 + k¯K + . . . , (2)
where δ is the the Tolman length, k is the bending rigidity
and k¯ is the Gaussian rigidity. The interface is character-
ized locally by the total curvature J = 1/R1+ 1/R2 and
the Gaussian curvature K = 1/ (R1R2), with R1 and R2
being the two principal radii. The expansion truncated
at second order is known as the Helfrich expansion, and
the coefficients σ0, δ, k and k¯ are referred to as Helfrich
coefficients. For spherical (index s) and cylindrical (in-
dex c) geometries, Eq. (2) simplifies to
σs(R)= σ0 −
2δσ0
R
+
2k + k¯
R2
+ . . . and (3)
σc(R)= σ0 −
δσ0
R
+
k
2R2
+ . . . (4)
where R is an arbitrarily chosen dividing surface. The
Tolman length for the vapor–liquid interface has been
the subject of many discussions and controversies, in par-
ticular its sign, since different routes to obtain it have
2yielded different results. Due to its simplicity, most
works in the literature have considered the truncated
and shifted Lennard–Jones (LJ) fluid. Theoretical cal-
culations based on free-energy functionals of the density
profile, such as density gradient theory (DGT) and non-
local density functional theory (DFT), have consistently
given zero or negative values.13–16 However, positive val-
ues have been reported from Monte Carlo and molecular
dynamics (MD) simulations that compute the Tolman
length from the pressure tensor (see17–19 and references
therein). MD simulations by van Giessen and Blokhuis,
and also by Block et al. have only recently resulted in
negative Tolman lengths around −0.1 in units of the LJ
diameter;15,20,21 a consensus on this value is emerging
in the scientific community.22 Curvature corrections for
water have also been investigated intensely,4,7,23–27 also
with conflicting results on the sign of the Tolman length.
Still, DGT and DFT have been shown to agree quanti-
tatively with the predictions of recent simulation studies
for both the LJ fluid9,20,22 and water,4,24–26 giving cred-
ibility to DFT and DGT as methodologies to calculate
curvature corrections.
Free-energy functionals allow direct calculation of the
curvature dependence of the surface tension. In princi-
ple, the unknown coefficients in Eqs. (3) and (4) can be
estimated by fitting a second order polynomial of the sur-
face tension as a function of the curvature, 1/R.12 Since
the surface tension of large droplets and bubbles is very
similar to σ0, coefficients computed in this manner have
limited accuracy. A more accurate and rigorous route is
to directly calculate the derivatives of the surface ten-
sion with respect to curvature from the free-energy func-
tional.28 This involves solving for the first-order curva-
ture expansion of the density profiles. The methodology
was first presented by Blokhuis and Bedeaux for pure flu-
ids described by DGT,29 and later extended to mixtures
described by DGT by Aasen et al.11 Estimates of the
Helfrich coefficients have also been computed from vari-
ous other free-energy functionals.12,22,30,31 Still, a robust
method for calculating these coefficients rigorously from
arbitrary free-energy functionals and a systematic com-
parison of the values derived from different functionals
for a range of fluids is missing.
This work presents general expressions to compute the
Tolman length and rigidity constants for arbitrary free-
energy functionals, that hold for pure fluids and mix-
tures. These expressions are next applied to predict
the Helfrich coefficients to state-of-the-art accuracy for
a range of pure fluids and mixtures, using a non-local
DFT based on the perturbed-chain polar statistical asso-
ciating fluid theory (PCP-SAFT) equation of state. We
present the first systematic comparison of these coeffi-
cients to predictions from DGT and predictive density
gradient theory (pDGT).32 The comparison yields insight
into the limits of using gradient theories for the descrip-
tion of curved interfaces. We will also shed light on the
impact of the underlying equation of state in DGT and
non-local DFT.
In section II we develop the general expressions for the
Helfrich coefficients, valid for any free-energy functional.
In sections III A and III B, coefficients for a range of pure
fluids and mixtures are compared. In section IV, we offer
some concluding remarks.
II. THEORY
In this section we first review the general model-
independent relations appearing in the curvature expan-
sion. Subsequently we present the new expressions for
the Helfrich coefficients for non-local DFT and shed light
on how to treat the density dependence of the influence
parameter in predictive density gradient theory. In all ex-
pressions, we consider isothermal conditions and paths.
Bold symbols denote vector properties with respect to
the components in the system.
A. General relations for curvature expansion
The aim of a curvature expansion is to determine ther-
modynamic properties of a curved interface by Taylor
expanding around the planar interface. Therefore, every
property X that depends on the curvature is written as
X = X0 +
X1
R
+
X2
R2
+ . . . , (5)
where the coefficients Xi do not depend on the curva-
ture. To be able to describe an arbitrarily shaped in-
terface using the Helfrich expansion, the curvature ex-
pansion has to be performed in spherical and cylindrical
coordinates. In the following, we derive expressions that
are valid for both geometries, captured by the geometry
factor g, which is 0 for a planar interface, 1 for a cylin-
drical interface and 2 for a spherical interface. Before
presenting model-specific expressions, we derive general
relations between the different properties of curved inter-
faces.
Gibbs–Duhem equation
The bulk pressures in the liquid (L) and the vapor (V )
phase are related to the chemical potential µ and the
density ρ of the system via the Gibbs-Duhem equation
ρV · dµ = dpV and ρL · dµ = dpL. (6)
Thus, the pressure difference ∆p = pL − pV is linked to
the difference in densities ∆ρ = ρL − ρV via
∆ρ · dµ = d∆p. (7)
3Using Eq. (5) for all properties leads to the expression
(
∆ρ0 +
∆ρ1
R
+ . . .
)
·
(
µ1 +
2µ2
R
+ . . .
)
d
(
1
R
)
=
(
∆p1 +
2∆p2
R
+ . . .
)
d
(
1
R
)
. (8)
Collecting terms with the same power of R results in the
relations
∆p1 = ∆ρ0 · µ1 and (9)
∆p2 = ∆ρ0 · µ2 +
1
2
∆ρ1 · µ1. (10)
Adsorption
The adsorption, Γ refers to the amount of particles ac-
cumulated at the interface per surface area, and isdefined
as
Γ =
∫
ρE(r)
( r
R
)g
dr, (11)
where we introduce the excess density
ρE(r) = ρ(r) − ρLΘ(R− r) − ρVΘ(r −R), (12)
with the Heaviside step function Θ(r). By changing the
integration variable to z = r − R and again collecting
terms of the same order in curvature, the following ex-
pansion coefficients
Γ0 =
∫
ρE0 (z)dz, and (13)
Γ1 =
∫ (
ρE1 (z) + gzρ
E
0 (z)
)
dz (14)
are obtained.
Gibbs adsorption equation
The Gibbs adsorption equation
dσ = −Γ · dµ+
[
∂σ
∂R
]
T,µ
dR (15)
links the adsorption to the surface tension σ. As we have
not yet made a choice of dividing surface, the notional
derivative,
[
∂σ
∂R
]
T,µ
appears in the equation. The notial
derivative describes the change in surface tension due to a
change in the dividing surface, while keeping the physical
system unaltered. The notional derivative also enters the
general form of the Young-Laplace equation, as
∆p =
gσ
R
+
[
∂σ
∂R
]
T,µ
. (16)
Substituting the notional derivative from Eq. (16) into
(15) and expanding the resulting expression gives a gen-
eral relation between the coefficients of the pressure dif-
ference and the surface tension, as
∆p0 = 0, ∆p1 = gσ0 and
∆p2 = −Γ0 · µ1 + (g − 1)σ1. (17)
Density profiles
The density profile of an open system is obtained as
a stationary point of the grand potential functional Ω.
Using a Legendre transform, the equilibrium condition
can be formulated in terms of the functional derivative
of the Helmholtz energy, F instead
δΩ
δρ(r)
∣∣∣∣
T,V,µ
= 0 ⇔
δF
δρ(r)
∣∣∣∣
T,V
= µ. (18)
A curvature expansion of Eq. (18) gives
µ0 =
(
δF
δρ(r)
)
0
, and (19)
µ1 =
∫ (
δ2F
δρ(r)δρ(r′)
)
0
ρ1(r
′)dr′. (20)
The density profile of the planar interface and the first-
order term in the curvature expansion of the density can
be obtained by solving the above equations. It is not
obvious from the general formulation how they should be
solved. However, one important property can be derived.
For free-energy functionals F , the expression
∫ (
δ2F
δρ(r)δρ(r′)
)
0
∇ρ0(r
′)dr′ = ∇
(
δF
δρ(r)
)
0
= 0,
(21)
vanishes at equilibrium. It follows, that if ρ1(r) is a
solution of Eq. (20), ρ1(r) + ε∇ρ0(r) is also a solution
for any value of ε.
Surface tension
The surface tension is defined as the excess grand po-
tential per surface area, σ = Ω
E
A
. Using the geometry
factor g, it can be expressed as
σ =
∫ (
f − ρ · µ+ pLV
) ( r
R
)g
dr (22)
with the Helmholtz energy density, f and the pressure
of the bulk phases, pLV = pLΘ(r − R) + pVΘ(R − r),
which is related to the adsorption via the Gibbs-Duhem
equation. After a few simplification steps and identifying
the excess grand potential density of the planar interface,
4∆ω0 = f0−ρ0 ·µ0+ p0, the resulting expressions for the
coefficients are
σ0 =
∫
∆ω0dz (23)
σ1 =
∫
(f1 − ρ1 · µ0) dz + g
∫
∆ω0zdz − µ1 · Γ0 (24)
σ2 =
∫ (
f2 − ρ2 · µ0 −
1
2
ρ1 · µ1
)
dz
+ g
∫
(f1 − ρ1 · µ0) zdz +
g(g − 1)
2
∫
∆ω0z
2dz
−
g
2
µ1 ·
∫
ρE0 zdz − µ2 · Γ0 −
1
2
µ1 · Γ1 (25)
It is tempting to neglect the first term in both the first
and second order expressions for the surface tension as
we find
∫
(f1 − ρ1 · µ0) dr =
∫∫ ((
δf(r)
δρ(r′)
)
0
· ρ1(r
′)−
(
δf(r′)
δρ(r)
)
0
· ρ1(r)
)
drdr′
(26)
which is strictly zero. However, in Eq. (24), the inte-
gration is over z. We have to take into account that the
integration takes place in a curvilinear coordinate system,
even if one is interested in the limit of zero curvature.
Path through the metastable region
Although the norms of the vectors µ1 and µ2 are fixed
by Eqs. (9), (10) and (17), their directions represent
degrees of freedom. Every point in the metastable re-
gion is defined by its temperature and chemical poten-
tials. However, there is an infinite number of possible
starting points on the phase envelope and paths towards
the metastable point, which are each equipped with their
own expansion coefficients. In a previous study,11 it was
shown that a straight path (i.e. µ2 ∝ µ1) where the
composition of the liquid phase xL is kept constant in
the first order term gives low errors in the expansion. To
obtain the coefficients of the chemical potential for this
choice of path, the first order coefficient of the total liquid
density is calculated as
ρL1 =
gσ0
(xL)
T (
µLρ
)
0
∆ρ0
, (27)
from which the chemical potential,
µ1 = ρ
L
1
(
µLρ
)
0
xL (28)
and the vapor partial densities,
ρV1 =
(
µVρ
)−1
0
µ1 (29)
follow. The second order coefficient for the chemical po-
tential can be derived from Eqs. (10) and (17) as
µ2 =
(g − 1)σ1 −
(
Γ0 +
1
2∆ρ1
)
· µ1
gσ0
µ1. (30)
Choice of dividing surface
The equations derived so far are valid for any choice
of dividing surface. However, to be able to evaluate the
expressions, a choice has to be made. The first option is
the surface of tension Rs, for which the notional deriva-
tive of the surface tension vanishes. Thus, the usual form
of the Young Laplace equation ∆p = gσ
Rs
is valid and the
Gibbs adsorption equation simplifies to
σ1 = −µ1 · Γ0 and σ2 = −µ2 · Γ0 −
1
2
µ1 · Γ1. (31)
The second important option is the equimolar dividing
surface or its generalization to multicomponent mixtures,
the Koenig surface33 Rk, which is defined by Γ · dµ = 0.
As opposed to the surface of tension which is a state
function, the Koenig surface is path dependent. For spe-
cific applications, one choice might be superior. However,
it is important to keep in mind that neither the planar
surface tension nor the Tolman length depend on the di-
viding surface and there are simple model-independent
relations for the rigidity constants for different dividing
surfaces.11
In the density profile of the planar interface, the divid-
ing surface is fixed by finding any density profile that
solves the zeroth order Euler–Lagrange equation and
then shifting the z-axis by the position of the Koenig
surface zk0 or the surface of tension zs0. The values for
the two surfaces are given by
zk0 =
µ1 · Γ0
gσ0
and zs0 =
σ1 + µ1 · Γ0
gσ0
. (32)
From these relations, we obtain an expression for the
Tolman length
zk0 − zs0 =
−σ1
gσ0
= δ. (33)
With a similar procedure, the correct solution of the first
order Euler–Lagrange equation is found by first finding
any solution ρ˜1(z) and then obtaining the actual solution
as ρ1(z) = ρ˜1(z) + ερ
′
0(z) with
ε =
2µ2 · Γ0 + µ1 · Γ˜1
gσ0
(34)
for the Koenig surface and
ε =
σ2 + 2µ2 · Γ0 + µ1 · Γ˜1
gσ0
(35)
for the surface of tension.
5B. Non-local density functional theory
In non-local density functional theory (DFT), the
Helmholtz energy F [ρ(r)] =
∫
f [ρ(r)]dr and the
Helmholtz energy density f [ρ(r)] are functionals of the
density profiles ρ(r) of all components. In most DFT
approaches, the Helmholtz energy density can be writ-
ten as a function of any number of weighted densi-
ties nα. This includes functionals based on fundamen-
tal measure theory (FMT),34 local and weighted density
approximations35 and mean-field theory.22 The weighted
densities are obtained by convolving the density profile
with corresponding weight functions, ωα in three dimen-
sions
nα(r) = ρ
3D
⊗ ωα =
∫
ρ(r− r′) · ωα(r′)dr′, (36)
where the sum in the inner product is over all compo-
nents. To calculate the expansion coefficients, the curva-
ture expansion of the convolution integral is required.
This is straightforward for a spherical geometry, but
significantly more tedious in cylindrical coordinates, as
shown in Appendix A. The zeroth and first order expres-
sions for the weighted densities can be written using one
dimensional convolution integrals,
nα0 = ρ0 ⊗ ωα and (37)
nα1 = ρ1 ⊗ ωα −
g
2
ρ0 ⊗ (zωα) . (38)
For the curvature expansion, the first
f1 =
∑
α
fα0nα1 and second (39)
f2 =
1
2
∑
α
fα1nα1 +
∑
α
fα0nα2 (40)
order coefficients of the Helmholtz energy density are re-
quired. Here,
fα0 =
(
∂f
∂nα
)
0
and fαβ0 =
(
∂2f
∂nα∂nβ
)
0
(41)
is shorthand for the zeroth order first and second partial
derivatives of the Helmholtz energy density and fα1 =∑
β fαβ0nβ1 is the corresponding first order expression.
The same concept as for the weighted densities is used
to obtain the first and second order expressions for the
Euler–Lagrange equation, giving
µ0 =
(
δF
δρ
)
0
=
∑
α
fα0 ⊗ ωα and (42)
µ1 =
(
δF
δρ
)
1
=
∑
α
(
fα1 ⊗ ωα −
g
2
fα0 ⊗ (zωα)
)
. (43)
Using Eqs. (38), (39) and (42), the first term in the
general expression (24) for σ1 can be simplified as∫
(f1 − ρ1 · µ0) dz
=
∫ ∑
α
(
fα0 (ρ1 ⊗ ωα)−
g
2
fα0 (ρ0 ⊗ (zωα))
− ρ1 (fα0 ⊗ ωα)
)
dz
= −
g
2
∫ ∑
α
fα0 (ρ0 ⊗ (zωα)) dz.
Through its definition σ1 = −gδσ0, the Tolman length
follows as
δσ0 =
1
2
∫ ∑
α
fα0 (ρ0 ⊗ (zωα)) dz
−
∫
∆ω0zdz +
1
2
µs1 · Γ0. (44)
For different Helmholtz energy functionals, the Tolman
length depends only on the planar density profile.22,29
In a similar albeit more elaborate fashion, the rigidity
constants are obtained as
k = −
1
4
∫ ∑
α
fα0 (ρ0 ⊗ ω˜α) dz
−
1
4
∫ ∑
α
(ρs1 · (fα0 ⊗ (zωα)) + f
s
α1 (ρ0 ⊗ (zωα))) dz
−
1
2
µs1 ·
∫
ρE0 zdz − 2µ
c
2 · Γ0 −
1
4
µs1 · Γ
s
1 (45)
and
k¯ =
∫
∆ω0z
2dz +
1
2
∫ ∑
α
fα0 (ρ0 ⊗ ω˜α) dz
−
∫ ∑
α
fα0 (ρ0 ⊗ (zωα)) zdz + (4µ
c
2 − µ
s
2) · Γ0. (46)
The full derivation of these expressions is shown in the
supplementary material. The gaussian rigidity, k¯ also
does not depend on ρ1, but the bending rigidity, k does.
To calculate all Helfrich coefficients, it is therefore nec-
essary to calculate ρ0 and ρ1 from the zeroth and first
order expressions of the Euler–Lagrange equation. It is,
however, only necessary to calculate ρ1 for one geome-
try, as all first order expressions are proportional to the
geometry factor g and therefore ρs1 = 2ρ
c
1, i.e. the value
for a spherical geometry is twice the value for a cylindri-
cal geometry. Further, if ρ1 is a solution to Eq. (43),
ρ1+ ερ
′
0 is also a solution for any value of ε. A thorough
investigation of Eq. (45) reveals, however, that k does
not depend on the value of ε. Therefore, it is sufficient
to find any solution of Eq. (43) to compute the Helfrich
coefficients.
Although different numerical methods have been
applied,36 the standard method in DFT is to solve for the
6density profiles by use of fixed point iteration. To calcu-
late the planar density profile, the functional derivative
in Eq. (42) is split into an ideal gas contribution and a
residual, resulting in the iteration
ρ0 = exp
(
1
kBT
(
µ0 −
(
δF res
δρ
)
0
))
. (47)
The same concept can be used to solve for the curvature
correction, giving
ρ1 =
ρ0
kBT
(
µ1 −
(
δF res
δρ
)
1
)
. (48)
The convergence of the iteration can be sped up signifi-
cantly by using an Anderson mixing scheme.36,37
C. Predictive density gradient theory
In predictive density gradient theory (pDGT),32 the
Helmholtz energy functional has the form
F [ρ(r)] =
∫ (
f eos(ρ) +
1
2
∇ρTC(ρ)∇ρ
)
. (49)
The difference compared to standard density or square
gradient theory comes from the density and temperature
dependence of the influence matrix, C. Both the influ-
ence matrix and the bulk Helmholtz energy density, f eos
can be related to the Helmholtz energy density in non-
local DFT as
f eos(ρ) = f({nbα}) and (50)
C(ρ) = −
∑
αβ
fαβ({n
b
α})
(
ω0αω
2
β
T
+ ω2αω
0
β
T
)
with the moments of the weight functions
ω0α = 4π
∞∫
0
ωα(r)r
2dr and ω2α =
2π
3
∞∫
0
ωα(r)r
4dr.
and the weighted densities evaluated for local bulk con-
ditions nbα = ρ · ω
0
α. The expressions for the Helfrich
coefficients are the same as for standard DGT.11,29
σ0 =
∫
ρ′0
T
C0ρ
′
0dz (51)
δσ0 =−
∫
ρ′0
T
C0ρ
′
0zdz +
1
2
µs1 · Γ0 (52)
k =−
1
2
∫
ρ′0
T
C0ρ
s
1dz −
1
2
µs1 ·
∫
ρE0 zdz
− 2µc2 · Γ0 −
1
4
µs1 · Γ
s
1 (53)
k¯ =
∫
ρ′0
T
C0ρ
′
0z
2dz + (4µc2 − µ
s
2) · Γ0 (54)
For pDGT, the density dependence of the influence ma-
trix has to be taken into account when calculating the
density profile from the Euler–Lagrange equation. There-
fore, we propose a slight modification to the approach
previously suggested for a constant influence matrix.11
Similar to the method for planar interfaces,32 we use the
geometric combining rule C = ccT . The vector c con-
tains the square root of the diagonal elements of the in-
fluence matrix. The advantage of this approach is that
it leads to a separation of the Euler–Lagrange equation
into a system of algebraic equations
f eos
ρ
− µ = αc (55)
with the unknown α and one differential equation. To ob-
tain it, we introduce u = c·ρ′ and use it in the integrated
form of the Euler–Lagrange equation
(
f eos − ρ · µ−
1
2
ρ′TCρ′
)′
−
g
r
ρ′TCρ′ = 0. (56)
The above equation is applicable to planar (g = 0), cylin-
drical (g = 1) and spherical (g = 2) geometries. By iden-
tifying ρ′TCρ′ = u2 and (f eos − ρ · µ)′ = αu, Eq. (56)
can be written compactly as
(
f eos − ρ · µ−
1
2
u2
)′
−
g
r
u2 = 0. (57)
or after evaluating the gradient and dividing by u as
u′ = α−
g
r
u. (58)
To find the planar density profile ρ0, the system is
discretized along a path function s, which has to be
monotonous in the interface. Different choices for this
path function have been proposed, including the den-
sity of the least volatile component,38–40 the so-called
weighted molecular density c
T
ρ0√
cT c
by Kou et al.,41 or the
unscaled version cTρ0 of Liang et al..
42 At every dis-
cretization point, the zeroth order expansion of Eq. (55)
f eos
ρ0 − µ0 = α0c0 (59)
has to be solved. For the planar interface, Eq. (57) can
be integrated analytically to give u0 as
u0 =
√
2 (f eos0 − ρ0 · µ0 + p0) =
√
2∆ωeos0 (60)
where the pressure p0 appears as a constant of the in-
tegration. Finally, using the zeroth order term of the
definition of u, the z-axis is obtained as
u0 = c0 ·ρ
′
0 = c0 ·
dρ0
ds
ds
dz
⇒ z =
∫
c0 ·
dρ0
ds√
2∆ωeos0
ds (61)
The integration constant is determined by the choice of
dividing surface, analogous to Sec. II B.
For the curvature correction, the first order expression
of Eq. (55), which is the linear algebraic equation(
f eos
ρρ0 − α0cρ0
)
ρ1 = µ1 + α1c0, (62)
7has to be solved simultaneously with the linear differen-
tial equation
u′1 = c0ρ
′′
1 + c
′
0ρ
′
1 + c1ρ
′′
0 + c
′
1ρ
′
0 = α1 − gu0 (63)
for the density profile ρ1 and α1. Again, the solution
corresponding to a specific dividing surface can be found
using Eq. (34) or Eq. (35).
D. The PCP-SAFT equation of state
The expressions shown in Sec. II B are valid for any
Helmholtz energy functional that can be written in terms
of weighted densities. To calculate Helfrich coefficients
for a variety of pure components and mixtures, we ap-
ply it to the Helmholtz energy functional based on the
perturbed-chain polar statistical associating fluid theory
(PCP-SAFT) equation of state.43–45 Similar to the equa-
tion of state, the residual Helmholtz energy functional is
split into different contributions, each modeling different
intermolecular interactions, as
F res[ρ(r)] = F hs[ρ(r)] + F chain[ρ(r)]
+ F assoc[ρ(r)] + F att[ρ(r)]. (64)
For the hard-sphere (hs) contribution, fundamental mea-
sure theory34,46 has been well established. We used the
version proposed by Roth47 and Yu and Wu48 that uses
vector weight functions. If those are to be avoided, the
version by Kierlik and Rosinberg,49 that also simpli-
fies to the Boubl´ık-Mansoori-Carnahan-Starling-Leland
equation of state50–52 used in PCP-SAFT, can be used
instead. The difference between the two models can
be regarded as negligible compared to other model er-
rors for the calculation of surface tensions. The chain
contribution F chain[ρ(r)], is a modified version of the
functional by Tripathi and Chapman53,54 for the PCP-
SAFT equation of state. For the association contribution
F assoc[ρ(r)], we use the model by Yu and Wu55 and dis-
persive and polar interactions are combined in an attrac-
tive functional F att[ρ(r)], which uses a weighted density
approach to account for the range of the interactions.56
For the vector weight functions appearing in the FMT
and association functionals, the expressions in Sec. II B
have to be amended according to Appendix D. In pre-
vious works, the functional has already been applied to
calculate the properties of adsorbed57 and free droplets12
as well as adsorption isotherms of pure components and
mixtures.58 With the exception of water, all components
are described using parameters that have previously been
published.43–45,59
III. RESULTS AND DISCUSSION
We first compare Helfrich coefficients obtained by use
of different methodologies for pure components: the full
non-local density functional theory as presented in this
work, the predictive density gradient theory and stan-
dard density gradient theory (Sec. III A). All theories
reduce to the PCP-SAFT equation of state in bulk sys-
tems. While DFT and pDGT are predictive in nature, an
influence parameter is required for DGT. There are var-
ious ways to obtain an appropriate influence parameter.
However, since one of the objectives is to evaluate the in-
fluence of the Helmholtz energy functional on the Tolman
lengths and rigidity constants, we set the DGT influence
parameter to reproduce the surface tension of a planar
interface predicted by the full DFT at each temperature.
Little is known about the Helfrich coefficients of mix-
tures. Because all derivations shown in Sec. II are valid
for multicomponent systems, we use the DFT expres-
sions together with the PCP-SAFT equation of state to
examine the behavior of Helfrich coefficients in ideal and
non-ideal mixtures in Sec. III B.
All coefficients presented in the following are calculated
using the surface of tension as dividing surface.
A. Pure components
To confirm the validity of the calculated Helfrich co-
efficients and confirm the correctness of the implemen-
tation, we first compare the surface tension of droplets
(positive curvature) and bubbles (negative curvatures)
to results from the curvature expansion. For pDGT and
DGT, the surface tensions are obtained by solving Eq.
(56) directly. For DFT we use the approach presented in
a previous study.12
In Fig. 1, results from this comparison are shown for
three different components and temperatures. In all
cases, the surface tension of the droplets and bubbles is
well approximated by the Helfrich expansion in the whole
range of curvatures. In general, the different models also
yield similar results, with the pDGT predicting slightly
lower values for the surface tension for all curvatures.
The planar surface tension from DGT is by construction
equal to DFT. By increasing the curvature, the results
start to differ with the effect being especially pronounced
for n-hexane, the most elongated component considered.
To obtain further insight about the chain length de-
pendence of the Helfrich coefficients, we calculated them
for n-alkanes of different lengths. Figure 2 presents the
results for methane, n-pentane and n-dodecane. Two
observations made in previous work12 can be confirmed
here. The Tolman length of alkanes is over a wide tem-
perature range very close to −0.1 times the segment
diameter. In vicinity of the critical temperature how-
ever, the Tolman length deviates from this value. For
small alkanes, the Tolman length decreases, whereas for
longer alkanes the Tolman length increases. For methane,
the different theories give similar results for the Tolman
length. This conformity deteriorates for longer chains,
with the magnitude of the DGT results being up to 50%
larger than the DFT results for n-dodecane.
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FIG. 1. Comparison of the surface tension of droplets (Rs >
0) and bubbles (Rs < 0) (symbols) with the Helfrich expan-
sion (lines) for pDGT, DFT and DGT. The influence param-
eter in DGT is found by fixing the value of the planar surface
tension to the corresponding result from DFT. a) methane at
T = 140K b) n-hexane at T = 400K, c) water at T = 550K
A similar trend can be observed for the rigidity con-
stants. The qualitative behavior is similar for all of the
theories, but for longer chain lengths the difference be-
tween them increases. While the Tolman lengths from
pDGT are close to the DFT results, both gradient based
methods display comparable deviations from DFT for the
rigidities, being up to 15% for n-dodecane. Because bulk
properties are described by the same equation of state for
all considered theories, it is likely a difference in the de-
scription of structural properties that leads to the differ-
ence in predicted Helfrich coefficients. However, the way
the different PCP-SAFT contributions affect the surface
tension and the Helfrich coefficients is convoluted and
not a simple linear combination. Hence, the role of the
chain contribution in the different theories is not easily
isolated. A more thorough investigation into the struc-
ture of interfaces of chain molecules, e.g. by molecular
simulation, is advised to gain further insight about struc-
tural anisotropies at the interface.
To expand the study to polar components, the Hel-
frich coefficients of CO2 are presented in Fig. 3. For
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FIG. 2. Tolman length and rigidities of n-alkanes. Compari-
son between DFT, pDGT and DGT predictions.
homogeneous nucleation, the primary application of this
framework, only spherical droplets are relevant. We find
that the behavior of the two rigidities is very similar for
all studied components. Therefore, from here on we only
show the spherical rigidity ks = 2k+ k¯, which appears as
the second order coefficient in a curvature expansion of
the surface tension for a spherical geometry. The quan-
titative behavior of the different theories are similar for
CO2 and the alkanes. The predictions of the Tolman
length from pDGT lie slightly below the DFT results
with the difference decreasing with temperature. The
DGT results on the other hand are significantly lower.
For the rigidities, both pDGT and DGT predict larger
values than DFT. We find that these are general trends
for non-associating fluids, where results for other sub-
stances such as nitrogen and argon are included in the
supplementary material.
Fig. 3-top shows that PC-SAFT predicts the surface
tension of CO2 to a reasonable accuracy, since DFT
with PC-SAFT (blue solid line) agrees well with DGT
for which the influence parameter was fitted to an em-
pirical correlation60 for the surface tension (red dash-
dot line). The surface tension from PCP-SAFT, how-
ever, lies above the experimental values. The values for
the Tolman length and rigidities reflect this, where the
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FIG. 3. Tolman length and spherical rigidity of CO2. Com-
parison between DFT, pDGT and DGT predictions. Except
for the blue line all results are obtained using the PCP-SAFT
equation of state. For DGT, the results are obtained by fitting
to the surface tension from DFT (black) and to an empirical
correlation60 (red).
Tolman length and rigidities from PC-SAFT and PCP-
SAFT are significantly different. The prediction of the
surface tension with the PC-SAFT equation of state is
better than with PCP-SAFT, despite the latter describ-
ing the phase equilibrium and the critical point of CO2
more accurately.45 The same trend can be seen for DGT,
where there is a large difference between the Helfrich co-
efficients when the influence parameter has been fitted
to DFT values (black dash-dot line) and an empirical
correlation (red dash-dot line). This effect is especially
pronounced for the rigidity, which decreases about 40%
in magnitude by fitting to the empirical surface tension
rather than to DFT. Hence, an important basis for reli-
able estimates of the curvature dependence of the surface
tension is accurate prediction of the planar surface ten-
sion.
We next discuss the Helfrich coefficients for water,
as this has been a popular example in the litera-
ture.4,7,23,25,27 Since the numerous PCP-SAFT water pa-
rameter sets that have been published predict vastly dif-
ferent planar surface tensions,61 new parameters have
been obtained that use quasi experimental surface ten-
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FIG. 4. Tolman length and spherical rigidity of water. Com-
parison between DFT, pDGT and DGT predictions for the
PCP-SAFT equation of state, as well as DGT results using
CPA from previous work.4
m .99214 µ 1.6152 D
σ 3.0177 A˚ κAiBi .091799
ε/kB 166.66 K ε
AiBi/kB 2685.1 K
TABLE I. PCP-SAFT parameters for the 2B water model
used in this work.
sion data62 as additional input in the estimation. These
parameters are for the 2B association scheme63 and in-
clude a fitted dipole moment. They are shown in Tab. I.
For the Tolman length, we find the same behavior for
pDGT and DFT as for non-associating fluids. The Tol-
man length obtained from DGT however, is larger than
the DFT result. The spherical rigidity shows a remark-
able resemblance for the three different approaches. We
further compare the spherical rigidity to previous results4
that were calculated using DGT combined with the cubic
plus association (CPA)64 equation of state. The Tolman
length has a comparable magnitude and the tempera-
ture dependence is the same for DGT with PCP-SAFT.
For the rigidity at higher temperatures, we again observe
good agreement. For lower temperatures, the results de-
viate by up to 25%. Since the influence parameters do
not differ significantly between the different approaches,
this deviation can be attributed to the difference in equa-
tion of state. Hence, the equation of state has an impor-
tant role in the prediction of the Helfrich coefficients.
In conclusion, we find that the different descriptions
of the considered Helmholtz energy functionals give rel-
atively similar results. However, for strongly polar or
elongated molecules, deviations between DFT and DGT
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should be expected, in particular for the Tolman length.
Prerequisites for accurate prediction of the Helfrich co-
efficients are: a bulk equation of state that is able to
describe the phase equilibrium well and a Helmholtz en-
ergy functional that is able to reproduce the planar sur-
face tension accurately. As shown in the supplementary
material, for alcohols, that are frequently used in nucle-
ation experiments, the surface tension predictions using
DFT and PCP-SAFT deviate significantly from experi-
mental data. Therefore, further work has to be done to
improve the parametrization of these components, before
the influence of the curvature corrections on nucleation
rates can be studied rigorously.
B. Mixtures
In a previous work,11 it was shown that the values of
the Helfrich coefficients for mixtures are significantly in-
fluenced by the choice of path through the metastable re-
gion. We emphasize that already for pure components, a
deliberate choice has been made by choosing the isother-
mal path. An isentropic path is another possible choice.
The value of the surface tension of a droplet is only a
function of the thermodynamic state and the choice of
dividing surface, and does not depend on the path. A
different path, however, leads to a different quality of the
prediction using the Helfrich expansion and a different
composition dependence of the coefficients. Following the
recommendations in a previous study by Aasen et al.,11
we choose a straight path through the metastable region
that keeps the liquid composition constant to first order.
We first study the behavior of a close to ideal mixture.
To that end, we examine the n-hexane/n-heptane mix-
ture at different temperatures with the binary interaction
parameter kij equal to 0. In Fig. 5, the Tolman length
and the spherical rigidity are displayed as functions of
the liquid mole fraction of n-hexane in the system. At
lower temperatures, the pure component values of both
coefficients are similar and there is almost no composi-
tion dependence. For temperatures close to the critical
point, however, the Tolman length displays a non-linear
dependence on the composition. The spherical rigidity is
higher for n-hexane than for n-heptane closer to the crit-
ical point, but the composition dependence is still close
to linear. Comparing the different theories, an almost
constant deifference in predicted values can be observed
over the whole composition range for both temperatures.
Therefore, if a good agreement is obtained for the pure
components, it can be expected that DGT using the ge-
ometric combining rule will also predict similar values as
DFT and pDGT for this mixture.
We extend the study to the more non ideal binary mix-
tures of n-alkanes with the polar solvent tetrahydrofuran
(THF). Parameters for this system, including the binary
interaction parameter kij were obtained by Klink and
Gross59 and the DFT results using them were shown to
concur well with experimental data.56 In Fig. 6, the Tol-
0.0 0.2 0.4 0.6 0.8 1.0
−4
−2
0
δ
/
1
0
−
1
1
m
DFT pDGT DGT
0.0 0.2 0.4 0.6 0.8 1.0
xn−hexane
−2.5
−2.0
−1.5
−1.0
2
k
+
k¯
/
1
0
−
2
1
J
400K 500K
FIG. 5. Composition dependence of the Tolman length and
spherical rigidity for the binary mixture of n-hexane and
n-heptane at different temperatures. Comparison between
DFT, pDGT and DGT results.
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FIG. 6. DFT result for the composition dependence of the
Tolman length and spherical rigidity for the binary mixture of
various n-alkanes with the polar component tetrahydrofuran
(THF) at 298.15K.
man length and spherical rigidity are shown for the bi-
nary mixture of THF with n-hexane, n-heptane, n-octane
and n-nonane at T = 298.15K. Although all of the
pure components have almost the same Tolman length
at this temperature, the Tolman lengths of the mixtures
are significantly different, with a peak near xTHF = 0.8.
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This effect is most pronounced at higher concentrations
of THF and for smaller alkanes, with the Tolman length
of the n-hexane/THF mixture being up to 50% higher
than both pure component values. Contrary to that,
the spherical rigidity of the same system is constant in
a large composition range until the value drops towards
the pure component value of THF. For longer alkanes,
a peak in the spherical rigidity is observed, similar to
the Tolman length. A comparison to the gradient theo-
ries can be seen in the supplementary material. Also for
the non-ideal mixtures, DGT predicts a similar composi-
tion dependence as DFT for the Helfrich coefficients, with
the main difference being a nearly constant difference in
predicted values, which is determined by the deviation
between the pure component values.
IV. CONCLUSION
The curvature dependence of the surface tension can be
described by the Helfrich expansion, where the first and
second order expansion coefficients are called the Tolman
length and the rigidities. They are also referred to as the
Helfrich coefficients.
In this work, we have derived general expressions that
can be used for calculating Helfrich coefficients from any
non-local Helmholtz energy functional based on weighted
densities. The curvature expansion can be used to cal-
culate the surface energy of arbitrarily shaped interfaces
for pure component and mixtures.
We used the framework to compare predictions from
non-local density functional theory (DFT) with results
from density gradient theory (DGT) and predictive den-
sity gradient theory (pDGT). Good agreement between
the different theories was observed for small, approxi-
mately spherical molecules. An increase in chain length
led to larger differences in the predictions. We found
that the values of the Helfrich coefficients are sensitive
to the choice of influence parameter in DGT and to the
prediction of the surface tension in DFT and pDGT. We
showed that if a model is used that gives a good descrip-
tion of the phase equilibrium (including liquid densities)
and the surface tension, good agreement can be expected
between the different functional theories. However, the
Helfrich coefficients also displayed a dependence on the
equation of state.
For non ideal mixtures, the composition dependence of
the Helfrich coefficients was found to be nonlinear. All
three functionals studied gave very similar composition
dependencies for the Helfrich coefficients, where the dif-
ference comes mainly from different predictions of the
pure component values.
Further work is needed to describe the Helfrich coef-
ficients of alcohols, since PC-SAFT and PCP-SAFT are
currently unable to accurately predict their surface ten-
sions. Because alcohols are frequently used in nucleation
experiments, their Helfrich coefficients are of much inter-
est.
SUPPLEMENTARY MATERIAL
See supplementary material for additional results for
Helfrich coefficients, the derivation of the curvature ex-
pansion of convolution integrals and the simplification of
the second order coefficient for DFT.
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Appendix A: Curvature expansion of convolution integrals
In non-local DFT using weighted densities, the den-
sity profile and the partial derivatives of the Helmholtz
energy density are convolved with a weight function ω.
To reduce the amount of different symbols, we use the
same symbol for the different representations of ω and
use the independent variable as an indicator for which
representation to use. The different representations are
the weight function in real space ω(r) = ω(r), the pro-
jection on the z-axis
ω(z) = 2π
∞∫
|z|
ω(r)rdr (A1)
and the Fourier transform
ω(k) =
∞∫
−∞
ω(z)e−2piikzdz =
∞∫
0
ω(r)
2r
k
sin(2πkr)dr.
(A2)
The convolution of a spherically symmetric function f(r)
and a scalar weight function ω(r) can be expressed as46
f
3D
⊗ ω =
1
r
∫
f(r − z′)(r − z′)ω(z′)dz′
= f ⊗ ω −
1
r
f ⊗ (zω)
= f ⊗ ω − f ⊗ (zω)
1
R
+ z (f ⊗ (zω))
1
R2
+ . . .
(A3)
The convolution of a cylindrically symmetric function
with a scalar weight function is more intricate. The
projection-slice theorem of the Fourier transform states,
that the 3D Fourier transform can be replaced by a pro-
jection on one of the axes followed by the one-dimensional
12
Fourier transform along the given axis. In a cylindrical
geometry, the projection is known as the Abel transform.
To our knowledge, no concise expression is available like
in the spherical case. However, the curvature coefficients
can still be derived by performing the curvature expan-
sion on the general convolution integral itself. The ex-
pression we obtain is
f
3D
⊗ ω = f ⊗ ω −
1
2
f ⊗ (zω)
1
R
+
(
1
2
z (f ⊗ (zω))−
1
8
f ⊗ ω˜
)
1
R2
+ . . . (A4)
The full derivation is shown in the supplementary mate-
rial. The weight function, ω˜ appearing in the last convo-
lution is
ω˜ = z2ω −
∞∫
z
ω(z′)z′dz′ = z2ω − (zω)⊗Θ(−z) (A5)
with the Heaviside step function Θ(z). The two geome-
tries can be combined in a general expression involving
the geometry factor g, as
f
3D
⊗ ω = f ⊗ ω −
g
2
f ⊗ (zω)
1
R
+
(
g
2
z (f ⊗ (zω)) +
g(g − 2)
8
f ⊗ ω˜
)
1
R2
+ . . . (A6)
Appendix B: Convolutions in Fourier space
Aside from the convergence speed of the solver, the
computation time of DFT is limited by the evaluation
of the numerous convolution integrals. The calculation
can be sped up using the convolution theorem of the
Fourier transform. It states that the Fourier transform
of a convolution is equal to the product of the Fourier
transform of the functions that are being convolved. The
Fourier transform of the density profiles and the partial
derivatives can be calculated inO(N logN) using the fast
Fourier transform. The Fourier transform of the weight
functions can be obtained analytically from Eq. (A2).
The other weight functions needed to calculate the Hel-
frich coefficients can be obtained from the derivatives of
the weight functions in Fourier space, as
F(zω) =
i
2π
ω′(k) and (B1)
F(ω˜) = F
(
z2ω
)
−F (zω)F(Θ(−z))
= −
1
4π2
ω′′(k)−
i
2π
ω′(k)
(
1
2
δ(k) +
i
2πk
)
=
1
4π2
(
ω′(k)
k
− ω′′(k)
)
. (B2)
We focus on spherically symmetric weight functions,
ω(r), ω(z) and ω(k) that are all even functions by con-
struction. Therefore, ω′(k = 0) = 0 and the term involv-
ing the dirac distribution δ(k) cancels. Further, using
L’Hoˆpital’s rule we find that F(ω˜)(k = 0) = 0.
Appendix C: Hyper-dual numbers
With the only exception being the derivative cρ0, all
properties in the framework we discuss are related to at
most second order partial derivatives of the Helmholtz
energy density. Hyper-dual numbers65 can be used to
calculate the exact second partial derivatives and thus all
related properties. The approach has recently been used
in the context of equations of state.66 Here, we propose
its use to calculate the first and second partial deriva-
tives of the non-local Helmholtz energy density in DFT
and to calculate the different weight functions in Fourier
space needed to calculate all convolution integrals for the
curvature expansion. Therefore, the only properties that
need to be implemented are the Helmholtz energy func-
tional and the weight functions. All other properties,
including derivatives of the underlying equation of state
and the weight constants in pDGT are available through
the hyper-dual numbers, making it simpler and less error-
prone to include new functionals. This improvement in
usability comes with increased computation time, since
every operator and intrinsic function has to be evalu-
ated for hyper-dual numbers. In particular for functions
of many variables, there is significant redundancy when
calculating derivatives. Therefore, in cases with many
variables and simple derivatives like the FMT and chain
functionals, it is advisable to override the hyper-dual
differentiation with analytic derivatives to speed up the
computation.
Appendix D: Vector weighted densities
Some FMT34,47,48 and association functionals55 use
vector weighted densities. To include those in the frame-
work presented in this work, the expressions have to be
amended accordingly. As we are still only considering
spherically symmetric weight functions, we can write vec-
tor weight functions as ~ω(r) = ωr(r)~er with the radial
unit vector ~er. The projection on the z-axis then be-
comes
~ω(z) = ωz(z)~ez = 2πz~ez
∞∫
|z|
ωr(r)dr (D1)
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scalar expression vector expression equations
ρ0|1 ⊗ωα ρ0|1 ⊗ωαz (37), (38)
fα0|1 ⊗ ωα −fα0|1 ⊗ ωαz (42), (43)
ρ0 ⊗ (zωα) ρ0 ⊗ (zωαz − ωˆαz) (44) - (46), (38)
fα0 ⊗ (zωα) −fα0 ⊗ (zωαz + ωˆαz) (45), (43)
ρ0 ⊗ ω˜α ρ0 ⊗
(
z2ωαz + zωˆαz
)
(45)
ρ0 ⊗ ω˜α ρ0 ⊗
(
z2ωαz − zωˆαz
)
(46)
TABLE II. Replacement for convolution integrals for vector
weighted densities.
and the representation in Fourier space is
~ω(k) = ωk(k)~ek = ~ek
∞∫
−∞
ωz(z)e
−2piikzdz
= ~ek
∞∫
0
ωr(r)
i
πk2
(2πkr cos(2πkr)− sin(2πkr)) dr.
(D2)
The convolution integrals involving vector weight func-
tions are different from scalar weight functions. A de-
tailed derivation of the handling of these convolutions
is given in the supporting material. To include vector
weighted densities in the framework presented in this
work, the convolution integrals in Sec. II B have to be
changed according to Tab. II for every vector weight func-
tion. The newly introduced weight function ωˆαz is de-
fined as
ωˆαz =
∞∫
z
ωαz(z
′)dz′ (D3)
and all combinations of weight functions are again easily
obtained in Fourier space as
F(zωz ± ωˆz) =
i
2π
(
ω′k(k)±
ωk(k)
k
)
(D4)
F(z2ωz ± zωˆz) =
−1
4π2
(
ω′′k (k)±
(
ω′k(k)
k
−
ωk(k)
k2
))
.
(D5)
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