ABSTRACT. The paper discusses the Θ-method discretization of the neutral delay differential equation
Introduction
We consider the linear delay differential equation of neutral type y (t) = a y(t) + b y(t − τ ) + c y (t − τ ), t>0
with real coefficients a, b, c and a positive real lag τ , along with its Θ-method discretization y n+1 + αy n + βy n−m+1 + γy n−m = 0, n= 0, 1, 2, . . . ,
whose coefficients are given by
where 0 ≤ Θ ≤ 1 and m is a positive integer specifying the value of the stepsize h of the method via h = τ /m (for more details on this recurrence and other related discretizations we refer to [2] ). One of the key issues connected with analysis of (1) and (2), (3) consists in their stability investigations (see, e.g., [3] and [12] , [14] ). More precisely, if Σ * τ and Σ Θ τ (m) are the sets of all real triplets (a, b, c) such that (1) and (2), (3) are asymptotically stable, (i.e., each their solution is eventually tending to zero), then the basic numerical stability property is defined via the relation
and it is called the N τ (0)-stability. This property was analysed in [13] with the conclusion that the trapezoidal rule (the case Θ = 1/2) is the only N τ (0)-stable Θ-method. This conclusion was recently discussed in [5] , where a specific counterexample was constructed in the so-called asymptotically critical case (|c| = 1, a + |b| < 0) by use of a complete and explicit characterization of stability sets Σ * τ and Σ
1/2
τ (m). The main goal of this paper consists in providing of the descriptions of Σ Θ τ (m) also for other values of Θ. This matter is technically more complicated than that one for Θ = 1/2 and resulting descriptions are more difficult to analyse. We use these descriptions to derive certain stability properties of Σ Θ τ (m) and thus extend some results of [13] . This paper is organized as follows. In Section 2, we recall some necessary stability background: in particular, the exact description of Σ * τ as well as the necessary and sufficient conditions for the asymptotic stability of (2). These conditions represent the starting point for complete characterization of the stability sets Σ Θ τ (m), whose forms will be derived in Section 3. Section 4 presents some consequences following from the descriptions of Σ Θ τ (m) and related remarks which conclude the paper.
Preliminaries
We start with the formulation of necessary and sufficient conditions guaranteeing asymptotic stability of (1) . Analysis of the zeros location of the corresponding characteristic quasi-polynomial
with respect to the imaginary axis performed in [11] revealed that (1) is asymptotically stable if
where
while in most of remaining cases stability (but not asymptotic) or instability of (1) can be observed. The cases not (fully) covered in this analysis are related to the asymptotically critical case |c| = 1. A deeper investigation of this case showed that (1) is asymptotically stable also if it holds
(see [5] ), all other variants yield stability or instability of (1) . Summarizing this, (5) or (6) or (8) holds .
The problem of a similar description of the discrete stability set Σ 
and m is any positive integer;
and m is any positive odd integer;
and m is any positive even integer;
and m is any positive integer such that
and m is any positive odd integer such that (9) holds;
and m is any positive even integer such that (9) holds.
Having such a system of stability conditions, the description of Σ Θ τ (m) obviously consists in an appropriate reformulation of (C1)−(C7) in terms of a, b, c and τ. As it was shown in [5] , if Θ = 1/2, then (C1)−(C7) can be converted into
such that one of the conditions (10)− (13) holds .
In the next section, we describe stability sets Σ Θ τ (m) for remaining values of Θ. As we can see, these descriptions are more complicated and their properties are more difficult to analyse.
Asymptotic stability of the Θ-method discretization
We consider the case Θ = 1/2 and provide the set of necessary and sufficient conditions for the asymptotic stability of (2), (3), which fully describe the numerical asymptotic stability region Σ Θ τ (m). First, for given a, b, c and Θ, we introduce the symbols
and
ON STABILITY SETS FOR DISCRETIZED NEUTRAL DIFFERENTIAL EQUATION
Then we can present the following asymptotic stability conditions with respect to 0 ≤ Θ < 1 2 and
and (15), (18),
respectively. Using this we have P r o o f. We prove Theorem 3.1 only. The proof of Theorem 3.2 is its technical modification and is therefore omitted. The proof utilizes Theorem 2.1 with α, β and γ given by (3). We begin with conditions (C1) and (C2). Assuming m − Θaτ > 0, (C1) and (C2) can be rewritten as a + |b| < 0, 2m
respectively. If we consider m − Θaτ < 0, (C1) as well as (C2) leads to a contradiction. Since m − Θaτ > 0 is satisfied whenever (22) or (23) holds, (C1) and (C2) are equivalent to (15) . We analyse similarly conditions (C3), (C4) and obtain
which can be jointly expressed as (16) .
We process analogously in the first four inequalities in (C5), (C6) and (C7) and we get
sgn(a)(m − Θaτ ) < 0 for m odd and |a| − |b| > 0, |2m
sgn(a)(m − Θaτ ) < 0 for m even. Note that (25) and (26) can be captured jointly as |a| − |b| > 0, |2m
sgn(a)(m − Θaτ ) < 0.
It remains to dispose with the restriction (9). Substituting (3) into (9) we arrive at
Using the formula
the left hand-side can be transformed into
Analogously, applying (29) on right hand-side of (28) we obtain
in the opposite case. It is a simple matter to check that (b−ac)m+(1−2Θ)abτ < 0 holds for (24) and (26), while (b − ac)m + (1 − 2Θ)abτ > 0 holds for (25). Thus, (9) can be read as F 1 (τ, m) < 0 and F 2 (τ, m) < 0 for (24) and (27), respectively. Finally, we show that the sign conditions imposed on m − Θaτ in (24) and (27) are superfluous when considering also
Taking into account the first two inequalities of (24), the preceding relation is equivalent to Summarizing the above discussion, we conclude that (C5) with (3) is equivalent to (17) , while (C6) and (C7) yield (18).
Some remarks and consequences
The system of conditions characterizing Σ Θ τ (m) for Θ = 1/2 is actually more complicated than that for Θ = 1/2. Besides formal aspects (such as a number of stability conditions) we can illustrate it via the following comparison: The value τ * given by (7) defines the stability switch for (1), when this equation loses its asymptotic stability property. Its discrete counterpart for (2) , (3) with Θ = 1/2 is given by (14) and has appropriate approximation properties as m → ∞ with respect to (7) (as it is specified in [5] ). However, if Θ = 1/2, then the value of discrete stability switch is given in the implicit form via F 1 (τ, m) = 0 and F 2 (τ, m) = 0, which is, of course, much more difficult to analyse.
In the sequel, we discuss some other distinctions between the sets Σ points (a, b, 1) and (a, b, −1) with a + |b| < 0. These points belong to Σ * τ , but their involvement into Σ (5) and (8) (2), (3) is asymptotically stable in the critical case |c| = 1 for all positive integers m provided a + |b| < 0 and
Thus, in the asymptotically critical case |c| = 1, the stability properties of the Θ-method (2), (3) As a consequence of Theorem 3.2, we can extend this result and specify such a neighbourhood of c = −1 with respect to the values of Θ and m. To make next steps as clear as possible, we use a simple geometrical argumentation. In particular, we avoid an analysis of the transcendental boundary curve F 1 (τ, m) = 0 and consider instead the first two inequalities of the condition (21). These inequalities guarantee the domain of F 1 , but also determine an area, where the corresponding curve F 1 (τ, m) = 0 is located. Let 
which is parallel to a − b = 0 and orthogonal to a + b = 0. The lines (32) and a + b = 0 intersect at
Comparing locations of P 1 and P 2 at the line a+b = 0, one can obtain an obvious geometrical conclusion: If Σ Θ τ (m) ⊃ Σ * τ , then P 1 is located above P 2 or coincides with P 2 (equivalently, 1 − c ≤ (1 + c)m/(2Θ − 1)). In the opposite case, when P 1 is located below P 2 , we can introduce a non-empty regionΣ 
Both these cases are depicted on Figure 1 and Figure 2 , where Figure 1 illustrates the case when P 1 is located below P 2 and Figure 2 
ON STABILITY SETS FOR DISCRETIZED NEUTRAL DIFFERENTIAL EQUATION
Our previous observations extend the discussion performed in [13] . We recall that we did not employ here analysis of the transcendental curve F 1 (τ, m) = 0, but only a region, where this curve is situated. On this account, the condition (34) is sufficient for the existence of a non-zero setΣ Θ τ (m), characterized by the property (33), but not necessary. Some additional calculations show the necessity of (34) when m = 1. More precisely, if we restrict to the delaydependent case |a| + b < 0, |c| < 1, then (a, b, c) ∈ Σ Θ τ (1) if and only if
This condition follows either from (21) with m = 1, or it can be derived directly (the stability polynomial Q(λ) is now quadratic). To prove the necessity of (34) when m = 1, we assume that c ≥ (Θ − 1)/Θ, i.e., P 1 is above P 2 (see our geometrical argumentation in the (a, b)-plane). In this case, the delay-dependent part of Σ Considering m ≥ 2, formulation of such a necessary and sufficient condition is a matter of a thorough analysis of transcendental curves bounding the exact and numerical stability regions. Their precise descriptions given in this paper represent a crucial tool in analysis of this and other important properties. On this account, it seems to be desirable to have stability conditions (in the optimal case necessary and sufficient ones) also for other types of delay differential and difference equations. For some related results on stability and asymptotics of other types of delay equations we refer, e.g., to [1] , [4] , [7] , [8] , [9] , [15] [16] and [17] . The incorporation of these results into numerical analysis of delay differential equations can be a subject of the next research.
