We consider implementation of operators via lter banks in the framework of the Multiresolution Analysis. Our method is particularly e cient for convolution operators. Although our method of applying operators to functions may be used with any wavelet basis with a su cient number of vanishing moments, we distinguish two particular settings, namely, orthogonal bases, and the autocorrelation shell.
I INTRODUCTION
In this paper we introduce a method for design of digital lters and consider their implementation and application via lter banks. The design of digital lters is always a trade-o between accuracy and e ciency. For a number of operators this trade-o obtained via traditional lter design techniques is not adequate, especially if high precision is required. As examples, consider the Hilbert transform or operators of fractional di erentiation where an accurate traditional implementation over a wide band necessarily implies a long lter.
Signal processing is not the only eld where fast and accurate implementation of such operators is of interest. In numerical analysis Fast Multipole Method (FMM) 19, 10, 5] has been developed to address this problem. Although this method proved to be e cient in numerical analysis, it did not so far nd its way into the signal processing. A possible explanation for this may be the traditional reliance on ltering operations in the signal processing community. In fact, multiresolution techniques evolved in signal processing as subband coding techniques 9, 21] . The original motivation for subband coding was essentially optimal representation and compression of signals. The introduction of the orthonormal bases of wavelets 22, 17] and the concept of multiresolution analysis 14, 16] have led to the development of a broader concept of harmonic analysis of signals where subband coding became a natural way of representing and analyzing signals. These notions also migrated to numerical analysis, where they Program in Applied Mathematics, University of Colorado, Boulder, Colorado 80304, USA y CPT, CNRS-Luminy, Case 907, 13288 Marseille Cedex 09, France were applied to the problem of e cient representation and application of operators 3]. In particular, it was shown in 3] how to use wavelet bases to \almost diagonalize" certain classes of operators, for example, pseudodi erential and Calder on-Zygmund operators. For signal processing applications the approach of 3] is also of interest. Although designed for numerical purposes, algorithms of 3] explicitly use quadrature mirror lters (QMFs) with the \exact reproduction property" and may be viewed as a link between signal processing techniques and traditional numerical computing.
The method developed in this paper is di erent from that of 3] and may be also easily implemented both in software and hardware. It avoids the construction of non-standard forms which, although quite e cient, are not as simple as the \ lter banks approach" described in this paper. Brie y, we decompose a signal into di erent scales (subbands) and implement operators as subband lters. Let us, for example, consider a convolution operator T. The wavelet may be written as^ ( ) = m 1 ( =2)^ ( =2); where^ and^ are the Fourier transform of the wavelet and of the scaling function. The 2 -periodic square-integrable function m 1 represents one of the Quadrature Mirror Filters (QMFs). Our approach is based on an observation that if the wavelet (x) is su ciently well localized in the Fourier domain, one may write where m T is a 2 -periodic function which is computed given the symbol of the operator T.
The accuracy of the approximation in (1.1) is controlled by the number of vanishing moments of the wavelet (it might be necessary to consider (1.1) on each scale separately if the symbol of T is not homogeneous). As a result, the operator T is implemented using lters m T (may be di erent on di erent scales), where m T plays a role similar to that of the lter m 1 of the QMF pair. The major di erence, which is already visible in equation (1.1) , is that the m T lter performs a scaling by a factor 4 instead of 2. This has some practical implications, which are discussed throughout the paper. The factor 4 may be replaced by a factor 2 n ; n 2, as a way to improve accuracy. In this way, the procedure for design of these subband lters allows us to attain any desired accuracy. The approach of this paper (as that of 3]) may be traced back to Calder on-Zygmund and Littlewood-Paley approach to harmonic analysis of functions and operators which we apply here to design lters given the symbol of an operator. Our method may be used with any wavelets (associated with quadrature mirror lters) which possess su cient number of vanishing moments. In cases where the associated scaling function also has vanishing moments (which implies that the corresponding coe cients are well approximated by samples on ne scales), our algorithm leads to a fast method for computing the Hilbert transform (and, thus, modulus and phase) of signals. This is the case for the autocorrelation wavelets derived in 20] which we consider here in some detail. Although our approach is quite general, we concentrate on several speci c examples, such as the Hilbert transform, operators of di erentiation and, more generally, convolution operators. In particular, we consider the Hilbert transform both as an example and an important special case, because of its particular status (it is one of the simplest and most popular examples of Calder on-Zygmund operators) and its relevance in signal processing. In our approach the Hilbert transform (as well as a number of other operators) is completely expressed in terms of lter banks, which makes it easy to handle for a wide variety of scienti c communities. In addition to the Hilbert transform, we construct derivative and integration operators including those of fractional order.
Our approach also allows us to consider the following related problem. In signal processing it is often useful to deal with wavelets that belong to the complex Hardy space H 2 (IR), i.e., wavelets such that their Fourier transform is zero for negative frequencies. For instance, such wavelets are considered to be more e cient for the identi cation of \chirps" (i.e. amplitude and frequency modulated components) in signals. In particular, it is easy to identify the \carrier" frequency and remove it by shifting in the frequency domain if necessary. However, there does not exist any orthonormal multiresolution analysis of H 2 (IR) where the associated wavelet has such a property 1]. Nevertheless, as we show in this paper, it is possible to keep the algorithmic structure of multiresolution analysis and use wavelets that approximate the Hilbert transform of a given real-valued function with any given (but nite) accuracy. The sum of the original wavelet and i times its approximate Hilbert transform yields a new wavelet that is approximately in H 2 (IR). As a direct consequence, we obtain a fast algorithm for the computation of the Hilbert transform, and a pyramidal algorithm for discrete wavelet transform with complex analytic (or progressive) wavelet 11]. This may be thought of as a starting point to carry on an analysis similar to that developed in 7, 4, 13] .
The rst part of the paper is devoted to the representation of operators in terms of lter banks. To illustrate our approach, we derive in Section II the function m T in (1.1) for the Hilbert transform. We then present in Section III a general approach of lter banks implementation of convolution operators (in these two sections, we consider compactly supported orthogonal wavelets and obtain O(N) algorithms). We then turn to the particular case of the autocorrelation of Daubechies' compactly supported wavelets in Section IV. We again consider rst the Hilbert transform and then, in Section V, develop approximations of other operators (e.g., operators of fractional di erentiation and integration) by our technique.
In the second part of the paper we address the signal processing problems using autocorrelation wavelets. In Section VI we consider computing the Hilbert transform as well as modulus and phase of signals and, in Section VII, address the problem of decomposition of band-pass signals into amplitude and frequency modulated components. The main tools are the same as in the rst part of th paper, namely lter banks implementation of Hilbert transform. However, the algorithm we describe is O(N log N) since we choose to use a translation-invariant version of wavelet transform. Finally, Section VIII is devoted to conclusions.
II THE HILBERT TRANSFORM
As a way of introduction, let us consider our approach for implementing the Hilbert transform, (Hf)(x) = 1 p.v. The general case and some other operators will be considered in the following sections.
Let us start with the usual MRA (see Appendix). It is well known that the Hilbert transform of the wavelet (x) is still a wavelet. Since we will be intererested in computing coe cients hHf; j k i, let us consider the function H given in the Fourier domain by (2.20) . In order to obtain \half-integer samples" on all scales except the nest scale j = 0, it is simply su cient to avoid subsampling at the rst step of the algorithm 1 .
At scale j = 0, we need to use interpolation to obtain \half-integer samples" s 0 k+1=2 , using the assumption that f 2 V 0 . We have s 0 k+1=2 = hf; 0 We note that the computational cost is a factor of two compared with the usual wavelet transform.
Remark: Recently Auscher 1] and, independently, Lemari e 12] have shown (as a part of a more general result) that given a Multiresolution Analysis (MRA), it is possible to associate another MRA with the Hilbert transform of the associated wavelet (x). We notice that our construction is di erent in the sense that we never need to consider the scaling function associated with the new MRA. Also, we always derive approximate formulas since our goal is to develop e cient approximations suitable for numerical implementations.
III IMPLEMENTATION OF OPERATORS VIA FILTER BANKS
Let us now turn to the more general case of lter bank implementation of linear operators. We show that the approach we developed for the Hilbert transform may be generalized to convolution operators with non-oscillatory kernels. We also analyze the connection with the BCR approach 3] and express the lter bank implementation as an approximation (with controlled accuracy) to the non-standard and standard forms (NS-form and S-form) approaches of 3], where we take into account only a few blocks of corresponding representations.
III.1 Convolution operators
Let us consider a more general convolution operator with symbol a( ), g( ) = a( )f( ); (3.1) and compute coe cientsd j k of the projection of g on W j , over the essential support of the function^ (2 j?1 ). Let us replace and notice that the boundary terms vanish so that
In the second case we split the integral into two over ?2 ; 0] and 0; 2 ], and then integrate by parts to obtain again (3.12).
Summarizing the results of this section, we show that the action of a convolution operator T with symbol a( ) on a function f(x) may be obtained as follows:
where the coe cients b j n are given in (3.9) . This implies that in order to evaluate T in the wavelet basis, we computed (3.14)
Again, we notice that \half-integer samples" of the coe cients s j?1 are needed, and refer to the discussion in Section II.
The lter B j = fb j n g de ned in (3.9) may be used similar to the lter G in QMF pair.
Namely, a signal f is decomposed using the lter pair H and B j and then reconstructed with the usual QMF pair H and G to yield the desired result. Notice that the lters B j depend on the scale. If the symbol a( ) is homogeneous of degree m, then b j n = 2 ?jm b 0 n .
Remark: It is easy to see the similarities with the decomposition into a biorthogonal basis.
We note, however, that there is a single MRA in our approach.
III.2 Time-dependent symbols
A number of interesting questions arises if we consider a more general class of symbols of pseudodi erential operators, From now on, we assume that the remainder may be neglected, i.e., that we are at a su ciently ne scale. Assuming that we may change the order of summation in (3.18), we arrive at an approximation This expression is similar to (3.14) , except that the sum is no longer a convolution. Thus, strictly speaking, the algorithm in (3.25) is not a lter bank, since lter bank algorithms are usually understood to consist of convolutions.
III.3 Connection with BCR approach
It is reasonable to expect that a subclass of Calder on-Zygmund operators (see e.g., vol. To explain the relation of the lter bank approach to that using NS-form, let us consider wavelets with good localization in the Fourier domain (e.g., Battle-Lemari e wavelets), so that for a given precision we need to consider \interaction" between scales which are immediate neighbors. In this case we may consider the simpli ed S-form where only interaction between neighboring scales is taken into account. Thus, for a given subspace W j , only its mappings from subspaces W j+1 , W j and W j?1 are signi cant, and these are subspaces of V j?2 . In this approximation we then consider the mapping V j?2 ! W j which is exactly the one considered .13) and interchanging the order of summation, we recognize here the same structure as that described in Section III.1. We may interpret the summation in (3.38) as interpolation to obtain the half-integer translates coe cients s j?1 k . Coe cients b k are given in (3.9).
Let us now turn to the P j TQ j term. We notice that in order to describe this term, it is su cient consider only Q j+1 TQ j , P j TQ j f Q j+1 TQ j f ; due to considerations above. This term represents mapping from scale j to scale j + 1, and
As before, we approximate the coe cient ! j k?2`= hT j k ; j+1 i as follows Again, we obtain for the coe cients q j in (3.39) a lter bank type relation,
The results of this section may be summarized as follows. 
IV HILBERT TRANSFORM OF AUTOCORRELATION WAVELETS
In Section II we have described an approximation of the action of the Hilbert transform on wavelets. These approximate lters have to be applied to the coe cients of the function on subspaces V j . Since the discrete Hilbert transform is usually de ned directly on the samples of the function, it is advantageous to require that the coe cients s j k are (at least approximately) the values of the function. This requirement may be satis ed by considering interpolating scaling functions. Examples of such scaling functions proposed in 20] are obtained as autocorrelations of the usual compactly supported scaling functions. The properties of such autocorrelation wavelets and scaling functions are described in Appendix. We note that by using symmetric interpolating wavelets in this section, we give up orthogonality of the basis.
In view of the applications we consider further in the paper, we will elaborate on the case of the so-called dyadic wavelet transform (which is redundant with respect to the translation variable, see Appendix). As a result we obtain an O(N log N) algorithm for decomposition and computing the Hilbert transform. Let us make clear that the redundancy may be avoided (yielding an O(N) algorithm) if we follow considerations of Section II. where is the H older regularity of the scaling function (x).
IV.1 Representation of the Hilbert transform
The theorem is proved below, and the proof follows the lines of that of Proposition II.1. We detail it for completeness. IV.1. (4.11) By setting w = 0, we arrive at (4.4).
Remarks:
1. As in the orthogonal case, we note that for j = 1 (and only in this case, since we are now using the dyadic wavelet transform) we need samples of S 0 f for half-integer n. Thus, an additional interpolation procedure is required for the rst step of the algorithm, j = 1. An alternative is to set w = 2 j?2 , which would yield half integer samples of the Hilbert transform coe cients. We will come back to this point later on. 2. In order to compute the wavelet coe cients of f(x) with respect to the Hilbert transform of (x), we just need to use (4.4), since hf; H jk i = ?hHf; jk i.
IV.1.3 Accuracy estimate
Let us introduce the following function
where m 2 is the 4 -periodic function given in equation (4.2). The function is also a wavelet, and has, in fact, the same number of vanishing moments as . This completes the proof of Theorem (IV.1).
IV.2 Numerical examples
The coe cients b 2k?1 are easy to compute numerically using equation (4.5). We present in Figure 1 To check numerically the accuracy of our approach, we compare^ ( ) and^ ( ) for positive values of . The di erence is plotted in Figure 2 for L = 2 and L = 5, respectively. In both cases only the twenty top coe cients b 2`?1 have been considered for the evaluation of m 2 ( ). Table 3 
IV.3 Improving the accuracy
It is clear from the estimate (4.16) and examples in Figure 2 that the accuracy may be controlled by increasing the number of vanishing moments of wavelets. Also, the accuracy estimate may be improved by considering the restriction ofm 1 to a larger interval. Letm c 1 denote the restriction ofm 1 to the interval ?2 n ; 2 n ], and set m 2 ( ) = 
V OTHER EXAMPLES
A particularly simple implementation (similar to that for the Hilbert transform) is possible for the convolution operators with non-oscillatory kernel considered in 2]. The coe cients of lters ( similar to m 2 ) might be scale dependent. If the operator is homogeneous of some degree, then lters on di erent scales will di er only by a scaling factor. This section is devoted to the study of the action of various operators of di erentiation and integration inluding those of fractional order. Throughout the section, we will only use the autocorrelation wavelets that we used for the Hilbert transform, leaving to the reader the (straightforward) computations in the orthogonal case, as described in Section II.
V.1 Derivative operators
The Hilbert transform is homogeneous of degree zero and, therefore, the operator (and, thus, m 2 ) is the same on all scales. Since derivative operators are homogeneous, the lter will be the same on all scales except for a scaling factor, For a given precision, the series (5.5) may be truncated. As an example, we provide in Tables 4  and 5 Table 5 : Approximate coe cients k in (5.5) for the derivative of the autocorrelation wavelets with 4, 5 and 6 vanishing moments (continued). The graph of i m 5 ( ) is shown in Figure 5 , together with that of j j.
V.4 Fractional derivatives
Contrary to what the name suggests, it is better to view fractional derivatives as integral operators since they are non-local in a way similar to the Hilbert transform. This non-local behavior is manifested in the Fourier domain by the action of the operator that \breaks" the function where + = for > 0 and is zero otherwise, and ? = j j for < 0 and is zero otherwise.
Since @ x jk = 2 ? j (@ x ) jk ; (5.13) Again, the decay of the `c oe cients is governed by the regularity of m 6 . Since the 2 -periodic function jm 1 ( )j 2 vanishes at = 0 and = 2 together with its derivatives of order up to L ? 1, one directly obtains the asymptotics of `, `= O(`? L?1 ) (5.18) As an example, we display in Figure 6 the derivative of order = 1=2 using the autocorrelation of Daubechies' wavelets with 6 vanishing moments. We note that m 6 ( ) is complex-valued.
V.5 Integration operators
Let us now consider integration operator with symbol
The same procedure as before yields Figure 7 , together with that of 1= .
VI THE HILBERT TRANSFORM OF SIGNALS
We now turn to signal processing problems. The purpose of this Section is to illustrate one of the applications of our method for computing the Hilbert transform of a signal. As we shall see, it is interesting to work in a context in which the scaling function has vanishing moments, since the samples of the signal may then be identi ed (within a certain accuracy) with the coe cients of its projection onto some V j space 2 . For this reason we shall use autocorrelation wavelets (other choices such as high order Battle-Lemari e wavelets or Coi ets, whose scaling function also possess vanishing moments, would do the job as well). The autocorrelation wavelets also o er an advantage of a trivial reconstruction formula (simple summation of wavelet coe cients over scales, see equation (9.31) in Appendix, the price to pay being an O(N log(N)) complexity).
VI.1 Band-pass signals
Let f 2 C r (IR), r > L, and assume also that Hf 2 C r 0 (IR), with r 0 > L. Then, according to (9.31), we have the following wavelet decompositions (we refer to (9.28) and (9.29) in Appendix for the description of our notation), 
VI.2 Examples
Speech signal (or at least voiced speech) is an example of signals that may be modeled as superpositions of amplitude and frequency modulated components (see e.g. 15, 13] ). Although wavelet decompositions do not seem optimal for applying the analysis we have in mind to speech, let us consider it as an illustration. In Figure 8 we show a half a second example of sound /one two/ sampled at 8kHz. In Figures 9 and 10 we show the \band-pass" component of the signal P j T j f(n) and the corresponding approximate Hilbert transform P j W j f(n), respectively. Figure 11 is a zoom of Figures 9 and 10 in which the real and imaginary parts of the reconstructed analytic signal, Z f (n) = X j (T j f(n) + iW j f(n)) ; (6.8) are represented. Finally, in Figure 12 we shows the squared modulus jZ f (n)j 2 , i.e. the square of the instantaneous amplitude of the signal (in the sense of Ville 23] ). Notice that the instantaneous amplitude still has a lot of oscillations characteristic of the presence of many additive components in the signal within the considered frequency band. 
VII ON THE REPRESENTATION OF SIGNALS BY LOCAL PHASES AND AMPLITUDES
It is well-known that an arbitrary continuous-time signal may be represented (e.g. using the method described in the previous Section) in terms of its local phase or its phase derivative, the instantaneous frequency, and local amplitude (following the pioneering work of J. Ville 23] ). More precisely, writing Z f (x) = f(x) + i Hf](x) ; (7.9)
we obtain an analytic function (the so-called analytic signal) which may be associated with the so-called canonical pair,
A f (x) = jZ f (x)j instantaneous amplitude ; ! f (x) = arg Z f (x) instantaneous phase: (7. 10)
The instantaneous frequency is then de ned as
The purpose of such representation is to obtain the local phase and amplitude in the hope that they are much less oscillatory that the original signal (and then more easily compressible if the target application is compression). Moreover, in such a case, the instantaneous amplitude and frequency are often intimately connected with physical quantities. In general, however, the instantaneous frequency and amplitude may be as complicated as the signal itself. This is particularly clear in the example shown in the previous section (see Figure 12) , where the global amplitude of the considered speech signal has fast oscillations.
An explanation of this fact is as follows. In the speech signal, a given phoneme may often be modelled as a superposition of short chirps, each having its own instantaneous frequency. It is then clear that there is no natural way of assigning a unique instantaneous frequency to such a phoneme, since the instantaneous frequency oscillates fast due to the interferences between chirps. An adequate description of the speech signal thus has to take into account this \multicomponent" character of the signal.
It is natural to expect that by splitting the frequency band, the amplitudes of the subbands will have slower oscillations, so that the representation of the subbands in terms of local phase and amplitude becomes useful. Moreover, if the considered subband \contains" one and only one of the chirps of the phoneme, standard approximations (see for instance 7, 4]) show that analytic signal provides a good approximation of the behavior of the component.
It turns out that in the discrete case such representation is quite easy to obtain from our approximate Hilbert transform algorithm. Indeed, the main aspect of our approach is to derive approximate expressions for the Hilbert transform of the wavelet (x), together with a fast algorithm for the computation of the corresponding coe cients.
As a by-product, our method yields a decomposition of band-pass signals as f(n) = Re X j Z j f(n) ; (7.12) where Z j f(n) = T j f(n) + iW j f(n) (7.13) may be thought of as a \discrete analytic subband" of the signal. Again, it is easy to obtain from such analytic subbands the local amplitudes and frequencies,
Expression in (7.13) and (7.14) is a discrete approximation of the continuous expression for the instantaneous frequency of an analytic signal. In particular, it involves the derivatives of T j f and W j f which may be evaluated using the representation of the derivative in bases of compactly supported wavelets derived in 2].
As an example in Figure 13 , we illustrate the representation of the scale decomposition of the speech signal /one two/ sampled at 8kHz. Plots represent coe cients T j f(n) and the corresponding local amplitudes A j f(n), respectively. In computations, we used autocorrelations of Daubechies' wavelet with 9 vanishing moments. It turns out that each one of the T j f signals has a much simpler structure than the original signal itself, so that its local amplitude is a much more natural object than the global one. It is reasonable to expect that this method could be used as a method for compression (a non-linear compression scheme). Indeed, the local amplitudes and frequencies being slowly varying, are easier to compress. We also see a potential for feature extraction (for example speaker identi cation in speech processing, along the lines of 13]).
Let us stress that the results of this paper may be generalized to wavelet packet decompositions (see e.g. 24]), where the wavelet basis appears as a particular case of a family (library) of orthonormal basis decompositions generated from a pair of quadrature mirror lters. For this purpose we have a triplet of lters m 0 ( ); m 1 ( ); m 2 ( ) from which we may generate all wavelet packets and their (approximate) Hilbert transform. This permits us to look for the decomposition that is optimal in terms of information cost (within the above-mentioned non-linear compression scheme) for a given signal. We plan to address this problem elsewhere. 
VIII CONCLUSIONS
We have described here a method for approximating the action of a class of operators on wavelets, and obtained several fast e ective algorithms for the numerical evaluation of such operators in the form of lter banks. Such algorithms are easy to implement in both software and hardware. The operators under consideration are essentially convolution operators, i.e. operators characterized by a multiplyer in the Fourier domain, and we described a possible extension to some classes of pseudodi erential operators. Our method has to be thought of as an alternative to the NS-form approach in 3] . Indeed, we demonstrate that we obtain the same results with comparable accuracy.
Our construction is illustrated using the \autocorrelation wavelets" described in 20], but may be applied to any wavelet decomposition associated with quadrature mirror lters with several vanishing moments. It is worth noticing that the underlying approximation are quite close to those made in 18] for nding approximate fast wavelet transform algorithms.
In the case of the Hilbert transform, the results of Section VII clearly indicate that the representation of signals by local amplitude and phase is in general not appropriate, since it yields a fast oscillating amplitude (and frequency). However, it appears likely that this di culty may be avoided by associating amplitude and phase to the subbands of the signal. Such method may be developed in the framework of our approach, which we plan to address separately in regards to speech processing applications. which may be viewed as upsampling followed by convolution.
In the signal processing part of the paper we use the dyadic wavelet transform, a \translation-invariant" version of multiresolution decompositions. In such a case, one considers all the integral translates of the wavelet and the scaling function, i.e. The two-scale di erence equations imply that the computation of the S j f(n) and T j f(n) coe cients can be realized through the following pyramidal algorithm, T j f(n) : (9.31)
