Abstract-We address the problem of uncoordinated massive random-access in the Gaussian multiple access channel (MAC). The performance of low-complexity T -fold irregular repetition slotted ALOHA (IRSA) scheme is investigated and achievability bounds are derived. The main difference of this scheme in comparison to IRSA is as follows: any collisions of order up to T can be resolved with some probability of error introduced by noise. In order to optimize the parameters of the scheme we combine the density evolution method (DE) proposed by G. Liva and a finite length random coding bound for the Gaussian MAC proposed by Y. Polyanskiy. As energy efficiency is of critical importance for massive machine-type communication (mMTC), then our main goal is to minimize the energy-per-bit required to achieve the target packet loss ratio (PLR). We consider two scenarios: (a) the number of active users is fixed; (b) the number of active users is a Poisson random variable.
I. INTRODUCTION
Existing wireless networks are designed with the goal of increasing a spectral efficiency in order to serve human users. Next generation of wireless networks will face a new challenge in the form of machine-type communication. The main challenges are as follows: (a) huge number of autonomous devices connected to one access point, (b) low energy consumption, (c) short data packets. This problem has attracted attention of 3GPP standardization committee under the name of mMTC (massive machine-type communication). Numerous solutions can be found in 3GPP proposals, we mention here only three main candidates: multi-user shared access (MUSA, [1] ), sparse coded multiple access (SCMA, [2] ) and resource shared multiple access (RSMA, [3, 4] ). Unfortunately, due to the lack of implementation details it is difficult to answer, how good these candidates are.
This paper deals with construction of low-complexity random coding schemes for the Gaussian MAC with equal-power users. In interest of reducing hardware complexity and improving energy efficiency we focus on grant-free transmission (3GPP terminology), which means that active users transmit their data without any prior communication with the base station. The main goal is to minimize the energy-per-bit spent by each of the users.
We continue the line of work started in [5, 6] . In [5] the bounds on the performance of finite-length codes for Gaussian MAC are presented. In [6] Ordentlich and Polyanskiy describe
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the first low-complexity coding paradigm for Gaussian MAC. The solution is based on T -fold slotted ALOHA (SA) and carefully constructed concatenated codes, which are required in order to resolve the collisions. Unfortunately, the required energy-per-bit for this scheme is too far from the bound [5] . We note, that T -fold SA is a compromise in between conventional (1-fold) SA, in which only single-user decoding is possible (and thus this scheme has the lowest complexity possible), and joint decoding of all active users, which transmit simultaneously with use of the same (randomly generated) codebook (exponential in the codelength complexity). In Tfold SA scheme the code is only required to resolve the collisions of order up to T , where T is a relatively small value.
In this paper we investigate the potential capabilities of Tfold IRSA. 1-fold IRSA ( [7, 8] ) is known to significantly outperform 1-fold SA for noiseless collision channel. We note, that T -fold IRSA is also known in the literature under the name IRSA with multipacket reception (IRSA-MPR). An analysis of IRSA-MPR over the noiseless collision channel was conducted in [9] . In [10] the converse bound was given. We also note, that the problem considered here is close to socalled IRSA with capture effect [11] , when sufficiently strong signals may be decoded in a slot (the authors assume, that users have different path loss coefficients). In these papers the authors aim to maximize the throughput of the resulting scheme. Our main goal is to measure the energy efficiency of T -fold IRSA in Gaussian MAC, as this parameter is of critical importance for mMTC scenario. We were able to find the only paper [12] , in which this question was addresses. Here we present the improvement of the bounds from [12] . In order to optimize the parameters of the scheme we combine the density evolution method (DE) proposed in [7] and a finite length random coding bound for the Gaussian MAC proposed in [5] .
Our contribution is as follows. We derive achievability bounds for T -Fold IRSA in the Gaussian MAC. We consider two scenarios: (a) the number of active users is fixed; (b) the number of active users is a Poisson random variable. To the best of the authors' knowledge, the bounds presented in this paper are the best achievability bounds for low-complexity random coding schemes for the Gaussian MAC.
II. SYSTEM MODEL Let us describe the system model. There are K tot 1 users, of which only K are active in each time instant. Communication proceeds in a frame-synchronized fashion (this can be implemented with use of beacons). The length of each frame is N . Each active user has k bits to transmit during a frame.
Let us describe the channel model
where x i ∈ R n is a codeword 1 transmitted by the i-th user, s i is an activity indicator for the i-th user, i.e. s i = 1 if the i-th user is active and s i = 0 otherwise. z ∼ N (0, I) is an additive white Gaussian noise (AWGN). Following [5] we assume all the users to use the same message set [M ] {1, . . . , M } and the same codebook C = {x(ω)} M ω=1 of size M . Let ω i denote the message of the i-th user. To transmit the message ω i the user will use a codeword x i = x(ω i ). We require in addition that ||x(ω)|| 2 2 ≤ N P , which means a natural power constraint. Decoding is done up to permutation of messages. We only require the decoder to output a set L(y)
K . Thus in accordance to [5] we decouple the user identification problem and the data transmission problem. The probability of error (per user) is defined as follows (see [6] )
It is clear, that the probability depends only on the messages, that were sent to the channel. Thus we can calculate it as follows
where W i is the i-th message. Let us emphasize the main differences from the classical setting. Almost all well-known low-complexity coding solutions for the traditional MAC channel (e.g. [13] ) assume coordination between the users. Due to the gigantic number of users we assume them to be symmetric, i.e. the users use the same codes and equal powers.
A. Transmission
Let us list the main features of the transmission process:
• the frame is split into V slots of size n = N/V channel uses; • the user chooses a message ω, then encodes it and obtains a codeword x(ω) of length n; • users repeat their codewords in multiple slots. The repetition count distribution is the same for all the users. By D(r) we denote the probability, that r replicas will be sent; 1 We will make no difference between terms "codeword" and "packet"
• the number of repetitions r and the r slots in which to send are chosen based on the message ω (see [12] ): as ω is distributed uniformly on [M ] the slots are chosen uniformly at random (without repetitions) from V existing slots.
B. Joint decoding within a slot
Let us first note, that in order to obtain an achievability bound for the whole scheme we do not restrict the complexity of the slot decoding and want to use randomly generated codebook from [5] .
Consider a particular slot, w.l.o.g let it be the first slot. Let y 1 be the received signal of n channel uses. We also assume, that K 1 users transmit in the first slot. Recall, that k denotes the number of information bits to be sent by each user and P is the average transmit power. The random coding bound [5] states, that in random Gaussian ensemble there exists a codebook C , such that
The first equality holds due to the symmetry of users (it is enough to consider the probability that a particular user's message is not in the decoded list). The last expectation is taken over the Gaussian ensemble.
Here we emphasize the main problem -the bound assumes the number of active users (K 1 ) to be known. Due to the randomness of T -fold IRSA the number of users transmitting in a particular slot is a random variable. We note, that due to the short slot length it is not possible to estimate (e.g. by energy) the number of users with satisfactory probability of error. Thus we need to perform a blind decoding. One another problem is that a codebook C is constructed for a particular number of users, but we need a codebook, that can resolve collisions of order K 1 ∈ {1, . . . , T }.
To deal with these problems let us change the decoder. Let S ⊂ [M ], |S| = K 1 , denote the set of messages, that were transmitted. The decoding rule is as followŝ
whereŜ is an estimate of S, c(Ŝ) = j∈Ŝ x j . Recall, that T is the maximal collision order, that can be resolved.
Theorem 1: Fix P < P and T , then the average (over random Gaussian ensemble) per user error probabilities can be calculated as follows (
Proof: In the proof we just emphasize the difference in comparison to [5] . Let us first define the decoding error condition
Let us introduce the additional notation. Let S 0 = S\Ŝ and S 0 =Ŝ\S. We are interested in estimating the probability Pr[|S 0 | = t]. In this case (due to the decoding rule) 0 ≤ |Ŝ 0 | ≤ T − K 1 + t. The notation is illustrated in Fig. 1 . We can rewrite the error condition as follows
where z 1 is a noise vector.
Let |Ŝ 0 | =t, let us introduce the events
and
where
(1 + 2tλP ) n/2 Thus,
Averaging over c(S 0 ) and z 1 is done exactly the same as in [5] .
We now only need to choose a codebook, that is good for all the collision orders up to T . Let us formulate a statement.
Statement
Proof: We need to estimate a probability of a bad codea code for which the inequalities does not hold at least for one K 1 . By applying the Markov's inequality and a union bound we see, that this probability is upper bounded by
C. Successive interference cancellation (SIC) decoder
Decoding algorithm is based on successive interference cancellation approach. At each step the algorithm selects a slot from the set of unresolved slots. Then a joint decoding algorithm (see above) is applied for this slot to extract the user's messages from the received signal. As a result some messages are decoded successfully, some of the messages are decoded incorrectly. Then all successfully decoded messages are removed from other slots (if the message was transmitted by user more than once) and the slot itself is marked as resolved. We note, that we can always find where the replicas were transmitted as these positions are chosen based on the data (so in contrast to [7] we do not need to store the pointers). The algorithm stops when the set of unresolved slots is empty.
Remark 1: We note, that during the slot decoding errors may occur, i.e. some of the packets (codewords) may be decoded incorrectly. In what follows we assume, that we can always detect the error packets (the packets include control information).
III. DENSITY EVOLUTION
The transmission and decoding processes can be described with the use of a bipartite graph, which is called the Tanner graph [14] . The vertex set of the graph consists of the set of user nodes U = {u 1 , u 2 , . . . , u K } which correspond to the set of users and the set of slot nodes C = {c 1 , c 2 , . . . , c V } which correspond to signals received in slots. The user node u i and the slot node c j are connected with an edge if and only if the i-th users transmitted a packet in the j-th slot. i L i x i and λ(x) = i λ i x i−1 denote the user node degree distributions from node and edge degree perspective, respectively. We recall (see e.g. [15] ), that L i and λ i denote respectively the fractions of user nodes of degree i and the fraction of edges incident to user nodes of degree i.
denote the slot node degree distributions from node and edge degree perspective, respectively. Let G = K/V . Let us consider the j-th slot. Each user chooses this slot for transmission independently with probability
K . Thus, the slot node distribution (from node perspective) is Bino K,
. In the limit K → ∞ this distribution becomes a Poisson distribution. In what follows we use R(x) = ρ(x) = e −GL (1)(1−x) . Similar to [7, 8] we consider the ensemble of Tanner graphs G(K; V ; λ(x); ρ(x)) corresponding to the multipleaccess scheme with K users, V slots, and the degree distributions λ(x) and ρ(x). We are interested in the decoding performance averaged over the ensemble G(K; V ; λ(x); ρ(x)) in the limit as K,V → ∞.
Our main goal is to minimize the required energy-perbit E b /N 0 . For this purpose we use a DE method, which helps us to choose the system parameters. We note, that the modification of DE for the case of multi-packet reception can be found in [7] (see the appendix), but here we apply it for the noisy channel and combined with a finite length random coding bound. The major difference of our approach is that we
• take into account a noisy channel (AWGN channel to be precise); • take into account finite length effect as the slots have small length; • take into account a transmit energy -energy efficiency is our main optimization criterion. Assume we use a strategy with L(x) = x 2 . In this case we spent 2 times more energy while transmitting in comparison to L(x) = x strategy; Recall, that n is a slot length, k is the number of information bits to be sent by each user, P is the average transmit power (linear scale). Let us fix the maximal number of iterations and L(x). Then the average energy per information bit can be calculated as follows
we note, that L (1) is actually the average number of transmissions and L (x) means a derivative with respect to x. Now let us write the density evolution rules. We assume, that a code C * constructed in accordance to Statement 1 is used in the system. By x l and y l we denote the probability that an outgoing message from the user node and slot node, respectively, are erased during the l-th iteration. We start with initial condition x 0 = 1, which means, that the user messages are erased at the beginning and we observe only the noisy signal sums in slots.
(1 −p(n, k, P, T, t + 1))
Proof:
Consider the l-th iteration. We want to calculate the erasure probability of the outgoing message y l+1 based on incoming messages (with erasure probabilities x l ). The probability can be calculated as follows (recall, that ρ r is the probability, that the outgoing edge is connected to a slot node of degree r)
By changing the summation order we obtain the needed result. 
IV. NUMERICAL RESULTS
We choose the same system parameters as in [5, 6, 12] for honest comparison, i.e. N = 30000, k = 100, p * = 0.05 (maximal allowed p e ).
A. Optimization procedure
The goal is to find n and corresponding G = K/V = nK/N as well as the polynomial L(x) in order to minimize the E b /N 0 under the maximum allowed per user error probability p e .
The optimization procedure is conducted separately for every K and consists of two sub-procedures. The first one 
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Random coding bound, [5] 2-fold IRSA, [12] 4-fold IRSA, [12] 1-fold IRSA (this paper) 2-fold IRSA (this paper) 4-fold IRSA (this paper) Fig. 3 : Minimal E b /N 0 required to achieve less than 5% error rate as a user count function. is to find a local minimum of p e with respect to L(x) and n under the following constraints.
where d max is the maximum polynomial degree allowed. This sub-procedure is performed with fixed E b /N 0 . In order to find a global minimum of p e one need to run multiple optimization procedures starting from different random initial points within constraints. We expect p e to be a monotonic function of E b /N 0 and use a binary search procedure to find the minimal E b /N 0 where the p e ≤ p holds.
Optimal node degree distribution, slot count K/G and E b /N 0 are shown in tables I, II and III for T = 1, 2, 4 respectively for 10 DE iterations.
The numerical results show that L(x) behaves smoothly when varying the number of users. This means that a global minimum is found at every optimization point. Note, that the error probability has multiple local minima, because the slot count changes sharply at several points.
B. Simulation results with fixed number of active users
Interference cancellation algorithm was tested via Gaussian MAC Monte Carlo simulations. The result of a single run is a set of slots and the number of simultaneous transmissions (or collision index) for each slot. Each user selects the number of transmissions in accordance to L(x) and then selects particular non-coinciding slots from uniform distribution during each run. The same E b /N 0 is assumed for all slots. The decoding is done in accordance to SIC algorithm. The only thing we need to explain is how we resolve the collisions. Error probability is set to 1 if the number of simultaneous transmissions within some slot exceeds the threshold (T ∈ {1, 2, 4}). If the order of collision is less or equal to T , then the error probability is calculated independently for each transmitted message in a slot in accordance to finite length random coding bound (see Statement 1) .
Monte-Carlo validation shows that developed density evolution method with 10 iterations predicts the performance pretty well, i.e. the simulated error rate does not exceed 5% if the minimal E b /N 0 is increased by 0.15-0.2 dB.
C. Random number of users
For now, suppose the number of users to be a random value and suppose that this random value has a Poisson distribution with a mean value K. Let us solve the same task, i.e. find minimal E b /N 0 which can guarantee the mean error rate (under Poisson distribution) to be not higher than p * . In order to choose optimized polynomial L(x) for this case we again use density evolution method. The difference in comparison : Minimal E b /N 0 required to achieve 5% error rate as a user count function for random user count (solid line) and deterministic user count (dashed line).
to the previous case is as follows. We need to average the probability of error over the number of users.
With the density evolution method described above we can find optimized polynomials L(x) and minimal E b /N 0 values (in order to guarantee p e ≤ p * ) for the random user count case. In Fig. 4 we present the comparison of required E b /N 0 values for deterministic and random cases. As previously the polynomials were optimized separately for different values of K, so for each K we have different polynomial.
We see that the difference is not big. We also note, that the polynomials L (x) do not differ significantly when shifting between random and deterministic user count.
V. CONCLUSION In this paper we derived and presented achievability bounds for T-fold IRSA scheme in the Gaussian MAC. In order to do this we used density evolution method in combination with random coding bound proposed by Y. Polyanskiy. To the best of the authors' knowledge, the bounds presented in this paper are the best achievability bounds for low-complexity random coding schemes, which can be used in this channel.
In order to finalize the scheme it is important to construct user codes with the performance close to the random coding bound. Due to the fact that we want to construct the random access scheme the users have to utilize the same codebook. Thus, the task of constructing same codebook codes with low complexity decoding (say, same codebook LDPC codes) is very important. One another research direction is considering of a fading MAC. It will be very interesting to generalize the results presented here for the fading scenario.
