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Abstract
We compute the Bass stable rank of the algebra A(K)sym of real-symmetric functions that are continuous
on symmetric compact planar sets K and holomorphic in the interior K◦ of K . This answers a problem
posed by Rupp and Sasane (2010) [24]. We also give a characterization of the reducible pairs in C(K),
C(K)sym and A(K)sym.
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1. Introduction
Let K be a compact set in the plane C and let K∗ = {z: z ∈ K} be its reflection with respect
to the real axis. If K has the property that z ∈ K whenever z ∈ K , that is if K = K∗, then we call
K a real-symmetric set. A function f : K → C is said to be real-symmetric if f (z) = f (z) for
all z ∈ K . The symmetrization f ∗ of f is given by
f ∗(z) = f (z)+ f (z)
2
.
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A(K) = {f ∈ C(K): f holomorphic in K◦}.
In the present paper we consider the algebra C(K)sym of real-symmetric continuous functions
and its subalgebra A(K)sym of all those functions that are holomorphic in the interior K◦ of K .
Thus
A(K)sym = A(K)∩C(K)sym.
Both algebras are real uniform algebras. We refer the reader to the monograph by Kulkarni and
Limaye [10] for a nice exposition of the theory of real function algebras. The character spaces of
A = C(K)sym or A = A(K)sym may be identified with K itself. Indeed, if (g1, . . . , gn) ∈ C(K)n
is a solution of the Bézout equation
∑n
j=1 gjfj = 1 where (f1, . . . , fn) ∈ An, then (g∗1 , . . . , g∗n)
is a solution of the associated Bézout equation
∑n
j=1 g∗j fj = 1 in A. The assertion now follows
from the facts that the set of maximal ideals of the complex algebras R = C(K) or R = A(K)
are given by {
M(z0): z0 ∈ K
}
,
where M(z0) = {f ∈ R: f (z0) = 0}.
An interesting problem coming from K-theory, is the search for solutions (g1, . . . , gn) to the
Bézout equation
∑n
j=1 gjfj = 1 with the additional property that the last factor gn belongs to
the ideal generated by the first n− 1 coordinates (g1, . . . , gn−1).
This led to the following standard definitions. Let A be a commutative unital Banach algebra
(real or complex) with identity element denoted by 1. An n-tuple (f1, . . . , fn) ∈ An is said to be
invertible (or unimodular), if there exists (x1, . . . , xn) ∈ An such that∑nj=1 xjfj = 1. The set of
all invertible n-tuples is denoted by Un(A). An (n+1)-tuple (f1, . . . , fn, g) ∈ Un+1(A) is called
reducible if there exists (a1, . . . , an) ∈ An such that (f1 + a1g, . . . , fn + ang) ∈ Un(A).
The Bass stable rank of A, denoted by bsr(A) (see [2]), is the smallest integer n such that
every element in Un+1(A) is reducible. If no such n exists, then bsr(A) = ∞.
After the classical work of Vasershtein [26] and a note by Rubel [18], stable ranks of various
real or complex function algebras have mainly been determined by Corach and Suárez [4,6,
7], Jones, Marshall, and Wolff [9], Mortini [12], Rupp [19,20] and Treil [25]. For quite recent
papers see Mikkola and Sasane [11], Mortini and Rupp [13], Mortini and Wick [15,16], Rupp
and Sasane [23,24] and Wick [27].
In [24], an attempt was made to show that bsr(A(K)sym) = 1 if and only K ∩ R is empty
or totally disconnected. It remained an open problem whether for arbitrary real-symmetric com-
pacta K one has bsr(A(K)sym) 2. In this paper we will provide the answers and compare the
results with those for the algebra C(K)sym. We also give a topological characterization of the re-
ducible pairs in C(K), C(K)sym and A(K)sym. Preliminary results for A(K)sym on very special
compacta have been obtained in [27] and [23].
2. Some preliminaries
Let X(A) be the character space of (A,‖ · ‖). If f ∈ A, then
Z(f ) = {m ∈ X(A): fˆ (m) = 0}
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so we also use the notation
ZS(f ) =
{
m ∈ S: fˆ (m) = 0}
whenever S is a closed subset of X(A).
Let us recall that an n-tuple a := (a1, . . . , an) in An is invertible if and only if the functions
aˆj (j = 1, . . . , n) have no zeros in common on X(A).
If Q = (λi,j )1i,jn is a square matrix of order n of scalars in K = R or K = C, then
‖Q‖op = sup
ξ∈Kn,ξ 	=0
‖Qξ‖2
‖ξ‖2
is the operator norm of Q. We obviously have that
‖Q‖op 
√∑
i,j
|λi,j |2. (2.1)
The set of order n matrices M = (ai,j )1i,jn over A will be denoted by Mn(A). Let Mˆ =
(aˆi,j ) be the matrix associated with the Gelfand transforms of the elements ai,j ∈ A. Endowed
with the norm
‖M‖∞ = sup
x∈X(A)
∥∥Mˆ(x)∥∥
op,
Mn(A) becomes a unital Banach algebra, where
In =
⎛
⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
⎞
⎟⎟⎠
is the identity matrix in Mn(A). Note that ‖In‖∞ = 1 and that ‖M‖∞  ‖M‖HS , where ‖ · ‖HS
is the Hilbert–Schmidt norm given by ‖M‖HS =
√∑
i,j ‖ai,j‖2.
A matrix M ∈ Mn(A) is invertible if and only if there is a matrix B ∈ Mn(A) such that AB =
BA = In. A necessary and sufficient condition for M to be invertible, is that det Mˆ(x) 	= 0 for
any x ∈ X(A) (a well-known fact which follows from the representation MMad = MadM =
(detM)In, where Mad is the adjunct or adjungated matrix to M). Let us also note that if a ∈
Un(A), then a ·M ∈ Un(A) whenever M ∈ Mn(A) is invertible.
In the sequel we will often use the following well-known facts.
(1) Let f ∈ C(K)sym for a real-symmetric compact set K . Then f admits a real-symmetric con-
tinuous extension F to C. Indeed, let φ be any Tietze extension of f and set F = (φ + φˇ)/2,
where φˇ(z) = φ(z). We call F a symmetric Tietze extension of f .
(2) If K is real-symmetric and compact, then there exists G ∈ C(C)sym whose zero set Z(G)
coincides with K . To see this, let g be any continuous function with Z(g) = K and put
G = ggˇ, where gˇ(z) = g(z).
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Of central importance will be the following result (see [3, pp. 96–100]). Note that void prod-
ucts are interpreted to be 1.
Theorem 2.1.
(1) Let K ⊆ C be compact. Choose in each bounded component Cj of C \ K a point aj . Then
for every invertible function f ∈ C(K) there exist m ∈ N, integers n1, . . . , nm ∈ Z and a
function h ∈ C(K) such that
f (z) =
m∏
j=1
(z − aj )nj eh(z) for z ∈ K.
If there are no bounded components then f admits a continuous logarithm on K . If addi-
tionally f is in A(K), then h can be chosen to be in A(K) as well.
(2) If a, b are in the same connected component of C \K , then there exists h ∈ A(K) such that
z − a
z − b = e
h(z) for z ∈ K.
Assertion (2) will be entitled as the pole-zero shifting procedure.
Recall that a free interval I ⊆ K ∩ R for a real-symmetric compact set K ⊆ C (or for the
boundary K of a symmetric open set U ) is an open interval such that no point in I belongs to the
closure of a sequence of points in ∂K \R. See Fig. 1 for examples and counter-examples.
Lemma 2.2. The following topological assertions hold.
(1) Let K ⊆ C be compact and g ∈ A(K). Then every component of C \ Z(g) contains a com-
ponent of C \K .
(2) Let U ⊆ C be a real-symmetric open set. Then any free interval I in U is contained in the
interior (U)◦ of U .
(3) Let K ⊆ C be real-symmetric and compact. Then for every g ∈ A(K)sym the function
f (z) := yg(x + iy) satisfies the boundary principle; that is, if f vanishes identically on
the boundary ∂Ω of an open set Ω in C with Ω ⊆ K , then f vanishes identically on Ω .
2218 R. Mortini, R. Rupp / Journal of Functional Analysis 261 (2011) 2214–2237Proof. (1) is Lemma 3.2(2) in [24].
(2) Suppose that I ⊆ U ∩ R is a free interval. By definition,
I ∩ ∂U \R = ∅.
Let x ∈ I . Choose a (small) open disk D = Dx centered at x such that D ∩ R ⊆ I and
D ∩ (∂U \ R) = ∅. Let
D+ = {z ∈ D: Im z > 0}
be the upper half of D. If D+ would meet U and C \U , then the connectivity of D+ implies that
D+ meets the boundary of U . But this is not the case. So, let us assume for a moment that D+ is
entirely contained in C \U . Due to symmetry, the same is true for the reflection of D+. Hence,
D ∩U = D ∩ I (2.2)
is an interval. Since x ∈ D ∩U , the openness of U implies that D ∩U is open in C and nonvoid;
this contradicts (2.2). Thus D+ is entirely contained in (U)◦. Hence, due to symmetry,
I ⊆
⋃
x∈I
Dx ⊆ (U)◦ ⊆ U.
Therefore, I ⊆ (U)◦.
(3) Let Ω ⊆ K be open in C. Note that Ω is not assumed to be symmetric. Suppose that f
vanishes identically on ∂Ω . If Ω ∩R = ∅, then g vanishes on ∂Ω and so the maximum principle
for holomorphic functions implies that g and so f vanishes identically on Ω . If Ω ∩R 	= ∅, then
consider
Ω+ = Ω ∩ {z: Im z > 0}.
Let (Ω+)∗ be the reflection of Ω+ and let U = Ω+ ∪ (Ω+)∗. Then U is open in C and U ⊆ K .
Note that
∂U ∩ {z: Im z > 0} ⊆ ∂Ω.
Due to symmetry, f , given by f (z) = yg(x + iy), then vanishes identically on the bound-
ary ∂U of U . By (2), ∂U does not contain free real intervals. Hence we can conclude that
g vanishes identically on ∂U . Thus the analyticity of g implies that g, and so f , vanishes
identically on Ω+ ∪ (Ω+)∗; in particular f vanishes on Ω+. The same reasoning works for
Ω− = Ω ∩ {z: Im z < 0}. Hence f vanishes identically in Ω . 
Recall that a compact set C ⊆ X(A) is said to be A-convex if C coincides with its A-convex
hull
Cˇ =
{
m ∈ X(A): ∣∣fˆ (m)∣∣max
C
|fˆ |, ∀f ∈ A
}
.
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suppose that E is a compact subset of K with E◦ = ∅ such that each component of C \ E
intersects C \K . Then A(K)|E is dense in C(E).
In [14] it was shown that the A(K)-convex subsets E of X(A(K)) = K are exactly those
closed subsets of K for which the components of C \ E intersect C \ K . The most simplest
examples of A(K)-convex sets are given by zero sets, Z(g), of functions in A(K).
Since Izzo’s theorem works for sets E with empty interior, when dealing with reducibility
questions, we have to use the following trick in order to cover also the general case where E =
Z(g) has interior points. Let us point out that the use of Izzo’s result will enable us to construct
analytic solutions to our Bézout equations when only having continuous solutions. This will
avoid the deep Arens–Taylor–Novodvorsky theory.
Lemma 2.4. Let K ⊆ C be a real-symmetric compact set, g ∈ A(K)sym, and let K ′ = K \Z(g)◦.
Choose (f1, . . . , fn, g) ∈ Un+1(A(K)sym). Suppose that the tuple (f1, . . . , fn, g2) is reducible in
A(K ′)sym. Then the original tuple (f1, . . . , fn, g) is reducible in A(K)sym. A similar result also
holds for A(K) on arbitrary compacta.
Proof. Since (f1, . . . , fn, g2) is reducible in A(K ′)sym, there exist hj ∈ A(K ′)sym such that
(f1 + h1g2, . . . , fn + hng2) is an invertible n-tuple in A(K ′)sym. Now we use the facts that
∂Z(g)◦ ⊆ ∂K,
K ′◦ = (K \Z(g)◦)◦ = K◦ \Z(g)◦
and hence
K◦ = (K◦ \Z(g)◦)∪Z(g)◦ = (K◦ \Z(g)◦)∪Z(g)◦.
Therefore
K◦ = K ′◦ ∪Z(g)◦. (2.3)
Consider any real-symmetric Tietze extension of hj to K , denoted by the same symbol. Then
hjg ∈ C(K). Moreover, hjg is holomorphic at each point z ∈ K ′◦ (since it is a product of two
holomorphic functions there) and on Z(g)◦ (because it is identically zero there). Thus, by (2.3),
we see that hjg actually belongs to A(K). Moreover, the functions being real-symmetric now
imply that hjg ∈ A(K)sym. Thus we have shown that(
f1 + (h1g)g, . . . , fn + (hng)g
)
is an invertible n-tuple in A(K)sym and so (f1, . . . , fn, g) is reducible in A(K)sym. 
The following lemma is due to Corach and Suárez [4,6].
Lemma 2.5. (See [4, p. 636] and [6, p. 608].) Let g ∈ A. Then the set
Rn(g) =
{
(f1, . . . , fn) ∈ An: (f1, . . . , fn, g) is reducible
}
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In(g) =
{
(f1, . . . , fn) ∈ An: (f1, . . . , fn, g) ∈ Un+1(A)
}
.
Especially, if φ : [0,1] → In(g) is a continuous path and (φ(0), g) is reducible, then (φ(1), g) is
reducible.
Lemma 2.6. Let a = (a1, . . . , an) ∈ An, g ∈ A, and let M ∈ Mn(A) be an invertible matrix.
Suppose that the Gelfand transform of the first coordinate, b1, of the matricial product b =
(b1, . . . , bn) := a ·M satisfies
sup
x∈Z(g)
∣∣bˆ1(x)− 1∣∣< 1. (2.4)
Then the (n+1)-tuple (a, g) is reducible in A. If G is any other element in A with Z(G) = Z(g),
then (a,G) is reducible, too.
Note that condition (2.4) holds in particular if
‖a ·M − en‖An < 1,
where en = (1,0, . . . ,0). Here ‖ · · · ‖An denotes the usual norm on the Cartesian product An.
Proof. We claim that for all t  0 the (n+ 1)-tuples
Ft = (b1 + t, b2, . . . , bn, g)
are invertible in An+1. In fact, if gˆ(x) = 0, then
∣∣bˆ1(x)+ t∣∣= ∣∣(1 + t)+ (bˆ1(x)− 1)∣∣ 1 + t − ∣∣bˆ1(x)− 1∣∣> 1 − 1 = 0.
Hence the Gelfand transforms of the coordinates of Ft have no zero in common.
Since for large t , say t = T , b1 + T is invertible in A, the invertible tuple FT = (b1 + T ,
b2, . . . , bn) actually is reducible in A. Hence, by Lemma 2.5, F0 is reducible, too. This means
that a · M + gx = u for some x ∈ An and u ∈ Un(A). Thus, by right multiplication with the
inverse M−1 of M , we get
a + gxM−1 = uM−1.
Because uM−1 ∈ Un(A), we conclude that (a, g) is reducible in A.
Since condition (2.4) depends only on the zero set of g, we also get the reducibility of (a,G)
for any other G ∈ A with Z(G) = Z(g). 
Corollary 2.7. Let (fj , g) be two invertible pairs in A (j = 1,2). Suppose that fˆ1 = fˆ2 on Z(g).
Then the reducibility of (f1, g) implies that of (f2, g).
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f2u−1. Now, on Z(g), bˆ = fˆ2fˆ−11 = 1. Thus, by Lemma 2.6, (f2, g) is reducible. 
Combining Izzo’s Theorem 2.3, Theorem 2.1 and Lemmas 2.2, 2.6 and 2.4 above, we are able
to give a short proof of the well-known fact that bsr(A(K)) = 1 (see [21], [24], and compare
with [5] for a first attempt of a proof). This also illustrates on a simple example our methods that
we will use later to determine the Bass stable rank of A(K)sym.
Theorem 2.8. For compact planar sets K one has bsr(A(K)) = 1.
Proof. Let (f, g) be an invertible pair in A(K). Using Theorem 2.1, we conclude that on Z(g)
we may represent f as f = reh for some rational function without poles or zeros in Z(g).
Now we use Lemma 2.2(1). Hence, by shifting the poles and zeros, we may assume, by The-
orem 2.1(2), that r actually has no zeros and poles in K . We also think of h as being a func-
tion continuous on K (Tietze’s extension theorem). Thus on Z(g) we get that uf = 1, where
u ∈ C(K) is the invertible function u = r−1e−h. If Z(g)◦ = ∅ then, in view of Lemma 2.2(1), we
may use Izzo’s theorem to uniformly approximate h on Z(g) by a function H in A(K). So on
Z(g) we obtain that |r−1e−Hf − 1| < 1/2. Hence, by Lemma 2.6, (f, g) is reducible in A(K).
If Z(g)◦ 	= ∅, then we work on A(K ′) with K ′ = K \ Z(g)◦. Since ZK ′(g)◦ is void, the
reasoning above shows that the pair (f, g2) is reducible in A(K ′). Say f + qg2 	= 0 on K ′ for
some q ∈ A(K ′). By taking a Tietze extension of q to K , we see that qg ∈ C(K). Since qg ≡ 0
on Z(g)◦ and K◦ (2.3)= K ′◦ ∪ Z(g)◦, we finally obtain a solution qg ∈ A(K) to f + (qg)g 	= 0
on K (see Lemma 2.4). 
3. The symmetric case
In this section we will determine the Bass stable rank for A(K)sym.
Lemma 3.1. For a closed disk B ⊆ C centered at the origin, let R = M2(C(B)sym) be the real
Banach algebra of 2 × 2 matrices
P =
(
a1,1 a1,2
a2,1 a2,2
)
over C(B)sym endowed with the norm ‖P ‖∞ introduced at the beginning of Section 2. Suppose
that (F1,F2) is an invertible pair in C(B)sym and let
M :=
(
F1 −F2
F2 F1
)
.
Then M is an invertible matrix in R. Moreover, there exist 2 × 2-matrices L1, . . . ,Ln in R such
that
(
F1
F2
)
= exp(Ln) · · · exp(L1) ·
(
F1(0) −F2(0)
F2(0) F1(0)
)
·
(
1
0
)
. (3.1)
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M(t, z) =
(
F1(tz) −F2(tz)
F2(tz) F1(tz)
)
.
Using the homotopy
H :
{ [0,1] → M2(C(B)sym)−1,
t → M(t, ·),
we see that M is homotopic to the real matrix(
F1(0) −F2(0)
F2(0) F1(0)
)
.
Now we use an idea of R. Arens [1]. First note that
M(t, z)−1 = 1|F1(tz)|2 + |F2(tz)|2
(
F1(tz) F2(tz)
−F2(tz) F1(tz)
)
.
Thus, by (2.1), and the fact that |F1| + |F2| η > 0 on B ,
∥∥M(t, ·)−1∥∥∞  sup
z∈B
√
2√|F1(tz)|2 + |F2(tz)|2 
√
2
1
η√
2
= 2
η
.
Choose ε > 0 so that 2ε < η. Since the map
H : [0,1] → (M2(C(B)sym),‖ · ‖∞), t → H(t) = M(t, ·)
is uniformly continuous, (this follows from the uniform continuity of the functions (t, z) →
Fj (tz) on [0,1] × B and the fact that ‖M(t, ·)‖∞  ‖M(t, ·)‖HS ), there exist parameters
0 = t0 < t1 < · · · < tn = 1 so that
∥∥H(tj+1)H(tj )−1 − I2∥∥∞  ∥∥H(tj+1)−H(tj )∥∥∞∥∥H(tj )−1∥∥∞  ε 2η < 1.
By standard Banach algebra theory (see [17]) we may write H(tj+1)H(tj )−1 = exp(Lj+1)
for some matrices Lj+1 ∈ M2(C(B)sym), j = 0,1, . . . , n− 1. Note that
H(1) = H(tn)H(tn−1)−1H(tn−1) · · ·H(t1)H(t0)−1H(0).
Thus
M =
(
F1 −F2
F2 F1
)
= H(1) = exp(Ln) · · · exp(L1) ·
(
F1(0) −F2(0)
F2(0) F1(0)
)
.
Hence (
F1
)
= exp(Ln) · · · exp(L1) ·
(
F1(0) −F2(0)) ·(1). F2 F2(0) F1(0) 0
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Theorem 3.2. For real-symmetric compact planar sets K we have bsr(A(K)sym) 2.
Proof. Step 1. Let (f1, f2, g) be an invertible triple in A(K)sym. Choose a real-symmetric con-
tinuous function G ∈ C(C)sym whose zero set coincides with ZK(g). Let B be a closed disk
centered at the origin so that K ⊆ B◦. Using symmetric Tietze extensions, we may extend
(f1, f2) to a real-symmetric continuous map on B , also denoted by (f1, f2). Then the triple
(f1, f2,G) is invertible in C(B)sym. Since bsr(C(B)sym) = 2 [13], there exist Hj ∈ C(B)sym
(j = 1,2), so that
(F1,F2) := (f1 +H1G,f2 +H2G)
is an invertible pair in C(B)sym. By Lemma 3.1,
(
F1
F2
)
= exp(Ln) · · · exp(L1) ·
(
F1(0) −F2(0)
F2(0) F1(0)
)
·
(
1
0
)
,
for some matrices Lj ∈ M2(C(B)sym). Since G = 0 on ZK(g) we obtain that on ZK(g),
(
f1
f2
)
= exp(Ln) · · · exp(L1) ·
(
F1(0) −F2(0)
F2(0) F1(0)
)
·
(
1
0
)
.
Hence, on ZK(g),
M ·
(
f1
f2
)
=
(
1
0
)
,
where
M = 1
F1(0)2 + F2(0)2
(
F1(0) F2(0)
−F2(0) F1(0)
)
exp(−L1) · · · exp(−Ln)
is an invertible matrix in M2(C(B)sym).
Step 2. Now let K ′ = K \ ZK(g)◦. We shall keep the notation g for g|K ′ . Since g ∈ A(K ′),
we see that
E := ZK(g)∩K ′ = ZK ′(g)
is an A(K ′)-convex set. By [14], or Lemma 2.2(1), each component of C \E contains a compo-
nent of C \ K ′. Note that E has no interior points and that both K ′ and E are real-symmetric.
Now we use Izzo’s result Theorem 2.3, telling us that A(K ′)|E is dense in C(E). Thus we may
approximate the matrices Lj uniformly on E by matrices whose entries qi,k are in A(K ′). Since
each of the entries in Lj is real-symmetric, we see that the symmetrizations q∗i,k of qi,k uniformly
approximate the entries in Lj . Since q∗i,k ∈ A(K ′)sym, we have found L˜j ∈ M2(A(K ′)sym) so that
on E = ZK ′(g) ⊆ B ,
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F1(0)2 + F2(0)2
(
F1(0) F2(0)
−F2(0) F1(0)
)
exp(−L˜1) · · · exp(−L˜n)
is an invertible matrix in M2(A(K ′)sym) uniformly approximating M .
Thus, on ZK ′(g),
M˜ ·
(
f1
f2
)

(
1
0
)
,
where  stands for “uniformly close to”. By Lemma 2.6, (f1, f2, g) is reducible in A(K ′)sym.
Step 3. Since g and g2 have the same zero sets, we obtain from Lemma 2.6 and Step 2 that
(f1, f2, g2) is reducible in A(K ′)sym. Using Lemma 2.4, we conclude that (f1, f2, g) is reducible
in A(K)sym. Hence bsr(A(K)sym) 2. 
In [24] an attempt was made to characterize those real-symmetric compacta for which
bsr(A(K)sym) = 1. The proof was based on a potential pole-zero shifting lemma [24, Lemma 3.7]
that claimed that if L ⊆ K are two real-symmetric compacta such that every component of C \L
contains a component of C \ K , and if f = reh for some h ∈ C(L)sym and a rational function
r ∈ C(C)sym without poles and zeros on L, then f writes as f = pek , where k ∈ C(L)sym and
where p is a rational function in C(C)sym without poles and zeros on K . Whereas this is valid
in the nonsymmetric case, it is no longer true in the symmetric case. In fact, if L = {|z| = 1},
K = L∪ [−1,1] and r(z) = 1/z, then r cannot be written as claimed.
Thus we need to give an independent proof of the stable rank assertion above. We will use
the following two results, the first one being a theorem from [24, Theorem 3.6]. The second
result will tell us that the reducibility of pairs in A(K)sym is equivalent to their reducibility
in C(K)sym; a fact that is true for any complex commutative Banach algebra A by the Arens–
Taylor–Novodvorsky theorem (see [5]) (where K is the maximal ideal space of A.)
Theorem 3.3 (Rupp, Sasane). Let u be an invertible function in A = C(K)sym or A = A(K)sym.
Then there exist h ∈ A, a real-symmetric rational function r without poles in K and a sign-
function σ ∈ A such that on K ,
u = rσ exph.
Here a sign-function is a continuous function with σ 2 = 1. In particular, σ only takes the
values 1 or −1. For example, if K ⊆ R, then u(x) = signu(x) exp log |u(x)|. Thus one may take
σ = signu. If (f, g) is an invertible pair in C(K)sym, then f |Z(g) is invertible and we will denote
by σf any such sign-function in C(Z(g))sym.
Let us point out that if (f, g) ∈ U2(C(K)sym), then the function that associates the sign of f
at each real zero of g has nothing to do with the restriction to Z(g)∩ R of a given sign-function
σf on Z(g). For example, let K = [−2,−1] ∪ [1,2] and r(z) = z(z − 3)(z + 3). Define f by
f (z) = r(z) if z ∈ [−2,−1] and f (z) = −r(z) if z ∈ [1,2]. Let g(z) = z2 − 4 and σf (z) = 1
if z = −2 and σf (z) = −1 if z = 2. Then on Z(g), f (z) = σf (z)r(z). But signf (x) = 1 for
x ∈ Z(g).
Theorem 3.4. An invertible pair (f, g) in A(K)sym is reducible if and only if it is reducible in
C(K)sym.
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which f + kg is invertible implies the existence of q ∈ A(K)sym such that f + qg is invertible.
So let u = f + kg have no zeros in K . By Theorem 3.3, u = rσ exph. This implies that on
Z(g) we have
f
rσ
= exph.
Now in order to show that (f, g) is reducible in A(K)sym we proceed as in Steps 2 and 3 of
Theorem 3.2 by approximating the continuous function h on E = ZK ′(g) by a function q in
A(K ′)sym, where K ′ = K \ZK(g)◦. Thus we obtain that on ZK ′(g),
∥∥∥∥e−qrσ f − 1
∥∥∥∥∞ <
1
2
.
By Lemma 2.6, we then deduce that (f, g) is reducible in A(K ′)sym.
Since Z(g) = Z(g2) we also obtain from Lemma 2.6 that (f, g2) is reducible in A(K ′)sym.
Hence by Lemma 2.4, (f, g) is reducible in A(K)sym. 
Let us remark that our proof above does not use the usual ∂-calculus when constructing an-
alytic solutions to Bézout equations. Instead, it uses (implicitely) weak interpolation sets; these
are closed sets E ⊆ X(A) for which A|E = C(E).
Theorem 3.5. Let K ⊆ C be compact and real-symmetric. Then
(1) bsr(A(K)sym) = 1 if and only if K ∩R is empty or totally disconnected;
(2) bsr(A(K)sym) = 2 if and only if K ∩R contains an interval.
Proof. (1) If bsr(A(K)sym) = 1, then necessarily K ∩ R is empty or totally disconnected (see
[24, Theorem 6.4]).
Conversely, suppose that K ∩ R is totally disconnected and nonvoid. Let (f, g) ∈
U2(A(K)sym). According to Theorem 3.3, the invertibility of f on Z(g) implies that f |Z(g) =
σreh, where σ is a sign-function in C(Z(g))sym, h ∈ C(Z(g))sym and where r is a real-
symmetric rational function without poles and zeros in Z(g). Since each component of C \Z(g)
contains a component of C \ K (see Lemma 2.2(1)), we may assume by a symmetric pole-zero
shifting argument (as we are going to show) that r has no non-real poles and zeros in K . In fact,
if a and b are in the same component of C \ Z(g) with (Ima)(Imb) > 0, then by Eilenberg’s
theorem [3, Exercice 4.36] (given here in Theorem 2.1), there exists q ∈ C(K) such that on Z(g),
z − a
z − b
z − a
z − b = expq(z) expq(z) = exp
(
2q∗(z)
)
.
Thus, in the representation f |Z(g) = σreh, the rational symmetric function r may be assumed
to have the from r = s p1
p2
, where s is a real-symmetric rational function without zeros and poles
in K ∪R, where p1 is a polynomial formed with the real zeros of r and p2 a polynomial formed
with the real poles of r .
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p1(z)
p2(z)
:=
∏n
j=1(z − xj )∏m
j=1(z − yj )
,
where xj , yj ∈ R. The numbers xj and yj may belong to K ∩ R though. Let H be a symmetric
Tietze extension of h and let χ be an invertible symmetric extension of σ to K (here we used
[24, Lemma 6.3] and the assumption that R∩K is totally disconnected). So
f |Z(g) = χreH .
Let us now consider in A(K)sym the invertible pair (
∏m
j=1(z − yj ), g). If yj ∈ K ∩ R, then,
by using the hypotheses that R ∩ K is totally disconnected, we may approximate yj by y˜j ,
where y˜j ∈ R \ K . The functions z − y˜j being invertible in C(K)sym, we conclude that the pair
(
∏m
j=1(z− y˜j ), g) is reducible. Hence, by Lemma 2.5, (p2, g) = (
∏m
j=1(z−yj ), g) is reducible,
too. By the same reasoning, the pair (p1, g) = (∏nj=1(z − xj ), g) is reducible in C(K)sym. The
invertibility of χ , s and eH imply that (χsp1eH ,g) is reducible in C(K)sym, too.
Now on Z(g) we have fp2 = χsp1eH . Thus, by Corollary 2.7, (fp2, g) is reducible in
C(K)sym.
Say fp2 + kg = v where v is zero free in K . Since p2 + qg = u is invertible, too, for some
q ∈ C(K)sym, we obtain
v = f (u− qg)+ kg = uf + g(k − f q).
Thus (f, g) is reducible in C(K)sym and so, by Theorem 3.4, reducible in A(K)sym too. Hence
bsr(A(K)sym) = 1 whenever K ∩R is totally disconnected.
If K ∩ R is empty, then we use that bsr(A(L)) = 1 for every compact set L and apply this to
L = K ∩{z ∈ C: Im z > 0}. Say f +hg 	= 0 on L for some h ∈ A(L). The solution h˜ ∈ A(K)sym
of f + h˜g invertible in A(K)sym then is given by
h˜(z) =
{
h(z) if z ∈ L,
h(z) if z ∈ L.
(2) In view of Theorem 3.2, (2) is the logical negation of (1). 
For matter of comparison, let us recall the situation in C(K)sym, that was done for the stable
rank one part in [24, Theorem 6.5] and for the stable rank two part in [13, Theorem 3.4]. Note
that the proof of the sufficiency of (1) below was based on the fact we confirmed above that
bsr(A(K)sym) = 1 whenever K ∩R is totally disconnected.
Theorem 3.6. Let K ⊆ C be compact and real-symmetric. Then
(1) bsr(C(K)sym) = 1 if and only if K◦ = ∅ and K ∩R is totally disconnected or empty;
(2) bsr(C(K)sym) = 2 if and only if K◦ 	= ∅ or K ∩ R contains an interval.
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In view of the results in Section 3, it is of interest to characterize the invertible pairs (f, g) in
A(K)sym or C(K)sym that are reducible. This was done in a somewhat insatisfactory way in [24,
Theorem 4.1] for A(K)sym. Since for any invertible function g, the pair (f, g) is reducible, we
tacitely assume in what follows that Z(g) 	= ∅. Concerning the algebra C(K), it is well known
that an invertible pair (f, g) is reducible if and only if f |Z(g) admits an extension to an invertible
function in C(K) (see for example [22]). We have related results in the symmetric setting.
Proposition 4.1. The invertible pair (f, g) in C(K)sym is reducible if and only if f |Z(g) admits
an extension to an invertible function in C(K)sym.
Proof. If u = f + hg is invertible, then trivially u is the desired extension of f |Z(g).
Now suppose that F ∈ C(K)sym is an invertible extension of f |Z(g). Choose ε with 0 < ε <
1
2 minK |F |. Since f and F are continuous on K , there obviously exists a real-symmetric, closed
neighborhood U of Z(g) in K such that |F − f | < ε on U . Then, on U ,
∣∣∣∣1 − fF
∣∣∣∣< ε|F | < 12 .
By standard Banach algebra theory applied to A = C(U)sym, there is H˜ ∈ A such that fF =
e−H˜ . Let V be another real-symmetric, closed neighborhood of Z(g) with Z(g) ⊆ V ⊆ U◦.
Consider a symmetric Tietze extension H of H˜ to K and let
h =
{ 1
g
(F − eHf ) on K \ V ,
0 on V .
Then h ∈ C(K)sym and f + e−Hhg = e−HF . Thus (f, g) is reducible in C(K)sym. 
Another proof can be based on Corollary 2.7. The analogue of Proposition 4.1 for A(K)sym,
now reads as follows.
Proposition 4.2. Let (f, g) be an invertible pair in A(K)sym. Then the following assertions are
equivalent.
(1) (f, g) is reducible in A(K)sym;
(2) f |Z(g) admits an extension to an invertible function in A(K)sym or equivalently in C(K)sym.
Proof. (1) ⇒ (2) Let u = f + kg be invertible. Then u trivially is an invertible extension of
f |Z(g) to K .
(2) ⇒ (1) Suppose that f |Z(g) admits an invertible extension to a function in A(K)sym ⊆
C(K)sym. Since (f, g) is an invertible pair in A(K)sym, we may use Proposition 4.1, to conclude
that (f, g) is reducible in C(K)sym. Hence, by Theorem 3.4, (f, g) is reducible in A(K)sym,
too. 
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methods, in [23]. We conclude this section by giving a more practical characterization of the
reducible elements in A(K)sym than that in [24, Theorem 4.1].
Theorem 4.3. Let (f, g) be an invertible pair in A(K)sym. Then the following assertions are
equivalent.
(1) (f, g) is reducible in A(K)sym;
(2) (signf )|Z(g)∩R admits a continuous extension to a sign-function in the space C(K ∩R)sym;
(3) f has constant sign at each real zero of g on fixed components of K ∩R.
Let us remark that the sign of f in (3) may be different for distinct components. Also, if
Z(g)∩R = ∅, then conditions (2) and (3) are automatically satisfied.
Proof. We first deal with the case where Z(g)∩R 	= ∅. Only at the very end, we will come back
to the remaining case.
(1) ⇒ (2) Let u = f + kg be invertible in A(K)sym. For x ∈ Z(g) ∩ R we have signf (x) ·
|f (x)| = u(x) and |u(x)| = |f (x)|. Thus signf (x) admits the continuous, zero-free extension
S(z) = u(z)|u(z)| to K . Restricting to K ∩ R, we see that S is a continuous {−1,1}-valued extension
of (signf )|Z(g)∩R.
(2) ⇒ (3) This is obvious by the intermediate value theorem.
(3) ⇒ (2) Here we will use the fact that a connected component of a compact set of the real
line is either a compact interval or a singleton. Let C1 be the union of those components of K ∩R
that do not contain a zero of g and let C2 be the union of the remaining ones. Let us say that in
C2, x is equivalent to y, denoted by x ∼ y, if x and y belong to the same component of K ∩ R.
Let Cj be the closures of the sets Cj . For x ∈ K ∩ R, let Cx be the component of x in K ∩ R.
For later purposes, note that each component Cx is a closed subset of R.
Claim 1. Let x ∈ C2. Then ∂Cx ⊆ ∂C2.
In fact, let y ∈ ∂Cx . Then obviously y ∈ C2. Assume that there does not exist a sequence (yn)
outside C2 converging to y, then [y − ε, y + ε] ⊆ C2 ⊆ K for some ε > 0. But y ∈ Cx . Since
components are either disjoint or equal, Cx = Cy . Thus [y−ε, y+ε] ⊆ Cx . Hence y is no longer
a boundary point of Cx . This proves the Claim 1.
Claim 2. If x ∈ ∂C2, then x is a boundary point of its component Cx .
To show this, suppose that x belongs to the interior of Cx . Let (xn) be a sequence in C2
converging to x. Then xn ∈ Cx for large n and so Cxn = Cx . Thus x is an interior point of
Cxn ⊆ C2; a contradiction.
Define the function S on C2 by
S(x) = signf (y) if y ∼ x and g(y) = 0.
By our hypothesis (3), S is well defined.
Claim 3. S is continuous on C2 and C2 is closed.
Let x ∈ C2. We may assume that x is not an isolated point of C2, otherwise we are done.
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Hence Cx ⊆ C2 and S is constant in a neighborhood of x; so S is continuous at x.
(ii) If x ∈ ∂C2, then we choose xn ∈ C2 converging to x. By Claim 2, x is a boundary point of
its component Cx . Note that Cx may be a singleton.
Case 1. xj /∈ Cx for infinitely many j , say for j ∈ Λ. Then the diameters of Cxj , j ∈ Λ,
tend to zero with j → ∞. Now by definition of C2, there exists yn ∼ xn with g(yn) = 0. Since
yj
j→∞−−−→
j∈Λ x, too, we obtain that g(x) = 0 and so Cx ⊆ C2. Moreover, the pair (f, g) being in-
vertible, we conclude that signf (x) ∈ {−1,1}. Due to continuity, f therefore has constant sign
in a neighborhood (within K) of x. Therefore, S is continuous at x (note that S(x) = signf (x)
on Cx ).
Case 2. xj ∈ Cx for almost all j . Then Cxj = Cx and so xj ∈ C2 implies Cx ⊆ C2. Hence,
if there does not exist a sequence yn ∈ C2 \ Cx converging to x, then S is trivially continuous
at x. If, on the other hand, there exists such a sequence, then we have the situation of Case 1,
and again, S is continuous at x. Moreover, we have obtained that in all cases x ∈ C2; thus C2 is
closed. This finishes the proof of the Claim 3.
Now R \ C2 is open; so it writes as ⋃j Ij , where the Ij are pairwise disjoint open intervals.
We may assume that the first two intervals are the unbounded ones.
Claim 4. The closure of Ij is not entirely contained in K .
Since K is bounded, this is obviously true for the two unbounded components. So let j  3
and write Ij =]aj , bj [. Suppose to the contrary, that Ij ⊆ K . Since for each y ∈ Ij we have
Cy ⊆ C1, the closedness of the components yields that aj ∈ I j ⊆ C1. In particular, Caj ⊆ C1.
On the other hand, aj , bj ∈ ∂C2. By Claim 2, aj is a boundary point of Caj . Let xn ∈ C2 be a
sequence converging to aj . Since C1 ∩ C2 = ∅, these xn do not belong to Caj . Hence, by Case
1 in the proof of Claim 3, g(aj ) = 0. Thus, by definition of C2, we conclude that Caj ⊆ C2, a
contradiction. This proves the Claim 4.
Our next step will be to extend S from C2 = C2 to K ∩ R = C1 ∪ C2 as a continuous sign-
function. Using Claim 4, which tells us that Ii \K is not empty, the closedness of K implies that
there exists a small open interval Ji ⊆ Ii such that K ∩ Ji = ∅. Let Ji =]ci, di[.
Now define the function Sˇ we are looking for by
Sˇ(x) =
⎧⎨
⎩
S(x) if x ∈ C2,
S(ai) if x ∈ [ai, ci],
S(bi) if x ∈ [di, bi].
Claim 5. Sˇ is a continuous sign-function on K ∩ R.
First we note that Sˇ is well defined, that it takes only the values ±1 and that it extends S. To
show that Sˇ is continuous, it suffices to look at its behavior on the cluster points of the boundary
points ci and di (whenever there is an infinite number of intervals Ji ). Let aj  xj  bj . Suppose
that xj → x. Since the diameter of the Ij , which is bj − aj tends to 0, we see that aj and bj
converge to x, too. Thus x ∈ C2 = C2. But S is continuous at x. In particular S, and so Sˇ, takes
for almost all j the same value at aj as at bj . Hence Sˇ is continuous everywhere on K ∩R. Thus
we are done with the proof of (3) ⇒ (2).
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C(K ∩R)sym. Consider the invertible pair (|f |, g) in C(K)sym. Since (|f |+ t, g) is invertible for
any t  0, by Lemma 2.5, we obtain that (|f |, g) is reducible in C(K)sym. Say Q := |f |+qg 	= 0
on K for some q ∈ C(K)sym. Hence, on K ∩ R, we get that SQ is a continuous, invertible
extension of f |Z(g)∩R. Thus, by Proposition 4.1, (f, g) is reducible in the space
C(K ∩R,R) = C(K ∩R)sym.
Say
f (x)+ l(x)g(x) = u(x),
where u is zero free on K ∩R.
Consider the function
F(z) =
{
u(z) if z ∈ K ∩ R,
f (z) if z ∈ Z(g), Im z 0.
Let K+ = K ∩ {Im z  0}. Note that F is well defined, continuous and zero free on L :=
(K ∩ R) ∪ (Z(g) ∩ K+). According to Theorem 2.1(1), we may write F |L = reh, where r is a
rational function without zeros and poles in L and where h ∈ C(L). Moreover, since {Im z < 0}
belongs to the unbounded component of C \ L, we may also achieve by Theorem 2.1 that r has
no poles or zeros in the lower half plane. Finally, this theorem also guaranties that r has no zeros
or poles on the real axis.
Let rˇ be defined by rˇ(z) = r(z). Then rˇ(z) has no zeros and poles on the closed upper half
plane. Let C be a closed rectangle in {Im z 0} that contains K+. Then, by Theorem 2.1, rˇ has
a continuous logarithm on C. Hence, on K+, we have rˇ = ek for some k ∈ C(K+). We may
represent now F as F = rrˇeh−k on L.
Write r = P/N , where P and N are polynomials without common zeros. Since Z(P ) ∪
Z(N) does not meet Z(g) ∪ R, the symmetry of the zeros of g yields that (NNˇ, |Im z| · g) and
(P Pˇ , |Im z| · g) are invertible pairs in C(K)sym.
Now we claim that the pairs (N, |Im z| · g) and (P, |Im z| · g) are reducible in C(K).
In fact, by Lemma 2.2, whenever |Im z| · g vanishes identically on the boundary ∂Ω of an
open set Ω in C with Ω ⊆ K , then |Im z| · g vanishes identically on Ω . (Let us point out that
only at this location we have used that g is analytic.) Thus, by [21, Theorem 1.1 ], the previously
introduced pairs are reducible in C(K).
Using the reducibility of (N, |Im z| · g) and (P, |Im z| · g) in C(K) it is now easy to see that
(NNˇ, |Im z|g) and (P Pˇ , |Im z|g) are reducible in C(K)sym. Thus (NNˇ)|L and (P Pˇ )|L have
real-symmetric invertible extensions to K . Hence, (rrˇ)|L has a real-symmetric, invertible exten-
sion to K .
Putting all together, we see that F = rrˇeh−k , defined on L, has an invertible and continuous
extension F˜ to K+ that is real on K ∩ R.
Note that F˜ coincides with u on K ∩R; in particular F˜ is real there. Thus the reflection
f˜ (z) =
{
F˜ (z) if z ∈ K+,
˜ −F(z) if z ∈ K
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of this theorem, f |Z(g) admits an invertible extension (namely f˜ ) to a real-symmetric continuous
function on K . Thus, by Theorem 4.2, (f, g) is reducible in A(K)sym. This finishes the proof of
the equivalences of (1), (2) and (3) whenever Z(g)∩R 	= ∅.
Let us assume now that Z(g) ∩ R = ∅. Choose x0 ∈ R \ K and let K ′ = K ∪ {x0}. Extend
the definition of the invertible tuple (f, g) to K ′ by f (x0) = 1 and g(x0) = 0. Then (f, g) is an
invertible pair in A(K ′)sym. Moreover Z(g)∩R = {x0} and signf (x0) = 1. Thus (signf )|Z(g)∩R
trivially has a continuous extension to K ′ ∩R: the constant function 1. So conditions (2) and (3)
are satisfied. Hence, by the general case, (f, g) is reducible in A(K ′)sym and so in A(K)sym. 
We get the following corollary.
Corollary 4.4. Let (f, g) be an invertible pair in A(K)sym. Suppose that Z(g) ∩ R = ∅. Then
(f, g) is reducible.
Remark.
(i) An analysis of the proof shows that (2) and (3) are also equivalent for invertible function
pairs (f, g) in the bigger space C(K)sym.
(ii) The first paragraph of the proof of (2) ⇒ (1) implies that under the condition (2), f |Z(g)∩R
has an invertible extension to a function in the space C(K ∩ R,R) whenever (f, g) is an
invertible pair in C(K)sym.
(iii) Conditions (2) and (3) give two equivalent criteria for reducibility of invertible pairs in
C(K ∩R,R).
To be complete, let us mention the following.
Theorem 4.5. Let (f, g) be an invertible pair in A(K)sym. Then each of the assertions (1)–(3) in
Theorem 4.3 is equivalent to
(4) The sign-function signf |Z(g)∩R admits an extension to an invertible function S˜ in C(K)sym.
Proof. Suppose that (2) in Theorem 4.3 is satisfied; that is let S be a sign-function in the space
C(K ∩ R)sym that extends (signf )|Z(g)∩R. Then, as in the proof of (2) ⇒ (1) one constructs
an extension of
F(z) =
{
S(z) if z ∈ K ∩ R,
f (z)/|f (z)| if z ∈ Z(g), Im z 0
to an invertible function S˜ in C(K)sym. Hence (4) is satisfied.
Conversely, if (4) is satisfied, then ( S˜|S˜| )|K∩R is a continuous sign-function extending
(signf )|Z(g)∩R. Thus (2) is satisfied. 
We remark that, in general, σf := signf |Z(g)∩R does not admit an extension to a sign-function
on K , whenever (f, g) is reducible in A(K)sym. In fact, let K be as in Fig. 2, a symmetric moon
crescent with wedges at −1 and 1. Then, by Theorem 3.5(1), the pair (z,1 − z2) is reducible
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Fig. 3. Union of disks.
in A(K)sym, but σz = −1 on −1 and σz = 1 at 1. Since K is connected, σz does not admit a
continuous extension to a sign-function on K .
It is also important to note that in assertion (4) of Theorem 4.5, one stipulates the existence of
a symmetric invertible extension of σf := signf |Z(g)∩K . In fact, let
K1 =
{
z ∈ C: |z + 1| 1}∪ {z ∈ C: |z − 1| 1}
(see Fig. 3). Then the invertible pair (f, g) = (z,4 − z2) is not reducible in A(K1)sym; never-
theless σf admits an invertible extension to K1. In fact, the non-reducibility follows from the
property that any function of the form u(z) = z+ h(4 − z2), h ∈ A(K1)sym, has a zero in [−2,2]
(since u(−2) < 0, u(2) > 0 and u real valued on [−2,2]). On the other hand, σf equals −1 at
−2 and 1 at 2. But the function κ : {−2,2} → C given by
κ(z) =
{
iπ if σf (z) = −1,
0 if σf (z) = 1
is a continuous logarithm of σf . Hence every Tietze extension κ˜ of κ to K1 has the property that
eκ˜ is an invertible extension of σf .
On the other hand, when comparing with the example for K , there may very well be discon-
nected compacta where the sign-function admits an extension to a symmetric sign-function. In
fact, let
K2 =
{
z ∈ C: |z + 2| 1}∪ {z ∈ C: |z − 2| 1}
(see Fig. 3) and (f, g) = (z,9 − z2). Then the sign-function σf (that is −1 at −3 and 1 at 3)
admits an extension to the symmetric sign-function σ˜ (z) = −1 on {z ∈ C: |z + 2|  1} and
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in A(K2)sym.
5. Reducibility in C(K) and C(K)sym
In this section we describe those invertible pairs in C(K) and C(K)sym that are reducible. In
contrast to the case of A(K) (where every invertible pair is reducible) and A(K)sym, conditions
outside the real line have to be considered in order to get reducibility.
For example, let K = D, f (z) = (z − i/2)(z + i/2) and g(z) = 1 − |z|2. Then f |Z(g) does
not admit a zero-free extension to D, and so (f, g) is not reducible in C(K) or C(K)sym. This
follows for example from the fact that the Brouwer degree of f at the origin with respect to ∂D is
nonzero. This example also shows that condition (4) in Theorem 4.5 does not yield reducibility
of (f, g) whenever g is merely assumed to be continuous (and symmetric).
The reason for this big difference between the holomorphic case and the purely continuous
case is that continuous functions (as g here), do not necessarily satisfy the boundary principle
(as defined in Lemma 2.2(3)).
So we have to look for conditions on f that guarantee zero-free extensions from the boundary
of the components of C \Z(g) to the whole space K .
Definition 5.1. Let E ⊆ C be compact.
(a) A hole of E is a bounded, connected component of C \E.
(b) Let H= {Cj : j ∈ I } be the set of holes of E (where I is either N, a finite subset of N, or
void). For each j ∈ I , let aj ∈ Cj .
Let f ∈ C(E) have no zeros on E and suppose that
f (z) =
m∏
j=1
(z − aj )nj eh(z) for z ∈ E
is the canocial representation of f on E, where m ∈ N and nj ∈ Z (see Theorem 2.1). Then the
hole Cj of E is called essential for f if nj 	= 0.
We note that the concept of an essential hole for f is well defined. In fact, by [3, p. 98], the
cosets in the quotient group C−1(E)/ exp(C(E)) are independent. In particular, if
f (z) =
μ∏
j=1
(z − bj )mj el(z) for z ∈ E
is another representation of f where μ ∈ N, bj ∈ Cj , mj ∈ Z, then m = μ and mj = nj .
Also, it is well known that nj is the Brouwer degree d(f |∂Cj ,Cj ,0) of f with respect to the
component Cj .
The main property of our notion of essential holes reads as follows:
Proposition 5.1. Let H be a hole of E and let f ∈ C(E) be invertible. Then H is essential for f
if and only if f |∂H does not admit a zero-free continuous extension to H .
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having no zeros or poles in H , n ∈ Z. The assertion now follows from [3, Theorem 4.31], that
for n ∈ Z, n 	= 0, (z − a)n|∂H does not have a zero-free continuous extension to H . 
Theorem 5.2. Let K ⊆ C be compact and let (f, g) be an invertible pair in C(K). Then the
following assertions are equivalent:
(1) (f, g) is reducible;
(2) each essential hole for f |Z(g) contains a hole of K .
Proof. We use the fact already mentioned that (f, g) is reducible in C(K) if and only if f |Z(g)
admits a continuous extension to an invertible function F ∈ C(K) (see e.g. [22]).
(1) ⇒ (2) Let H be an essential hole for f |Z(g). Then, by Proposition 5.1, f |∂H does not have
a zero-free continuous extension to H . Since the reducibility of (f, g) implies the existence of
an invertible continuous extension of f |Z(g) to K , we conclude that H is not entirely contained
in K . Hence (2) is satisfied.
(2) ⇒ (1) If H is a non-essential hole of Z(g), then by Proposition 5.1, f |∂H admits a zero-
free continuous extension to H . In particular f |∂H has a zero-free extension to H ∩K .
Now let H be an essential hole and write f |Z(g)(z) = (z − a)nr(z)eh(z), z ∈ Z(g), where
a ∈ H , n ∈ Z \ {0} and r is as above. Using Tietze, we may assume that h is continuous on K .
If a /∈ K , then (z−a)nr(z)eh(z) is a zero-free extension of f |∂H to H ∩K and so we are done.
If a ∈ K , then by using the pole-zero shifting procedure (Theorem 2.1(2)), we may shift a to
a point b in H \K 	= ∅. Thus for z ∈ ∂H , f |∂H (z) = (z−b)nr(z)el(z) has a zero-free continuous
extension to H ∩K .
Note that these extensions are compatible with each other since the intersection of closures of
distinct holes of Z(g) belongs to Z(g). Hence, since all holes of Z(g) have been considered, we
deduce that f |Z(g) has an invertible extension to F ∈ C(K) and so (f, g) is reducible. 
Theorem 5.3. Let K ⊆ C be real-symmetric and compact. Suppose that (f, g) is an invertible
pair in C(K)sym. Then the following assertions are equivalent:
(1) (f, g) is reducible;
(2) each essential hole for f |Z(g) contains a hole of K and f has constant sign at each real zero
of g on fixed components of K ∩R.
Proof. (1) ⇒ (2) This follows from Theorem 5.2 and the intermediate value theorem applied to
the invertible function u = f + hg that is real valued on K ∩R.
(2) ⇒ (1) By the remark at the end of the proof of Theorem 4.3, the second part of condition
(2) above implies the existence of a zero-free continuous function f˜ ∈ C(K ∩R)sym that extends
f |Z(g)∩R. We claim that there exists a zero-free continuous extension, Φ , to K+ of
φ(z) =
{
f˜ (z) if z ∈ K ∩ R,
f (z) if z ∈ Z(g)∩K+.
Having shown this, we use the usual symmetrization argument, by putting
F(z) =
{
Φ(z) if z ∈ K+,
+ ∗Φ(z) if z ∈ (K )
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to conclude that F is a real-symmetric, invertible extension of f |Z(g) to K . Thus, by Theo-
rem 4.1, (f, g) is reducible in C(K)sym.
To prove the claim, we use Theorem 5.2. To do so, let G(z) = yg(x + iy), z ∈ K . In order to
show the existence of a zero-free extension of φ|Z(G)∩K+ to K+, we have to verify that every
essential hole for φ|Z(G)∩K+ contains a hole of K+.
So, let H be an essential hole for φ|Z(G)∩K+ . Suppose, contrariwise, that H ⊆ K+. Hence
H ⊆ K . By assumption, φ|∂H does not have an invertible extension to a function in C(H) and
n = d(φ|∂H ,H,0) 	= 0.
Case 1. H is a hole of Z(g). Since on Z(g) ∩ K+ we have φ = f , we deduce that H is an
essential hole for f |∂H . Hence, by (2), H \K 	= ∅, which contradicts the assumption H ⊆ K+.
Case 2. H is not a hole of Z(g). Then H meets the real line. By Lemma 2.2(2), the boundary
of V := H ∪ H ∗ does not contain a free interval. Hence ∂V ⊆ Z(g). Since H ∪ H ∗ ⊆ K , the
assumption that H is not a maximal connected component of C \ Z(g), implies that V ∩ R
contains an interval disjoint from Z(g). Thus
Ω := V ◦ \ (Z(g)∩R)
is a component of C \Z(g) entirely contained in K . By the assumption (2), Ω ⊆ K implies that
Ω cannot be an essential hole for f |Z(g).
2236 R. Mortini, R. Rupp / Journal of Functional Analysis 261 (2011) 2214–2237Since φ is real valued on K ∩ R, the function φ˜(z) = φ(z) if z belongs to the set of defini-
tion, D, of φ and φ˜(z) = φ(z) if z ∈ D∗ is continuous.
We have that d(φ˜|∂V ,V ,0) = 2n. Now φ˜ = f on ∂V = ∂V ◦, but
d
(
f |∂V ,V ◦,0
)= d(f |∂Ω,Ω,0) = 0,
since Ω is a non-essential hole of Z(g) for f . This contradiction shows that H cannot be con-
tained in K+ and so H \K+ 	= ∅. 
Fig. 4 presents some non-trivial cases concerning holes or non-holes H in K+ and an example
where V ◦ is not a hole of C \Z(g).
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