is whether prosodic boundaries will have a larger influence on listeners' choice of an analysis when they flank short constituents than when they flank long ones.
The results of two listening studies indicate that they do, suggesting that listeners attend not just to properties of the input signal, but also to the reasons why speakers produce those properties.
Prosodic Boundaries and Constituent Length 3
As pointed out by Amy Schafer, the absence of an expected prosodic boundary may also 1 be informative (as was noted in Schafer, Carlson, Clifton, & Frazier, 2000) .
Speakers apparently do not tailor their utterances to make them maximally easy for listeners to comprehend. Instead, speakers seem to choose structures based on their own needs, delaying the articulation of phrases that take a long time to plan (Arnold, Wasow, Losongco, & Ginstrom, 2000; Wasow, 1997) and uttering already-planned phrases as soon as possible without regard for structural ambiguities (Ferreira & Dell, 2000; Ferreira, 1996) . But while speakers may not try to accommodate the needs of listeners, listeners may have to pay close attention to the behavior of speakers in order to determine which aspects of an utterance are informative with respect to the speaker's intentions.
In the present studies, we investigate whether one aspect of a spoken sentence, the presence of an intonational phrase boundary, becomes less informative to the listener under conditions where more than one reason for the boundary exists. The way adjacent words are spoken depends on many factors, 1 including their phonological length and the syntactic structure they occur in.
Whether there is a prosodic boundary separating the words, and if so, whether it is an intermediate phrase (ip) or intonational phrase (IPh) boundary in the ToBI analysis system (Pierrehumbert, 1980; Beckman & Ayers, 1993) , will depend in Prosodic Boundaries and Constituent Length 4 part on whether the two words occur in the same syntactic phrase (Nespor & Vogel, 1986; Selkirk, 1984; Truckenbrodt, 1995) as well as on the length of constituents (Gee & Grosjean, 1983; Watson & Gibson, 2001 . Listeners' interpretations of sentences with ambiguous syntactic constituency are influenced by the presence and placement of prosodic boundaries (see, among others, Carlson, Clifton, & Frazier, 2001; Price, Ostendorf, Shattuck-Huffnagel, & Fong, 1991) . Further, listeners' judgments of the prosodic appropriateness of prosodic boundaries are affected by the lengths of the phrases they precede (Frazier, Clifton, & Carlson, 2004) , and speakers are more likely to place a prosodic boundary before a long than a short phrase (Fodor, 1998; Watson & Gibson 2004) We examine how the listener deals with the alternative possible reasons for an intonational phrase boundary in the context of the Rational Speaker Hypothesis (Clifton, Carlson & Frazier, 2002) . According to this hypothesis, listeners interpret intonation by assuming that speakers do not make prosodic choices without some reason (and are, therefore, rational). In particular, if a speaker intends a larger syntactic boundary before X than before Y in the sequence X....Y, the speaker cannot then place a larger prosodic boundary before Y than before X for no reason. If constituent Y is long, though, the speaker might place a large boundary before Y in order to produce the sentence fluently. In this case, a Prosodic Boundaries and Constituent Length 5 rational speaker might intend a larger syntactic boundary at X but place the larger prosodic boundary at Y. The current question is whether listeners adjust. Do they discount prosodic boundaries flanking long constituents because they could be justified by the length of the constituents?
Our view of the syntax-prosody mapping relies on the assumption that listeners and speakers may obey the grammatical constraints on prosody in more than one way. In other words, an emphatic rendition of a sentence may include more prosodic boundaries and larger boundaries (e.g., full IPh boundaries) than a less emphatic or more understated rendition of the same sentence. What is necessary is for the speaker to be self-consistent in the implementation of prosody within an utterance and for prosodic choices to be consistent with the speaker's own syntactic and semantic intentions. Of course, this assumes that the syntax-prosody mapping constraints do not dictate the absolute size of prosodic breaks.
We claim that the use of prosodic boundaries in processing is governed by the value of a prosodic choice within the global pattern of choices the speaker has made. A contrasting view is that what matters is purely local information that a prosodic boundary (perhaps of a particular size) has appeared in a particular position. Marcus and Hindle (1990) The sentences in (1) and (2) are syntactically ambiguous. Depending on how they are pronounced, they can have the structure indicated in (1a) and (2a), or the structure in (1b) and (2b) (see Lehiste, 1973 , for evidence that this structure is sensitive to intonational phrasing). Experiments 1A and 1B were auditory questionnaire experiments in which undergraduates listened to sentences like those in (1) and (2) . Each sentence had a short form, as in (1), and a long form, as in (2) . Each form was pronounced with either an early prosodic boundary after the first name, favoring the (a) structure, or a late prosodic boundary after the second name, favoring the (b) forms. After each (1a) and (1b) (from Experiment 1B, which also represents the prosody used in Experiment 1A) appear in Figure 1 . ToBI analysis indicated that all of the conjoined nouns were marked with H* or L+H* accents of moderate prominence and the intonational phrases ended with L-H% continuation rises (Beckman & Ayers, 1993 ). 
Results
The data appear in Table 1 
Discussion
The results support the hypothesis that prosodic breaks affect syntactic analyses, but are taken to be less informative when they flank long constituents than when they flank shorter constituents. This suggests that listeners are sensitive to the reasons for a prosodic break. When constituents are short, the presence of a boundary is often taken to reflect the intended structure of a sentence since constituent length does not justify the break. When constituents are long, either constituent length or sentence structure might be responsible for the prosodic break. Listeners' responses indicate that they understand when a boundary has multiple justifications. This in turn provides evidence that listeners pay attention to both what speakers do and the reasons they do it.
Experiment 2 Prosodic Boundaries and Constituent Length 13
The second experiment used a very different set of materials to ask essentially the same question that was posed in Experiment 1. In this auditory questionnaire, participants heard sentences like those in (3) and (4). (3) Each sentence contained a final adverb phrase that could modify either the matrix verb (learn in the example) or the complement verb (telephone). This phrase was either short (3) or long (4), and was either contained in the same intonational phrase as the rest of the sentence (3a, 4a) or separated by an IPh boundary (3b, 4b; marked by parentheses). Previous research (Price et al., 1991; Carlson et al., 2001) has shown that this boundary promotes "high" (matrix) attachment (in the absence of an equally large boundary after learned). We ask whether the boundary's effect will be diminished when the adverb phrase is long, with the boundary being less informative about the syntax when the length of the following phrase provides another reason for it.
Methods
Materials. Sixteen sentences (see Appendix 2) like those in (3) and (4) Elsewhere we have shown that the interpretation of a prosodic break is not a simple function of its phonological size, but depends on the existence and size of prosodic breaks earlier in the sentence (Carlson et al., 2001; Clifton et al., 2002) .
The present data show that the length of constituents also influences how a prosodic boundary is interpreted. That in turn suggests that listeners can be sensitive to the demands placed on speakers and take these demands into account in determining speakers' intentions, in line with the Rational Speaker Hypothesis laid out by Clifton et al. 2002. We conclude by acknowledging that the Rational Speaker Hypothesis, as currently formulated, leaves some critical questions unanswered. One unanswered question involves when listeners make use of prosodic information. If prosodic Prosodic Boundaries and Constituent Length 18 boundaries are used immediately in processing (e.g., to project a likely syntactic boundary), it may be that the effect of a long phrase following the prosodic boundary (to devalue the interpretive effect of the boundary) is a delayed effect, reflecting a revision that occurs only when the listener is well into the long phrase.
Alternatively, it may be that the listener can project the length of an upcoming phrase from its beginning (Grosjean, 1983) . Or it may be that the effects of prosodic boundaries are generally delayed. In fact, there is little evidence about when prosodic boundary effects occur during on-line comprehension (see Kjelgaard & Speer, 1999 , for suggestive evidence of their on-line nature; also see Dahan, Tanenhaus, & Chambers, 2002 , and Weber, Grice, & Crocker, in press, for on-line evidence that pitch accent placement can affect information structure and sentence interpretation).
A second unanswered question concerns whether listeners prefer to interpret a prosodic event as reflecting communicative intent or utterance length. In Experiment 1, the position of a prosodic boundary had a substantial effect on interpretation even with long phrases. In Experiment 2, the effect of a prosodic boundary on interpretation disappeared when the boundary preceded a long phrase (although in Carlson et al., 2001 , it did not disappear when the boundary preceded a less extreme long phrase). It is even possible that a prosodic boundary induced Prosodic Boundaries and Constituent Length 19 by a long phrase may still be interpreted as conveying communicative intent. Hirose (2003) reported results suggesting that this occurs during reading. She found that the phonological length of proper name subjects affected how Japanese readers resolved a syntactic ambiguity, and suggested that this occurred because the long proper names encouraged readers to insert an implicit phonological boundary (a major phrase boundary) that then biased interpretation.
The present data do not permit us to state how quickly phrase length is used to interpret the occurrence of a prosodic boundary, nor do they permit final statements about just how sensitive listeners are to phrase length. Nonetheless, they do buttress our earlier claims that the effect of a prosodic event depends in intricate ways on the context in which the prosodic event occurs. 
