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Abstract
We construct static black hole solutions that have no rotational symmetry. These arise
in theories, including the standard electroweak model, that include charged vector mesons
with mass m 6= 0. In such theories, a magnetically charged Reissner-Nordstro¨m black hole
with horizon radius less than a critical value of the order of m−1 is classically unstable
against the development of a nonzero vector meson field just outside the horizon, indicating
the existence of static black hole solutions with vector meson hair. For the case of unit
magnetic charge, spherically symmetric solutions of this type have previously been studied.
For other values of the magnetic charge, general arguments show that any new solution with
hair cannot be spherically symmetric. In this paper we develop and apply a perturbative
scheme (which may have applicability in other contexts) for constructing such solutions in
the case where the Reissner-Nordstro¨m solution is just barely unstable. For a few low values
of the magnetic charge the black holes retain a rotational symmetry about a single axis,
but this axial symmetry disappears for higher charges. While the vector meson fields vanish
exponentially fast at distances greater than O(m−1), the magnetic field and the metric have
higher multipole components that decrease only as powers of the distance from the black
hole.
This work was supported in part by the US Department of Energy.
1. Introduction
One of the many remarkable features of black holes is the symmetry and simplicity of
the time-independent black hole solutions. The static vacuum black holes are all spherically
symmetric and determined by a single parameter. Adding electromagnetism gives the pos-
sibility of endowing the black hole with electric or magnetic charge, but the static solutions
remain spherically symmetric, with purely Coulomb electromagnetic fields. Even if one con-
siders solutions that are stationary, but not static, a rotational symmetry about one axis
remains. This situation stands in constrast with that of electromagnetism in flat spacetime,
which possesses static (even if singular) solutions corresponding to point multipole moments
of arbitrarily high order. An explanation for the absence of static gravitational solutions with
higher multipoles comes from the no-hair theorems [1] that sharply constrain the possible
structure of black holes both in the electrovac case and for gravity coupled to a number of
types of matter.
However, it has become clear in recent years that if the theory governing the matter fields
has sufficient structure, it is in fact possible to have black holes with nontrivial static fields
outside the horizon; i.e., black holes with hair. In particular, theories with electrically charged
massive vector mesons can have two types of magnetically charged black hole solutions[2,3] .
One is the trivial generalization of the Reissner-Nordstro¨m solution to the coupled Einstein-
Maxwell equations. The other, which exists only if the horizon radius is sufficiently small,
has nonzero massive vector fields just outside the horizon. For the case of the SU(2) gauge
theory with a triplet Higgs field, which has a nonsingular magnetic monopole solution in
flat spacetime, one finds a new solution with unit magnetic charge that may be viewed as
a Schwarzschild-like black hole embedded in the center of an ’t Hooft-Polyakov monopole
[4]. Although this solution was first found directly, a signal of its existence is the fact that
the Reissner-Nordstro¨m black hole develops a classical instability when its horizon radius
becomes smaller than the radius of a magnetic monopole core [5].
Similar arguments [6] based on instabilities of Reissner-Nordstro¨m solutions suggest the
existence of new black hole solutions with higher magnetic charges. However, in the presence
of a magnetic monopole a spherically symmetric charged spin-one field is possible[7,8] only
1
if the product of the magnetic charge of the monopole and the electric charge of the field
is unity.
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Hence, these new black holes can be at most axially symmetric. Whether or not
they actually possess such symmetry is a question not of general principle, but of detailed
dynamics. In this paper we will show that, at least for certain ranges of parameters, they
do not.
A theory with sufficient structure to yield these new black holes has matter fields de-
scribed by the flat-spacetime Lagrangian
L = −1
4
FµνF
µν − 1
2
W ∗µνW
µν −m2W ∗µW µ
− ieg
4
F µν
(
W ∗µWν −W ∗νWµ
)− λe2
4
∣∣W ∗µWν −W ∗νWµ∣∣2
(1.1)
where
Fµν = ∂µAν − ∂νAµ (1.2)
Wµν = DµWν −DνWµ (1.3)
DµWν = (∂µ − ieAµ)Wν . (1.4)
The fourth term in the Lagrangian is an anomalous magnetic moment term, with the constant
g arbitrary. In order that the energy be bounded from below, we must require that λ ≥ g2/4
[6].
If we add to the theory a neutral scalar field φ with appropriate self-interactions and
give the vector field a φ-dependent mass m = eφ, then for g = 2 and λ = 1, then Eq. (1.1) is
simply the unitary gauge form of the Lagrangian for an SU(2) gauge theory spontaneously
broken to U(1) by a triple Higgs field. Similarly, for g = 2, λ = 1/ sin2 θW , and m = eφ/2 we
1 This follows from the absence of vector spherical harmonics with total angular momentum zero. The
absence of such harmonics can be understood by considering the motion of a particle with electric
charge e about a monopole with magnetic charge QM . The total angular momentum is the sum of
the spin angular momentum, the orbital angular momentum, and a contribution of magnitude eQM
directed along the line from the monopole to the charge; if eQM 6= 1, the sum of these three terms can
never vanish.
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obtain the unitary gauge form of the standard electroweak Lagrangian, but with all terms
involving the Z or fermions omitted. It is a straightforward matter to extend the analysis
of this paper to such models.
We are seeking static black hole solutions to the theory obtained by coupling the La-
grangian of Eq. (1.1) to general relativity. In the absence of rotational symmetry, the static
field equations are a set of coupled partial differential equations in three variables. An exact
analytic solution of these is beyond our abilities. Instead, we use a perturbative approach.
We begin by considering a Reissner-Nordstro¨m black hole with radial magnetic field
Fθφ =
q
e
sin θ (1.5)
corresponding to a magnetic charge QM = q/e (where q is restricted by the Dirac quantiza-
tion condition to integer or half-integer values) and vanishing W field. The metric is
ds2 = −B(r)dt2 +B−1(r)dr2 + r2(dθ2 + sin2 θdφ2) (1.6)
with
B(r) = 1− 2MG
r
+
4πGq2
e2r2
=
(r − rH)(r − r−)
r2
. (1.7)
We choose the mass M to be such that the outer horizon radius rH is less than rcr, the
critical value for instability. It is in this mass range that we expect there to be a second black
hole solution with nontrivialW field and with electromagnetic field strengths and metric that
differ from the Reissner-Nordstro¨m form. It is often the case that the exponentially growing
eigenmodes about an unstable static solution give a good indication of the nature of a nearby
stable solution, particularly in the case where the original solution is just barely unstable.
Guided by this intuition, we linearize the static field equations about the Reissner-Nordstro¨m
solution. This leads to an eigenvalue problem that is closely related to, although not exactly
the same as, that encountered in the stability analysis [9]. For rH close to rcr, there is
a single negative eigenvalue, whose magnitude tends to zero as rH → rcr. With rcr − rH
sufficiently small, this eigenvalue becomes a small parameter that can serve as the basis for
a perturbative expansion.
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In Sec. 2, we illustrate our method with a simple toy model consisting of a scalar field
coupled to a fixed, but spatially inhomogneous, external source. In Sec. 3, we set up the
formalism for treating the case in which are actually interested, that of a black hole in
the theory described by the Lagrangian of Eq. (1.1). We assume that Gm2/e2 is small; this
allows one to solve (to leading order) for the charged vector field and the perturbations of the
electromagnetic field before dealing with the metric perturbations. For technical reasons, it
turns out that the details of the subsequent analysis are considerably simpler if g is positive
and q ≥ 1. We exploit these simplifications in Sec. 4, where we determine the leading
perturbations of the electromagnetic field in terms of those of Wµ. In Sec. 5, we examine
the lowest order contributions to the charged vector field and show that there is a parameter
range for which the solution is not even axially symmetric. In Sec. 6 we obtain the leading
corrections to the Reissner-Nordstro¨m metric. Some concluding remarks are included in
Sec. 7. An appendix describes some results needed to construct Green’s functions that we
use.
2. A Toy Model
Consider a real scalar field whose dynamics is governed by the Lagrangian
L = −1
2
(∂µφ)
2 − 1
2
F (x)φ2 − λ
4
φ4 (2.1)
where F (x) arises from the coupling to a spatially inhomogeneous but static external source.
Static solutions obey
0 = [−∇2 + F (x)]φ+ λφ3
≡Mφ+ λφ3
(2.2)
and, to have finite energy, must satisfy the boundary condition that φ vanish at spatial
infinity.
The trivial configuration φ(x) = 0 is a solution for any choice of F (x). It is easy
to see that this is the only static solution if M is a positive operator. However, if M
has negative eigenvalues, this trivial solution is unstable, implying the existence of a new,
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spatially inhomogeneous, solution whose form we seek. To this end, let us assume that M
has only a single negative eigenvalue, with an eigenfunction ψ obeying
Mψ = −b2ψ (2.3)
and normalized so that ∫
d 3xψ2(x) = 1 . (2.4)
We now write φ as the sum of a term proportional to ψ and one orthogonal to it; i.e.,
φ(x) = kψ(x) + φ˜(x) (2.5)
with ∫
d 3xψ(x)φ˜(x) = 0 . (2.6)
The static field equation (2.2) then implies that
Mφ˜+ λ
(
kψ + φ˜
)3
+ Γψ = 0 (2.7)
where Γ is a Legendre multiplier that enforces the orthogonality condition (2.6). It can be
calculated by multiplying both sides of this equation by ψ and then integrating over all space
to obtain
Γ = −λ
∫
d 3xψ
(
kψ + φ˜
)3
. (2.8)
Variation of the action with respect to k gives the additional equation
∂I
∂k
= 0 (2.9)
where
I =
∫
d 3x
[
1
2
k2ψMψ + λ
4
(
kψ + φ˜
)4]
= −1
2
k2b2 +
λ
4
∫
d 3x
(
kψ + φ˜
)4
.
(2.10)
Thus far we have made no approximations; together, Eqs. (2.7), (2.8), and (2.9) are
completely equivalent to Eq. (2.2). We now recall that if b = 0 the scalar field φ, and
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therefore k and φ˜, must vanish. Hence, for small b it should be possible to expand these
quantities as power series in b. Furthermore, since it is the existence of the negative eigenvalue
which makes a nontrivial solution possible, we may view kψ as providing the source for φ˜
(through Eq. (2.7)). We therefore expect that φ˜ is of higher order in b than kψ. Assuming
this to be the case, Eqs. (2.9) and (2.10) give
k2 =
b2
λ
[∫
d 3xψ4(x)
]−1
+O(b3) (2.11)
while Eq. (2.8) implies
Γ = −λk3
∫
d 3xψ4(x) +O(b4)
=
b3√
λ
[∫
d 3xψ4(x)
]−1/2
+O(b4) .
(2.12)
These may be substituted into Eq. (2.7) to give
Mφ˜(x) = −λk3
[
ψ3(x)− ψ(x)
∫
d 3yψ4(y)
]
+O(b4)
=
b3√
λ
[∫
d 3xψ4(x)
]−3/2 [
ψ3(x)− ψ(x)
∫
d 3yψ4(y)
]
+O(b4) .
(2.13)
This shows that φ˜ is of order b3, and justifies the assumption above that it is of higher order
than kψ. Thus, to leading order the static solution is approximated by the negative eigen-
value fluctuation about the vacuum solution, multiplied by a scale factor whose magnitude
is determined by the nonlinear term in the Lagrangian.
By substitution of the lower order results back into the original equations, k and φ˜, and
hence φ itself, can be calculated to to arbitrarily high order in b.
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3. Charged Vector Meson Model
We now apply this method to the theory in which we are actually interested, namely
that described by the Lagrangian of Eq. (1.1). The first step is to identify the unstable (i.e.,
exponentially growing in time) modes about the unperturbed Reissner-Nordstro¨m solution.
This was done in Ref. 9, whose results we now briefly summarize. When the field equations
are linearized, the perturbations in the gauge field and the metric decouple from those in
the massive vector field. The linear perturbation problem for the former two modes is the
same as in the pure Einstein-Maxwell theory, where it was shown some time ago [10] that
the Reissner-Nordstro¨m solution is stable. Hence, the stability analysis reduces to a study
of the linearized W field equations. It is convenient to defineMµν by
MµνWν = − 1√
g¯
D¯α
(√
g¯Wαµ
)
+m2W µ − ieg
2
F¯αµWα (3.1)
where here, and for the remainder of the paper, we adopt the convention that g¯µν , A¯µ,
and F¯µν denote the corresponding unperturbed quantities while D¯µ is the gauge covariant
derivative taken with respect to the unperturbed potential; indices are raised and lowered
with the unperturbed metric. The unstable modes are solutions of
MµνWν = 0 (3.2)
whose time-dependence is of the form
Wµ(x, t) = fν(x)e
ωt (3.3)
with real ω. The spherical symmetry of the unperturbed solution allows one to choose the
solutions of Eq. (3.2) to be eigenfunctions of both J2 and Jz, where J is the total angular
momentum operator. Because of the extra angular momentum of an electric charge in the
field of a magnetic monopole, the corresponding eigenvalues are not the usual ones. Instead,
J runs in integer steps upward from the minimum value Jmin = q − 1, unless q = 1/2, in
which case Jmin = 1/2. For each value of J , unstable modes exist if the horizon radius rH is
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less than a critical value rcr(J) that is of order m
−1, provided that g lies in an appropriate
range (g > 0 for J = q − 1, g > 2 for J = q, and either g < 0 or g > 2 for J > q). For
a given value of g, rcr(J) is greatest for the smallest J that can have unstable modes with
that g. Thus, if Jˆ denotes the value that maximizes rcr, we have Jˆ = q − 1 for g > 0 and
Jˆ = q + 1 for g < 0 for q ≥ 1. If q = 1/2, Jˆ = 1/2 if g > 2 and 3/2 if g < 0; if 0 ≤ g ≤ 2,
there is no instability.
The modes that will form the basis for our new solutions are the static eigenfunctions of
M with negative eigenvalue; i.e., the time-independent solutions of
Mµνψν = −β2m2ψµ (3.4)
with real β. (A factor of m2 has been extracted to make β dimensionless.)
This eigenvalue equation must be supplemented by boundary conditions. At spatial
infinity we merely require that ψµ not diverge. For negative eigenvalues (indeed for all
eigenvalues less than m2) this implies that ψµ in fact vanishes as r →∞. A second boundary
condition is obtained at the horizon, where we require that ψµ be regular, in the sense that its
components measured relative to a coordinate system that is nonsingular at the horizon (e.g.,
Kruskal-like coordinates) be regular. Because of the manner in which the singular metric
factors enter Eq. (3.4), this constrains the behavior of ψµ near the horizon — as we will see
more explicitly in the next section — and causes the spectrum of negative eigenvalues to be
discrete.
2
For this portion of the spectrum, we can require that the eigenfunctions satisfy the
normalization condition
3
∫
d 3x
√
g¯ ψ∗µψ
µ = 1 (3.5)
where, both in this equation and hereafter, the spatial integration is understood to be re-
stricted to the region outside the Reissner-Nordstro¨m outer horizon.
2 It might seem strange that the nature of the spectrum should be determined by the singularities of a
metric at a horizon that is only a coordinate singularity. This happens because the condition we are
imposing on the eigenfunctions, that they be static, is defined in terms of a coordinate t that is singular
at the horizon.
3 Since, as is easily shown, static solutions of Eq. (3.4) must have ψt = 0, ψµψ
µ is positive.
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Because of both the nontrival metric component gtt(r) and the possibility of a nonvan-
ishing Wt in the time-dependent case, the eigenfunctions ψµ are not in general the same as
the fµ that appear in Eq. (3.3); the spectra of the ω and β are not even the same. How-
ever, a zero eigenvalue for the static operator does correspond to a zero frequency of the
small oscillation problem and, furthermore, the static problem has negative eigenvalues if
and only if the Reissner-Nordstro¨m solution is unstable. Hence, the conditions for instability
enumerated above are also the conditions we need to be able to construct our new solutions.
In fact, the static eigenmodes for real β can be obtained from the ω = 0 solutions of
Eq. (3.2) with different values for the parameters. This can be seen by bringing the right
hand side of Eq. (3.4) over to the left; the resulting equation is precisely that satisfied by
fµ(x) for ω = 0, but with m
2 replaced by m2(1 + β2). It follows that the value of rH that
leads to a given β for W -mass m is equal to the critical value rcr for a W -mass m
√
1 + β2.
If m≪ MPl (the case with which we will be primarily concerned), rcr is much greater than
the horizon size for an extremal Reissner-Nordstro¨m black hole and its dependence on the
inner horizon r− can be neglected. Dimensional arguments then show that rcr is inversely
proportional to m. It then follows that
β =
√
r2cr − r2H
rH
. (3.6)
Thus, by taking rH − rcr(Jˆ) ≪ rcr(Jˆ), we ensure that β ≪ 1, thus providing the small
parameter needed for our perturbative calculation.
In general Jˆ is nonzero, so that instead of a single unstable mode, as in the model of
Sec. 2, there is a degenerate multiplet of unstable modes ψMµ that are distinguished by the
eigenvalue of Jz. Proceeding as in that section, we write the W field as a linear combination
of the unstable modes plus a remainder orthogonal to these modes,
Wµ = Vµ + W˜µ = m
−1/2
Jˆ∑
M=−Jˆ
kMψ
M
µ + W˜µ , (3.7)
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where ∫
d 3x
√
g¯ ψ∗µW˜
µ = 0 . (3.8)
It is useful to define a quantity a by
Jˆ∑
M=−Jˆ
|kM |2 = a2 (3.9)
so that
Vµ = O(a) . (3.10)
Since, will be displayed explicitly below, the source for the perturbations of the electromag-
netic field is quadratic in Vµ and contains an explicit factor of e,
δAµ = O(ea
2) . (3.11)
(Note that the quantities ea and Gm2/e2 are truly dimensionless, whereas e is dimensionless
only if one sets h¯ = 1, which would not be natural in this essentially classical context.)
The source for the metric perturbations is the perturbation of the energy-momentum tensor.
The leading contribution to this, of order a2, is from terms quadratic in Vµ and from terms
linear in δAµ. However, these enter the field equation multiplied by a factor of G, and so
δgµν ≡ hµν must be suppressed by an additional factor of roughly Gm2 = (m/MPl)2. Hence,
δgµν ≡ hµν = O(Gm2a2) . (3.12)
Finally, the magnitude of W˜ can be determined from the field equation
MναW˜α = −λe2 (V ∗µV ν − V ∗νV µ) Vµ + ieg
2
VµδF
µν − ieδAµ
(
D¯µV ν − D¯νV µ)
+
ie√
g¯
D¯µ
[√
g¯ (V µδAν − V νδAµ)]−∑ΓMψνM + · · · . (3.13)
Here the dots represent terms which are either O(e4a5) or O(Gm2a3) or smaller, while the
ΓM are Lagrange multipliers introduced to enforce the orthogonality of W˜µ and the ψ
M
µ . One
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can solve for the ΓM by multiplying both sides of this equation by ψ
M
µ and then integrating
over all space outside the horizon. Inserting the result back into Eq. (3.13), we see that
W˜µ = O(e
2a3) . (3.14)
We will assume that Gm2/e2 ≪ 1. The leading behavior of Vµ, W˜µ, and δAµ can then
be obtaining by solving the field equations in the background of the unperturbed Reissner-
Nordstro¨m metric. Having done this, the leading perturbations of the metric can then be
obtained. In fact, for calculating the lowest order metric perturbations, only δAµ and Vµ
are needed. For the remainder of this section, and the next two, we will concentrate on the
determination of these two quantities. We will then return to the calculation of the metric
perturbations in Sec. 6.
Linearization of the electromagnetic field equation about the unperturbed solution yields
1√
g¯
∂µ
(√
g¯ δF µν
)
=
1√
g¯
∂µ
(√
g¯ pµν
)
+ jν (3.15)
where
pµν = −ieg
2
(
V ∗µ Vν − V ∗ν Vµ
)
+ · · · (3.16)
and
jν = ie
[
V ∗µ
(
D¯µV ν − D¯νV µ)− Vµ (D¯µV ∗ν − D¯νV ∗µ)]+ · · · (3.17)
with the dots signifying higher order terms. Similarly, the Bianchi identity gives
ǫµναβ∂νδFαβ = 0 . (3.18)
In addition to these, we need the equations obtained by varying the action with respect
to the kM . In deriving these, we need only take into account terms in the action of up to
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order e2a4 and so can approximate the action by
Sapprox =
∫
d 4x
√
g¯
[
−V ∗µMµνVν −
λe2
4
∣∣V ∗µ Vν − V ∗ν Vµ∣∣2
−1
4
(
F¯µν + δFµν
) (
F¯ µν + δF µν
)
+
1
2
δFµνp
µν − δAνjν
]
.
(3.19)
(Terms linear in both W˜µ and Vν , which would be of order e
2a4, are absent because of the
orthogonality of W˜µ and the ψ
M
µ .) There are two ways of proceeding from here. One can
substitute the expansion of Eq. (3.7) for Vµ and then vary the above expression with respect
to kM , thus obtaining an equation involving both the kM and δAν . Alternatively, one can
first use Eqs. (3.15) and (3.18) to solve for δAµ and δFµν in terms of Vµ and then substitute
the resulting expressions back into Eq. (3.19) to obtain an action which is a function of only
the kM ; we will follow this second approach. A number of simplifications are possible. First,
the eigenvalue equation (3.4) and the normalization condition (3.5) can be used to integrate
the term quadratic in Vµ. Next, by multiplying both sides of Eq. (3.15) by
√
g¯ δAν and then
integrating by parts, one obtains the identity
∫
d 4x
√
g¯ δFµν δF
µν =
∫
d 4x
√
g¯ [δFµνp
µν − δAνjν ] (3.20)
which can be used to eliminate the term quadratic in δFµν . A similar procedure applied to
the source-free equation obeyed by the unperturbed field strength shows that
∫
d 4x
√
g¯ F¯µν δF
µν = 0 . (3.21)
(In both cases, one can verify that the surface terms from the integration by parts vanish
as long as the total magnetic charge is held fixed.) The term quadratic in Fµν is obviously
independent of the kM and can be ignored. Finally, since all quantities are independent of
time, it is sufficient to integrate over the spatial variables. We are thus led to the equation
0 =
∂I
∂kM
(3.22)
12
where
I = −β2ma2 +
∫
d 3x
√
g¯
[
λe2
4
∣∣V ∗µ Vν − V ∗ν Vµ∣∣2 − 14δFµνpµν + 12δAνjν
]
(3.23)
and δAν is understood to be given in terms of the kM . Since the integrand on the right hand
side is of order e2a4, we see that a is proportional to β/e, indicating that our perturbative
expansion is justified for rH sufficiently close to rcr.
4. The Case q ≥ 1, g > 0
We now specialize to the case q ≥ 1, g > 0 for which, as was noted above, Jˆ = q − 1.
This allows us to take advantage of the special properties [8] of the J = q−1 vector spherical
harmonics, which lead to a number of technical simplifications in the analysis. For J = q−1,
and only for that value, there is but a single monopole vector spherical harmonic [8,11] for
each value of Jz = M . Hence, if we denote this harmonic by C
M
µ (θ, φ), the unstable modes
in this case can be written in the form
ψMµ = f(r)C
M
µ (θ, φ) (4.1)
where f(r) does not depend on M .
The J = q − 1 harmonics have a number of special properties. Their radial and time
components vanish,
CMr = C
M
t = 0 , (4.2)
and their two angular components are related by
CMφ = i sin θ C
M
θ . (4.3)
In addition, their covariant curl, evaluated in the background Dirac vector potential, van-
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ishes:
D¯µC
M
ν − D¯νCMµ = 0 (4.4)
as does their covariant divergence
1√
g¯
D¯µ
(√
g¯CMµ
)
= 0 . (4.5)
A convenient choice of normalization condition is∫
dφ dθ sin θ
[
CMµ (θ, φ)
]∗
CMµ(θ, φ) =
1
r2
. (4.6)
To obtain an explicit expression for the CMµ , we must choose a gauge. If the electromag-
netic vector potential has a single nonvanishing component
Aφ =
q
e
(1− cos θ) , (4.7)
then
CMθ = aqMe
iφ(1 + cos θ)q−1
[
sin θ
1 + cos θ
eiφ
]q+M−1
(4.8)
where
aqM =
1
2q
√
2π
[
(2q − 1)!
(q +M − 1)!(q −M − 1)!
]1/2
. (4.9)
With the aid of these properties, the eigenvalue equation (3.4) reduces to
− d
dr
(
B
df
dr
)
+
(
m2 − qg
2r2
)
f = −β2m2f (4.10)
where f(r) can be chosen to be real. Equations (3.5) and (4.6) fix the normalization of f to
be
∞∫
rH
dr|f(r)|2 = 1 . (4.11)
Given rcr, and hence β, Eq. (4.10) can be integrated numerically to obtain f(r). This
function is monotonic, has no zeros, and vanishes exponentially with r as r →∞. Near the
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horizon it behaves as
f(r) = A[1− b(r − rH)] +O[(r − rH)2] (4.12)
where
b =
[
qg
r2H
−m2(1 + β2)
] [
B′(rH)
]−1
> 0 . (4.13)
Proceeding with the construction of the solution, we write
Vµ = m
−1/2f(r)Φµ(θ, φ) (4.14)
where
Φµ(θ, φ) =
q−1∑
M=−(q−1)
kMC
M
µ (θ, φ) . (4.15)
Eqs. (4.2) and (4.3) imply that Φr = Φt = 0 and fix the ratio of Φθ and Φφ. Note that Φµ
has exactly 2(q − 1) zeros as θ and φ range over the unit sphere. To show this, we use the
explicit expression (4.8) for the vector harmonics and write
Φθ(θ, φ) = e
iφ(1 + cos θ)q−1
q−1∑
M=−(q−1)
aqMkMz
q+M−1 (4.16)
where
z =
sin θ
1 + cos θ
eiφ . (4.17)
The entire complex z-plane maps onto the unit sphere, with |z| = ∞ corresponding to the
south pole, θ = π. Let M¯ be the largest value of M for which kM is nonzero. The sum in
Eq. (4.16) is then a polynomial of order M¯ + q − 1 in z, and thus has M¯ + q − 1 zeros at
finite z. In addition, the prefactor multiplying the sum combines with the M = M¯ term to
give a zero of order q − 1 − M¯ at θ = π. Adding these together, we obtain the promised
result.
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The properties of the CMµ also lead to the useful identity
Φ∗µΦν − Φ∗νΦµ = ir2ǫµνΦ∗αΦα (4.18)
where ǫµν is an antisymmetric tensor whose whose only nonzero components are
ǫθφ = −ǫφθ = sin θ . (4.19)
We will encounter the quantity Φ∗µΦ
µ in the source terms for the perturbations of both
the electromagnetic field and of the metric. Since we will solve these equations by separation
of variables, it is useful to define the expansion
r2Φ∗µ(θ, φ)Φ
µ(θ, φ) = a2
∑
jm
σjmYjm(θ, φ) (4.20)
where
σjm =
r2
a2
∫
dφ dθ sin θ Y ∗jm(θ, φ)Φ
∗
µ(θ, φ)Φ
µ(θ, φ) (4.21)
and a is as defined in Eq. (3.9). Ordinary, rather than monopole, spherical harmonics enter
here because we are dealing with a neutral quantity. Hence, j runs over integer values
although, since Φµ is a linear combination of monopole harmonics with angular momentum
Jˆ = q−1, the σjm vanish for all j > 2(q−1). Note that, as a consequence of the normalization
condition (4.6),
σ00 =
1√
4π
. (4.22)
The properties of the J = q − 1 harmonics also simplify the electromagnetic field equa-
tions. All components of jν vanish, while
pµν =
eg
2m
ǫµνr
2f2Φ∗αΦ
α . (4.23)
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The various components of Eq. (3.15) can be written as
∂µ
(√
g¯ δF µt
)
= 0 (4.24)
∂µ
(√
g¯ δF µr
)
= 0 (4.25)
1√
g¯
∂µ
(√
g¯ δF µa
)
= − eg
2m
ǫabr2f2∂b (Φ
∗
αΦ
α) (4.26)
where we have adopted the convention that Roman indices from the beginning of the alphabet
take only the values θ or φ. (In obtaining the last of these, we have used the fact that
√
g¯ ǫab
is a function only of r.)
Because we are seeking time-independent solutions, the equations for the electric and
magnetic fields decouple. For the former the source term vanishes, and so the equations are
the same as those encountered in studying perturbations of the pure Reissner-Nordstro¨m
solution, where the only allowed static perturbation of the electric field is a radial field
corresponding to a variation of the black hole’s electric charge. Since we are assuming
vanishing electric charge, this perturbation must be excluded, and so δF tµ = 0.
The equations for the magnetic field can be solved by separation of variables. We first
expand δFµν in terms of vector spherical harmonics:
δFθφ =
∑
jm
F jm1 (r) sin θ Yjm(θ, φ)
δFra =
∑
jm
[
F jm2 (r)ǫa
b∂bYjm(θ, φ) + F
jm
3 (r) ∂aYjm(θ, φ)
] (4.27)
where it is understood that F 002 = F
00
3 = 0. Substituting this expansion into Eq. (4.25) and
using the identity
1√
g¯
∂µ
(√
g¯ g¯µν∂νYjm
)
= −j(j + 1)
r2
Yjm (4.28)
we find that
F jm3 = 0 . (4.29)
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Next, the µ = t component of the Bianchi identity, Eq. (3.18), leads to
dF jm1
dr
=
j(j + 1)
r2
F jm2 . (4.30)
For j ≥ 1 this can be used to eliminate F jm2 , while for j = 0 it implies that F 001 is a constant.
Since a constant F 001 corresponds to a change in the magnetic charge, we set F
00
1 = 0.
Finally, Eq. (4.26), together with Eqs. (4.20) and (4.30), yields
d
dr
(
B
dF jm1
dr
)
− j(j + 1)
r2
F jm1 = −
ega2
2mr2
j(j + 1)f2σjm . (4.31)
It will be convenient to write
F jm1 (r) =
ega2
2
σjmFj(r) , j > 0 , (4.32)
where Fj obeys
d
dr
(
B
dFj
dr
)
− j(j + 1)
r2
Fj = −j(j + 1)
mr2
f2 . (4.33)
By multiplying this equation by Fj and then integrating over r from rH to ∞, one can
show that for f = 0 and j > 0 the only regular solution is the trivial one Fj(r) = 0. Hence,
in the presence of the source one can solve, at least formally, for Fj by inverting the operator
on the left hand side of Eq. (4.33). To construct the appropriate Green’s function we need
the two solutions g−j (r) and g
+
j (r) of the homogeneous equation that are regular at r = rH
and r =∞, respectively. Using the fact that B(r) tends to unity at large r, one immediately
finds that these two solutions behave asymptotically as rj+1 and r−j. (Explicit forms for
these solutions are given in the appendix.) If they are normalized so that r−(j+1)g−j (r) and
rjg+j (r) both tend to unity as r →∞, then
Fj(r) = −j(j + 1)
m
∞∫
rH
dr′G
(F )
j (r, r
′)
[
f(r′)
r′
]2
(4.34)
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where
G
(F )
j (r, r
′) = − 1
2j + 1
[
θ(r − r′)g+j (r)g−j (r′) + θ(r′ − r)g−j (r)g+j (r′)
]
. (4.35)
Note that neither g+j (r) nor g
−
j (r) can have any zeros for r > rH (i.e., in the region where
B(r) > 0). This fact, together with Eqs. (4.34) and (4.35), implies that Fj(r) is positive
everywhere outside the horizon.
Because f(r) falls exponentially for r ≫ m−1, the contribution from the first term in
the Green’s function dominates at large distance and so
Fj ∼ Sj
rj
, r →∞ (4.36)
where
Sj =
j(j + 1)
2j + 1
∞∫
rH
dr
g−j (r)f(r)
2
mr2
. (4.37)
As a check that this is indeed the proper behavior, note that this implies that the 2j-pole
components of δFθφ fall as 1/r
j, while the unperturbed monopole component of Fθφ is
independent of r. Since a is of order β/e, the magnetic field perturbations that we have
found correspond to magnetic 2j-poles with components equal to the σjm times quantities
of order β2rjH/e ∼ β2/emj .
5. Determination of the kM and the symmetry of the solution
We can now use our results for Vµ and δFµν to determine the kM . The overall scale of
these, measured by the quantity a that was defined in Eq. (3.9), determines the magnitude
of the departure of our solution from the Reissner-Nordstro¨m black hole. The relative sizes
of the various kM determine the angular dependence — i.e., the shape — of the solution; for
studying these it is convenient to define
nM =
kM
a
(5.1)
that satisfy ∑
M
|nM |2 = 1 . (5.2)
Substitution of the of the results of the previous section into Eq. (3.23) gives the quantity
I = −β2ma2 + λe
2ma4
2
p
∑
jm
|σjm|2 − e
2g2ma4
8
∑
j
qj
∑
m
|σjm|2 (5.3)
whose minimum determines the kM . In this expression p and qj denote the positive integrals
p =
∫
dr
f(r)4
m3r2
(5.4)
and
qj =
∫
dr
f(r)2
m2r2
Fj(r) (5.5)
which are all of order unity.
Eqs. (4.15) and (4.20) show that the σjm are homogeneous polynomials of degree 2 in
the kM . This suggests that we rewrite Eq. (5.3) as
I = −β2ma2 + e
2g2ma4
8
I1(nM ) (5.6)
where
I1(nM ) =
4λ
g2
p
2(q−1)∑
j=0
Ψj −
2(q−1)∑
j=1
qjΨj (5.7)
and the rotational scalars
Ψj =
j∑
m=−j
|σjm|2 (5.8)
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are homogeneous polynomials of degree 4 in the nM . Minimization of I requires
a =
2β
eg
[I1(nM )]
−1/2 . (5.9)
The nM are determined, up to an ambiguity corresponding to the rotational and global
gauge symmetries of the theory, by minimizing I1. We begin by considering individually
several low values of q.
Case i: q = 1, Jˆ = 0
The solution with unit magnetic charge is spherically symmetric (indeed, it is the only
case for which spherical symmetry is possible). There is only a single nM , of unit magnitude,
whose phase has no physical significance.
Case ii: q = 3/2, Jˆ = 1/2
There are two nM that form a complex SU(2)× U(1) doublet, where the former factor
refers to spatial rotations and the latter to global phase rotations of the charged fields. It is
always possible to find a symmetry transformation that brings such a doublet into the stan-
dard form n1/2 = 1, n−1/2 = 0. The solution is axially symmetric in the sense that it is left
invariant by a combination of a rotation about the z-axis and a global gauge transformation.
In particular, all gauge-invariant quantities are manifestly axially symmetric. One finds that
r2Φ∗µΦ
µ =
a2
4π
(1− cos θ) (5.10)
so that the nonzero σjm are
σ00 =
1√
4π
, σ10 = − 1√
12π
. (5.11)
The solution has a net magnetic dipole moment that can be attributed to the asymmetric
distribution of the magnetic dipole density of the charged vector field.
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Case iii: q = 2, Jˆ = 1
This case is somewhat less trivial. The three complex nM are equivalent to a pair of real
vectors v and w obeying v2 +w2 = 1, with the correspondence being given by
n±1 =
1√
2
[∓(vx + iwx)− i(vy + iwy)]
n0 = vz + iwz .
(5.12)
Using Eqs. (4.21) and (5.8) we find that
Ψ0 =
1
4π
Ψ1 =
3
4π
|v ×w|2
Ψ2 =
1
20π
(
1− 3|v×w|2)
(5.13)
and hence that
I1 =
1
20π
(
24λ
g2
p− q2
)
+
3
20π
(
8λ
g2
p− 5q1 + q2
)
|v ×w|2 . (5.14)
The nature of the minimum depends on whether the coefficient of |v×w|2 is positive or
negative. In the former case, I1 is minimized when v and w are parallel. By choosing their
direction to be along the z-axis and then applying a global phase rotation, we can bring the
solution into the form
n0 = 1 , n±1 = 0 . (5.15)
It then follows that
r2Φ∗µΦ
µ =
3a2
8π
sin2 θ (5.16)
and that
σ00 =
1√
4π
, σ20 = − 1√
20π
(5.17)
with all other σjm vanishing.
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If instead the coefficient is negative, then I1 is minimized when v andw are perpendicular
and of equal length. Any such solution can be rotated so that vx = −wy = −1/
√
2 with all
other components vanishing. This gives
n1 = 1 , n0 = n−1 = 0 (5.18)
and
r2Φ∗µΦ
µ =
3a2
16π
(1− cos θ)2 . (5.19)
The nonzero σjm are
σ00 =
1√
4π
, σ10 = −
√
3
4
√
π
, σ20 =
1
4
√
5π
. (5.20)
Both solutions are axially symmetric; the former is manifestly invariant under a rotation
about the z-axis, while the latter is invariant if the rotation is supplemented by a global
gauge transformation.
Case iv: q = 3, Jˆ = 2
For larger q, the minima of I1 depend on the actual values of the integrals p and qj ,
which we can only determine numerically. However, if 4λ/g2 is sufficiently large, the first
term in Eq. (5.7) is dominant and the dependence on the qj can be ignored to leading order.
In fact, one only has to minimize
Σ =
∑
jm
|σjm|2
=
1
a4
∫
dφ dθ sin θ r4
(
Φ∗µΦ
µ
)2
.
(5.21)
The integral in the second line is a sum of integrals of products of four vector harmonics.
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Using the explicit expressions
4
given in Eq. (4.8), we obtain
Σ =
∑
M1,M2,M3,M4
AM1,M2,M3,M4 nM1nM2n
∗
M3n
∗
M4 (5.22)
where
AM1,M2,M3,M4 = δ(M1+M2),(M3+M4)
[(2q − 1)!]2(2q +M1 +M2 − 2)!(2q −M1 −M2 − 2)!
4π(4q − 3)!
√∏4
j=1(q +Mj − 1)!(q −Mj − 1)!
.
(5.23)
Our problem has now been reduced to the minimization of a quartic polynomial in
2Jˆ +1 = 5 complex variables. Even after using the rotational and phase freedom to fix some
of these, one is still left with a rather formidable task. We therefore used Mathematica to
search for minima, finding a solution that can be rotated into the form
n0 =
1√
2
, n±1 = 0 , n±2 = ±1
2
. (5.24)
From this one finds that the nonzero σjm are
σ00 =
1√
4π
, σ3,±2 = −
√
5
4
√
14π
σ40 =
1
24
√
π
, σ4,±4 =
√
70
336
√
π
.
(5.25)
This solution has no continuous rotational symmetry, although it is invariant under the group
of finite rotations that leave the tetrahedron invariant. This is illustrated by Fig. 1, where
we present a three-dimensional plot of r2Φ∗µΦ
µ as a function of angle. Note that Φµ vanishes
at the center of each of the faces of the deformed tetrahedron in this figure, in agreement
with our previous remark that it should have 2(q − 1) zeros.
4 Although these expressions for the vector harmonics are gauge-dependent, the result for Σ is gauge-
independent.
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Including the effects of the terms involving the qj shifts the location of the minimum
of I1. One can verify that (in contrast with the q = 2 case) the Ψj contain terms that are
linear in the deviations of the nM from the values given above. As a result, the full solution
for the nM changes continuously as λ/g
2 is varied.
Since the minimum found here was obtained by numerical methods, we do not have
an analytic proof that it is in fact the global minimum (although we are fairly confident
that it is.) However, we can demonstrate unambiguously that the global minimum is not
axially symmetric. To do this, we note first that any configuration with all but one of the
nM equal to zero is invariant under rotations about the z-axis (possibly supplemented by a
gauge transformation). By evaluating the σjm with m 6= 0, it is easy to show that these are
the only configurations with this symmetry. Explicit calculations for the five configurations
of this form shows that they all give higher values for Σ than does the configuration of
(5.24). Hence, the global minimum cannot be achieved by a configuration that is axially
symmetric about the z-axis; the rotational symmetry of the theory then extends this result
to an arbitrary axis of rotation.
Larger charges
We have applied the methods used for the q = 3 case to higher charges also. For q = 4
(i.e., Jˆ = 3), the lowest minimum we find for Σ has
n±2 = ± 1√
2
(5.26)
with all other nM vanishing. The nonzero σjm are
σ00 =
1√
4π
,
σ40 = − 7
44
√
π
, σ4,±4 =
√
70
88
√
π
,
σ60 = −
√
13
572
√
π
, σ6,±4 = − 7
√
13
572
√
14π
.
(5.27)
A three-dimensional plot of r2Φ∗µΦ
µ for this solution is shown in Fig. 2. As suggested by the
plot, this solution is invariant under the discrete rotational symmetries of the cube. Φµ has
a zero on each face of this roughly cubic shape.
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As we go to higher values of q, the solutions develop more small-scale structure, while
at the same time appearing more symmetric when viewed on a large scale. (Note that a
discrete polyhedral symmetry such as that exhibited by the q = 3 and q = 4 solutions is
impossible for most values of q.) What we see happening is that there is a tendency for the
2(q − 1) zeros of Φµ to be distributed as evenly as possible over the unit two-sphere. Lying
between these zeros are maxima of Φ∗µΦ
µ. This behavior can be seen, for example, in Fig. 3,
where we show a solution with q = 12.
6. Perturbation of the Metric
The deviation hµν of the metric from the Reissner-Nordstro¨m solution is determined to
leading order by the linearized Einstein equation
δGµν = −8πGtµν . (6.1)
Here δGµν denotes the terms in the Einstein tensor that are linear in hµν while tµν is the
leading correction to the energy-momentum tensor.
In doing this calculation, we continue to restrict ourselves to the case where Gm2/e2 is
very small; it was this assumption that allowed us to decouple the determination of δFµν from
that of hµν . For our perturbative scheme to be valid, the horizon radius of the unperturbed
solution must be close to rcr, and hence must be of order m
−1. When this is the case, the
difference between the Reissner-Nordstro¨m and Schwartzschild metrics with the same value
for M is never greater than order Gm2/e2 anywhere outside the horizon. Hence, in solving
for hµν we can approximate the metric by the corresponding Schwarzschild metric. We will
consider only the case q ≥ 1, g > 0, so that we can use the results for the W -field and the
electromagnetic perturbations that were obtained in Secs. 4 and 5.
The first step is to calculate tµν . The full energy-momentum tensor can be written as
Tµν = T
EM
µν + T
W
µν (6.2)
26
where
TEMµν = g
αβFµαFνβ − 1
4
gµνg
αβgλρFαλFβρ (6.3)
is the purely electromagnetic part and
TWµν = g
αβ
[
W ∗µαWνβ +W
∗
ναWµβ
]
+m2
(
W ∗µWν +W
∗
νWµ
)
+
ieg
2
gαβ
[
Fµα
(
W ∗νWβ −W ∗βWν
)
+ Fνα
(
W ∗µWβ −W ∗βWµ
)]
− gµν
[
1
2
W ∗µνW
µν +m2W ∗µW
µ +
ieg
4
F µν
(
W ∗µWν −W ∗νWµ
)]
+O(W 4) .
(6.4)
The O(a2) corrections to TEMµν are the sum of a part linear in δFµν and a part linear in hµν
that arises from the corrections to the metric in Eq. (6.3); because the latter is suppressed by
an additional factor of Gm2a2, we can ignore it here. The dominant part of TWµν , which is also
O(a2), is obtained by substituting the unperturbed metric and field strength into Eq. (6.4).
Using Eq. (1.5) for the only nonzero component of the unperturbed electromagetic field
strength, together with the results of Sec. 4, we find that the nonzero components of tµν can
be written as
ttt = B
{
KF1 +
[
B(f ′)2 +
(
m2 − qg
2r2
)
f2
]
KW
}
trr = − 1
B
{
KF1 +
[
−B(f ′)2 +
(
m2 − qg
2r2
)
f2
]
KW
}
tab = g¯ab
[
KF1 − qg
2r2
f2KW
]
tra = KF2
(6.5)
where
KW =
1
mr2
(
r2Φ∗αΦ
α
)
=
a2
mr2
∑
jm
σjmYjm(θ, φ)
KF1 =
q
er4
∑
jm
F jm1 Yjm =
qga2
2r4
∑
jm
FjσjmYjm
KF2 = − q
er4
∑
jm
F jm2 ∂aYjm = −
qga2
2r2
∑
jm
1
j(j + 1)
F ′jσjm∂aYjm .
(6.6)
(In the last two lines we have used Eqs. (4.30) and (4.32) to relate the perturbations of the
field strengths to those of Wµ; it should be recalled that F0 = 0.)
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The next step is to expand the components of hµν in terms of spherical harmonics. The
space-space components of hµν can be decomposed into a spin-0 field and a spin-2 field,
the time-time component corresponds to a spin-0 field, and time-space components can be
chosen to vanish because the solution is static. Thus, there are potentially seven functions of
r entering this expansion for each value of j andm. However, examination of the parity of tWµν
and tFµν shows that it is sufficient to consider only those terms corresponding to perturbations
of parity (−1)j . (In the terminology of Ref. 12, these are polar perturbations.) In general,
this leaves only five modes for each value of j and m: two, with l = j, for the spin-0 fields,
and three, with l = j − 2, j and j + 2, for the spin-2 field. Hence, there are five radial
functions, which we define by
htt = B(r)
∑
jm
Hjm1 (r)Yjm(θ, φ)
hrr =
1
B(r)
∑
jm
Hjm2 (r)Yjm(θ, φ)
hab =
∑
jm
[
g¯abH
jm
3 (r)Yjm(θ, φ) +H
jm
4 (r)∇a∇bYjm(θ, φ)
]
hra =
∑
jm
Hjm5 (r)∇aYjm(θ, φ)
(6.7)
where ∇µ denotes the generally covariant derivative with respect to the unperturbed metric.
For j = 1 there is no mode with l = j− 2, and so there should be only four radial functions.
Indeed, the identity
∇a∇bY1M (θ, φ) = − g¯ab
r2
Y1M (θ, φ) (6.8)
shows that the H1m4 is redundant and can be set equal to zero. Similarly, there should be
only three radial functions for j = 0, and the fact that Y00 is a constant allows us to set
H004 = H
00
5 = 0.
Further simplification can be achieved by utilizing the freedom to perform coordinate
transformations, which change the metric by an amount
δGgµν = ∇µeν +∇νeµ . (6.9)
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Writing
et = 0
er =
∑
jm
f jm1 (r)Yjm(θ, φ)
ea =
∑
jm
f jm2 (r)∇aYjm(θ, φ) ,
(6.10)
we find that
δGH
jm
1 = −B′f jm1
δGH
jm
2 = 2Bf
′jm
1 +B
′f jm1
δGH
jm
3 =
2B
r
f jm1
δGH
jm
4 = 2f
jm
2
δGH
jm
5 = f
jm
1 + f
′jm
2 −
2
r
f jm2 .
(6.11)
For j ≥ 2, we choose f jm2 so that Hjm4 = 0 and then f jm1 so that Hjm5 = 0. For j = 1, we
choose f1m1 so that H
1m
1 = H
1m
2 and then choose f
1m
2 so that H
1m
5 = 0. Finally, for j = 0
we choose f001 (the only coordinate freedom available) to set H
00
3 = 0.
We next note that tab is proportional to g¯ab, even though it could in principle have also
contained terms proportional to ∇a∇bYJM (θ, φ). The absence of such terms implies that
sin2 θ δGθθ − δGφφ = 1
2
∑
jm
(
Hjm2 −Hjm1
) (
sin2 θ∇θ∇θ −∇φ∇φ
)
Yjm = 0 (6.12)
from which it follows that
Hjm1 = H
jm
2 , j ≥ 2 . (6.13)
This leaves only two independent radial functions for each value of j and m and gives
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us a metric of the form
gtt = B(r)

−1 +∑
j=0
∑
m
Hjm1 (r)Yjm(θ, φ)


grr =
1
B(r)

1 +H002 (r)Y00 +∑
j=1
∑
m
Hjm1 (r)Yjm(θ, φ)


gab = g¯ab

1 +∑
j=1
∑
m
Hjm3 (r)Yjm(θ, φ)

 .
(6.14)
All of the Hjma must vanish as r → ∞. At the horizon, the tt and ab components of the
metric, as well as its determinant, are nonsingular. We require the same of the perturbed
metric, and hence require that BHjm1 , H
00
2 −H001 , and Hjm3 all be nonsingular at r = rH . We
will see that the field equations place further restrictions on the behavior near the horizon.
Differential equations for the various Hjma are obtained by expanding both sides of the
linearized Einstein equation (6.1) in terms of spherical harmonics. Because of the Bianchi
identity, as well as the symmetry of the problem, many components of the resulting equations
are redundant. In particular, if we write
δGtt =
∑
jm
δGjmtt (r)Yjm(θ, φ)
δGrr =
∑
jm
δGjmrr (r)Yjm(θ, φ)
δGra =
∑
jm
δGjmra (r)∇aYjm(θ, φ)
(6.15)
then it is sufficient to calculate
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δG00tt =
B
r2
[
(1− rB′ − B)(H001 +H002 )−H002 − rB(H002 )′
]
= −B
r2
(
rBH002
)′
+O(Gm2/e2)
δG00rr =
1
r2B
[
rB(H001 )
′ +H002
]
δGjmrr =
1
r2B
[
rB(Hjm1 )
′ −
(
rB +
r2B′
2
)
(Hjm3 )
′ +
(j − 1)(j + 2)
2
(Hjm3 −Hjm1 )
]
, j ≥ 1
δGjmra =
1
2
[
(Hjm3 )
′ − (Hjm1 )′
]
− B
′
2B
Hjm1 , j ≥ 1 .
(6.16)
In the second equality for δG00tt we have used the fact that, with the approximations we are
making,
1− rB′(r)−B(r) = O(Gm2/e2) (6.17)
everywhere outside the horizon; for a Schwartzschild metric the left hand side of this equation
would vanish identically.
We start with the j = 0 modes, for which we can use Eq. (4.22). To leading order, the
tt component of Eq. (6.1) leads to
(
rBH002
)′
=
8πGa2
m
√
4π
[
B(f ′)2 +
(
m2 − qg
2r2
)
f2
]
. (6.18)
A second equation is obtained by multiplying the rr equation by B(r) and the tt equation
by 1/B(r), and then adding these to give
(H001 )
′ − (H002 )′ = −
16πGa2√
4π
(f ′)2
mr
. (6.19)
These two equations can be immediately integrated, using the boundary condition that
H001 (∞) = H002 (∞) = 0, to give
B(r)H002 (r) =
2
√
4πG δM
r
− 2
√
4πGa2
mr
∞∫
r
ds
[
B(s)(f ′(s))2 + (m2 − qg
2s2
)f2(s)
]
(6.20)
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B(r)H001 (r) =
2
√
4πG δM
r
−2
√
4πGa2
mr
∞∫
r
ds
{[
B(s)− 2B(r)r
s
]
(f ′(s))2 +
(
m2 − qg
2s2
)
f2(s)
}
(6.21)
where δM is an arbitrary constant that may be interpreted as a shift of the black hole mass.
Because f(r) falls exponentially fast at large distance, so do the integrals on the right hand
sides of these two equations.
Turning now to the j 6= 0 modes, we find that the ra components of Eq. (6.1) give
B(Hjm3 )
′ − B(Hjm1 )′ −B′Hjm1 = 8πGa2
[
qgσjm
j(j + 1)
]
BF ′j
r2
, j ≥ 1 , (6.22)
while the rr component leads to
rB(Hjm1 )
′ −
(
rB +
r2B′
2
)
(Hjm3 )
′ +
(j − 1)(j + 2)
2
[
Hjm3 −Hjm1
]
= 8πGa2σjm
{
1
m
[
−B(f ′)2 +
(
m2 − qg
2r2
)
f2
]
+
qg
2r2
Fj
}
, j ≥ 1 .
(6.23)
It was noted above that the nonsingularity of gtt required that BH
jm
1 be regular at r = rH ;
this leaves the possibility that Hjm1 might be singular there. This can be ruled out by
multiplying Eq. (6.22) by r and then adding the result to Eq. (6.23). The resulting equation
can be solved to express Hjm1 in terms of H
jm
3 and (H
jm
3 )
′, thus showing that it is regular
at the horizon. Hence, (Hjm1 )
′ is finite at rH . Using this fact in Eq. (6.22), we find that
Hjm1 (rH) = 0, j ≥ 1 . (6.24)
For j = 1, the fact that Hjm3 only enters Eqs. (6.22) and (6.23) through its derivative
simplifies matters considerably. By using Eq. (6.23) to solve for (Hjm3 )
′ and then substituting
into Eq. (6.22), we obtain a first-order equation involving only Hjm1 . This can be easily
integrated, and the result then used to obtain Hjm3 . The two constants of integration are
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fixed by the boundary conditions that Hjm1 (rH) = H
jm
3 (∞) = 0. The result is that
H1m1 = −
8πGa2σ1m
r2B(r)
r∫
rH
ds
B(s)
B′(s)
{
qg
2s
[2B(s) + sB′(s)]F ′1(s) +
qg
s2
F1(s)
+
2
m
[
−B(s)(f ′(s))2 +
(
m2 − qg
s2
)
f2
]} (6.25)
H1m3 =
∞∫
r
ds
{
2
s
H1m1 (s) +
8πGa2σ1m
sB′(s)
[
qg
s3
(
sB(s)F ′1(s) + F1(s)
)
+
2
ms
[
−B(s)(f ′(s))2 +
(
m2 − qg
s2
)
f2
]]}
.
(6.26)
To obtain the asymptotic behavior of these expressions, we recall that f(r) vanishes expo-
nentially fast at large r, while F1 ∼ 1/r. This behavior is just sufficient to guarantee the
convergence of the integral in Eq. (6.25), with the result that H1m1 ∼ 1/r2. Inserting this
into Eq. (6.26) and again using the asymptotic behavior of Fj, we find that H1m3 has the
same asymptotic behavior, and in fact that the difference H1m1 −H1m3 ∼ 1/r3.
In solving for the modes with j ≥ 2, it is useful to define
Tjm = H
jm
1 −Hjm3 (6.27)
and to then rewrite Eq. (6.22) as
Hjm1 = −
B
B′
[
T ′jm + 8πGa
2
(
qgσjm
j(j + 1)
) F ′j
r2
]
. (6.28)
Substitution of this equation and its derivative into Eq. (6.23) leads to a second order equa-
tion involving only Tjm:
r2BT ′′jm + 2(r
2B)′T ′jm − (j − 1)(j + 2)Tjm =
16πGa2σjm
m
[−B(f ′)2 +m2f2] . (6.29)
(In obtaining this result, both Eqs. (4.33) and (6.17) have been used, and terms of higher
order in Gm2/e2 dropped.)
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In the absence of the source term there are no nontrivial solutions for Tjm that are regular
at both the horizon and spatial infinity. (This can be readily seen by examining the explicit
solutions given in the appendix.) Hence, the inhomeogeneous Eq. (6.29) can be solved by
Green’s function methods similar to those used for Eq. (4.33). Let h−j (r) and h
+
j (r) be the
solutions of the homogeneous equation that are regular at r = rH and r =∞, respectively.
At large r these behave asymptotically as rj−1 and r−(j+2). If they are normalized so that
r−(j−1)h−j (r) and r
j+2h+j (r) both tend to unity as r →∞, then the desired Green’s function
is
G
(T )
j (r, r
′) = − 1
2j + 1
[
θ(r − r′)h+j (r)h−j (r′) + θ(r′ − r)h−j (r)h+j (r′)
]
(6.30)
and the only regular solution for Tjm is
Tjm(r) =
16πGa2σjm
m
∞∫
rH
dr′G
(T )
j (r, r
′)(r′)2B(r′)
{−B(r′)[f ′(r′)]2 +m2[f(r′)]2} . (6.31)
Hjm1 can be obtained immediately from this equation together with Eqs. (4.34) and (6.28).
At large r the source term in Eq. (6.29) is exponentially small, so the first term in the
Green’s function dominates Eq. (6.31); thus
Tjm ∼ σjm Cj
rj+2
, r →∞ (6.32)
where
Cj =
16πGa2
(2j + 1)m
∞∫
rH
dr r2Bh−j
[
B(f ′)2 −m2f2] . (6.33)
By substituting this result back into Eq. (6.28) and using Eq. (4.36) we obtain the asymptotic
behavior
Hjm1 ∼
8πGa2σjm
(2j + 1)mrH
Aj
rj+1
, r →∞ (6.34)
where
Aj =
∞∫
rH
dr
{
(2(j + 2)r2Bh−j
[
B(f ′)2 −m2f2]+ qgj g−j f2
r2
}
. (6.35)
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The resulting large distance behavior of gtt corresponds to that one would obtain from a mass
distribution with a 2j-pole moment whose components are equal to the σjm times quantities
of order β2rj−1H /e
2 ∼ β2/e2mj−1.
7. Concluding Remarks
In this paper we have exhibited black hole solutions with fields on the horizon that,
contrary to common expectation, are not spherically symmetric. As the magnetic charge
increases, the structure of these black holes becomes more detailed, with higher multipole
components appearing in the long-range electromagnetic and gravitational fields. At the
same time, the lower multipole moments decrease in magnitude, with the result that the
solutions do begin to approach the expected spherical symmetry, if only in an averaged
sense.
Although these solutions display some unusual, and perhaps unexpected, properties,
there are rigorous general results on black holes that they must obey. We consider here two
of these, the zeroth and second laws of black hole dynamics, that are concerned with the
properties of the black hole horizon. At constant t, the horizon can be described as the
two-dimensional surface
r = rH +∆(θ, φ) (7.1)
where rH is the horizon radius of the unperturbed metric. To leading order, the vanishing
of gtt on this surface gives
∆(θ, φ) =
B′(rH)
B(rH)
∑
jm
Hjm1 (rH)Yjm(θ, φ) . (7.2)
Eq. (6.24) implies that the terms in the sum with j ≥ 1 all vanish, so that ∆ is a constant
independent of angle. Using the solution in Eq. (6.21) for H001 (with δM = 0), we find
∆ = − 2Ga
2
mrHB′(rH)
∞∫
rH
ds
[
B(f ′)2 +
(
m2 − qg
s2
)
f2
]
= 2a2β2Gm
(7.3)
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where the second equality follows from the eigenvalue and normalization Eqs. (4.10) and
(4.11), as well as Eq. (6.17). Because the integral in the first line is itself of order β2, our
result for ∆ is proportional to β4, rather than the β2 one might have expected. Since the
the higher order corrections to Wµ and δFµν could also shift the horizon by a distance of
order β4, our result is really that ∆ vanishes to leading order.
The zeroth law of black hole dynamics states that the surface gravity — which corre-
sponds quantum mechanically to the black hole temperature — is constant over the horizon.
For a stationary black hole the surface gravity κ is given by [13]
κ2 = −1
2
(∇µχν)(∇µχν) (7.4)
where the right-hand side is to be evaluated on the horizon and χµ is a Killing vector that
is orthogonal to the horizon. If the metric is actually static, and is written in a manifestly
t-independent form with vanishing time-space components gtj = 0, then the only nonzero
component of this Killing vector is χt = gtt and Eq. (7.4) reduces to
κ2 = −1
4
gttgij(∂igtt)(∂jgtt) . (7.5)
Expanding this equation to first order in hµν and taking into account the fact that the
horizon has been shifted by an amount ∆ gives
κ =
B′
2
+
B′′∆
2
− ∂rhtt + B
′
2
(
B−1htt − Bhrr
)
=
B′
2
+
B′′∆
2
− 1
2
∑
jm
(BHjm1 )
′Yjm +
B′
4
Y00
(
H001 −H002
) (7.6)
where all quantities are to be evaluated at r = rH . Because of Eq. (6.24), all terms in the
sum with j ≥ 1 vanish. Hence, κ is independent of angle and therefore constant over the
horizon, as required.
The second law of black hole dynamics is the statement that the area of a black hole
horizon never decreases. Let us apply this to the case of an unstable Reissner-Nordstro¨m
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black hole that is perturbed and eventually evolves into a static black hole with hair. By
making the perturbation sufficiently weak, we can arrange that the mass decrease from
radiation be negligible, so that the final state will be a black hole with hair that has the
same value for M as the original Reissner-Nordstro¨m solution. (Indeed, the area law can be
used to place an upper limit on the mass loss from radiation.) The area of its horizon is
A =
∫
dθ dφ
√
gθθ gφφ (7.7)
where the integration is over the surface r = rH + ∆. The angular components hab of the
metric perturbation only have terms involving involving spherical harmonics with j ≥ 1. The
contributions linear in these vanish after the integration over angles, and so for calculating
the leading correction to the area we can replace gab by the unperturbed metric g¯ab and
obtain
A = 4π(r2H + 2rH∆) . (7.8)
From this, together with Eq. (7.3), we see that the second law is verified, to leading order.
The methods we have used to construct our solutions have limited us to the case where
the horizon radius is close to the critical radius for the instability of the Reissner-Nordstro¨m
solution. However, there seems to be every reason to expect that the solutions with smaller
horizons will display similar behavior. The construction and study of such solutions, which
include new extremal black holes, remains an open problem.
ACKNOWLEDGEMENTS
We are grateful to Kimyeong Lee and Piljin Yi for helpful comments.
37
APPENDIX
The Green’s functions used to solve Eqs. (4.33) and (6.29) were constructed from the
solutions of the corresponding homogeneous solutions. In the former case, the solutions obey
B(r)g′′(r) +B′(r)g′(r)− j(j + 1)
r2
g(r) = 0 . (A.1)
As we explain in Sec. 6, in the approximation to which we are working B(r) may be replaced
by the Schwarzschild metric function 1−rH/r. It is convenient to define a variable x = r/rH
and rewrite Eq. (A.1) as
(x2 − x)d
2g
dx2
+
dg
dx
− j(j + 1)g = 0 . (A.2)
This has a polynomial solution of the form
g−j (x) =
(j − 1)!(j + 1)!
(2j)!
x2P
(0,2)
j−1 (2x− 1) (A.3)
where P
(0,2)
j−1 (z) is a Jacobi polynomial [14], and the normalization has been chosen so that
x−(j+1)g−j (x) tends to unity as x→∞. Its value at x = 1 (i.e., the horizon) is
g−j (1) =
(j − 1)!(j + 1)!
(2j)!
. (A.4)
To find the other independent solution, we first note that any two solutions g and f of
Eq. (A.1) obey
B(r)[g′(r)f(r)− g(r)f ′(r)] = c (A.5)
where c is a constant. In particular, if we write
g+j (x) = g
−
j (x) ln
(
1− 1
x
)
+ k(x) , (A.6)
then k(x) obeys (
x− 1
x
)[
g−j
dk
dx
− kdg
−
j
dx
]
+
(g−j )
2
x2
= c . (A.7)
From the fact that g−j (x) is equal to x
2 times a polynomial of order (j − 1), it follows that
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this last equation has a solution for k(x) as a polynomial of order j.
Explicit forms for low values of j are
g−1 (x) = x
2
g−2 (x) = x
2
(
x− 3
4
)
g−3 (x) = x
2
(
x2 − 4
3
x+
2
5
) (A.8)
and
g+1 (x) = −3x2 ln
(
1− 1
x
)
− 3x− 3
2
g+2 (x) = −80x2
(
x− 3
4
)
ln
(
1− 1
x
)
− 80x2 + 20x+ 10
3
g+3 (x) = −1575x2
(
x2 − 4
3
x+
2
5
)
ln
(
1− 1
x
)
− 1575x3 + 2625
2
x2 − 105x− 35
4
(A.9)
where the g+j (x) have been normalized so that x
jg+j (x) tends to unity as x→∞.
With the same approximation forB, the homogeneous equation corresponding to Eq. (6.29)
becomes
(x2 − x)d
2h
dx2
+ (4x− 2)dh
dx
− (j − 1)(j + 2)h = 0 . (A.10)
This has a polynomial solution of the form
h−j (x) =
(j − 1)!(j + 1)!
(2j)!
P
(1,1)
j−1 (2x− 1) (A.11)
whose value at the horizon is
h−j (1) =
j!(j + 1)!
(2j)!
. (A.12)
By methods similar to those used to find g+j (x), one finds that the solution that is regular
as x→∞ is of the form
h+j (x) = h
−
j (x) ln
(
1− 1
x
)
+
ℓ(x)
x(x− 1) (A.13)
where ℓ(x) is a jth order polynomial.
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Explicit forms for low values of j are
h−2 (x) = x−
1
2
h−3 (x) = x
2 − x+ 1
5
(A.14)
and
h+2 (x) = 60(2x− 1) ln
(
1− 1
x
)
+ 120− 10
x(x− 1)
h+3 (x) = 35
{
12(5x2 − 5x+ 1) ln
(
1− 1
x
)
+ 60x− 30 + 2x− 1
x(x− 1)
} (A.15)
where the normalization conventions are analogous to those used for g±j (x).
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FIGURE CAPTIONS
1) A three-dimensional spherical plot of the quantity r2Φ∗µΦ
µ for the q = 3 solution
described in Eq. (5.24). If we denote the spherical coordinates of a point as (R, θ, φ),
then this plot shows the surface R(θ, φ) = r2Φ∗µ(θ, φ)Φ
µ(θ, φ). Note that while θ
and φ represent the corresponding spatial coordinates, R is unrelated to any physical
spacetime coordinate. Note the tetrahedral symmetry of the surface.
2) A spherical plot, similar to that shown in Fig. 1, for the q = 4 solution of Eq. (5.26).
The cubical symmetry of the solution is apparent.
3) (a) A spherical plot, similar to those in Figs. 1 and 2, for a solution with q = 12.
There is no apparent symmetry.
(b) Another presentation of the same solution. The value of the function r2Φ∗µΦ
µ on
the unit hemisphere (0 ≤ φ ≤ π) is represented by one of 16 gray levels, with black
being the minimum (zero) and white being the maximum. One can see the fairly even
distribution of the zeros.
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