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Abstract. The numerical simulation of hydrodynamic wave loading on different types of
offshore structures is important to predict forces on and water motion around these struc-
tures. This paper presents a numerical study of the effects of two-phase flow on an offshore
structure subject to breaking waves. The numerical model, an improved Volume Of Fluid
(iVOF) method, has been developed initially as a one-phase model to study the sloshing of
liquid fuel in satellites. In the one-phase approach, the method solves the incompressible
Navier-Stokes equations with a free-surface condition on the free boundary. The discreti-
sation of the equations is done on a staggered grid, using an explicit first order Forward
Euler Method. The model has been extended recently to take two-phase flow effects into
account. In the incompressible two-phase model the VOF-function is used to determine
the aggregated density value inside a grid cell. Rapid changes in density in grid cells, up
to a factor 1000, impose a challenge with respect to numerical stability. However, by using
a newly-developed gravity-consistent discretisation, spurious velocities at the free surface
are prevented. Thus far, the second phase has been treated as incompressible. Taking com-
pressibility into account makes it possible to simulate in particular the behaviour of the
air phase more realistic. As the condition of incompressibility no longer holds for gaseous
grid cells, an equation of state is required as the third main equation. The calculation of
pressure and density values now occurs simultaneously due to this equation of state, while
the expansion and compression of air pockets are considered as an adiabatic process. The
numerical model has been validated on several test cases. In this paper special attention is
paid to both the validation on a simple test case (falling drop) and the validation of wave
loading on a fixed offshore structure.
1 INTRODUCTION
Hydrodynamic wave loading is a major research issue in offshore environments. Dur-
ing violent weather conditions offshore structures are subject to different types of wave
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impact. The impacting waves are complex mixtures of water and air, the properties of
the mixture having a serious effect on velocity fields around and presure levels on offshore
structures. During wave impact on vertical walls, there is experimental evidence [1] that
peak pressure levels decrease due to the presence of air in the water, however the dura-
tion of the wave impact may increase. The two-phase flow effects mainly occur in the
vicinity of the free surface, where the components air and water are mixed as air pockets,
bubbles and spray. Spray is of minor relevance for determining pressure loads, as these
water drops induce minor pressure loads on offshore structures. Air pockets and bubbles,
however, can seriously affect hydrodynamic forces. Air pockets are relatively large, with
a diameter up to O(102)mm, and they have a short lifetime during wave impact. Just
after wave impact, they quickly defragment into smaller entities [3]. Air bubbles, on the
other side, have a typical diameter of O(100)mm. This imposes a difficulty to track these
small entities individually, as the typical grid dimensions are much larger.
Simulations of hydrodynamic wave loading occur mainly by one-phase models, consid-
ering only the water phase. Most models focus on specific aspects of free surface flows,
such as wave impact of aerated flow (water mixed with many small air bubbles) on walls
or the velocity field under breaking waves.
As soon as flow conditions are getting more violent, using a two-phase flow model is
strongly recommendable. However, the small spatial and temporal scales of the air pock-
ets and bubbles are a serious problem. Typical spatial scales in offshore domains are of
the order of hundreds of meters, while air pockets rarely have diameters of 1 meter. So,
keeping track of the air phase in large-scale offshore problem is a challenging task, even
when using powerful computers.
Existing two-phase models focus either on single bubbles or on quite regular waves. Scar-
dovelli [13] gives a nice overview of existing two-phase flow models. However, there has
been much progress in the simulation of two-phase flow in recent years.
The VOF algorithm [9] is used as basis for the displacement of the interface. The ad-
vantages of the VOF algoritm are its good mass conservation properties and its ability
to simulate the break-up and merging of the free surface. Other interface displacement
methods, like the level-set method, have more problems with mass conservation and have
difficulties to handle complex free surface shapes [10]. The VOF algorithm is combined
with a local height function to improve the shape of the free surface and to prevent form
floatsam and jetsam [11]. The local height function, originally proposed by [6], is now
used more widely [4].
Inconsistent modeling of the free surface can lead to unphysical spurious velocities. These
spurious velocities are addressed to different reasons [2],[15],[16], but in this paper we
propose an approach to prevent from spurious velocities in at least the steady hydrostatic
case.
To improve the modeling of the air phase, in particular in regions with entrapped air,
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compressibility of the air is taken into account. To model air compressibility, the ideal
gas law [5],[14], the adiabatic relationship [7],[8] and the speed of sound [10] are options
for the equation of state in the absence of temperature effects. In this paper the adiabatic
relationship is used as the equation of state for the gaseous parts of the grid.
The next section of this paper describes the details of the numerical model. Aside from
the governing equations and the improved Volume Of Fluid (iVOF) method, particular
attention is paid to a proper representation of the free surface. By using a correct density
treatment, spurious velocities at the free surface are prevented. Subsequently the com-
pressibility of the air is described.
A key aspect of the present model is the validation on suitable test cases. Before showing
the validation on a real measurement, the model is tested on a straightforward case: a
falling water drop in one dimension. After that, the results of a simulation with wave
impact on an offshore structure are presented and discussed.
2 Numerical model
For each point in the domain the fluid motion is governed by the continuity equation
and the momentum equation:
∂ρ
∂t









+ρF = 0 (2)
with F an external body force like gravity, velocity u, pressure p, density ρ and dynamical
viscosity µ.
For incompressible flow, the velocity field is divergence-free, reducing the continuity equa-
tion to
∇ · u = 0 (3)
The continuity equation and momentum equation are, after semi-discretisation in time,
combined to the pressure Poisson equation to compute the new pressure value and velocity
field. This pressure equation is shown in section 2.2.
2.1 iVOF algorithm
The advection of water and air in the current model is based on the Volume Of Fluid
(VOF) algorithm as developed by Hirt and Nichols [9].
As long as a one-phase approach was used for the model, the incompressible Navier-
Stokes equations were solved with a free-surface condition on the free boundary. The
VOF function Fs (with values between 0 and 1) determined whether or not the flow field
in a grid cell was calculated.
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This is in contrast with the two-phase approach, where the air-water interface is no
longer considered as a free surface, although the interface is still reconstructed using the
VOF algorithm. Numerically important is now the density jump across the air-water
interface, as the density can increase or decrease a factor 1000, imposing a challenge to
the numerical stability of the model. The liquid fraction Fs is now used to calculate the
aggregated density in a grid cell, this occurs by weighted averaging:
ρ = Fsρl + (1− Fs)ρg (4)
with ρl the liquid density and ρg the density of the gas.
The numerical model has been implemented in a 3D VOF Navier-Stokes solver called
ComFLOW. Compared with the original VOF algorithm, a local height function im-
proves the treatment of the free surface [6]. The programComFLOW has been developed
initially by the University of Groningen to study the sloshing of liquid fuel in satellites [6].
This micro-gravity environment requires a very accurate and robust description of the free
surface. In close cooperation with MARIN (Maritime Research Institute Netherlands),
this methodology was later extended to the calculation of green water loading on a fixed
bow deck and to other offshore problems [11].
2.2 Discretisation
The discretisation of the Navier-Stokes equations is done on a staggered Cartesian grid,
which means that the pressure and the density are set in the cell centres and the velocity
components in the middle of the cell faces between two grid cells. The discretisation
occurs by a first-order upwind scheme. The numerical dissipation inherent to this scheme
can be regarded as some kind of turbulent dissipation.
For incompressible flow conditions, the Navier-Stokes equations, as given by eq.(1) and
eq.(2), are discretised in time according to the explicit first order Forward Euler method:
∇ · un+1 = 0 (5)
un+1 − un
dt







∇(µn∇un) + Fn = 0 (6)
with n the old time level and n + 1 the new time level. Notice that ρn can vary due to
the variation of the liquid fraction in a grid cell, although the flow is incompressible.
Now, the divergence of the momentum equation is taken. The term ∇ · un+1 is isolated










∇(µn∇un))−∇ · Fn (7)
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After this equation has been solved for the pressure, the new velocity field un+1 is found
by inserting this new pressure field in the momentum equation (6). The discretisation of
the compressible equations follows in section 2.4.
2.3 Density calculation at the interface
Special attention should be given to the discretisation of the density. Like the pressure,
the density is a scalar variable, originally located at the center of a grid cell. Physically,
it has only two values: the density of water and the density of air.
According to the solution method, the velocity field at the new time level is acquired
by adding a term to the old velocity field (see equation (6)). Since the velocity field is
highly continuous between the old and new time level, this term, ∇p/ρ, should also be
smooth. Since the pressures are located in cell centres, the term ∇p has to be calculated
in a control volume located between two cell centers. The density value ρ should hold –
and be defined properly – in the control volume located which is located between the cell
centres.
Consider the situation in figure 1. The free surface dividing water (below) and air (above)
is in this case a straight line with a slope of 1
2
. We need for both the horizontal and vertical
direction a proper discretisation of the term ∇p/ρ. The suggested control volumes for
these terms are depicted with dashed lines, between cells A and F (vertical), and E and
A (horizontal). As the pressure values are registrated at the circles, the discretization









. Near the free surface, however, the density
averaging is not clear beforehand. Consider for example the density ρAB in the control
volume between A and B. Choices like 1 (”cell centres A and B both in air”), 125.875
(”average of complete cells A and B”) or even 63.4375 (”average of right half of cell A
and left half of cell B”) can be defended.
Does it matter? In fact, quite a lot. Consider the situation above, and make it
stationary by setting the gravity vector g = (gx, gz)
T = (5,−10)T . In that case, with all







Concentrating on the four cells A,B,C and D, we take the simple approach of defining
the densities between the cells as the average of the weighted cell averages. So cell averages
are approximately ρA = 1, ρB = 250, ρC = 750 and ρD = 1000. Further we suppose
the cells have unit size.
Integrating the pressure in clockwise direction from A to D (via B) gives
PD = PB − hzgzρBD = PA + hxgxρAB − hzgzρBD
= PA + 5 · 125 + 10 · 625 = PA + 6875, (8)
while integrating in counterclockwise direction (from A to D via C) gives
PD = PC + hxgxρCD = PA − hzgzρAC + hxgxρCD
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= PA + 10 · 375 + 5 · 875 = PA + 8125. (9)
This inconsistency (the contour integral not being zero) is immediately visible numer-
ically: spurious velocities will occur around the free surface, see figure 3. So a more
consistent density discretisation, which at least will cope correctly with stationary situa-
tions, is needed. It requires the gravitational force ρg to be conservative.
This very simple skewed-gravity example, however, provides a strategy for such a
gravity-consistent discretisation. The pressure is known analytically: hydrostatic and






Figure 1: Averaging of density. The cells are num-








Figure 2: Gravity-consistent discretisation
PA = −l1ρ1 | g |= d1 cosα
gz
cosα
= d1ρ1gz where α is the slope angle, and















A similar construction gives simply ρAB = ρ1, because both cell centres are in the fluid
with density ρ1. Using the local height function also used in the iVOF algorithm, the
distances d1 and d2 can easily be computed.
In the given example, this leads to ρAB = 1, ρAC ≈ 250, ρBD ≈ 750 and ρCD = 1000,
which gives a consistent density field and no spurious velocities.
Note that in this approach, the cell pressure was in some sense indentified with the
pressure in the centre of the cell. This leads to the possibility of other ways of averaging the
density, besides this ’cell-centered’-approach. Some of them are still under investigation.
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Figure 3: Spurious velocities due to simple averaging of density
2.4 Including air compressibility
For compressible flow, the divergence-free condition of the velocity field, ∇·u = 0 , no
longer holds, so we keep the semi-discretised form of the continuity equation (1):
ρn+1 − ρn
dt
+ un∇ρn + ρn∇ · un+1 = 0 (11)
This equation is divided by the density and the term ∇ · un+1 is substituted again by
the divergence of the momentum equation. The acquired Poisson equation is similar to




















∇(µn∇un))−∇ · F n (12)
These extra terms are numerically dangerous because of the spatial and temporal
derivatives of the density; at the free surface, the density can jump from 1 to 1000.
However, we can split the density in an incompressible liquid part ρl and a compressible
gas part ρg. Using the VOF function Fs, the cell density ρ is given by Fsρl + (1− Fs)ρg.
Using DFs
Dt
= 0, the derivatives in equation (12) of the liquid part of the density appear
to be equal to zero.
The remaining derivatives of the gas densities do not contain large jumps, as these deriva-
tives are only determined by the compression and expansion of the gas phase. By the split
up of the density into a liquid and gas part, the pressure Poisson equation (12) reduces
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∇(µn∇un))−∇ · F n (13)








with p0 and ρ0 the reference pressure and density values.
The adiabatic coefficient γ has a value of 1.4 for pure air, while incompressibility is
associated with an infinite value of the coefficient γ.
3 Model validation: test cases
In this section the model is validated on two test cases. In case of a 1D falling water
mass, the simulation results can be compared with an analytical solution. For the second
test case, the dambreak experiment, the results are compared with measurements.
3.1 1D theoretical test case: falling water mass
To give a simple example of compressible flow, consider the falling water mass as




Figure 4: 1D schematisation of a
falling water mass














Figure 5: Pressure development in the air below a falling
water mass for compressible flow
It provides an easy example of the differences between the one-phase computational
model and the incompressible and compressible two-phase models. The ceiling of the
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column consists of an open boundary with Dirichlet condition p = 0. For the analytical
solution, the pressure at the lower edge of the falling water mass is set equal to the pressure
at the top side of the underlying air column. In the three cases, the following wil happen:
• one-phase model. The non-fluid part, i.e. the part which will be labeled with
E-cells, is not modeled: no equations are solved there. In the F(luid) cells, the
full Navier-Stokes equations involve the gravity term ρliqg. The liquid will freely
accelerate downward (fall) without a pressure inside the fluid cells until the bottom
is reached. At the time step when the lowest cell is filled, it will be labeled an F-cell,
because of the construction described above. This involves mass conservation, so the
liquid stops falling and the pressure will be hydrostatically distributed immediately.
The pressure gradient now exactly counteracts the gravity force.
• incompressible two-phase model This model involves solving the incompressible
Navier-Stokes equations in both phases. Because of the incompressibility, the air
below the liquid cannot move and a static situation is attained immediately. The
pressure now increases linearly from the ceiling (p = 0) with a small slope for the
air, a large slope in the liquid part and again a small slope in the lower air part.
• compressible two-phase model. The air is now compressible. According to the





γ , the air volume Vair under the liquid column will
decrease until the pressure difference of the air above and below the liquid compen-
sates for the downward force gmfluid while the relation pV
γ
air = const remains valid.
For example, with γ = 1, mliq = ρliqVliq = 4000, the pressure under the liquid will
eventually be 140kPa with a volume of 100
140
Vair,0. According to the theoretical cal-
culation, the trapped air column will show an oscillating behviour with a frequency
of about 0.55Hz. The actual simulation indeed shows this behaviour, with a final
air volume of 2.8m3 and an oscillation frequency of 0.6Hz (see figure 5).
3.2 Complex test case: dambreak experiment
The two-phase numerical model has been tested on several offshore problems. One of
the test cases is the dambreak simulation, which can be regarded as a simple model of
green water flow on the deck of a ship. The numerical simulation is compared with model
experiments performed at Maritime Research Institute Netherlands (MARIN). During
the experiment measurements have been performed of water heights, pressures and forces
on different locations. The small box in figure 6, which represents a container, is covered
by eight pressure sensors, while the water height is measured at several locations behind
and in front of the small box. Figure 6 shows snapshots of the model experiment and
the numerical simulation in an early stage of the experiment, just before the water front
reaches the left wall.
Regarding figure 6, there is a visual agreement between the snapshots of simulation
and experiment. Of course, quantitative agreement is needed. Therefore, the water height
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Figure 6: Snapshots of dambreak experiment and simulation with a box in the flow, t = 0.56s
just behind the box and the pressure level on the box are examined.
Figure 7: Water height development just behind
(i.e. left of) the small box Figure 8: Pressure development at the front
(right edge) of the small box
Figure 7 shows the water height development just behind the small box. The dashed
line shows the water height for the experiment, while the solid lines shows the water
height for the one-phase model, the incompressible two-phase model and the compress-
ible two-phase model. The one-phase model predicts a water level at t = 1s which is
clearly too high, while the rise time is too short. The results of the experiment and the
incompressible and compressible two-phase model show a large resemblance, although the
water in the two-phase simulation reaches the measurement location slightly later. This
may be caused by the treatment of the air viscosity in the model. Due to the upwind
discretisation, artificial diffusion in the model changes the viscosity of the air to a value
larger than the physical one. Therefore, the water needs a larger effort to push the air
away, resulting in a slower advancement of the water front in the numerical model.
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For the pressure level development (figure 3.2), the overall trend of measurement and
numerical simulations is quite similiar. The initial pressure peak of the experiment is
not correctly predicted by the one-phase simulation. The correlation between the (in-
)compressible two-phase simulation and the experimental results is better. Furthermore,
the one-phase simulation shows some artificial pressure spikes that are not present in the
two-phase simulation. The pressure spikes in the one-phase model originate from the
used cell labeling method. The cells containing just air (E-cells) are distinguished from
the cells at the free surface (S-cells) and full water cells (F-cells). Due to the violent fluid
motion, many topological changes may occur simultaneously within a single timestep in
the numerical simulation. For the Empty and Surface cells in the one-phase model, mass
conservation is not required by the numerical algorithm. Due to the rapid transition from
Empty cells and Surface cells to Fluid cells, the pressure has to ’work’ to achieve mass
conservation in the newly created Fluid cells. This ’work’ will manifest itself in a spike in
the pressure signal of the one-phase model.
For the two-phase model, mass conservation is also applied to the Empty and Surface
Cells. Mass conservation in all open cells prevents the model from giving pressure spikes
as a result of changing cell labels. The result is a smoother pressure signal of the two-
phase model.
Compared with other test cases in offshore environments, for example wave slamming,
large air pockets are relatively insignificant for the dambreak problem. Due to the absence
of large air pockets for this test case, compressibility of the air is of minor importance.
However, for other test problems compressibility of the air has been proven to be impor-
tant. For the shown test case of the falling drop, compressibility has been shown to be
the major physical effect to let the water drop fall. For other large-scale validation cases,
like sloshing in tanks [17] and overturning waves with slamming [12], compressibility is
an important physical effect.
4 Conclusions and outlook
The hydrodynamics of different offshore applications can be simulated numerically
using an iVOF Navier-Stokes solver. This paper shows the results of the extension of the
numerical model to a two-phase model.
The main flow variables are now calculated in all grid cells. Furthermore, the density is
now calculated at all locations. Particular attention has been paid to the calculation of
the density at the free surface. By doing this such that the gravitational force becomes
conservative, spurious velocities are prevented.
To improve the simulation of the dynamics of the air phase, compressibility has been
introduced. The air phase is subject to adiabatic compression and expansion.
For different test cases, it has been shown earlier that the simulation results from the
two-phase model correlate better with available measurement results [17] than the results
from the one-phase model. The accuracy of the two-phase simulation increases when
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compressibility of the air phase is taken into account. For the dambreak test case there
is a minor improvement due to the air compressibility, but for other test cases, with a
more pronounced air entrapment, the improvement is significant. As general applicability
of the model for offshore problems is the main goal, the model will be validated on more
test cases in future.
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