Cross-media retrieval is to return the results of various media types corresponding to the query of any media type. Existing researches generally focus on coarse-grained cross-media retrieval. When users submit an image of "Slaty-backed Gull" as a query, coarsegrained cross-media retrieval treats it as "Bird", so that users can only get the results of "Bird", which may include other bird species with similar appearance (image and video), descriptions (text) or sounds (audio), such as "Herring Gull". Such coarse-grained crossmedia retrieval is not consistent with human lifestyle, where we generally have the fine-grained requirement of returning the exactly relevant results of "Slaty-backed Gull" instead of "Herring Gull". However, few researches focus on fine-grained cross-media retrieval, which is a highly challenging and practical task. Therefore, in this paper, we first construct a new benchmark for fine-grained cross-media retrieval, which consists of 200 fine-grained subcategories of the "Bird", and contains 4 media types, including image, text, video and audio. To the best of our knowledge, it is the first benchmark with 4 media types for fine-grained cross-media retrieval. Then, we propose a uniform deep model, namely FGCross-Net, which simultaneously learns 4 types of media without discriminative treatments. We jointly consider three constraints for better common representation learning: classification constraint ensures the learning of discriminative features for fine-grained subcategories, center constraint ensures the compactness characteristic of the features of the same subcategory, and ranking constraint ensures the sparsity characteristic of the features of different subcategories. Extensive experiments verify the usefulness of the new benchmark and the effectiveness of our FGCrossNet. The new benchmark and the source code of FGCrossNet will be made available at https://github.com/PKU-ICST-MIPL/FGCrossNet_ACMMM2019.
Queries

Cross-media Retrieval Results
The American herring gull or Smithsonian gull is a large gull that breeds in North America, where it is treated by the American Ornithologists' Union as a subspecies of herring gull .
Image
Adults are similar in appearance to the herring gull, but have a smaller yellow bill with a black ring, yellow legs, brown eyes and a more rounded head. The body is mainly white with grey back and upper wings. They...
Glaucous_winged_Gull is larger than a Ringbilled Gull, smaller than a Herring Gull.Varied, includes insects, fish, eggs, refuse. Summer diet inland is mostly insect also worms, spiders, rodents, eggs and young of other birds...
Text
It has no song but has a variety of cries and calls. The "long call" is a series of notes during which the head is dipped then raised. Pairs form in March or April. The nest is a scrape on the ground lined...
Video
Illegal hunting may be one of the causes of the decline in the Canadian population, and a second cause may be the decline in sea ice. Ivory gulls breed near to sea ice and the loss may make it difficult to feed their chicks. Figure 1 : Examples of cross-media retrieval, where the audio data is visualized by spectrogram.
Audio
INTRODUCTION
In the era of big data, multimedia data, such as image, text, video and audio, has become the main form of humans knowing the world. Therefore, it is significant to provide an effective multimedia retrieval paradigm to satisfy the requirement of human retrieval. Cross-media retrieval [1] is such an effective retrieval paradigm which users can get the results of various media types by submitting a query of any media type. It has attracted great interests from researchers. Some examples of cross-media retrieval are shown in Figure 1 .
Existing researches mainly concentrate on coarse-grained crossmedia retrieval. As shown in Figure 2 , when users submit an image of "Slaty-backed Gull" as the query, results of various media The legs and feet were pink. Overall the bird lacked the pot-bellied appearance that I associate with Slatybacked Gull and that lack was one reason I was afraid to identify...
(a) Coarse Cross-media Retrieval (b) Fine-grained Cross-media Retrieval
Queries
Cross-media Retrieval Results
Glaucous-winged Gull Slaty-backed Gull
Herring Gull Slaty-backed Gull California Gull Slaty-backed Gull Slaty-backed Gull Slaty-backed Gull Slaty-backed Gull Slaty-backed Gull Figure 2 : The difference between coarse-grained crossmedia retrieval and fine-grained cross-media retrieval, submitting an image of "Slaty-backed Gull" as the query.
types will be returned, including image, text, video and audio. In coarse-grained cross-media retrieval, it just treats the image as "Bird", so results related to "Bird" are returned without further finegrained consideration. Thus, the retrieval result may be the image of "Herring Gull", which is similar with "Slaty-backed Gull" in the global appearance, as shown in Figure 2 (a). It is hard to distinguish between "Slaty-backed Gull" and "Herring Gull". It does not satisfy the fine-grained requirement that we wish to get the results exactly related to "Slaty-backed Gull" instead of "Herring Gull". Fine-grained cross-media retrieval is such a paradigm that satisfies the fine-grained retrieval requirement, and returns the exactly related results corresponding to the fine-grained subcategory of the submitted query, as shown in Figure 2 (b). However, researchers rarely pay attention to this study. Fine-grained cross-media retrieval has three challenges: (1) Few datasets -Existing cross-media datasets are mainly constructed for coarse-grained cross-media retrieval with coarse-grained categories or semantics, but few datasets are available to explore the fine-grained cross-media retrieval. (2) Heterogeneity gap -Variant types of media have inconsistent distributions and feature representations, which makes the cross-media retrieval quite challenging.
(3) Small inter-class variance -Similar subcategories that belong to the same basic-level genus may have the similar global appearance (image or video), similar textual descriptions (text) and similar sounds (audio), which causes it difficult to discriminate similar fine-grained subcategories.
To address these issues, we first construct a new benchmark for fine-grained cross-media retrieval, and then propose a uniform deep model (FGCrossNet) to learn the common representations for 4 types of media simultaneously. Comprehensive experimental results and analyses on the new benchmark verify its usefulness and the effectiveness of our FGCrossNet. We summarize the contributions of this paper as follows:
(I) A new benchmark for fine-grained cross-media retrieval is constructed. It has 3 advantages: (1) Species diversity -It consists of 200 fine-grained subcategories of the "Bird", and contains 4 media types, including image, text, video and audio. To the best of our knowledge, it is the largest benchmark with the most media types for fine-grained cross-media retrieval.
(2) Domain diversity -Its data is collected from variant sources (domains), which causes that even the data of the same media type has different attributes and distributions, as well as increases the challenge of fine-grained cross-media retrieval.
(3) Availability -It will be released publicly for the researchers to promptly evaluate their methods on the new benchmark, which encourages further studies on fine-grained cross-media retrieval. (II) A uniform deep model for fine-grained cross-media retrieval is proposed, namely FGCrossNet, which simultaneously learns 4 types of media without discriminative treatments. We jointly consider three constraints for better common representation learning: classification constraint ensures the learning of discriminative features for fine-grained subcategories, center constraint ensures the compactness characteristic of the features of the same subcategory, and ranking constraint ensures the sparsity characteristic of the features of different subcategories.
A NEW BENCHMARK
There are already several datasets/benchmarks for coarse-grained cross-media retrieval, and their statistical information is shown in [3] , and annotate each of them with 5 sentences to construct the Pascal Sentences dataset [4] . Later on, some large scale cross-media datasets are constructed to boost the development of coarse-grained cross-media retrieval, such as Flickr-30K [5] and MS-COCO [6] . The textual information in these datasets is represented by sentences or articles. Chua et al. construct the NUS-WIDE dataset [7] , which collects 269,648 images of 81 coarse-grained categories from the websites. There are 5,018 unique tags, which represent the textual information of the corresponding images. These datasets have the same limitation that they only contain 2 media types, i.e. image and text. For comprehensive evaluation and boosting the development of coarse-grained cross-media retrieval, Peng et al. construct the PKU XMediaNet [1] , which is the largest cross-media dataset with up to 5 media types, including image, text, video, audio and 3D model. It contains 100,000 samples from 200 coarse-grained categories. Its categories are selected from WordNet 1 , and cover 47 species of animals such as "Bird" and "Dog", as well as 153 types of artifacts, such as "Airplane" and "Car". However, the above datasets only contain basic-level coarse-grained categories, so that they cannot satisfy the fine-grained retrieval requirement. Therefore, in this paper, we construct a new benchmark for finegrained cross-media retrieval, which consists of 4 media types, including image, text, video and audio, as well as contains 200 finegrained subcategories that belong to the coarse-grained category of "Bird". From Table 1 , we can see that our new benchmark is the largest benchmark with the most media types for fine-grained crossmedia retrieval. In the following paragraphs, we will introduce it in details from three aspects: collection and properties of the new benchmark, as well as the fine-grained cross-media retrieval task.
Collection
We collect data with variant media types, including image, text, video and audio, to construct the new benchmark for fine-grained cross-media retrieval. Inspired by the works in fine-grained visual categorization [8, 9] , we construct the new benchmark consisting of 200 fine-grained subcategories of "Bird". Researchers have built the image and video datasets consisting of 200 bird species with the same taxonomy, namely CUB-200-2011 [8] and YouTube Birds [9] . So we build the new benchmark on the basis of these two datasets, and directly use them as the image and video data. We first briefly introduce the two datasets as follows:
CUB-200-2011 [8] is the most widely-used fine-grained image classification [10, 11] dataset, including 11,788 images of 200 subcategories belonging to the same basic-level coarse-grained category of "Bird". It is divided as follows: training set contains 5,994 images, and testing set contains 5,794 images. Each image has detailed annotations: an image-level subcategory label, a bounding box of the object, 15 part locations and 312 binary attributes.
YouTube Birds [9] is a new fine-grained video dataset, including 18,350 videos of 200 subcategories belonging to the same basiclevel coarse-grained category of "Bird". Its taxonomy is the same with CUB-200-2011 dataset, and its video instances are collected from YouTube. The duration of each video is no more than 5 minutes. It is divided as follows: training set contains 12,666 videos, and testing set contains 5,684 videos.
Besides, we need to collect text and audio data. Since they are easily available on the Internet, we select some professional websites as our data sources, as shown in Table 2 . In the following paragraphs, we introduce the collection process in the two aspects: collecting and cleaning. 1 wordnet.princeton.edu/ Text Collecting: Wikipedia 2 is the largest free online encyclopedia, created and edited by volunteers around the world. From Wikipedia, we can easily get the corresponding textual descriptions by submitting the names of fine-grained subcategories as the query keywords. Note that the names of fine-grained subcategories are same with CUB-200-2011 dataset. From Wikipedia, we obtain the text data of 200 subcategories. However, the text instances of each subcategory are not enough. To get more text data, we apply two strategies: (1) More encyclopedia websites -Except the Wikipedia, we obtain the text data from the other 11 professional websites, such as All About Birds, Audubon, and Animal Spot, as shown in Table  2 . (2) More query keywords -A lot of the bird species have scientific names or aliases, which can be taken as the query keywords for getting more text data. For example, "Black-footed Albatross" has the scientific name as "Phoebastria Nigripes Audubon".
Audio Collecting: Same with text collecting, we also select the professional audio websites as the audio data sources, such as xenocanto 3 and Bird-sounds 4 which share sounds of different bird species from around the world. To get more audio data, we also apply the two strategies as text collecting: more professional audio websites, totally 7 websites as shown in Table 2 , and more query keywords.
Cleaning.
Text Cleaning: There are some noises in the collected data. We first remove the web page links from the text data, and then divide one textual article by paragraphs. After that each paragraph is taken as a text instance, which is the final text data. Since these text data is collected from the professional encyclopedia data, they have been well labeled.
Audio Cleaning: Since the durations of some collected audio instances are too long, e.g. more than an hour, we divide the audio into several parts to get more audio instances. However, the division causes some audio instances have no sounds of the bird species, so we ask human annotators to delete these audio instances. Note that some audio instances contain other sounds, such as the sounds of humans or wind, which increases the challenge of fine-grained cross-media retrieval. 
Glaucous-winged Gull
Slaty-backed Gull
California Gull
Herring Gull
California Gulls are strong, nimble fliers and opportunistic foragers; they forage on foot, from the air, and from the water. These social gulls breed in colonies and mix with other gull species along the coast in winter.
European birds lack the long gray tongues on the 6th, 7th, and 8th primaries and solid black markings on the 5th and 6th primaries that are shown by American Herring Gulls. Firstwinter European
The glaucous-winged gull is rarely found far from the ocean. It is a resident from the western coast of Alaska to the coast of Washington. It also breeds on the northwest coast of Alaska, in the summertime.
Adults are similar in appearance to the herring gull, but have a smaller yellow bill with a black ring, yellow legs, brown eyes and a more rounded head. The body is mainly white with grey back and upper wings. They have black primaries .
In the far north they mix with breeding Herring Gulls , and throughout all but the southern third of their range they mix with Ring-billed Gulls . They generally do not hybridize with either of these species, and they excel at getting ... Through collecting and cleaning, we get the final data for finegrained cross-media retrieval, some examples of the fine-grained cross-media data are shown in Figure 3 .
Video Audio
Properties
Scale.
From Table 1 , we can see that our new benchmark contains 4 media types, is only inferior to PKU XMediaNet dataset [1] , which contains the media type of 3D model additionally. The other crossmedia datasets only consist of 2 media types, i.e. image and text. Besides, the scale of each media type in the new benchmark is large, i.e. 11,788 images, 8,000 texts, 18,350 videos and 12,000 audios. For text, there are 40 instances of each subcategory. For audio, there are 60 instances of each subcategory.
Diversity.
Species Diversity The newly constructed benchmark contains 200 subcategories that are corresponding to 200 bird species. This property makes the new benchmark be the largest with the most media types for fine-grained cross-media retrieval. Similar finegrained subcategories bring the challenge of small inter-class variance: They have similar global appearance (image or video), similar textual descriptions (text) and similar sounds (audio), which makes it hard to discriminate similar subcategories. For example, in Figure  3 , even the image examples belong to different subcategories, they look similarly in global appearance.
Domain Diversity All the data is collected from different sources (domains) with variant qualities, which causes the shifts among the data distributions, and increases the challenge of fine-grained cross-media retrieval. For the images and videos, they are variant in resolution, color, view, illumination. For texts, they are variant in length. For audios, they are variant in length and background sound. The durations of audios are variant from 1 second to 2,000 seconds. Some audios contain not only the bird sounds, but also some other sounds, such as humans and wind.
Fine-grained Cross-media Retrieval
To demonstrate the usefulness of our newly constructed benchmark, we conduct the following two tasks for evaluating the fine-grained cross-media retrieval performance of different methods, namely bi-modality fine-grained cross-media retrieval and multi-modality fine-grained cross-media retrieval, following [1] .
Bi-modality fine-grained cross-media retrieval: The query is one instance of any media type, and the retrieval results are instances of the other one media type. For example, if the query is an image of "Slaty-backed Gull", the results can be text instances of "Slaty-backed Gull", which is denoted as "I → T". There are totally 12 retrieval tasks, including "I → T", "I → V", "I → A", "T → I", "T → V", "T → A", "V → I", "V → T", "V → A", "A → I", "A → T" and "A → V".
Multi-modality fine-grained cross-media retrieval: The query is one instance of any media type, and the retrieval results are instances of all media types. For example, if the query is an image of "Slaty-backed Gull", the results will be instances of "Slaty-backed Gull" in the types of image, text, video and audio, which is denoted as "I → all". There are totally 4 retrieval tasks, including "I → all", "T → all", "V → all" and "A → all".
OUR APPROACH
To demonstrate the usefulness of our newly constructed benchmark, we also propose a uniform deep model for fine-grained cross-media retrieval, namely FGCrossNet. In the following paragraphs, we introduce it in the aspects of network architecture, data preprocessing, loss function, training and retrieval. 
Network Architecture
Existing cross-media retrieval methods generally deal with different media data through different network streams, which causes some issues: (1) Architecture complexity -Different media data maybe processed by different types of networks. For example, image is generally processed by convolutional neural networks, such as ResNet [12] , while text may be processed by LSTM [13] . Thus, the final network architecture combines different types of networks, which is a highly complex deep model. (2) Training difficulty -Since the network architecture is complex, its training certainly will be difficult, which causes it hard to reproduce the method. To simplify the architecture complexity and reduce the training difficulty, we propose a uniform deep model, which adopts the same architecture to simultaneously learn 4 media data without discriminative treatments. Its architecture is shown in Figure 4 . We adopt ResNet50 [12] as our basic deep model. To achieve better performance, we make some modifications: take 448 × 448 as input size, and follow an average pooling layer with kernel size 14 and stride 1 after the last convolutional layer. It is noted that it can be replaced by any other state-of-the-art deep convolutional neural networks, such as AlexNet [14] and VGGNet [15] .
Data Preprocessing
To take different media data as the input of our FGCrossNet, we need to conduct data preprocessing firstly. For image, there is no need to do any preprocessing. For video, we draw 25 uniformlyspaced frames of each video as the video data. For audio, we apply Short-Time Fourier Transformation [16] to generate spectrogram for each audio instance following [17] , so that our FGCrossNet can deal with the audio data. We generate the spectrogram for each audio by librosa 5 , and set the size of the output spectrogram image as 448 × 448 in our experiments, which is independent of the audio's length. The examples of spectrograms are shown in Figure 3 . For text, to satisfy the input format of our FGCrossNet, we design a text processing approach, the whole process is shown in Figure  5 . Given a text, first we follow [18] to convert it into a vector of size n × d by quantizing each character using one-hot encoding, and the character embedding size is 16. Besides, we fix the max character number of the text is 448, so the vector size is 448 × 16. If the character number of the text is less than 448, we pad with zeros to the rows of the vector. If the character number is larger, then the text is truncated. All text data in our new benchmark contains less than 448 characters, so that no information will be lost. Then, we apply two 1D convolutional layers of 224 and 448 convolutions with size 3, padding 1 and stride 1 respectively, so the output is 448 × 448. Finally, we apply a 2D convolutional layer of 3 convolutions with size 3, padding 1 and stride 1, so the final output is 448 × 448 × 3, which is taken as the input of FGCrossNet. Furthermore, we apply position shift [19] to augment the text data for better learning of our FGCrossNet.
Loss Function
We design a new loss function to drive the learning of our FGCross-Net, which jointly considers three constraints for better common representation learning: classification constraint ensures the learning of discriminative features for fine-grained subcategories, center where the three items denote classification constraint, center constraint and ranking constraint respectively.
One-hot Encoding
Classification Constraint.
We apply cross-entropy loss function as classification constraint to drive our FGCrossNet to have the ability of distinguishing one subcategory from other similar subcategories. For example, distinguish "Slaty-backed Gull" from "Herring Gull", as shown in Figure  3 . The classification constraint L cl s is defined as follows:
where l (x k , y k ) is the cross-entropy loss function, I , T , V and A denote the media types of image, text, video and audio respectively. Take image as example, N I denotes the number of image data in the training set, y I k denotes the label of the k-th image data, x I k denotes the feature of the k-th image data, which is the output of FC layer of FGCrossNet, as shown in Figure 4 . It is noted that since we draw 25 uniformly-spaced frames of each video, N V denotes the number of all video frames in the training set.
Center Constraint.
In Equation (1), the second item L cen denotes the center constraint, and its definition is as follows:
To achieve better performance of fine-grained cross-media retrieval, the features of the same subcategory should be adjacent in the common space, which is to minimize the intra-class variance and reduce the domain shift. Inspired by clustering, we drive the learning of our FGCrossNet through minimizing the distance of the feature to its subcategory center. In Equation (3), x k denotes the feature of the k-th training data, which may be any media type. In center constraint, we do not discriminate which media type x k belongs to, but treat all media data equally, because we focus the compactness characteristic of the features of the same subcategory. Therefore, N denotes the number of all training media data, and c y k denotes the y k subcategory center, which is updated every batch in the training phase, and calculated by the features of all the media data of y k in a batch.
Ranking Constraint.
In Equation (1), the third item L r ank denotes the ranking constraint, and its definition is as follows:
Since center constraint is to minimize the intra-class variance, ranking constraint is to maximize the inter-class variance. We apply the quadruplet loss function [27] to drive our FGCrossNet to lead the feature outputs of different subcategories to be more dissimilar than those of same subcategory. In Equation (4), x denotes the training media data. It is noted that x i , x j , x k and x l denote 4 input instances of 4 media types respectively. There are two constraints among these 4 instances: (1) They must be different media types, i.e. one image, one text, one video and one audio. (2) They must belong to 3 subcategories, where two of the 4 instances are from the same subcategory, and the other two are from the left two subcategories respectively. For example, x i , x j , x k and x l denote image data, text data, video data, and audio data respectively, x i and x j are from the subcategory of "Slaty-backed Gull", x k is from "California Gull" and x l is from "Herring Gull", which constitute the quadruplet. More details of the quadruplet setting will be introduced in Section 3.4. Their variance is measured by L2 distance, which is denoted as d (). α 1 and α 2 denote the margin thresholds, which are to determine the balance of two terms of Equation (4). We set them to 1 and 0.5 as same as [27] .
Training
Input.
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constraint, we restrict that the 4 instances belong to 3 subcategories, which means two of them belong to the same subcategory. It is noted that this setting has nothing to do with the media types, so that the two instances belong to the same subcategory can be of any media type, and they are randomly selected to be x i and x j .
Training Strategy.
Since the inputs of FGCrossNet are images (image, video and audio) or image-like matrix (text), we first only take the image data as input to fine-tune our FGCrossNet, which is pre-trained on ImageNet dataset [28] . Then, we take 4 instances of 4 media types as inputs, as described in Section 3.4.1, to fine-tune our FGCrossNet by minimizing the new proposed loss function L with classification and center constraints first, then with all the three constraints. In the fine-tune phase, the learning rate starts with 0.001, and decreases by 0.5 for every 3 epochs.
Retrieval
When retrieval, we extract the outputs of FC layer in our FGCross-Net as the common representations for 4 media types. Then, we apply cosine distance to measure the similarities across different media data. Finally, we return the results based on the similarities.
EXPERIMENT
To demonstrate the usefulness of the new benchmark and the effectiveness of our FGCrossNet, we conduct fine-grained cross-media retrieval task on the newly constructed benchmark and compare with state-of-the-art methods.
Data and Evaluation Metric
Data Division.
For image and video, we follow the division settings of the original datasets. For image, the training set contains 5,994 images, and the testing set contains 5,794 images. For video, the training set contains 12,666 videos, and the testing set contains 5,684 videos. For text, the training and testing sets contain 4,000 texts respectively. For audio, both of the training and testing sets contain 6,000 audios.
Evaluation Metric.
Following [1] , we apply the mean average precision (MAP) score to evaluate the fine-grained cross-media retrieval performance. We first calculate average precision (AP) score for each query, and then calculate their mean value as MAP score. 
Compared Methods
We compare our FGCrossNet with state-of-the-art cross-media retrieval methods, including MHTN [20] , ACMR [21] , JRL [22] , GSPH [23] , CMDN [24] , SCAN [25] , GXN [26] . MHTN [20] learns common representations for 5 media types by transferring knowledge from single-media source domain (image) to cross-media target domain. ACMR [21] learns the common representations by adversarial learning. JRL [22] applies semi-supervised regularization and sparse regularization to learn the common representations. GSPH [23] proposes a generalized hashing method to preserve the semantic distance between two media types. CMDN [24] first learns separate representations for each media by multiple deep networks, and then generates the common representations by a stacked network. SCAN [25] considers the latent alignments between image regions and text words to learn the image-text similarity. GXN [26] incorporates generative processes into feature embedding to learn common representations. Since SCAN and GXN are specially designed for cross-media retrieval between image and text, which are not easy to extend to cross-media retrieval among 4 media types. So we only compare with them on cross-media retrieval between image and text, and compare with the other state-of-the-art methods on cross-media retrieval among 4 media types.
Comparisons with State-of-the-art Methods
In the experiments, we conduct two types of retrieval tasks, namely bi-modality fine-grained cross-media retrieval and multi-modal fine-grained cross-media retrieval. The results of our FGCrossNet and compared methods are shown in Tables 3 to 4. For the compared methods, we take the same features as the inputs for fair comparison. For image and video, if the input is not the original image, we take 200-dimensional CNN feature as the input, which is extracted from the FC layer of ResNet50. It is noted that the ResNet50 is fine-tuned on the image data of the new benchmark. For text, we take the 1,000-dimensional BoW feature as the input. For audio, we take the 128-dimensional MFCC features as the input.
4.3.1
Comparisons on Bi-modality Fine-grained Cross-media retrieval. Table 3 shows the MAP scores of bi-modality fine-grained crossmedia retrieval of our FGCrossNet compared with existing methods on all 4 media types. We can see that our FGCrossNet achieves the best retrieval performance than all compared methods. Among the compared methods, MHTN achieves the best performance, which mainly because of its transfer learning ability from external singlemedia data to the cross-media data. But, our FGCrossNet achieves higher MAP scores than MHTN on all 12 bi-modality fine-grained cross-media retrieval tasks. It is mainly because of: (1) Our FGCross-Net also applies transfer mechanism among cross-media data, which transfers the knowledge from image to text, video and audio. It is different from MHTN, which transfers the external knowledge to cross-media data. (2) We design a uniform deep model to learn the 4 media data simultaneously, which mainly has the similar input forms and outputs, and reduces the heterogeneity gap to some extent. (3) We jointly consider the classification constraint, center constraint and ranking constraint, to minimize the intra-class variance and maximize the inter-class variance.
SCAN adopts Faster R-CNN [29] to exploit the regions corresponding to objects, which is not suited for our new benchmark, due to that the images mostly only have one object. GXN utilizes the generative models to improve the common representation learning. It is not suited for our new benchmark, since the image does not have a corresponding text descriptions. The text data in the new benchmark mainly focus on introducing the subcategory, not describing each image. So their performances on the new fine-grained cross-media retrieval benchmark are not well.
Comparisons on Multi-modality Fine-grained Crossmedia retrieval.
We also conduct the multi-modality fine-grained cross-media retrieval to verify the effectiveness of our FGCrossNet, and the results are shown in Table 4 . The trend is same with bi-modality fine-grained cross-media retrieval, our FGCrossNet achieves the best retrieval performance. It is noted that our FGCrossNet has an advantage on the common representation learning of 4 media types, that it is a uniform and simple deep model, and can generate features for image, text, video and audio simultaneously. Among the compared methods, only MHTN can learn the common representations of 4 media types at the same time. Although MHTN can learn the common representations of 4 media types simultaneously, its model is complex, where each media type has a special designed network stream. For the other compared methods, they learn the common representations between 2 modalities, which increases the complexities of both training and testing. Taking I→All as an example, we first conduct the bi-modality fine-grained cross-media retrievals between 2 modalities with their corresponding common representation, i.e. I→T, I→V and I→A. Then we combine their results and the results of I→I as the final results of I→All.
Ablation Study
To verify the effect of each constraint in our FGCrossNet, we conduct ablation studies. The results are shown in Table 5 . We can observe that: (1) "Classification Constraint" denotes that only using classification constraint to train our FGCrossNet, which also achieves better retrieval performance than all the compared methods. This shows that the classification constraint can help FGCross-Net learn the discriminative features that can discriminate similar subcategories. (2) "+Center Constraint" denotes additionally using center constraint at the basis of classification constraint. It achieves the better retrieval performance than only using classification constraint by 0.043, which is because that center constraint enforces the features of the same subcategory clustering into its subcategory center. (3) "+Ranking Constraint" denotes that applying all the three constraints in the loss function of FGCrossNet, which achieves the best performance except on "I → A" and "A → I". Ranking constraints focuses on the distinction between features of different subcategories, which boosts the retrieval performance.
