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Abstract
Several approaches have been proposed for numerically solving lower dimensional, nonlinear, higher
index differential algebraic equations (DAEs) for which more classical numerical methods such as backward
differentiation or implicit Runge–Kutta may not be appropriate. One of these approaches is called explicit
integration (EI). This approach is based on solving nonlinear DAE derivative arrays using nonlinear singular
least squares methods. This results in a computed ODE, called the least squares completion, whose solutions
contain those of the original DAE. This ODE is then integrated by a classical numerical method. The
additional dynamics of the least squares completion can affect the numerical solution of the DAE. This
paper begins the study of determining these extra dynamics.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Many physical problems are most easily initially modeled as a nonlinear implicit system of
differential and algebraic equations (DAEs),
F(x′, x, t) = 0 (1)
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with Fx′ = F/x′ identically singular. Because of the existence of explicit and implicit con-
straints, the solutions of (1) form a submanifold in (x, t) space called the solution manifold.
Equivalently only some initial conditions (x, t) are consistent. A variety of numerical methods
have been developed for (1) ranging from backward differentiation (BDF) to implicit Runge–Kutta
(IRK) methods [3,13,17]. These methods are only directly suitable for lower index problems and
often require that the problems have a special structure. Although many important applications can
be solved by these methods there is a need for more general approaches. One more general method
was proposed in [6]. In the actual implementation of this approach, only the original equations (1)
need to be differentiated. All subsequent calculations can be done numerically. This method can
also be used to find initial conditions for use with other methods. Progress on computational issues
is discussed in [11,12]. Two other approaches have been proposed for solving general DAEs. All
start from the same differentiated equations. One is the Implicit Coordinate Partitioning (ICP) and
the later Unitary Coordinate Partitioning (UCP) of [1]. Alternatively there is the work of [15,16].
The basic idea of [6], which is called explicit integration (EI), is to numerically compute an
ordinary differential equation (ODE) whose solutions include those of the original DAE. The ODE
is called a completion since the original vector field which was only defined on a submanifold is
now defined on an open set containing the submanifold. The ODE can then be integrated by a
numerical method. In this paper we begin the careful examination of the nature of the additional
solutions in the completion which we refer to as the additional dynamics. These questions are of
interest in their own right. But they are also important because of their implications for numerical
methods. The EI approach has several advantages when it comes to efficient implementation, but
the extra dynamics could cause drift off the constraints and other problems. Once these extra
dynamics are understood, the hope is to modify the numerical procedures so that these dynamics
can be controlled in a numerically robust manner.
Section 2 surveys the background of this problem and develops some needed general
results. Section 3 presents our results on least squares completions for the linear time invariant
problem. Section 4 introduces an alternative completion which has some desirable properties. We
conclude with some additional comments.
2. General DAE background
In general, the solution x of (1) will depend on derivatives of F . Thus the question is not
whether differentiation will be done but where. The most reliable differentiation is of what is
given initially, the original DAE. Suppose that (1) has a well defined solution manifold. That is, it
is a solvable DAE. Define stack[a1, . . . , ai] = [aT1 , . . . , aTi ]T. If (1) is differentiated r times with
respect to t , we get the (r + 1)n derivative array equations [8]
G(x′, w, x, t) = 0, (2)
where
w = stack[x(2), . . . , x(r+1)]. (3)
IfM is an s dimensional manifold in Rb with s < b and x0 ∈M, then an open set containing
x0, or equivalently a “neighborhood of x0,” will be a Rb neighborhood and not a neighborhood
inM.
A pair (x, t) is consistent if there exists a solution of the DAE (1) for which x(t) = x. Given
a consistent value of (x, t), (2) viewed as an algebraic equation, will generally have a manifold
of solutions for (x′, w). Suppose, however, that (2) uniquely determines x′ if consistent (x, t) are
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given. The smallest number of differentiations r with this property is the (global) index of (1). If
such an r exists, then onM we have x′ is a function of just (x, t) so that
x′ = g(x, t). (4)
An expression x′ = h¯(x, t) which holds on an open set including the solutions of the DAE
is called a completion [7,8] of the DAE. Note that if (x, t) is consistent, then we must have
h¯(x, t) = g(x, t). If the completion is computed in some manner from (2), it is a natural comple-
tion. Natural completions are never unique for higher index DAEs [7]. In fact, that paper shows
the extra dynamics are essentially arbitrary and depend on the choice of linear algebra.
A system of algebraic equations
A
[
x1
x2
]
= b
is 1-full [4] with respect to x1 if x1 is uniquely determined for any consistent b. In the linear time
varying case
A(t)x′ + B(t)x = f (t), (5)
the key assumption was that the analogue of (2) was 1-full and its Jacobian was constant rank [4].
For the linear case these conditions are essentially equivalent to solvability of the DAE [5]. They
are independent of constant rank assumptions on Fx′ in (1) or E in (5).
For the nonlinear system (2), let H(v,w) = G(v,w, x, t) for a given (x, t). Given an initial
guess (v0, w0), we shall solve (2) for (v,w) numerically using the generalized Gauss–Newton
iteration [2]
[vn+1, wn+1] = [vn,wn] − [Hv(vn,wn),Hw(vn,wn)]†H(vn,wn), (6)
where A†b is the minimum norm least squares solution of Ax = b. It is important to note that (6)
is done for each possible (x, t) so that all terms on the right hand side of (6) depend on x, t .
In order for our method to work we need the following conditions to hold for G in (2) in a
neighborhood of a solution,
(A1) G = 0 is consistent as an algebraic equation.
(A2) The DAE (1) is solvable.
(A3) J = [Gx′ Gw] is 1-full and has constant rank independent of (x′, w, x, t).
(A4) [Gx′ Gw Gx] has full row rank independent of (x′, w, x, t).
These restrictions are almost equivalent to solvability [9].
In [6] it is shown that under the assumptions (A1)–(A4) that if (v0, w0) is close enough to
values for a solution of (1) and (x, t) is close enough to being consistent, then the iteration (6)
converges. Let (v∗, w∗) be the limit of the iteration (6). The limit (v∗, w∗) of (6) satisfies the least
squares equation
[Hv(v∗, w∗),Hw(v∗, w∗)]TH(v∗, w∗) = 0. (7)
Here we use the well known equivalence of H †H = 0 and HTH = 0 as equations. Note that (7)
is not equivalent to (2) since [Hv Hw] does not have full row rank.
We have used H to simplify our notation but the least squares equations (7) are actually
[Gv(v∗, w∗, x, t),Gw(v∗, w∗, x, t)]TG(v∗, w∗, x, t) = 0. (8)
If all the equations in (2) are used, then the constraints defining the DAE are imposed and
the vector field will only live on the solution manifold. Thus any completion will only satisfy a
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smaller set of equations than (2). There are many different completions possible given that one
starts with (2) and only use some of the equations. There are also, of course, many different
solutions of (8). However, by the 1-fullness assumptions they all produce the same value for v∗
for (x, t) consistent and nearly consistent. Furthermore this value depends only on x, t and not
on w. Thus
v∗ = Q(x, t) (9)
and (8) defines a completion,
x′ = Q(x, t) (10)
called the least squares completion. This completion is the one numerically integrated in the EI
approach. The extra dynamics in the least squares completion could make the problem either
easier or harder to integrate. Ideally the solution manifold of the DAE would be asymptotically
stable. If it is unstable, then the movement away from the manifold should be slow. This paper will
examine the additional dynamics of the least squares completion for the first time. The additional
dynamics can vary greatly depending on how the completion is computed. It is because we are
using the least squares completion that these extra dynamics are uniquely determined for a given
DAE.
2.1. Two useful results
The next result will be used often. It appears in a modified form in [8]. It shows that the least
squares completion is not changed by extra, or reduced, differentiation.
Theorem 1. Suppose that G is a derivative array which may have been formed by differentiating
different equations in (1) a different number of times and with Jacobian J which is large enough
so that assumptions (A1)–(A4) hold. Suppose that we differentiate F some additional times so
that we have additional equations G˜ = 0. Then the least squares equations for this larger set of
equations are equivalent to
J TG = 0, (11a)
G˜ = 0. (11b)
Proof. The least squares equations for the larger derivative array Ĝ are
Ĵ TĜ =
[
J T J T1
0 J T2
][
G
G˜
]
= 0. (12)
Performing a row compression of J T we get⎡⎣R ∗0 J3
0 J T2
⎤⎦[G
G˜
]
= 0,
where R is full row rank. Now the fact that the (A1)–(A4) assumptions hold for J means that
J and Ĵ have the same co-rank since the co-rank equals the number of constraints defining the
solution manifold. Thus the nullity of J T and Ĵ T are the same and the nullity of J T is the nullity
of the matrix R. Thus the matrix
[
J3
JT2
]
is full column rank. Hence (12) is equivalent to RG = 0
and G˜ = 0 which is (11). 
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Many physical problems take the form
F(x′1, x1, x′2, x2, t) = 0, (13a)
F˜ (x′2, x2, t) = 0. (13b)
As noted in [7] the least squares completion of (13) is not just made up of the least squares
completions of (13a) and (13b). However, this is true in a special case which will be useful later.
Theorem 2. Suppose that (13) is a solvable DAE which satisfies (A1)–(A4). Suppose also that
(13a) is index zero in x1, that is, F/x′1 is nonsingular. Then the least squares completion of
(13) consists of (13a) and the least squares completion of (13b).
Proof. We compute the derivative array equations, except first we list all the derivatives of (13a)
and then list all the derivatives of (13b). Similarly when taking the Jacobians we first partial with
respect to x′1 and its higher derivatives w1 and then with respect to x′2 and its higher derivatives
w2. This modification consists of permutations of the usual least squares equations and thus the
new equations are equivalent to the old ones. The least squares equations are then of the form⎡⎣Gx′1 Gw1 Gx′2 Gw2
0 0 G˜x′2 G˜w2
⎤⎦T [G(x′1, w1, x′2, w2, x1, x2, t)
G˜(x′2, w2, x2, t)
]
(14)
=
⎡⎣1 0
2 [G˜x′2 G˜w2 ]T
⎤⎦[G(x′1, w1, x′2, w2, x1, x2, t)
G˜(x′2, w2, x2, t)
]
= 0, (15)
where 1 is invertible. Thus we can perform row operations to make 1 = I and to zero out 2
without changing the solution of the least squares equations. Thus (15) is equivalent to
G(x′1, w1, x′2, w2, x1, x2, t) = 0, (16)[
G˜x′2 G˜w2
]T
G˜(x′2, w2, x2, t) = 0. (17)
But (13a) is the first block equation in (16) and (17) which are the least squares equations for
(13b) and the theorem follows. 
Theorem 2 does not hold if we relax the index zero assumption with respect to x1 of (l3). This
is illustrated by the next example.
Example 1. The least squares completion of
x′2 − x1 = 0, (18a)
x2 = 0 (18b)
is shown in Lemma 2 to be
x′1 = 0,
x′2 + 12x1 = 0
which does not have the same block triangular structure as (18).
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3. Linear systems
With these preliminaries out of the way we turn to examining the extra dynamics for linear
DAEs. Consider the next example.
Example 2. Let α, β be parameters in the index one linear time varying DAE;
x′1 = βx1, (19a)
0 = eαt (x1 − x2). (19b)
Eq. (19) is solvable with solutions x1 = eβt c, x2 = x1 for all values of α. Here c is an arbitrary
constant. The least squares completion is
x′1 = βx1, (20a)
x′2 = −αx2 + (α + β)x1. (20b)
The eigenvalues of the system (20) are {β,−α}. Note that β comes from the dynamics of the
DAE (19) but −α is from the additional dynamics of the least squares completion.
This example illustrates that determining the dynamics for a time varying system is a
nontrivial problem which will have to involve how the system is changing. In particular, the
additional dynamics could be asymptotically stable or grow exponentially rather than poly-
nomially.
3.1. Linear time invariant systems
In [7] we showed that if one starts with the derivative array and performs linear algebra
operations to compute the completion, then the additional dynamics depend on the choice of
operations and are essentially arbitrary. That is, given any eigenvalues one can find operations
that will produce those eigenvalues. We will now show that the extra dynamics of the least squares
completion are not arbitrary.
Suppose that we have a linear time invariant DAE
Ax′ + Bx = f (21)
with a regular matrix pencil {A,B} and of index k so that (A1)–(A4) hold. The usual Kronecker
structure is given by transforming (21) to
PAQy′ + PBQy = Pf, (22)
where P and Q are invertible, and (22) is obtained by the coordinate change x = Qy and multi-
plying Eq. (21) by P . Unfortunately, transformations of this generality could alter the additional
dynamics of the least squares completion so we need to find out which transformations do not
affect it. Let G be the derivative array equations for (21) and G˜ the equations for (22).
Theorem 1 says that for theoretical purposes we may just assume all equations are differentiated
k times. Hence for the system (21) we have
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J = Gv,w =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
A 0 0 · · · 0 0
B A 0 · · · 0 0
0 B A · · · 0 0
...
.
.
.
...
0 0 0 · · · A 0
0 0 0 · · · B A
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (23)
Let
F =
⎡⎢⎢⎢⎣
f − Bx
f ′
...
f (k)
⎤⎥⎥⎥⎦ = f −Fx.
Then the least squares equation for (21) becomes
J TJ
[
u
w
]
= J TF . (24)
Let J˜ be the Jacobian for derivative array equations for (22) and define F˜ , F̂ by
F˜ =
⎡⎢⎢⎢⎣
Pf − PBQy
Pf ′
...
Pf (k)
⎤⎥⎥⎥⎦ = [[P ]]F̂ = [[P ]]
⎡⎢⎢⎢⎣
f − BQy
f ′
...
f (k)
⎤⎥⎥⎥⎦ .
Then the least square equations of (22) becomes
J˜ TJ˜
[
v
w˜
]
= J˜ TF˜ , (25)
where w˜ = stack[y′′, . . . , y(k)]. Let [[Z]] be a (k + 1) × (k + 1) block diagonal matrix with Z
on the diagonal. Of course, [[Z]]T = [[ZT]]. Then we have: J˜ = [[P ]]J [[Q]] and F2 = [[P ]]F ′1
where F2 = F˜ and F ′1 = F̂ . Thus the least squares equation for (25) becomes
[[QT]]J T[[P T]][[P ]]J [[Q]]
[
v
w˜
]
= [[QT]]J T[[P T]][[P ]]F ′1
or
[[QT]]J T[[P TP ]]J [[Q]]
[
v
w˜
]
= [[QT]]J T[[P TP ]]F ′1.
QT is invertible so that
J T[[P TP ]]J [[Q]]
[
v
w˜
]
= J T[[P TP ]]F ′1.
Suppose that P TP commutes with A and B. Then J T[[P TP ]] = [[P TP ]]J T. Hence Eq. (24)
becomes
[[P TP ]]J TJ [[Q]]
[
v
w˜
]
= [[P TP ]]J TF ′1.
Then P TP being invertible implies
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J TJ [[Q]]
[
v
w˜
]
= J TF ′1.
By the assumptions (A1)–(A4), there is an invertible matrix K corresponding to performing
row operations, such that
KJ TJ =
[
In×n 0
0 C
]
for some matrix C. Then, the least square completions of (21) will be
x′ = (KJ TF ′1)1,
where (·)1 denotes the first block row of the matrix inside. Then Eq. (25) becomes[
In×n 0
0 C
]
[[Q]]
[
v
w˜
]
= KGT1F ′1. (26)
We can now state the following result which follows from (26). This result shows that there is
no restriction on the Q matrix.
Lemma 1. Suppose that P TP commutes with A and B where {A,B} is a regular pencil. Suppose
that x′ = h(x, t) is the least squares completion of (21). Let x = Qy. Then y′ = Q−1h(Qy, t) is
the least square completion of (22).
We now examine the restrictions on P . Suppose that we have a DAE (21) with regular pencil.
Then there are invertible P and Q such that
PAQ =
[
I 0
0 N
]
, PBQ =
[
C 0
0 I
]
,
where N is nilpotent and strictly upper triangular. Let P = stack[P1, P2, . . ., Pn]. That is, the Pi
are the rows of P . Then, starting with Pn and applying the Gram–Schmidt orthonormalization
procedure in the order Pn, Pn−1, . . . , P1, after a finite number of elementary row operations, we
can get to an orthogonal matrix. Let K denote the matrix corresponding to these operations. Note
that K is upper triangular. Then, KP is orthogonal and
KPAQ = K
[
I 0
0 N
]
, KPBQ = K
[
C 0
0 I
]
.
P is orthogonalized in the order of Pn, Pn−1, . . . , P1. Therefore, when we apply K to
[
I 0
0 N
]
and
[
C 0
0 I
]
, every row is affected only by the rows below it. Since
[
I 0
0 N
]
and
[
C 0
0 I
]
are block
upper triangular, the resulting matrices will also be block upper triangular. Thus, we will have
K
[
I 0
0 N
]
=
[
C1 C2
0 N1
]
, K
[
C 0
0 I
]
=
[
D1 D2
0 D3
]
, (27)
where C1,D1,D3 are invertible. D3 is upper triangular and N1 is strictly upper triangular and
thus nilpotent.
Thus we have that multiplication on the left by the orthogonal matrix KP and coordinate
change given by Q gives us
C1y
′
1 = −C2y′2 + D1y1 + D2y2 + f11, (28a)
N1y
′
2 = D3y2 + f12 (28b)
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which is in the form of (l3) and the assumptions of Theorem 2 are satisfied. Thus it suffices to
consider (28b), But letting y2 = D−13 z we get that (28b) becomes N2z′ + z = g where N2 is
nilpotent of index k. Thus we can consider a purely nilpotent system.
3.2. Nilpotent case
Suppose that we have a constant coefficient DAE in the form
Ny′ + y = f, (29)
where N is nilpotent of index k so that Nk = 0 and Nk−1 /= 0. For notational convenience, let
M = NT. Then the related Jacobian becomes
J˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
N 0 0 · · · 0 0
I N 0 · · · 0 0
0 I N · · · 0 0
...
.
.
.
...
0 0 0 · · · N 0
0 0 0 · · · I N
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
If we use the augmented matrix form of the derivative array equations, we have⎡⎢⎢⎢⎢⎢⎢⎢⎣
N 0 0 · · · 0 0 f − y
I N 0 · · · 0 0 f ′
0 I N · · · 0 0 f ′′
...
.
.
.
...
0 0 0 · · · N 0 f (k−1)
0 0 0 · · · I N f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Now, we can express the least squares equations as⎡⎢⎢⎢⎢⎢⎢⎢⎣
M I 0 · · · 0 0
0 M I · · · 0 0
0 0 M · · · 0 0
...
0 0 0 · · · M I
0 0 0 · · · 0 M
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
N 0 0 · · · 0 0 f − y
I N 0 · · · 0 0 f ′
0 I N · · · 0 0 f ′′
...
.
.
.
...
0 0 0 · · · N 0 f (k−1)
0 0 0 · · · I N f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (30)
We perform elementary row operations which are equivalent to mulitplying on the left by⎡⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 · · · 0 0
−M I 0 · · · 0 0
M2 −M I · · · 0 0
...
(−1)k−1Mk−1 (−1)k−2Mk−2 (−1)k−3Mk−3 · · · I 0
0 (−1)k−1Mk−1 (−1)k−2Mk−2 · · · −M I
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
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Then Eq. (30) becomes⎡⎢⎢⎢⎢⎢⎢⎢⎣
M I 0 · · · 0 0
−M2 0 I · · · 0 0
M3 0 0 · · · 0 0
...
0 0 0 · · · 0 I
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
N 0 0 · · · 0 0 f − y
I N 0 · · · 0 0 f ′
0 I N · · · 0 0 f ′′
...
.
.
.
...
0 0 0 · · · N 0 f (k−1)
0 0 0 · · · I N f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Performing the matrix multiplications we get the system:⎡⎢⎢⎢⎢⎢⎢⎢⎣
MN + I N 0 · · · 0 0
−M2N I N · · · 0 0
M3N 0 I · · · 0 0
...
0 0 0 · · · I N
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y′
y′′
y′′′
...
y(k−1)
y(k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= −
⎡⎢⎢⎢⎢⎢⎢⎢⎣
M I 0 · · · 0 0
−M2 0 I · · · 0 0
M3 0 0 · · · 0 0
...
0 0 0 · · · 0 I
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−f + y
−f ′
−f ′′
...
−f (k−1)
−f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Now multiply on the left by⎡⎢⎢⎢⎢⎢⎢⎢⎣
I −N N2 · · · (−1)k−1Nk−1 0
0 I 0 · · · 0 0
0 0 I · · · 0 0
...
0 0 0 · · · I 0
0 0 0 · · · 0 I
⎤⎥⎥⎥⎥⎥⎥⎥⎦
to give⎡⎢⎢⎢⎢⎢⎢⎢⎣
I + XN 0 0 · · · 0 0
−M2N I N · · · 0 0
M3N 0 I · · · 0 0
...
0 0 0 · · · I N
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
y′
y′′
y′′′
...
y(k−1)
y(k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= −
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I −N N2 · · · (−1)k−1Nk−1 0
0 I 0 · · · 0 0
0 0 I · · · 0 0
...
0 0 0 · · · I 0
0 0 0 · · · 0 I
⎤⎥⎥⎥⎥⎥⎥⎥⎦
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×
⎡⎢⎢⎢⎢⎢⎢⎢⎣
M I 0 · · · 0 0
−M2 0 I · · · 0 0
M3 0 0 · · · 0 0
...
0 0 0 · · · 0 I
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−f + y
−f ′
−f ′′
...
−f (k−1)
−f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= −
⎡⎢⎢⎢⎢⎢⎢⎢⎣
X I −N · · · (−1)k−2Nk−2 (−1)k−1Nk−1
−M2 0 I · · · 0 0
M3 0 0 · · · 0 0
...
0 0 0 · · · 0 I
0 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−f + y
−f ′
−f ′′
...
−f (k−1)
−f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (31)
where
X = M + NM2 + N2M3 + · · · + Nk−2Mk−1. (32)
Looking at the top row of (31) we get
Lemma 2. The least squares completion of Ny′ + y = f where N is nilpotent of index k is
y′ = −(I + XN)−1Xy + (I + XN)−1Xf − (I + XN)−1
k∑
i=1
(−1)iNi−1f (i), (33)
where X = M + NM2 + N2M3 + · · · + Nk−2Mk−1.
Note that one solution of (33) is
y =
k∑
i=1
(−N)i−1f (i−1)
which is the unique solution of (29).
In terms of the dynamics of the least squares completion, the key concern is the eigenvalues
and eigenstructure of
 = −(I + XN)−1X. (34)
Since X is singular, always has some zero eigenvalues and the least squares completion cannot
be asymptotically stable. The index of these zero eigenvalues is important since they lead to a
polynomial drift off the manifold and the order of the polynomial will increase with the index.
We now show that  is also nilpotent of the same index as N .
Lemma 3. If N is nilpotent of index k and X is given by (32), then  given by (34) is also
nilpotent of index k.
Proof. Suppose that Nk = 0 and Nk−1 /= 0. Let
S =
k−2∑
i=0
NiMi (35)
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so that X = SM . Then  = −(I + SMN)−1SM . Thus it suffices to consider
L = − = (S−1 + MN)−1M. (36)
S is positive definite so it has a positive definite square root R. Let N̂ = R−1NR which is similar
to N . Then substitution gives
L = R(I + N̂TR2N̂)−1N̂TRT.
Let L̂ = R−1LR. Then
L̂ = N̂TR2(I + N̂N̂TR2)−1. (37)
We need only show that L̂ has the same nilpotent structure as N̂T. From the definition (35) of S
it follows easily that
S + Nk−1Mk−1 − NSM = I. (38)
Multiplying (38) on the left by Nk−1 and the right by Mk−1 and using Nk = 0 gives
Nk−1SMk−1 = Nk−1Mk−1. (39)
Substituting in S = R2 and N = RN̂R−1 converts (38) to
R2 + RN̂k−1R−2(N̂T)k−1R − RN̂R−1R2R−1N̂TR = I. (40)
Multiplying (40) on the left and right by R−1 and simplifying gives
I + N̂k−1R−2(N̂T)k−1 − N̂N̂T = R−2. (41)
Multiplying (41) on the left and right by N̂k−1 and (N̂k−1)T gives
N̂k−1(N̂k−1)T = N̂k−1R−2(N̂k−1)T. (42)
Now multiply (41) on the right by R2 and move the second term on the left to the right side to
give
I + N̂N̂TR2 =
(
I + N̂k−1R−2(N̂k−1)T
)
R2. (43)
Substituting (43) into (37) and then using (42) gives that
L̂ = N̂TR2R−2
(
I + N̂k−1R−2(N̂k−1)T
)−1
(44)
= N̂T
(
I + N̂k−1R−2(N̂k−1)T
)−1 = N̂T (I + N̂k−1(N̂k−1)T)−1 . (45)
But N̂ is nilpotent of index k. Thus unitary similarity, which preserves all of the above calcu-
lations, can be used to make N̂ into a k × k block strictly upper triangular matrix. But then
I + N̂k−1(N̂k−1)T is block diagonal and hence so is its inverse. Finally we get that L̂ is block
strictly lower triangular and hence nilpotent with the same index as N . 
We have shown then that for linear time invariant systems, the additional dynamics of the
least squares completion consist of terms that grow polynomially in time. That is, the additional
eigenvalues are 0. The order of the polynomial is one less than the index of the DAE. This raises
the question of whether another completion could be computed that has better stability properties.
4. An alternative least squares completion
If a completion is to be most useful then it will need to be computable. In the time varying
case this will mean that the numerical calculations at each time t must result in a completion that
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is continuous in t . This is one of the advantages of the least squares completion. But the previous
section shows that this could result in polynomial dynamics off the solution manifold. This raises
the question of whether there is an alternative type of completion that would be better behaved and
still be numerically computable. In [14,15] an approach is introduced which numerically finds an
index one DAE and integrates it with a BDF method. In this section we show how for linear time
invariant systems this approach can be modified to produce a completion whose extra dynamics
are just zero order polynomials (constants).
Suppose then that we have (21) which is a solvable index k DAE with its derivative array
equation Jw +Fx = f . The least squares completion comes from the first block row of J †(f −
Fx) = J †F .
We have that J is singular. Let a tilde denote the corresponding entries working with one less
differentiation than that required for our assumptions. Essentially this is enough of the derivative
array equations to give explicitly the constraints defining the solution manifold and also the
continuous derivatives but not enough to get all the derivatives of the algebraic variables.
Let Z2 be a matrix whose columns form an orthonormal basis for R(J˜ )⊥. Equivalently the
columns of Z2 are an orthonormal basis for the nullspace of J˜ T. Thus ZT2 J˜ = 0. Let p = k − 1
and ZT2 = [ZT20, . . . , ZT2p]. The constraint manifold is given by ZT2 F˜ = 0.
Let T2 be a matrix whose columns form an orthonormal basis for N(ZT2 F˜). Since
F˜ =
⎡⎢⎢⎢⎣
B
0
...
0
⎤⎥⎥⎥⎦
kn×n
we have ZT2 F˜ = ZT2,0B.
Let Z1 be a matrix whose columns form an orthonormal basis for R(AT2). Then the matrix[
ZT1 A
ZT2,0B
]
is now square. We claim that it is also invertible. Suppose it is not invertible. Then, there exist a
v /= 0 such that[
ZT1 A
ZT2,0B
]
v = 0
which implies ZT1 Av = 0 and ZT2,0Bv = 0. From the second equation we get v ∈ N(ZT2,0B) =
R(T2). Thus, there is an x /= 0 such that T2x = v. Then ZT1 Av = ZT1 A(T2x) = ZT1 (AT2x) = 0
which is a contradiction since the columns of Z1 form a basis for the range of AT2. Note that AT2
has zero nullspace by construction, so AT2x /= 0.
Observe that Z1, Z2, T2 are unique up to right multiplication by an orthogonal transformation.
Now define, here a + d = n,
 =
⎡⎢⎢⎢⎢⎣
ZT1 0d×p
ZT2 0a×p
0a×p ZT2
ZT3
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
ZT1 0 · · · 0
ZT2,0 · · · ZT2,p 0
0 ZT2,0 · · · ZT2,p
ZT3,0 Z
T
3,1 · · · ZT3,k
⎤⎥⎥⎥⎥⎦ .
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The ZT3 are just extra orthonormal rows, orthogonal to the other rows, which are needed to make
 invertible. Note that  is conformal with J and not J˜ . Also  is unique up to an orthogonal
matrix on the left since each block row is unique up to an orthogonal matrix on the left.
 is invertible. Instead of solving Jw = F we shall solveJw = F using least squares. That
is, using (J )†F . This answer is unique and independent of how the Z1, Z2, T1 are constructed.
The augmented form of the derivative array equations [J,F|f] is⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A 0 0 · · · 0 0 −B f
B A 0 · · · 0 0 0 f ′
0 B A · · · 0 0 0 ...
...
.
.
.
...
...
...
0 0 0 · · · A 0 0 ...
0 0 0 · · · B A 0 f (k)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
while [J,F|f] is⎡⎢⎢⎢⎢⎣
ZT1 A 0 0 · · · 0 0 −ZT1 B ZT1 f
0 0 0 · · · 0 0 −ZT2,0B ZT2 f
ZT2,0B 0 0 · · · 0 0 0 ZT2 f ′
K0 M1 M2 · · · · · · · · · H1 H2
⎤⎥⎥⎥⎥⎦ . (46)
In addition, X =
[
ZT1 A
ZT2,0B
]
is invertible and the M block is full row rank. In this special circum-
stance we have from [10] that[
X 0
Y M
]†
=
[
X
† 0
−X†YM† M†
]
so that the Moore–Penrose inverse of the block lower triangular matrix to the left of || in (46) is
also a block lower triangular matrix. Thus the dynamics of this new completion are given by
x′ = −
[
ZT1 A
ZT2,0B
]−1 ([
ZT1 B
0
]
x −
[
ZT1 f
ZT2 f
′
])
. (47)
By construction (47) contains all the solutions of the original DAE and if f = 0 it has a space of
additional constant solutions of dimension equal to the solution manifold.
5. Conclusion
Different computational algorithms lead to different completions of a DAE. In this paper we
have begun the study of least squares completions by considering the important first step of linear
time invariant systems. We have shown for least squares completions of linear time invariant
systems that the additional dynamics includes polynomial dynamics if the index of the DAE is
greater then one. An example shows that the linear time varying situation is more complex and the
dynamics need not be polynomial. An alternative least squares completion is presented. Extension
of these results to linear time varying and nonlinear problems is under investigation.
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