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Abstract
We study spectral properties of the Schro¨dinger operator with an imagi-
nary sign potential on the real line. By constructing the resolvent kernel,
we show that the pseudospectra of this operator are highly non-trivial,
because of a blow-up of the resolvent at infinity. Furthermore, we de-
rive estimates on the location of eigenvalues of the operator perturbed by
complex potentials. The overall analysis demonstrates striking differences
with respect to the weak-coupling behaviour of the Laplacian.
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1 Introduction
Extensive work has been done recently in understanding the spectral properties
of non-self-adjoint operators through the concept of pseudospectrum. Referring
to by now classical monographs by Trefethen and Embree [33] and Davies [8],
we define the pseudospectrum of an operator T in a Hilbert space H to be the
collection of sets
σε(T ) := σ(T ) ∪
{
z ∈ C : ‖(T − z)−1‖ > ε−1} , (1.1)
parametrised by ε > 0, where ‖ ·‖ is the operator norm of H. If T is self-adjoint
(or more generally normal), then σε(T ) is just an ε-tubular neighbourhood of
the spectrum σ(T ). Universally, however, the pseudospectrum is a much more
reliable spectral description of T than the spectrum itself. For instance, it is
the pseudospectrum that measures the instability of the spectrum under small
perturbations by virtue of the formula
σε(T ) =
⋃
‖U‖≤1
σ(T + εU) . (1.2)
Leaving aside a lot of other interesting situations, let us recall the recent
results when T is a differential operator. As a starting point we take the
harmonic-oscillator Hamiltonian with complex frequency, which is also known
as the rotated or Davies’ oscillator (see [8, Sec. 14.5] for a review and refer-
ences). Although the complexification has a little effect on the spectrum (the
eigenvalues are just rotated in the complex plane), a careful spectral analysis
reveals drastic changes in basis and other more delicate spectral properties of
the operator, in particular, the spectrum is highly unstable against small per-
turbations, as a consequence of the pseudospectrum containing regions very far
from the spectrum. Similar peculiar spectral properties have been established
for complex anharmonic oscillators (to the references quoted in [8, Sec. 14.5], we
add [15, 24] for the most recent results), quadratic elliptic operators [27, 17, 34],
complex cubic oscillators [30, 16, 21, 26], and other models (see the recent sur-
vey [21] and references therein).
A distinctive property of the complexified harmonic oscillator is that the
associated spectral problem is explicitly solvable in terms of special functions.
A powerful tool to study the pseudospectrum in the situations where explicit
solutions are not available is provided by microlocal analysis [7, 39, 11]. The
weak point of the semiclassical methods is the usual hypothesis that the coeffi-
cients of the differential operator are smooth enough (e.g. the potential of the
Schro¨dinger operator must be at least continuous), and it is indeed the case
of all the models above. Another common feature of the differential operators
whose pseudospectrum has been analysed so far is that their spectrum consists
of discrete eigenvalues only.
The objective of the present work is to enter an unexplored area of the
pseudospectral world by studying the pseudospectrum of a non-self-adjoint
Schro¨dinger operator whose potential is discontinuous and, at the same time,
such that the essential spectrum is not empty. Among various results described
below, we prove that the pseudospectrum is non-trivial, despite the boundedness
of the potential. Namely, we show that the norm of the resolvent can become ar-
bitrarily large outside a fixed neighbourhood of its spectrum. We hope that our
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results will stimulate further analysis of non-self-adjoint differential operators
with singular coefficients.
2 Main results
In this section we introduce our model and collect the main results of the paper.
The rest of the paper is primarily devoted to proofs, but additional results can
be found there, too.
2.1 The model
Motivated by the role of step-like potentials as toy models in quantum me-
chanics, in this paper we consider the Schro¨dinger operator in L2(R) defined
by
H := − d
2
dx2
+ i sgn(x) , Dom(H) := W 2,2(R) . (2.1)
In fact, H can be considered as an infinite version of the PT-symmetric square
well introduced in [37] and further investigated in [38, 29].
Note that H is obtained as a bounded perturbation of the (self-adjoint)
Hamiltonian of a free particle in quantum mechanics, which we shall simply
denote here by −∆. Consequently, H is well defined (i.e. closed and densely
defined). In fact, H is m-sectorial with the numerical range (defined, as usual,
by the set of all complex numbers (ψ,Hψ) such that ψ ∈ Dom(H) and ‖ψ‖ = 1)
coinciding with the closed half-strip
Num(H) = S , where S := [0,+∞) + i (−1, 1) . (2.2)
The adjoint of H, denoted here by H∗, is simply obtained by changing +i
to −i in (2.1). Consequently, H is neither self-adjoint nor normal. However, it
is T-self-adjoint (i.e. H∗ = THT), where T is the antilinear operator of complex
conjugation (i.e. Tψ := ψ). At the same time, H is P-self-adjoint, where P is
the parity operator defined by (Pψ)(x) := ψ(−x). Finally, H is PT-symmetric
in the sense of the validity of the commutation relation [H,PT] = 0.
Due to the analogy of the time-dependent Schro¨dinger equation for a quan-
tum particle subject to an external electromagnetic field and the paraxial ap-
proximation for a monochromatic light propagation in optical media [23], the
dynamics generated by (2.1) can experimentally be realised using optical sys-
tems. The physical significance of PT-symmetry is a balance between gain and
loss [5].
2.2 The spectrum
As a consequence of (2.2), the spectrum of H is contained in S. Moreover,
the PT-symmetry implies that the spectrum is symmetric with respect to the
real axis. By constructing the resolvent of H and employing suitable singular
sequences for H, we shall establish the following result.
Proposition 2.1. We have
σ(H) = σess(H) = [0,+∞) + i {−1,+1} . (2.3)
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The fact that the two rays [0,+∞) ± i form the essential spectrum of H is
expectable, because they coincide with the spectrum of the shifted Laplacian
−∆± i in L2(R) and the essential spectrum of differential operators is known to
depend on the behaviour of their coefficients at infinity only (cf. [12, Sec. X]).
The absence of spectrum outside the rays is less obvious.
In fact, the spectrum in (2.3) is purely continuous, i.e. σ(H) = σc(H), for it
can be easily checked that no point from the set on the right hand side of (2.3)
can be an eigenvalue of H (as well as H∗). An alternative way how to a priori
show the absence of the residual spectrum of H, σr(H), is to employ the T-self-
adjointness of H (cf. [20, Sec. 5.2.5.4]).
2.3 The pseudospectrum
Before stating the main results of this paper, let us recall that a closed opera-
tor T is said to have trivial pseudospectra if, for some positive constant κ, we
have
∀ε > 0 , σε(T ) ⊂
{
z : dist
(
z, σ(T )
) ≤ κ ε} ,
or equivalently,
∀z ∈ C \ σ(T ) , ‖(T − z)−1‖ ≤ κ
dist
(
z, σ(T )
) . (2.4)
Normal operators have trivial pseudospectra, because for them the equality
holds in (2.4) with κ = 1.
In view of (2.2), in our case (2.4) holds with κ = 1 if the resolvent set is
replaced by C \ S. However, the following statement implies that (2.4) cannot
hold inside the half-strip S.
Theorem 2.2. For all ε > 0, there exists a positive constant r0 such that, for
all z ∈ S with Re z ≥ r0,
(1− ε) Re z√
1− (Im z)2 ≤ ‖(H − z)
−1‖ ≤ 4 (1 + ε) Re z
1− |Im z| . (2.5)
Although the estimates give a rather good description of the qualitative
shape of the pseudospectra, the constants and dependence on dist(z, σ(H)) =
1− |Im z| for z ∈ S are presumably not sharp.
In view of Theorem 2.2, H represents another example of a PT-symmetric
operator with non-trivial pseudospectra. The present study can be thus con-
sidered as a natural continuation of the recent works [30, 16, 21]. However,
let us stress that the complex perturbation in the present model is bounded.
Moreover, comparing the present setting with the situation when (2.1) is subject
to an extra Dirichlet condition at zero (cf. Section 7.3), the difference between
these two realisations is indeed seen on the pseudospectral level only.
Even though the step-like shape of the potential in (2.1) is a feature of the
present study, we stress that the discontinuity by itself is not the source of the
non-trivial pseudospectra, see Remark 4.1 below.
The pseudospectrum of H computed numerically using Eigtool [36] by Mark
Embree is presented in Figure 1.
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Figure 1: The curves ‖(H − z)−1‖ = ε−1 in the complex z-plane computed for
several values of ε; the different colours correspond to log10 ε, while the thick
black lines are the essential spectrum of H. (Courtesy of Mark Embree.)
2.4 Weak coupling
Inspired by (1.2), we eventually consider the perturbed operator
Hε := H +˙ εV (2.6)
in the limit as ε → 0. Here V is the operator of multiplication by a function
V ∈ L1(R) that we denote by the same letter. Since V is not necessarily
relatively bounded with respect to H, the dotted sum in (2.6) is understood
in the sense of forms. We remark that the perturbation does not change the
essential spectrum, i.e., σess(Hε) = σess(H), and recall Proposition 2.1.
IfH were the free Hamiltonian−∆ and V were real-valued, the problem (2.6)
with ε → 0 is known as the regime of weak coupling in quantum mechanics.
In that case, it is well known that (under some extra assumptions on V ) the
perturbed operator −∆ +˙ εV possesses a unique discrete eigenvalue for all small
positive ε if, and only if, the integral of V is non-positive (see [32] for the
original work). This robust existence of “weakly coupled bound states” is of
course related to the singularity of the resolvent kernel of the free Hamiltonian
at the bottom of the essential spectrum. Indeed, these bound states do not exist
in three and higher dimensions, which is in turn related to the validity of the
Hardy inequality for the free Hamiltonian (see, e.g., [35]).
Complex-valued perturbations of the free Hamiltonian have been intensively
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studied in recent years [1, 14, 6, 22, 9, 13, 10]. In [4, 25] the authors consider
perturbations of an operator which is by itself non-self-adjoint. In all of these
papers, however, the results are inherited from properties of the resolvent of the
free Hamiltonian.
In the present setting, the unperturbed operator H is non-self-adjoint. More-
over, its resolvent kernel has no local singularity, but it blows up as |z| → +∞
when |Im z| < 1, see Section 3. Consequently, discrete eigenvalues of Hε can
only “emerge from the infinity”, but not from any finite point of (2.3). The
statement is made precise by virtue of the following result.
Theorem 2.3. Let V ∈ L1(R, (1 + x2) dx). There exists a positive constant C
(independent of V and ε) such that, whenever
ε
∥∥(1 + | · |2)V ‖L1(R) ≤ 1
C
,
we have
σp(Hε) ⊂ S ∩
{
Re z ≥ C
ε2 ‖V ‖2L1(R)
}
. (2.7)
It is interesting to compare this estimate on the location of possible eigen-
values of Hε with the celebrated result of [1]
σp(−∆ +˙ εV ) ⊂
{
|z| ≤
ε2 ‖V ‖2L1(R)
4
}
. (2.8)
Our bound (2.7) can be indeed read as an inverse of (2.8). It demonstrates how
much the present situation differs from the study of weakly coupled eigenvalues
of the free Hamiltonian.
Under some additional assumptions on V , the claim of Theorem 2.3 can be
improved in the following way.
Theorem 2.4. Let n ≥ 2 and V ∈ L1(R, (1 + x2n) dx) ∩W 1,1(R). There exist
positive constants ε0 and C such that, for all ε ∈ (0, ε0), we have
σp(Hε) ⊂ S ∩
{
Re z ≥ C
ε2n
}
. (2.9)
In particular, if for instance V belongs to the Schwartz space S (R), then
every eigenvalue λ(ε) of Hε must “escape to infinity” faster than any power
of ε−1 as ε→ 0, namely |λ(ε)|−1 = O(ε∞).
Remark 2.5. The reader will notice that statement (2.7) differs from (2.9) in
that the latter does not highlight the dependence of the right hand side on the
potential V but only on its amplitude ε. The reason is that it is the behaviour
of Hε on diminishing ε that primarily interests us. Moreover, the proofs of the
theorems are different and it would be cumbersome (but doable in principle) to
gather the dependence of the right hand side in (2.9) on (different) norms of V .
2.5 The content of the paper
The organisation of this paper is as follows.
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In Section 3, we find the integral kernel of the resolvent (H−z)−1, cf. Propo-
sition 3.1, and use it to prove Proposition 2.1.
In Section 4, the explicit formula of the resolvent kernel is further exploited
in order to prove Theorem 2.2.
The definition of the perturbed operator (2.6) and its general properties
are established in Section 5. In particular, we locate its essential spectrum
(Proposition 5.5) and prove the Birman-Schwinger principle (Theorem 5.3).
Section 6 is divided into two respective subsections, in which we prove Theo-
rems 2.3 and 2.4 with help of the Birman-Schwinger principle and, again, using
the explicit formula of the resolvent kernel.
Finally, in Section 7, we present two concrete examples of the perturbed
operator (2.6). Moreover, we make a comparison of the present study with a
decoupled model due to an extra Dirichlet condition.
3 The resolvent and spectrum
Our goal in this section is to obtain an integral representation of the resolvent
of H. Using that result, we give a proof of Proposition 2.1.
In the following, we set
k+(z) :=
√
i− z and k−(z) :=
√−i− z ,
where we choose the principal value of the square root, i.e., z 7→ √z is holomor-
phic on C \ (−∞, 0] and positive on (0,+∞).
Proposition 3.1. For all z /∈ R+ + i {−1, 1} , H−z is invertible and, for every
f ∈ L2(R) ,
[(H − z)−1f ](x) =
∫
R
Rz(x, y) f(y) dy , (3.1)
where
Rz(x, y) :=

1
k+(z) + k−(z)
e−k±(z)|x|−k∓(z)|y| , ±x ≥ 0 , ±y ≤ 0 ,
1
2k±(z)
e−k±(z)|x−y|
± k+(z)− k−(z)
2k±(z)
(
k+(z) + k−(z)
) e−k±(z)|x+y| , ±x ≥ 0 , ±y ≥ 0 .
(3.2)
Remark 3.2. The kernel Rz(x, y) is clearly bounded for every (x, y) ∈ R2 and
fixed z 6= ±i. Moreover, using (4.1) below, it can be shown that it remains
bounded for z = ±i as well. Hence, contrary to the case of the resolvent kernel
of the free Hamiltonian −∆ in one or two dimensions, the resolvent kernel of H
has no local singularity. On the other hand, and again contrary to the case of the
Laplacian, for all fixed (x, y) ∈ R2, |Rz(x, y)| −→ +∞ as Re z → +∞, z ∈ S.
Hence, the kernel exhibits a blow-up at infinity. The absence of singularity
will play a fundamental role in the analysis of weakly coupled eigenvalues in
Section 6. Moreover, we shall see in Section 4 that the singular behaviour at
infinity is responsible for the spectral instability of H.
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Proof of Proposition 3.1. Let z /∈ [0,∞) + i{−1, 1} and f ∈ L2(R). We look for
the solution of the resolvent equation (H − z)u = f .
The general solutions u± of the individual equations
− u′′ + (±i− z)u− f = 0 in R± , (3.3)
where R+ := [0,+∞) and R− := (−∞, 0], are given by
u±(x) = α±(x) ek±(z)x + β±(x) e−k±(z)x ,
where α±, β± are functions to be yet determined. Variation of parameters leads
to the following system:{
α′±(x)e
k±(z)x + β′±(x)e
−k±(z)x = 0 ,
k±(z)α′±(x)e
k±(z)x − k±(z)β′±(x)e−k±(z)x = −f .
Hence, we can choose
α±(x) = − 1
2k±(z)
∫ x
0
f(y) e−k±(z)ydy +A± , ±x > 0 ,
β±(x) =
1
2k±(z)
∫ x
0
f(y) ek±(z)ydy +B± , ±x > 0 ,
where A±, B± are arbitray complex constants. The desired general solutions
of (3.3) are then given by
u±(x) =
−1
k±(z)
∫ x
0
f(y) sinh
(
k±(z)(x− y)
)
dy +A±ek±(z)x +B±e−k±(z)x ,
(3.4)
with (A+, A−, B+, B−) ∈ C4 .
Among these solutions, we are interested in those which satisfy the regularity
conditions
u+(0) = u−(0) , u′+(0) = u
′
−(0) . (3.5)
These conditions are equivalent to the system{
A+ +B+ = A− +B− ,
k+(z)A+ − k+(z)B+ = k−(z)A− − k−(z)B− ,
whence we obtain the following relations:{
2A+ =
(
k+(z) + k−(z)
)
A− +
(
k+(z)− k−(z)
)
B− ,
2B+ =
(
k+(z)− k−(z)
)
A− +
(
k+(z) + k−(z)
)
B− .
(3.6)
Summing up, assuming (3.6), the function
u(x) :=
{
u+(x) if x ≥ 0 ,
u−(x) if x ≤ 0 ,
(3.7)
belongs to W 2,2loc (R) and solves the differential equation (3.3) in the whole R. It
remains to check some decay conditions as x → ±∞ in addition to (3.6). This
can be done by setting
A+ :=
1
2k+(z)
∫ +∞
0
f(y) e−k+(z)ydy , (3.8)
B− :=
1
2k−(z)
∫ 0
−∞
f(y) ek−(z)ydy . (3.9)
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Indeed, then
u+(x) = − 1
2k+(z)
ek+(z)x
∫ +∞
x
f(y) e−k+(z)ydy
+e−k+(z)x
(
1
2k+(z)
∫ x
0
f(y) ek+(z)ydy +B+
)
goes to 0 as x→ +∞, and similarly for u−.
By gathering relations (3.6), (3.8) and (3.9), we obtain the following values
for A− and B+:
A− =
1
k+(z) + k−(z)
∫ +∞
0
f(y) e−k+(z)ydy
− k+(z)− k−(z)
2k−(z)
(
k+(z) + k−(z)
) ∫ 0
−∞
f(y) ek−(z)ydy , (3.10)
B+ =
k+(z)− k−(z)
2k+(z)
(
k+(z) + k−(z)
) ∫ +∞
0
f(y) e−k+(z)ydy
+
1
k+(z) + k−(z)
∫ 0
−∞
f(y) ek−(z)ydy . (3.11)
Replacing the constants A+, A−, B+, B− by their values (3.8), (3.10), (3.11)
and (3.9), respectively, expression (3.7) with (3.4) gives the desired integral
representation
u(x) =
∫
R
Rz(x, y) f(y) dy (3.12)
for a decaying solution of the differential equation (3.3) in R.
To complete the proof, it remains to check that u given by (3.12) is indeed
in the operator domain Dom(H) = W 2,2(R). Using for instance the Schur test
(cf. (4.5) below), it is straightforward to check that u is in L2(R) provided that
f ∈ L2(R). Therefore u′′ = (i sign x − z)u − f ∈ L2(R) , whence u ∈ W 2,2(R)
and u = (H − z)−1f .
This representation of the resolvent will be used in Sections 5 and 6 to study
the location of weakly coupled eigenvalues. It will also enable us to prove the
existence of non-trivial pseudospectra in Section 4. In this section we use it to
prove Proposition 2.1.
Proof of Proposition 2.1. According to Proposition 3.1, we have
σ(H) ⊂ R+ + i {−1,+1} .
It remains to prove the inverse inclusion. This can be achieved by a standard
singular sequence construction.
Let (aj)j≥1 be a real increasing sequence such that, for all j ≥ 1, aj+1−aj >
2j + 1. Let ξj ∈ C∞0 (R) be such that Supp ξj ⊂ (aj − j, aj + j), ξj(x) = 1 for
all x ∈ [aj − 1, aj + 1], and
sup |ξ′j | ≤
C
j
, sup |ξ′′j | ≤
C
j2
,
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for some C > 0 .
Then, for all r ≥ 0, the sequence
u±j (x) := Cj ξj(±x) eirx ,
where Cj is chosen so that ‖u±j ‖ = 1, is a singular sequence for H correspond-
ing to z = ±i + r in the sense of [12, Def. IX.1.2]. Hence, according to [12,
Thm. IX.1.3], we have
σ(H) ⊃ R+ + i {−1,+1} .
This completes the proof of the proposition.
4 Pseudospectral estimates
The main purpose of this section is to give a proof of Theorem 2.2.
Proof of Theorem 2.2. Let z = τ + iδ , where τ > 0 and δ ∈ (−1, 1). Recall
our convention for the square root we fixed at the beginning of Section 3. The
following expansions hold
k+(z) =
√
i(1− δ)− τ = i
√
τ − i(1− δ) = i√τ + 1− δ
2
√
τ
+ O
(
1
|τ |3/2
)
,
k−(z) =
√
i(−1− δ)− τ = −i
√
τ + i(1 + δ) = −i√τ + 1 + δ
2
√
τ
+ O
(
1
|τ |3/2
)
,
(4.1)
as τ → +∞. As a consequence, we have the asymptotics
|k+(z)| ∼
√
τ , |k−(z)| ∼
√
τ , (4.2)
Re k+(z) ∼ 1− δ
2
√
τ
, Re k−(z) ∼ 1 + δ
2
√
τ
, (4.3)
|k+(z) + k−(z)| ∼ 1√
τ
, |k+(z)− k−(z)| ∼ 2
√
τ , (4.4)
as τ → +∞.
Let us prove the upper bound in (2.5) using the Schur test:
‖(H − z)−1‖2 ≤ sup
x∈R
∫
R
|Rz(x, y)| dy · sup
y∈R
∫
R
|Rz(x, y)| dx . (4.5)
After noticing the symmetry relation Rz(x, y) = Rz(y, x) valid for all (x, y) ∈ R2
(which is a consequence of the T-self-adjointness of H), we simply have
‖(H − z)−1‖ ≤ sup
x∈R
∫
R
|Rz(x, y)| dy . (4.6)
10
By virtue of (3.2), for all x > 0,∫
R
|Rz(x, y)| dy ≤ 1|k+(z) + k−(z)|
∫ 0
−∞
e−Re k+(z) x+Re k−(z) y dy
+
1
2|k+(z)|
∫ +∞
0
e−Re k+|x−y| dy
+
|k+(z)− k−(z)|
2|k+(z)||k+(z) + k−(z)|
∫ +∞
0
e−Re k+(z)(x+y) dy
≤ 1
Re k−(z)|k+(z) + k−(z)| +
1
2Re k+(z)|k+(z)|
+
|k+(z)− k−(z)|
2Re k+(z)|k+(z)||k+(z) + k−(z)| . (4.7)
Similarly, if x < 0,∫
R
|Rz(x, y)| dy ≤ 1
Re k+(z)|k+(z) + k−(z)| +
1
2Re k−(z)|k−(z)|
+
|k+(z)− k−(z)|
2Re k−(z)|k−(z)||k+(z) + k−(z)| . (4.8)
According to (4.2)–(4.4), the right hand sides in (4.7) and (4.8) are both equiv-
alent to
2τ
[
(1 + δ)−1 + (1− δ)−1] ≤ 4τ
1− |δ| ,
whence (4.6) yields the upper bound in (2.5).
In order to get the lower bound, we set
f0(x) := e
−k+(z) xχ(0,∞)(x) , (4.9)
where χΣ denotes the characteristic function of a set Σ. Then according to
(3.2),
‖(H − z)−1f0‖2 ≥
∫ 0
−∞
∣∣∣∣ 1k+(z) + k−(z)
∫ +∞
0
ek−(z) x−2Re k+(z) y dy
∣∣∣∣2 dx
(4.10)
=
1
|k+(z) + k−(z)|2
∫ 0
−∞
e2Re k−(z) x dx
(∫ +∞
0
e−2Re k+(z) y dy
)2
(4.11)
=
1(
2Re k+(z)
)2
2Re k−(z) |k+(z) + k−(z)|2
. (4.12)
On the other hand, we have
‖f0‖2 = 1
2Re k+(z)
. (4.13)
Hence, using (4.3) and (4.4),
‖(H − z)−1f0‖
‖f0‖ ≥
1
2
√
Re k+(z)Re k−(z) |k+(z) + k−(z)|
∼ τ√
1− δ2
as τ → +∞ , and the lower bound in (2.5) follows.
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Remark 4.1 (Irrelevance of discontinuity). Although the proof above relies on
the particular form of the potential i sgn(x), it turns out that the discontinuity
at x = 0 is not responsible for the spectral instability highlighted by Theo-
rem 2.2. Indeed, consider instead of the potential i sgn(x) a smooth potential
V (x) such that, for some a > 0, the difference
h(x) := i sgn(x)− V (x)
is supported in the interval [−a, 0]. In order to get a lower bound for the norm
of the resolvent of the regularised operator H˜ := − d2dx2 + V (x), we shall use the
pseudomode
g0 := (H − z)−1f0 ,
where the function f0 is introduced in (4.9). Using again the asymptotic expan-
sions (4.1), one can check that, provided that Re z is large enough,
‖hg0‖2 ≤ C (Re z)2
for some C > 0 independent of z. Thus, in view of (4.13), we have
‖(H˜ − z)g0‖ ≤ ‖f0‖+ ‖hg0‖ = O(Re z)
as Re z → +∞, z ∈ S. On the other hand, (4.12) yields
‖g0‖2 ≥ C ′ (Re z)5/2
for some C ′ > 0 independent of z. Consequently, g0 is a (Re z)−1/4-pseudomode
for H˜ − z, or more specifically,
‖(H˜ − z)−1‖ ≥ c (Re z)1/4 (4.14)
with c > 0 independent of z, as Re z → +∞, z ∈ S.
Summing up, despite of the fact that the lower bound in (4.14) is not as
good as that of Theorem 2.2, the presence of non-trivial pseudospectra for the
operator H˜ clearly indicates that the discontinuity of the potential i sgn(x) does
not really play any essential role in the spectral instability of H.
5 General properties of the perturbed operator
In this section, we state some basic properties about the perturbed operator Hε
introduced in (2.6). Here ε is not necessarily small and positive.
5.1 Definition of the perturbed operator
The unperturbed operator H introduced in (2.1) is associated (in the sense of
the representation theorem [18, Thm. VI.2.1]) with the sesquilinear form
h(ψ, φ) :=
∫
R
ψ′(x)φ¯′(x) dx+ i
∫ +∞
0
ψ(x)φ¯(x) dx− i
∫ 0
−∞
ψ(x)φ¯(x) dx ,
Dom(h) := W 1,2(R) .
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In view of (2.2), h is sectorial with vertex −1 and semi-angle pi/4. In fact, h is
obtained as a bounded perturbation of the non-negative form q associated with
the free Hamiltonian −∆,
q(ψ, φ) :=
∫
R
ψ′(x)φ¯′(x) dx ,
Dom(q) := W 1,2(R) .
Given any function V ∈ L1(R), let v be the sesquilinear form of the corre-
sponding multiplication operator (that we also denote by V ), i.e.,
v(ψ, φ) :=
∫
R
V (x)ψ(x)φ¯(x) dx ,
Dom(v) :=
{
ψ ∈ L2(R) : |V |1/2ψ ∈ L2(R)
}
.
As usual, we denote by v[ψ] := v(ψ,ψ) the corresponding quadratic form.
Lemma 5.1. Let V ∈ L1(R). Then Dom(v) ⊃ W 1,2(R) and, for every ψ ∈
W 1,2(R),
|v[ψ]| ≤ 2‖V ‖L1(R)‖ψ′‖‖ψ‖ . (5.1)
Proof. Set f(x) :=
∫ x
−∞ V (ξ)dξ. For every ψ ∈ C∞0 (R), an integration by parts
together with the Schwarz inequality yields
|v[ψ]| =
∣∣∣∣∫
R
f ′(x)|ψ(x)|2 dx
∣∣∣∣ = ∣∣∣∣∫
R
f(x) 2Re
(
ψ′(x)ψ¯(x)
)
dx
∣∣∣∣
≤ 2‖V ‖L1(R)‖ψ′‖‖ψ‖ .
By density of C∞0 (R) in W 1,2(R), the inequality extends to all ψ ∈ W 1,2(R)
and, in particular, |v[ψ]| <∞ whenever ψ ∈W 1,2(R).
It follows from the lemma that v is 12 -subordinated to q, which in particular
implies that v is relatively bounded with respect to q with the relative bound
equal to zero. Classical stability results (see, e.g., [20, Sec. 5.3.4]) then ensure
that the form q + v is sectorial and closed. Since h is a bounded perturbation
of q, we also know that h1 := h + v is sectorial and closed. We define H1 to
be the m-sectorial operator associated with the form h1. The representation
theorem yields
H1ψ = −ψ′′ + i sgnψ + V ψ ,
Dom(H1) =
{
ψ ∈W 1,2(R) : ∃η ∈ L2(R), ∀φ ∈W 1,2(R), h1(ψ, φ) = (η, φ)
}
=
{
ψ ∈W 1,2(R) : −ψ′′ + V ψ ∈ L2(R)} ,
(5.2)
where −ψ′′ + V ψ should be understood as a distribution. By the replacement
V 7→ εV , we introduce in the same way as above the form hε := h+ εv and the
associated operator Hε for any ε ∈ R. Of course, we have H0 = H.
5.2 The Birman-Schwinger principle
As regards spectral theory, Hε represents a singular perturbation of H, for we
are perturbing an operator with purely essential spectrum. An efficient way to
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deal with such problems in self-adjoint settings is the method of the Birman-
Schwinger principle, due to which a study of discrete eigenvalues of the differen-
tial operator Hε is transferred to a spectral analysis of an integral operator. We
refer to [2, 28] for the original works and to [31, 32, 3, 19] for an extensive devel-
opment of the method for Schro¨dinger operators. In recent years, the technique
has been also applied to Schro¨dinger operators with complex potentials (see,
e.g., [1, 22, 13]). However, our setting differs from all the previous works in that
the unperturbed operator H is already non-self-adjoint and its resolvent kernel
substantially differs from the resolvent of the free Hamiltonian. The objective
of this subsection is to carefully establish the Birman-Schwinger principle in our
unconventional situation.
In the following, given V ∈ L1(R), we denote
V1/2(x) := |V |1/2ei arg V (x) ,
so that V = |V |1/2V1/2.
We have introduced H as an unbounded operator with domain Dom(H) =
W 2,2(R) acting in the Hilbert space L2(R). It can be regarded as a bounded op-
erator from W 2,2(R) to L2(R). More interestingly, using the variational formu-
lation, H can be also viewed as a bounded operator from W 1,2(R) to W−1,2(R),
by defining Hψ for all ψ ∈W 1,2(R) by
∀φ ∈W 1,2(R) , −1〈Hψ, φ〉+1 := h(ψ, φ) ,
where −1〈·, ·〉+1 denotes the duality bracket between W−1,2(R) and W 1,2(R).
Similarly, in addition to regarding the multiplication operators |V |1/2 and
V1/2 as operators from W
1,2(R) to L2(R), we can view them as operators from
L2(R) to W−1,2(R), due to the relative boundedness of v with respect to q
(cf. Lemma 5.1 and the text below it).
Finally, let us notice that, for all z ∈ C\σ(H), the resolvent (H−z)−1 can be
viewed as an operator from W−1,2(R) to W 1,2(R). Indeed, for all η ∈W−1,2(R),
there exists a unique ψ ∈W 1,2(R) such that
∀φ ∈W 1,2(R) , −1〈η, φ〉+1 = h(ψ, φ)− z(ψ, φ) , (5.3)
where (·, ·) denotes the inner product in L2(R). Hence the operator (H − z) :
W 1,2(R)→W−1,2(R) is bijective.
With the above identifications, for all z ∈ C \ σ(H), we introduce
Kz := |V |1/2(H − z)−1V1/2 (5.4)
as a bounded operator on L2(R) to L2(R). Kz is an integral operator with
kernel
Kz(x, y) := |V |1/2(x)Rz(x, y)V1/2(y) , (5.5)
where Rz is the kernel of the resolvent (H−z)−1 written down explicitly in (3.2).
The following result shows that Kz is in fact compact.
Lemma 5.2. Let V ∈ L1(R). For all z ∈ C \ σ(H), Kz is a Hilbert-Schmidt
operator.
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Proof. By definition of the Hilbert-Schmidt norm,
‖Kz‖HS =
∫
R2
|V (x)||Rz(x, y)|2|V (y)| dx dy
≤ ‖V ‖2L1(R) sup
(x,y)∈R2
|Rz(x, y)|2 .
(5.6)
According to (3.2), we have
sup
(x,y)∈R2
|Rz(x, y)|2
≤ 1|k+(z) + k−(z)|2 +
(
1
|k+(z)|2 +
1
|k−(z)|2
)(
1 +
|k+(z)− k−(z)|2
|k+(z) + k−(z)|2
)
,
where the right hand side is finite for all z ∈ C \ σ(H).
We are now in a position to state the Birman-Schwinger principle for our
operator Hε.
Theorem 5.3 (Birman-Schwinger principle). Let V ∈ L1(R) and ε ∈ R. For
all z ∈ C \ σ(H), we have
z ∈ σp(Hε) ⇐⇒ −1 ∈ σ(εKz) .
Proof. Clearly, it is enough to establish the equivalence for ε = 1.
If z ∈ σp(H1), then there exists a non-trivial function ψ ∈ Dom(H1) such
that H1ψ = zψ. In particular, ψ ∈ Dom(h1) = W 1,2(R) and
h1(ψ, φ) ≡ h(ψ, φ) + v(ψ, φ) = z(ψ, φ) (5.7)
holds for every φ ∈ W 1,2(R). We set g := |V |1/2ψ ∈ L2(R). Given an
arbitrary test function ϕ ∈ L2(R), we introduce an auxiliary function η :=
(H∗ − z¯)−1|V |1/2ϕ ∈ W 1,2(R). (Note that σ(H∗) = σ(H) and that the spec-
trum is symmetric with respect to the real axis, so the resolvent (H∗ − z¯)−1 is
well defined. Moreover, recall that H is T-self-adjoint.) We have
(Kzg, ϕ) = v(ψ, η)
= −h(ψ, η) + z(ψ, η) = −h∗(η, ψ) + z¯(η, ψ)
= −−1〈|V |1/2ϕ,ψ〉+1
= −(ϕ, |V |1/2ψ)
= −(g, ϕ) .
Here the first equality uses the integral representation (5.5) of Kz, the second
equality is due to (5.7) and the equality on the third line is a version of (5.3)
for H∗. Hence, g is an eigenfunction of Kz corresponding to the eigenvalue −1.
Conversely, if −1 ∈ σ(Kz), then −1 is an eigenvalue of Kz, because Kz is
compact (cf. Lemma 5.2). Hence, there exists a non-trivial g ∈ L2(R) such that
Kzg = −g. Defining, ψ := (H − z)−1V1/2 g ∈W 1,2(R), we have
h1(ψ, φ) = h(ψ, φ)− z(ψ, φ) + z(ψ, φ) + v(ψ, φ)
= −1〈V1/2 g, ψ〉+1 + z(ψ, φ) + −1〈V ψ, φ〉+1
= −1〈V1/2 g, ψ〉+1 + z(ψ, φ) + −1〈V1/2Kzg, φ〉+1
= z(ψ, φ)
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for all φ ∈ W 1,2(R), where the eigenvalue equation is used in the last equality.
It follows that ψ ∈ Dom(H) (cf. (5.2)) and Hψ = zψ.
5.3 Stability of the essential spectrum
As the last result of this section, we locate the essential spectrum of the per-
turbed operator Hε.
Since there exist various definitions of the essential spectrum for non-self-
adjoint operators (cf. [12, Sec. IX] or [20, Sec. 5.4]), we note that we use the
widest (that due to Browder) in this paper. More specifically, given a closed
operator T in a Hilbert space H, we set σess(T ) := σ(T ) \ σdisc(T ), where the
discrete spectrum is defined as the set of isolated eigenvalues λ of T which have
finite algebraic multiplicity and such that Ran(T − λ) is closed in H.
Our stability result will follow from the following compactness property.
Lemma 5.4. Let V ∈ L1(R) and ε ∈ R. For all z ∈ C \ [σ(H) ∪ σ(Hε)], the
resolvent difference (Hε − z)−1 − (H − z)−1 is a compact operator in L2(R).
Proof. It is straightforward to verify the resolvent equation
(Hε − z)−1 − (H − z)−1 = −εA∗B ,
where
A := V 1/2(H
∗
ε − z¯)−1 and B := |V |1/2(H − z)−1
are bounded operators (recall that Dom(hε) = W
1,2(R) ⊂ Dom(v)). It is thus
enough to show that B is compact. It is equivalent to proving that BB∗ is
compact. However, BB∗ is an integral operator with kernel
|V |1/2(x)Nz(x, y) |V |1/2(y) ,
where
Nz(x, y) :=
∫
R
Rz(x, ξ)Rz(y, ξ) dξ
is the integral kernel of (H − z)−1(H∗ − z¯)−1. Consequently,
‖BB∗‖HS ≤ ‖V ‖L1(R) sup
(x,y)∈R2
|Nz(x, y)| . (5.8)
Using (3.2), it is straightforward to check that, for all z ∈ C \ σ(H), Rz ∈
L∞
(
R;L2(R)
)
, and thus the supremum on the right-hand side of (5.8) is a finite
(z-dependent) constant. Summing up, BB∗ is Hilbert-Schmidt, in particular it
is compact.
Proposition 5.5. Let V ∈ L1(R). For all ε ∈ R, we have
σess(Hε) = σess(H) = R+ + i {−1,+1} . (5.9)
Proof. First of all, notice that, since Hε is m-sectorial for all ε ∈ R, the inter-
section of the resolvent sets of Hε and H is not empty. By Lemma 5.4 and a
classical stability result about the invariance of the essential spectra under per-
turbations (see, e.g., [12, Thm. IX.2.4]), we immediately obtain (5.9) for more
restrictive definitions of the essential spectrum. To deduce the result for our
definition of the essential spectrum, it is enough to notice that the exterior of
σess(H) is connected (cf. [20, Prop. 5.4.4]).
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Remark 5.6. In view of Proposition 5.5, the equivalence of Theorem 5.3 re-
mains to hold if σp(Hε) is replaced by σ(Hε) or σdisc(Hε).
6 Eigenvalue estimates
In this section, we consecutively prove Theorems 2.3 and 2.4.
6.1 Proof of Theorem 2.3
Our strategy is based on Theorem 5.3 and on estimating the norm of the Birman-
Schwinger operator Kz by its Hilbert-Schmidt norm. To get a better estimate
than that of (5.6), we proceed as follows.
Let us partition the complex plane into several regions where z 7→ Rz has a
different behaviour. We set
D+ :=
{
z ∈ C : |z − i| ≤ 3/2} \ (R+ + i) ,
D− :=
{
z ∈ C : |z + i| ≤ 3/2} \ (R+ − i) ,
U := C \ (S¯ ∪D+ ∪D−) ,
W := S \ (D+ ∪D−) ,
where S is defined in (2.2), see Figure 2. We have indeed
C \ (R+ + i{−1, 1}) = D+ ∪D− ∪ U ∪W .
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  
                  


















                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   
                   


















                                   
                                        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
































































                                       
W
U
D−
i
−i
D+
Figure 2: The subdomains D+, D−, U and W .
First, let us estimate supR2 |Rz| for z ∈ D+. As z → i, we have k+(z) → 0
and k−(z) →
√−2i. Thus, there exist positive constants c0 , c1 and c2 such
that, for all z ∈ D+,
|k+(z) + k−(z)| ≥ 1
c0
, |k+(z)− k−(z)| ≤ c1 , |k−(z)| ≥ 1
c2
. (6.1)
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According to (3.2), we then have, for all (x, y) ∈ R2 such that xy ≤ 0,
|Rz(x, y)| ≤ 1|k+(z) + k−(z)| ≤ c0 , (6.2)
and, for all (x, y) ∈ {x ≤ 0, y ≤ 0},
|Rz(x, y)| ≤ 1
2|k−(z)|
(
1 +
|k+(z)− k−(z)|
|k+(z) + k−(z)|
)
≤ c2
2
(1 + c0c1) . (6.3)
It remains to check that there is no singularity as z → i for x > 0 , y > 0 :
|Rz(x, y)| = 1
2|k+(z)|
∣∣∣∣e−k+(z)|x−y| + (− 1 + 2k+(z)k+(z) + k−(z)
)
e−k+(z)(|x|+|y|)
∣∣∣∣
≤ 1
2|k+(z)|
∣∣∣e−k+(z)|x−y| − e−k+(z)(|x|+|y|)∣∣∣+ 1|k+(z) + k−(z)|
≤ c0 + 1
2|k+(z)|
∣∣∣(e−k+(z)|x−y| − 1)− (e−k+(z)(|x|+|y|) − 1)∣∣∣
≤ c0 + |x− y|+ |x|+ |y|
2
≤ c0 + |x|+ |y| , (6.4)
where we have used the inequality |e−ω − 1| ≤ |ω| for Reω ≥ 0. Using (6.2),
(6.3) and (6.4), we then get, for all z ∈ D+,
‖Kz‖2HS ≤
∫
R2
|V (x)|
(
3c20 +
c22
4
(1 + c0c1)
2 + 2
(|x|+ |y|)2)|V (y)| dx dy
≤ C+
(∫
R
(1 + |x|2)|V (x)| dx
)2
, (6.5)
with some C+ > 0.
Similarly, one can check that there exists C− > 0 such that, for all z ∈ D−,
‖Kz‖2HS ≤ C−
(∫
R
(1 + |x|2)|V (x)| dx
)2
. (6.6)
Now let us consider the region U . Notice that, as |z| → +∞, z ∈ U , we have
k+(z)− k−(z) −→ 0 and k+(z) ∼ k−(z) ∼
√−z ,
hence |k+ + k−|−1, |k+|−1, |k−|−1 and |k+ − k−| are uniformly bounded in U .
Thus, there exists C1 > 0 such that, for all z ∈ U ,
‖Kz‖2HS ≤ ‖V ‖2L1(R) sup
(x,y)∈R2
|Rz(x, y)|2 ≤ C1‖V ‖2L1(R) . (6.7)
Finally, for z ∈ W , we use the asymptotic expansions (4.2) and (4.4). In
particular, there exist c3 > 0, c4 > 0 and c5 > 0 such that, for all z ∈W ,
2|k±(z)| ≥
√
Re z
c3
, |k−(z)−k+(z)| ≤ c4
√
Re z , |k+(z)+k−(z)| ≥ 1
c5
√
Re z
.
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Thus, according to (3.2), we have
sup
(x,y)∈R2
|Rz(x, y)| ≤ c3√
Re z
+ c3c4c5
√
Re z ≤
√
C2Re z
for some C2 > 0, hence
‖Kz‖2HS ≤ C2 Re z ‖V ‖2L1(R) . (6.8)
Gathering (6.5), (6.6), (6.7) and (6.8), we obtain, for all z ∈ C \ (R+ +
i{−1,+1}),
‖Kz‖2HS ≤ max
(
max(C+, C−, C1)
∥∥(1+|·|2)V ∥∥2
L1(R) , C2 Re z ‖V ‖2L1(R)
)
, (6.9)
and more precisely when z /∈ S,
‖Kz‖2HS ≤ max(C+, C−, C1)
∥∥(1 + | · |2)V ∥∥2
L1(R) .
In particular, if ‖(1 + | · |2)V ‖2L1(R) < max(C+, C−, C1)−1 and either z /∈ S or
Re z < (C2 ‖V ‖2L1(R))−1, then ‖Kz‖HS < 1 and −1 cannot be in the spectrum
of Kz. After the replacement V 7→ εV , we therefore get Theorem 2.3 as a
consequence of Theorem 5.3.
6.2 Proof of Theorem 2.4
Let V satisfy the assumptions of Theorem 2.4 with n ≥ 2 and ε > 0. The
present proof is again based on Theorem 5.3, but we use a more sophisticated
estimate of the norm of Kz for which the extra regularity hypotheses are needed.
The first step in our proof is to isolate the singular part of the kernel Kz. The
idea comes back to [32], where the singularity of the free resolvent (−∆−z)−1 at
z = 0 is singled out. In the present setting, however, the resolvent (H − z)−1 is
rather singular as Re z → +∞. In other words, we want to find a decomposition
of the form
Kz = Lz +Mz , (6.10)
where ‖Lz‖ → +∞ as Re z → +∞, while Mz stays uniformly bounded with
respect to z. The integral kernels of Lz and Mz will be denoted by Lz and Mz,
respectively.
Notice that it is enough to consider z ∈ S since, according to Theorem 2.3,
every eigenvalue ofHε belongs to the half-strip S provided that ε is small enough.
In this paper, motivated by the asymptotic expansions (4.1), we use the
decomposition (6.10) with the singular part Lz given by the integral kernel
Lz(x, y) :=
√
Re z |V |1/2(x) e−i
√
Re z (x+y) V1/2(y) . (6.11)
Properties of Mz are then stated in the following lemma.
Lemma 6.1. For all z ∈ S and (x, y) ∈ R2, the integral kernel of the opera-
tor Mz defined by (6.10) with (6.11) satisfies
Mz(x, y) =
1
2
|V |1/2(x)e−i
√
Re z (x+y)
[
Im z (x+y)−(|x|+ |y|)]V1/2(y)+mz(x, y) ,
(6.12)
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where for some k > 0 , the function mz satisfies, for all z ∈ S such that Re z ≥ 1 ,
|mz(x, y)| ≤ k√
Re z
|V |1/2(x) (1 + x2 + y2) |V |1/2(y) . (6.13)
If V ∈ L1(R, (1 + x4) dx), then ‖Mz‖HS is uniformly bounded with respect to
z ∈ S.
Proof. In the following computations we assume Re z ≥ 1 .
First, let x ≥ 0 and y ≤ 0. Then, according to (3.2) and the asymptotic
behaviour of k+(z) and k−(z) given in (4.1),
Rz(x, y) =
1
k+(z) + k−(z)
e−k+(z) x+k−(z) y = e−k+(z) x+k−(z) y
(√
Re z + δ1(z)
)
,
where δ1(z) does not depend on (x, y) and δ1(z) = O(1/
√
Re z). Thus,
Mz(x, y) =
√
Re z |V |1/2(x) e−i
√
Re z (x+y)
(
eΛz(x,y) − 1
)
V1/2(y)
+ δ1(z) |V |1/2(x) e−k+(z) x+k−(z) y V1/2(y) , (6.14)
where
Λz(x, y) :=
(
−k+(z) + i
√
Re z
)
x+
(
k−(z) + i
√
Re z
)
y .
Writing a Taylor expansion for the two real-valued functions
[0, 1] 3 t 7−→ Re etΛz(x,y) and [0, 1] 3 t 7−→ Im etΛz(x,y) ,
we obtain that, for some t1, t2 ∈ [0, 1],
eΛz(x,y)−1 = Λz(x, y)+ 1
2
[
Re
(
Λz(x, y)
2et1Λz(x,y)
)
+ i Im
(
Λz(x, y)
2et2Λz(x,y)
)]
.
(6.15)
Notice that, for all z ∈ S, x ≥ 0 and y ≤ 0, Re Λz(x, y) ≤ 0, hence
1
2
∣∣∣Re (Λz(x, y)2et1Λz(x,y))+ i Im (Λz(x, y)2et2Λz(x,y))∣∣∣ ≤ |Λz(x, y)|2 . (6.16)
Moreover, due to (4.1), we have
Λz(x, y) =
(Im z − 1)x+ (Im z + 1) y
2
√
Re z
+
βz x+ γz y
(Re z)3/2
,
for some complex constants βz and γz independent of (x, y) and uniformly
bounded with respect to z. As a consequence, (6.15) and (6.16) yield
eΛz(x,y) − 1 = 1√
Re z
(
(Im z − 1)x+ (Im z + 1) y
2
+ δ2(z;x, y)
)
,
where, for all z ∈ S, x ≥ 0 and y ≤ 0,
|δ2(z;x, y)| ≤ C0 1 + x
2 + y2√
Re z
,
with some C0 > 0. Summing up, (6.14) reads
Mz(x, y) = |V |1/2(x)
(
M˜0z(x, y) + rz(x, y)
)
V1/2(y) , (6.17)
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where (x ≥ 0, y ≤ 0)
M˜0z(x, y) :=
1
2
e−i
√
Re z (x+y)
[
(Im z − 1)x+ (Im z + 1) y]
=
1
2
e−i
√
Re z (x+y)
[
Im z (x+ y)− (|x|+ |y|)] (6.18)
and
rz(x, y) := e
−i√Re z (x+y) δ2(z;x, y) + e−k+(z) x+k−(z) y δ1(z) (6.19)
satisfies, with some positive constant C,
∀z ∈ S , x ≥ 0 , y ≤ 0 , |rz(x, y)| ≤ C√
Re z
(1 + x2 + y2) . (6.20)
By a similar analysis, we get the decomposition of the form (6.17) for x ≤ 0
and y ≥ 0 as well, where (x ≤ 0, y ≥ 0)
M˜0z(x, y) :=
1
2
e−i
√
Re z (x+y)
[
(Im z + 1)x+ (Im z − 1) y]
=
1
2
e−i
√
Re z (x+y)
[
Im z (x+ y)− (|x|+ |y|)] (6.21)
and the bound (6.20) holds also for x ≤ 0, y ≥ 0.
The case xy ≥ 0 can also be treated alike, by noticing that in this case the
first term on the right-hand side of (3.2) satisfies∣∣∣∣ 12k±(z) e−k±(z)|x−y|
∣∣∣∣ ≤ C ′√Re z
with some C ′ > 0. Moreover, using (4.1),
± k+(z)− k−(z)
2k±(z)
(
k+(z) + k−(z)
) e−k±(z)(|x|+|y|) −√Re z e−i√Re z (x+y)
=
1
2
e−i
√
Re z (x+y)
[
Im z (x+ y)− (|x|+ |y|)]+ ρz(x, y) ,
where ρz(x, y) satisfies the bound (6.20). The decomposition (6.12) with (6.13)
is therefore proved.
To complete the proof of the lemma, it remains to prove the uniform bound-
edness of Mz. This can be deduced from (6.12) and (6.13). Indeed, with some
C1 > 0, we have, for Re z ≥ 1,
‖Mz‖2HS ≤ C1
∫
R2
|V (x)| (1 + x2 + y2)2 |V (y)| dx dy ,
where the right hand side is finite if V ∈ L1(R, (1 + x4) dx) and actually inde-
pendent of z. If Re z ≤ 1, then according to (6.9) and the expression (6.11) of
the kernel Lz, we have
‖Mz‖HS ≤ ‖Kz‖HS + ‖Lz‖HS ≤ C2
√∫
R2
|V (x)| (1 + |x|+ |y|)2 |V (y)| dx dy
with some C2 > 0, hence the norm ‖Mz‖HS is uniformly bounded for Re z ≤ 1
as well.
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Remark 6.2. Using a first-order expansion in (6.15) instead of the second-
order expansion, we would obtain the uniform boundedness of Mz under the
weaker assumption V ∈ L1(R, (1+x2) dx). However, the second-order expansion
in (6.15) is required in order to get the exact expression (6.18) of the principal
term M˜0z(x, y) in (6.17).
Since ‖Mz‖ is uniformly bounded with respect to z ∈ S, the operator (1 +
εMz) is boundedly invertible for all ε small enough. Consequently, in view of
the identity
εKz + 1 = ε(Lz +Mz) + 1 = (1 + εMz)
[
ε(1 + εMz)
−1Lz + 1
]
and Theorem 5.3, we have (for all z ∈ S)
z ∈ σp(Hε) ⇐⇒ −1 ∈ σ
(
ε(1 + εMz)
−1Lz
)
. (6.22)
From the definition (6.11) we see that Lz is a rank-one operator. Conse-
quently, ε(1 + εMz)
−1Lz is of rank one too. Indeed, for all f ∈ L2(R), we
have
ε(1 + εMz)
−1Lzf = ε
√
Re z (f, ψ¯z) (1 + εMz)
−1φz ,
where
φz(x) := e
−i√Re z x |V |1/2(x) and ψz(x) := e−i
√
Re z x V1/2(x) .
It follows that ε(1 + εMz)
−1Lz has the unique non-zero eigenvalue
ε
√
Re z
(
(1 + εMz)
−1φz, ψ¯z
)
.
Equivalence (6.22) thus reads
z ∈ σp(Hε) ⇐⇒ −1 = ε
√
Re z
(
(1 + εMz)
−1φz, ψ¯z
)
. (6.23)
Note that the right hand side represents an implicit equation for z.
Writing
(1 + εMz)
−1 =
n−1∑
j=0
(−1)jεjM jz + (−1)nεnMnz (1 + εMz)−1 ,
the condition on the right hand side of (6.23) reads
1√
Re z
=
n∑
j=1
(−1)j (M j−1z φz, ψ¯z) εj + (−1)n+1 (Mnz (1 + εMz)−1φz, ψ¯z) εn+1 .
(6.24)
In the following we estimate each term on the right hand side of (6.24).
For j = 1, . . . , n , denoting
V ⊗j(x1, . . . , xj) := V (x1) . . . V (xj) ,
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and using the decomposition (6.14) with (6.21), we have(
M j−1z φz, ψ¯z
)
=
∫
Rj
Mz(x1, x2) . . .Mz(xj−1, xj)φz(xj)ψz(x1) dx1 . . . dxj
=
∫
Rj
(
j−1∏
`=1
|V |1/2(x`)
[
M˜0z(x`, x`+1) + rz(x`, x`+1)
]
V1/2(x`+1)
)
× |V |1/2(xj) e−i
√
Re z (x1+xj) V1/2(x1) dx1 . . . dxj
=
∫
Rj
e−i
√
Re z (x1+xj) V ⊗j(x1, . . . , xj)
×
j−1∏
`=1
[
M˜0z(x`, x`+1) + rz(x`, x`+1)
]
dx1 . . . dxj
= Ij−1(z) +Rj−1(z) , (6.25)
where
Ij−1(z) :=
1
2j−1
∫
Rj
e−2i
√
Re z
∑j
`=1 x` V ⊗j(x1, . . . , xj)
×
j−1∏
`=1
[
Im z (x` + x`+1)− (|x`|+ |x`+1|)
]
dx1 . . . dxj (6.26)
and Rj−1(z) := (M j−1z φz, ψ¯z)−Ij−1(z) contains all the integral terms involving
at least one factor of the form rz(x`, x`+1). Using (6.20), one can easily check
that
Rj−1(z) = O
(
1√
Re z
)
(6.27)
whenever V ∈ L1(R, (1 + x2n) dx).
On the other hand, we have
j−1∏
`=1
[
Im z (x` + x`+1)− (|x`|+ |x`+1|)
]
=
∑
~`∈Jj−1
j−1∏
m=1
(Im z x`m − |x`m |) ,
for a subset Jj−1 ⊂ {1, . . . , j}j−1 such that, for all ~` ∈ Jj−1, each coordinate in
~` is repeated at most twice. Consequently, separating the variables in (6.26),
we get, for some positive integer Mj ,
Ij−1(z) =
1
2j−1
Mj∑
k=1
I
(k)
j−1(z) , (6.28)
where each term I
(k)
j−1(z) has the form
I
(k)
j−1(z) =
(∫
R
e−2i
√
Re z x V (x) dx
)ak,j
×
(∫
R
e−2i
√
Re z x(Im z x− |x|)V (x) dx
)bk,j
×
(∫
R
e−2i
√
Re z x (Im z x− |x|)2V (x) dx
)ck,j
,
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with ak,j , bk,j , ck,j such that ak,j > 0 , bk,j ≥ 0 , ck,j ≥ 0 ,ak,j + bk,j + ck,j = j ,
bk,j + 2ck,j = j − 1 .
Thus, if F[f ](ξ) denotes the Fourier transform of f at point ξ, we have
I
(k)
j−1(z) =
(
F[V ](2
√
Re z)
)ak,j (
F
[
(Im z x− |x|)V (x)](2√Re z))bk,j
×
(
F
[
(Im z x− |x|)2V (x)](2√Re z))ck,j . (6.29)
Now, since for s = 1, 2 the function x 7→ (Im z x−|x|)sV (x) belongs to L1(R)
by assumption, its Fourier transform is in L∞(R) and it is continuous. Hence
there exists M1 > 0 such that, for all z ∈ S and s = 1, 2,∣∣∣F[(Im z x− |x|)sV (x)](2√Re z)∣∣∣ ≤M1 .
Similarly, since V ∈W 1,1(R), the function ξ 7→ ξ F[V ](ξ) belongs to L∞(R) and
it is continuous. Hence there exists M2 > 0 such that, for all z ∈ S,∣∣∣F[V ](2√Re z)∣∣∣ ≤ M2√
Re z
.
Thus (6.28) and (6.29) give
Ij−1(z) = O
(
1√
Re z
)
. (6.30)
Finally, (6.25), (6.27) and (6.30) yield(
M j−1z φz, ψ¯z
)
= O
(
1√
Re z
)
for all j = 1, . . . , n. Thus, according to (6.24),
1√
Re z
(
1− O(ε)) = (−1)n+1 (Mnz (1 + εMz)−1φz, ψ¯z) εn+1 ,
uniformly with respect to z as ε→ 0. We then notice that the right hand side in
the above identity has the form O(εn+1), uniformly with respect to z, as ε→ 0.
Therefore, we have
1√
Re z
= O(εn+1) ,
which concludes the proof of Theorem 2.4.
7 Examples
7.1 Dirac interaction
In order to test our results on an explicitly solvable model, let us consider the
operator formally given by the expression
Hα = − d
2
dx2
+ i sgn(x) + α δ(x) , α ∈ C ,
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where δ is the Dirac delta function. In fact, Hα can be rigorously defined (cf. [20,
Ex. 5.27]) as the m-sectorial operator in L2(R) associated with the form sum
h+ αv, where
v(ψ, φ) := ψ(0)φ¯(0) , Dom(v) := W 1,2(R) .
We have
(Hαψ)(x) = −ψ′′(x) + i sgn(x)ψ(x) for a.e. x ∈ R ,
Dom(Hα) =
{
ψ ∈W 1,2(R) ∩W 2,2(R \ {0}) : ψ′(0+)− ψ′(0−) = αψ(0)} .
It is also possible to show that Hα is T-self-adjoint.
Using for instance [12, Corol. IX.4.2], we have the stability result
σess(Hα) = σess(H) = [0,+∞) + i {−1,+1}
for all α ∈ C. Since Hα is T-self-adjoint, the residual spectrum of Hα is empty
(cf. [20, Sec. 5.2.5.4]). Finally, the eigenvalue problem for Hα can be solved
explicitly and we find that Hα possesses a unique (discrete) eigenvalue given by
λ(α) :=
1
α2
− α
2
4
(7.1)
if, and only if,
λ(α) 6∈ [0,+∞) + i {−1,+1} . (7.2)
In particular, the eigenvalue exists for all α ∈ R \ {0} and in this case it is
real. It is interesting that the rate at which λ(α) tends to infinity as α → 0
coincides with the bound of Theorem 2.3, even if this theorem does not apply
to the present singular potential and even for non-real α.
Now, in order to state the condition (7.2) more explicitly in terms of α, let
us set, for all σ = (σ1, σ2, σ3) ∈ {−1,+1}3,
Γσ :=
{
σ1
√
−2(r + iσ2) + 2σ3
√
r(r + 2iσ2) : r ∈ [0,+∞)
}
.
Notice that, for all r ∈ [0,+∞), the square roots in the expression above are
well defined. Then the condition (7.2) is equivalent to α /∈ Γ, where
Γ :=
⋃
σ∈{−1,+1}3
Γσ . (7.3)
The curve Γ is represented in Figure 3.
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Figure 3: The curve Γ in the complex plane representing values of α for which
the eigenvalue of Hα does not exist.
Let us summarise the spectral properties into the following proposition.
Proposition 7.1. For any α ∈ C, we have
σr(Hα) = ∅ ,
σc(Hα) = [0,+∞) + i {−1,+1} ,
σp(Hα) =
{
∅ if α ∈ Γ ,
{λ(α)} if α 6∈ Γ ,
where λ(α) is given by (7.1) and Γ is the domain defined in (7.3).
7.2 Step-like potential
To have a definitive support for the existence of discrete spectra for the operators
of the type (2.6), here we consider ε = 1 and the following step-like profile for
the perturbing potential:
Va,b(x) := (−i sgn(x)− b)χ[−a,a](x) ,
where a > 0 and b ∈ C. We set Ha,b := H + Va,b. By Proposition 5.5,
σess(Ha,b) = [0,+∞) + i {−1,+1} (7.4)
for all a > 0 and b ∈ C.
The differential equation of the eigenvalue problem Ha,bψ = λψ can be
solved in terms of sines and cosines in each of the intervals (−∞,−a), (−a, a)
and (a,+∞). Choosing integrable solutions in the infinite intervals and gluing
the respective solutions at ±a by requiring the W 2,2-regularity, we arrive at the
following equation
[√
λ2 + 1−λ−b] sin (2a√λ+ b)√
λ+ b
−i(√λ+ i−√λ− i) cos (2a√λ+ b) = 0 (7.5)
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for eigenvalues λ satisfying |Imλ| < 1 and λ+b 6∈ (−∞, 0). The equation for the
case λ = −b is recovered after taking the limit λ → −b in the above equation.
For eigenvalues λ satisfying |Imλ| < 1 and λ+ b ∈ (−∞, 0), we find
[√
λ2 + 1−λ−b] sinh (2a√|λ+ b|)√|λ+ b| −i(√λ+ i−√λ− i) cosh (2a√|λ+ b|) = 0 .
In the same manner, it is possible to derive equations for eigenvalues λ satisfying
|Imλ| ≥ 1. However, we shall not present these formulae, for below we are
particularly interested in real eigenvalues. We only mention that it is easy to
verify that no point in the essential spectrum (7.4) can be an eigenvalue.
Henceforth, we investigate the existence of real eigenvalues. Moreover, we
restrict to real b and look for eigenvalues λ > −b, so that it is enough to
work with (7.5). First of all, notice that, for any λ > −b satisfying (7.5),
sin
(
2a
√
λ+ b
)
never vanishes. At the same time, Im
√
λ+ i is non-zero for
real λ. We can thus rewrite (7.5) as follows
cot
(
2a
√
λ+ b
)
= −
√
λ2 + 1− (λ+ b)
2
√
λ+ b Im
√
λ+ i
∼ b as λ→ +∞ .
Since there is a periodic function with range R on the left hand side, it follows
from the asymptotics that Ha,b possesses infinitely many eigenvalues for every
real b. Let us highlight this result by the following proposition.
Proposition 7.2. For any a > 0 and b ∈ R, Ha,b possesses infinitely many
distinct real discrete eigenvalues.
Several real eigenvalues of Ha,b as functions of b ∈ R are represented in
Figure 4.
7.3 Dirichlet realisation
Since the spectrum of H is the union of the two half-lines R+ + i and R+ − i,
one might have expected the operator H to behave as some sort of decoupling
of two operators − d2dx2 + i in L2(R+) and − d
2
dx2 − i in L2(R−). The existence of
non-trivial pseudospectra (cf. Theorem 2.2) actually indicates that this is not
the case. Indeed, the situation strongly depends on the way the operator is de-
fined, emphasising the importance of the choice of domain in the pseudospectral
behaviour of an operator.
For comparison, let HD be the operator in L2(R) that acts as H in R∗+ :=
(0,+∞) and R∗− := (−∞, 0), but satisfies an extra Dirichlet condition at zero,
i.e.,
Dom(HD) :=
(
W 2,2 ∩W 1,20
)(
R \ {0}) .
Considering this operator instead of H means that the previous matching con-
ditions at x = 0, u(0−) = u(0+) and u′(0−) = u′(0+) for u ∈ Dom(H), are
replaced by the conditions u(0−) = 0 = u(0+) for u ∈ Dom(HD).
We can write HD as a direct sum
HD = HD− ⊕HD+ , (7.6)
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Figure 4: Dependence of real eigenvalues of Ha,b on b for a = 1.
where HD± are operators in L
2(R∗±) defined by
HD± := −
d2
dx2
± i , Dom(HD± ) :=
(
W 2,2 ∩W 1,20
)
(R∗±) . (7.7)
Since the spectra ofHD± are trivially found, we therefore have (see [12, Sec. IX.5])
σ(HD) = σ(HD− ) ∪ σ(HD+ ) = R+ + i {−1,+1} .
Hence HD and H have the same spectrum (cf. Proposition 2.1).
We can also decompose the resolvent of HD as follows
(HD − z)−1 = (HD− − z)−1 ⊕ (HD+ − z)−1
for every z 6∈ R+ + i {−1,+1}. Since HD± are obtained from self-adjoint opera-
tors shifted by a constant, they both have trivial pseudospectra. Consequently,
HD has trivial pseudospectra as well. In other words, although HD and H have
the same spectrum, that of H is far more unstable (cf. Theorem 2.2).
To be more specific, let us write down the integral kernel RDz of (H
D−z)−1.
For f ∈ L2(R), the function (HD−z)−1f has the form (3.4), where the constants
A+, A−, B+, B− are uniquely determined by the Dirichlet condition at 0 together
with the condition (HD − z)−1f(x) → 0 as x → ±∞. The former yields
B+ = −A+ and B− = −A−, while the latter gives the following values for A+
and A−:
A+ =
1
2k+(z)
∫ +∞
0
f(y) e−k+(z)y dy , A− = − 1
2k−(z)
∫ 0
−∞
f(y) ek+(z)y dy .
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Eventually, we obtain the following expression for the integral kernel:
RDz (x, y) =
1
2k±(z)
(
e−k±(z)|x−y| − e−k±(z)(|x|+|y|)
)
χR±(y) , ±x > 0 .
Now, as in Section 5.1, we can consider the perturbed operator
HDε := H
D+˙εV
for any V ∈ L1(R). We claim that, under the additional assumption V ∈
L1(R, (1+x2) dx), the Hilbert-Schmidt norm of the Birman-Schwinger operator
KDz := |V |1/2 (HD − z)−1 V1/2
is uniformly bounded with respect to z /∈ R+ + i{−1, 1}. To see it, let us first
assume x > 0. If |z − i| ≤ c0 for some positive c0, then
|RDz (x, y)| ≤
1
2|k+(z)|
(∣∣e−k+(z)|x−y| − 1∣∣+ ∣∣(e−k+(z)(|x|+|y|) − 1∣∣)
≤ |x− y|+ |x|+ |y|
2
,
where we have used the inequality |e−ω − 1| ≤ |ω| for Reω ≥ 0. On the other
hand, if |z − i| > c0, then |k+(z)| is uniformly bounded from below, hence
RDz (x, y) is uniformly bounded with respect to x ≥ 0, y ∈ R and z such that
|z − i| > c0. The same analysis can be performed for x < 0, thus there exists
C > 0 such that, for all (x, y) ∈ R2 and z /∈ [0,+∞) + i{−1, 1},
|RDz (x, y)| ≤ C(1 + |x|+ |y|) .
Consequently, the computation of the Hilbert-Schmidt norm of KDz yields
‖KDz ‖HS ≤ C
∫
R
(1 + x2)|V (x)| dx . (7.8)
After noticing that σess(H
D
ε ) = σess(H
D) for all ε ∈ R (by the same argu-
ments as in the proof of Proposition 5.5), the Birman-Schwinger principle (i.e. a
version of Theorem 5.3 for HDε ) leads to the following statement.
Proposition 7.3. Let V ∈ L1 (R, (1 + x2) dx). There exists a positive constant
ε0 > 0 such that, for all ε ∈ (0, ε0), we have
σ(HDε ) = σ(H
D) = R+ + i {−1, 1} .
In other words, in the simpler situation of the operator HD, we are able
to prove the absence of weakly coupled eigenvalues. Proposition 7.3 can be
considered as some sort of “Hardy inequality” or “absence of virtual bound
state” for the non-self-adjoint operator HD. Let us also notice that a similar
result has been established by Frank [13] in the case of Schro¨dinger operators
with complex potentials in three and higher dimensions.
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