ABSTRACT This paper presents an algorithm for high dynamic range (HDR) and super-resolution (SR) imaging from a single image. First, we propose a new single image HDR imaging (HDRI) method based on the Retinex approach and exploit a recent single image SR method based on a convolutional neural network (CNN). Among many possible configurations of HDR and SR, we find an optimal system configuration and color manipulation strategy from the extensive experiments. Specifically, the best results are obtained when we first process the luminance component (Y ) of input with our single image HDRI algorithm and then feed the enhanced HDR luminance to the CNN-based SR architecture that is trained by only luminance component. The ranges of chromatic components (U and V ) are just scaled in proportion to the enhanced HDR luminance, and then they are bicubic interpolated or fed to the above CNN-based SR. Subjective and objective assessments for various experiments are presented to validate the effectiveness of the proposed HDR/SR imaging scheme.
I. INTRODUCTION
With the advent of ultra high definition (UHD) television with the HDR rendering [1] , acquiring higher resolution and higher bit-depth images are becoming important. For this, cameras with HDR sensors are being developed, and multiexposure capturing methods are developed for generating HDR images from lower dynamic range (LDR) ones [2] - [8] . The latter method is to capture multi-exposure images by time-division or space-division multiple acquisitions, which needs complicated post-processing steps for alleviating the problems of ghost artifacts or image alignment.
In addition to the UHD-HDR image acquisition, converting the vast amount of existing LDR and/or lower resolution (LR) images to UHD-HDR is also important. We need to increase the bit depth and resolution of existing standard definition (SD) and high definition (HD) contents for displaying them on the UHDTV, like we needed to convert the interlaced SD contents to the progressive HD ones when digital HDTV broadcasting started. For obtaining an HDR image from a single LDR, there have been some ''single image HDR'' methods [9] - [11] . These methods generate virtual multiexposure images from a single input image, and combine them to an HDR image or fuse them to a tone-mappedlike enhanced image for the LDR display. For increasing the resolution of an image, there have also been many single image SR (SISR) algorithms [12] - [16] . Recently, many kinds of CNN architectures are developed for the SISR [17] - [19] , which all outperform the previous non-CNN methods.
A naive approach to combining the HDR and SR is to cascade them without any modification. For example, we first perform an HDR algorithm that outputs an RGB image from the given RGB input and then perform an SR algorithm with the HDR RGB. However, there are many HDRI and SR algorithms that process the transformed images such as YUV , IHS, Lab, etc., for stressing only luminance (Y ) component or for exploiting the uncorrelatedness of the transformed components. Also, it is reported in [20] that training the CNN-based SISR with different input format (RGB, YUV , or Y only) yields different performance. Hence in this paper, we perform extensive experiments on various implementations of HDRI and CNN-based SISR training methods, and find the ones which show better performance than the naive cascade approaches. To be precise, we implement various ways of HDR/SR configurations such as ''HDR followed by SR (HDR-SR)'' and ''SR followed by HDR (SR-HDR),'' with the RGB as well as YUV input. Among many possible configurations, it is found that the best method is to convert the input RGB image to YUV and process only Y component by a single image HDRI followed by a CNN-based SISR that is trained with Y . The chromatic components (UV ) are just stretched in proportion to the enhanced Y and then they are bicubic-interpolated or fed to the CNN-based SISR. Considering that this configuration (HDR-SR with Y -centric method) performs better than other ones, we also propose a new single image HDRI method based on the Retinex filtering approach [21] - [23] . Specifically, the proposed HDRI is focused on enhancing the Y component as it is fed to the CNN-based SISR trained with Y , and the rest components (UV ) are simply manipulated as many other image processing algorithms do.
In summary, the overall HDRI algorithm is structured as follows. We first transform the RGB input image to the YUV and decompose Y into illumination and reflectance components. Then we up/down-scale the illumination to derive several illuminations that correspond to different virtual exposure values. The reflectance is independently controlled to enhance the contrast in bright areas, and then it is multiplied to the virtual multi-exposure illuminations. This results in several different luminance images (Y s), which are combined to be an enhanced HDR luminance (Y ). Then it is fed to the CNN-based SISR which is trained with only luminance information. By manipulating the chromatic components (UV ) with simple stretching and interpolation, the proposed scheme is more efficient than the naive cascade of HDR and SR, each of which manipulates color components independently.
Our contributions can be summarized as follows. First, we have proposed a new method of HDRI which performs better or comparable to the conventional approaches, and the proposed algorithm is suitable for cascading with the CNN-based SR that is trained with the Y component. Second, we have shown that the employed CNN-based SISR performs the best for super-resolving HDR images when trained with Y only, while the UV are independently fed to this network. This is more efficient than training the network with multi-channel input (RGB or YUV ). Finally, we performed extensive experiments on various possible combinations of HDRI/SR and training strategies, and found that HDRI followed by SR trained with Y performs the best.
The rest of this paper is organized as follows. In Section II, we describe image enhancement algorithms related to our HDRI method. In Section III, the proposed single image HDRI is described in detail and the architecture of CNN-based SISR is reviewed. By using the methods, diverse system configurations and learning strategies are also presented in this section. In Section IV, image datasets for HDRI/SR and experimental setups are explained. We also describe the objective and subjective evaluation results in this section. Finally, we conclude the paper in Section V.
II. RELATED WORK
The conventional methods for image enhancement are the histogram equalization (HE) and its variants such as adaptive histogram equalization (AHE) [24] and contrast limited adaptive histogram equalization (CLAHE) [25] . Another approach is the single scale Retiex (SSR) image enhancement method [21] , which finds the illumination-compensated result from the functional forms of center/surround Retinex. However, due to the difficulty in selecting the scale parameter, the multi-scale Retinex (MSR) algorithm that finds the output image by a weighted sum of multiple SSR outputs was also developed [22] , [26] .
Instead of these histogram-based or Retinex filtering methods, a more intuitive approach may be to adjust the illumination component, because the human visual system is more sensitive to the illumination changes than the color variations. Based on this principle, there have been several illumination adjustment methods [9] , [27] , [28] which are shown to preserve the naturalness of images while unveiling the details in dark shadow areas. More precisely, Wang et al. [27] proposed a naturalness preserving enhancement algorithm (NPEA) for improving the non-uniformly illuminated images. Based on the Retinex approach, an input image is decomposed into reflectance and illumination component by using a brightpass filter. Then the estimated illumination component is adjusted by a bi-log transformation while trying to preserve the naturalness by observing the measure of lightness-order error. In the case of low-light image enhancement (LIME) method proposed in [28] , they mainly focused on the exact estimation of illumination component. In detail, initial illumination of each pixel is estimated by individually finding the maximum values in three color channels (red, green and blue). Then, a structure-aware smoothing model is applied to obtain the sophisticated illumination. For the reflectance component, a denoising technique is employed to suppress possible noise in dark areas. Finally, they reproduced an improved image by combining the adjusted illumination and the denoised reflectance. In fusion-based image enhancement method (FbEM) [9] , they first estimated the illumination component of input image by using the brightest channel prior, which is inspired by the dark channel prior (DCP) used for the dehazing algorithms [29] . Then, two different versions of illuminations, luminance-improved and contrast-enhanced illumination components, are derived by using an adaptive histogram equalization and a sigmoid function. The appropriate weights are also designed for these illumination components, and the weighted illuminations are blended to be a final bright and contrast enhanced illumination. Finally, they reproduced an improved image by combining the adjusted illumination with the reflectance.
III. PROPOSED HDR AND SR IMAGING SYSTEM

A. OVERVIEW
As stated above, we implement various combinations of HDR and CNN-based SISR, for example, HDR of RGB input VOLUME 6, 2018 followed by CNN-based SISR trained with RGB, HDR of YUV input followed by CNN-based SISR trained with YUV , HDR of only Y followed by single channel CNN-based SISR trained with Y , and the inverse order of each method (SR first and then HDR). We adopt the VDSR [18] as the CNN-based SISR method and train the model with RGB, YUV and Y -only input. In the case of HDRI, we test with several existing methods (NPEA, LIME, and FbEM) which are related to our proposed HDRI algorithm. In this section, we explain our HDRI in detail, and also describe its efficiency in cascading with the CNN-based SISR trained with the single channel input (Y ), which shows the best result among many HDR-SR configurations.
B. PROPOSED SINGLE IMAGE HDRI
The proposed HDRI algorithm consists of three steps: image decomposition, enhancement of each component and HDR image reconstruction. In the first stage, the luminance component (Y ) of an input image is decomposed into low frequency layer (illumination denoted as I ) and high frequency details (reflectance component denoted as R). The I is locally and globally scaled up/down to derive several virtual I 's that correspond to different virtual exposure values. The R is independently controlled to enhance the contrast in bright areas, and then it is multiplied to each of virtual I 's. This results in several different luminance images corresponding to virtual exposures, which are combined to a high-quality HDR luminance.
1) IMAGE DECOMPOSITION
We exploit the Retinex algorithm [21] , [22] which estimates the I that corresponds to low frequency component (base layer) and the R that corresponds to high frequency component (detail layer) as:
Specifically, the illumination is estimated as I = (Y * G), i.e., as the filtering of Y with a low pass filter G. In this process, halo artifacts often appear around strong edges when the filter G has a large kernel. Hence, instead of conventional low pass filters such as Gaussian or bilateral filter, we use an optimization-based weighted least squares filter (WLSF) which is known to suppress the halo artifacts [30] .
2) REFLECTANCE AND ILLUMINATION ENHANCEMENT
In this stage, estimated illumination and reflectance are enhanced independently, and then the wide range luminance image is reconstructed. The reflectance component obtained in the previous stage is upscaled to improve the image details in relatively bright areas. Precisely, the reflectance is modified by the proposed selective reflectance scaling (SRS) function as:
where m I is the average value of the estimated illumination and the parameter γ R is the gamma value which is set to 0.5 in this paper. Hence when the illumination intensity of a pixel I (i, j) is larger than the mean of the illumination m I , then it is considered a relatively bright pixel and the reflectance is increased by the amount of √ I (i, j)/m I . This approach can be effective for enhancing the image details in bright areas because the reflectance component is a kind of detail layer of an input image. By improving the component, the image contrast is locally improved in bright areas. The reason why we apply the SRS function to the bright areas only is that the details in dark areas will be enhanced by generating HDR illuminations in the next step. The main step of our HDRI algorithm is to derive several illuminations that correspond to different camera exposures, which we call as virtual illumination generation (VIG) algorithm. For generating plausible virtual illuminations, we first observe the illumination change in real multiexposure images acquired by 'bracketing.' As an example, three LDR images of different exposures (under-, standardand over-exposures) are shown in Figure 1 (top three) [31] . We denote the images as S u , S s , and S o and their estimated illuminations I u , I s , and I o , respectively, and observe the tendency of illumination changes according to the exposure changes. We measure the ratios of the different illuminations and illustrate them in the bottom of Figure. 1. The bottom left image shows the ratio of standard-exposure to under-exposure (I s /I u ), and the right one is the ratio of overexposure to under-exposure (I o /I u ). Comparing these two images, we can see that the ratio in dark area (boat and buildings) is much larger than that in the bright area. This means that we need to change the illumination in dark areas more than in others. Hence, when increasing or decreasing the I for generating multiple illuminations, we need local adjustment in dark areas in addition to the global adjustment.
The function for scaling the illumination is based on the sigmoid, which outputs the scale value for the virtual exposure value:
where v k is the k-the virtual exposure value, r is the adaptive amplitude which controls the range of the scale function, σ s is the smoothness factor of the sigmoid curve (set to 1 in all of our experiments), and m¯I is the average of normalized illuminationĪ (which is the normalization of I into the range of [0,1]). We prepare five virtual exposure values
correspond to short exposures that makes f (v k ) < 0, and
If m¯I is less than 0.2 or larger than 0.8, then it means that most part of the original image is saturated and thus we give up the enhancement. In all the experiments, there was actually no case that m¯I is out of this range. The output range of the scaling function is controlled by the parameter r, which needs to be large when m¯I is small and vice versa, for amplifying darker images more than bright images. This range control is simply implemented by defining it as
where M is the maximum value ofĪ .
With the scaling function above, the k-th illumination I k can be generated as
As a result, we have five illuminations: {I 1 , I 2 } that are darker than the original I by the amount of f (v k )I , I 3 = I , and {I 4 , I 5 } brighter than I by f (v k )I . The eq. 5 corresponds to ''global adjustment'' of I in that the illumination at every pixel position (i, j) is multiplied by the same factor of 1+f (v k ). In addition to this, we need ''local adjustment'' as stated above, for changing the values more in dark areas. That is we need to replace I (i, j) in eq. 5 by a larger (smaller) value when the original I (i, j) is small (large). This is simply achieved by replacing the I (i, j) in eq. 5 with
Finally, the VIG is defined as
With the enhanced reflectance R and the derived illuminations (I k ), we generate multiple luminance images Y k . Precisely, we reconstruct the luminance images for each exposure (v k ) as
3) HDR IMAGES GENERATION
We can generate a higher bit-depth HDR luminance image from these virtual multi-exposures (Y k ) by using conventional HDRI techniques [2] , [3] . However, since its evaluation needs HDR display and large-scale subjective assessment, researchers usually tone-map the HDR image to the LDR and evaluate the quality in terms of some objective measures and/or subjective comparisons. Instead of this two-step approach (HDR image fusion followed by tone-mapping), the multi-exposure images can be added together with appropriate weights to generate a tone-mapped-like LDR images, which is called exposure fusion method [7] . In this paper, we resort to the exposure fusion approach for the evaluation of HDRI results.
To blend the virtual multi-exposure luminances (Y k ), we also design an appropriate weighting rule which focuses on unveiling the details in dark areas and simultaneously maximizing the overall contrast. While the conventional exposure fusion defined the weights using the contrast, exposedness, and saturation [7] , we simply use the inverse of illumination as the weight at high exposure value because the less illuminated region needs to be brightened and vice versa. Conversely, the illumination is used as the weight at low exposure value. Specifically, the weights are just defined as
whereĪ k is the normalized illumination, andĪ 
The chromatic components (UV ) are just stretched according to the enhanced luminance, Y . To be precise, U (i, j) is stretched as
and also for V (i, j) similarly. Figure 2 shows some images to help to understand the process of the proposed HDRI algorithm, which makes the tone-mapped-like output image (top right) from an input LDR image (top left). The second row of Figure 2 shows the virtual illuminations I k defined in eq. 6. Specifically, the center image in the second row is the illumination component estimated by Retinex and WLSF to the input image. The rest images in the second row are the illuminations derived from virtual exposure values as in eq. 6. The third row shows the luminance images (Y k ) of virtual multi-exposure components (v k ) by eq. 7, and the last row shows the blending weights defined as eq. 8. By multiplying the fourth row (weight maps, w k ) to the third-row images (luminance images, Y k ) and then adding them, we obtain a tone-mappedlike luminance (Y ). The chromatic components (U and V ) are just stretched in proportion to Y , and the YUV to RGB conversion yields the final HDR image shown at the top right of Figure 2 . 
C. SUPER RESOLUTION USING VERY DEEP CONVOLUTIONAL NETWORKS
To reconstruct an HR image from the given LR image, we adopt the VDSR method [18] which is based on a very deep CNN architecture as shown in Fig. 3 . It takes a bicubic interpolated LR (ILR) image as the input to the CNN (denoted as ψ in the figure), which has the same resolution as a target HR (denoted ). The network has 19 convolution layers with the kernel size of 3 × 3 and the output of 64 feature maps are stacked followed by the rectified linear unit (ReLU). The last convolution layer, with the kernel size of 3 × 3 and the output of 1 feature map, is learned to generate the residual (λ) of input from the training data. At the inference, the input image is added to generated residual, which makes the HR image. Given a training dataset {ψ (i) , (i)} N i=1 , the network learns a model f that makes f (ψ) as close to as . Figure 4 shows images to visually compare the interpolated image, input HR image and super-resolved HR image by VDSR. It can be seen that most of the details are blurred in the interpolated image while the VDSR reconstructs the image details very well.
D. SYSTEM CONFIGURATIONS OF HDR AND SISR
The system configurations and training strategies for our experiment are shown in Figure 5 . For convenience, small letters (rgb, yuv) in the figure are the LR images, capital letters (RGB, YUV ) denote the HR images, and the letters with the prime (Y , y , etc) are the HDR version of un-primed components. The upper HDR-SR system in the figure means to process HDR first and then SR, and the lower SR-HDR means SR followed by HDR. The first line in the HDR-SR system is our main configuration, where y is first processed by HDR to be y , uv are stretched to u v according to eq. 10, and then y is super-resolved by the single channel VDSR and u and v are bicubic interpolated. Finally, we obtain Y bU V where ''b'' means that UV are obtained by ''bicubic'' interpolation. In the case of the second line, all the processes are the same as the first one, except that u and v are super-resolved by the CNN (single channel CNN trained by only Y ) and thus the result is denoted as Y pU V to differentiate it from the first one. The third line is to input the y u v to the CNN trained by YUV images (three channel CNN). The fourth line is the naive cascade approach mentioned earlier, i.e., the HDR and CNN are independently applied, where the CNN is trained with the RGB images. In the case of the lower body of Figure. 5 (SR-HDR) , the concept of processing is the same as the upper one except that we perform SR first and then the HDR. Finally, we have eight possible systems: HDRI-SR (YbUV-, YpUV-, YUV-and RGB-CNN) and SR (YbUV-, YpUV-, YUV-and RGB-CNN)-HDRI.
IV. EXPERIMENTAL RESULTS
For the extensive experiments, we implement all the different configurations and training methods illustrated in Figure 5 . By using various datasets used for HDRI and SR algorithms, we evaluate the performance of the proposed HDRI and the HDR/SR systems. Specifically, the experiments are performed on the sets such as Set5 (5 images of low and high frequency information) [12] , Berkeley Segmentation (BSDS 100 images of natural images including specific objects) [32] , Urban dataset [33] from Flickr (urban 100 images) and MMSPG (42 natural images) [34] . As the input LR/LDR images, all of them are resized by the MATLAB resizing function with the scaling factor 0.5.
A. TRAINING STRATEGIES FOR CNN-BASED SISR
To train the VDSR CNN, we use the same settings as the original paper. That is, we use 291 images and train the VDSR with the patch size of 41 × 41. Adam optimizer is used for the training, with the learning rate of 10 −4 , momentum parameter β 1 of 0.9, and β 2 of 0.999. Also, the regularization with weight decay of 0.0001 is used in training. For the comparison of our configuration and others (independently cascading SR and HDR), we train three different networks: Y-CNN, YUV-CNN, and RGB-CNN. The Y-CNN means a single-channel input/output network that is trained using only Y component. On the other hand, the YUV-and RGB-CNN are trained with 3-channel input in YUV color coding and RGB color space respectively (3-channel input and output). In the test (restoration) stage, we have two different strategies YbUV (bi-cubic interpolation of UV ) and YpUV (feeding UV to the single channel CNN) in the case of using Y-CNN.
B. QUANTITATIVE EVALUATION
There have been many full reference image quality assessment (FR-IQA) models and no-reference IQA (NR-IQA) models [35] - [41] . Among them, we employ PSNR for measuring the similarity of super-resolved images [41] , ARISM for measuring the overall image sharpness [38] , HIGRADE for predicting the perceptual quality of HDR/LDR images [39] and IDEAL for measuring the image distortions which may have occurred during the image manipulation [40] . We briefly introduce the assessment metrics as below.
• PSNR: Peak Signal to Noise Ratio, an FR-IQA.
• ARISM: Autoregressive(AR)-based Image Sharpness Metric (ARISM), a blind sharpness measure in the autoregressive (AR) parameter space. AR model parameters are obtained by calculating energy and contrast differences in the locally estimated AR coefficients. The overall image sharpness is quantified by percentile pooling method.
• HIGRADE: HDR Image GRADient-based Evaluator, an NR-IQA method for HDR and SDR pictures. It is based on the standard measurements of band pass and space-domain natural scene statistics (NSS) VOLUME 6, 2018 features as well as HDR-specific gradient-based features. HIGRADE is considered the most efficient algorithm for evaluating the LDR images obtained by HDRI algorithms such as tone-mapping and multi-exposure fusion.
• IDEAL: Invariance DEscriptor-based ALgorithm, an NR-IQA model, a parametric model describing the general characteristics of chromatic data. By capturing the correlation of chromatic data between spatially adjacent pixels by means of color invariance descriptors, the model provides informative cues for quantifying visual discomfort caused by the presence of chromatic image distortions. In the case of the model trained with Tampere image database (TID), the output quality score is between 0 (low quality) and 9 (high quality), and the model trained with Laboratory for Image and Video Engineering (LIVE) dataset gives the score between 0 (high quality) and 100 (low quality). We first compare our single image HDRI method with the existing ones (FbEM [9] , LIME [28] and NPEA [27] ) in Figure 6 . The algorithms are performed for all the images in MMSPG dataset [34] , and the average ARISMs are calculated in order to measure the degree of sharpness enhancement. The results show that our method performs better than others except for the LIME. The LIME algorithm usually over-enhances the image brightness and hence lose naturalness compared to FbEM, NPEA, and the proposed method (see Figure 7 for subjective comparison). We think that this is because the LIME mainly focuses on enhancing low-light images and thus overly increases the brightness of images taken at daytime.
For comparing the performance of various SR-HDR configurations in Figure 5 , we calculate the ARISM scores for every output and summarize them in Table. 1. We also use all the images in MMSPG dataset and the average scores are shown. The results show that the HDR-SR configuration yields better results than the SR-HDR in every color space. Comparing the performance depending on the color processing strategies, feeding the HDR luminance (y ) and chromatic component (u and v ) independently to the Y-CNN (YpUV configuration) shows the best result. The YbUV method, which feeds the HDR luminance (y ) to the Y-CNN and bicubic interpolates the chromatic component (u v ), is the second best. In summary, the results obtained by the single channel Y-CNN (YbUV and YbUV ) are better than those obtained by the multi-channel CNNs (YUV or RGB).
Additionally, the HIGRADE measurements are also presented in Table. 2, which shows similar tendency as the ARISM measurements above. Specifically, we can see that applying the HDR always gives better results than the SR-only processing regardless of SR training strategies. Therefore, we can say that the proposed fusion-based HDRI algorithm performs well for enhancing the image quality of LDR images. Also, the HDR-SR system gives better results than SR-HDR. It can also be seen that the single channel CNN-based super-resolving strategies (YpUV and YbUV) always show better results than the multi-channel processing. In terms of H1, YpUV is the best and YbUV is the best in terms of H2, respectively.
The IDEAL measurement results are summarized in Table. 3. Comparing the TID measure (the larger [9] , LIME [28] , NPEA [27] and the proposed algorithm. the better), it can be seen that all kinds of system configurations (SR only, SR-HDR and HDR-SR) do not have much difference on average, but the HDR-SR is slightly better than SR-HDR. In the case of LIVE measure (the smaller the better), applying the HDR yields better results than the SR-only systems, and HDR-SR configuration is also a little better than the SR-HDR.
Finally, we measure the PSNR between the original HR and the super-resolved HR images obtained by the above stated color manipulation strategies, on various databases: VOLUME 6, 2018 Set5, BSDS100, and Urban100. The results are summarized in Table 4 . We highlighted the highest PSNR in bold, and we can see that YpUV yields the highest PSNR. We can observe that YbUV always gives the second best result with a slight difference with the YpUV. As stated previously, the YbUV is to bicubic interpolate the UV , and YpUV means to superresolving the UV by using the single Y-CNN. Hence, for the simplicity of implementation, it would be better to use YbUV approach than the others. In summary, the single channel methods (YpUV and YbUV) show better PSNR results than multi-channel strategies (YUV and RGB), and thus the HDRI method needs to focus on the Y as in our HDRI algorithm.
C. QUALITATIVE EVALUATION
In Figure 7 , we present several images obtained by the approaches introduced in Section II. It can be seen that all the methods (FbEM, LIME, NPEA and the proposed) reveal the details in the shaded areas. The LIME seems to amplify the brightness too much so that color is distorted and some areas are saturated, because it is focused on enhancing the low-light images. The FbEM and the proposed algorithm generate similar visual quality, but ours shows a more contrasted image in bright areas and hence shows more vivid texture. Each result has its own pros and cons and the preference may be different from person to person. For more subjective comparisons, refer to large images in our project page (https://github.com/JasonBournePark/ HDRSR), where materials for our algorithm are also available. The run-time can be reduced when we use a faster smoothing filter than the WLSF. For example, the average runtime becomes 0.783 seconds if we employ a simple illumination estimation method such as fast global smoothing filter [42] . On the other hand, the measured average run-time for superresolving the FHD images is 0.760 second. We expect that the computation time can be more reduced by optimizing the code and the CNN.
E. DISCUSSION
Summarizing the experiments, when we perform HDRI and SR from a single image, we need to perform HDRI before the SR. Also, training the SR with the single channel (Y ) input works better than the SR with YUV or RGB. Hence it naturally leads to the configuration that we process only Y component through the HDRI followed by the single channel CNN-based SR. The rest components (UV ) are just stretched for HDRI, and then interpolated or fed to the single channel CNN for SR. For the SR of U and V , it appears that feeding them to the CNN works slightly better than the interpolation. However, since the difference is negligible, and considering the computational complexity, performing bicubic interpolation might be more efficient than feeding them to the CNN.
The HDRI and SR are important and interesting topics in image processing and computer vision areas, and thus many researchers are developing the related algorithms for single or multiple input images. Regardless of multiple or single input cases, and also irrespective of what kind of HDRI/SR algorithms that we use, we believe that performing the HDRI first would bring better results than the SR first because the enhanced contrast by the HDRI brings richer features to be used by the SR algorithm.
V. CONCLUSION
We have proposed a system that reconstructs an HR/HDR image from a single LR/LDR image by employing a CNN-based SISR method and developing a new HDRI method. To find an optimal configuration, we have tried various combinations of processing orders for the algorithms and also attempted training methods for the CNN-based SR. Experiments for eight different configurations are tested, and it is shown that performing HDRI followed by SR gives better results than its inverse order. Also, the best performance is achieved when we process Y by the HDRI and then by the single-channel SR, and the UV are just stretched in proportion to Y and then bicubic interpolated or fed to the CNN. Specifically, this configuration yields better results than the naive cascade of HDRI and SR, and also other configurations that train the SR with RGB or YUV components. 
