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Abstract
This paper presents an aircraft attitude and heading estimator using cata-
dioptric images as a principal sensor for UAV or as a redundant system for
IMU (Inertial Measure Unit) and gyros sensors. First, we explain how the
unified theory for central catadioptric cameras is used for attitude and head-
ing estimation, explaining how the skyline is projected on the catadioptric
image and how it is segmented and used to calculate the UAV’s attitude.
Then, we use appearance images to obtain a visual compass, and we calcu-
late the relative rotation and heading of the aerial vehicle. Finally the tests
and results using the UAV COLIBRI platform and the validation of them
in real flights are presented, comparing the estimated data with the inertial
values measured onboard.
Key words: Omnidirectional Images, Catadioptric systems, Unmanned
Aerial Vehicles (UAV), Sky segmentation.
1. Introduction
Omnidirectional vision can be a useful sensor in estimating attitude in
UAV. It can be used as the only sensor or as complementary sensor for in-
ertial and GPS information. Its main advantage is that pitch and roll are
estimated accordingly to the horizon line and therefore it regards the land
level variations, as well as yaw is estimated accordingly to visual objects that
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can be used for trajectory planning and see & avoid strategies.
In general, there are twelve variables that define the UAV state [1], which
are inertial latitude, longitude and altitude of the UAV, body frame veloci-
ties (rates); and roll, pitch and yaw angles and rates. In order to make a low
level controller for UAVs, it is necessary to have a direct measurement of the
attitude angles (Roll, Pitch and Yaw) or their rates. Frequently, these vari-
ables are measured using rate gyros as a part of a more complex sensor (the
Inertial Measurement Unit (IMU)) that involves gyroscopes and accelerom-
eters to estimate the relative position, velocity and acceleration of a vehicle
in motion. There has been an active improvement in precision, cost and size
of this sensor in the last years from mechanical devices through optical sys-
tems to MEMs sensors. Gyroscopes and IMU units are extremely sensitive
to measurements errors caused by drift, generating wrong estimation in ori-
entation after a long operation period, making it necessary to reference them
to an external measurement system like GPS framework [2]. Also, they still
can be affected by structural and mechanical fatigue, vibrations, temperature
changes, electric interferences and others [3], [4] causing a erroneous data or
a sensor failure. In addition, small and micro UAV sometimes have restric-
tions in cost and sensors payload capacity restricting the use of other sensors.
The idea of using visual information for UAV attitude estimation is not
new. The first experiments attempted to obtain the skyline from images
taken by a single perspective camera looking forward on the aircraft, using
this to estimate the roll angle with a horizontal reference [5], [6],[7],[8]. These
works differ in the way that they segment the sky and ground and in how
they estimate the horizon line.
Omnidirectional vision has also been used for UAV control and attitude
estimation. Hrabar [9] use an omnidirectional system for sideways-looking
sensing on an autonomous helicopter by applying image unwrapping. Demon-
ceaux et al.[10], use a similar approach to the one presented in this paper,
showing the advantages of using omnidirectional rather than perspective im-
ages for attitude estimation. They detect the horizon line on the catadioptric
image using a Markov Random Fields segmentation and then project it on
the equivalent sphere projection model for a Catadioptric system, showing
a good performance (without a ground true validation), on an off-line pro-
cessed video sequence.
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Catadioptric systems also have been used for robot odometry and rela-
tive orientation on outdoor vehicles [11], [12] showing that it is possible to
estimate relative orientation and position of a mobile robot using appearance
panoramic images.
In this work, we propose the use of an omnidirectional vision system as
an attitude sensor for simultaneous Roll, Pitch and relative heading or Yaw
angle measurement. Section 2 shows the UAV platform employed for tests.
Section 3 shows the catadioptric system employed and the equivalent projec-
tion model. Then, in section 4 an image processing algorithm to isolate the
skyline from the catadioptric image is implemented with the aim to estimate
the attitude of the bodyframe. Relative yaw or heading is also obtained us-
ing the so called visual compass on appearance images. Finally, in section 5
we present the feasibility and reliability of this approach when the obtained
results are compared with the Inertial Measurement Unit (IMU) of the UAV
testbed employed.
2. UAV System Description
The Colibri project has three totally operational UAV platforms: One
electric helicopter with a 1400 W motor (Figure 1), and two gasoline pow-
ered industrial twin helicopter with an 52 cc engine and 8 hp capable to
carry up to 12 kg payload. The COLIBRI testbeds [13], are equipped with
a Xscale-based flight computer augmented with sensors (GPS, IMU, Magne-
tometer, etc fused with a Kalman filter for state estimation). Additionally
they include a Pan and Tilt servo controlled platform for many different
cameras and sensors. In order to enable it to perform vision processing, it
also has a VIA mini-ITX 1.5 GHz onboard computer with 2 GB RAM, a
wireless interface and support for many type of Firewire cameras including
Mono (BW), RAW Bayer, color, and stereo heads for images acquisition. It
is possible to use IP cameras and analog cameras as well.
The system runs in a client-server architecture using TCP/UDP messages.
The computers run Linux OS working in a multi-client wireless 802.11g ad-
hoc network, allowing the integration of vision system and visual tasks with
flight control. This architecture allows embedded applications to run on-
board the autonomous helicopter while it interacts with external processes
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Figure 1: UPM-COLIBRI III Electric Helicopter platform during an Omnidirectional
attitude and heading estimation tests using a catadioptric camera
through a high level switching layer. The visual control system and addi-
tional external processes are integrated with the flight control through this
layer using TCP/UDP messages. The layer is based on a communications
API where all the messages and data types are defined. The helicopter’s
low-level controller is based on simple PID control loops to ensure its stabil-
ity. The higher level controller uses various sensing mechanisms such as GPS
and/or vision to perform tasks such as navigation, landing, visual tracking,
etc.
3. Central Catadioptric Cameras
Catadioptric cameras are devices that combine reflective elements (catop-
tric) and refractive systems (dioptric) to form a projection onto the image
plane of the camera. They can be classified as central and non-central cata-
dioptric cameras according to the single effective viewpoint criteria. Baker
and Nayar [14], [15], define the configurations that satisfy the constraints of
a single viewpoint, finding that a central catadioptric system can be built
combining a perspective camera with a hyperbolic, elliptical or planar mir-
ror, or using an orthographic camera with a parabolic mirror.
Geyer and Daniilidis [16], [17] proposed an unified model for the projec-
tive geometry induced by central catadioptric systems, showing that these
projections are isomorphic to a projective mapping from a sphere (centered
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on the effective viewpoint) to a plane with the projection center on the per-
pendicular axis to the plane.
A modified version of this unified model is presented by Barreto and
Araujo in [18], [19], where the mapping between points in the 3D world and
points in the catadioptric image plane is split into three steps. First, a linear
function maps the world into an oriented projective plane. Then a non-linear
function transforms points between two oriented projective planes. Finally
there is a collineation function depending on the mirror parameters and the
camera calibration matrix (intrinsic parameters). Figure 2 shows the general
unit sphere projection for modeling catadioptric systems.
Figure 2: Catadioptric projection modelled by the unit sphere.
Consider a point in space (visible to the catadioptric system), with Carte-
sian coordinates Xw = (xw, yw, zw)
T in the catadioptric reference (focus).
This point is mapped onto point Xs = (xs, ys, zs)
T on the unitary sphere
centered on the effective view point by equation 1.
Xs =
Xw√
x2w + y
2
w + z
2
w
=
Xw
‖Xw‖ (1)
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Table 1: Parameters ξ and ψ for central catadioptric systems (d is distance between focus
and 4p is the Lactus Rectum
Parabolic Hyperbolic Elliptical Planar
ξ 1 d√
d2+4p2
d√
d2+4p2
0
ψ 1 + 2p d+2p√
d2+4p2
d−2p√
d2+4p2
1
To each projective pointXs, corresponds a projective pointXc = (xc, yc, zc)
T
in a coordinate system with origin at the camera projection center. This pro-
jection is a non-linear mapping between two projective planes and is defined
by equation 2.
Xc = (xc, yc, zc)
T = Mc · ~(Xw)
where
Mc =
 ψ − ξ 0 00 ξ − ψ 0
0 0 1

~(Xw) =
(
xw, yw, zw + ξ
√
x2w + y
2
w + z
2
w
)t
(2)
where the Matrix Mc depends on the mirror parameters ξ and ψ, defined
for each one of the central catadioptric projections, as is shown in Table 1.
Finally, the image in the catadioptric plane is obtained after a collineation
between the image and the Projective plane depending of the camera’s in-
trinsic parameters Kc (where mx and my are the pixels per unit distance in
image coordinates, f is the focal distance and (x0, y0) are the coordinates of
the principal point), and the rotation of the camera Rc. The projection of a
world point on the catadioptric image is defined by equation 3.
Hc = Kc ·Rc ·Mc
Xi = Hc · ~(Xw)
Kc =
 fmx s x00 fmy y0
0 0 1
 (3)
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~(Xw) is a homogenous positive injective fucytion, with an inverse defined
by ~−1(Xw). This function maps points in a projective plane onto the unitary
sphere. The non-linear inverse function is defined by
(xs, ys, zs)
t = ~−1(H−1c Xi) = (λcxc, λcyc, λczc − ξ)t
where
λc =
zcξ +
√
z2c + (1− ξ2)(x2c + y2c )
x2c + y
2
c + z
2
c
(4)
3.1. Catadioptric system
Svoboda, Pajdla and Hlava´cˇ [20], [21], developed a projection model for
a perspective camera with a hyperbolic mirror and gave a general approach
to design and construct a useful catadioptric system for mobile robots. They
also explain the appropriated assembly and alignment of camera and mirror
in order to obtain the adequate images with central projection center. This
approach assumes a hyperbolic shaped mirror centered in one of its focal
points F ′ which general function is defined by equation 5:(
z +
√
a2 + b2
a
)2
−
(x
b
)2
−
(y
b
)2
= 1 (5)
Where a,b are the mirror parameters. The mirror eccentricity is e =√
a2 + b2 and the distance between focus is defined as d = 2e.
The maximum view angle taking into account the dimension of the mirror
and the distance to the camera is α = pi
2
+ arctan
(
h−2e
rtop
)
, where rtop is the
radius of any point on the mirror top rim (r2top = x
2
top + y
2
top), and h is the
distance between the the top of the mirror and the camera center.
The employed catadioptric system is based on the hyperbolic shape pro-
posed by Okamoto et. al [22], designed using the Svoboda method [20]. It
has a height from the top mirror to camera center of h = 100mm and the
radius of the mirror is set to rrim = 20mm. A standard firewire 30 fps,
CCD camera with resolution of 640x480 pixels is selected and looking for
the maximum occupancy on the image, the projected radius is defined to
rpixrim = 240 pixels. Assuming a pixel size of 0.01mm, a lens with focal
distance of f = 12mm has to be used. The mirror shape parameters are
b = 100
√
4 + 1 − 2√1002 + 202 = 19.6461 and a = 2b = 39.2922, with a
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maximum vertical angle of view of α = 121.3 degrees. Figure 3 shows the
camera mirror distribution. A transparent extruded thermoplastic acrylic
tube is used to make the final assembly. Finally, the catadioptric camera
system is calibrated using the omnidirectional camera calibration toolbox
developed by Mei and Rives [23].
Figure 3: Catadioptric system design and assembly using a transparent extruded thermo-
plastic acrylic tube.
4. Omnidirectional Image Processing
To be able to measure the body frame attitude based on the catadioptric
image, it is necessary to know, how the skyline is projected onto the unitary
sphere and onto the catadioptric plane. Geyer and Daniilidis [17] demon-
strate that a line on the space projects as a great circle on the unitary sphere
and as a conic on the image plane. Later, Ying and Hu [24] demonstrate that
the occluding contour of a sphere in space is projected onto a circle on the
unit sphere or onto a conic in the catadioptric image plane. Considering the
skyline the occluding contour on the earth sphere surface, finding it requires
to look for a small circle on the unitary sphere model or for a conic or ellipse
on the image plane as proposed by Demonceaux et al. [10], (see figure 4 for
an illustration).
Because the original datum obtained is the image projection, the skyline
detection focused on isolating the sky from the ground in this image and then
estimating the best adjusted ellipse to the skyline. To isolate the sky from
the ground we use an approach based on the method employed by Cornall
et al. [7] in which the RGB components of each pixel are weighted using the
function f(RGB) = 3B2/(R + G + B). This function has shown very good
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Figure 4: Skyline is the occluding contour of the earth sphere surface, whose projection on
the equivalent unitary sphere model through a plane that intersect it forms the depicted
red circle.
results for sky-ground segmentation under different light and cloud condi-
tions. For each resulting grayscale image from function f(RGB) a Pyramid
Segmentation [25] followed by a Gaussian Adaptive Threshold function [26] is
used to obtain a sky-ground binary image. The pyramid segmentation allows
us to reduce the effects of sunlight or brightness and clouds shadows in the
image under variable lighting conditions. This threshold method is very fast,
and produces good results in real-time. Figure 5 shows the segmentation on
a catadioptric image weighted using the method described above.
Once we have a sky-ground thresholded image, the ground contour on
the image can be easily defined. This contour represents the skyline and is
used by a fitting function to obtain the ellipse with the best approximation
to the contour. As can be seen on figure 5(c), if there are some high objects
like mountains, buildings and trees that not totally occlude the horizon, the
segmentation method continues working, because the approximate ellipse is
obtained using all the segmented contour and not only parts of the skyline.
Figure 6 shows some examples of the best fitted ellipse of the skyline on
original catadioptrics images obtained during a UAV flights under different
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(a) (b) (c)
Figure 5: Segmentation on a catadioptric image (5(a)), weighted using the function
f(RGB) = 3B2/(R+G+B) (5(b)), and the obtained sky ground binary image (5(c)).
sunlight and weather conditions.
4.1. Skyline backprojection on sphere.
The segmented skyline is defined by the points of the contour that repre-
sent the ground border or by the adjusted ellipse points SKYimg = (xSKYimg ,
ySKYimg , 1). These points are backprojected onto the unitary sphere using
equation 4 obtaining SKYs = (xSKYs , ySKYs , zSKYs) as shown in figure 7.
The circle formed by the skyline points on the sphere forms a plane that
intersects with the unitary sphere. To obtain the parameters of the skyline
in the unitary sphere, it is sufficient to find the plane with normal equation
NxxSKYs +NyySKYs +NzzSKYs +D = 0 that best adjusts the backprojected
points of the skyline contour or the adjusted ellipse on the image plane.
For each point of the backprojected skyline, the normal equation of the
plane is obtained by ziSKYs = Nxx
i
SKYs
+ Nyy
i
SKYs
+ D with i = 1, ..., n and
an overdetermined linear system of the form (Ax = b) is solved using the
pseudo-inverse method to obtain the plane pisky = (Nx, Ny, 1, D) (Equation
6).
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(a) (b)
(c) (d)
Figure 6: The best fitted ellipse (blue) to the skyline on original catadioptric images
obtained during a UAV flight under different sunlight and weather conditions . Figure
6(a) is a flight under a fall season clear sky, figure 6(b) is a winter cloudy day, figure 6(c)
is on a winter partly cloudy sunset, and 6(d) is a takeoff and flight in a summer sunny
day.
[Nx, Ny, D]
t = arg min
x
‖Ax− b‖
where
A =
x
i
SKYs
yiSKYs 1
...
...
...
xnSKYs y
n
SKYs
1

x =
NxNy
D

b =
z
i
SKYs
...
znSKYs

(6)
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Figure 7: The best fitted ellipse (blue) to the skyline is backprojected on a unitary sphere
model, forming a plane that intersects the sphere (which forms a small circle). The normal
vector to this plane defines the attitude of the camera and the UAV
4.2. Pitch And Roll Estimation
The normal vector to the plane formed by the skyline and the unitary
sphere is defined as N = [Nx, Ny, 1]
t. Assuming that the camera frame is
aligned with the UAV frame so that the x axis is the heading of the UAV and
the y axis is aligned with the UAV wing, it is possible to obtain the desired
roll (φ) and pitch (θ) angles, using equation 7.
θ = arccos
(
Nx√
N2x +N
2
y + 1
)
φ = arccos
(
Ny√
N2x +N
2
y + 1
) (7)
4.3. Yaw estimation using a visual compass
The relative heading of the UAV is calculated using the so called visual
compass on appearance images. This method was used by Labrosse [11] and
later by Scaramuza [12]. It consists of a part of a panoramic image obtained
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from a catadioptric image using a polar to Cartesian coordinates change or
unwrapping process employing equation 8
I(α,R) = Ic(R cos(α) + u0, R sin(α) + v0) (8)
where (u0, v0) are the coordinates of the catadioptric image center, α is a
linear function with maximum range [0, 2pi] and R is a linear function that
scans along the image Radius. The steps and range for α and R are defined
according to the desired panoramic image resolution and size. The unwrap-
ping process excludes the parts of the catadioptric images that involves the
camera reflex and the outside of the mirror.
If the catadioptric image corresponds to a scene captured with an almost
perfect vertical camera to the ground plane, then pure rotation will appear on
the appearance image as a pure pixel column-wise shift. The relative rotation
between two consecutive images is obtained, by finding the best match based
on the images’ column shift using the Euclidean distance. Equation 9 shows
the Euclidean distance between two panoramic images Im and In with the
same size and space color, as a function of the column-wise shift on the
Image In by α pixels (horizontal rotation). Figure 8 shows two consecutive
appearance images obtained by a unwrapping process with a small rotation.
d (Im, In, α) =
√√√√width∑
i=1
height∑
j=1
Nchan∑
k=1
(Im(i, j, k)− In(i+ α, j, k))2 (9)
The best shift αmin that minimize the distance function d(Im, In, αmin) ≤
d(Im, In, α)∀α ∈ R is the best pixel rotation between these two images. Fig-
ure 9 shows the Euclidean distance between the two appearance images on
figure 8 as a function of a column-wise shift on the second image.
The rotation angle or yaw ψ between images is directly related to the ob-
tained column shift between images, considering only the angular resolution
of the appearance images defined by the images field of view FOV and the
images width as shown in equation 10.
ψ(Im,In) = αmin
FOV
imgWidth
(10)
To obtain the final rotation relative to the first image, it is necessary to
add the obtained value to a counter.
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Figure 8: Two consecutive appearance images with a small rotation between them. A
white grid is superimposed to reference and the red box shows clearly the column shift
between images
The method described above was developed under the assumption of a
pure camera rotation on its vertical axis which is perpendicular to the hor-
izontal plane. In the general case, the UAV has translational components
and roll and pitch variations, causing the camera vertical axis to not always
be perpendicular to the horizon. However, as shown by Labrosse [11] and by
Scaramuza [12] the visual compass method based on appearance images is
still valid under translation and attitude variations if the camera has small
displacements or the distance to the objects is large compared with the dis-
placement. Because images are captured at high frequency, small variations
of pitch and roll are present between consecutive images; therefore, the pure
rotation assumption is still valid. Finally, because the translational move-
ments contribution to the optical flow is not homogeneous on the omnidirec-
tional image, but the rotation movements contributes equally on all image, is
enough to use the regions of the images on which the translation contribution
to optical flow is reduced. Considering that a forward/backward translation
has more contribution to the optical flow on the image regions corresponding
to the sides of the vehicles and little in from and back regions of the vehicle,
working only with the from and/or back portion of the image is enough to
reduce the effects of a translation on the image rotation estimation. In our
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Figure 9: Euclidean Distance between the two appearance images on figure 8 as function
of the column-wise shift on the second image
implementation we only use a FOV of 120 degrees corresponding to the front
central part of the panoramic image.
5. Tests and Results
Several tests have been made using the Colibri testbeds [27] in different
seasons, weather and illumination conditions. Table 2 describes the flight
and weather conditions in which these tests have been done. In these tests,
a series of flights were performed in both autonomous and manual modes. In
autonomous mode, the helicopter can take both, a previously defined trajec-
tory, or a hover (stationary) flight. In manual mode, a safety pilot takes a
free flight with strong movements of the helicopter. The algorithm is tested
during these flights (including a takeoff process) and an image sequence is
stored, associating to each of the processed images the UAV attitude infor-
mation estimated by the omnidirectional system. Also, a flightlog is created
with the GPS position, IMU data (heading, body frame angles and displace-
ment velocities), and the helicopter position estimated by the Kalman Filter
of the controller on the local plane with reference to the takeoff point. These
values are used for later comparisons with the estimated data using the cata-
dioptric system.
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Table 2: Flight test description and weather conditions
Flight Season Weather & Lighting Flight Mode
Flt. 1 autumn Clear and windy day, 19◦C Auto Hover, high level
Flt. 2 winter Cloudy Sky 2◦C Manual mode, high level
Flt. 3 winter Partly Cloudy, Sunset 8◦C Manual mode, high level
Flt. 4 summer Sunny Sky 37◦C Manual mode, takeoff-low level
Figure 10: Flight number 2, 3D trajectory and UAV heading reconstruction, obtained
using the flightlog data. The blue line depicts the translational movement and the red
arrows represent the heading direction of the UAV (pitch and yaw angles). Superimposed
Images shows some of the different catadioptric and sphere result obtained during the flight
sequence. In this flight, every five hundred frames (approximately 15 seg), the algorithm
makes a small break to store the acquired and processed images and IMU data in the on
board hard disk, causing this strong change in the stored trajectory values
Using the flightlog it is possible to reconstruct the 3D trajectory of the
vehicle and the camera and/or helicopter attitude. Figure 10 shows a 3D
reconstruction of one flight made in manual mode in which is possible to see
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Figure 11: 2D trajectories and UAV heading reconstruction. Figure 11(a) is a high level
hover flight in autonomous mode, figure 11(b) is a manual high level flight, figure 11(c) is
manual high level during a sunset and 11(d) is a manual takeoff and low level flight.
big changes in the attitude and orientation of the UAV. Figure 11 shows the
corresponding 2D reconstructions of flight tests described on table 2, showing
for each one, the trajectory and helicopter heading.
The algorithm developed, estimates the absolute Roll and Pitch angles
of the Camera bodyframe on the UAV and the relative Yaw rotation to the
first image. For these tests, the camera is located on the Pan and Tilt plat-
form of the helicopter in such a way that the vertical axes of the camera
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Table 3: RMSE for estimated roll (φ), pitch (θ) and Relative Yaw (ψ)
roll (φ) pitch (θ) R. Yaw (ψ)
Flight 1 0.1807 4.3710 1.2533
Flight 2 2.7528 2.8267 10.7844
Flight 3 0.9363 4.0918 6.0413
Flight 4 2.8647 1.9183 5.0086
and helicopter are parallel (by adjusting the camera platform tilt). In this
way, the hyperbolic mirror faces downward, and the camera looks up. This
positioning ensures that all axes of the helicopter and camera are coincident,
so that the obtained roll and pitch angles for the camera, are the same for
the helicopter frame, as shown in figure 4.
The estimated values of roll, pitch and yaw from test flights (Table 2, Fig.
11) are compared with the corresponding stored IMU values. Figures 12, 13
and 14 shows these results and table 3 has the Root Mean Squared Error
(RMSE) of the estimated values compared with the IMU values as ground
truth. In flight 2 (Fig. 10), every five hundred frames (15 seg), the algorithm
made a small break to store the acquired and processed images and IMU data
in the on board hard disk (other tests, the process is continuous), causing
this strong change in the measured values, because there are not processed
images during this saving time.
The estimated roll values have a very similar behavior to the one per-
formed by the helicopter during the tests. The estimated values are very
close to the IMU values and have a small RMSE against absolute values
measured in the IMU.
Pitch values are also estimated accurately compared with the ground
truth IMU. However when the helicopter has a high nose-up angle, a por-
tion of the ground is occluded on the catadioptric image by the platform’s
structure and the UAV’s reflections, causing a small error in the adjustment
of the skyline on the equivalent sphere projection, and the pitch estimation.
Additionally, this causes that in general, the pitch RMSE has higher values
than the Roll, although these values are still a high-quality measurement.
The error caused by the ground occlusion can be solved changing the camera
position to be totally below the UAV bodyframe reducing the portion of the
18
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Figure 12: Estimated Roll compared with the Roll Angle measured by IMU (Roll angle
in degrees −180 < φ < 180. Zero is level with the horizon and increasing is right wing
down.). Figures 12(a) to 12(a) corresponds to the flights shown in figure 11.
camera platform reflected on the mirror.
Yaw estimation uses the first image taken by the algorithm as a refer-
ence, calculating rotation with respect to this reference image. Absolute Yaw
data measured by the IMU is rotated according to the first image angle and
changed to a range between 0 < ψ < 360 for easy comparison with omnidi-
rectional data. Results show that the rotation between frames, as well as the
total rotation, are both a good approximation to real values, however there
are some cases in which the rotation direction is correctly estimated, but the
magnitude is not correct, as can be seen on Fig. 14(b). This happens, because
Yaw estimation is obtained using a counter of rotations between consecutive
images, causing an accumulative error along all the estimation process. In
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Figure 13: Estimated Pitch compared with the Pitch Angle measured by IMU (Pitch
angle in degrees −90 < θ < 90. Zero is level with the horizon and increasing is nose up.).
Figures 13(a) to 13(d) corresponds to the flights shown in figure 11.
addition, the unwrapped panoramic image only has a resolution of 0.5 pixels
per degree, causing that small rotations between consecutive images cannot
be detected and not added to the counter. Roll and Pitch estimation do
not have this accumulative error problem, because they are calculated using
only the information available in the last catadioptric image. Currently, it is
under test a new method to reduce the Yaw estimation error, by increasing
the resolution of the unwrapped image and using a Kalman filter in order
to improve the estimation robustness, however there are not available results
yet.
In Flight 4 ( Figure 11(d)) the algorithm was running from the helicopter’s
takeoff phase in order to test the robustness of the skyline detection at low al-
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Figure 14: Estimated Relative Yaw compared with the Relative Yaw Angle measured by
IMU (Heading (yaw) angle in Degrees. −180 < ψ < 180, zero is due north and increasing
is rotating clockwise when viewed from above in absolute measuring and −360 < ψ < 360
in relative mode.). Figures 14(a) to 14(d) corresponds to the flights shown in figure 11.
titudes. During the first 20 seconds, the helicopter is on the ground, making
a rotor speeding up in order to reach the necessary revolutions (R.P.M) to
lift the helicopter on air, causing vibration on the camera platform. Skyline
segmentation works fine on the captured images, but because the platform
has a vibration component, the attitude angles have a big noise component
on the estimated values during the beginning of this test as figures 12(d),
13(d) and 14(d) show. This noise component during the takeoff produces a
small increment of the RMSE values for this flight.
Tests have been done under different weather and sky conditions, flying
at different heights and including images sequences taken with the helicopter
on the ground and during a takeoff phase. In all cases, results are good,
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showing the feasibility of using a catadioptric system as a UAV attitude and
heading estimator or as a redundant visual system. The total video sequences
for these flights and additional tests in manual and autonomous mode are
available on the Colibri Project Web Page [27].
6. Conclusions
This paper deals with the research and results of the use of omnidirec-
tional computer vision techniques onboard a UAV. These techniques are not
merely used to acquire environmental visual information that can be used af-
terward by off-line processing. Rather, this paper has shown that computer
vision can play an important role on-line during the flight itself in order to
acquire the essential UAV state information in order to be used as flight con-
troller’s sensor.
We have developed and tested a method for UAV attitude (roll and pitch)
and heading estimation based totally on visual information taken by a cata-
dioptric camera. This approach has been validated against inertial measures
using a UAV testbed, showing that the estimated values are a very good
approximation of the real state of the aircraft, demonstrating the feasibility
of using this kind of system as a main sensor on UAVs with reduced sensor
payloads or as a redundant system for IMU and gyroscopes in cases of failure
or malfunction of these systems. The pitch and roll are calculated in relation
to the horizon and they are thereafter referenced to the actual land inclina-
tion, which can varies during the flight. Similarly the heading is calculated
in reference to external objects, so it can used with adventage in trajectory
planning.
We have tested the algorithm under different weather conditions, showing
the adaptability of the proposed method to many sunlight and illumination
conditions and the robustness in extreme cases like a totally cloudy sky or a
sunset in which the skyline isolation is difficult to obtain.
Tests have shown a good performance at different fly levels, with a high
robustness at low altitudes in which high objects (trees, mountains and build-
ings) often occlude parts of the contour of the earth sphere surface, making
difficult the skyline detection and segmentation. At high altitudes, this ob-
jects are under the horizon line level, allowing a excellent sky ground seg-
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mentation and algorithm efficiency.
Estimated values using the omnidirectional system, have shown a good
response to strong changes on the aircraft flying state with a near real time
computational cost. These visual based measurements have been proved to
vary accordingly to the measurements of the classical sensors, showing dis-
crepancies of only a few degrees. These discrepancies can be used for sensor
fusion, as well as for obstacle avoidance and trajectory updating. Consid-
ering these facts, the inertial data measured with the catadioptric system
are appropriate for a flight controller based on visual sensor with additional
features like object tracking and servoing.
Based on the results of our work, we conclude that the UAV field has
reached an important stage of maturity, in which the possibility of using
vision as a main sensor for UAVs control can now be imagined and in some
cases attained. We have experimentally demonstrated capabilities to measure
the attitude and the heading of an autonomous helicopter by using only visual
information.
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