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3.1. Jenis dan Sumber Data 
Data yang digunakan dalam penelitian ini adalah berupa data sekunder, 
yaitu laporan keuangan tahunan perusahaan manufaktur. Penggunaan sumber data 
lain yang mendukung tujuan penelitian juga digunakan seperti buku teks, artikel 
dan skripsi terdahulu. Data yang digunakan dalam penelitian ini adalah laporan 
keuangan yang diterbitkan oleh perusahaan manufaktur pada tahun 2011-2016 
melalui laman resmi BEI di www.idx.co.id 
3.2. Populasi dan Sampel Penelitian 
 Populasi adalah sekelompok orang, kejadian atau segala sesuatu yang 
mempunyai karakteristik tertentu (Indriantoro dan Supomo, 2014). Populasi juga 
merupakan keseluruhan pengamatan yang menjadi perhatian penelitian. Populasi 
dalam penelitian ini adalah seluruh perusahaan manufaktur yang terdaftar di Bursa 
Efek Indonesia (BEI) pada tahun 2011-2016. Data penelitian yang digunakan 
adalah data sekunder berupa data keuangan perusahaan manufaktur di Indonesia 
yang konsisten listing tahun 2011 hingga 2016 
Tabel 2 
Proses Pemilihan Sampel Penelitian 
Kriteria Sampel Jumlah per tahun 
Perusahaan manufaktur yang terdaftar di Bursa Efek 
Indonesia dari tahun 2011-2016 
147 
Perusahaan manufaktur yang tidak konsisten listing di 




Perusahaan manufaktur yang mempublikasikan data 
laporan keuangan secara tidak konsisten selama 2011-
2016 dan tidak melaporkan goodwill berturut-turut 
 
(107) 
Perusahaan yang mengalami kerugian atau laba 
negatif, karena laba negatif kemungkinan mengandung 
banyak komponen transitori karena cenderung 
merupakan inidikator nilai yang buruk (Hayn, 1995; 
Chambers, 1999). 
(6) 




 Sampel yang dimiliki data lengkap terkait variabel yang digunakan dalam 
penelitian seperti data harga saham, jumlah lembar saham dan memilki nilai buku 
ekuitas positif. Harga saham yang digunakan adalah harga saham penutupan pada 
hari di publikasikannya laporan keuangan tahunan perusahaan yang bersangkutan 
(closing price). 
 Penelitian ini menganalisis pengaruh pengungkapan goodwill pada tahap 
konvergensi dan full adopsi IFRS di Indonesia. Oleh karena itu, dengan 
mempertimbangkan ketersediaan data, maka periode yang digunakan periode 
tahap konvergensi IFRS dipilih dari tahun 2011-2013, untuk memperoleh 
observasi waktu yang seimbang, maka periode full adopsi dipilih tahun 2014-
2016. Berdasarkan kriteria tersebut didapat 12 perusahaan manufaktur yang 




3.3. Metode Pengumpulan Data  
 Metode pengumpulan data menggunakan purposive sampling. Dimana 
purposive sampling adalah salah satu teknik sampling non random sampling 
dimana peneliti menentukan pengambilan sampel dengan cara menetapkan ciri-
ciri khusus yang sesuai dengan tujuan penelitian sehingga diharapkan dapat 
menjawab permasalahan penelitian. 
3.4. Operasional Variabel 
 3.4.1. Variabel Dependen (Y) Harga Pasar Saham  
Variabel dependen merupakan variabel yang dipengaruhi atau yang 
menjadi akibat karena adanya variabel independen (bebas) (Sugiyono, 2011). 
Dalam penelitian ini variabel dependen yang digunakan adalah harga pasar saham 
penutupan. Harga saham perusahaan mempresentasikan kumpulan penilaian 
investor dan informasi yang relevan terkait perusahaan (Holthausen dan Watts, 
2001).   
3.4.2. Variabel Independen (X1) berupa Goodwill (GW) 
Variabel independen adalah variabel yang mempengaruhi suatu yang 
menjadi sebab perubahannya atau timbulnya variabel dependen (terikat) 
(Sugiyono, 2011). Dalam penelitian ini, variabel independen yang digunakan 
Goodwill didefinisikan sebagai aset yang merepresentasikan manfaat ekonomi 
masa depan yang berasal dari aset lainnya yang diakuisisi dalam penggabungan 
usaha yang tidak dapat diidentifikasi secara individual dan diakui secara terpisah. 
Goodwill merupakan cerminan atas lebih tingginya kekuatan potensi laba 
perusahaan yang diakuisisi daripada nilai wajarnya. Nilai goodwill diukur 
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berdasarkan proporsinya dalam laporan keuangan perusahaan. nilai yang 
digunakan dalam penelitian ini merupakan nilai buku goodwill bersih pada akhir 
tahun dibagi jumlah saham yang beredar pada akhir tahun t.  
 
GWit=  
                       
                        
 
(Sumber : Tyastri & Fatima, 2013). 
3.4.3. Variabel Independen (X2) Nilai perusahaan  
Ahmed dan Nanda (2000) dalam Effendi (2013) menyatakan nilai 
perusahaan diproksikan dengan price to book value (PBV). Menurut Ang (1997) 
dalam Effendi (2013) secara sederhana menyatakan bahwa PBV merupakan rasio 
pasar yang digunakan untuk mengukur kinerja harga pasar saham terhadap nilai 
bukunya. Dalam penelitian ini harga pasar saham (Pa) yang digunakan adalah 
harga pasar saham penutupan. 
PBV =  
                            
                          
 
(Sumber : Brigham, 1999:92). 
3.4.4. Variabel Indikator berupa Tahap Konvergensi dan Full Adopsi IFRS 
Dalam penelitian ini berupa PRE-IFRS yaitu memberikan nilai 0 tahap 
konvergensi IFRS dan POST-IFRS nilai 1 untuk tahap full adopsi IFRS. 
3.5. Model Penelitian  
 Penelitian ini menggunakan pendekatan Kargin (2013) dan Ohlson (1995) 
yang di modifikasi, dimana model ini menggunakan penilaian harga pasar saham 
informasi akuntansi. Penelitian ini melihat nilai relevansi laporan keuangan dan 
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nilai perusahaan berdasarkan pengaruh goodwill terhadap harga saham 
perusahaan. 
Pit = β0 + β1PBVit + β2GWit + nit 
 Model penelitian selanjutnya merupakan pengembangan modifikasi model 
Ohlson (1995) yang digunakan dalam pendekatan Kargin (2013). Model ini 
terdapat variabel dummy berupa IFRS untuk melihat dampak perubahan ataupun 
perbedaan nilai relevansi goodwill terhadap harga saham dan nilai perusahaan 
tahap konvergensi dan full adopsi IFRS.  
Pit = β0 + β1IFRS + β2PBVit + β3GWit + β4 IFRS*PBVit + β5IFRS*GWit + nit 
Keterangan : 
Pit = Harga saham akhir tahun pada perusahaan  
β0 – β5 = Koefiseien Regresi setiap variabel Independen  
GWit = nilai goodwill per saham perusahaan i pada tahun t 
PBVit = menggambarkan nilai perusahaan, yang merupakan rasio pasar yang 
digunakan untuk mengukur kinerja harga pasar saham terhadap nilai bukunya. 
IFRS = merupakan variabel indikator yang bernilai 1 pada periode full adopsi 
IFRS dan bernilai 0 pada periode konvergensi IFRS. 
Nit = residual (error) 
3.6. Metode Uji Hipotesis dan Analisis Data 
3.6.1. Analisis Regresi Linier Berganda 
Analisis regresi digunakan untuk memprediksi dan atau mengestimasi 
rata-rata populasi atau nilai rata-rata variabel dependen berdasarkan variabel 
independen yang diketahui (Gujarati, 2003 dalam Ghozali, 2005). Dalam analisis 
60 
 
regresi, selain mengukur kekuatan hubungan antara dua variabel atau lebih, juga 
menunjukkan arah hubungan antara variabel dependen dengan variabel 
independen (Ghozali, 2011). Penelitian ini dilakukan dengan menggunakan 
bantuan program SPSS (Statistical Program for Social Science) Versi 23. 
3.6.2. Uji Asumsi Klasik  
Ghozali (2011) menyatakan bahwa uji asumsi klasik digunakan untuk 
memastikan bahwa di dalam model regresi tidak terdapat multikolinearitas, 
heterokedastisitas, dan autokorelasi. Selain itu uji asumsi klasik juga digunakan 
untuk memastikan bahwa variabel pengganggu yang dihasilkan memiliki 
distribusi yang normal.  
a. Uji Normalitas Data  
Uji normalitas digunakan untuk menguji apakah dalam model regresi 
antara variabel dependen dengan variabel independen terdapat distribusi yang 
normal atau tidak. Ghozali (2011) menyatakan bahwa uji normalitas digunakan 
untuk menguji apakah dalam model regresi variabel pengganggu atau nilai 
residual memiliki distribusi normal agar uji statistik untuk jumlah sampel kecil 
hasilnya tetap valid.  
Normalitas dapat dideteksi dengan melihat penyebaran titik (data) pada 
sumbu diagonal dari grafik atau dengan melihat dari residualnya, adapun dasar 
pengambilan keputusan adalah sebagai berikut (Ghozali, 2006):  
1. Jika data menyebar di sekitar garis diagonal dan mengikuti arah garis diagonal 
atau grafik histogramnya menunjukkan pola distribusi normal, maka model 
regresi memenuhi asumsi normalitas.  
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2. Jika data menyebar jauh dari diagonal dan tidak mengikuti arah garis diagonal 
atau grafik histogram tidak menunjukkan pola distribusi normal, maka model 
regresi tidak memenuhi asumsi normalitas.  
b. Uji Heteroskedastisitas  
Heteroskedastisitas adalah terjadinya varians yang tidak sama untuk 
variabel independen yang berbeda. Ghozali (2006) menyatakan bahwa uji 
heteroskedastisitas bertujuan untuk menguji apakah dalam model regresi terjadi 
ketidaksamaan variant dari residual suatu pengamatan ke pengamatan yang lain. 
Uji Heteroskedastisitas yang akan dilakukan dalam penelitian ini menggunkan Uji 
Glejser  
Uji glejser merupakan uji statistik yang digunakan untuk menjamin 
keakuratan hasil. Glejser mengusulkan untuk meregres nilai absolut residual 
terhadap variable independen (Gujarati, 2003 dalam Ghozali, 2006). 
Heteroskedastisitas terjadi apabila variable independen signifikan secara statistic 
mempengaruhi variable dependen. Jika signifikasinya di atas tingkat kepercayaan 
5 persen, maka model regresi tidak mengandung adanya heteroskedastisitas. 
Menurut Ghozali (2011) model regresi yang baik adalah homoskedastisitas, yaitu 
keadaan ketika variance dari residual satu pengamatan ke pengamatan lain tetap.  
c.  Uji Multikolinearitas  
Uji multikolinearitas digunakan untuk mengetahui hubungan secara linier 
antar variabel. Multikolinearitas terjadi apabila antar variabel independen terdapat 
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hubungan yang signifikan. Model regresi yang baik seharusnya tidak terjadi 
kolinearitas diantara variabel independen (Ghozali, 2011). Uji Multikolinearitas 
dilakukan dengan melihat nilai tolerance dan variance inflation factor (VIF). 
Indikator untuk menunjukkan adanya multikolinearitas adalah nilai tolerance 
≤0,10 atau sama dengan nilai VIF ≥10. 
Selain dengan melihat nilai tolerance, multikolinearitas juga dapat dideteksi 
dengan melakukan analisis matrik korelasi variable independen. Jika antar 
variabel independen terdapat korelasi yang cukup tinggi (lebih dari 0,90), maka 
terindikasi adanya multikolinearitas. Ghozali (2005) menyatakan bahwa gejala 
multikolinearitas pada model regresi dapat dihilangkan dengan cara sebagai 
berikut:  
1. Menggabungkan data cross section dan time series.  
2. Transformasi variabel, salah satu cara mengurangi hubungan linier di 
antara variabel bebas, dapat dilakukan dalam bentuk logaritma natural 
dan bentuk first difference atau delta.  
3. Mengeluarkan satu atau lebih variabel independen yang mempunyai 
korelasi tinggi dari model regresi dan indentifikasi variabel independen 
lainnya untuk membantu prediksi.  
4. Menggunakan model dengan variabel bebas yang mempunyai korelasi 
tinggi hanya semata-mata untuk memprediksi.  
5. Menggunakan korelasi sederhana antara setiap variabel bebas dan 
variabel terikat untuk memahami hubungan diantara keduanya.  
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d. Uji Autokorelasi  
Model regresi yang baik adalah regresi yang bebas dari autokorelasi. Uji 
autokorelasi digunakan untuk menguji apakah dalam suatu model regresi linier 
terdapat korelasi antara kesalahan pengganggu pada periode t dengan kesalahan 
pada periode t-1 (sebelumnya). Masalah pada autokorelasi dapat diketahui apabila 
terjadi korelasi. Autokorelasi muncul disebabkan adanya observasi yang berurutan 
sepanjang waktu berkaitan satu sama lain. Uji Durbin-Watson hanya digunakan 
untuk autokorelasi tingkat satu (first order autocorrelation) dan mensyaratkan 
adanya intercept (konstanta) dalam model regresi dan tidak ada variabel lag di 
antara variabel independen. Hipotesis yang akan diuji adalah:  
H0 : tidak ada autokorelasi (r = 0)  
      HA: ada autokorelasi (r ≠ 0) 
Ghozali (2011) menyatakan bahwa uji statistik F digunakan untuk mengetahui 
apakah semua variabel independen yang dimasukkan dalam model regresi 
memiliki pengaruh secara bersama-sama (simultan) terhadap variabel dependen. 
Variabel independen dinyatakan mempengaruhi variabel dependen apabila nilai 
probabilitas signifikansi < 0.05 .  
3.6.3 Uji Koefisien Determinasi (R2)  
Nilai koefisien determinasi adalah antara nol dan satu. Nilai yang 
mendekati satu berarti variabel-variabel independen memberikan hampir semua 
informasi yang dibutuhkan untuk memprediksi variasi variabel dependen. 
Sedangkan nilai R2 yang kecil berarti kemampuan variabel-variabel independen 
dalam menjelaskan variasi variabel dependen amat terbatas. Ghozali (2011) 
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menyatakan bahwa tujuan utama uji koefisien determinasi yaitu untuk mengukur 
seberapa jauh kemampuan model dalam menerangkan variasi variabel dependen.  
Penggunaan koefisien determinasi juga memiliki kelemahan yaitu adanya 
bias terhadap jumlah variabel independen yang dimasukkan ke dalam model. Hal 
tersebut dapat diatasi dengan menggunakan adjusted R² dimana jika bernilai 
negatif maka dianggap bernilai nol (Ghozali, 2011).  
3.6.4 Uji Parsial 
 Menurut Ghozali (2012: 98) uji t-test digunakan untuk menguji 
seberapa jauh pengaruh variabel independen yang digunakan dalam penelitian ini 
secara individual dalam menerangkan variabel dependen secara parsial. Dasar 
pengambilan keputusan digunakan dalam uji t adalah sebagai berikut : 
1. Jika nilai probabilitas signifikan > 0,05, maka hipotesis ditolak. Hipotesis 
ditolak mempunyai arti bahwa variabel independen tidak berpengaruh 
signifikan terhadap variabel dependen. 
2. Jika nilai probabilitas signifikan < 0,05, maka hipotesis diterima. Hipotesis 
tidak dapat ditolak mempunyai arti bahwa variabel independen 
berpengaruh signifikan terhadap variabel dependen.  
3.6.5 Uji Beda T-test (Paired Sample Test) 
T-test adalah pengujian menggunakan distribusi t terhadap signifikan 
perbedaan nilai rata-rata tertentu dua kelompok sampel yang tidak berhubungan. 
Adapun kasus penelitian ini menggunakan uji beda paired sample T-test adalah 
pengujian yang dilakukan terhadap dua sampel yang berpasangan. Sampel 
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berpasangan dapat diartikan sebagai subyek yang sama namun mengalami dua 
perlakuan yang berbeda. (Budi, 2006:177) 
Dalam penelitian ini, paired sample T-test digunakan untuk menguji 
apakah terdapat perbedaaan relevansi nilai goodwill antara tahap konvergensi dan 
full adopsi IFRS.  Dan apakah terdapat perbedaaan nilai perusahaan antara tahap 
konvergensi dan full adopsi IFRS. Kelompok sampel konvergensi IFRS terdiri 
dari data tahun  dan kelompok full adopsi IFRS terdiri dari data tahun 2014-2016. 
Hipotesis yang digunakan dalam paired T-test ini adalah sebagai berikut : 
H0 : Tidak terdapat perbedaan relevansi nilai goodwill tahap konvergensi 
dan full adopsi IFRS. 
HA : Terdapat perbedaan relevansi nilai goodwill tahap konvergensi dan 
full adopsi IFRS. 
H01 : Tidak terdapat perbedaan nilai perusahaan tahap konvergensi dan 
full adopsi IFRS. 
HA2 : Tidak terdapat perbedaan relevansi nilai goodwill tahap konvergensi 
dan full adopsi IFRS. 
 Pengambilan keputusan untuk paired Sample T-Test dilakukan 
berdasarkan nilai signifikan pada output kurang dari 0.05 maka HA diterima. 
Namun, jika nilai signifikan pada output lebih besar dari 0,05 maka H0 diterima.  
 
 
 
 
