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Abstract
Colombeau algebras constitute a convenient framework for per-
forming nonlinear operations like multiplication on Schwartz distribu-
tions. Many variants and modifications of these algebras exist for var-
ious applications. We present a functional analytic approach placing
these algebras in a unifying hierarchy, which clarifies their structural
properties as well as their relation to each other.
Keywords. Colombeau algebra; nonlinear generalized function; smoothing
kernel; smoothing operator; basic space; sheaf property
1 Introduction
The object of the present article is to present a functional analytic descrip-
tion of Colombeau algebras. We introduce a basic space (Definition 2) repre-
senting the fundamental idea behind Colombeau algebras, regularization of
distributions, in the most general way. This will enable us to realize these
algebras as particular instances of a unifying structure.
By Colombeau algebras one understands algebras of generalized functions
introduced by J. F. Colombeau for the purpose of rigorously defining multi-
plication and other nonlinear operations on Schwartz distributions in a way
suitable for applications in physics. In particular, these algebras contain the
∗Fakultät für Mathematik, Universität Wien, Oskar-Morgenstern-Platz 1, 1090 Wien,
Austria; e-mail: eduard.nigsch@univie.ac.at; phone: +43 1 4277 50636
1
ar
X
iv
:1
30
5.
14
60
v2
  [
ma
th.
FA
]  
1 J
ul 
20
13
space of Schwartz distributions as a linear subspace and the algebra of smooth
functions as a faithful subalgebra. This enables one to employ Colombeau
algebras in many situations involving ambiguous products of distributions,
resolving these ambiguities and allowing for the solution of many nonlin-
ear problems which cannot be solved in classical distribution theory. For
example, one can obtain existence and uniqueness results for large classes
of nonlinear partial differential equations [1, 22, 7]. Furthermore, classical
concepts of regularity theory and microlocal analysis can be formulated and
studies as well in Colombeau algebras. We suppose the reader to have a
certain familiarity with this area of research and refer to [3, 6, 4, 21, 15] for
detailed information; as for terminology and notation, we mainly follow [15].
Alongside Colombeau’s original algebra Go the elementary algebra Ge and the
simplified (also called special) algebra Gs on open subsets of Rn appeared [3,
4, 5]. In subsequent years many variants of these algebras emerged for various
applications and in different contexts. One main line of research pursued the
goal of establishing a geometric theory of nonlinear generalized functions on
manifolds, eventually aiming at nonlinear distributional geometry.
In a first step this involved the construction of the diffeomorphism invariant
local algebra Gd [14] on which the global algebra Gˆ [13] on manifolds is based,
which in turn was the model for the space Gˆrs of nonlinear generalized tensor
fields presented in [16].
In hindsight, the major hurdle in each step along this way was the appro-
priate choice of the basic space (the space containing the representatives of
generalized functions) and the testing procedure (which determines whether
a function belongs to the subsets of moderate or negligible functions, the quo-
tient of which constitutes the desired algebra). This often was accomplished
only after a long phase of trial and error, owing to the growing technical diffi-
culties involved therein (cf. the discussion in [15, Section 2.1]). Consequently,
these algebras have the character of formally unrelated ad-hoc extensions of
the original ideas. By basing our approach on abstract smoothing operators
(Section 3) we will place these algebras in a unifying hierarchy (Section 5).
Furthermore, requirements for the following key properties will be clarified
in this setting:
(i) existence of the so-called σ-embedding of smooth functions, which al-
lows one to split the smooth from the singular part in calculations (see
Remark 6 (ii));
(ii) sheaf properties (see Section 7);
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(iii) invariance of the basic spaces under diffeomorphisms and derivatives
(see Theorem 25);
(iv) existence of a meaningful directional derivative which is C∞-linear in
the directional vector field (see Section 8).
Points (i)–(iii) are more of a foundational nature, while (iv) will be crucial for
eventually establishing a notion of covariant derivative in a full Colombeau
algebra of nonlinear generalized tensor fields. In fact, the latter is not possible
in Gˆrs, but our results will lead the way to accomplishing this objective.
It should be mentioned that the idea of regarding generalized functions as
maps from the space of smoothing operators to the space of smooth functions
was also used in [9, 8] in order to construct global algebras of generalized
functions on compact manifolds.
Finally, we remark that while we only deal with the scalar case on open
subsets of Rn here, the same constructions can be done with minor modifica-
tions also for distributions taking values in a vector space or, in the context
of manifolds, with values in a vector bundle.
2 Notation
N = {1, 2, , . . . } is the set of natural numbers, N0 = {0} ∪ N, R is the real
number field and C the field of complex numbers. Ω will be, in general, an
open subset of Rn for some n. evx denotes the evaluation map at a point x
and idM (or simply id) the identity on a set M .
C∞(Ω) and D(Ω) are the usual spaces of smooth functions and test functions
of distribution theory, D′(Ω) the space of distributions on Ω. We write the
pairing of D′(Ω) and D(Ω) as 〈u, ϕ〉 for u ∈ D′(Ω) and ϕ ∈ D(Ω). E′(Ω)
denotes the dual of C∞(Ω), δ ∈ E′(Ω) is the delta functional and δx its
translate by x ∈ Rn. Note that E(Ω) will not denote the space C∞(Ω) as
often done in distribution theory, but the basic space introduced in Definition
2 – an unfortunate but historically established clash of notations.
For any functor F on the category of open subsets of Rn (or smooth man-
ifolds) with diffeomorphisms and a given diffeomorphism µ we denote the
induced action F (µ) by µ∗ and its inverse F (µ−1) by µ∗, called pushforward
and pullback along µ, respectively. In general, the equivalence class in a
quotient will be denoted by square brackets [. . .].
For a multiindex α ∈ Nn0 , ∂αx denotes the partial derivative of order α in the
x-variable, where we may omit the x in unambiguous cases. For a vector
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field X ∈ C∞(Ω,Rn) and f ∈ C∞(Ω) (or, more generally, f ∈ C∞(Ω, E)
with E any locally convex space), LXf =
∑
iX
i∂if denotes the directional
derivative of f in the direction of X, where the X i are the coordinates of X;
for ϕ ∈ D(Ω), LXϕ is the n-form derivative LXϕ :=
∑
iX
i∂iϕ + divX · ϕ,
where divX is the divergence of X (this is the local expression of the Lie
derivative of n-forms on manifolds). The inclusion D(Ω) ⊆ C∞(Ω) will cause
no confusion here (see Remark 22). Br(x) denotes the closed Euclidean ball
of radius r > 0 at x ∈ Rn.
For two locally convex spaces E and F , L(E,F ) denotes the space of all con-
tinuous linear mappings from E to F . Following [23] we denote by Lb(E,F )
this space endowed with the topology of bounded convergence. E⊗̂F denotes
the completed projective tensor product of E and F ; given two linear map-
pings f on E and g on F , f⊗ˆg denotes the extension of their tensor product
to E⊗̂F . We denote by cs(E) the set of continuous seminorms on E.
Concerning calculus on infinite dimensional vector spaces, we employ the
setting of convenient calculus of [19]. We recall its basic definitions: a map-
ping f : E → F between two locally convex space if called smooth if it maps
smooth curves into E to smooth curves into F , i.e., if f ◦ c ∈ C∞(R, F ) for
all c ∈ C∞(R, E). Of particular importance is the exponential law, which
states that f : E1×E2 → F is smooth if the canonically associated mapping
E1 → C∞(E2, F ) exists and is smooth. There exists a linear smooth differen-
tiation operator d: C∞(E,F ) → C∞(E,Lb(E,F )) satisfying the chain rule.
A curve is smooth into a projective limit if and only if all its components are
smooth. Finally, C∞(E,F ) denotes the space of smooth functions from E to
F , which coincides with the usual notion for finite-dimensional spaces.
3 Smoothing kernels
At the core of our approach lies the principle that Colombeau algebras al-
ways are based on representing distributions by smooth functions. In the
most general way this is accomplished by the use of smoothing operators
Φ ∈ L(D′(Ω), C∞(Ω)). By the Schwartz kernel theorem these correspond
exactly to smoothing kernels1 ~ϕ ∈ C∞(Ω,D(Ω)) and this correspondence is
a topological isomorphism [25, Theorem 44.1 and Proposition 50.4]
Lb(D
′(Ω), C∞(Ω)) ∼= C∞(Ω,D(Ω)) (1)
1Note that the ‘smoothing kernels’ of [13, Definition 3.3] are (smoothly parametrized)
nets of smoothing kernels in our terminology which satisfy some additional properties.
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where the latter space carries its natural topology of uniform convergence
on compact sets in all derivatives. Explicitly, the correspondence between a
smoothing operator Φ and a smoothing kernel ~ϕ is realized in one direction
by Φ(u) := u ◦ ~ϕ for u ∈ D′(Ω) and in the other direction by ~ϕ(x) := Φt(δx)
for x ∈ Ω, where Φt is the transpose of Φ [24, Theoréme 3]. Following [24]
we write 〈u, ~ϕ〉 for the mapping x 7→ 〈u, ~ϕ(x)〉 in C∞(Ω).
The importance of these objects lies in the fact that moderateness and neg-
ligibility of generalized functions are in practice determined by evaluating
them on particular nets or sequences of smoothing kernels, called test objects.
In the simplified algebra this is merely one fixed test object [15, Equation
(1.8)] and this evaluation is already incorporated in the embedding, while
full Colombeau algebras employ a graded set of test objects for the test. For
example, in the elementary algebra Ge on Rn these are scaled and translated
test functions having integral one and a number of vanishing moments, in
the diffeomorphism invariant algebras Gd and Gˆ these are nets of smoothing
kernels with appropriate asymptotic properties ([13, Definition 3.3], [20]).
4 The general basic space
The basic space has been realized in many forms, for example C∞(D(Ω)),
C∞(Ω)(0,1] and C∞(D(Ω), C∞(Ω)) (cf. [6, 4, 14, 13, 17, 2]), not mentioning
equivalent ones obtained by an application of the exponential law [19, Theo-
rem 3.12] or transformations between equivalent formalisms (cf. [14, Section
5]).
Remark 1. Note that the original definitions of these basic spaces originally
employed the space A0(Rn) := {ϕ ∈ D(Rn) :
∫
ϕ = 1} instead of D(Ω).
We remove this artificial restriction and use D(Ω) instead because this gives
more natural definitions, allows for more flexibility in testing and still gives
the same algebras as long as the same tests are used.
In order to find an encompassing notion for these basic spaces we point
out that ultimately, as far as embedded distributions and their products are
concerned, in the algebras mentioned above the tests for moderateness and
negligibility always reduce to estimating C∞(Ω)-seminorms of expressions
of the form 〈u, ~ϕ〉 ∈ C∞(Ω) (or products thereof) where u is a distribution
and ~ϕ a smoothing kernel. More specifically, one considers the asymptotic
behaviour of 〈u, ~ϕ〉 when ~ϕ converges to ~δ ∈ C∞(Ω,E′(Ω)) defined by ~δ(x) =
δx in a certain way, as will be made more precise in Section 6. From this
point of view it is completely natural to consider distributions as mappings
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on smoothing kernels via the embedding
D′(Ω)→ Lb(SK(Ω), C∞(Ω))
u 7→ [~ϕ 7→ 〈u, ~ϕ〉]. (2)
It is easy to see that this is a topological embedding which is natural in the
sense of category theory (it commutes with diffeomorphisms).
In order to introduce a product we furthermore imitate the original idea of
Colombeau and extend the range space of this embedding by replacing linear
dependence on ~ϕ by smooth dependence, which leads us to the following
definition.
Definition 2. We define the space SK(Ω) of smoothing kernels on Ω and the
basic space E(Ω) by
SK(Ω) := C∞(Ω,D(Ω)),
E(Ω) := C∞(SK(Ω), C∞(Ω)).
E(Ω) contains D′(Ω) and C∞(Ω) via the linear embeddings ι and σ defined
by
ι : D′(Ω)→ E(Ω), (ιu)(~ϕ) := 〈u, ~ϕ〉, (3)
σ : C∞(Ω)→ E(Ω), (σf)(~ϕ) := f. (4)
It inherits the algebra structure from C∞(Ω); in particular, its product is
given by
(R1 ·R2)(~ϕ) = R1(~ϕ) ·R2(~ϕ) (R1, R2 ∈ E(Ω), ~ϕ ∈ SK(Ω)). (5)
This multiplication defines a C∞(Ω)-algebra structure on E(Ω) for which σ
becomes an algebra homomorphism. However, ι|C∞(Ω) 6= σ, a defect which
will be repaired by the usual quotient construction later on.
We point out the following intuitive interpretation: in a very general sense,
the process of smoothing a distribution is represented by the following bilin-
ear hypocontinuous mapping:
D′(Ω)× Lb(D′(Ω), C∞(Ω))→ C∞(Ω)
(u,Φ)→ Φ(u).
Applying the exponential law [18, §40 1.(3)] gives the embedding (2) of
D′(Ω) into a space of mappings having smoothing operators (or, equivalently,
smoothing kernels) as a variable. Elements of that space can be multiplied
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by forgetting their linearity and thus viewing them as elements of E(Ω). This
is technically simple and lends itself easily to generalizations to the tensorial
case on a manifold M , which will need to be constructed on the space
C∞(Lb(D′rs (M),T
r
s(M)),T
r
s(M)).
Here, D′rs (M) is the space of (r, s)-tensor distributions and Trs(M) the space
of smooth tensor fields on M .
Finally, we mention that our method could be applied to other distribu-
tion spaces as well: instead of D′(Ω) and its regular counterpart C∞(Ω)
on could as well regard (C∞(Ω))′ and D(Ω), giving rise to the basic space
C∞(D(Ω, C∞(Ω)),D(Ω)) or, in the case of tempered distributions, S′(Ω) and
OM(Ω), which give rise to C∞(OM(Ω, S(Ω)),OM(Ω)), etc.
5 Subalgebras of E(Ω)
Informally, one can say that Colombeau algebras are constructed by forget-
ting certain properties of distributions (like linearity) and thus view them as
elements of a larger space (of smooth functions) on which more operations
are defined. In this process also the sheaf property gets lost. However, an-
other property of distributions which is invariant under multiplication can
be saved: for u, v ∈ D′(Ω), ~ϕ ∈ SK(Ω) and x ∈ Ω, (ι(u) · ι(v))(~ϕ)(x) =
〈u, ~ϕ(x)〉 · 〈v, ~ϕ(x)〉 depends only on ~ϕ at the point x. By retaining locality
properties of distributions to a certain degree one can not only recover the
basic spaces of the algebras mentioned in Section 1 but also retain this sheaf
property. We introduce the following notions.
Definition 3. A function R ∈ E(Ω) = C∞(SK(Ω), C∞(Ω)) is called
(i) local if for all open subsets U ⊆ Ω and smoothing kernels ~ϕ, ~ψ ∈ SK(Ω)
the equality ~ϕ|U = ~ψ|U implies R(~ϕ)|U = R(~ψ)|U ;
(ii) point-local if for all x ∈ Ω and smoothing kernels ~ϕ, ~ψ ∈ SK(Ω) the
equality ~ϕ(x) = ~ψ(x) implies R(~ϕ)(x) = R(~ψ)(x);
(iii) point-independent if for all x, y ∈ Ω and smoothing kernels ~ϕ, ~ψ ∈
SK(Ω) the equality ~ϕ(x) = ~ψ(y) implies R(~ϕ)(x) = R(~ψ)(y).
We denote by Eloc(Ω), Eploc(Ω) and Epi(Ω) the subsets of E(Ω) consisting of lo-
cal, point-local and point-independent elements, respectively, and by Lloc(Ω),
Lploc(Ω) and Lpi(Ω) the corresponding subsets of L(Ω) := L(SK(Ω), C∞(Ω)).
Finally, LC∞(Ω) denotes the subspace of L(Ω) consisting of C∞(Ω)-linear
mappings, where the C∞(Ω)-module structure on SK(Ω) is given by (f ·
~ϕ)(x) := f(x) · ~ϕ(x) for f ∈ C∞(Ω) and ~ϕ ∈ SK(Ω).
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Remark 4. (i) Relative to E(Ω), one sees that Eloc(Ω) and Eploc(Ω) are sub-
C∞(Ω)-algebras, L(Ω), Lloc(Ω), Lploc(Ω) and LC∞(Ω) are sub-C∞(Ω)-
modules, Epi(Ω) is a sub-C-algebra and Lpi(Ω) is a linear subspace.
(ii) R ∈ L(Ω) obviously is point-local if and only if for all ~ϕ ∈ SK(Ω) and
x ∈ Ω, ~ϕ(x) = 0 implies R(~ϕ)(x) = 0, and local if and only if for all
~ϕ ∈ SK(Ω) and U ⊆ Ω open, ~ϕ|U = 0 implies R(~ϕ)|U = 0, which is
equivalent to suppR(~ϕ) ⊆ supp ~ϕ.
(iii) Many more notions giving rise to more refined subalgebras of E(Ω) can
be thought of. For example, one could as well incorporate derivatives
in the definition of point-locality, giving rise to a notion of k-jet locality
where R(~ϕ)(x) depends only on the derivatives ∂αx ~ϕ(x) of order |α| ≤ k.
Potentially, a result similar to the Peetre theorem can be obtained here,
resulting in locally finite order of elements of Eloc(Ω). We will not
examine this notion further here; however, for applications one should
keep in mind the general principle that the basic space can be adapted
to specific problems by restricting it to a subalgebra which is invariant
under the operations one wishes to perform.
The assignment Ω 7→ E(Ω) defines a functor from the category of open subsets
of some Rn (or more generally, smooth manifolds) with diffeomorphisms into
the category of locally convex spaces with bounded (equivalently smooth)
linear mappings. This means that for any diffeomorphism µ : Ω→ Ω′ we have
an induced action µ∗ : E(Ω) → E(Ω′) given by (µ∗R)(~ϕ) := µ∗(R(µ∗~ϕ)) =
µ∗(R(µ∗ ◦ ~ϕ ◦ µ)). Because the properties of Definition 3 are invariant under
this action the definition of the respective subspaces also is functorial and
the following inclusions, which are easily seen to be proper, are natural:
E(Ω) ⊇ Eloc(Ω) ⊇ Eploc(Ω) ⊇ Epi(Ω)
L(Ω)
⊆
⊇ Lloc(Ω)
⊆
⊇ Lploc(Ω)
⊆
⊇ Lpi(Ω)
⊆ (6)
Note that ι actually maps into Lpi(Ω) and hence can be seen as a map into
each of the above spaces, depending on the context.
In the following proof and also later on, we use the following notation: given
ϕ ∈ D(Ω), we denote by ϕ˜ the constant function ϕ˜ := [x 7→ ϕ] ∈ SK(Ω). We
will also write ϕ∼ instead of ϕ˜.
Proposition 5. We have the following natural isomorphisms:
(i) Eploc(Ω) ∼= C∞(D(Ω), C∞(Ω));
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(ii) Epi(Ω) ∼= C∞(D(Ω));
(iii) Lploc(Ω) ∼= LC∞(Ω) ∼= C∞(Ω,D′(Ω));
(iv) Lpi(Ω) ∼= D′(Ω).
Proof. For (i) we have the correspondence
R ∈ Eploc(Ω) ∼= C∞(D(Ω), C∞(Ω)) 3 S
R(~ϕ)(x) := S(~ϕ(x))(x)
S(ϕ)(x) := R(ϕ˜)(x)
(7)
for ~ϕ ∈ SK(Ω), x ∈ Ω and ϕ ∈ D(Ω). For (ii) we have the correspondence
R ∈ Epi(Ω) ∼= C∞(D(Ω)) 3 S
R(~ϕ)(x) := S(~ϕ(x))
S(ϕ) := R(ϕ˜) ∈ C ⊆ C∞(Ω)
for ~ϕ ∈ SK(Ω), x ∈ Ω and ϕ ∈ D(Ω), noting that R(ϕ˜) is constant.
For (iii), given R ∈ Lploc(Ω), we have R(f · ~ϕ)(x) = R(f(x) · ~ϕ)(x) = f(x) ·
R(~ϕ)(x) = (f · R(~ϕ))(x) for f ∈ C∞(Ω), ~ϕ ∈ SK(Ω) and x ∈ Ω, hence
R ∈ LC∞(Ω). For the converse we identify SK(Ω) with C∞(Ω)⊗̂D(Ω) (see
[25, 24] for details) and claim that the following diagram commutes for all
R ∈ LC∞(Ω) and x ∈ Ω:
C∞(Ω)⊗̂D(Ω)
R

evx ⊗̂ id // C⊗̂D(Ω) ∼= D(Ω)
ϕ 7→1⊗ϕ

C∞(Ω)
evx

C∞(Ω)⊗̂D(Ω)
R

C C∞(Ω)evxoo
In fact, because all maps are continuous it suffices to check commutativity
on elements of C∞(Ω)⊗D(Ω):
R(1⊗ (evx⊗ id)(f ⊗ϕ))(x) = R(1⊗ (f(x)⊗ϕ))(x) = R(1⊗ (f(x) ·ϕ))(x)
= f(x) ·R(1⊗ ϕ)(x) = (f ·R(1⊗ ϕ))(x) = R(f ⊗ ϕ)(x).
Consequently, ~ϕ(x) = 0 implies (evx ⊗̂ id)~ϕ = 0 and hence (evx ◦R)(~ϕ) = 0,
which means that R ∈ Lploc(Ω).
Lploc(Ω) ∼= C∞(Ω,D′(Ω)) follows as in (i) and (iv) as in (ii). That the given
isomorphisms result in smooth mappings follows from the exponential law
[19, 3.12].
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From the above proof we note that
R ∈ Eploc(Ω)⇒ R(~ϕ)(x) = R(~ϕ(x)∼)(x) (8)
R ∈ Epi(Ω)⇒ R(~ϕ)(x) = R(~ϕ(x)∼) (9)
for all ~ϕ ∈ SK(Ω) and x ∈ Ω.
Remark 6. (i) Using the isomorphisms of Proposition 5 one sees, taking
Remark 1 into account, that Epi(Ω) is the basic space of Go originally
used by Colombeau [3] while Eploc(Ω) was used (up to an application
of the exponential law) in the construction of Gˆ [14, 13]. Other basic
spaces can be obtained by considering the pullback of E(Ω) along a
map into SK(Ω); for example, the basic space of Gs is obtained as the
pullback of E(Ω) along k 7→ ~ψk for a specific sequence of smoothing
kernels (~ψk)k (see Section 9). This underlines the significance of E(Ω)
at the base of a unified understanding of Colombeau algebras.
(ii) The mapping σ defined by (4) actually sends C∞(Ω) into Eploc(Ω) but
not into Epi(Ω) nor in any of the spaces of linear maps because σf
is not linear in ~ϕ. Hence, the σ-embedding only exists for the spaces
E(Ω), Eloc(Ω) and Eploc(Ω). The use of this embedding lies in the fact
that it embeds smooth functions as they are, without any regularization
involved.
(iii) Proposition 5 clarifies the role, in obtaining sheaf properties, of coupling
all occurrences (in various slots) of the space variable when testing. For
example, in Gd an element R of the basic space C∞(D(Ω), C∞(Ω)) is
tested by an expression of the form
R(~ϕε(x))(x)
with ~ϕε ∈ SK(Ω) and x ∈ Ω (cf. [20]). That x appears both in the
codomain slot of R and the first subslot of its domain is essential for
obtaining localizability, as it forces the support of ~ϕε(x) to be near x
if (~ϕε)ε is localizing as defined below (Definition 12). This coupling
now can be formally understood to come about by the isomorphism
(7), which states exactly that evaluating R on a smoothing kernel ~ϕε
naturally gives the expression R(~ϕε(x))(x).
6 Testing
The second main constituent of Colombeau algebras besides the basic space
is the testing procedure, whose underlying principles we will describe now in
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functional analytic terms. We recall that, from Colombeau’s original algebra
Go up to and including the latest tensorial algebra Gˆrs, the proper character
and intuitive understanding of the test objects was a source of many diffi-
culties. Although a comprehensive study of these test objects is beyond the
scope of this article (see [14] for one possible direction to follow), we will list
the essential characteristics they need to have. This does not characterize
their variety at large, but at least we obtain a conceptually simple framework
for adapting the construction to various settings.
The aim of testing is to identify ιf and σf for f ∈ C∞(Ω) by a quotient
construction and hence turn the restriction of ι to C∞(Ω) into an algebra
homomorphism. In other words, the product (5) will then preserve the prod-
uct of smooth functions in the quotient. The key mechanism behind this is
based on the following observation, for which we use that, similar to the case
of smoothing kernels as in (1), there is an isomorphism
Lb(C
∞(Ω), C∞(Ω)) ∼= C∞(Ω,E′(Ω))
under which the identity on C∞(Ω) corresponds to ~δ := [x 7→ δx].
Proposition 7. Let u ∈ D′(Ω) and f ∈ C∞(Ω). Choose a sequence (~ϕk)k in
SK(Ω) such that for the corresponding sequence (Φk)k in L(D′(Ω), C∞(Ω))
we have
Φk|C∞(Ω) → idC∞(Ω) in Lb(C∞(Ω), C∞(Ω)) (10)
as well as
Φk → idD′(Ω) in Lb(D′(Ω),D′(Ω)). (11)
Then u = f if and only if (ιu− σf)(~ϕk)→ 0 in C∞(Ω).
Proof. Assuming u = f , ιf has a continuous extension to C∞(Ω,E′(Ω)),
which can be seen from
C∞(Ω) ∼= Lb(E′(Ω)) ⊆ Lb(E′(Ω)⊗̂C∞(Ω), C∞(Ω))
∼= Lb(C∞(Ω,E′(Ω)), C∞(Ω)),
where the inclusion is given by u 7→ u⊗ˆ idC∞(Ω). Hence, (ι − σ)(f)(~ϕk) →
(ιf)(~δ)− f = 0. Conversely, (ιu)(~ϕk) = Φk(u)→ u in D′(Ω) and (ιu)(~ϕk)→
f in C∞(Ω) and thus in D′(Ω) implies u = f .
Hence, in the sum of the subspaces ι(D′(Ω)) and σ(C∞(Ω)) in E(Ω), (ι −
σ)(C∞(Ω)) can be characterized as the set of those R satisfying R(~ϕk)→ 0.
This characterization does not hold in the whole space E(Ω), however, and
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in order to obtain an ideal containing (ι − σ)(C∞(Ω)) one needs to employ
some kind of asymptotic scale (cf. [10, 11, 12]) to ensure that for R(~ϕk)→ 0
and given u ∈ D′(Ω), R(~ϕk) ·(ιu)(~ϕk) still converges to zero. There are many
possible choices of sequences (~ϕk)k for this purpose; we will give an example
resembling the construction of the classical full Colombeau algebras.
For this we introduce a grading on the test objects; a sequence (~ϕk)k shall be
said to be of oder q ∈ N0 if (10) converges like O(k−(q+1)) measured with re-
spect to continuous seminorms in that space; Additionally, one also requires
suitable estimates on the growth of Φk(u) for u ∈ D′(U) in order for embed-
ded distributions to be moderate. Formulating this in terms of continuous
seminorms of the respective spaces we obtain the following definition of test
objects of order q: they are sequences (~ϕk)k ∈ SK(Ω)N satisfying
(i) ∀p ∈ cs(Lb(C∞(Ω), C∞(Ω)): p(Φk|C∞(Ω) − idC∞(Ω)) = O(k−(q+1)).
(ii) ∀p ∈ cs(Lb(D′(Ω), C∞(Ω)) ∃N ∈ N: p(Φk) = O(kN)
(iii) ∀p ∈ cs(Lb(D′(Ω),D′(Ω)): p(Φk − idD′(Ω))→ 0.
All Colombeau algebras mentioned in Section 1 employ tests using such se-
quences (or more generally, nets indexed by (0, 1]) of smoothing kernels or
variants thereof.
It is instructive to translate these conditions into analytic terms: (i) means
that for any bounded subset B ⊆ C∞(Ω), any compact set K ⊆ Ω and any
multiindex α ∈ Nn0 ,
sup
x∈K,f∈B
∣∣∣∣∫ f(y)∂αx ~ϕk(x)(y) dy − ∂αf(x)∣∣∣∣ = O(k−(q+1)) (k →∞). (12)
For (ii), a continuous seminorm can be assumed to be of the following form
with B ⊆ D′(Ω) bounded, K ⊆ Ω compact and k ∈ N0:
p(Φ) = sup
x∈K,u∈B,|α|≤k
|∂αxΦ(u)(x)| = sup
x∈K,u∈B,|α|≤k
|〈u, ∂αx ~ϕ(x)〉|
Because bounded subsets of D′(Ω) are equicontinuous and {∂αx ~ϕ(x) | x ∈
K, |α| ≤ k} is bounded in D′(Ω), this can be estimated by
p(Φ) ≤ sup{∣∣∂αx∂βy ~ϕ(x)(y)∣∣ | x ∈ K, y ∈ Ω, |α| ≤ k, |β| ≤ l} (13)
for some l ∈ N. It is remarkable to see that properties (12) and (13) already
come very close to those of the test objects used for Gd and Gˆ (cf. [20]), which
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were found on a completely different route (see [15, Chapter 2]). Condition
(iii) implies that the embedded image of a distribution converges weakly
to that distribution in the sense of association, which is a central property
to have for compatibility with classical distribution theory and in fact a
cornerstone of Colombeau theory. Finally, (i) together with (ii) imply that
the product of a smooth function and a distribution in the Colombeau algebra
is associated to their classical product.
Note that in Gd a stronger version of (ii) was used, which together with
the localizing property of smoothing kernels (see below) implies (iii). We
have turned the tables here and required (iii) from the beginning, which
enables one to have the natural formulation of (ii) given here. This simplifies
many things. As a matter of fact, these three conditions give a very natural
and easy way to the construction of a diffeomorphism invariant Colombeau
algebra, which is a sheaf if we also require the test objects to be localizing
as defined below. We will sketch its construction now.
First, denote the space of test objects of order q as defined above by A˜q(U).
Then, call R ∈ Eloc(U) (one could also use Eploc or Epi instead) moder-
ate if ∀p ∈ cs(C∞(U)) ∃N, q ∈ N0 ∀(~ϕk)k ∈ A˜q(U): p(R(~ϕk)) = O(kN),
and negligible if ∀p ∈ cs(C∞(U)) ∀m ∈ N ∃q ∈ N0 ∀(~ϕk)k ∈ A˜q(U):
p(R(~ϕk)) = O(k
−m). The quotient of moderate by negligible elements then
satisfies all the requiremens for a Colombeau algebra, as is easily verified.
Furthermore and most importantly, the resulting algebra is automatically
diffeomorphism invariant: because the properties of the test objects are for-
mulated in terms of continuous seminorms and because diffeomorphisms act-
ing on smooth functions and distributions are linear continuous maps, the
spaces of test objects as well as moderateness and negligiblity are immedi-
ately seen to be invariant under the action of diffeomorphisms. The sheaf
property is obtained if we require the test objects to be localizing in addition,
as is seen in Section 7
This formulation of the basic spaces and the testing procedure hence pays off
quickly and saves one from a big part of the technicalities hitherto involved
in constructing a diffeomorphism invariant full algebra. We will apply these
ideas in an upcoming paper in order to construct an algebra of generalized
sections of vector bundles on manifolds.
7 Sheaf properties
D′ is well known to be a sheaf. In this section we will study in which sense
the spaces of diagram (6) can be turned into sheaves. We first introduce a
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restriction mapping on Eloc.
Theorem 8. Let U, V ⊆ Ω be open, V ⊆ U and R ∈ Eloc(U). Then there is
a unique element R|V ∈ Eloc(V ) such that
(*) for any open set W with W ⊆ V , ~ϕ ∈ SK(V ) and ~ψ ∈ SK(U) such that
~ϕ|W = ~ψ|W we have R|V (~ϕ)|W = R(~ψ)|W .
The mapping R 7→ R|V preserves linearity and the locality properties of
Definition 3. Furthermore, for U, V,W ⊆ Ω open with W ⊆ V ⊆ U and
R ∈ Eloc(U), (R|V )|W = R|W .
Proof. Given ~ϕ ∈ SK(V ) we define, for any open set W with W ⊆ V ,
fW := R(~ψ)|W where ~ψ ∈ SK(U) is chosen such that ~ψ|W = ~ϕ|W . For this,
take a smooth function ρW ∈ C∞(V ) with support in a closed subset of V
and ρW ≡ 1 on W , and let ~ψ be the trivial extension by zero of ρW · ~ϕ to U .
Because of locality of R, fW does not depend on the choice of ~ψ.
Covering V by such sets W we obtain a family (fW )W such that for any two
W1,W2 with corresponding ~ψ1, ~ψ2 ∈ SK(U), fW1|W1∩W2 = R(~ψ1)|W1∩W2 =
R(~ψ2)|W1∩W2 = fW2|W1∩W2 because ~ψ1|W1∩W2 = ~ϕ|W1∩W2 = ~ψ2|W1∩W2 . Hence,
there exists a unique element f ∈ C∞(U) such that f |W = fW for all W . We
set R|V (~ϕ) := f .
By [19, 3.8], R ∈ C∞(SK(V ), C∞(V )) if |W ◦ R ∈ C∞(SK(V ), C∞(W )) for
all W as above, which is the case if for c ∈ C∞(R, SK(V )), |W ◦ R ◦ c ∈
C∞(R, C∞(W )). The latter map is given by
R(c(t))|W = R(ρW · c(t))|W (14)
where ρW · c(t) is trivially extended to a map in C∞(U,D(U)). The result
depends smoothly on t, so (14) is smooth.
R|V is local: suppose ~ϕ|W = ~ψ|W for ~ϕ, ~ψ ∈ SK(V ) and W ⊆ V open. Then
for any open set X with X ⊆ W , R|V (~ϕ)|X = R(ρX · ~ϕ)|X = R(ρX · ~ψ)|X =
R|V (~ψ)|X for suitable ρX , hence R|V (~ϕ)|W = R|V (~ψ)|W . If R is point-local
or point-independent, the same obviously holds for R|V .
As to uniqueness, assume any S ∈ Eloc(V ) satisfies (*). Then for ~ϕ ∈ SK(V ),
W as above and ~ψ ∈ SK(U) with ~ϕ|W = ~ψ|W , S(~ϕ)|W = R(~ψ)|W = R|V (~ψ)|W
and hence S = R.
For transitivity, let X ⊆ W be open with X ⊆ W , ~ϕ ∈ SK(W ), ~ψ1 ∈
SK(V ) such that ~ψ1|X = ~ϕ|X and ~ψ2 ∈ SK(U) such that ~ψ2|X = ~ψ1|X .
Then also ~ψ2|X = ~ϕ|X and thus (R|V )|W (~ϕ)|X = R|V (~ψ1)|X = R(~ψ2)|X =
R|W (~ϕ)|X .
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This construction fails for E(Ω) and L(Ω), however. Furthermore, elements
of Eloc(Ω) and its subspaces (except for D′(Ω)) are not uniquely defined by
their restrictions to the elements of an open covering of Ω. This is seen by
the following examples which, by the inclusion relations of (6), also settle
the case of Eploc(Ω) and Lloc(Ω).
Example 9. (i) Take δa · δb ∈ Epi(Ω) with a 6= b and cover Ω by open sets
such that none of them contains both a and b; then the restrictions to
these open sets are zero, but δa · δb is not.
(ii) Let Ω = R, f ∈ C∞(R) with f(x) = 0 for x ≤ 0, f(x) = 1 for x ≥ 1 and
define R ∈ Lploc(Ω) ∼= C∞(Ω,D′(Ω)) by R(x) := f(x)·δ+(1−f(x))·δ1.
Then R|(−∞,1) = R|(0,∞) = 0 but R(x)(ϕ) = f(x)ϕ(0) + (1− f(x))ϕ(1)
is not necessarily zero.
Hence, we have shown that Eloc, Eploc and Epi as well as Lloc and Lploc are
only presheaves. At first sight this contrasts the fact that all Colombeau
algebras mentioned in Section 1 are sheaves. A closer look at the testing
procedure will make clear how this comes about.
As seen in the section on testing, moderateness and negligibility of R ∈
Eloc(U) are determined by examining the asymptotic behaviour of p(R(~ϕk)),
where p is a continuous seminorm of C∞(U) and (~ϕk)k ∈ SK(U)N a sequence
of smoothing kernels (simply called test object). Because a basis of contin-
uous seminorms of C∞(U) is given by the sup-norms on compact sets of all
derivatives, only the local asmyptotic behaviour of R(~ϕk) plays a role in the
test. This in turn, by locality of R, only depends on the local asymptotic be-
haviour of (~ϕk)k. Hence, one is naturally led to the definition of the following
quotients.
Definition 10. For any locally convex space E we denote by C˜∞(U,E) the
quotient algebra C∞(U,E)N/N(U,E), where N(U,E) is the ideal consisting
of all sequences (fk)k ∈ C∞(U,E)N such that ∀x ∈ U ∃ an open neighborhood
V of x contained in U ∃k0 ∈ N ∀k ≥ k0: fk|V = 0. We write (fk)k ∼ (gk)k if
(fk)k− (gk)k ∈ N(U,E) and denote by [(fk)k] the class of (fk)k in C˜∞(U,E).
In particular, we set C˜∞(U) := C˜∞(U,C) and S˜K(U) := C˜∞(U,D(U)).
Note that C˜∞(U) is a sheaf, as is easily seen (actually, it is the sheafification of
the presheaf of sequences of smooth functions which are globally eventually
equal). Because (~ϕk)k ∼ (~ψk)k implies (R(~ϕk))k ∼ (R(~ψk))k, elements of
Eloc(U) can be regarded as maps from S˜K(U) to C˜∞(U):
Definition 11. For R ∈ Eloc(U) and [(~ϕk)k] ∈ S˜Kloc(U) we set R([(~ϕk)k]) :=
[(R(~ϕk))k] ∈ C˜∞(U).
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It is clear now that the usual tests for moderateness and negligibility, as for
example those given in Section 6, can be formulated in terms of the values
of R ∈ Eloc(U) on elements of S˜K(U): we can write p(R(~ϕk)) = O(kN) ⇔
p(R([(~ϕk)k])) = O(k
N) because p maps C˜∞(Ω) into the space of sequences
of real numbers modulo eventually equal ones. Now the sheaf property in
Colombeau algebras usually comes about because in their construction, one
only tests with particular sequences of smoothing kernels, namely, such that
for each x ∈ Ω the support of ~ϕk(x) is eventually contained in any neighbor-
hood of x [15, Definition 3.3.5 (i)]:
Definition 12. A sequence (~ϕk)k ∈ SK(Ω)N is called localizing if ∀x ∈ Ω
∃ an open neighborhood V of x contained in U ∀r > 0 ∃k0 ∈ N ∀k ≥ k0
∀x ∈ V : supp ~ϕk(x) ⊆ Br(x).
We denote by SKloc(U) the set of all localizing sequences of smoothing kernels
on U and by S˜Kloc(U) the quotient SKloc(U)/ ∼ (which is given by the
elements of S˜K(U) having localizing representatives).
We will now show that S˜Kloc is a sheaf; this will play a central role in proving
the sheaf property of Eloc. The first step is the presheaf structure:
Theorem 13. For any open sets V ⊆ U open there exists a linear continuous
map ρSKV,U : SK(U)→ SK(V ) such that the following holds.
(i) Given (~ϕk)k ∈ SKloc(U), (ρSKV,U ~ϕk)k ∈ SKloc(V ).
(ii) For (~ϕk)k ∈ SKloc(U), [(ρSKV,U ~ϕk)k] = [(~ϕk|V )k] in C˜∞(V,D(U)). In
particular, (~ϕk)k ∼ 0 implies (ρSKV,U ~ϕk)k ∼ 0, hence ρSKV,U induces a map
|V : S˜Kloc(U)→ S˜Kloc(V ).
(iii) For ~ϕ ∈ SK(U) and f ∈ C∞(U), ρSKV,U(f · ~ϕ) = f |V · ρSKV,U(~ϕ).
(iv) For ~ϕ, ~ψ ∈ SK(U) and x ∈ V , ~ϕ(x) = ~ψ(x) implies ρSKV,U(~ϕ)(x) =
ρSKV,U(
~ψ)(x).
(v) For open sets U2 ⊆ U1 ⊆ U we have |U2 ◦ |U1 = |U2 on S˜Kloc(U).
Proof. Cover V by open subsetsW such thatW is compact and contained in
V . Choose a partition of unity (χW )W on V subordinate to theW ’s and func-
tions θW ∈ C∞(U) for each W such that θW ≡ 1 on an open neighborhood
of suppχW and supp θW ⊆ V .
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Define ρSKV,U : SK(U)→ SK(V ) by
(ρSKV,U ~ϕ)(x) :=
∑
W
χW (x) · (~ϕ(x) · θW )|V (x ∈ V ).
Note that (~ϕ(x) · θW )|V ∈ D(V ), hence ρSKV,U ~ϕ ∈ SK(V ). (iii) and (iv) are
clear from this definition.
Any x ∈ V has an open neighborhood X contained in V and intersecting
only finitely many suppχW , say those for W = W1, . . . ,Wn. Then we have
(ρSKV,U ~ϕ)(x) =
n∑
i=1
χWi(x) · (~ϕ(x) · θWi)|V (x ∈ X). (15)
Because C∞(V,D(V )) carries the projective topology with respect to all re-
strictions |X and (15) is a sum of linear continuous maps, ρSKV,U is continuous.
(i): Given (~ϕk)k ∈ SKloc(U), from (15) it is clear that supp(ρSKV,U ~ϕk)(x) ⊆
supp ~ϕk(x) for all x ∈ V , thus (ρSKV,U ~ϕk)k is localizing.
Because each suppχW is compact we can for each i = 1 . . . n choose ki ∈ N
such that for k ≥ ki and x ∈ suppχWi , θWi ≡ 1 on supp ~ϕk(x). Consequently,
for k larger than all ki we have (ρSKV,U ~ϕk)(x) =
∑n
i=1 χWi · ~ϕk(x) = ~ϕk(x) for
x ∈ X, which is (ii).
For v we only have to note that for all open sets X which are relatively
compact in U2, by (i) we have (ρSKU2,U1ρ
SK
U1,U
~ϕk)|X = (ρSKU1,U ~ϕk)|X = ~ϕk|X =
(ρSKU2,U ~ϕk)|X for large k.
Proposition 14. S˜Kloc is a sheaf of C∞-modules on Ω.
Proof. Let U ⊆ Ω be open, (Uλ)λ an open cover on U and [(~ϕk)k] ∈ S˜Kloc(U).
Supposing that [(~ϕk)k]|Uλ = 0 for each λ, we have to show that [(~ϕk)k] = 0.
Any x ∈ U is contained in some Uλ and by Theorem 13 (ii) has an open
neighborhood W in Uλ such that ~ϕk|W = (ρSKUλ,U ~ϕk)|W for large k. Choosing
W such that W is compact and contained in Uλ, (ρSKUλ,U ~ϕk)|W = 0 for large
k by assumption, which gives the claim.
Now let [(~ϕλk)k] ∈ S˜Kloc(Uλ) be given for each λ, satisfying [(~ϕλk)k]|Uλ∩Uµ =
[(~ϕµk)k]|Uλ∩Uµ ∀λ, µ. Let (χλ)λ be a partition of unity on U subordinate to
(Uλ)λ. We define ~ϕk ∈ SK(U) by
~ϕk(x) :=
∑
λ
χλ(x) · ~ϕλk(x) (x ∈ U). (16)
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We claim that (~ϕk)k is localizing: take x0 ∈ U and an open, relatively com-
pact neighborhood V of x0 intersecting only finitely many suppχλ, namely
those for λ in some finite index set F . Given r > 0, for each λ ∈ F choose
kλ such that ∀x ∈ suppχλ ∩ V ∀k ≥ kλ: supp ~ϕλk(x) ⊆ Br(x) . Then for
k ≥ maxλ∈F kλ and x ∈ V , supp ~ϕ(x) ⊆ Br(x) also.
Now we are going to show that [(~ϕk)k]|Uµ = [(~ϕµk)k]. With x0, V, F as above,
suppose additionally that x0 ∈ Uµ and V is relatively compact in Uµ. By
Theorem 13 (ii) (ρSKUµ,U ~ϕk)|V = ~ϕk|V for large k; because ~ϕλk(x) = ~ϕµk(x) for
x ∈ suppχλ ∩ V and large k we have
(ρSKUµ,U ~ϕk)(x) =
∑
λ∈F
χλ(x) · ~ϕµk(x) = ~ϕµk(x) (x ∈ V )
for large k, which is what we needed to show.
The following result about extension of smoothing kernels follows directly
from the fact that S˜Kloc is a sheaf of C∞-modules and C∞ is a fine sheaf.
Corollary 15. Given V ⊆ U open, W open with W ⊆ V and [(~ϕk)k] in
S˜Kloc(V ), there exists [(~ψk)k] ∈ S˜Kloc(U) such that [(~ψk)k]|W = [(~ϕk)k]|W .
Proof. Choose (~ψ0k)k ∈ SKloc(U) and χ ∈ C∞(U) with χ ≡ 1 on W and
suppχ ⊆ W ′, where W ′ is an open set such that W ⊆ W ′ ⊆ W ′ ⊆ V . Then,
[(~ψ0k)k]|U\W ′ and ((1−χ) · [(~ψ0k)k])|V +χ|V · [(~ϕk)k] coincide on V ∩U \W ′ =
V \W ′, hence by Proposition 14 there exists [(~ψk)k] ∈ S˜Kloc(U) such that
[(~ψk)k]|W = [(~ϕk)k]|W .
We now can show that elements of Eloc, evaluated on localizing sequences of
smoothing kernels, form a sheaf. This is a preliminary step to showing the
sheaf property for Colombeau algebras, before any testing is involved. The
corresponding space is the following.
Definition 16. We define
N(U) := {R ∈ Eloc(U) | ∀[(~ϕk)k] ∈ S˜Kloc(U) : R([(~ϕk)k]) = 0 in C˜∞(U)}
and set E˜loc(U) := Eloc(U)/N(U). We write R ∼ S for R− S ∈ N(U).
Proposition 17. Restriction descends to E˜loc(U) by setting [R]|V := [R|V ],
hence E˜loc is a presheaf of vector spaces on Ω.
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Proof. We need to show that R ∼ 0 implies R|V ∼ 0. Let [(~ϕk)k] ∈ S˜Kloc(V ).
Given any x ∈ V , let W be an open neighborhood of x with W compact
and contained in V . Using Corollary 15 choose (~ψk)k ∈ SKloc(U) such that
~ψk|W = ~ϕk|W for large k. Then R|V (~ϕk)|W = R(~ψk)|W , which eventually
vanishes by assumption. This means R|V (~ϕk) ∼ 0 and hence R|V ∼ 0.
The following shows that elements of E˜loc(U) are in fact presheaf morphisms.
Lemma 18. Let V ⊆ U be open, R ∈ Eloc(U) and [(~ϕk)k] ∈ SKloc(U). Then
R([(~ϕk)k])|V = R|V ([(~ϕk)k]|V ).
Proof. Let x ∈ V and take an open neighborhood W of x such that W is
compact and contained in V . By Theorem 13 (ii), ρSKV,U(~ϕk)|W = ~ϕk|W for
large k. By definition, R|V (ρSKV,U(~ϕk))|W = R(~ϕk)|W for large k, which is the
claim.
Theorem 19. E˜loc (as well as Eploc and Epi) is a sheaf of vector spaces on
Ω.
Proof. First, let U ⊆ Ω be open and (Uλ)λ an open cover of U . Assume
[R] ∈ E˜loc(U) satisfies [R]|Uλ = 0 ∀λ. We claim that [R] = 0. Let [(~ϕk)k] ∈
S˜Kloc(U). Any x ∈ U has an open neighborhood V such that V is compact
and contained in some Uλ, hence by Lemma 18R([~ϕk)k])|V = R|Uλ([(~ϕk)k]|Uλ)|V ,
which implies [R] = 0.
Now suppose we are given [Rλ] ∈ E˜loc(Uλ) for each λ with [Rλ]|Uλ∩Uµ =
[Rµ]|Uλ∩Uµ ∀λ, µ. We need to define R ∈ Eloc(U) such that [R]|Uµ = [Rµ] ∀µ.
Choose a smooth partition of unity (χλ)λ on U subordinate to (Uλ)λ and
define R ∈ Eloc(U) by
R(~ϕ) :=
∑
λ
χλ ·Rλ(ρSKUλ,U(~ϕ))
For any open set V such that V is compact and contained in U there is a
finite index set F such that
R(~ϕ)|V =
∑
λ∈F
χλ|V ·Rλ(ρSKUλ,U(~ϕ)|V .
R is smooth if |V ◦R◦ c ∈ C∞(SK(U), C∞(V )) for all c ∈ C∞(R, SK(U)) and
such V , which is the case because ρSKUλ,U is smooth for each λ.
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For locality of R, suppose ~ϕ|W = ~ψ|W for W ⊆ U open. Covering W by
open subsets V as above, locality follows from Theorem 13 (iv), and equally
for point-locality and point-independence.
We now need to show that [R]|Uµ = [Rµ]. We begin by fixing (~ϕk)k ∈
SKloc(Uµ) and x ∈ Uµ, which has an open neighborhood V intersecting only
finitely many suppχλ, namely those for λ in some finite set F . We can assume
that V is compact and contained in Uµ ∩
⋃
λ∈F Uλ. Choose (~ψk)k ∈ SKloc(U)
such that ~ψk|V = ~ϕk|V for large k. Then
R|Uµ(~ϕk)|V = R(~ψk)|V =
∑
λ∈F
χλ|V ·Rλ(ρSKUλ,U(~ψk))|V . (17)
For all λ ∈ F then
Rλ([(~ψk)k]|Uλ)|Uλ∩Uµ = Rλ|Uλ∩Uµ([(~ψk)k]|Uλ∩Uµ)
= Rµ|Uλ∩Uµ([(~ψk)k]|Uλ∩Uµ) = Rµ([(~ψk)k]|Uµ)|Uλ∩Uµ .
Because eventually ρSKUµ,U(~ψk)|V = ~ψk|V = ~ϕk|V this means thatRλ(ρSKUλ,U(~ψk))|V =
Rµ(ρ
SK
Uµ,U
(~ψk))|V = Rµ(~ϕk)|V for large k and consequently (17) becomes
R|Uµ(~ϕk)|V =
(∑
λ∈F
χλ|V
)
·Rµ(~ϕk)|V = Rµ(~ϕk)|V
which is what we wanted to show.
What we have shown contains the essence of the proof of the sheaf property
for Colombeau algebras. Some adaptions are necessary in order to transfer
these results to concrete Colombeau algebras. First of all, the test objects
employed satisfy more conditions than localizability and can also be graded,
cf. the example at the end of Section 6. Restriction (Theorem 13) and glueing
together (Proposition 14) of such sequences of smoothing kernels need to
preserve all these properties. In practice, however, this is easy to verify using
Theorem 13 (ii) because these are only local conditions.
Furthermore, E˜loc(U) has to be replaced by a quotient G(U) = M(U)/N(U),
where a subalgebraM(U) of moderate functions containing an ideal N(U) of
negligible functions are defined via the usual tests. Because these tests also
only specify local conditions, one can verify without effort that the results
obtained for E˜loc also hold for such a quotient G. Again, this is easily seen
for the exemplary algebra given in Section 6.
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From the above results we can infer that the failure of Gˆrs to be a sheaf (cf. [16,
Remark 8.11]) can be attributed to missing localization properties of its basic
space. Finally, we show some properties of the embedding
ι˜U : D
′(U)→ Eloc(U)→ E˜loc(U)
which for any open subset U ⊆ Ω is given by the composition of ι : D′(U)→
Eloc(U) and the quotient map into E˜loc(U). These results transfer directly to
concrete Colombeau algebras, as well.
Proposition 20. Let U ⊆ Ω be open. Then the following holds:
(i) ι˜U is injective.
(ii) ι˜ is a sheaf morphism, i.e., (ι˜Uu)|V = ι˜V (u|V ) for any V ⊆ U open and
u ∈ D′(U).
(iii) suppu = supp ι˜Uu for u ∈ D′(U).
Proof. (i): Assume ι˜Uu = 0 for u ∈ D′(U). Choose (~ϕk)k ∈ SKloc(U) such
that the corresponding sequence (Φk)k in L(D′(U), C∞(U)) converges to the
identity in Lb(D′(U),D′(U)). Now ι˜Uu = 0 implies (〈u, ~ϕk〉)k ∼ 0, hence
any x ∈ U has an open neighborhood V such that 〈u, ~ϕk〉|V = 0 for large k;
because 〈u, ~ϕk〉|V → u|V in D′(V ) this implies u|V = 0 and hence u = 0.
(ii): Let [(~ϕk)k] ∈ S˜Kloc(V ) and W open such that W is compact and
contained in V . Using Corollary 15 choose [(~ψk)k] ∈ S˜Kloc(U) such that
~ψk|W = ~ϕk|W for large k. Then
(ιUu)|V (~ϕk)|W = (ιUu)(~ψk)|W = 〈u, ~ψk〉|W
= 〈u|V , ~ϕk〉|W = ιV (u|V )(~ϕk)|W
for large k, which implies the claim.
(iii): x ∈ suppu if and only if for any open neighborhood V of x, u|V 6= 0.
Because of (i) and (ii) u|V 6= 0 is equivalent to ι˜V (uV ) = ι˜U(u)|V 6= 0. Hence,
suppu = supp ι˜Uu.
Summarizing, we have seen how the sheaf property of Colombeau algebras
directly depends on the use of localizing sequences of smoothing kernels.
Our presentation allows for the independent study of localization properties
of generalized functions at the level of the basic space on the one hand and
of properties of sequences of smoothing operators on the other hand, even
before any testing for moderateness and negligibility is involved.
21
8 Derivatives
There are two different approaches to the notion of Lie derivative in E(Ω).
The first one, common to all Colombeau algebras, is of a geometric nature
and defines the Lie derivative via the pullback along the flow of a vector field.
For a complete vector field X on Ω we hence define the Lie derivative along
X of R ∈ E(Ω) as
L̂XR :=
d
dt
∣∣∣∣
t=0
(FlXt )
∗R ∈ E(Ω) (18)
where FlXt is the flow of X at time t. Because (18) needs Fl
X
t to be globally
defined for small t this definition does not apply in the caseX is not complete.
Applying the chain rule [19, Theorem 3.18] to (18), however, we obtain an
expression for L̂XR which makes sense for arbitrary X:
Definition 21. The Lie derivative of R ∈ E(Ω) along the vector field X ∈
C∞(Ω,Rn) is defined as
(L̂XR)(~ϕ) = −dR(~ϕ)(LSKX ~ϕ) + LX(R(~ϕ)) (~ϕ ∈ SK(Ω)). (19)
Here, LSKX ~ϕ := LX ~ϕ+ LX ◦ ~ϕ is the Lie derivative of ~ϕ obtained in the same
manner by pullback along the flow and the chain rule.
Remark 22. Note that in the definition of LSKX ~ϕ, two different Lie derivatives
appear: first, LX ~ϕ = LX [x 7→ ~ϕ(x)] is the usual directional derivative of
smooth functions. Second, (LX ◦ ~ϕ)(x) = LX(~ϕ(x)) is the n-form derivative.
It will always be clear from the context which of the derivatives is being
used, which is why we refrained from introducing different symbols for them.
However, one has to take care in order to avoid ambiguous expressions like
LX ~ϕ(x) which could be read as either (LX ~ϕ)(x) or LX(~ϕ(x)). In the context
of Gˆ, these derivatives were denoted L′X and LX [13, Section 3].
The second notion of Lie derivative in E(Ω) comes from the idea of extending
operations from C∞(Ω) to E(Ω) by applying them for fixed ~ϕ:
Definition 23. For R ∈ E(Ω) and X ∈ C∞(Ω,Rn) we set
L˜XR := LX ◦R.
The importance of L˜X lies in the fact that it is C∞(Ω)-linear in X, which
will be a crucial property to have in any algebra of generalized tensor fields
in order to retain classical tensor calculus. It is conceptually new to have
both L̂X and L˜X in the same algebra, as up to now only one of them was
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available in at a time: L̂X in full algebras and L˜X in special ones. Our basic
space E(Ω) permits to have both at the same time, hence bridges the gap
between full and special algebras.
Analogously to the above procedure leading to L̂X one obtains Lie derivatives
for the spaces appearing in Proposition 5.
Definition 24. We define the following Lie derivatives:
R ∈ C∞(D(Ω), C∞(Ω)) : (L̂XR)(ϕ) := −dR(ϕ)(LXϕ) + LX(R(ϕ))
R ∈ C∞(D(Ω)) : (L̂XR)(ϕ) := −dR(ϕ)(LXϕ)
R ∈ C∞(Ω,D′(Ω)) : (L̂XR)(x)(ϕ) := 〈−R(x),LXϕ〉+ 〈(LXR)(x), ϕ〉
R ∈ D′(Ω) : (L̂XR)(ϕ) := −〈R,LXϕ〉
Of course, for D′(Ω) L̂X is the usual derivative of distributions. The main
properties of all the above derivatives are summarized in the following theo-
rem.
Theorem 25. (i) The spaces of diagram (6) are invariant under L̂X .
(ii) The isomorphisms of Proposition 5 commute with the Lie derivatives
L̂X on the respective spaces.
(iii) L˜X maps Epi(Ω) and Eploc(Ω) into Eloc(Ω), leaves Eloc(Ω) and E(Ω)
invariant and preserves linearity.
(iv) L̂X commutes with ι and σ and is not C∞(Ω)-linear in X; L˜X only
commutes with σ but is C∞(Ω)-linear in X.
(v) For R = ιu ∈ E(Ω) with u ∈ D′(Ω) and (~ϕk)k a sequence in SK(Ω)
such that, if (Φk)k is the corresponding sequence of smoothing operators,
Φk → idD′(Ω) in Lb(D′(Ω),D′(Ω)), we have (L˜XR − L̂XR)(~ϕk) → 0 in
D′(Ω).
Proof. (i): In the case of (18) this would follow immediately from functori-
ality of the spaces, but as we use (19) as our definition we have to give an
explicit proof.
First, let R ∈ Eloc(Ω) and suppose ~ϕ|U = ~ψ|U . Then R(~ϕ)|U = R(~ψ)|U
and hence LX(R(~ϕ))|U = LX(R(~ψ))|U . Furthermore, (LSKX ~ϕ)|U = (LX ~ϕ)|U +
LX ◦ ~ϕ|U = (LX ~ψ)|U + LX ◦ ~ψ|U = (LSKX ~ψ)|U and thus dR(~ϕ)(LSKX ~ϕ)|U =
( d
dt
|t=0R(~ϕ + t · LSKX ~ϕ))|U = ddt |t=0(R(~ϕ + t · LSKX ~ϕ)|U) = ddt |t=0(R(~ψ + t ·
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LSKX
~ψ)|U) = dR(~ψ)(LSKX ~ψ)|U because |U : C∞(Ω) → C∞(U) is linear and
continuous. In sum we have (L̂XR)(~ϕ)|U = (L̂XR)(~ψ)|U .
Second, let R ∈ Eploc(Ω). From (8) we obtain
LX(R(~ϕ))(x) = dR(~ϕ(x)
∼)((LX ~ϕ)(x)∼)(x) + LX(R(~ϕ(x)∼))(x),
dR(~ϕ)(LSKX ~ϕ)(x) = (
d
dt
|t=0R(~ϕ+ t · LSKX ~ϕ))(x) =
d
dt
|t=0(R(~ϕ+ t · LSKX ~ϕ)(x))
=
d
dt
|t=0(R((~ϕ(x) + t · LSKX ~ϕ(x))∼)(x))
= dR(~ϕ(x)∼)((LSKX ~ϕ(x))
∼)(x)
and because LSKX ~ϕ = LX ~ϕ+ LX ◦ ~ϕ this results in
(L̂XR)(~ϕ)(x) = −dR(~ϕ(x)∼)((LX(~ϕ(x)))∼)(x) + LX(R(~ϕ(x)∼))(x). (20)
from which L̂XR ∈ Eploc(Ω) follows.
Third, let R ∈ Epi(Ω). (9) shows that the second term in (20) vanishes and
(L̂XR)(~ϕ)(x) = −dR(~ϕ(x)∼)((LX(~ϕ(x)))∼) ∈ C ⊆ C∞(Ω), (21)
which obviously defines an element of Epi(Ω).
Finally, if R is linear then (19) reduces to (L̂XR)(~ϕ) = −R(LSKX ~ϕ)+LX(R(~ϕ))
which again is linear in ~ϕ.
(ii): We denote the isomorphism (7) by R 7→ SR with inverse S 7→ RS and
note that (dRS)(~ϕ)(~ψ)(x) = dS(~ϕ(x))(~ψ(x))(x). Then, by (20),
(RL̂XS)(~ϕ)(x) = (L̂XS)(~ϕ(x))(x)
= −dS(~ϕ(x))(LX(~ϕ(x)))(x) + LX(S(~ϕ(x)))(x)
= −dRS(~ϕ(x)∼)((LX(~ϕ(x)))∼)(x) + LX(RS(~ϕ(x)∼))(x)
= (L̂XRS)(~ϕ(x)
∼)(x) = (L̂XRS)(~ϕ)(x).
For R ∈ Epi(Ω) we similarly have (dRS)(~ϕ)(~ψ)(x) = dS(~ϕ(x))(~ψ(x)) and by
(21)
(RL̂XS)(~ϕ)(x) = (L̂XS)(~ϕ(x)) = −dS(~ϕ(x))(LX(~ϕ(x)))
= −dRS(~ϕ(x)∼)((LX(~ϕ(x)))∼) = (L̂XRS)(~ϕ)(x).
The linear case is clear from this.
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(iii): That L˜X leaves Eloc(Ω) invariant is obvious from the definitions. ForR ∈
Lloc(Ω) we have (L˜XR)(~ϕ)(x) = 〈R, (LX ~ϕ)(x)〉 which clearly is in Lloc(Ω) \
Lploc(Ω), hence Epi(Ω) and Eploc(Ω) are not invariant under L˜X .
(iv) is clear from (ii).
For (v) we regard
(L˜X(ιu)− L̂X(ιu))(~ϕk) = 〈u,LX ~ϕk〉+ 〈u,LX ◦ ~ϕk〉
= 〈u,LX ~ϕk〉 − 〈LXu, ~ϕk〉
= LX(Φk(u))− Φk(LXu)→ 0 in D′(Ω).
We remark that the above derivatives extend to E˜loc() componentwise as
L̂X [R] := [L̂XR] and L˜X [R] := [L˜XR]. Furthermore, one can also define the
Lie derivative L̂X for arbitrary vector fields locally by (18) and show that it
indeed is given by formula (19).
From (iii) it follows that L˜X cannot be defined intrinsically in Gˆ [13] because
it leads out of its basic space; the same reasoning applies in Gˆrs [16], where
one would need a derivative which is C∞-linear in the vector field X in order
to define a meaningful covariant derivative. The solution is to use a basic
space of local functions, where L˜X is well-defined. Furthermore, by (v) in any
Colombeau algebra constructed on Eloc, L˜X(ιu) will be associated to L̂X(ιu)
for all distributions u, which is an important property to have in order to
esablish compatibility with classical distribution theory.
9 Simplified Colombeau algebras
In order to relate our setting to the classical theory we will now show how
the simplified Colombeau algebra Gs can be obtained from the basic space
E(Ω) by imposing the corresponding tests.
First, we recall the definition of Gs in detail. For ease of presentation we will
use the variant where representatives of generalized functions are sequences
of smooth functions [12], as opposed to the more commonly used nets of
smooth functions indexed by (0, 1]; for the latter case the construction of
Theorem 27 below would be technically more involved.
In the following, we write ϕˇ(y) := ϕ(−y) and (τxϕ)(y) := ϕ(y − x) for any
ϕ ∈ D(Ω).
Es(Ω) := C∞(Ω)N is the basic space of the simplified algebra. EsM(Ω) :=
{(uk)k ∈ Es(Ω) | ∀p ∈ cs(C∞(Ω)) ∃N ∈ N : p(uk) = O(kN) (k → ∞)}
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is the subset of moderate elements and Ns(Ω) := {(uk)k ∈ Es(Ω) | ∀p ∈
cs(C∞(Ω)) ∀m ∈ N : p(uk) = O(k−m) (k → ∞)} the subset of negligible
elements. Partial derivatives on Es(Ω) are defined as Dsi ((uk)k) := (∂iuk)k
for i = 1, . . . , n.
For the embedding of distributions into Gs(Ω) one employs a mollifier ρ ∈
S(Rn) (the Schwartz space of rapidly decreasing functions) satisfying∫
ρ(x) dx = 1,
∫
xαρ(x) dx = 0 ∀α > 0.
We set ρk(x) := knρ(kx) for k ∈ N. Then, compactly supported distributions
are embedded into Es(Ω) by convolution via
ιsu := ((u ∗ ρk)|Ω)k ∈ Es(Ω) (u ∈ C∞(Ω)′).
The fact that Gs(Ω) is a sheaf [15, Theorem 1.2.4] determines an embedding
of D′(Ω) as follows: cover Ω by a family (Ωλ)λ of open relatively compact
subsets. Choose functions ψλ ∈ D(Ω) for each λ such that ψλ = 1 on
a neighborhood of Ωλ and a partition of unity (χj)j∈N subordinate to Ωλ
where each χj has support in Ωλj for some λ(j). Then the formula for the
embedding ιs is (see [15, Equation (1.8)])
ιsu :=
∞∑
j=1
χj((ψλ(j)u) ∗ ρk)k = 〈u, ~ψk〉 (u ∈ D′(Ω))
where ~ψk ∈ SK(Ω) is given by ~ψk(x) :=
∑
j χj(x) · ψλ(j) · τxρˇk. We point out
that (L̂∂i ~ψk)k ∼ 0 in S˜Kloc(Ω) for all i, as is easily verified.
Smooth functions are embedded via
σsf := (f)k (f ∈ C∞(Ω)).
Now ι and σ map into EsM(Ω), (ι−σ)(C∞(Ω)) ⊆ Ns(Ω), ι(D′(Ω))∩Ns(Ω) =
{0}, EsM(Ω) is a subalgebra of Es(Ω) and Ns(Ω) an ideal in EsM(Ω) and
Di preserves moderateness and negligibility; Gs(Ω) := EM(Ω)/N(Ω) then is
called the simplified Colombeau algebra.
In Gs(Ω), moderateness and negligiblity of embedded objects are determined
by testing with (~ψk)k. We now impose the same tests on E(Ω):
Definition 26. R ∈ E(Ω) is called Gs-moderate if ∀p ∈ cs(C∞(Ω)) ∃N ∈ N:
p(R(~ψk)) = O(k
N) (k → ∞); R is called Gs-negligible if ∀p ∈ cs(C∞(Ω))
∀m ∈ N: p(R(~ψk)) = O(k−m) (k →∞). By EM(Ω) and N(Ω) we denote the
subsets of E(Ω) consisting of moderate and negligible elements, respectively.
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The embeddings ι and σ are given by (3) and (4); partial derivatives are given
by Di := L̂∂i . Exactly as in the case of Gs (cf. [15, Section 1.2]) it follows that
ι and σ map into EM(Ω), (ι − σ)(C∞(Ω)) ⊆ N(Ω), ι(D′(Ω)) ∩ N(Ω) = {0},
EM(Ω) is a subalgebra of E(Ω) and EN(Ω) is an ideal in EM(Ω). Because
LSK∂i
~ψk = 0 the partial derivatives Di preserve moderateness and negligibility.
We set G(Ω) := EM(Ω)/N(Ω).
Both Gs(Ω) and G(Ω) are associative commutative algebras with unit con-
taining D′(Ω) injectively as a linear subspace and C∞(Ω) as a subalgebra;
furthermore, they are differential algebras whose derivations extend the usual
partial derivatives of D′(Ω) (see [15, Section 1.3] for the general scheme of
construction we followed here).
In order to relate Gs(Ω) and G(Ω) to each other we denote by F : N→ SK(Ω)
the mapping k 7→ ~ψk. Then for R ∈ E(Ω) the sequence (R(~ϕk))k is the
pullback F ∗R of R under F .
We have the following main result about the relation of the simplified algebra
Gs(Ω) to G(Ω).
Theorem 27. (i) F ∗ : E(Ω)→ Es(Ω) is surjective.
(ii) Given R ∈ E(Ω), F ∗R is moderate or negligible if and only if R is
Gs-moderate or Gs-negligible, respectively.
(iii) F induces a linear isomorphism G(Ω) ∼= Gs(Ω) which commutes with
the respective embeddings and derivatives:
G(Ω) // Gs(Ω)oo
D′(Ω)
ι
cc
ιs
::
G(Ω) // Gs(Ω)oo
G(Ω)
Di
OO
//
Gs(Ω)
Dsi
OO
oo
Proof. (i) First, we note that there exists x0 ∈ Ω such that ‖~ψk(x0)‖∞ is
strictly increasing with k → ∞. Let (fk)k ∈ Es(Ω) be given. Choose
a sequence (rk)k of positive real numbers such that both rk and rk+1 are
smaller than (‖~ψk+1(x0)‖∞ − ‖~ψk(x0)‖∞)/2 for each k ∈ N. Set Uk := {ϕ ∈
D(R) | ‖ϕ‖∞ ≤ rk} and choose bump functions χk ∈ C∞(D(Ω)) such that
suppχ ⊆ Uk and χk(0) = 1 for k ∈ N [19, Proposition 16.7]. Then
suppχj(.− ~ψj(x0)) ∩ suppχk(.− ~ψk(x0)) = ∅ for j 6= k. (22)
Define R ∈ E(Ω) by
R(~ϕ) :=
∑
k
χk(~ϕ(x0)− ~ψk(x0)) · fk.
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Because of (22) this sum is well-defined and smooth; it satisfies R(~ψk) = fk
for all k and thus F ∗R = (fk)k.
(ii) is evident from the definitions. From this it follows that (F ∗)−1 is well-
defined on equivalence classes [(uk)k].
For (iii), F ∗ induces a linear map G(Ω) → Gs(Ω) which is injective by
(ii). Hence, Gs(Ω) ∼= G(Ω). We have F ∗(ιu) = ιs(u) and F ∗([σu]) =
F ∗([ιu)] = [ιsu] = [σsu]. Because (LSK∂i ~ψk)k ∼ 0, it results that [F ∗(DiR)] =
[(∂i(R(~ψk)))k] = [D
s
i (F
∗(R))]. Finally, we see that (F ∗)−1([ιsu]) = [ιu] and
(F ∗)−1(Dsi [(uk)k]) = [Di((F
∗)−1((uk)k))] holds by construction.
The above shows that as soon as the tests are fixed one can use their structure
for further modifications of the basic space. In fact, the basic space can
incorporate the testing procedure to various degrees (cf. [14, Section 9] for a
discussion about ‘separating the basic definition from testing’). This is best
exemplified by the simplified algebra Gs, where the sequence of smoothing
kernels used for the test is actually incorporated into the embedding ιs and
is not visible in the definition of moderateness and negligibility anymore.
Similarly, the full algebra Ge can be obtained from Eploc after a coordinate
transformation of the basic space: by the structure of its tests, smoothness
in the first slot of elements of the basic space is then not needed for testing
anymore, and the basic space can be enlarged accordingly (cf. [4]). In a
similar manner, the diffeomorphism invariant full algebras Gd and Gˆ can be
recovered by imposing their respective tests on Eploc(Ω).
10 Conclusion
We have placed the construction of classical Colombeau algebras into a uni-
fying hierarchy based on the idea of taking smoothing operators as a variable
used in the smoothing process of distributions. This leads to the general
basic space E(Ω) which explains the formal relationship between various ba-
sic spaces of classical Colombeau algebras, and, together with the locality
properties discussed in Section 5, their sheaf properties and the nature of
the derivative L˜X . The definition of our general basic space is not only very
natural and hence applicable to many situations, but it will also serve as a
basis for further study of the quotient construction, and marks the beginning
of a structure theory for Colombeau algebras. Furthermore, it will provide
the grounds for the introduction of a full algebra of nonlinear generalized
tensor fields possessing a covariant derivative.
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