Testing the fractionally integrated order of seasonal and non-seasonal unit roots is quite important for the economic and financial time series modelling. In this paper, Robinson test (1994) is applied to various well-known long memory models. Via Monte Carlo experiments, we study and compare the performances of this test using several sample sizes.
Introduction
Usefulness of fractionally integrated processes has been pointed out over the recent years in order to take various strong persistence effects into modelling. Macroeconomics works focusing on the modelling and forecasting of economic activity time series have made an extensive use of the fractional alternative through long memory processes. For example, Carlin and Dempster (1989) consider monthly unemployment rate of US males; Porter Hudak (1990) deals with the US money supply and monetary aggregates and Ray (1993) proposes models for monthly IBM revenue data. Monthly UK inflation rates have been considered by Franses and Ooms (1997) , Arteche and Robinson (2000) and Arteche (2003) . Other applications also deal with time series on consumer goods (Darné, Guiraud and Terraza, 2004) , public transportation (Ferrara and Guégan, 2000) , exchange rates (Ferrara and Guégan, 2001a) , spot prices (Ferrara and Guégan, 2001b) or electricity prices (Diongue and Guégan, 2004) .
For all those applications, a specific fractionally integrated process has been proposed by the researchers. Generally the choice of the process corresponds to a specific problematic and no comparison has been carried out with different types of long memory processes. For example, some papers use the classical fractionally integrated process, introduced by Granger and Joyeux (1980) and Hosking (1981) , while others focus on generalized long memory processes or seasonal long memory processes dedicated to take cyclical or seasonal components with persistence into account. In this paper, we consider the general class of fractionally integrated processes (X t ) t mean zero, referred to as Seasonal/Cyclical Long Memory (SCLM) processes, defined by the following equation:
where B is the backshift operator. For i = 1, · · · , k − 1, ν i = cosλ i , λ i being any frequency between 0 and π. For i = 0, 1, · · · k, θ i belongs to [−1, 1] and, |d i | < 1/2 implying that the spectral density is unbounded in λ i . Moreover, (ε t ) t is an innovation process to be specified. This model has been first discussed by Robinson (1994) in order to test whether the data stem from a stationary or a non-stationary process, under uncorrelated and weakcorrelated innovations (ε t ) t . The process described by equation (1) nests all the specific long memory processes generally used in applications.
From a practical point of view, before implementing a fractional process on real data, it is warmly recommended to carry out a statistical test to show evidence of persistence in the data. In this respect, the test of Robinson (1994) has been proven to be very useful for testing stationarity of many SCLM processes, Gil-Alana (2001, 2006) . This test also permits to test the integration order at various frequencies and does not require the estimation of long memory parameters since the series have a short-memory behaviour under the null hypothesis. Now, this test can also be used to test the de-2 halshs-00259193, version 1 -27 Feb 2008 gree of persistence of the memory parameter using the null of Robinson test. However, one of the major drawback in empirical macroeconomics is the rather small amount of data available to the practitioner. For example in the industrialized countries, the broadest measure of economic activity released by the quarterly national accounts of the statistical institutes, namely GDP, is generally available only since 1970. Thus, in most of the cases, less than 160 data points are available to lead the analysis on a quarterly basis. In this respect, it appears crucial to study the finite sample behaviour of the statistical procedures carried out at each step of the statistical analysis. In this paper, we propose a simulation experiment to determine the possible application of the Robinson (1994) test for finite samples. Indeed, in his paper the results are proved in an asymptotic setting and we need to know how the test works empirically. We study the convergence of the test according to the fractional process used to generate simulated data. We investigate this rate of convergence whatever the innovation process is uncorrelated or weakly correlated.
The paper is organized as follows. In Section two we specify the SCLM processes on which we apply the Robinson test, which is in turn detailed in Section three. Section four is devoted to the results of the simulation experiments. Section five concludes.
Some Seasonal Fractional Models
From model (1) , assuming that θ i = 0, i = 0, · · · , k we can derive in a stationary setting a lot of models whose interest in macroeconomics is recognized. To adjust these models on real data sets, it is fundamental to detect long memory behavior through statistical tests. Here, we investigate Robinson test. The properties of this test have been proved in an asymptotic setting. Working with macro-economics data sets significate that we have very small quartely or monthly data sets. Very often the sample size is around 150 points and less than 1 000 points, thus it is important to know the accuracy of this test for a finite sample size. In Section four we provide the rate of convergence for Robinson's test using Monte Carlo simulations. We specify now the models on which we work deriving from the expression (1):
• if d i = 0, and θ i = 0, i = 1, · · · , k, we get the FI(d) (Fractionally Integrated) process if (ε t ) t is a white noise:
proposed by Granger and Joyeux (1980) and Hosking (1981) . If we assume that (ε t ) t follows a GARCH noise, we get the FIGARCH model, (fractionally integrated and GARCH), Baillie, Bollerslev and Mikkelsen (1996) . This class of models permits to take into account the existence of an infinite cycle, as well as the spectral density's typical shape of macroeconomics data, namely an explosion for the very low frequencies.
• In order to model a fixed seasonal periodicity s, supposed to be even, we generally use the following representation:
For instance, if s = 4, the expression (3) becomes:
This filter was introduced by Porter-Hudak (1990). It is called the rigid filter and can be regarded as the particular case of Hassler's flexible filter (1994) . It is motivated by factorizing I − B 4 according to its unit roots. This filter allows to model stationary fractional seasonalities. This representation is useful for quartely data sets; if we work with monthly data, we consider the same model using s = 12.
• It may happens that we observe an explosion at the zero frequency as well as at any frequency between ]0, π]. This means that an infinite cycle is mixed with another seasonality. In that case, we use the following model for (X t ) t :
This model was introduced by Porter-Hudak (1990). The parameter d 1 corresponds to the persistence associated to the infinite cycle and d 2 is the persistence associated to the fixed seasonality.
• In presence of explosions at k frequencies in the spectral density, we use a model characterizing these k persistent periodicities. It is the k-factor Gegenbauer process given by:
with, for i = 1, . . . , k, ν i = cos(λ i ), the frequencies λ i = cos −1 (ν i ) being the Gegenbauer frequencies or the G-frequencies. When (ε t ) t is a white noise, this model was introduced by Giraitis and Leipus (1995), and Woodward, Cheng and Gray (1998). When (ε t ) t follows a GARCH process, the extension was introduced by Guégan (2000 Guégan ( , 2003 .
• Inside the spectral density, we can observe k explosions as well as an explosion at the zero frequency, then the previous model becomes:
In Section four, we applied the Robinson test to these models in order to assess its accuracy for various sample sizes.
The Robinson test, 1994
In this section we briefly describe Robinson test (1994) which is a Lagrange Multiplier test for testing unit roots and other fractionally hypotheses when the roots are located at any frequency inside the interval [0, π]. The test is derived via the score principle and its asymptotic critical values obey the Chi-squared distribution. Let (Y t ) t be a stochastic process, then we assume that
where Z t a k × 1 vector which is observable, β an unknown k × 1 vector, and X t a process which follows (1) . In the rest of the paper, we assume that β = 0 and (ε t ) t is a strong white noise or a GARCH(1,1) noise. Robinson (1994) worked with the general model (1) for a fixed d and test the assumption H 0 : θ = (θ 0 , · · · , θ k ) ′ = 0,
The test statistic is equal to:R
where T is the length of the raw time series and
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} such that ρ l are the distinct poles of ψ(λ) on (−π, π], η is a given positive constant. Finally
for l = 0, 1, · · · , k, where δ il = 1 if i = l and 0 otherwise.
Under stationary conditions, Robinson (1994) establishes that
where k + 1 = dim(θ). If χ 2 k+1 represents the χ 2 distribution with k + 1 degrees of freedom then χ 2 k+1,α represents a quantile for a given level α. As soon asR > χ 2 k+1,α , we reject H 0 , with risk α.
Under the null, the test chooses the best long memory parameter, which corresponds to the greatest p−value of the Chi-square test. We accept the null hypotheses if the p−value is greater than the significant level, and we reject it if the p-value is smaller than or equal to the significance level. The test appears as a method of testing the long memory parameters. We can perform the properties of this test to estimate parameters using a Monte Carlo simulation which provides the mean, bias and RMSE for a suitable number of replications.
Monte Carlo Experiment
In this section we carry out the Monte Carlo experiments for several models derived from (1) using different sample sizes with replications.
Under (H 0 ), we simulate different models using first a strong Gaussian white noise ε t with mean zero and unit variance and second a GARCH (1,1) noise. 6 
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In that latter case, ε t = √ h t ξ t , h t = a 0 +a 1 ε 2 t−1 +b 1 h t−1 , with ξ t a sequence of i.i.d. Gaussian random variables with zero mean and unit variance, a 0 = 1, a 1 = 0.15 and b 1 = 0.8.
We consider 9 models: a model (2) , two models (3), two models (5) and four models (6) . For the models (3), we use s = 4 and s = 12, then we mix the possible explosion at frequency zero with the explosions with fixed seasonalities assuming s = 4 and s = 12. For the Gegenbauer models, we detail the results with respect to the location frequency and the number of explosions inside the spectral density. When we have only one factor in the model, the true value of the long memory parameter is d = 0.3; in presence of two factors, we use d 1 = 0.3 and d 2 = 0.4; in presence of three factors, we use d 1 = 0.2, d 2 = 0.3 and d 3 = 0.4.
We consider several sample sizes T from 100 to 3000. We do not give the results up to 3000 because we intend to apply the method to macro-economic data sets whose sizes are generally smaller. In all cases, we use 2 sizes of replication, T T = 100, 1000. we only present the results for T T = 100, because the results are quite similar with T T = 1000. The results are available under request.
We carry out the code on the computer Mac OS X 10.5.1 Léopard, written in language R. The random numbers are generated by the command "rnorm()" as the pseudo random numbers. In the tables the notationd represents the mean of the T T "d"s possessing the greatest p−value of the test. In the tables, n represents the percentage of times that we get the true value for all the long memory parameters which appear int the models.
We find that for the models with only one term, like models (2) and (6) with k = 1, the test performs correctly for sample size greater than 900. However, for the models (3), although there is only one parameter to test, the test has no good performance. The performance becomes correct for sample sizes equal to 2000 and 3000. The same results are observed when we simulate models with several factors, like the models (5) and (6) with k ≥ 2. The more the explosions are inside the spectral density, the worse is the test's performance. We never got convergence for the test applying at the model (7) as soon as k > 3. From a general point of view, the performance of the test increases with the sample size.
In summary the results are the following: 7 halshs-00259193, version 1 -27 Feb 2008 1. First, we assume that the noise (ε t ) t is a strong white noise in all the models:
• For the model (2),d = 0.3 when T reaches 3000.
• For the Hassler models,d = 0.3, for s = 4 when T reaches 3000, and the test does not converge when we use s = 12.
• For the models (5),d = 0.3, for s = 4 and s = 12, when T reaches 3000.
• For the 1-factor model (6), 2. Second, we assume that the noise (ε t ) t is a GARCH(1,1) noise for all the models:
• For the model (2),d = 0.299 when T reaches 3000.
• For the model (5),d = 0.3, for s = 4 when T reaches 3000, and does not converge when we use s = 12.
• For the models (5) , the test does not converge.
• For the 1-factor model (6) In the presence of an infinite cycle, comparing the performance of the test when we simulate the models (4) and (5) shows that the convergence is slower. Sometimes the test does not converge at all. We observe also that the test does not converge when we use the Hassler model with s = 12. In any case, the test convergence is very slow for all the models we use. As soon as we have more than one explosion, we need to use almost 1000 data to be sure to attain in mean the correct estimated value. When we have more than 8 halshs-00259193, version 1 -27 Feb 2008 two explosions inside the spectral density, it appears difficult to use the test for samples whose size is smaller than 3000. The results are quite similar whatever the noise we use for simulations: a strong white noise or a GARCH noise.
Conclusion
In this paper, we have evaluated the performance of the tests of Robinson for several simulated SCLM models. We show that the sample size is crucial for the accuracy of the test. It appears that the use of this test is mainly recommended when we observe only one explosion in the spectral density if we have at least 500 points. If several explosions are present inside the periodogram, this test does not provide accurate information if the sample size of the data set is less than 3000. The latter remark raises concern on the application of Robinson test on seasonal macroeconomics data . Table 5 : 
3 , ν 2 = cos 5π 6 and ε t ∼ N(0,1). 
ν 1 = cos π 6 , ν 2 = cos π 2 , ν 3 = cos 2π 3 and ε t ∼ N(0,1). 
