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PROCEDURE POUR LA LEC'l.TlJRE DE CE :MEMOIRE 
_) Lisez 1 1 introduction . 
2) Si Vous êtes intéressé par l'optimisation de programme 
Alors Allez en 3 
Sinon Refermez ce mémoire . 
p 
3) Lisez J.e chapitre 1 et, si vous avez du courage, analysez les 
exemples. 
4) Si Vous êtes uniquement intéressé par l'optimi sation orientée 
segment d 'instructions 
Alors Lisez le chapitre 2 et si v0us désirez apprendre un nou-
veau langage, lisez le paragraphe 2.1.9. Allez en 5. 
Sinon Allez en 7 
5) Etes-vous courageux et le chapitre 2 vous a - t-i l intéressé? 
Si Oui Alors Lisez aussi le chapitre 3 avant de refermer ce 
mémoire . Si vous êtes de plus en plus intéressé par ce travail, 
continuez s a lectur~. 
6) Lisez la conclusion et allez en 8 
7) Etes-vous intéressé à la fois par l'optimisation orientée segment 
d'instructions et l'optimisation plus globale? 
Si Oui Alors Lisez l'ensemble de ce mémoire et reposez-vous 
de temps en temns. Allez en 6. 
Si Non Alors Vous vous intére·sS,ez uniquement à 1 1 optimisation 
décrite dans les chapitres 3, 4, 5, 6, 7. Lisez ces chapitres 
et allez en 6 . 
8) Si 1 + 1 = 3 
Alors Refermez ce mémoire 
Sinon Lisez les annexes 1 et 2. 
9) Dans les conclusions de ce mémoire, vous avez trouvé quelques su-
jets que nous n'avons pas étudiés.A vous de les développer. 
Nous vous remercions pour l a lecture de ce mémoire. 
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I N T R O D U C T I O W 
1 . Historique 
Très tôt, on s ' est aperçu que l ' on pouvait améliorer le code objet 
résultant d ' une compilation . Les premiers art i cles relatifs à l ' optimisa tion 
de code ne traitent toutefois que des éléments particuliers d ' un langag~ al-
gébrique . 
Les chercheurs ont tout d ' abord localisé leur attention sur l'amélio-
ration du code objet r ésultat de la compilation d ' expressions arithmétiques, 
notamment sur la limitation <lu nombre de cases temporaires utilisées dans le 
code 9 la réduction du nombre d ' opérations de 11 Load " et "S tore " , 
L' article de Floyd [FLOYD 6y est sans doute le premier qui envisage 
la propagation de constantes et l'élimination de sous- expressions communes. 
Avec la créati on de langages ayant Ja puissance d ' Algol 60, des algo-
ri t:b.mes pour la compilation efficiente des expressions booléennes ont été dé-
veloppés . 
Le premier arti cl e traitant vraiment de l'optimisation de programme 
est celui d 'Allen LALLEN 6rj}. Cet articl.e a servi de poi nt de départ pour 
notre trnvail. 
Lowry et i'liedlock ffi1 §.il ont réalisé le premier optimiseur commercial 
(compilateur IBM Fortran H) . Dans cet optimiseur, ils ont tenu compte des 
aspects d'optimisation envisagés ici . 
Depuis l ors, des recherches théoriques sur l ' optiinisation "constructive" de 
programme ont é té entamées par Allen, Cocke et Schwartz C 
Elles généralisent certaines techniques d ' optimisation abordées i ci mais 
sont encore assez fragmentaires. Parallèlement, d,.,. L·echerches théoriques 
sur la formalisation de la notion même d ' optimisation de pr ogramme - elles 
portent entre autres sur les notions d ' équi val ence de programmes, process 
calculus, transformations de programmes - sont effectuées mais sont restrei~-
tes à des formes très particulières de programmes ("straight line code" ) 
[jŒi.o 19!, [ m.1LARD nJ. 
(ii) 
2 . Point de vue adopté dans ce mémoire 
Les t echniques d ' optimisation de programme peuvent être classifiées 
en de1.L~ catégories distinctes: ~ optimisation locale et l ' optimisation 
globale . 
L'optimisation locale consi ste en l'application au programme lors 
de la génér ation de code, de techniques utilisant les caractéristiques et 
particularités de la machine pour laquelle le compilateur est écrit . Il 
s'agit d ' un ensemble de " trucs" (tricks) tels que shifts à gauche au lieu de 
multiplication paJ.0 2, ••• Nous n'envisagerons pas ici ce type d I optimi sation 
pour deux raisons principales : 
1° 0lle nous obligerait à considérer plusieurs machines et à énoncer 
l'ensemble des "trucs" pour chacune d ' elles; 
2° elle ne semble pas pouvoir donner naissance à une théorie . 
C'est l'optimisation globale qui retiendra notre attention dans ce 
travail. Nous en donnerons une définition dans le paragraphe 3. 
Remarquons encore que l' opti misat ion je programme poursuit deux buts, à sa-
voir l'optimisation è.e l ' espace mémoire et la réduction clu temps l' exécution 
des programmes. 
Nous nous sommes limités ici à l ' optimisation produisant une réduction du 
temps d ' exécution des programmes. Actuellement, peu de travaux trai tent le 
problème de la réduction de l'espace mémoire (L:ER.ffiOV 6iJ, LNIEVERGLET' 6:i}). 
Nous pensons que ce problème peut être résolu au niveau des "oper ating sys-
tems " (mémoire virtuelle) . 
En raison de leur aspect embryonnaire, nous n'aborderons pas ici 
les recherches actuelles d ' Allen, Cocke et Schwartz déjà sign~lées ci-dessus. 
Nous proposons cependant dans les annexes de ce mémoire, un algorithme théo-
rique analysant le flot des données dans un programme. Il nous a semblé pré-
férable de suivre le chemin des écoliers afin de mieux comprendre les· pro-
blèmes posés par l'optimisation de programme. Cette démarche nous laisse 
la porte ouverte pour des recherches futures:. 
Nous n ' aborderons pas non plus l ' aspect relatif à la formalisation 
de l ' optimisation de programme. Il nous semble qu'avant de l e faire, nous 
de- _ _,_m; avant tout étudier les travaux concernant l ' équivalence de programmes , 
(iii) 
la correcti on des pr ogrammes, la formalisation des notions de programme et 
d ' exécution de programme . Nous avons néanmoins jeté un coup d ' oeil rapide 
sur ces Dotions sans les approfondir . Il nous a semblé préférable d'étudier 
d ' abord "intuitivemeat" l ' optimisation de programme afin de mieux comprendre 
ses mécanismes . 
3. Qé,ftnition de l'environnemenJ*) 
Il e s t na turel de se poser deux questions essentielles à propos de 
l'optimisation de programme. La première: pourquoi optimiser et dans quel 
but? La s econde: jusqu ' où peut-on aller? 
Nous répondrons d ' abord à la seconde question en disant que le pro-
blème de l'équivalence de progTammes, en toute généralité, est indécidable. 
Ceci implique que l'on ne pourra pas trouver de techniques pouvant produire 
le progr a111mc l e plus optimal. Il est cependant possible de trouver des- tech 
niques amé:ï. i orant sensiblement un programme et même une théorie produisant 
une classe de programmes éq_ui valents et opti:nisés. 
Avant de répondre à la première question, nous donnerons une descrip-
tion du problème de l'optimisation. 
Dans ce travail, nous considérons 1 1 ensemble .;f: des langages algé-
briques ~ossédant entre autres les propriétés de séquentialité et d ' affecta-
tion de valeur . 
La s émantique d ' un langage L décrit en quelque sorte une machine 
abstraite l'\ qui exécutera tous les programmes écrits dans le langage L et 
syntaxiquement corrects. Le compilateur CL pour le langage Lest en quelque 
sor t e un interface entre 1\ et la machine réelle. Un interpréteur IL pour ce 
langage Lest comparable à un simulateur de la machine ML. 
La propriété de séquentialité d'un langage L peut s'énoncer de la 
façon suivante : 
"Lorsqu ' une instruction i appartenant à un programme P écrit dans le 
langage La été exécutée par la machine ML' celle-ci connaît, implicitement 
(~) Dans ce paragraphe, optimisation est synonyme d'optimisation globale . 
(iv) 
ou par une indication explicite dans P, l 'instructton i' suivante à exécuter" . 
La propriété d ' affectation de valeur d ' un langage L peut s ' énoncer de 
la .façon suivante: 
"Un programme P écrit dans le langage L modifie, lors de son exécu-
tion par 1\, le contenu de la mémoire de ML . Pour ce faire , P util i se un sys-
tème d 1 11adressage de la mémoire de ML" , 
Nous ne considérons que des langages ayant ces propriétés car: 
- il est possible d'associer un graphe à tout programme écrit dans 
un langage possédant la propriété de séquentialité. Le formalisme 
et certaines méthodes. de la théorie des graphes sont dès lors uti-
lisables . La récolte d ' informations globales et les possibilités 
de manipulation globale des programmes sont ainsi facilitées; 
- la propriété d ' affectation de valeur permet d ' ordonner les actions 
du pro gramme. 
Etant donné un langage LE. oC. et un programme P écrit dans ce l anga-
ge, l ' opt~_misation de pr ogramme consiste en l 'application à P d~:une combi-
naison d.e techniques globales en vue d I associer à P un autre programme P ' 
plus optimal. L' expression "combinaison de techniques" désigne l'application 
à P de plusieurs techniques difîérentes mais exécutées dans un certain ordre . 
Le programGe P ' doit être équivalent, en un certain sens, au programme P . 
Il nous Remble donc utile de discuter de l ' équivalence de programmes avant 
de définir la notion d'optimalité. 
Il existe un grand nombre de définitions d ' équivalence de programmes 
menant toutes vers des problèmes indécidables . Dès lors, nous ne définirons 
pas explicitement l'équivalence de programmes . Nous donnerons cependant une 
idée intuitive du type de définition qu'il faudrait chercher. 
Nous nous contenterons ici de la déftnition suivant laquelle deux 
programmes Pet P ' sont équivalents si, et seulement si, pour un ensemble 
de données e~ pour une même machine réelle, Pet P' délivrent des résultats 
identiques ou égaux à un [ près, quelle que soit la forme sous laquelle les 
données et les résultats sont présentés . 
(v) 
Avant d ' énoncer un principe général d'optimalité, considérons quel-
ques cas triviaux. 
- Soient P et P' deux programmes équivalents et possédant les mêmes temps 
d ' exécution: le programme possédant le plus petit volume sera le plus 
optimal . 
- Soient Pet P ' deux programmes équivalents et possédant des volumes égaux: 
celui des deux conduisant au plus petit temps d ' exécution sera le plus 
optimal . 
Ces deux exemples suffisent pour montrer que la notion d ' optimalité 
dépend fortement des objectifs que l ' on se fixe. Pour définir cette notion 
de façon générale, il faut trouver un système qui, à un programme P, associe 
un coût C(P) en tenant compte du temps d ' exécution et du volume du programme 
P. De cette façon, si Pet P ' sont deux programmes équivalents et si 
C(P) ~ C(P'), alors P' est au moins aussi optimal que P. 
Les notions introduites ci - dessus sont généralisables à plusieurs 
programmes . 
Lorsqu'on fait de l'optimisation de programme, on poursuit donc deux objec-
tifs : 
1° conserver l'équivalence entre programmes; 
2° obtenir un programme plus optimal. 
Nous n'avons pas une connaissance expl ici te de la fonction de coût 
C(P) . Il nous semble cependant raisonnable de supposer que les techniques 
envisagées ci-après : 
- propagation de constantes (chapitre II), 
- élimination d 'ins tructions redondantes (chapitre II), 
- déplacement d'instructions invariantes (chapitre IV), 
- réduction des opérateurs (cha~itre V), 
- remplacement de tests (chapitre VI), 
- élimination des assignations mortes (r.hapitrc VI), 
auront pour effet de diminuer C(P). Cela a d ' ailleurs été vériîié empirique-
ment par Knuth LKNUTH 7i/ pour des programmes écrits en Fortran 4. 
Ceci répond en partie à la première question posée en début de ce 
paragraphe . Nous en discuterons à nouveau dans les conclusions de ce mémoir 0 , 
à la lumière des techniques qui sont proposées . 
(vi) 
On peut aussi se demander s'il est utile d'envisager un système opti-
miseur indé~endamment d ' un compilateur. 
Pour corn: iler un programme, un c .1pila teur n'utilise gén,( ralement qu ' une infor-
mation locale. Mais pour faire de l'optimisation de programme, il faut une in-
formation globale sur le programme. Les procédures nécessaires à la collecte 
de cette information sont suffisamment complexes que pour les isoler en un 
sys tème indépendant. 
Comment peut- on concevoir un tel système? Plus particulièrement , à 
quel niveau va-t- on le placer? 
Un premier système possible consiste à optimiser au niveau du program-
me source: un tel système optimiseur traiterait un programme P écrit dans un 
langage source Let donnerait comme résultat un programme P ' écrit dans L 
mais plus optimal que P . 
Cette façon de procéder présente certains inconv,~nients : 
1° pour réaliser une élimination efficiente d'instructions redondantes, 
il faut passer par une forme intermédiaire ffiCHNECK TY, 
2° il est impossible, par un tel système, d ' optimiser le calcul 
d ' adresse qu ' implique l'utilisation de tableaux à plusieurs dimensions, 
3° la réduction des opérateurs est moins efficiente dans un tel 
s;rstème . 
Un deuxième système possible est l'optimisation au niveau du code 
intermédiaire: l'optimisation de programme se situe donc après les phases 
d'analyse syntaxique et de traduction en forme intermédiaire. C' est ce sys-
tème que nous avons adopté dans ce travail . Il permet d'éviter les inconvé-
nients du premier système et présente, comme nous le verrons, de nombreux 








(1) Au niveau de la génération du code objet, on 
possibilité d 1insérer un système d'optimisation locale. 
Traduction 
en code objet 
(1 ) 
~- 1 [~ ~~~:t ~ 
peut se réserver la 
(vii) 
Notons encore qu'en raison de la complexité croissante des ordinateurs, 
è-:: s; l~ngP..ges e t des. système~, il est intéresmmt de chercher une réponse aux 
question suivantes. 
1° Des programmes éctits en langage évolué ~euvent- ils être compilés 
(via un compilateur- optimiseur) pour donner un code objet compétitif avec 
les m~~es programmes écrits en langage d ' assemblage? 
2° Peut-on écrire un système (O . S . , compilateur) en langage évolué 
sans dégTader les performances du système? 
3° Si la réponse aux deux premières questions est positive, peut-on 
minimiser le temps de compilation? 




DEFINITION DES' CONCEPTS DE BASE ET' REMA.RQ.U:ES 
SUR LEUR CONSTRUCTION A PARTIR D'UN LANGAGE SOURCE DONNE 
Un système automatique d ' optimisation utilise une information globale 
sur le programme afin d'améliorer le programme source et ceci à l'insu du 
programmeur. 
Le programme source est un formalisme représentant une codification 
plus ou moins parfaite d'un algorithme, d'un calcul. Comme on désire amélio-
rer , sans toutefois le changer, l ' algorithme codifié, il est nécessaire de 
déterminer ce que représente la codification . 
Le texte intermédiaire nous permettra de représenter le "sens " :E de 
la codification source. 
Un algorithme pouvant être considéré com.~e un ensemble d ' actions 
qu'il faut exécuter dans un certain ordre,il est essentiel de retrouver les 
actions et l'ordre, c ' est- à- dire la séquence. 
1. La séquence 
T,a. séquence des actions compo::;ant 1' algori thr.le nG saurait ~tre mieux 
décrite que pnr l'organigramme du programme . Nous voyons donc naître l'idée 
d'associer au programme source un graphe orienté que nous appellerons dia-
gramme des flots (d ' après l ' anglais "Flow-diagram " ou 11Flow-chart 11 ). 
Le graphe que nous associerons au programme source n'aura pas comme 
but unique de représenter le caractère d'ordre des actions, mais, comme nous 
le verrons plus loin , il permettra l'obtention de la réponse à certaines 
questions pos4es par les différentes techniques d'optimisation, ceci sans 
trop d ' analyse .et èn a.ppliquant des procédures connues (celles de la théorie 
des graphes). 
~ Sens n'est pas le terme adéquat. Nous l'utilisons néanmoins car le texte 
intermédiaire est généralement produit par les routines sémantiques du 
compilateur. 
I-2 
2. Les actions 
Tl reste à trouver un syqtème permettant de représenter l es actions 
composant l'algorithme, un formalisme dans lequel un traducteur pourra tra-
duire la "sémantique,11 du programme source P . 
Suivant l a "fines se " du traitement que l ' on désire réa liser, ce for-
malisme est plus ou moins riche. Ainsi, si nous désirons réaliser un compila-
teur optimiseur Al go l 60, il es t intéressant que le formalisme permette l ' ex-
pression de l a "sémantique" de l a structure de bloc Algol 60 et des particula-
rités de l ' appel par nom ou par valeur. 
Le f orma lisme doit de plus posséder cette qualité non négl i geable qu' e,st la 
simplicité. Il doit permettre l'expression, en des opér a tions simples, de la 
"sémantique" d I instructions sources complexes. Un exemple rendra cette affir-
mation plus claire. Prenons l ' expression arithmétique FOK~? '~ 4: 
P ~ K ~ (K + 2.0)/(K + 1) * ~ 2. Elle sera évaluée de la façon suivante 
K + 1 ~ zl (Integer) 
zl "f 'i: 2 
-
z2 (Integer) 
z2 ---+ z3 (Integer ---+ Real) 
K 
-
z4 (Integer -4 Real) 





z6 (Intcger - Real ) 
P * z6 
-
z7 (Real) 
z7 :f Z.- ~ zs (Real) ) 
zs / z3 ~ z9 (Real) 
Nous nous trouvons en f a ce de neuf actions ou opérations résumées 
par une seule expr ession du langage FORTRAN 4. RemA.rquons que deux opérations 
K - z4 et K - z6 sont identiques . Par l e fait de l a décomposition en 
actions élémentaires,, nous avons pu mettre en évidence cette redondance. 
Pour des raisons d ' indépendance , il est souhaitable que le formalis-
mG soit dégagé des caractéristiques propres au langage évolué dans lequel est 
codifié l 'éÜgori tbme. De même, il est s ouhaitable qu I il soit dégagé des carac-
téristiques propres au langage de la machine. 
I - 3 
1. 1 . Définition du graphe associé au programme source 
1 .1 .1 . Segment d ' instructions S. Définition de l ' ensembl e X 
des sommets 
1 .1 . 2 . Ensemble U des arcs 
1 . 2 . Formalisme intermédia irc-
1. 2. l . Format général de représentation d ' un opérande d ' une 
instruct ion intermédiaire 
1 . 2 . 2 . Structures des tables de quantités 
1.2. 3. Tab l e de définition des segments d ' instructions T.D .S . 
1 . 2 . 4 . Table de séquence TSQ 
1 . 2 . 5 . Table des instructions TI 
1. 2. 6 . Les appe l s de pr océdures et les défini t i ons de procédures 
1 . 3 . Dic tionnaires des traductions et r emarques sur l a construction 
des conce pts de base 
1 .1 . Défi nition du graphe associé au programme source 
Ce graphe ~ (3E) est entièrement défini pA.r l ' ensemble X de ses som-
mets et l'ensemble U de ses arcs . 
l. 1. L Segment d ' instructions S. 
Définition de l ' ensemble X des sommets 
Un segment d ' instruction~ est une séquence linéaire d 1 instructions 
ayant un seul point d~ e~f:2:_' ée et un s~~l po~nt de sortie . 
Une séquence linéai re d ' instructions est une séquence I 1 , . . • , In 
d ' instructions telle que si I , et I. (1 ~ j < i ~ n) sont deux instructions J l 
de l a séquence, I. sera toujours exécutée avant l ' instruction I, . J l 
''Un seul poi nt d'entrée" interdit toute référence externe au segment 
à une instruction située à l'intérieur du segment . Seule l'instruction I 1 
peut être adressée. 
"Un seul point de sortie" interdit la pr ésence d ' une instructi on de 
branchement à l'intérieur d'un segment. Seule I peut être une instruction 
n 
de b:l'anchemcmt. 
(~) au sens de Kënie- Berge . 
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Les segments d I instructions sont construits par les routines séman-
tiq_ues du compilateur. On trouvera q_uelques exemples dans 1. 2. 
L' enseI'.ll _e X des sommets de G e[ , 1 1 ensemble des segment; d 'instructions du 
programme. 
Certaines techniques d ' optimisation - notamment la suppression d ' ins-
tructions redondantes - ont le segment d ' instructions pour seule donnée de 
travail et sont souvent fortement limitées du point de vue de leur effica-
cité en raison de la longueur (en nombre d ' instructions) souvent très petite 
de ce segment d ' instructions . Par exemple, Knuth LKNUTH 7-Y a montré q_u ' en 
FORTRAN 4, la longueur moyenne d ' un segment d'instructions est de 3 instruc-
tions cources. 
La longueur peu importante des segments d'instructions est due prin-
cipalement au fait que les programmeurs utilisent souvent des instructions 
conditionnelles. Un exemple fera mieux comprendre cette remarque. L'instruc-
tion ALGOL 60 suivante : 
if A= B then A:= f l(B) else A:= f 2(e); 
ou son équivalent sémantique suivant 
A : = if A = B the:!'.1 f l(B) else f 2 ( e); 
donnera naissance à 2 segments composés chacun d'une seule instruction, à 
savoir A := f 1 (B) et A:= f 2(e) 
[ ___ ~~ A ... B (1, 2) 1 
/ ~ 
:= f 1 (B) 
1 
A := f 2 (e) 7 
1 .1. 2 . Ensemble U des arcs 
Nous dirons qu 'un arc (S., S.) relie deux segments S . et S. si le 
· l J l J 
"contrôle" du programme peut passer du segment S. au segment S .• 
l J 
Par "contrôle" d.u programme, il faut comprendre "séq_uence d I exécu-
tion" : une fois les instructions du segment. S. exécutées, celles du segment 
l 
S. peuvent être exécutées. 
J 
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Les instructions sources termir.e.nt un segment d ' instructions sont 
généralement les instructions de branchement, les instructions conditionnel-
les, let appels de procédures s : ceux- ci ne possèdent p[ 3 exclusivement l a 
propriété du "contrôle" implici_te. 
Lg propriété du "contrôle" implicite est celle que possède une ins-
truction qui, une fois exécutée, provoque l ' exécu tion de l ' instruction figu-
r ant derrière elle dans le texte du programne. 
Du point de vue du "contrôle", les instructions d ' un langage évolué 
ou de base peuvent généralement être séparées en deux classes: la classe des 
instructions possédant exclusivement la propriété du "contrôle" implicite 
et la classe de celles ne possédant pas que cette propriété . Les instructions 
appartenant à cette dernière classe donnent naissance à un ou plus i eurs arcs 
du graphe 
Remarquons cependant que, dans certains cas - tels que celui de l ' instruction 
A:= if A= B then f 1 (B) else f 2(c) - ,il est difficile de dire qu ' une 
instruction se situe dans l ' une ou l ' autre classe . 
Nous pensons que la façon dont une instruction est traduite en forme 
intermédiaire détermine son appartenance à l'une des deux classes . 
1 . 1 . 3 . Exemple_de_programme_divisé_en_segments_d'instructions 
SDBROUT~NE TALLEY (11 , 12, 18) 
DIMENSION LIST l (11,50), LIST 2 (10, 100) 
Q, 0 .0 
DO 5 I = 1 , 11 
T 0 .0 
DO 15 J 
DO 20 K 
IF (LIST 1 (K, I) - LIST 2 (K,J)) 15, 20, 15 
20 CON'.l.1INUE 
T = T + 1 .0 
15 CONTINUE 







LIST 1 (18 + L, I) 





Le graphe associé est le suivant 
1. 2 . "Formalisme " intermédi aire 
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7 
8 
Le "formalisme i ntermédiaire est constituJ d'un ensemble de tables 
dont nous donnons une description sommai re . Le problème d ' organisation de 
ces tables ne sera pas considéré dans ce travail; il appartient à chaque 
11 im11lémenteur 11 de déd ·l er de l ' organisat ion qu ' il souhaite . Ce "formalisme" 
intermédiaire permettra de représenter l e " sens '' et la séquence d 'un program-
me source . 
Notre problème n ' est pas l ' étude des tables d ' un compilateur . Nous 
donnerons cependant des renseignements permettant de les construire en fonc -
tion d ' une phase d ' optimisation du programme . 
1.2.1. Format général de représentation d ' un opérande 
d'une instruction i ntermédiaire 
Il est prfois intéressa.nt de distinguer les différents types d ' opé-
randes (exemple: procédure 11 Folding 11 ) oui se présentent dans une instruction 
intermédiaire, sn.ns è,cvoir rechercher l ' informe.tian dans une table . Il est 
de plus souhaitable que toutes les tables de la forme intermédiaire pos s èdent 
un formHt fixe. Nous proposons les formats suivants pour réaliser ces objec-
tifs : 
1.2 . 1.1. Variables simples 
CODE) I (BJINTER ) 
2 . 0/11 yi 7 
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"Code " est un entier possédant la valeur 2 ·pour des variables simples 
"I" est un bit d ' indirection 
"Y." est la valeur de ··pointer", c I est- à- dire une référence à la l 
table des variables simples où l ' on trouve une entrée décri-
vant la variable simple . 
1 . 2.1 . 2. Constantes 
-- - - -
(CODE) (I) (POINTER) 
1 0 
"Code" est un entier possédant la valeur 1 pour des constantc-s 
"I" est positionné à zéro pour signaler qu ' il n ' y a pas d ' indi-
rection 
"Y." est l a valeur de "pointer", c'est-à-dire une r éférence à l a 
l 
table des constantes, 






"Code" possède la valeur 3 pour une instruction intermédiair e· qui 
est opérande d ' une autre instruct ion intermédiaire 
"I" est un è?it d ' indirection 
"a " est la valeur de "pointer", c' est-à- dire tme r éférence à l a i 
table des instructions. 
1.2.1.4 . V~riables indicées 
Code I (POINTER) CODE ) I POINTER 
4 0/ 1 Y. l 0/1 Y. 
(ARG) (SUBS) 
11Y. 11 est la valeur de "Pointer. a.rg", c ' est- à- clire une référence à 
l 
la table des tableaux où nous trouvons une entrée décrivant 
le tableau . 
La partie 11Subs" s ' explique d'elle- même en utilisant 1.2.1 (1, 2, 3) . 
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Remarque - Pour évaluer l 1 2nresse d ' un élément d ' un tablea~i il y a toujours 
d~ns l a formule du calcul d ' adresse une partie constante (CONS-
T.ANTPART) et une pari e variable (VARIABLEP.AR-- ). Nous supposons 
q_ue 11 CONSTA1{TPAR'r 11 est calculée à 12. compilation ( ou à 1 1 exécu-
tion) mais q_ue son résultat (ou la référence à son résultat ) se 
trouve dans la table des t ableaux: . 
11Pointer-Subs 11 contient, lui, l a référence au résultat du calcul de 
11VARIABLEPART 11 • 
1 .2. 2 . ~!~~!~~~-~~~-!~È!~~ - ~~- quantités (variables, constantes, t a-
bleaux) 
Panni ces tables, nous trouvons la table des veriables s i mples (TS), 
la table des constantes (TC) et la table des tableaux (TT) . Elles contien-
nent des informations relatives aux variables simples, constantes ou tableaux 
utilisés pa.r le progrrunmeur . Une partie de ces info:rmations sera uti lisée 
pnr l ' optimiseur , notamment: 
- le type de la quantité , 
- l ' indication que la quantité est un opérande global d ' une procédu-
re et le nom de cette procédure , 
- l ' indi œtion que la quantité est un paramètre formel d ' une procé-
dure, le type de correspondance entre le paramètre formel et le 
paramètre actuel, le nom de la pro cédure , 
l ' indica tion que l a që ntité est un tableau . 
Le reste des informations n ' est pas utilisé par l' optimiseur lui-
même, mais par l ' environnement dans lequel il se trouve, c ' es t-à-dire le 
compilateur . Parmi ces informations, on trouve: 
- l' indication que la quantité f ait partie d'une liste d ' équivalence, 
tm chaî nage ave c les autres quantités faisant partie de cette 
liste, 
- adresse 11 run-time 11 de 1 2. quanti té, 
-
11 flags 11 d ' erreur.s, 
- etc •.• 
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1.2 . 2 . 1. TS 
Format général d 'une entrée : 
y. 
l 
ide-- tifica teur (IDEN) i [I, , DP, C, L, •• • l (ATRI7JT); 
[CO, CO J (GLOBAL); [ P, P] (FORMAL); type p (TYPE COR), reste; 
Y. (i €_ N+) est le pointeur référençant dans la forme intermédiaire la va-
l 
riable simple value (identificateur); 
identificateur contient l'identificateur source de l a vari able simple, ou 
tout identificateur généré par le compilateur; 
[I, R, DP, Ci L, ••• ] détermine le type de lR variable simple, I pour int<::!ger , 
R pour real, DP pour double précision, C pour comnlex, L pour logi-
cal, etc ..• 
[co, CO J détermine le caractère global (CO) ou non (co) de la vari able simpl e; 
[P, P J indique si la variable simple est un pexamètre formel ou non d 1u..~e 
procédure; 
type p d0t ermine le type de correspondance (appel p8r valeur, par nom , etc •• ) 
reste est l' ensemble des rense i gnements supplémentaires . 





abas l adictature; R; CO; P ; ~ 
vivelaj ovialité; I; CO; P; 6 
p~~l-~~~~~~~- ~~_AJ.gol-Jonquill e-7 ' _de_TS: 
• 0 • ' 
0 • • ' 
[ 1: AVS] STRUCTURE TS (CHARAC'l'ER (20) IDEN, BINARY (4) ATRIBUT, BINARY GLOBAL , 
BINARY FORYlAL, BINARY (3) TYPECOR, •.• ) 
1.2 . 2. 2 . TC 
Format général d'une entrée 
\ [ 1, R, L, DP, c, . . . 7 ; es T; 
Yi e t [I, R, L, DP 9 C, ••• J ont la même interprétation que dans 1. 2 .2.1 . 
CST est la zone CJ.Ui contiendra la valeur de l a constante . Cette valeur se 
trouve dans un format propice au cal cul direct par l'utilisa tion des 
instructions du langage machine. 
Exemple constante 25 sur IBM 360. 
Y 3 : I; (00 00 00 1 9 ,) 16 ; 
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Déclara "tian_ en _Algol- Jonquill e-74 
[ 1 : NCBR] STRUCTURE TC (BINARY (4) ATRIBUT , EXCEPT ( STRUCTURE) VAL); 
1. 2. 2. 3. TT 
Format général d ' une entrée : 
,Yi identificateur (IDEN); [I, R, DP, C, L, • . • ] (ATRIBUT); [CO, CO ] 
(GLOBAL); [ P, P] (FORMAL); type p (TYPECOR); ND (NUMBOUNDS); 
dl: D1 , d 2 : D2 , • • • , dND: DND; reste; t 
Yi' identificateur, [I, R, DP, c, L , •• • ] , [ co, CO J , [ P, P] , type p; 
s ' interprètent de la même façon que dans 1 . 2 . 2 . 1 . 
ND est le nombre de dimensions du tableau 
(d.: D.) est le couple 11 LOWERBOUND 11 , 11UPPERBOUND 11 pour la ième dimension. 
J. J. 
Si le tableau est un paramètre formel , ND a une valeur zéro . 
Exemple real array vivelanarchie [-20: 10 , 30 
real array attentionaux 
40, 3 : 3] 
reE!..~ arr~y conséquences [ n: m, n1 : m1 , n 2 : m3J 
Y1 0 = vivelanarchie; R; CO; p. 11 ; 3; - 20 . 10, 30 : 40, 3 3; ? . 
Y20 attentionaux; R· 
' 
CO; P· ? "value"; O; 0 0 • ; 1' 
Y30 conséquences; R· ' 
CO; P· 
' 
D. ; 3; n : m. 
' 
nl : ml, n2 : m3; 
. 1' 
• 0 • ' 
• • • ' -1' 
Si le tableau est à dimensions variables (ND variable ou 11 LOWERBC:t-.1)" 
ou 1'1JPPF'1.BOUND 11 variable), les , "'nes correspondantes sor_t bien entendu indé-
terminées . On y trouve det:J ce moment la r éférence intermédiaire aux quanti-
tés défini ssant ces zones. 
Déclaration en Algol- Jonquille-74 
[ l : NVT] sr.I'RUCTURE TT (CHARAC'.I'ER (20) IDEN; BINARY (4) ATRIBUT, BINARY 
FORMAL ; BINARY (3) TYPECOR, (INTEGER , REFERENCE) NUMBOUNDS, 
[ 1 : IF IUTEGERTEST (NUMBOUNDS) '.ITIIEN NUMBOUNDS ELSE CONTENTS (NUMBOUNDS) ] 
STRUCTUF.I: LTIIITS ((INTEGER, REFERENCE) LOWERBOUND~ (INTEGER, REFERENCE) 
UPPERBOUIID) , STRUCTURE RESTE • •• ) 
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1 .2.3 . Table de définition des segments d'instructions TDS 
---------------------------------------------------
Cette table localise les segment s d'instructions dans la table de 
séquence TSQ (cf . 1 .2.4). Elle c . ntient éga lement un dic ·~ ionna ire du graphe 
associé au programme source. 
Format général d'une entrée : 
ni'(n; PTLS; PTLP ; PTPR; IMFR ; 
1) n est le numéro du segment d ' ins t ructi ons. Les s egments sont numé-
rotés d ' après leur entrée dans l a table TDS. 
2)~· est un pointeur vers la première instruction du segment dans l a 
n 
table TSQ (cf, 1 . 2.4) . 
3) PTLS est un pointeur vers la liste des successeurs* du segment 
dans le graphe . Cette liste est ordonnée suivant un certain ordre (1.2.5.3), 
elle est exprimée en terme de numéros de segments . 
4) PTLP voir PTLS, mais ici il s ' agit des prédécesseurs 3: du segment . 
5) PTPR est un pointeur vers l ' entrée de la table TDS qui représente 
le prédominateur*immédi at du segment. 
6) H;FR est une zone contenant une informa tion relative à la fréquence 
d ' exécution du segment, c ' est- à- dire une estimation du nombre de fois que le 




reprenons la sous-routine TALLEY et montrons la table TDS pour 
cette routine . 
i .J, l; '{l; ; O; O; (1) [21 . 
1 3' 
2; ---{ 2; ~ i (L 1) 
1 ~ 1 1 ! . • f 1' 
3,Y-3; ·~ ; . 1: (L 1 * L 2) "I ~ 1 6 1 
~, 1 5 1 6 1 ~ ,-(L 1 * L 2 :i: L S) 0 . t . ·1'-
1 3 1 5 ! 1 
r' \ 41 41 6 J 5; Y 51 l (L l 31:12:f L S) t ~ ;,I 1 1 1 
§ lJ > l 3 1 21 11 6; y ·6 Î (L 2 :ie L 
-t t 
~1 41 si 1 l i 
7; e t ainsi de sui te. 
:it: Ces notions sont définies au chapitre III. 
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Déclar ation en Algol-Jonquille-74 : 
[1 : :NVS] STRUCTURE TDS (INTEGER N, REFERENCE roINTERTSQ, REFERENCE PTLS, 
REFERENC..i: PTLP, PTPR, _IN~_QER_ I l...i'R) ; 
Remar que· 
Dans l ' exemple précédent, IMFR représentait une information de fré-
quence recueillie dans le programme source lui- même . Ceci n'étant pas tou-
jours poss i ble , des méthodes de mesures ont été développées . Ces méthodes se 
basent sur 1me observation dynamique du programme en période de test (cf. 
_LKNUTH 7y). Il existe des modèles théoriques faisar:t appel aux "Processus 
stochastiques" et qui sont actuelleme nt développér. dans divers centres de 
recherches . Nous citons ici à titre d ' informa tion un ensemble d ' articles 
et de "Ph.D.Thesis" traitant ces sujets . 
- Cerf, V.G. 11Measurement of Recursive Prograrns", Ph.D. Thesis, 
School of Env.neering and Appli ed Sciences, University of California, Los 
Angeles , Report 70- 43, May 1970. 
- Ingalls , D., 11 FETE - A FORTRAN Execution Time Estimatnr". 
- Johns ton, T. Y. and J ohnson, R .H., "Pro gram performance measurement 11 , 
SLAC User Note 33, revision 1, April 1970, Standford, California. 
- Russell, E.C., Jr, "Automatic Program Analysis 11 , Ph.D. Thesis, 
School of Engineering and Appl i ed Science, University of California, L.A., 
California, Report 69-12 , March 196 9. 
- Wi'\~ïmann , B.A. , 11 Some .3tatistics from ALGOL p~ograms", National 
Physical Labor atory , Centra l Computer Unit, Report 11, August 1970. 
-
11Measurement based on Automatic Analys i s of Fortran Prograrns", 
E.C. Russell and Estrin, Spring Joint Computer Conference 69 . 
- Wichmann, B.A . , 11A com:·;irison of Algo l 60 execution speeds ", Natio-
nal Physical Laboratory, Central Computer Unit Report 3, J anuary 1969 . 
Nous n'aborderons pas, dans cette étude, ce pr oblème qui est sans 
doute un problème fondamental que doit se poser tout irnplémenteur d'un 
compilateur optimiseur. 
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1.2 .4 . Table_de_séquence_~~~ 
Cette t able donne l a séquence des instructions intermédiaires compo-
sant le ~ .cog:ramme source . Elle r ) résente donc le prog:rar .ne source traduit 
en instructions intermédiaires . 
La table est formée d ' une séquence linéaire de pointeurs q. (i E N+) 
l 
vers l a table des instructions intermédiaires (1.2.5). ~ . est donc en quelque 
l 
sorte une réf érence à l ' instruction intermédiaire qui aurait dû être écrite 
à cet endroit . 
Le début d'un segment dans cette table est délimitée par un pseudo-
pointeur (pa r exemple ft1 ) , c ' est cette entrée dans TSQ. qui est pointée par 
le '{ correspondant . 
n 
TDS 
Form::1:t général d'une entrée dans TSQ. 
l) a:. ;n 
l 
2)Hi; n 
n est un er:tier dont l e, signification est décri te 
dans le chapitre II. 
n est le numéro du segment . 
Déclaration en Algol- Jonquille- 74: voir ch~pitre II . 
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La table TI contient un seul exemplaire de chaque triple compcsnnt le 
programme source traduit en texte intermédiaire. Cela signifie par exemple 
que le triple a:. : +, ARG l; ARG 2 figurant g, plusi.eurs enclroi ts différents 
l 
dans le texte du programme 1 ne se trouve qu ' une seule fois dans l a table des 
instruct ons . 
Exemple : Consid1frons 1 'instruction Algol 60 sui vante 




a:2 ; m 
a l: 3E; c· d ? 
0: 2: 3E. a; b 
' 
(X_ ; max (n,m) + 1 e ) 
o;_ ; n 
a: 3: +; ~ ; a:2 
a . :!: ; ex • cc;. 4-· 3' 1 
a 4; max (n , e) + 1 = k 
a:,); m 
a: 5: +· o:; 2; o; ? 4 
0:: 6: • -- 0 a· a:5 . -, ? 
0:5; mD.X (m,l:) + 1 j 
a6; j + 1 
t 
Nous donnerons dans ce qui suit une liste d ' instructions intermédiai-
res pouvant figurer dans TI. Cette liste n ' est pas exhaustive; nous y avons 
mis celles que nous utiliserons dans la suite de ce travail. 
1 .2. 5.1. Considé~ations_~nérales 
~,outes· les instructions · ntermédiaires ont le fo--mc.t génér al 
cxi: OP i ARG l; iiliG 2 
reprF.<:entant 1 1 opération .ARG 1 OP ARG 2. 
1) C. est l ' identificateur intermédiaire de l ' instruction, en ce sens 
l 
qu ' il est un moyen de référencer le résultat de l ' opération dans une instruc-
tion intermédiaire ultérieure . 
C<:: . interprété au niveau de la TSQ, apparaît comme un pointeur vers· 
l 
une entrée relative à c::. dans TI. Cette entrée décrit l ' instruction intermé-
· i 
diaire devant figurer expl icitement à cet endroit du progr arrme . 
2) ARG let ARG 2 peuvent être , suivant les cas , 
- des références à des variables simples (1.2.1.1) 
- des références à. des constcntes (1.2 .1.2 ) 
- des références à d'autres instructions intermédiaires (1 .2.1.3) 
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- des références à des éléments d ' un t o.bleau (1.2.1.4) 
-
des référ ences à des éléments postiches 
- des références à la TDS 
.. des références à L JS procédures standards -:iu utilisateurs . 
1 . 2 . 5 .2 • .Q_pé rations de base 
Format général : ex i: OP; ARG 1; ARG 2 avec OP e { + , - , *, :i: :i= , / ; 
AND , OR, NOT, IM, EQ., =, /, < , > , ,< ,~, .• J 
J 
1) Il s'agit des opérations arithmétiques ((+) addition, ( - ) sous -
traction, (31:) multiplication, (;t:ll:) exponentiat:i.on, (/) division) , logiq_ues 
((./1..1-i'D) et, (OR) ou, (NOT) négation, (DI) implication, (EQ) éq_uivalenceÎ de 
coopar~ison ((=) égal , (/) pas égal, ( ( ) strictement inférieur, ( ~ ) infé-
rieur ou égal, (> ) strictement supérieur, ( ~ ) supérieur ou égal), ou toute 
autre opération multipl i cation de tableau que le langage source admet . Tout 
dépend des objectifs que l ' on se fixe . 
2) OP est codé de telle fGçon qu ' à partir de OP, on puisse retrouver 
le typo des apéro.na.es . Par exemple, une o.ddi tion d ' enti ers aura pour code 1. 
Cette codification de OP permettra de retrouver le type du résultat d ' une 
opération intermédiaire et facilitera également l a génération du code machine . 
3) Le type du résultat des opérations logiques et de compar aisons est 
booléen, tandis que le type du résultat des opérations arithméti ques est 
détermir~ pnr la codification dr OP. 




- ; ARG l• ARG 2 (X ·- .AH.G 1 - ARG 2 i" 
' 
.. -i · 
ex . : ""=• ARG l· ARG 2 a.: . := ARG 1 
* 
ARG .2 
l aL' ' l 
a . : :1:xc; .ARG l· ARG 2 a: . : = ARG 1 
* 
:1: ARG 2 
i · ' l (X /; J\..RG l· ARG 2 o; _: = .AJ.1.G 1 / ARG 2 i' 
' l 
instructions intermédiaires interprétation des instructions 
Exemple integer p, k 




CVIB; k; 1' 
+?,,Y, 1 ; 2.0 











* *; cl..,; 2 
) 
CVIB; Ci 4; f 
*; p; k 
G\TIR; d 6; 1 
='If? ~; a:2 
/,< CVIB; a 4 ; 1 
/ • 0: a: ~ 8' 9 
:= ; a; alO 
I-16 
(CVRI = convertir réel en entier) 
( CVJR = convertir entier en rée1) 
1.2.5.2.2 . Qp~r~t~o~s_d~ ~o~p~r~i~o~ 
~ : f. ; ARG 1; ARG 2 
~ -: = ARG 1 ~ ARG 2 
a. : <. ; ARG 1 ; ARG 2 
l a. : = .L\RG 1 < .11.RG 2 i · 
o:i : ~ ; ARG 1 i 1\RG 2 a:.:= ARG 1 >,.- ARG 2 i · 
C½.: > ; ARG 1 ; AilG 2 o.: . : = ARG 1 > ARG 2 i· 
CCi: = ; ARG l; ARG 2 
~ . : = ARG 1 = ARG 2 
l 
c:i: f ; lill.G 1 i ARG 2 o: . : = ../illG 1 t- ARG 2 
l 
i nstructions intermédiaires interpré tation des instructions 
1.2.5.3 . Qp~r~t~o~s_l~~q~e~ 
.. . MID; .ARG 1; ARG 2 
l 
0:.: OR; ARG l; ARG 2 
l 
ex . : NOT; ARG 1 ; 
]_ 
°'i: JJ1; J\RG 1; 1\RG 2 
0:. : EQ; ../illG 1 i ARG 2 
l 
inst ructions intermédiaires 
OR 
O: .:= ARG l.ANL.ARG 2 
i · 
a: . := ARG l.OR.ARG 2 i · 
o: . : = • NOT . At"'1.G 1 
i · 
a .:= A..îW 1 J AR.G 2 
i · 
(Xi:= .lill.G 1 = ARG 2 
j_n-~erpré tn.tion des ins t ructions 
~l -~ G l 
ARG 2 0 1 ARG 2 ---__, 0 1 
--
0 ,~ 0 0 · I 0 l 1 1 1 1 l 
NOT ARG 1 





















Exemple: IF ((A .EQ. . B.OR.A. NE . C) . Alill . (A .EQ..D) ) GOTO 15 16: . •• •• 
cxl: =; A; B (TRL = transfert logique) 
0:2: /. 7 Aï C 
(X • OR; cxl ; 0: 2 ,:.• 
./ 
(X Li : -· A· D , , 
r 
a: 5-= .iUID; a: 3; (X4 
0: 6: TRL; C\ ï (15, 16) 
1.2 . 5.3. Q,p§rations de transfert de "contrôle" 
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Deux formats sont possibles: le format conditionnel et le format in-
conditionnel. 
1.2.5.3.1 . Transfert conditionnel 
- - - -
Format général et. : OPTR; ARG 1; >- 1 l C 
1) ct. s 1 interprète cle la même façon q_u 1 en 1.2.5 .1, sauf qu ' ici, il 
l 
n 1 est qu ' un pointeur vers TI. 
2 ) OP1I'R est l 1opérateur de t r ansfert du '' contrôle" . 
3) .>-- k est un pointeur vers l'entrée dans TDS pour le segment qui 
est terminé par cette opération cle transfert. Rappelons i ci le format d 1une 
entrée dans la TDS: 
::,.. 1 __ : n; '{ ; PTLS; PTLP; PTPR; UiFR . 
-· n 
PTLS pointait vers l a liste des successeurs du segment . Dans cette liste, 
les numéros n des segments successeurs immédiats i:;;ont placés dans un certain 
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ordre . Cet ordre est dépendant du type r..e trans f :::)rt candi tionnel . H' oublions 
pas qu ' un segment ne peut être tenniné que pcr une et une seule opérat ion de 
transf'ert Houa exposerons dans 1 suite l 'ordre des numé: 0 os de segments dans 
l a liste LS (Liste des Suc cesseurs). 
4) .ARG 1 peut être une variable simnl e ou indicée, une cons t ante ou 
une instruction intermédiaire . 
1 .2.5.3.1.1 . Transfert logique 
Form2.t 00-énéral de 1 1 opéra tian : a: . : TRL: .IIBG 1 ~ ,\.. , • l ' ' K 
Le premier numéro dans la liste LS est celui du sef?)nent vers lequel 
on branchera si ./1.RG 1 possède une valeur booléenne true , le deuxième numéro 
est celui vers l equel on br2.l'lche dans le cas contraire . 
Exemple : i 
1E. A B V B fD THElif GOTO 120 
L 10 A = B + 5. 
1 
L 20 B = A + 5. 
( 
{ 

















1 6 1 5 1 
1 
i 






it t 15 ! 
0:5 
a:6 [ 
î t-t ! 6 
a l : = A· B ) 
a,2: t B; ]) 
(X7.: : OR; <Xi; a:2 )' 
(X4 : TRL; a:3; ~i 
0:5.= + ; B; 5 . 
o; 6: .- ) A; <X 5 
r:, 7: + i A; 5. 
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1. 2. 5 . 3 . 1. 2. Transfert d ' après valeur 
Format général : a:i : TRV; ARG 1; >- 1c 
ARG 1 représente la valeur entière n qui fera brancher vers le seg-
ment don'; le nwnéro figure en neme position dans la lisb LS . 
Exemple: En Algol , nous avons les "switches" et en Fortran les "goto" 
calculés . C'est pour ces instructions que TRV a été introduit . 
goto acril [ (I + 5) * 3j 
GOT0 (25, 30, 24, 76, 35), J 
1.2.5.3.1.3. Transfert arithmétique 




A:rg 1 repr?:sente 1 1 identificateur d'une quantité dont le signe fera 
br!J.Ilcher dans un Gens ou l ' E!.utre. 
Si ARG 1 < 0, alors oi;i. branche vers le segment clont le numéro figure 
en tête de la liste LS. 
Si .ARG 1 = 0, alors on branche vers le segment dont le numéro f igure 
en deuxiome position dans LS . 
Si .lL.~G 1 > 0, alors on branche vers le segment dont le numéro f i gure 
en troisième position dans LS . 
Exemple: IF (A - B * C + D) 10, 20, 10 se trouvent dans le segment 15 . 
10 et 20 étant des nu,.~éros de segments. 












1.2 . 5.3 . 2. !r~n~f~r~ ~n~o~d~t!o~~l_ 
Format général : a:i : TRI; t Î ; f k 
TI 
0:1: *ï B; C 
(X2: - . A; 0:1 
' 
a:3: +; a 2, D 
a4 : TRA; 0:7-; >- 15 ) 
1 
t 
On branchera vers le segment dont le numéro unique se trouve dans 
la liste des successeurs du segment pointé par;, k (dans TDS) . 
1.2 .5.4. Opération d ' assignation ou de 
définiti on d 'une ~antité sou:rce 
~Jrmnt général : a i : := ARG l; ARG 2 . 
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1) ARG 1 peut êtr e une variable simple ou indicée·. Pour cert ains 
12.ngages , ARG 1 pourrait être un tableau . Ce qui réduit l a finesse du trai-
tement . 
2) ARG 2 Deut être une variable simple ou indicée , une constante ou 
une instruction intermédiai re·. 
1.2.5 . 5. Op§r a t ion co.!!!J)lémentaire 
L' arrê t du programme sera provoqué par une instruction du t ype 
a: . STP; 1 f ; f t 
l 
1. 2.6. Les _appels_de_procédures_e t _les _définitions_de _procédure s 
Dans ce po.ragraphe , nous envisagerons deux la11.gages, "Algol 60" et 
"Fortran 4" , et donnerons pour eux les formats des tables de définib.on des 
procédur es et des tabl es des appe l s à ces procédures . Ensuite, nous envi sa-
gerons la sé~uence d 1 instr~ctions int ermédiaires gén6rées lors de l' appel 
d ' une procédui·e et lors de le. défi ni t ian d ' une procédure . Nous ne présente-
rom, pas ici une étude des dif.fér ents types de "linkage '' possibles . Celle- ci 
a été développée par .1\. . P . Ershov (LERSHOV 6Ç/ et LER.SHOV 6']]). 
1.2 . 6-1 . Table clos appels de sous- routines, de fonctions TASF 
et a_Epel de sous - rout ines et de fonctions ____ _ 
,:,. ) Table '.I.'ASF 
Dans le cas des procédures 11Fortro.n 4", l'appel est un appel pn.r 
réf6rence , en ce sens que l ' adresse du résultat rlu paramètre actuel (ou du 
parmnètre actuel) est passée à la sous- routine . 
Le format correspondant à une entrée dans TASF sera le suivant 
17 k : j_dentificateur; pj; NP; PTPJ\.L) ADR; iTPG; PTPGL; ADRR . 
1) "1 k s I interprète au nj_veau cle la forme intermédiaire comme un 
pointeur vers l ' entrée correspondante dans TASF pour l'appel de procédur e . 
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2) identificateur est l ' identificateur source de la procédurG appelée . 
3) p. est l ' identificateur intermédiaire, de la procédure value (iden-
J --
tificate1 -r). Il s ' interprète ici comme un pointeur vers l a table de définition 
des procédures . 
4) NP est le nombre de paramètres. actuels <le l ' appel. 
5) PTPAL est un pointeur vers la liste des parœrrètres (PAL) actuels 
de l ' appel de procédure . 
6) ADR est l ' adresse à laquelle se trouve disponible le texte de la 
procédure, soit en langage source , soit en forme intermédiaire . 
7) NPG est le nombre d ' opéro.ndes globau..'C de la procédure , c 1est-à-
dire le nombre de quanti t.és figurant dans la, liste è,es "Cül1HON" de la procé-
dure value ( iè1.en tifi ca teur) • 
8) PTPGL est un pointeur vers la liste des opérandes globaux PGL 
de la procédure value (identificateur) . 
9) ADRR est une zone contenant l'adresse de retour . 
10 ) PAL : P 1 : T l; P 2 : T 2; ....• ; P NP : TNP; 1" 
Si le :pa-ramètre actuel est un tableau , une variable simple , une 
constante ou une procédure , alors P. est l a référence intermédiaire de la 
l 
quantité correGpondante . 
Si le paramètre actuel est une expression arithmétique autre qu ' une 
variable indicée , alors P . est la :éférence à ln. case temporaire qui contient 
l 
le résul vat de 1 1expressj on . 
Si le paramètr e actuel est une variable indicée, alors P . est la 
l 
référence intermédiaire à la variable indicée , ceci nous permettra de réa-
liser tme optimisation plus fine; en effet, si la partie indice possède une 
valeur connue, alors seul un élér.1ent univoquement déte:Œ1iné est modifié par 
le, procédure . 
T. est la :l'éférence inte:rmécliaire à la case temporaire qui contient l 
l ' adresse de P .• Ces cases doivent être contigùês en mémoire centrale, 
l 
C'est la raison pour laquelle on écrira plutôt ce vecteur cle cases tempo-
raires sous la forme T [ i ]. 
est la liste des parcunètres globaux 
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de la procédure value (identificateur) . PG. est la référence intermédiaire 
l 
de l'opérande global . 
1) Les instructions de l e, séquence d ' appel 
1° 1€s T [i] sont initialisés par des instructions intermédiai-
res du type c;(i : ADR; T [i] : ARG 2. 
ADR est l'opérateur qui affecte a la case temporaire T [ j J l ' adres-
se de ARG 2 (adresse "run- time") . 
- .A.RG 2 peut être une variable simple ( temporrüre ou programmeur), 
une constante, une variable indicée ou un tableau. 
- T [ j J est un élément du vecteur tenporaire T pour l ' appe l que 
l'on considère. 
2° L' appel lui- m~me est indiqué pnr une instruction du forma.t 
a: i AP; ~ k; tf 
- AP est l'opérateur d'appel qui , dans ce cas , s ' i nterprète corame 
un brancherr.ent vers J.e code de l'.:, procédure. 
-1 k est ]_ ' identificateur intermédiaire d.e l'appel 9 c ' est- à- dire un 
pointeur vers la TASF. 
Exemple soit l a sous- routine "Fortran 4" 
SUBROUTINE A(X, Y, z, W) 
COEMON E, F, G 
t 
et l'appel CALL A(B(3), C, D * C, 4000) dans le 
100 1 
a) Organisation mémoire 








D(,) ~ 5000 6010 Z01-"TE DE B(2) 5001 010 B(3) - 5002 
1522 L1APPELAHT B(4) 5003 aclr retour { 
pc.,rn.mètres 
implicites (; 6010 
~ p p p p 
J) 7000 
copie pure et simple [ D:JEC] D * C 7010 
au moment de 1 1 en- i tr-ée dans A 4000 4000 7522 
002 
010 
6010 Z01'1""E DE 
7522 
adr retour L' APPELE 
t 
p p p p 
b) Texte intermédi aire 
a: l ·: 1E ; D; C 0:4 : ADR ; T [2] ; C 
a: 2: . - . T; (Xr:: : ADR; T [3] ; T . - , 1 ) 
ex 3: .A.DR; T [1] ; B [ 3] 0:6: Aj)R, T [ 4]t 4000 
ex~: AP 
1 
; 1Ai 't''1' 
~A : A; fA ; 4; P'I'PALA; DISC = 4 CYL= 10 TRACK = 16; 3i PTPGLA; 100. 
PTPALA B [ 3] : T [ l ] ; C: T [ 2] ; T: T [3] ~ 4000: T [4] ; 1 
PTPGLA E; F; G; f 
Remarques - Il y a, par appel, une entr ée dans TASF . 
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- Les instructions Al"")R; T [ i ] ; ARG 2 sont insérées dans le pro-
gramme pour permettre une opti misation des séquences d ' appels . 
Exemple soit le prograr:une "Fortran 4" DO l I = 1,100 
1 CALL SUB (A [ rJ, B [r] , K) 
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Seules l_es adresaes de- A [ I] et de B [I] varie.n t . Par nonséquent , 11 instruc-
tion a3 : ADR ; T [ 37; K potu-ra @tre déplacée en dehors de la boucl e , 1 1 adres -
se de K ·1.e variant pas et T [3] :.:-éfère toujours la même case temporaire: . 
c) Cas des fonctions 
PouT le cas des: fonctions, seule l'instruction ci 1appel dif.fère . 
/:\/:, 
Elle [1.ura l e format a:i : APF ~ ~ k; _ I l . 
- APF est l ' opérateur d'appel de fonctions . Il s ' interprè te-
comme un branchement vers la fonction avec ret0ur du résultat dans a .. 
l 
- ~ k est le pointeur vers 1 1 entrée dans T.AS F . 
Exemple de traduction d'un programme FORTRAN 4 
DIMENSION X( 10, 10), Y( 10 , 10), Z( 10, 10) 
CALL LECTURE (X, Y) 
DO 3 I = 1 , 10 
DO 3 J = 1 ,10 
Z(I,J) = G. 
DO 3 K = 1,10 
3 Z(I,J) = Z(I,J) + X(I,K) ~ Y(K,J) 
CALL ECRITURE (Z) 
STOP 
END 
::. ) TS 
Y1: I· 
' 
I; CO; P; 000; 0 0 0 C O ' 
Y2! J • I· CO; P; 000 1 . ? 
' 
• 0 • 0 0 ' 
y 3: K; I; CO; P· 
' 
000; ..... ' 
2) TT 




CO ; P· 
' 
REFERENCE; 2; 1 
y - : Y; R; CO; P· REFEREN CE; 2 ; 1 
'.) ' 




CO, p~ REFERENCE; 2; 1 
3) TC 
y 7: I; 1 -~; 
Ys= T• - , 10 ; 
y 9= R· ) 0 . ; 
: 10 , 
10_, 
10: 
1 10; 0 • . . ; t 
1 10; ... ,, . ;1' 
1 10: • •t100; 1' 
4) TDS 
~ 1= l; y 1; 
1.... 
r 2= 2, y 2 ; 
'f -,: ) 3; y 3ï 
),· 0 4; y-L!; 4· r 
_>. :> 5; '( 5; 
~ 6: 6; '( G; 
'r 7: 7· '{ . ; 7' 
5) TC 
'1._ : ADR; T [ 1] ; y 4 
o:2 : ADR; r [ 2] ; Y 5 
(X3 : AP ; 'th ; -1' t 
a:4.= : == ; y 1 ; y 7 
°s·: TRI; f't ; ;--1 
Cl:6: := ; Y2 ; Y7 
~ ( : TRI ; f 1' ; ,> 2 
(l8: :E i y 2 ; y 8 
a9: + ; a: 8 i Y 1 
<Xio: :=; Y6 [a9J; Y9 
~1-= :=; y 3; Y7 
0:12: TRI; 1'l' i >-3 
'½_ 3= =E ; Y3ï Ys 
PTLS l; O· 
' 
O; 1~ 
PTLS 2· , PTLP ~, .. > · ,_ , l' 
PTLS 3; PTLP 3ï > ,.,; 
L 
PTLS 4; PTLP 4· >- · 
' 3' 
PTLS 5; PTLP 5 i )" 4 ; 
PTLS 6; PTLP 6; ,').. 5 ; 
0 PTLP 7; ?'" 6 ; 
PTLS 1 . 2 . 
PTLS 2 i 3 
PTLS 3 : 4 
PTLS 4 4, 4, 
PTlS 5 3, 3, 
PTLS 6 2, 2, 
PTLP 2 1, 6 
PTLP 3 2, 5 
PTLP 4 : 3, 4 
PTLP 5 4 
PTLP 6 : 5 
PTLP 7 6 



















Y2 f 1'f ; 2 
a 6 ; -
Cl,7 ; -
'h î t t ; 3 
0:8 
: a: 9 
'1_o 
0:14 : + 0:13 ; y 1 
0:15: + a: 8 ) y 3 
" 16: * Y 4[ '1_4] ; Y 5 [ cx15J 
CX17 : + ; y 6[ 0: 9] ; a:16 
a:lü,: : = ; y 6[ a: 9] i °i 7 
CX19: + Y3 ~ y 7 
0:20= ·- Y3 ; a:19 ·-
0:21: TRA 
'½2' >- 4 
a: . y_ ; y 0 22· ) 
0:23= + y2 i y 7 
0:24= .- Y2 ; 0:23 
0:25= Y2 ; y 8 
C't26= TRA 
~ 5; >- 5 
a.2t + Y1 ; Y7 
a:2G: := Y1 i a~n 
0:29= - Y1 ï Yo 
a:30= TRA a;29; >" 6 
a:31= ADR TT [ 1] , Y 6 
Ct32= AP 0 2 ? t'I' 
0:33: STP ; t t ; t f' 
: a:..t1 ; -
: ~2 ; -
'{ 4 ,: 1'1'f ; 4 








: C,. 7 
: a: 8 











: ~ 5 
=0:26 





'{ 7 ,: îî't :, 7 
1 ·a: . 
. .• 31 ' 
:a:32 
:0:33 
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7) TA,SF 
l :LECTURE; p1 ; 2; PTPAL l; ADR l; O; O; ADRR 1 
2 :ECR::l'URE; p2 , l; PTPAL 2; A2;R 2ï O; O; ADRR 2 
PTPAL 1 
P'l'PAL 2 
T [ l ] ; '( S : T [ 2] ; f 
TT [ 1] ; f 
1.2 . 7. Q;uelques_avantages_de_la_forme _intermédiaire 
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1) Les triples indirects permettent de simplifier très fortement 
la recherche d ' instructions formellement identiques . 
2) Dans une instruction intermédiaire appartenant à un segment 
de numéro j, 1k'1 q. référencé est toujours défini dans :i.e même segment de nu-
i 
méro j e t avant la référence à ~ i • 
3) Il est tout aussi évident que si und. représente un résultat 
l 
intermédiaire, ce ~ - sera toujours référencé dans la partie des opérandes 
l 
d ' une opération intermédiai re et ceci dans l e même segment que 0( . 
l 
4) Les triples indirects permettent plus de souplesse dans les 
procédures d ' optimisation supprimant des instructions du code intermédiaire . 
1.2 . 8 . Remarque 
--------
La proposition de forme intermédiaire ci- dessus n ' est valable que pour 
le langat"e Fortran 4. Pour Algol 60 et PL/1, il faudra compléter les tables 
T.ASF et l ' ensemble des instructions intermédiaires . Notre but n ' étant pas la 
conception d 1un compilateur optimiseur Algol 60 ou PL/1 - car ce t ravail de-
mandelèait. bien plus d ' un an d 1 étude (la littérature à ce sujet est fort peu 
abondante)-, nous avons préféré ne pas nous y aventurer. Cependaat, nous 
trouverons dans ce travail quelques idées utili sables dans le cas d'Algol 60. 
Nous sienalons au lecteur qu ' un compilateur optiniseur a été développé en 
URSS pour un langage du type ALGOL 60 par A.P . ERSHOV. 
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1.3 . Dictionnaires des traductions et remarques sur la construction 
des concepts de base 
GOTO n 
.1. . 3.1. Dictionnaire_pour_quelques_instructions_Fortran_IV 
Notations : S. est le segment en cours d'élaboration 
l 
S est le segment correspondant à 1 1 étiquette source n 
n 
S. 1 est le segment suivant S. dans TSQ. l+ l 
7 i est 1 1 entrée dans '.l'DS correspondant à Si 
l'instruction intermédiaire générée est TRI; îf ; ~., elle termine 
l 
S. et 1 1arc (S. , S) est créé. 
l l 11 
GOTO (n1 , n2 , ••• , n. ), J : TRV; J, >-. termine S. et les arcs (S., S ù); K l l l n 
____ ...,(_s_i_-,-s-n2.--.)-,- .-.-., (s . , s 
1 
) sont créés. 
i rue 
Idem pour GOTO J, (n1 , n2 , ..• , ~c) 
117. ~ TRA :; e ; ~ . termine S . et 1 es arcs ( S . , S ) , ( S .. , S ) 
l l l n1 l n2 
et (S. S ) sont créés . 
, ' n 
- 3 
IF ( e) statenent : 
DO n I 
(a) si "statement" n ' est pas un GOTO 
alors - un nouveau segment S est créé avec le code intermédiaire 
e 
t5énéré pour "statement" 
- TRL; e; )>. termine le segment S. 
l l 
les arcs (S., S. 1 ), (S., S) sont créés . (S . 1 est le l l+ l e l+ 
segment qui débute avec le code pour l'instruction sui-
vant le IF) 
(b) si "statement" est un GOTO n; 
alors - TRC; e; ~ i termine l e 
les arcs (S ., S. 1 ), l l + 
segment S. 
l (s., s ) sont 
l Il 
(S. 1 cf. (a)) l+ 
M l,M2,l·I 3 - ex.:: =; I; H 1 
J 
a:: . l : TRI ; ft ; ~ . J+ l 
termine le segment S. 
l 
créés 
les arcs (S. , S. 1) et l l+ (s ,s.) sont n l créés 
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- remarquons qu ' il faut mémoriser ri 2 et M: 3 afin 
de pouvoir générer le code correspondant à 
I nstructions arithmétiques 
RE.AD (a , b, EN:O = n1 , ERR 
I := I + M 2 e t test (I - M 3) 
celles- ci complètent le segment en cours d ' éla-
boration . 
est traduit en un appe l de la pro-
cédure Rcad 
- les arcs (s. , S ), (s. , S ) sont 
i n1 i n 2 
créés . 
Nous avons donné la correspondance prog:Jl"él.rrffre sou:,_•ce - forme intermé-
diaire ~ourla plup2rt des instructions Fortran IV - les autres instructions 
se traduisent J ' une façon cimilaire . 
1. 3. 2. Dictionnaire _pour_ quel ques _ instructions_ Algol_ 60 
goto e Sie est une é tiquette définie dans le bloc où figure go to e , alors 
cfr . 1. 3 . 1. 
goto switch [ j ] : se tra ite d.e façon sembl able à. GOTO (n1 , n2, . . . , nk ), J si 
toutes les étiquettes figurant dans le switch sont définies dans le 
bloc où figure goto swi tch [ j J 
if e then S 1 else S 2 : nous donnons ici le graphe associé à cette instruc-
tion. 
s1 et s2 n' éte,nt pas des goto 
s 
S. 
(e) l éval 
BRiU'TCH 
i f e then S, : nous donnons égal ement l e graphe associé à cet te instruction. 
-- .L 
s1 n ' étant pas un goto j S. ! 
\ leval( e ) 1 
r BPJŒCII 
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f or i: = A1 step A2 until A3 do : nous renvoyons l e l ecteur au chapitre 3 
où ser a di s cutée l a traduction de cette i nstr uction. 
i f e the· goto n : 
1 S. 1 
) 
l ? 
eval ( e) 7 
BRANCH 1 
/J111e ~ lse 
1 } Œ;;J·1 l+ 
1 
if e then goton else statement 
1 S. 
1 ~val (e) BRAJITCH ) me ~ fulli 
G::=J St a tement 













"'"")-,i x: = eva l A
2 
_ BRANCH I BRANCH 
~ 
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Ceci est, nous semble- t -il, la façon la plus économiq_ue de maliser 
la traduction de l ' instruction. 
~es inst~~ctions arithrilc;i ques 
d'élaborati on. 
complètent le segment en cours 
Nous venons de décrire quelques exemples de traduction d ' instructions 
sources Algcl 60. Pour les autres instructions, nous renvoyons le lecteur 
à un ouvrage traitant des techniques de compilation et plus particulièrement 
aux chapitres de ces ouvrages traitant des routines sémantiques . 
1 . 3 . 3 . Remarques _sur la construction des_concepts _de_base 
Tout au long de ce travail, des remarquas relatives aux routines sé-
mantiques sont faites. Nous donnons ici quelques- unes de ces remarques . 
Nous avons préféré les insérer dans le texte 2.ux e.r,droits adéquats , afin de 
mettre en évidence l ' importance et l ' utilité de l'apport de ces routines à 
l ' optimiseur . 
1. Utilisation de la commutativité de certains opérateurs. 
2. Utilisation des lois de Morgan pour la traduction des expres-
sions booléennes. 
3. Ordonnancement des opérandes :: 1 une instruction source suivant 
un certain ordre . 
4 . Dans le cas sui V E :1 t 
a : = b 
remplacement de toute référence à a p2.r une référence à b 
tant qu ' une instruct2.on modifiant la valeur de a ou de b 
n ' est pas rencontrée. 
etc •• • 
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Chapitre II 
OPTJMISATION ORIENTEE SEGMENT D'INSTRUCTIONS 
Le chapitre a;_ura pour objectif de développer des optimisations loca-
les, c'est-à-dire restreintes à un segment d'instructions où les problèmes 
sont beaucoup plus simples. Nous donnerons cependant toujours une définition 
générale de la technique d'optimisation envisagée, mais nous montrerons pou:r--
quoi il est difficile et parfois inutile de la réaliser d'une façon général~-
P 1 an 
2.1. Propagation de constantes 
2.1.1. Définitions 
2.1.2. Cri tique des <filéfini ti ons 
2.1.3. Restriction des définitions 
2.1.4. Exemples 
2.1.5. Tables de' la procédure 
2.1.6. Nécessité de la procédure 
2.1. 7. Structure de la procééru.re 
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2.1. Propagation de constantes 
Nous étudierons dans ce paragraphe la propagation de constantes. 
Nous en ùonnerons une définition générale, puis au moyen d'exemples, nous 
introduirons l'algorithme qui est décrit dans notre langage Algol-Jonquille-
74. Nous effectuerons ensuite une critique de l'algorithme et dégagerons 
quelques. améliorations que l'on peut y apporter. 
Notre apport pers·onnel a consisté en le développement de la technique 
de npropagation de constantes" pour des variables indicées. Etant donné le 
temps restreint qui nous a été donné, il nous a été impossible de vérifier 
1 1•:xactitude de notre algorithme. 
Mis à part le traiteœnt des variables indicées, l'ensemble de ce 
paragraphe est basé sur les publications de Gries et de Allen (1). 
2.1.1. Définition 
Afin de définir la "propagation de constantes" d'une façon construc-
tive, nous définirons tout d'abord deux processus P1 et P2 • 
,_.1.1.1. Qéfil!iji,2n_d~ E1 
P1 est le processus 
- qui , pour des· opérations intermédiaires (Y,P: ARG l ; ARG 2), 
exécute - à la compilation du programme source - les opérations intermédiai-
res dont les valeurs des deux op,: randes sont connues; te:i. que, quel que soit 
un chemin allant de l'entrée vers n1 opération, suivi lors de l'exploitation 
du programme, l'exécution de l'opé:ra.tion délivre la même valeur que celle 
obtenue par le processus P1 pour 1
1 opération intermédiaire; - qui, pour des --a.s-
signa tions intermédiaires(:=; ARG l; ARG 2), si ARG 2 a une valeur connue, 
mémorise te,mporairemenit; à la compilation 1 1 assignation à ARG 1 d'une valeur 
connue; si ARG 2 n'a pas de valeur connue, mémorise temporairement que la 
valeur actuelle de ARG 1 est quelconque. La valeur connue de ARG 2 doit être 
telle que ce·tte valeur soit aussi la valeur de ARG 2 à 1 1 exploitation du 
( 1) F. E. ALLEN, l!R0C-:: .:'J-1 ~PTIMIZATI~N. 
David GRIES, C9'MPILER C9'NSTRUCT:~N F!iffi DIGITAL C~MPU:~'ŒS. 
II-3 
programme, quel que soit le chemin suivi dans le programme depuis le point 
d'en.trée: jusqu'à l'assignation en question. 
2.1.1.2. ~éfi~i!i,2.n_d~ E2 
P2 est le processius 
- qui remplace par sa valeur toute référence à une opér ation inter-
médiaire, ou à une variable simple, ou à un élément d'un tableau ayant une 
valeur calculée ou mémorisée par le processus P1 ; 
- qui supprime du programme source en forme intermédiaire toute 
occurrence d'une opération intermédiair~ ayant une valeur connue, calculée 
par le processus P1 • 
2.1.1.3. Définition de l a "12.rop;:ifüttion 3:.e_c,2.~t_ê:n_!e~" 
Nous définüons la"propaga tion de constantes" comme étant le processus 
P3 qui est la combinaison des processus P1 et P2 • 
2.1.2. Critique de la définition 
-------------------------
Cette définition non formalisée a l'avantage de mettre en évidence 
les deux processus· dominants dans la propagation de constantes . Elle est 
aussi inspirée par le souci de garantir l'équivalence sémantique entre le 
programme non optimisé et le programme obtenu en appliquant le processus P3 
~u programme non optimisé. 
De plus, par son énoncé, elle exi ge que l'optimisation du programme, 
par applicati on du processus P3, se déroule sur une machine équivalente à 
celle sur laquelle se déioule l'exploitation du programme. 
Nous apercevons tout de suite la difficulté de l'application d'une 
telle définition dans toute sa généralit é. Ceci est dû essentiellement d'une 
part à la difficulté d'énumérer tous les chemins dont parle la définition 
et d'autre part à la structure des langages évolués. 
Soit l'extrait de programme Algol 60 suivant : 
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Begin real b · 9 
' ' 
.., 
Begin real x; switch acril [-----] 
•procedure p (b,a); switch a· 
' 
real b 
Begin b := 1.25; 
goto a [i] 
end 
l 
begin real Y, z; 
X = 3. 
y = 5. 
p (b, acril); 
U) . z : = X+ Yi . 
\ 
• end· __ 9 
end· 
} 
--' + ( 
l 
end . 
Il est difficile de déterminer de façon statique (à la compilation) 
si, au point LO du programme, les variables x et. y ont été modifiées ou non, 
ceci étant dû. essentiellement à l a structure du langage .'1LGOL 60, et plus 
particulièrement à la définition ALGOL 60 des procédures. Ceci est d'autant 
plus vrai s 'il existe,dans la procédure p(b,a), des appels à d'autres procé-
dures. 
2.1.3. Restriction de l'application de P
3 
---------------------------------
C' est pour lea raisons énoncées ci-dessus que nous n'allons envisager 
l'application du processus P3 qu'aux segments d'instructions. 
Dans un segment·. d'instructions, les seuls chemins possibles sont li-
néaires et nous pouvons facilement connaître de façon univoque l'évolution 
de l'état d'une variable source sur ces chemins. 
En effet, il est toujours· possible de dire en un point du segment (même en 
supposant non défini, à l'entrée du segment, l'état de toute variable du 
II-5 
programme) si la variab l e pos sède, à la compilation, une valeur connue univo-
quement . 
Nous allons considérer maintenant quelques exemples à partir desquels 
nous tâcherons de dégager la structure de l 'algorithme . Nous utiliserons dans 
ces exemples une f orme intermédi aire constituée de tripl es . 
J 2 + 2; 
= 5; 






SIN (3 . 14159265/2. ); 
= a'RUE· 
--·-' 
= TRUE/\ B; 
Segment 
cxl (: = 
a:2 (: = 
a: 3 ( : 
0:4 ( : = 





A 13 . 2) 






~ (: = 
a:4 (APS 
~ ( + 
a:6 (: = 
a,1 (/ 
a:8 (APS 




; J ; <\) 
) J ; 5 
FLOAT J ) 
8 .2 ; CI 4) 
; A ; °s) 
3.14159265 
a:10(: B TRUE) 
a ll ( /\ ; 'l'RUE ; B) 
0:12 ( : = i D ; o: ll) 
2.) 
Forme intermédiaire de S 
b 
A partir de cet exemple, nous pouvons faire les remar ques suivantes. 
l" La "propagation de constantes" s ' applique essentiellement aux opé-
rateurs arithmétiques et logiquea . 
2 , Elle s ' applique également aux opérateurs de conversion (FLOAT de· 
l'exemple Réel ~ Entier). 
3° Il est souhaitable qu 'elle s'applique également aux appels de 
fonctions standards(sinus , cosinus , etc •.• ) lorsque la valeur de l'argument 
de cette fonction est connue. Ceci implique que durant la phase d ' optimisa-
tion, 1 1 optimiseur dispose de 1 'adresse du code objet de la fonction standard. 
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4 ° ( c) est le code interne optimisé; on remarque• que des ins truc-
tions intermédiaires ont disparu et donc que nous devons nous donner des 
!!!2,Yens pnur faire disparaître ces instructions intermédiaires. On remarque 
aussi que des instructions intermédiaires nouvelles doivent être introduites. 
5° Des constantes disparaissent en ce sens qu'elles ne sont plus ré-
férencées dans le segment d'instructions, tandis que d'autres sont nouvelles. 
Nous devons donc nous donner un système de mise à jour de la table des cons-
tantes si nous désirons aussi minimiser le nombre de constantes réservées en 
mémoire principale. 
A = 6 <Il (: = A 6) al ( : = A 6) 
B = 7 a 2 ( : B 7) a 2 ( : B 7) 
C A :l: B 0:3 ( :E A B) a: 3 ( : = C 42) 
.!.> C / 2 (X4 ( : C C:X-;,) (X 4 ( : = D 21) 
,/ 
§_~gment._d I ins- {%5 ( / C 2) 
tructions cx6 ( : = D (X ) 5 
sources S Forme intermédiaire P2(s) ----
(a) de S (b) ( c) 
Nous remarquons que, dans le programme oprimisé, les opérat i ons ex 3 
dP. (b) et a 5 de (b) ont disparu. Implicitement, nous avons supposé que nous 
nous étions donné un moyen de mé:!1oriser l a valeur actue-lleme:nt connue d'une 
variable . De cette façon, si nous pouvons trouver de façon simple et rapide 
que A= 6 e~ que B = 7, il est possible de déterminer que a3 de (b) vaut 42. 
De même, le f ait que l'opération intermédiairea4 de (b ) soit devenue (dans 
P3(s)) a 3 de (c) suppose que nous possédons un moyen simple et efficace per-
mettant de retrouver la valeur actuellement connue pour un triple (a3 de (b) 
ici). 
Ces considérations nous amèneront à introduire deux tables dont la 
description est donnée au paragraphe 2.1.5. 
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.?_.l_.4_ •2• 
I = 5 cxl (: =; I· 
' 
5) a: l (.: =i I; 5) 
J : = 4 0:2 (: =; J ; 4) a: 2(: =; J• 4) 
' A [I] = 3 cx3(.: =; A [IJ 3) ex 3 (: =; A [I]; 3) 
B' i-JÏ 4 a:4 (: =; B [J] 4) a: 4 (: =; B [J]; 4) L _1 
C [KJ A [I] :'if B rJl (X (:!E ; A [I] ; B [J]) a ,J: =; C [K]; 12) !... _J 5 J 
-~ent d 1 instructions o;6 ( : =; C [K] ; a; 5) 
sourcœS Forme intermédi"ire P2(s) de S 
(a ) (b) (c) 
Nous r emarquons que l 1opéra tion intermédiaire a: 5 de (b) a disparu de 
P3(s) et que~ de (b) a été transformée en a:5 de (c). Ceci implique que nous 
nous somme3 donné le moyen de mémoriser qu 'un élément déte:rminé d ' un tableau 
possédait une va leur connue, i dentique à celle qu ' il contiendra i t à cet en-
droi t du programme lors de l'exploita tion de celui- ci. 
Ceci nous runènera à introduire une troisième table qui sera décrite dans le 
pe.:ragraphe 2.1.5. 
2 .l 5. Tab l es _de_l' algorithme (procédure FOLDING) 
Pour :réaliser les fon ctions de mémorisation du proces sus P1 et l es 
fonctions r empl acement du processus P2 , nous introduirons trois t ables : 
STICVAL, -TKIVAL, STKIVVAL. 
2.1.5 . L §_T!07"AL 
STIG-AL es t le STAC! des variables s impl Gs ayant une V 'J:.EUR actuelle-





contiendra l a r éférence intennédiaire à la varie,ble simple , 
c ' est- à- dire l e pointeur vers l a table des variables simples 
où nous trouverons l es renseignements sur ce t te vari.9."!:ile . 
VAL contiendra l a. VALEUR actuellement connue pour l a variable simple .• 
Ilans notre langage ALGOL- JONQ.UILLE-74, l a déclara tion d'une telle t a-üe est 
la suivante : 
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[1 : NV] STRUCTURE STKVAL (REFEP.ENCE IDEN, EXCEPT (REFERENCE, STRUCTURE)VAL) . 
Par la déclaration 
[~TCE PTSTKVAL FOR S5 '.VAL; nous lui associons un pointeur du mime 
genre que les variables index en COBOL, en ce sens que toute addition ou 
soustraction d'une unité doit ~tre comprise comme étant une addition ou sous-
traction d'une unité égale à la longueur d 'une entrée dans STKVAL . 
Définition mathématique de STKVAL: 
STKVAL est l ' ensemble des couples (V,v) où V est un identificateur de 
variable simple et v la vaJ~ur actuellement connue de cette variable . 
2 . 1. 5. 2. ~~IY:-"-1: 
STKIVAL est le STACK des opérations 1_NTER.l1EDIAIRES ayant une VALEUR 
actuellement connue. Le format d'une entrée dans STKIVAL est le suivant: 
(IDEN) (VAL) 
ex i r V 
IDEN contiendra une référence à une opération intermédiaire dont 
la valeur actuelle est connue. 
Vil contiendra cette valeur . 
Déclaration en ALGOL-JONQUILLE- 74: 
[1 NI] STRUCTURE STKIVAL (REFERENCE IDEN, EXCEPT (REFERENCE, STRUCTURE) 
VAL) . 
Déclaration du pointeur associé dans notre langage 
REFERENCE PTSTKIVAL FOR STKIVAL . 
Définition mathématique de STKIVAL : 
STKIVAL est l'ensemble des couples(~., vN) oùv~ . est un identifica-
1 ""· l l teur d'opéra tion et v la valeur actuellement connue de .a .. ex . l 
l 
2.1.5.3. ~~I~.AL 
STKIVVAL est le 11 STACK 11 des VALEURS actuellement connues pour des 
VARIABLES INDICEES . Une entrée dans cette table a le format suivant 





contiendra le pointeur vers la table des définitions de tableaux 
contiendra la valeur de la partie variable du calcul d'adresse 
d ' un élément du ta· leau référencé par IDEN 
contie-nd:ra la valeur de 1 1 élément. IDEN [SUBS] du tableau réfé-
rencé par IDEN. 
Il est important , à ce niveau, de remarquer que dans SUBS, il faut 
mettre la valeur de la partie variable du calcul d ' adresse afin d 'identifier 
de façon univoque un él ément bien déterminé du tableau. 
En effet, si nous cons idérions le format dans lequel SUBS contiendrait la 
référence au résultat du calcul de la partie variable, nous serions conduits 
à prendre A [JJ comme étant le même élément du vecteur A que A [JJ pour J 
ayant une valeur différente. De plus, A [5] : = 20 modifie uniquement l e 5me 
élément du vecteur A tandis que A [J] : = 20 peut, a priori, modifier n'im-
porte quel élément du vecteur A. 
Déclaration en ALGOL-JONQUILLE-74 
[1 : NVI] STRUCTURE STKIVAL (REFERENCE Il)EN, INTEGER SUBS, Ex:CEPT (REFERENCE, _ 
STRUCTURE) VAL); 
Déclaration du pointeur associé 
REFERENCE PTSTKIVVAL FOR STICIVVAL. 
Définition mathémat ique de STKIVVAL 
f"XIVVAL est l'ensemble d ~s triples (T , i, v) où Test un identifica-
teur de tableaux, i la valeur du calcul de la position d 1un élément dans T 
si on considère celui-ci comme un vecteur et v la valeur de T [i]. 
2.1.5.4. Ee~aEq~e~ 
A) Dans notre algorithme, nous avons considéré que l ' organisation de 
ces trois tables était séquentielle . 
Ceci peut paraître très inefficace, mais il faut remarquer que ces trois ta-
bles n ' existent que durant l ' examen d ' un segment d'instructions par le pro-
cessus P
3 
et que, comme nous l'avons dé j à dit précédemment, la longueur d ' un 
segment d 'instructions est en moyenne de 3 instructions sources . Dès lors, 
ces tables ne seront en moyenne jamais très grandes et une organisation plus 
complexe ne se justifierait que très rarement . 
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B) Nous n ' avons considéré jusqu ' à présent que deux sortes de données.: 
des variables simples et des tableaux. Néanmoins, les structures ne posent 
pas plur de problème que des var · abl-'·S simples, vu que tout élément d'une 
structure peut être adressé d'une façon statique . De plus, le fait que cer-
tair.s éléments d 1une structure puissent être répétés ne pose pas plus de 
problème que le~ variables indicées . 
C) A l ' entrée dans la procédure Folding, les tables STKVAL, STKIVAL, 
STKIVVAL sont vides . La pro cédure Folding est appelée chaque fo is que l'on 
examine un nouveau segment d 1 instructions. 
2.1.6. ~~~~E~~!~~~-~~~-~~~~~~~!~~-~~-RE~~~~~~~-?3i_E~~!~~~~!-~~-~~~: 
ments _ d I instruction,_ te,J. _que_ nous _ l 'avons _programmé_ en 
ALGOL-JONQUILLE-74 
------------------
~-1:.•§.•1· Pour exprimer la fonction de suppression du processus P2 , 
nous compléterons l e format d 'une entrée dans TS~ en lui ajoutant un élément 
binah·e: BIT. 
( IDEN) (DEP-V - NOS ) (BIT) 
Cet él ément binaire BIT sera positionné à TRUE si l ' opération inter-
médi aire doit donner lieu à une génération, en code machine, de son équiva-
lent sér intique . Il sera positio"mé à FALSE dans le cas contraire. 
Nouvelle déclar ation de TSQ. en ALGOL-JONQ.UILLE-74: 
[1 : LII] _S_TRU CTUilll TSQ (REFERENCE IDEN 5 INTEGER DEP-V-NOS, LOGICAL BIT). 
Déclaration du pointeur associé 
.[ll!FI:JŒNCE NOW FOR TSQ. 
Remarg,~ Avant toute optimisation, l'élément binaire BIT est toujours 
initialisé à TRUE. 
~-1·~-~- Dans l'exemple 2,1.4.1, nous avons mi s en évidence 
1 1utilité d'un système de mise à jour de la tabl e des constantes (TC). 
Pour réaliser cette mise à jour de TC, nous compléterons le fonnat d 'une 
entrée dans TC en ajoutant à ce·tte entrée un élément binaire : DO. 
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DO sera positionné à TRUE' lorsque, lors de la génération de code ma-
chine, la constante doit être générée. 
n~ se:ra positionné à FALc~ dans le cas contraire. 
Nouvelle déclaration de TC dans le langage ALGOL-JONQUILLE-74 
[l NGG] STRUCTURE TC (CHARACTER (n) ATRI BUT) EXCEPT (REFERENCE 1 STRUCTURE) 
VAL, LOGICAL DO). 
2.1. 6 . 3 . Les zones de_travail 
2. 1.6 .3.1. ITEM contient l e texte de l'instruction intermé-
diaire en cours d I examen. 
(OP) (ARG 1) (SUBS 1) (ARG 2) (SUBS 2) 
CODE WINTER I CODE 
--, 1 1 -
POINTER CODE 
X 
;;;;.PO,;;,;I=.;NT=ER:::;,;_~CO;;.;:D;;..::E::,.. __ POH"TER 
1
1 
--, 1 1 
Déclaration en ALGOL-JONQUILLE-74 
STRUCTURE ITEM (INTEGER OP, STRUCTURE ARG 1 (INTEGER CODE, 
, STRUCTURE SUES 1 (idem) 
, STRUCTURE .Li.RG 2 (idem) 
, STRUCTURE SUBS 2 ( idem) • 
---, REFERENCE 
POINTER) 
Rappel L'élément marqué x, en lffiGOL- JONQUILLE- 74, est référencé de la 
façon suivante.: CODE.MG 2 . ITEM. 
2.1.6 . 3 .2. OP e: ~ une zone entière qui contient le code de 
l'instruction intermédiaire en cours· d'examè L. 
2.1.6.3.3. IDEM contient la référence de l'instruction inter-
médiaire en cours d'examen . 
2.1.6 .3.4. POINTER 1 = POINTER.ARG l.IT:EM; 
POINTER 2 = POINTER .MW 2 . ITEM; 
v1 contient la valeur de ARG 1 (1er opérande) 
v2 contient la valeUT de ARG 2 (2me opérande). 
2.1 .6 .3.5. POINTER 1 
POINTER 2 
POINTER .SUES l.ITEM; 
POINTER.SUBS 2 . ITEM; 
\--,·1 contient la valeur de SUBS 1 
VI2contient la valeur de SUBS 2. 
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2.1. 6 .3 .6 . Il existe encore d'autres. zones de travail mais 
les principal es ont été citées. Lorsqu'il examinera le détail de l ' algorithme, 
l e lecte· r pourra facilement en . &duire le sens et le rô l e qu I elles y jouent. 
2 . 1 .7. Structure_de_la_procédure_FDLDING 
(La procédure FOLDING est le processus P3 restreint aux segments d'instructions) 
2 . 1.7 . 1 . Règles généralesyour le_traitement des variables indicées 
Le traitement des variables indicées est sans doute plus complexe que 
celui des variables simples:, mais lorsque la valeur de la partie variable du 
calcul d ' adresse d ' un élément d 'un tableau est déterminée· de façon exacte, 
une variable indicée se comporte• de la même f açon qu'une variable simple pour 
le processus. 
Dès lors, pour que le processus P3 puisse identifier de façon statique 
un élément déterminé d ' un tableau, il faut qu'il connaisse de façon exacte 
l a valeur des indices et a f ortiori le nom du tableau . 
Exemple Integer- arra;y: 
i 
A [1 : 30} 
(1) L 1 A rJl = 20 ; t L .J 
(2) L 2 A [J7 30; ç -
1 
Pour que les assignations sources (1) et (2) réfèrent le même élément 
du vecteur A, il faut et il suffit que la valeur de J soit identique en ces 
deux endroits L let L 2 du prograrmne. 
Pour gue deux références A [SUBS l J et A [SUBS 2] s ' adressent au même 
élément du tableau A, il faut et il suffi t gue les valeurs de SUBS 1 et de 
SUBS 2 soient identiques. 
Ceci est le principe de base sur lequel s ' appuie la procédure FOLDING en ce 
qui concerne le tra.i tement des variables indicées . 
En général, le traitement de toute opération intermédiaire impliquant 
des variables indicées (V,'\R [ SUBSJ) aura la forme logique suivante. 
Si la valeur de SUES est connue, alors suite du traitement 
sinon abandon du traitement . 
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Ui,e variable ARG [ SUBSJ p~ssède une valeur conm1e si et seulement 
s ' il existe dans STKIVVAL une et une seule entrée dont les deux premiers élé-
ments contiennent respectivement ARG et: la valeur actuellement connue pour 
SUES. 
2 . 1.7. 1. Rè_gle _générale,_pour le traitement des- références à 
des instructions intermédiaires 
-------- - - - -- - --
Une i nstruction i ntermédiaire possède une valeur connue si et seulement 
si elle est une opérati on constante ou figure une et une seule fois dans 
STKIVAL . 
2 .1.7 .2. Rè_gle _générale_pour le traitement des variables si~pl~s 
Une variable simple possède une valeur connue si et seulement si elle 
figure une et une seule fois dans STKVAL. 
2.1.7. 3. Qo!!!_P~t~tions 
Nous appelons "computation" toute instruction intermédiaire de· la for-
me OP; ARG l; ARG 2 
où OP est un opérateur appartenant à l'ensemblH des opérateurs arith-
métiques ou logiques permis~ 
où ARG 1 est le premier opérand~, 
où ARG 2 est le deuxième opérande, 
ARG 1 et ARG 2 pouvant être des éférences à une constan ~e, à une variable 
simple, à un élément, d 'un tableau ou à u ne opération intermédiaire qui précè-
de· toujours l ' instruction intermédiaire que l ' on examine dans le segment 
d ' instructions. 
Forme logique du traitement: 
Si ARG 1 et ARG 2 ont une valeur connue , alors 
Début - marquer l'opération comme devant ne pas être générée; 
Fin 
- exécuter l ' opération intermédiaire; 
- si il existe dans STKIVAL une entrée correspondante à l ' opé-
ration - alors modifier la partie VAL de cette entrée 




Début - remplacer dans l ' opération en examen toute référence à une 
opération intermf .iaire ayant une valeur ~onnue par la réfé-
rence à la valeur connue; 
Fin 
- si il y a eu remplacement 
alors générer une nouvelle entrée dans TI et modi-
fier TSQ.; 
enlever de STKIVAL l'entrée relative à l'opération intermé-
diaire en examen; 
Prendre en considération l'instruction intermédiaire suivante . 
2 .1. 7 .4. !s.ê.i~ t2:ons 
Nous appelons "assignation" une instruction intermédiaire de la forme 
: =; ARG l; ARG 2 
où est l ' opérateur d'assignation, 
où ARG 1 est une variable simple et la "cible" de l ' assignation, 
où ARG 2 est, sa valeur, 1 1 "objet" de, 1 'assignation. 
ARG 2 peut être une référe·nce à une constante., à une variable simple, à une 
variable indicée ou à une opération intermédiaire. 
Forme logiq_ue du trai ternent : 
- Si ARG 2 a une valeur connue , ï lors 
-Début - si ARG 1 figure dans STKVAL 
Fin 
alors modifier la partie VAJ., de l'entrée 
correspondante 
sinon créer une nouvelle entrée dans STKVAL pour 
ARG 1 avec VAL= valeur de ARG 2 
sinon supprimer de STKVAL l ' entrée corres-
pondante pour ARG 1 si elle existe; 
- remplacer dans l 'assignation en examen toute référence à une opération in-
termédiaire ayant une valeur connue par l a référence à la valeur connue; 
s'il y a eu remplacement, alors générer une nouvelle entrée dans TI et 
modifier TSQ; 
- .prendre en considération l 'instruction intermédiaire suivante. 
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2.1 . 7.5. Indexed assiœ-1ations 
Une 11Indexed assignation" est une instruction intermédi aire du m~me 
type que 11assigna tion11 , sauf q_u, ARG 1 est une variable i ndicée. On a donc 
la forme : = ; ARG 1 [SUBS 1] ; ARG 2 . 
Forme logique du traitement 
- Si SDBS 1 a une valeur connue, alors 
Début - si ARG 2 a une va leur connue alors 
-Fin 
-Début si ARG 1 [SDBS 1 J figure dans STKIVVAL 
~Fin 
alors modifier la partie V.fil, de l ' entrée corres-
pondante VAL= valeur de ARG 2 
sinon créer une nouvelle entrée dans STKIVVJIL 
pour ARG 1 [SUES 1] avec VAL= valeur de 
ARG 2; 
sinon 
supprimer de STKIVVAL l'entrée correspondante 
pour ARG 1 [SITES 17 si existe . 
sinon 
Début supprimer de STKIVVAL l'entrée correspondante pour 
ARG 1 [SUES 1] si e lle existe plus toutes les entrées 
ayant IDEN = ARG 1 
Fin · 
--' 
- Rempltlcer dans l'opération in vermédiaire en examen to~te référence à une 
opération intermédiaire ayant une valeur connue par la référence à une 
valeur connue . 
- Siil y a eu r emplacement alors générer une nouvelle entrée dans TI et 
modifier TSQ;; 
- Prendre en considération 1 1 instruction intermédiaire sui vante. 
2.1.7.6. APS (!Ppel de g océduro ~tandard) 
Nous appelons un 11APS 11 toute instruction intermédiaire du type APS; 
ARG l; ARG 2 1 
où li.RG 1 est la référence à l a procédure standard, 
où ARG 2 est l'argument de la procédure standard (peut être une va-
riable indicée). 
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Forme logiq_ue du traitement : 
Si .JIB.G 2 a une valeur connue, a lors 
Début - exécuter .JIB.G · (ARG 2) ; 
Fin 
- si il existe dans STKIVAL une entrée correspondant~ à 
l ' opération . 
alorR modifier l a partie VAL de 1 1 entrée· 
sinon créer dans STKIVAL une nouvelle entrée pour cette 
opération; 
marq_uer l'opération comme ne devant pas être générée; 
sinon 
Début - remplacer dans l ' opération en exame n toute référence à 
une opération intennédiaire ayant une valeur connue par 
la référence à la valeur connue; 
·L Fin. 
- si il y a eu remplacement alors générer une nouvelle 
entrée dans TI et modi-
fier TSQ; 
- enl ever de STKIVAL l'entrée relative: à l'opération inter--
méd.iaire en examen 
Prendre en considération l ' instruction i~termédiaire suivante . 
2 . 1.7.7 • .Ll.P (!ppel de gocédure) 
~ ous tenterons dans ce p _~agraphe de décrire le : roblème posé par les 
11Appels de Procédures 11 • Dans l'ensemble de la litté r ature q_ue nous avons 
consultée-, ce problème est bien souvent passé sous silence, ou bien les solu:.-
tions q_ue l ' on y apporte sont souvent très grossières . 
Un appel de procédure n ' est susceptible de modifier une variable d ' un 
programme q_ue si celle- ci figure dans la l :.ste des paramètres actuel s de 
l'appel ou si elle est un opérande global à l a procédure . Nous écrivons 
11 susceptible d'être- modifiée" car il n'est pas sûr q_u'une variable,q_ui est 
un opérande global ou q_ui figure dans la liste des paramètres actuels,se:ra 
nécessairement modifiée· par 1 'appel de· la procédure . Il faut dès lors envi-
sager trois q_uestions : 
1° Comment agir sur les tables de la procédure FOLDING en fonction 
des différents types d'appel? 
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2° Comment peut- on déterminer de façon simple et statique les opéran-
des globaux de la procédure appelée? 
3° Comment peut- on déterminer parmi l ' ensemble des opérandes de la 
procédure (paramètres ,ctuels plus opérandes f=..obaux) ceux qui 
s~nt r éel lement modifiés par la procédure? 
Nous tâcherons de donner une réponse à l a premi èr e question . Pour la 
deuxième, nous donnerons une ébauche de solution. ~uant à répondre à la 
troisième 
2.1.7 . 7 . 1. Problème des t_;ypes_d'a~pel 
En fonction des différents. types d I appel, nous présentons une ébauche 
de solution . Il s ' agi t bien d ' une ébauche car les solutions présentées pour-
raient être raffinées si nous parvenions à résoudre l a troisième question. 
2.1.7 . 7.1.1 . ~pEeI Ea~ ~r~f~r~n~e~ 
Dans l' appel par r éférence , c ' est l'adresse du paramètre actuel qui 
est passée à la procédure appelée . En f onction de la nature du par amètre 
actuel , on a les solutions suivantes 
a) Variable simple (V.AR) 
Solution grossière: supprimer de STKVAL l ' entrée r elative à l a varia-
ble simple V.AR. 
Solution plus raffinée: si V.AR est modifiable pa.r l a pronf.:Iur e 
alors supprimer l'entrée relative à V.AR dans 
STKVAL . 
~non laisser STKVAL tel qu ' il est. 
b) Variable indicée V.AR r1l 
- _ 1 
Solution grossière: s i I a une valeur connue 
alors supprimer l'entrée correspondante à VAR [IJ 
dans STKIVVAL 
_sinon supprimer les entrées dans STKIVVA:..., ayant 
IDEN = V.AR. 
Solution plus raffinée: 
- si I a une valeur connue et si VAR r11 est modi-
,_ -
fiable par la procédure 
alors supprimer l'entrée relative à VAR [IJ dans 
STKIVVAL ; 
- si I a une valeur connue et V.AR !IÏ non modifia-
ble par la procédure 
alors laisser STKIWAL tel quel; 
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- si I n'a pas de valeur connue et VAR [r] modifia-
bl e par l a procédure 
alors mpprimer toutes: les en•:, rées dans STKIVVAL 
ayant IDEN = V.AR. 
c) Expression arithmétique (E.A. l 
Ici le problème est identique à celu~ de l a variable simple, puisque 
l'adresse passée à l a procédure est celle d'une zone temporaire contenant 
la valeur de E.A. 
2.1.7.7.1.2 . ~pEe~ :pa~ ~v~l~~·"_e~ ;paE ~d~y_aE~~n~"-
Comme il n'y a que la valeur du paramètre actuel qui est passée à la 
procédure, cet appel ne modifie en rien les tables STKVAL et STKIVVAL. 
2. 1.7.7.1.3. ~pEe! ;p~ ~r~s~l~a!~ 
Cet appel retournant dans le paramètre actuel , le résultat d 'un calcul 
effectué dans le corps de la procédure , nous supposerons ici que d I office 
après 1 1 appel, le paramètre· es.t modifié. Nous avons ainsi les solutions sui-
vantes en fonction de la nature du paramètre. 
a) Variable simple (V.AR) 
Supprimer l'entrée correspondant à VAR dans STKVAL. 
b) Vuriable indicée (VAR [r]) 
Si I a une valeur connue 
A::..ors supprimer l'entrée orrespondant à V.AR [I] Lans STKIVVAL 
Sinon supprimer l es entrées dans STKIVVAL ayant IDEN = V.AR . 
2. 1. 7. 7. 1. 4. ~p;pe~ :p~ ~r~s~l ~a _!---~a~ e~r~ 
Cet appel se traite de façon identique à l'appel :r;::i.r "résultat". 
2.1.7.7.1.5. ~pre~ p~ ~n~m~ 
Ce type d'appel étant de loin le plus com~lexe, nous n ' apporterons ici 
que des solutions draconiennes. Il mérite È. lui seul toute une étude parti-
culière . 
a) Variab l e simple (VAR) 
Supprimer de STKVAL l'entrée corre~pondant à VAR. 
~,/ Variable indicée de même que tableau 
Supprimer de STKIVVAL toute entrée correspondant à l'identificateur 
du tableau. 
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c) Expression arithmétique E.A. 
Supposons que l ' implémentation se fait au moyen de "thunk" (Inge:rman 
THUNKS, CACM, janvier 1961) . 
Dans le 11 thux1.k 11 , 1 1 expression arithmétique est évaluée, et l'adresse de la 
valeur est passée à la procédure chaque fois que, dans le corps de la procé-
dure, une référence est faite à l'E.A. L'évaluation de cette expression 
arithmétique est une séquence linéaire d'instructions intermédiaires dans 
notre modèle. Il en résulte que nous enlèverons de STKDTAL toutes les entrées 
relatives à des instructions intermédiaires intervenant dans le "thunk". 
De même , toutes les entrées relatives à des variables simples ou indicées 
utilisées dans le "thunk" seront supprimées de STKVAL et STKIVVAL. 
2 . 1. 7. 7 . 2 . Qpt:r_ê:aje~ _gl2b.ê:1J.2S 
Nous n'envisagerons ici que le cas de deux langage·s, à savoir ALGOL 
60 et FORTRAN 4 . 
a) FORTRAN 4 
Les seuls opérandes globaux d ' une sous- routine FORTRAN 4 sont ceux 
qui figurent dans la lis te d I un ordre· COMMON . Si 1 1 on peut répondre à la 
question 3, nous dirons qu ' il faut supprimer de STKVAL et de STKIVVAL toutes 
les entrées qui correspondent à des éléments figurant dans la lis+,e de l ' or-
dre COMMO~ et qui sont modifiables par la sous-routine . Si l ' on ne peut pas 
répondre à la question 3, nous dirons qu 'il faut supprimer de STKVAL et de 
STKDTVA.w toutes les entrées qui ~orrespondent à tous lei éléments figurant 
dans la liste de l ' ordre O'.)MMON . 
b) ALGOL 60 
La solution la plus simple est de vider les tables STKVAL, STKIVVAL 
et STKIVAL car a priori tout élémRnt déclaré dans un bloc de niveau inférieur 
ou égal au ni veau du bloc de la déclara tian de la procédure ( si nous suppo-
sons que l ' élément n ' a pas été redéclaré dans un bloc du niveau supérieur 
au niveau du bloc de sa déclaration), peut être un opérande global. 
E.-x:emple niveau 1 i-
l real a 
2 real b r--
procédure p (--- ) 
~ real c ; Î 
integer x 




a priori, a , b, x peuvent être des opérandes globaux de la procédure 
p( --- ). 
De toute façon, dans notre modèle, une procédure ALGOL 60 terminera 
toujours un segment d'instructions . Ceci est sans doute très restrictif mais, 
,ro, que des 11 swi tchs" et des "labels" peuvent être des pe.ramètres d ' une procé-
dure-, 1 1 adre.sse réelle de retour d 1 une procédure n 1 est pas néces sairement 
l' adresse de 1 'ins truction suivant l ' appel de la procédure, ce qui est le 
cas en FORTRAN 4. 
Nous limiterons nos considérations à cette description du problème. 
Il est possible qu 'une réponse à la troisième question soit présentée dans 
une annexe de travail où nous présenterons un algorithme d ' analyse du flot 
des données dans un programme. 
2. 1. 7. 8 . ]r§:n.2_h~m~nJ~ 
Nous n'aborderons ici que l es instructions interrnédiair~s de branche-
ment que nous utiliGons dans notre travail . 
Une instruction de branchement est toujours la dernière instruction 
d'un segment d ' instructions. Puisque nous supposons qu'à l ' entrée d'un seg-
ment d 1 instructions, STKVAL, STKIVAL et STKIVVAL sont vides et que le seul 
chemin possible dans un segment d ' instructions est celui qui va depuis l'en-
trée jusqu I à la sortie en passant séquentie-llement par toutes les instruc-
tions du segment, nous pouvons écrire que : 
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1 ° si une variable figure dans STKVAL, avec une valeur v, cette valeur 
sera la valeur de la variable à la sortie du segment, quel que soit le chemin 
suivi da--9 le programme depuis 1 ' entr ée jusqu I au segment• 
2° la conclusion 1° est valable pour des opérations intermédiaires; 
3° la conclusion 1° est aussi vra ie pour des variables indicées dont 
les indices ont des valeurs connues . 
Dès lors, nous pouvons affirmer que les transformations q1â suivent 
conservent l' équivalence sémantique • 
' · o TRR .ARG 1 2 ( Seg ~..,~ 2) transfert logique 
Si .ARG 1 a une valeur connue alors 
,-Début 
· Fin 
si valeur (.ARG 1) = TRUE 
alors: transformer le transf e-r t en un transfert incondi-
tionnel TRI ; tt ; Seg 1 
~inon transformer en TRI ; 'f; Seg 2 
sinon laisser 1 e transfert tel c_uel. 
2° JRV ; ARG 1 ; (Seg1 , •• •• fi~_g11 ) trar .. :::fert cl' après vale1~~~ 
Si .ARG 1 a une valeur connue alors 
réb,_l!_ 
- Fin 
transformer le transfert en un transfert inconditionnel 
TRI ; ft ; Seg 
valeur (ARG 1) 
sino~ laisser tran ' fert tel quel . 
3° rn ARG l ; (Seg:1~_g: .... ~ g,_) transfert ari thmétigue .... ,I 
~i .ARG 1 a une valeur connue al0rs f Début 
l 
si Val (.ARG 1) = o, alors transformer en TRI • + t. Seg~_ 
---
1 l ' 
si Val (.ARG 1) < o, a lors transformer en TRI - t f . Seg., 
.. ... ---~ ) ' 
si Val (.ARG 1) > o, alors transformer en TRI . î f. Seg3 _., _.. ' ' 
1-Fin 
sinon laisser le transfert tel quel 
Il est à remar quer que ces transformations modifient et simplifient 
la structure du graphe associé au progrannne . Cette simplification pourrait 







Nous n'étudierons pas dans ce travail l a réalisation d 'un tel algo-
rithme . Pourtant , nous pouvons nous apercevoir des avantages qu ' il présente. 
1 ° Il pe:rmettrai t l ' aJJplication de la procédu.ce de Folding d'une 
façon plus globale . En effet, lorsque la procédure de Foldin.c;· est amenée à 
examiner le segment 1, elle peut garder ses tables STKVAL, STKIVAL et STKIVVAL 
telles qu ' elles se présentaient à la fin de l'examen du segment O. Il n ' y a 
pas que la procédure de Folding qui pourrait être appliquée d 'une façon plus 
globale mais aussi l ' élimination d ' instructions redondantes . 
2° La transfonnation de branchement conditionnel en branchement 
inconditionnel et la suppression de ce dernier pennettent de diminuer le 
temps d ' exécution d ' un programme . 
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2.1.8. Discussion sur l a "propagation de constantes " 
---------------------------------------------
On peut se poser la. question de savoir si la propagation de constantes 
apporte ~ne amélioration conséq~ 3nte du programme. 
Prenons ca:nme support de notre discussion l'exemple suivant. 
Il n'est pas inhabituel pour un prograrrmeur de définir au début de son pro-
gramme une quantité PI:= 3.14159265 et ensuite d 'utiliser, dans le reste 
de son prograrmne , la quantité PI en lieu et place de 3.14159265 pour des 
raisons de facilité d'écriture et aussi de lisibilité du programme, par exem-
ple s PI~ R ~:li: 2 
C = 2 :li: PI :E R 
En supposant que l a quanti té PI 
peut trivialement se récrire 
C: = 6.28318530 :li: R 
(1) 
(2) 
n' est plus redéfinie dans le programme, (2) 
qui n' es t rien d ' autre que la version optimisée de (2) par le processus P3• 
Nous avons g;:i,gné ainsi une multiplication de réels, ce qui veut dire 
que si (2) figurait dans le corps d'une boucle fo~ ou DO, nous aurions gagné 
plus d ' une multiplication de réels . 
La procédure "Folding" présentée dans le paragraphe 2.1 n'envisage 
pas la propagation de constantes sous un angle aussi global mais les amélio-
rations qu'elle apporte au programme peuvent être parfois fort appréc i ables. 
Pour des opérat~ons intermédiaires n ' impliquant p~s des variables 
indicées, l' analyse requise- par la procédure "Folding" n'est ni énorme ni 
compliquée . Nous admettons cependant que pour des instructions intermédiai-
res impliquant des variables indicées, l ' analyse est plus conséquente et 
plus complexe car il est nécessaire d'être très prudent . 
Nous admettons également que l ' optimisation présentée pour l8s bran-
chements est assez aventureuse, en ce sens qu 1 elle modifie la structure du 
graphe . Si une telle modification deve.it être effectuée , cela pourrait pro-
venir d'une erreur de logique du progrrunmeur et il serait souhCLi table de la 
lui signaler. 
Il est important de s ' assurer que le processus P3 ne provoque pas 
d 1 erreurs: à la compilation. 
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Exemple (extrait de Gries) IF FALSE THEN A:= 1/0 
Un programme qui contiendrait cette instruction ne serait jamais in-
terrompu à cet endroit pour une division par zéro, a lors que l a procédure 
"Folding" peut l'être si nous n'avons pas pris des précautions lors de lté-
cri ture de la fonction "CAL CULA.TE" . 
11 CALCULATE 11 doit s ' assurer que le di viseur est non nul, avant que 
toute opération ne puisse être effectuée . Si ce n ' est pas le cas , "CALCULAT'z:, 
doit imprimer un message prévenant le progTarnmeur et laisser l'opération telle 
quelle. 
2 . 1.9. P.rocédure_Folding 
On trouvera ici le texte de la procédure "FOLDING" écrite en ALGOL-
JONQ.UILLE-7 4. 
Le texte présenté dans ce paragraphe n' est pru3 celui d'une procédure 
optimisée . Nous n'avons pas recherché l a "finesse" pour la "finesse", c'est-
à- dire que nous avons tenté de conserver la "lisibilité". 
PROCEDURE FOLDING (NOW, NV, NI, NVI); REFERENCE NOW; INTEGER NV, NI, NVI; 
COMNENT GLOBAL OPERANDS OF THE PROCEDURE ARE 
1 ACTUAL, ACTUEL TWO VARIA.BUS OF TYPE REFERENCE 
2 THE STRUCTITTŒS TI, TSQ., TC 
3 THE INTEGERS NC, MC, NA, MA, NJ"S, :MPS, NIA , HIA, 
NCI, MCI, NAP, MAP; 
BEGIN COMMENT DECLARATION OF ALL L0eAL OPERANDS; 
REFERENCE PTSTKVAL FOR STKVAL, 
[1 
[1 
PTSTKIVAL FOR STKIVAL, 
PTSTKIVVAL FOR STKIVVAL; 
STRUCTURE ITEM ( INTEGER OP, 
STRUCTURE ARG 1 (INTEGER CODE, REFERENCE POINTER), 
STRUCTURE SUBS 1 (INTEGER CODE, REFERENCE POINTER), 
STRUCTURE ARG 2 (INTEGER CODE, REFERENCE POINTER), 
STRUCTURE SUBS 2 (INTEGER CODE, REFERENCE POINTER)); 
NV] _S_TR_U_C_TU_RE_ STKVAL (REFERENCE IDEN, EXCEPT (REFERENCE, STRUCTURE) VAL); 
NI] STRUCTURE STKIVAL (REFERENCE IDEN, EXCEPT (REFERENCE,STRUCTURE) VAL); 
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[1 : NVI] STRUCTURE STKIVVAL (REFERENCE IDEN, INTEGER SUBS, EXCEPT (REFE-
RENCE, STRUCTURE) VAL); 
EXCEPT. (REFERENCE, STRUCTURE) V 1 , V 2, V 
LOGICAL C, A 1, A 2, A 3, B 1, B 2, B 3, LOG 
REFERENCE POINTER 1, POINTER 2, POINTER 3, POINTER I, IDEN 
INTEGIB OP, VI 1, VI 2 
LABEL MEI"JORY TORE ; 
CHARACTER ATRIBUT; 
PROCEDURE GENER CST (V, ATRIBUT, POINTIB 3); 
EXCEPT (REFERENCE, STRUCTURE) V; CF..JiRACTER ATRIBUT; 
REFER.E!:WE POINTER 3; 
COHHENT TC, ACTUAL ARE GLOBAL OPERANDS; 
BEGIN ATRIBUT . TC (ACTUAL) : = ATRIBUT; 
END; 
VAL . TC (ACTUAL) : = V; 
POINTER 3 : = ACTUAL; 
ACTUAL: = ACTUAL + 1 
PROCEDURE GENER II (ITEM, NOW); STRUCTURE ITEM; REFERENCE NOW ; 
COMMENT TI, ACTUEL AND TSQ. ARE GLOBAL OPERJ\NDS; 
BEGIN OPER. TSQ, (NOW) : = ACTUEL; 
TI (ACTUEL) : = ITEM; 
ACTUEL : = ACTU=~ + 1 
END ; 
LABEL PROCEDURE OPTYPE (OP) ; IN11EGER OP ; 
--
COMMENT NC, NC, NA, MA, JlfPS, MPS, NIA, MIA, NCI, HCI, NAP AND M1\.P 
ARE GLOBAL OPERI~TDS ; 
BEGIN 
--
IF ( OP >,.., NC) /\ ( OP ~ MC) TREN BEGIN 
- --
OPTYPE: = COMPUTATIONS; 
GOTO RETOUR 
END· _ , 
· IF ( OP f MA) 1\ ( OP ~ NA) TREN BEGIN 




IF (OP $ MPS) /\ (OP ~ NPS) THEN BEGI N 
OPTYPE: = APPS 
GOTO RETOUR 
END; 
IF ( OP ~ MIA) A ( OP ~ NIA) THEN BEGI N 
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OPTYPE : = INDEXED ASSIGNATIONS; 
GOTO RETOUR 
END; 
II<' (OP.$ MCI) A (OP >,, NCI) THEN BEGIN 
OPTYPE: = CONSTANT II ; 
GOTO RETOUR 
END 7 
IF (OP~ MI\.P) /\ (OP ~ NAP) 'l'HEN OPTYPE : = AP; 
RETOUR EllD; 
EXCEPT (REFERENCE, STRUCTURE) PROCEDURE CALCULA.TE (OP, V 1, V 2); 
INTEGER OP, EXCEPT (REFERENCE, STRUCTURE) V 1, V 2; 
COMMENT: CETTE PROCEDURE CALCULE LE RESULTAT DE L'OPERATION V 1 OP 
V 2. ELLE NE SERA P_I\S DECRITE ICI. ; 
( BEGIN CALCULilTE: = V 1 OP v 2 END) 
PROCEDURE FDID TC (V, LOC, POINTER 3); LOGICAL LOC; 
EXCEPT (REFERENCE, STRUCTURE) V; REFERENCE POINTER 3; 
COMMENT: CETTE PROCEDURE CHERCHE S'IL EXISTE DEJA DANS LA TABLE 
DES CONST~.'\NTES UJ\1E CONSTANTE DE VALEUR V. SI OUI, ALORS 
LOC : = TRUE 
POINTER 3 : = AnRESSE DANS TC DE CETTE CONSTANTE 
SINON, 
LOC: = FALSE 
POINTER 3 : = 00 AU RETOUR DE LA PROCEDURE; 
CHARACTER PROCEDURE FHID ATRIBU'7 ( OP) ; INTEGER OP ; 
CONMENT CETTE Ii'o:NCTI ON CHERCHE LE TYPE DU RESULTAT D 1Ul'1E OPERA-
TI ON INTERMEDIAIRE AYANT OP POUR OPERATEUR ; 
EXCEPT (REFERENCE, STRUCTURE) PROCEDURE FIND STKVAL (PTSTKVAL, F WINTER 2); 
REFEREN CE PTSTKVAL FOR STKVAL; REFERENCE F POINTER 2; 
COMMENT ; STKVAL ISA GLOBAL OPERAND ; 
BEGIN REFERENCE POINTER; 
POINTER:= PTSTKVAL; 
PTSTKVAL: = l; 
L IF IDEN STKVAL (PTSTKVAL) = F POINTER 2 TREN BEGIN 
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FIND STKVAL : = VAL STKVAL (PTSTKVAL); 
PTSTKVAL : = POINTER; 
GOTO RETOUR 
END· _ , 
PTSTKVAL : = PTSTKVAL + 1; 





GOTO L; RETOUR: END; 
EXCEPT (REFERENCE, STRUCTURE) PROCEDURE EXECITTESTANDJŒ.D (F POINTER, V); 
REFERENCE F POINTER; EXCEPT (REFERENCE STRUCTURE) V; 
CŒ-1HENT : Cette procédure fait 1' appel de la :procédure standard 
(ex: Sinus, cosinus, float, etc ••• ) en lui passant le 
paramètre V qui est une constante; 
EXCEPT (REFERENCE, STRUCTURE ) PROCEDURE FHIDSTKIVAL (PTSTKIVAL, F POINTER 2); 
REFERENCE PTSKIVAL FOR STKIVAL; REFERENCE F POINTER 2; 
COMMENT:STKIVAL IS A GI.OBllL OPERAND; 
BgGIN REFERENCE POINTER; 
POINTER:= PTSTKIVAL; 
PTSTKIV AL : = 1 ; 
L IF IDEN.STKIVAL (PTSTKIVAL) = F POINTER 2 TREN BEGIN 
FINDSTKIVAL = V.AL.STKIVAL (PTSTKIVAL) i 
PTSTKIVAL : 
GOTO RETOUR 
PTSTKIVAL : = PTSTKIVAL + 1; 




RE'IDUR : END FH{DSTKIVAL ; 
POINTER; 
= "Il"; 
END· _ , 
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EXCEl'T (REFERENCE, STRUCTURE) PROCEDURE FINDSTKIVAL (PTSTKIVVAL, F POINTER, 
V I); REFERENCE PTSTKIVVAL FOR STKIVVAL ; REFERENCE F POINTER; 
E..~CEPT (REFERENCE, STRUC'LRE) V I ; 
COMlYOOTT : STKIVV.11.L IS A GLOBAL OPERAND ; 
BEGIN REFERENCE POINTER; 
POINTER:= PTSTKIVVAL; 
PTSTKIVVAL: = l; 
L : IF IDEN STKrJVAL (PTSTKIVVAL) = F POINTER THEN BEGIN 
IF SUBS.STKIVVAL (PTSTKIVVAL) = VI THEN BEGIN 
FINDSTKIVVAL : = VAL.STKIVVAL(PTSTKIVVAL); 




PTSTKIVVAL: = PTSTKIVVAL + l; 
IF PTSTKIVVAL = POINTER THEN BEGIN 




RETOUR : EN]) FIIIDSTKIVVAL; 
REFERENC"B PROCEDURE FINDPTSTKIV!~L (PTSTKIVAL, IDEN); 
REFERENCE PTSTKIVAL FOR STKIVAL; 
REFERENCE IDEN; 
COMMENT: STKIVAL IS A GLOBAL OPERAND ; 
BEGIN REFERENCE POINTER; 
POINTER : = PTSTKIVAL ; 
PTSTKIVAL : = 1; 
L IF IDEN STKIVAL (PTSTKIVAL) = IDEN THEN BEGIN 
END 
FINDPTSTKIVAL : = PTSTTLIVAL; 
PTSTKIVAL: = POINTER; 
GOTO RETOUR 
END· __ , 
PTSTKIVAL : = PTSTKIVAL + 1; 
IF PTSTKIVAL = POINTER TREN BEGIN 
GOTO L; 
RETOUR: END; 
FINDS TSTKIV AL = 0; 
GOTO RETOUR 
REFERENCE PROCEDURE FDIDPTSTKVAL (PTSTKVAL, F POINTER); 
REFERENCE PTSTKVAL FOR STKVAL ; 
REFERENCE F POINTERï 
COMMENT STKVAL ISA GLOBAL OPERAND; 
BEGIN REFERENCE POINTER; 
POINTER : = PTSTKVAL; 
PTSTKVAL: = l; 
EHD· 
_? 
LO IF IDEN. STKVAL (PTS'l'KVAL) = F JDINTER TRIDI BEGIN 
PTSTICVAL : = PTSTKVAL + 1; 
FINDPTS TKV AL : = PTS TICV AL; 




IF PTSTICVAL = POINTER TREN BEGIN 
GOTO LO ; 
RETOUR : END FINDPTSTKVAL ; 







PTSTIGVVAL: = 1; 
NEKT ITEM NOW : = NOW + 1; 




IFOPER.TSQ (NOW + 1) = 11îiî 11 TREN GOTO RETIJRN; 
IDEN: = OPER.TSQ (N0d); 
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ITEM : = TI ( IDE,'N) ; 
OP : = OP.ITEM; 
POINTER 1 : = PO ] -TER.ARG 1. ITEM; 
POINTER 2: = POINTER.ARG 2.ITEM; 
GOTO OPTYPE (OP) ; 
COMPUTATIONS: BEGIN 
IF CODE .ARG 1 • ITEM = 1 THEN BEGIN 
V 1: = VAL.TC (POINTER 1); 
IF CODE.ARG 2. ITE1'1 = 1 TREN BEGIN 
V 2 : = VAL . TC (POINTER 2); 
GOTO CONSTANT 




IF CODE .1\RG 2 • ITEM = 1 THEN BEGIN 
V 2 : = VllL.TC (POINTER 2); 
GOTO RIGHTCONSTJ\NT 
ELSE 
GOTO NO CONSTANT 
END 
END COMPUTATION; 
CONSTANT: BEGIN co~~ŒNT PI OP, CST 1, CST 2 ; 
V:= CJILCULATE (OP, V 1, V 2); 
FIND TC (V, C, POINTER 3); 
IF --i C TREN BEGIN COMMENT V DID NOT EXIST TILL NOi/; 
ATRIBUT: = FIND ATRIBUT (OP); 
GENER CST (V, ATRIBUT, POINTER 3) ; 
END; 
OP. ITEM : = 50; 
CODE.ARG 1.Iffl1 : = l; 
POINTER..ARG 1.ITEM : = POINTER 3; 
END 
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ARG 2.ITEM: = 00; 
TI (IDEN) : = ITEM; 
PTT . TSQ. (NOW) : = Fl\.LSE ; 
GO TO NEXT ITEM 
END CONSTANT ; 
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LEFT CONSTANT : BEGIN COMMENT PI: OP , CST 1, [VAR 2 , IP 2, VJUI. [12]] 
IF CODE.1\IW 2 .ITEM = 2 THEN GO TO LEFT SIMPLE VAR; 
IF CODE . MG 2.ITEM = 3 THEN GO TQ LEFT SIMPLE II; 
GO .TO LEFT INDEXED V!ill. 
END LEFT CONSTJI.HT; 
LEFT SIMPLE VAR: BEGIN COMMENT PI: OP, CST 1, VAR 2; 
V 2: = FDrD STKifAL (PTSTKVAL, POINTER 2); 
IF V 2 = 11R 11 TREN BEGIN 
DO . TC (POINTER 1) : = TRUE; 
GO l10 NOT FOLDABLE 
END· _,
GO TO FOLDABLE 
END LM'T SIMPLE VAR; 
LEFT SIMPLE II : BIDIN COMMENT PI: OP, CST 1, PI 2; 
jUJVIP WITH RETURN ANJ\.LYSIS IIR, IMPLICIT TORE; 
IF C THEN BEGIN COMMENT PF 2 = CST ; 
GO TO FOLDABLE 
El'ID ; 
DO . TC (POINTER 1) : = TRUE; 
GO TO NOT FOLDABLE 
END LEFT SIMPLE II; 
LEFT INDEXED VAR : BEGIN CO, TI1ENT PI : OP, CST 1, VJ'.R [I2J 
JUMP WITH RETURN J\..Nl\.LYSIS R HIDEX, UIPLICIT TORE; 
IF C THEN BEGIN COMMENT 12 = CST; 
J UMP WITH RETURN ANALYSIS VAR IR , IMPLICIT TORE; 
IF C THEN BEGIN CONt1ENT VAR [I2] = CST; 
GO '.1'0 FOLDABLE 
END· 
_ y 
IF B 3 TREN BEGIN 
Jill-1:P WITH RETURN REPLACE IIR, IM"PLICIT TORE; 
GENER II (I~, NOW) 
END; 
IF B 1 THEN DO.TC (POINTER I) = TRUE 
END; 
DO.TC (POINTER 1) : = TRUE; 
GO TO NOT FDLDABLE 
E~ LEFT IlIDEXED VAR; 
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RIGHT CONSTANT : BEGIN COtil'IBNT PI : OP, [VllR 1 , PI 1, VAR[(], CST 2; 
IF CODE.ARG 1. ITEM = 2 TREN GO TO R SIMPLE VAR; 
IF CODE.ARG l . ITEM = 3 THEN GO TO R SIMPLE II; 
GO TO R I:NDEXED V.llR ; 
END RIGHT CONSTANT; 
R SD1PLE V.llR : BEGIN COMMENT PI : OP, VAR 1, CST 2; 
V 1 : = FTND STKVAL (PTSTKV.llL, POINTER 1); 
IF V 1 = "R" THEN BEGIN 
GO TO FOLDABLE 
DO TC (POINTER 2) : = TRUE; 
GO TO NOT FDLDABLE; 
END; 
END R SIMPLE VAR; 
R SIMPLE II : BEGIN COMl'-OOTT PI : OP , PI 1, CST 2; 
JUMP WITH RETURN ANALYSIS IIL, IMPLICIT TORE; 
IF C THEN BEGIN COMMENT PI 1 = CST ; 
GO TO FDLDABLE 
END; 
DO.TC (POINTER 2) : = TRUE; 
GO 'lD NOT FDLDABLE 
END R SIMPLE II ; 
R INDEXED v.A.11. : BEGIN coBMEN"T PI : OP, VAR [r 1 ], csT 2; 
JUMP WITH RETlJirn AN.ALYSIS L INDEX, IMPLICIT TORE; 
IF C THEN BEGIN CO}'Il.'1ENT I 1 = CST; 
JUMP WITH RETURN 1\NALYSIS V.An IL, IMPLICIT TOTIE ; 
IF C 'l'~ BEGIN COMMENT V.L'.R [I 1] = CST; 
GO TO FOLDABLE 
END· _,
IF A 3 TREN BEGIN 
!TTJMP WITR RETURN REPLACE IIL, IMPLICIT TORE ; 
GENER II ( I'I'EM, NOW) 
E:ND; 
IF A 1 THEN DO.TC (WINTER 1) = TRUE 
END I 1 = CST; 
DO.TC ( POINTER 2) : = TRUE· 
---' 
GO TO NOT FOLD./1.BLE 
END R INDEXED VAR; 
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NO CONSTANT : BEGIN COMMENT PI : OP, [VAR 1, 
IF CODE Ji.RG l . ITEM = 2 THEN BEGIN 
PI 1, VAI{ [IJJ ], [VAR 2,PI2, _ 
VfJ?. [I 2]]; 
IF CODE.ARG 2.ITEM = 2 TREN GO TO ALL VARIABLES 
ELSE GO TO LEFT V.i\RIABLE 
END · 
- ' 
IF CODE ARG 2.ITEM = 2 TREN GO TO RI GHT VARIABLE 
ELSE GO TO NO VARIABLE 
_FIND NO CONSTANT; 
.liLL V JIRIABLES : BEGIN COMMENT P:r : OP, VAR 1, V Jill 2 i 
V 1 : = FTND JTKVAL (PTSTKV.liL, WINTI 3. 1); 
D, V 1 = "R" TREN GO TO NOT FCLDABLE ; 
V 2 : = FIND STKVAL (PTSTKVAL, WINTER 2) ; 
IF V 2 "R" TREN GO TO NOT FOLDABLE 
ELSE GO TO FOLDABLE 
]ND llLL V.i\RIABLES; 
LEFT VARIABLE : BEGIN COMMENT PI : OP, V.AR 1, [PI 2 , VI\R [12]] 
IF CODE Ji.RG 2.ITEM = 2 TREN GO TO L VAR II 
ELSE GO TO L VAR VAR I 
END L EFT VARIABLE ; 
L V.AR II BEGIN CŒ1MENT PI : OP, V AR 1, PI 2; 
JUMP WITH RETURN ANALYSIS IIR, IMPLICIT TORE; 
IF C THEN BEGIN 
- ----
V 1 : = FIND S Tl(V AL ( PTS Th.rv AL, PO INTER 1 ) ; 
IF V 1 = "R" THEN BEGIN 
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JUMP WITH RETURN REPLACE IR, IM:PLICIT TORE; 
GENER II (ITEM, NOW); 
GO TO FOLDABLE 
END; 
GO TO NOT FOLDABLE 
END L VAR II; 
GO TO NOT FOLDAELE 
END; 
L VAR VAR I: BEGIH COMMENT PI: OP, VAR 1, V.AR [I2] ; 
JUMP WITH RETURN ANALYSIS R INDE:x:, IMPLICIT TORE; 
IF C THEN BEGIN COMMENT I 2 = CST; 
JUMP WITH RETURN ANALYSIS VAR I R, Il1PLICIT TORE; 
IF C THEN BEGIN COMMENT V.AR [12] = CST ; 
V 1 : = :E'IND STKVAL (PTSTICVAL, POHl'TER l); 
IF V 1 t "R" THEN GO TO FOLDA:BLE 
END; 
IF B 3 TREN BEJIN 
JUMP WITH RETURN REPLACE IIR, IMPLICIT TORE ; 
GENER II (ITEM, NOW) 
END 
IF B 1 TREN DO . TC (POINTER 1) = TRUE; 
END I 2 = CST; 
GO TO NOT FOLDABLE 
END L VAR VAR I; 
RIGHT VARIABLE : BEGIN COMMENT PI: OP, [PI 1, VAR I 1], VAR 2; 
IF CODE .ARG 1. ITEM = 3 THEN GO TO RII V.AR 
ELSE GO '1D R V AR I V AR 
END RIGHT VARIABLE; 
R VAR I V.Afl: BEGIN COMMENT PI: OP, V.AJl [I 1], VAR 2; 
JUMP WITH RETURN ANALYSIS L INDEX, IMPLICIT TORE ; 
.T:: C TREN BEGIN COMMENT I 1 = rsT; 
JUl''IP HITR RETURN ANALYSIS V.AR IL, IMPLICIT TORE; 
IF C THEN BEGIN COMMENT VAR [I 1] = CST; 
V 2 : = FIND STKVAL (PTSTKVAL, FQINTER 2); 
IF V 2 =) "R" TREN GO TO FOLDABLE 
EN])î 
IF A3 TREN BEGIN 
JUJ''1P WI'I.'H RETURJ'J REPLACE IIL, IMPLICIT TORE î 
GENER II (ITEM, NOW) 
ElŒ 
IF A 1 TREN DO.TC (POINTER I) = TRUE 
END I 1 = CST ; 
GO TO NOT FDLDABLE 
END R V.AR IVAR; 
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NO VARIABLE : BEGIN OOMMENT PI : OP, rPr 1, V.AR rI 177, r PI 2, VAR rI 2] l 
~ - -- - - -
IF CODE. ARG 1. ITEM = 3 TI-IEN BEGIN 
IF CODE. ARG 2. ITEM = 3 IBEN GO TO ALL II 
ELSE GO TO LII VAR I 
END· 
--' 
I1:i' CODE, ARG 2. ITEM = 3 TF~ GO TO R VAR III 
ELSE GO TO ALL VAR I 
ENQ_ NO VARIABLE; , 
ALL II: BEGIN COMMENT PI: OP; PI 1 , PI 2; 
JUMP WIIB RETURN A."l\JALYSIS IIL, IMPLICIT TORE; 
IF C 'r:::IEN BEGIN 
JUMP WITR RETURN 11.NALYSIS IIR, IMPLICIT TORE; 
IF C THEN GO TO FOLDABLE; 
JUJ'-1:i.J WITI{ RETURN REPLACE IL, Il\'IPLICIT TORE; 
GENER II (ITEM, NOW); 
GO 'rO NOr;:' FOLDABLE 
ENil; 
JU:MP WIIB RETURN .li.N1îLYSIS IIR, IMPLICIT TORE; 
IF C THEJ'T BEGIN 
- --
JU:MP WITH RETUR REPLACE IR, IMPLICIT '.:'ORE; 
GENER II (ITEM, NOW); 
END; 
GO TO NOT FDLDABLE 
END ALL II ; 
LII Vlffi I : BEGIN COMMENT PI : OP, PI 1, Vlill [I 2] 
JUMP WITH RETURN AN.li.LYSIS R INDEX, IMPLICIT TORE; 
IF C THEN BEGIN C01'll'1ENT I C = CST; 
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JUMP WITH RETURN .ANALYSIS VAR IR, IMPLICIT TORE; 
IF C TREN BEGIN COMMENT VAR [I 2] = CST ; 
JUMP WITH RETURN ANALYSIS IIL, IlVIPLICIT TORE ; 
IF C THEN BEGIN COHMENT (PI: Pil, VAR [I2] ) = GnT; 
GO TO FOLDABLE 
END· 
_ i 
IF B 3 THEJ'J BEGIN 
JUMP WITH RETURN REPLACE IIR, IHPLICIT TORE; 
GENER II (ITEM, NOW) 
END; 
IF B 1 THEN DO TC (POINTER I) = TRUE; 
GO TO NOT FOLDABLE 
END VAR [I2] = CST; 
JUMP WITH RETUIDT ANALYSIS IIL, IMPLICIT TORE; 
IF B 3 V C THEN BEGIN 
IF B 3 TREN JUN.P WITH RETURN REPLACE IIR, II1PLICIT TORE; 
IF C THEN JUMP WITH RETUIDT REPLACE IL, IJl'I.PLICIT TORE; 
GENER II (ITE:t1, NOW) 
END ; 
IF B 1 THEN DO. TC (POINTER I): = TRUE; 
GO TO HOT FDLDABLE 
END I 2 = CST; 
JUMP WITH RETURN ANALYSIS IIL, Il1PLICIT TORE; 
IF C TREN BEGIN JUMP WITH RETUIDî REPLACE IL, INPLICIT TORE; 
GENER. II 1 ITEM, NOW) 
END; 
GO 'IO NOT FOLDABLE 
END LII VAR I ; 
R VAR III: BEGIN COM.MENT PI: OP, VAR [I 1], PI 2; 
JUMP WITR RETUR."iif ANALYSIS L INDEX, IlvIPLICIT TORE; 
IF C TREN BEGIN COMMENT I 1 = CST 1 
.Tt.J:MP WITR RETURN ANALYSIS VAR IL, IMPLICIT TORE :; 
IF C TREN BEGIN COMMENT ViiB. [I 1] = CST i 
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JU1"IP WITR RETURN ANALYSIS IIR, IMPLICIT TORE; 
IF C TREN BEGIN CŒ11MENT (PI :OP, VAR [I 1],PI 2)=CS'f; 
GO TO FOLDABLE 
END· _,
I F A 3 TREN BEGIN 
Jill"IP WITR RETURN REPLACE IIL, IMPLICIT TORE; 
GENER. II (NOW, ITEM) 
END; 
IF A 1 TREN DO.TC (POINTER I) 
GO TO NOT FOLDABLE 
END V:"1R [I 1] = CST; 
= TRUE; 
JUMP WITR REWRN ANALYSIS IIR, IMPLICIT TORE; 
IF A 3 V C THEN BEGIN 
IF A 3 TREN JUMP WITR RETURN REPLACE IIL, 
- Il1PLICIT TORE; 
IF C THEN JUMP WITR RETURN REPLACE IL, 
IMPLICIT 'IORE; 
GENER II ( ITEM, NOW) 
IF A 1 TREN DO TC (POINTER. I) = TRUE; 
GO 'IO NOT FOLDABLE 
--
END I 1 = CST; 
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JUI1P WITR RETURN ANALYSIS IIR, IMPLICIT '.I'ORE; 
IF C TREN BEGIN JUI1P WITH RETURN REPLACE IB, Il1PLICIT TORE; 
GENER II ( ITEM:, t ·w) 
EN])• 
_ ,
GO TO NOT FOLDABLE 
END R VAR III; 
ALL VAR I : BEGIN COMNENT PI : OP, VAR [I l] , VAR [I 2] ; 
JUMP WITR RETURN ANALYSIS R INDEX, HIPLICIT TORE; 
IF C TREN BEGIN COMMENT I 2 == CST; 
JUMP WITR RETURN ANALYSIS VAR IR, IMPLICIT TORE; 
IF C THEN BEGIN COMMENT VAR [ I 2] == CST; 
JUJIIP WITR RETURN ANALYSIS L INDEX, IMPLICIT TORE; 
IF C TREN BEGIN COMMENT (VAR [I 2] AI 1) == CST; 
JIDllP WITH RETURN ANALYSIS VAR IL, IMPLICIT TORE; 
IF C TREN BEGIN CŒ'IMENT (PI:OP,VAR [I 1] ,VAR [ I 2] ) 
== CST; 
GO TO FOLDABLE 
END; 
IF A 3 V B 3 TREN BEGIN 
IF A 3 TREN JUMP WITH RETURN REPLACE IIL, 
- -- IMPLICIT TORE; 
IF B 3 TREN JUMP WITH RETURN REPLACE IIR; 
IMPLICIT TORE; 
GENER II (ITEM, NOW) 
END; 
IF A 1 TREN DO . TC (POINTER . SUES 1.ITEM): == TRUE; 
IF B 1 TREN DO . TC (POINTER.SUES 2.ITEM): == TRUE; 
GO ID HOT FOLDABLE 
--
END (VAR [I 2] AI 1) == CST; 
IF A 3 THEN BEGIN 
JUNP WITR RETURN REPLACE IIL, INPLICIT TORE; 
GENER II ( ITEM, NOW) 
END; 
IF A 1 TREN DO.TC (POINTER.SUBS l . ITEM): = TRUE; 
GO TO HOT FOLDABLE 
END VAR [I 2j = CST; 
JUMP WITH RETURN .i\.N.11.LYSIS L INDEX, IHPLICIT TORE; 
IF .il 3 V B 3 TREN BEGIN 
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IF _1. 3 THEN JUMP HITR RETUI~1î REPLACE IIL, 
Il1PLICIT TORE; 
IF B 3 TREN JUMP WITR RETUIDT REPL.ACE IIR, 
H1PLICIT TORE; 
GENER II (ITEM, NOW) 
END; 
IF A 1 TREN DO . TC (POINTER . SUBS 1.ITEM): = TRUE; 
IF B 1 TREN DO.TC (POINTER . SUBS 2 . ITEM): = TRUE; 
GO TO NOT FOLD.l\.BLE 
END I 2 = CST ; 
JUMP WITH RETURN ANALYSIS L INDEX, IMPLICIT TORE; 
IF A 3 THEN BEGIN JUMP HITH RETURN REPLACE IIL, IMPLICIT TORE; 
GENER II (ITEM, NOW); 
GO TO NOT FOLDABLE 
END· 
- ' 
IF A 1 THEH DO . TC (POINTER . SUBS 1.I'l'EH): = TRUE; 
GO 'ID N0'11 FOLDABLE 
END ALL VAR I; 
END COMPUTATION; 
ASSIGNATI ONS : BEGIN COI1MENT PI : : =, VAR 1, 1 CST 2, PI 2, VAR 2, V.AR [I 2] ; r ] 
L 
IF CODE .ARG 2 . ITEM = 1 'YtlEN BEGIN 
V 2: = V.AL . TC (POINTER 2); 
DO.TC (POINTER 2): = TRUE; 
GO TO FOLD.l\.BLE ASS 
END 
IF CODE.MG 2.ITEM = 2 THEN BEGIN 
V 2 : = FIND STKVAL (PTSTKVAL, POINTER 2); 
IF V 2 "R" THEN GO TO NOT FOLDABLE ASS 
ELSE GO TO FOLDABLE .l'i.SS 
ElID; 
IF CODE . ARG 2.ITEM = 3 THEN BEGIN 
JUMP WITH RETURN ANALYSIS IIR, IlijpLICIT TORE; 
IF C TREN BEGIN 
JUHP l:!I'i'H RETURN REPLACE IR, HiPLICIT TORE; 
GENER II ( IDEN, NOW) ; 
GO TO FOLDABLE ASS 
END; 
GO TO NOT FOLDAELE ASS 
END; 
JUMP WITR RETURN ANALYSIS R INDEX, IMPLICIT TORE; 
IF C TREN BEGIN COMMENT I 2 = CST; 
IF B 3 TREN BEGIN 
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JUMP UITR RETURN REPLACE IIR, 
IMPLICIT TORE; 
GENER II (ITEM, NOW) 
END; 
IF B 1 TREN DO . TC (POINTER I): = TRUE; 
JUMP WITH RETURN ANALYSIS VAR IR, IMPLICIT TORE; 
IF C TREN BEGIN COMMENT VAR [I 2] = CST, 
GO TO FO LDABLE ASS 
--
END 
END· _ , 
GO TO NOT FOLDABLE ASS 
END ASSIGNATIONS; 
IIIDEXED ASSIGNATIONS : BEGIN COMMENT PI: =, VAR [I 1JJPr 2,CST 2, VAR 2, 
L Vjill_ [I 2] l, 
JUMP WITR REIDRN ANALYSIS L INDEX, IMPLICIT TORE; -
IF C TREN BEGIN COMMENT I 1 = CST; 
IF A 1 TREN BEGIN 
DO.TC (POINTER I): = TRUEï 
GO TO ANAL ARG 2 
EJl.1D; 
IF A 3 TREN JUMP UIT::.. .1-ŒTURN REPLACE IIL, Il1PLICIT TORE; 
Al"\JALARG 2 : BEGIN 
IF CODE.ARG 2.I'I'El'1:=l THEN BEGIN COMMENT CST 2; 
IF A 3 THEN GENER II (ITEM, NOW); 
DO. TC (POINTER 2): = TRUE ; 
GO TO FOLDABLE IASS 
END CST 2 ; 
IF OODE.ARG 2 .ITEM = 2 THEN BEGIN CONMIDTT V 2; 
IF A 3 THEN GENER II (ITEM , I.'lOW); 
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V 2: = FIND STKVAL (PTSTKVAL, POINTER 2) 
IF V 2 = 11R11 TREN GO TO NOT FOLDABLE IASS 
ELSE GO TO FOLDABLE IASS 
END V 2 ; 
IF CODE.ARG 2.ITEM = 3 THEN BEGIN COMMENT PI 2; 
Jm{P WITH RETIJRN ANALYSIS IIR, IMPLICIT 'rORE ; 
IF C TREN BEGIN CCMMENT PI 2 = CST; 
JUMP WITR RETURN REPLACE IR, 
IMPLICIT TORE; 
GENER II (ITEM, NOW); 
GO TO FOLDABLE IASS 
END PI 2 = CST; 
IF A 3 TREH GENER II (ITH1, NOW); 
GO 1D NOT FOLDABLE IASS 
--
END PI 2; 
JUHP WITR RETURN AN.l\LYSIS R INDEiC, 
IJ'.'iPLI CIT TORE; 
IF C THEN BEGIN COMMENT (I 2 = CST)A(Il=CST); 
IF B 1 THEN BffiIN 
DO . TC(POINTER I): = TRUE; 
GO TO ANAL VAR I 2 
END 
IF B 3 THEN .-;uMP WITR RETURN REPLACE IIR, 
TiiPLICIT TORE; 
ANAL VAR I 2: IF A 3 V B 3 THEU GENER II (ITJ!M, NOW); 
JU:Ml' WITH RETURN ANALYSIS VAR R, U1PLICIT TORE; 
I F C TREN GO TO FOLDABLE IASS 
ELSE GO TO NOT FOLDABLE IASS 
END (I 2 = CST) 1\ (I 1 = CST); 
IF A 3 THEN GENER II (ITEM, NOW); 
GO TO NOT FOLDJŒLE IASS 
K"'D I 1 = CST; 
JUMP WITR RETURN 11.N.1\LYSIS R INDEX, Il1PLI CIT TORE ; 
IF C TREN BEGIN COHMENT ( I 2 = CST) /\ (I 1 t CST); 
IF B 1 THEN BEGIN 
DO . TC (roINTER I): = TRUE; 
GO TO NOT FOLDABLE IASS 
END; 
IF B 3 TREN BEGIN 
JUMP WITR RETURN REPIJtCE IIR, IMPLICIT TORE; 
GENER II (I'l'EM, now) 
END 
END (I 2 = csT: /\ (I 1 f CST); 
C,O TO NOT FOLDABLE IASS 
END I NDFJCED ASSIGNATIONS; 
CONSTANT II: BEGIN COMMENT PI: 50, CST 1, 00; 
BIT . TSQ. (NOW): = FALSE; 
GO TO NEXT ITEM 
ENil CONSTANT II; 
APPS J?.EGIN COHHENT PI: APS, PS . [ CS T 2, V.,:iR 2, PI 2, V.L\R [I 2] l 
IF CODE • .fu1lG 2 • ITEM = 1 TREN BEG I N 
V 2 : = VAL.TC (POINTER 2); 
GO TO FOLDABLE APS 
E~1); 
IF CODE.ARG 2.ITEM = 2 TREN BEGIN 
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V 2 : = FIND STKVAL (PTSTKVAL, POINTER 2); 
IF V 2 = "R" THEN GO TO NOT FOLDABLE 
ELSE GO TO FOLDABLE APS 
Elm · _,
IF CODE.ARG 2 . ITEM = 3 THEN BEGIN 
Jm1P WITR RETURH .AfJALYSIS IIR, IMPLICIT TORE; 
IF C TJ:IEt:r GO TO FOLDABLE APS 
- ----
ELSE GO TO NOT FOLDABLE 
END; 
JUMP WITR RETURN ANALYSIS R INDEX, IMPLICIT TORE; 
IF C TREN BEGIN 
- --
JUMP WI':.1:1 RETUR-: ANALYSIS VAR IR, IMPLI" IT TORE; 
IF C TREN GO 'l'O FOLDABLE .ADS; 
IF B 1 TREN DO.TC (POINTER I): TRUE ; 
IF B 3 TREN BEGIN 
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JUMP WITR RETURN REPLACE IIR, IMPLICIT TORE; 
GENER II ( ITEM, NOW) 
END 
END · _ , 
GO 'ID NOT FDLDABLE 
END APPS; 
AP BEGIN CO.MMENT Cette partie sera traitée en détail dans le texte écrit, 
END AP· 
- ' 
où l ' on envisagera ce qu'il est nécessaire de faire sui-
vant que l'on optimise un programme ALGOL, FORTRAN ou 
PL/1. La séquence AP ne sera pas programmée dans notre 
langage ALGOL-JONQUILLE-74; 
FOLDA131.E: BEGIN COMMENT FOLDING COMPUTATIONS; 
V: = C.ALCULATE (OP, V 1, V 2); 
BIT.TSQ (NOW): = FALS-:; 
JU:MP WITR RETURN MODIFY STKIVAL, H1PLICIT TORE; 
GO TO NEXT ITEM ; 
END FOLDABLE; 
NOT FOLDABLE : BEGIN COMMENT (OP, ARG 1, ARG 2) f CST; 
JUMP WITR RETURN SUPRESS TKIVAL, IMPLICIT TORE; 
GO TO NEXT ITEM 
END NOT FOLDA:BLE; 
MODIFY STKIV AL : BEGIN COMMENT THIS SEQUENCE MODIFIES THE VALUE OF .ilN EXIS-
TING ENTRY IN STKIVAL OR ADDS A NE.·-1 ENTRY TO STKIVAL; 
POINTER 3: = FIND PTSTKIVAL (PTSTKIVAL, IDEN); 
IF POINTER 3 = 0 TREN BEGIN 
IDEN STKIVJ\.L (PTSTKIVJ\.L): = IDEN; 
POINTER 3: = PTSTKIVAL, 
PTSTKIVJ\.L: = PTSTKIVJ\.L + 1 
E1ID; 
VAL.STKIVAL (POINTER 3): = V; 
JUMP BACK TORE; 
END MODIFY STKIVAL; 
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SUPRESS STKIVAL : BEGIN COMMENT THIS SEQUENCE WILL DELETE .Af'J EXISTING ENTRY 
IN S'rKIVAL; 
POINTER 3: = FTh'TI PTSTKIVAL (PTSTKIVAL, IDEN); 
IF PO INTER 3 = 0 TREN JU1'1P BACK TORE; 
POINTER Il : = PTSTKIVAL - l; 
PTSTKIVAL: = POINTER 3; 
LO IF PTSTKIV.1\.1 = POINTER.Il TREN JUMP BACK TORE; 
STKIVJ\.L (PTSTKIVJ\.L): = STKIVAL (PTSTKIVAL + 1); 
PTSTKIVAL: = PTSTKIVAL + l; 
GO TOLO; 
END SUPRESS STKIVAL; 
FOLDABLE ASS : BEGIN COMMENT PI: : =, V.IŒ.., CST; 
JUMP WITII RETURN MODIFI STKVAL, IMPLICIT TORE; 
GO TO NEXT ITEM 
El.'TD FOLDABLE ASS; 
NOT FOLDABLE ASS: BEGTN COHMENT 
JUMP WITH RETURN SUPRESS STKVAL, IMPLICIT TORE; 
GO TO NEXT ITEM 
END NOT FOLDABLE ASS; 
MODIFY STKV AL BEGIN COMMENT TIUS SEQ.UENCE IS SI1".IILAR TO THE SEQ.UENCE 
MODIJ.t"'Y S TIGV AL; 
PO INTER 3 : = FIND PTS TI(V AL ( PTS TKV AL, PO INTER 1 ) ; 
IF POINTER 3 = 0 THEN BEGIN 
IDEJ.IT STKVAL (P'I'STKVAL): = POINTER l; 
POINTER : : = P'I'STKVAL; 
PTSTKVAL: = PTSTKVAL + 1 
END; 
VAL.STKVAL (POINTER 3): = V; 
JUMP EA CK TORE i 
END MODIFY STKVAL; 
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SUPRESS STKVAL: BEGIN COMMENT THIS SEQUENCE IS SIMILAR TO SUPRESS STKIVAL; 
PO INTER 3 : = FilID P'I'S TKV AL ( PTS TKV AL, PO IN r:':-.:R 1) ; 
IF POINTER 3 = 0 THEN JU11P BACK TORE; 
POINTER I 1: = PTSTKVAL - 1; 
PTSTKVAL: = POINTER 3; 
LO : IF PTSTKVAL = POINTER.Il THEN JUMP BACK TORE; 
STKVAL (PTSTKVAL): = STKVAL (PTS'rKVAL + 1); 
PTSTKVAL: = P'I'STKVAL + l; 
GO TO LO 
END SUPRESS STKVAL; 
FOLDABLE IASS: BEGIN 
JUJ'1P WITH RETITRN MODIFY STKVA1, IMPLICIT TORE; 
Gu TO NEXT ITEM 
END; 
NOT FDLDABLE IASS : BEGIN 
JUMP WITH RETURN SUPRESS STKIVAL, IMPLICIT TORE; 
GO TO NEXT ITEM 
I10DIFY STKIVVAL BEGIN COMME!NT NODIFY STKIVVAL IS SIMIL./ill TO l"lODIFY STKIVAL 
AND STKVAL; 
POINTER I 2: = PTSTKIVVAL ; 
PTSTKIVVAL: = 1 i 
LO IF IDEN .STKIVVAL (PTSTKIVVAL) = POINTER 1 TREN BEGIN 
IF SUBS. STKIWAL (PTSTKIVVAL) = VI 1 TREN BEGIN 
VAL .STKIVVAL (PTSTKIVVAL): = V 2; 
PTSTKIVVAL: = POINTER I 2; JUMP BACK TORE 
PTS TKIVV AL: = PTS TKIVV AL + 1 ; 
END 
END· _,
IF PTSTKIWAL = POINTER I 2 TREN BEGIN 
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IDEN .STKIVVAL (PTSTKIVVAL): = POINTER l; 
SUBS . STKIVVAL (PTSTKIWAL): = VI 1; 
VAL .STKIVVAL (PTSTKIVVAL): = V 2; 
PTSTKIWAL: = PTSTKIVVAL + l; 
JUHP BACK TORE 
END; 
GO 'IO LO 
END MODIFY STKIVVAL; 
SUPRESS STKIVVAL : BEGIN COMMEl.l:T THIS SEQUENCE IS DIFFERENT FROM THE OTHER 
SUPPRESS SEQ.UENCES; 
POINTER I 2: = PTSTKIVVAL; C: = FALSE; 
PTSTKIVITAL: = 1; 
L 1: IF IDEN .STKIVVAL (PTSTKIVVAL) = POINTER 1 TREN BEGIN 
IDEN.STKIVVAL (PTSTKIVVAL):= OO;C:= CV TRUE 
END 
PTSTKIVVAL: = P'J:,7ZIVVAL + l; 
IF PTSTKIVVAL = POINTER I 2 TREN GO TO COMPACT 
ELSE GO TO L l; 
COMPACT: IF ,- C TREN JUMP BACK TORE; 
PTSTKIVVAL: = 1; 
L 2 : IF IDE:N. STKIVV AL . ( PTSTKIW AL) / 00 TREN BEG I N 
P'r8TKIVVAL: = PTSTKIVV AL + 1; 
GOTOL2 
BEGIN REFERENCE POINTER 4 FOR STKIVVAL ; 
POI:NTER 4: = PTSTKIWAL; 
L 3: PTSTKIVV AL: = PTSTKIV \1 + 1; 
IF PTSTKIVVAL = POINTER I 2 TREN BEGIN 
Pl'STKIVVAL: = POINTER 4; 
JUMP BACK TORE 
END; 
IF IDEN • S TKIVV AL ( Pl'S TKIVV AL) = 00 TREN GO ID L 3 ; 
STKIVVAL (POINTER 4): = STKIVVAL (PTSTKIVVAL); 
POINTER 4: = POINTER 4 + l; 
GOIDL3 
END SUPPRESS STKIVVAL; 
:F'OLD.~. "3LE APS : BEGIN 
V~= EXECUTE STANDARD (POINTER 1, V 2); 
BIT.TSQ. (NOW): = FALSE; 
JlJJvlJ? WITH RETURN MODIFY STKIVAL, H-1PLIGIT TORE; 
GO TO NEXT I ffl1 
Elill FOLDADLE APS; 
ANALYSIS L INDE,'{ : BEGIN COMMENT ANALYSE DE I 1 DANS VAR [I 1] 
PCINTER I 1: = POINTER SU 3 l.ITEM; 
A 1: = A 2: = A 3: = FALSE; 
IF CODE SUBS l . ITEM = 1 THEN BEGIN C: = TRUE; 
Al: = TRUE; 
END· _,
VI .l~ = VAL.TC (POINTER I); 
JUMP BACK IDRE 
IF CODE SUES l.ITEJvl = 2 TREN BEGIN 
-----
VI 1: = FIND STKVAL (PTSTKVAL, POINTER I 1); 
IF VI 1 = "R" TREN BEGIN C: = FALSE; 




ELSE BEGIN C: = TRUE; 
A2: = TRUE; 
; -rMP BACK TORE 
END 
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VI 1: =IFOP.TI (POINTER I 1) = 50 THEN VAL.TC (POINTER .ARG l.TI(POINTER I 1) 
ELSE FIND STKIVAL (PTSTKIVAL, POINTER I 1); 
IF VI 1 "R" THEN BEGIN C: = FALSE; 
JUivIP BACK TORE 
END 
ELSE BEGIN C: = TRUE ; A 3: = TRUE; 
JUMP BACK TORE 
EJ:-.TD 
END ANALYSIS L INDEX ; 
AN.ALYSIS R INDEX : BEGIN COMMENT .AN.ALYSE DE I 2 DANS VAR [I 2] 
B 1: = B 2: = B 3: = FALSE; 
POINTER I 2: = POINTER .SUBS 2.ITEM; 
IF CODE .SUBS 2 .ITEM = 1 THEN BEGIN C: = TRUE; B 1: = TRUE; 
VI 2: = VAL TC (POINTER I) , JUMP BACK TORE 
fil.l"1); 
IF CODE.SUBS 2.ITEM = 2 TREN BEGIN 
V I 2: = FIND STKVAL (PTSTKVAL, PODTTER I 2) 
IF VI 2 "R" THEN BEGIN C: = FALSE; 
JUjvIP BACK TORE 
END 
ELSE BEGIN C: = B 2: = TRUE; 




VI 2: =IFOP.TI (POINTER I 2) = 50 THEN VAL.TC(POINTER.li.RG l.TI(POINTER I2)) 
ELSE FIND STKIVAL (PTSTKIVAL,POINTER I2); 
IF V I 2 "R" THEN BEGIN C: FALSE; JUMP BACK TORE END 
ELSE BEGIN C: = B 3: = 'l'RUE; JUNP BACK '110RE ~ 
ErID ANALYSIS R INDEX; 
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ANALYSIS IIR: BEGIN COMMENT ANALYSE D'UNE II SITUEE A DROITE; 
V 2: = IF OP.II(POINTER 2)= 50 THEN VAL .TC (POINTER..ARG 1.II(POINTER 2)) 
ELSE FIND STKIVAL( PTSTKIVAL,POINTER 2); 
IF V 2 "R" TREN C: = FALSE 
ELSE C: = TRUE; 
JUMP BACK TORE 
END ANALYSIS IIR; 
ANALYSIS IIL: BEGIN COMMENT ANALYSE D'UNE II SITUEE A GAUCHE; 
V 1: = IF OP.TI(POINTER 1)= 50 THEN VAL.TC(POINTER.ARG 1.II(POINTER 1)) 
ELSE FIND STKIVAL(PTSTKIVAL,POINTER 1) 
IF V 1 = "R" TREN C: = FALSE 
--
ELSE C: = TRUE; 
JUMP BACK TORE 
END ANAL YSIS IIL; 
ANALYSIS VAR IB: BEGIN 
V 2: = FIND STKIVVAL (PTSTICIVVAL, POINTER 2, VI 2); 
IF V 2 = "R" TH.EN C: = FALSE 
- --
ELSE C: = TRUE; 
JUMP BACK TORE 
END ANALYSIS VAR IB; 
ANALYSIS VAR IL: BEGIN 
V 1: = FIND STKIVVAL (PTSTKIVVAL, POINTER 1, VI 1); 
IF V 1 = "R11 TREN C: = FALSE 
ELSE C: = TRUE; 
JUMPBACK TORE 
END ANALYSIS VAR IL; 
REPLACE IIL: BEGIN COMMENT REPLACING OF PI 1 IN VAR [PI 1] ; 
IF OP.TI(POINTER 1) = 50 THEN POINTER 3: = POINTER.ARG l . TI(POINTER Il) 
ELSE BEGIN 
FIND TC (VI 1, LOC, POINTER 3); 
IF 7 LOC TREN BEGIN 
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ATRIBUT: = "I"; 
GENER CST (VI 1, ATRIBUT, POINTER 3) 
END 
END; 
DO . TC (POINTER 3): = TRUE ; CODE . SUBS l.ITEM: = l; 
POINTER.SlJBS l.ITEM: = POINTER 3; 
JUMP BACK TORE 
ENTI REPLACE IIL; 
REPLACE IIR : BEGIN COMMENT REPLACING OF PI2 IN Vi\R [PI2] ; 
IF OP . TI (POINTERI2) = 60 TREN POINTER 3:= POINTER.MG 1.TI(POINTERI2) 
ELSE BEGIN 
- - ---
FIND TC(VI2, LOC, POINTER 3); 
IF ï LOC TREN BEGIN 
- -- - -
ATRIBUT: = "I" 
GENER CST (VI2,ATRIBUT,POINTER 3) 
END 
END ELSE ; 
DO . TC (POINTER 3): = TRUE; 
CODE.SUBS 2 . ITEM: = l; 
POINTER.SUES 2.ITEM: = POINTER 3; 
JUMP BACK TORE 
END REPLACE IIR; 
REPLACE IR : BEGIN COMMENT REPL/1.CING OF PI2 BY A CONST,\NT; 
IF OP.TI (POINTER 2) = 50 THEN POINTER 3: = POINTER.MG l.TI(POINTER 2) 
ELSE BEGIN 
FIND TC (V2, LOC, WINTER 3); 
IF LOC THEN BEGIN 
DO . TC (POINTER 3): = TRUE ; 
CODE.ARG 2 . ITEM: = l; 
!\.TRIBUT: = FIND !\.TRIBUT (OP); 




POINTER .AIW 2 . ITEM: = POINTER 3; 
JUMP BJ\.CK 'IDRE 
END REPLACE IR ; 
REPLACE IL: BEGIN COJ'illfENT REPLACING 0]' PI 1 BY A CONSTANT; 
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IF OP . TI (POINTER 1) = 50 THEN POINTER 3: = POINTER .ARG 1. TI(POINTER 1) 
ELSE BEGIN; 
FIND TC(V 1, LOC, POINTER 3); 
IF LOC THEN BEGIN 
.Li.TRIBUT: = FIND ATRIBUT (OP); 
GENER CST (V2, ATRIBUT , POINTER 3) 
END 
END· 
- - ' 
DO . TC (POINTER 3): = TRUE; 
CODE.1ffi.G l.ITEM: = l; 
POINTER . ARG 1.IT:EI1: POINTER 3; 
JUMP :BACK TORE 
END REPLACE IL; 
REIDRN BEGIN COMMENT . Nous supposons ici nous situer dans le cadre d'un compi-
lateur optimiseur pour ID , .Langage source du type FORTRAN 
ou ALGOL (sauf que dès lors nous n'admettrions pas des 
procédures ayant parmi leurs paramètres des procédures, 
des étiquettes ou des 11 switchs 11 • Le pourquoi de ceci 
sera exp liqué dans le texte, chapitre I~. Dès lors, la 
seule opération intermédiaire pouvant terminer un seg-
ment d'instructions est un branchement. 
Rappel du format général d'un brahcement qui a pour 
opérande une valeur 
PI: OP; .1\RG 1, POINTER 'ID TDS. 
Nous détaillerons dans le texte ce que l ' on pourrait 
envisager comme traitement plus raffiné pour ce genre 
d'opération intermédiaire; 
IF CODE.MG 1.ITEM = 3 THEN BEGIN 
.JUMP WITH RETURN ANALYSIS IIL, IMPLICIT TORE; 
IF C THEN BEGIN 
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.JUMP WITH RETURN REPLJ\..CE IL, IMPLICIT TOR"8; 
GEIIJ:ER II ( ITEM, NO.-! - 1); 
GO TO RETOUR 
END; 
GO TO RETOUR 
END; 
IF CODE • .ARG l~ITEM = 4 THEN BEGIN 
JUMP WITH RETURN ANALYSIS L INDEX, IMPLICIT TORE; 
IF A 1 THEN DO. TC (POINTER Il): = TRUE; 
IF .A 3 THEN BEGIN 
JUMP WITH RETURN REPLACE IIL, IMPLICIT TORE; 
GENER II ( ITEM, NOW - 1) 
GO TO RETOUR 
END; 
END END FOLD; 




2. 2. Suppression d ' instructions r edondantes 
DRns cè pa:ragraphe , nous étudierons la suppression d ' ins t ructions re-
dondantes dans un segment d ' instxuctions . 
Nous donnerons une défini tian générale de la notion d I instructions re-
dondantes et nous mettrons en évidence la difficulté de ~an application dans 
sa généralité. Nous montrerons à cette occasion que l'application,dans sa géné-
ralité , de la suppression d ' instructions redondantes peut conduire à un pro-
gramme moins performant . 
Nous donnerons ensuite un algorithme réalisant l'élimination d 1 inst:ruc-
tions redondantes à l ' intérieur d 'un segment d'instructions . Nous c r itiquerons 
également la nécessité de la suppression d ' instructions redondantes. 
Les r,,,férences de base sont l ' ouvrage de Gries ,lGRIES 7Y, l I article 
d 1A1len ,LALLEN 6<j/ et aussi l'ouvrage de Cocke ,LëocKE 7cj/ mais dans une moin-
dre mesure . 
2 . 2 .1. Définition de la notion d ' instructions redondantes 
Av&nt de définir la notion d ' instruction redondante, nous introduirons 
la notion d ' identité formelle entre deux instructions intermédiaires . 
Défini tian D1 
Deux instructions intermédiaires I 1 et I 2 s eront dites formellement 
identiques si elles ont même opérateur et mêmes opérandes . 
Exemple (1) APS; sin; 3 . 14159265 et APS; sin; 3 . 14159265 
(2) ~ ; A; B et~; A; B 
Définition D2 
Une instruction intermédiaire I est dite "redondante" si et seulement si 
l" il existe une suite J = (I1, • . • , In) d'instructions formellement 
identiques à I. 
2° Quel que soit un chemin allant de l ' entrée du prog:i~amme ver I, il 
existe , sur ce chemin, une instruction I.~ :f telle que, sur le reste 
J. 
du chemin allant de I. à I, on 
J. 
la valeur d ' un opérande de I. 
ne trouve pas d'instruction modifiant 
Exemple 












Si nous supJJosons qu'il n'y a pas d'instructions modifiant les valeurs de A 
et de B sur les chemins (3, 5, 6) et (4, 6), l'ins truction I est redondante 
en vertu de la définition D2. 
2.2.2 . D3. Définition de l a notion "Elimination d 1 in..s tructions redonda.ntes" ____________ (suppressionJ _____________ _ 
k . "Suppression d'instruc-:~ions redondantes" est l e processus P4 qui 
supprime du prograrQ~e en forme intermédiaire l es instructions satisfaisant à 
l a définition D2 et qui remplace toute référence à une :i.ns t ruct:i. on redondante 
par une référence à l'instruction fo rmellement identique non redondante la 
plus pr oche de l ' instruction redondante r éf érencée . 
2.2.3. Critique Œes définitions D2 et D3 
-------------------------- ----- -
De l a définition D2 nous pouv-ons déduire 1 1 algorithme suivant qui dé-
cide si une instruction I est l'edondante ou non. 
Soit l 1instruction I se t rouvant dans un segment S . 
(0) Détenniner si I est précédée , dans l e segment S, par des instruc-
tions modifiant l a valeur d'un opérand~ de I . 
Exemple 
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si oui alors terminer l'algorithlne avec la réponse "I n ' est 
pas redondante " . 
sinon poui"'1m. vre en ( 1) 
(1) Trouver l ' ensembl e 1L = { u1, u2, ..• , u 11 } des chemins distincts 
qui vont de l ' entrée du programme (S
0
) vers le segment S, chaque 
chemin u . étant tel qu ' il ne présente pas d.e sous- séquences (de 
l 
soQ.rnets) adjacentes identiques . Par cette dernière restriction, 
nous voulons éviter que des chemins qui traversent des boucles 
énumèrent plusieurs fois les segments qui constituent le tout ou 
partie de l a toucle. Sans cette restriction, la liste U peut très 
bien itre non finie. 
1) Les chemins ui = l so, sl, s2, s6, s7' s} et uj = t so, s l , s2 , s6 , 
s 7, s 6 , s7, S} seront considérés comme étant identiques. 
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Pour ce graphe , l a liste 'U, est la suivante 
l (s
0
,s1 ,s3's)~ (s0 ,s1 ,s2 ,s3's), (s0 ,s1 ,s2 ,s6,s7's), (s 0 ,s1 ,s2,s6,s4,s7,s), 
(J
0
,s1 ,s2 ,s6,s4,s7,s6,s7,s), (s 0 ,s1 ,s2 ,s6,s7,s6,s4,s7,s )} 
Tout autre chemin peut être réduit à l ' une de ses formes par suppression des 
sous-s équences adjacentes identiques. 
(2) 
(3) 
i:= l ; 
+ Prendre en considération le chemin u . 
l 
de la liste 1L ; 
+ Déterminer s 'il existe sur ce chemin u. une instruction I. for-
l l 
mellement identique à I; 
+ Si non Alors terminer l ' al gorithme avec la réponse "I n'est 
:pas redondante·" 
Sinon Début l; 
- Déterminer s ' il n ' existe pas sur u. une autre instructi on I. 
l l 
formellement identique à I et telle que la longu.eur*du "sous-
chemi n" de u . qui sépare I. de I soit minimale. l . l 
Soit I. donc l'instruction formellement identique à I et 
l . 
l 
sui1poson s que I. E S. 
l J 
- Déterminer si, daP$ les instructions 
1 ~ j ~ m 
ES~ qui suivent l ' ins-J -
truction I., il existe une ou 
l 
plusieurs instructions modifiant 
l a valeur d 1 tm opérande de I. 
Si oui Alors ë.erminer l'algorithme avec la réponse "I n'est 
pas redondante" 
Sinon Début 2 ; 
- Déterminer s ' il exi ste sur le chemin { S~ 1 ,s~ 2 , ... ,Si} , J+ J+ m 
une ou plusieurs instructions modifiant la valeur d ' un opé-
rande de I ; 
Si oui Alors terminer l'algorithme avec l a réponse "I n ' est 
pas redondante " 
Sinon Début 3; 
i:= i+l; 
:te Longueur d ' un chemin est le nombre d ' arcs qui composen t le chemin . 
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Si la liste U est épuisée 
Alors termine r l'algorithme avec la r éponse 
"I est redondante" 




Cet algorithme est la traduction textuelle de la définition D2. 
Nous remarquons qu 'il n'est pas raisonnable d'envisager une application de 
cet algorithme pour l es raisons suivantes. 
1 ° Il est néces saire d ' énumérer tous les chemins dont parle l a défini-
tion, ce qui est rel a tivement long . 
2° La détermination de l ' instruction formellement identi~ue à l ' instruc-
tion I demande que l ' on examine un nombre de segments qui peut être très élevé . 
3° La même remarque que 2° est valable lorsque l'on veut déterminer m.un 
opér ande de I a été modifié. 
Nous conclurons en disant que l ' application t extuell e de la définition 
D2 ee-.t à éviter . 
18, deuxième condition de la définition D2 est sans doute trop forte. 
En effet, d ans 1 1 ensemble 'U, des chemins allant de S vers S, certains chemins 
0 
ne sont que des chemins apparents en ce sens qu'ils ne seront peut-être jamais 
p::i.rcouruê' lors des exploitations du programme . Ainsi cer J~aines ins tri1ctions 
seront di-tes redondantes par l ' application de la dé:finj_tion D2, alors que 
dynruniquement elles ne le sont pas. Mais la condition doit être imposée car , 
a priori, nous ne pouvons pas connaître statiquement le ou les chemins qui 
seront ~arcourus lors de l ' exploitation du progra:.l!Ile , Pour le problème que 
nous venons d ' évoquer, il existe peut- être des solutions "har dware "(matérielles). 
Le processus P4 tel qu ' il est défini en 2 .2. 2 . pourrait s ' énoncer de la 
façon suivante. Si le progTamme auquel on l'applique est constitué de l ' en-
semble 3 = (, S 
O
, s1 , ..• , Sn } de segments : 
Faire E.xamin~r l e se@nent S. , déterminer les instructions redondantes 
l 
dans ce segment, supprimer ces instructions et remplacer l es référ ences à ces 
ins -tn1ctions por les références adéquates . 
Jusqu'à ce que la liste 8 soit épuisée . 
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Il est possible, par l'application de la division d ' un graphe en ni-
veaux étendus d ' ordonner l a liste de telle sorte que l ' on minimise le temps 
pris par le processus P4 • 
Le processus P
4 
ainsi défini souffre des mêmes défauts que l ' al gorith-
me précédent puisqu I il fait appel à celui- ci. Jfous signalons qu I il existe des 
algorithmes généraux permettant de déterminer si une instruction est redon-
dante ou pas, mais ils sont essentiellement théoriques fcocKE 7r;jj. 
2.2 .4. Restriction_des_définitions_D2 ,_D3 
Nous restreignons ici notre champ d ' investigations aux segments d ' ins-
tructions, nous définirons un pr ocessus P4 res treint . 
Définition D 1 2 
Une instruction intermédiaire I appartenant à un segment S est redon-
dante 
si et seulement si 
1° Il existe dans S une instruction J précédant I et formellement identique 
à I. 
2° Entre l'occurrence de Jet l ' occurrence de I dans S, il n ' existe pas 
d ' instructions r:1odi fiant la valeur des opérandes de I. 
Définition D 1 3 
Le processus P4 (ou P4 restreint) 11 Suppression d'instructions redon-
dantes restreint aux segments d'instructions 11 est le processus qui sup::_:irime 
dans un segment d ' instructions les instructions satisfaisant à la définiti on 
D1 2 et qui remplace toute référence à l ' instruction Ide la définition D 1 2 
par une référence à l ' instruction J. 
Exemples 
s 
cx 1 (3E; b~ c) 
a: 2(+, a: l; d) 
a: 3(:=; d; <½) 
ex /*; b; c) 
a 5(+; cx 4; d) 
a:6( := ; a, 0: 5) 
a/~, b; c) 
a: 8(+; cx7; d) 
0: 9(: =~ C; 0: 8) 
Soit 
begin 
le segment d'instructions S, 
d := b ~ c + d; a:= b * c + d; c := b ~ c + d 
o;l (~; b; C) 
cx2 ( + 'l a 1 ; d) 
o: 3(:=; d; a: 2) 
·a/+; cx1 ; d) 
cx5 ( : = ; a; o; 4) 
0:6 ( : = Ï C Ï (X 4) 
~'. en forme intermédiaire (a) (b) 
end 
II- 59 
Dans l 'exemple ci-dessus, les instructions cx4(a) et cx 7(a) sont redon-
dantes et ont été éliminées dans (b); de plus , toute référence à ces instruc-
tions a ,;té rempb.cée par une ré.f'-§rence à 1 1 instruction c,;
1 
(a). 
Bien qu ' elle soit fonnellement identique à l'instruction a:.z (a), l'instruction 
a5(a) n'est pas redondante car a3(a) modifie la valeur de d . Cependant cx8 (a) 
est redondante avec a5(a). 
Nous avons choisi des triples indirects comme forme intermédiairn 1 ce 
qui implique que les instructions formellement identiques ont clé jà été détec-
tées et que, de plus, le remplacement d'une référence à une instruction redon-
dante ne doit plus être fait . 
Le segment S se représente sous forme de triples indirects de la façon sui-
vante 
TSQ, TSQ T I 
<,_ 0: 1 cxl (31:; b' 
' 
c) 
(X2 a 2 a 2(+; a l; n) 
(X3 a 3 a 3(:=; d ; a:2) 
cx l a 2 0:4 (:=; a; a: ,.,) 
L 
Q'.2 0: 4 a ( ·-· r::: . ,) C; Cl 2 ) 




S non optimisé 
Cette remarque nous conduira à la définition du processus P11 4 qui est 
l'équivalent du processus P 14 pour des triples indirects . 
2 .2. 5. Défini tian_ D11 3 
Le processus P114 est le processus qui supprime , dans un segment d 'ins-
tructions, les instructions satisfaisant à la dffini+,ion D12 • 
Si grâ,ce aux triples indirects, les instructions formellement identi-
ques sont déjà déterminées, il nous reste un point crucial: vérifier la 2ème 
condition de la définition D1 2• Pour ce faire, nous étudierons dans le para-
graphe suivant l a dépendance entre les items de données utilisés ou définis 
dans un segment d ' instructions. 
La fonction de remplacement d ' une référence à une inst:!'.'llction redondante par 
une référence à l'instruction qui a provoqué l a redondance n 'est plus néces-
saire . Ceci est dÜ à l a structure de la forme intermédiaire. 




L'ordre dans lequel se pr:5s entent les instructions intermédiaires dans 
un seg;nent d 'instructions est imposJ par l'ordre dans lequel le programmeur 
a écrit les instructions sources . Cet orore source est es sentiellement liné-
ai:r.e mais n' es t en réalité qu ' un ordre fi ctiî. Bien souvent , deux instruc-
tions consécutives dans un programme peuvent ~tre permutées sans que l' on 
n 'affec te le r ésulta t du programme . 
Exemple a:= b + c· 
' 
z:= e + f· 
' 
est équivalent à la séquence z:= e + f· ? 
a·-. b + c; par contre la séquence a:= b + c; z:= a :f c · 
' 
n'est pas 
équivalente à z:= a~ c; a:= b + c . 
D'une façon générale , nous pouvons énoncer 1 ' asserti on suivante . 
Un programme P peut être considéré comme é tant une suite d ' instruc-
. . . ' I n (n <oo ) . 
Si I. et I. 1 sont deux instructions telles qu ' après leur exécution, 
- J J+ 
les instructi ons suivantes qui seront exécutées sont respectivement I. 1 ,I. 2 • J+ J+ 
Alors Le programme P ' = r1 , I 2, • .• , I . l' I., I. 2 , •.. , I ( ) J+ J J+ n 
est équivalent ~ au programme P 
si et seulement si 
1 • I. ne modifie l a valeur d'aucun opérande de I. 1 J ~ 
2° I. 1 ne modifie la valeur d ' aucun opérande de I .• J+ J 
Cette assertion , que nous ne justiefierons pas, nous montre que l 'or-
dre dans lequel l e programmeur écrit ses instructions n'es t pas toujours un 
ordre qui r épond n des crit ères i mpératifs . 
L'as sertion montre qu'il existe un autre ordre qui, lui, doit être res-
pecté s i l'on désire conserver le caractère d ' équivalence . Ce.t ordr e est ce-
l ui qui nous a permis d'affirmer que la séquence a : = b + c; z := a :E c; n ' était 
pas équivalente à la séquencez:= a* c; a:= b + c . 
Comme le montre l ' assertion, cet ordre dépend de la relation entre les 
i tems de données qui sont manipulés par les instructions du programme . 
(~) Equivale:i.t si5·nifie que P e t P 1 dél:,i:v ,.•ent les mêmes résultats pour les 
mêmes conditions initia.les et pour les mêmes données fournies aux deux 
programmes . 
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Généralement, on représente cet ordre par un arbre de dépendance 
(Dependency tree) dans lequel un sommet représente le résultat d'une opéra-
tion (opération intermédiaire) e t chaque arc entrant (Input lirùc) un opérande 
pour l'opérRtion. Des sommets n'ayant pas d ' arcs entrants sont des références 
à des items de données (fetches of operands) . 
Exemples a:= b; 
a : = 
a:= a~ b + c ~ d 
a:= 
a : = a :'l' b a b b C d 
a:= a ~ b + c ~ d 
Exemple uour des variables indicées 
array a [1:25 ; 1:25] , b (1:25; 1:25] , c [1 :25, 1:25] 
i:= i + 3; j:= j + i 9 a [i, j ] := b [i,jJ + c [ i,jJ 
i 3 j 
. . . 
-~✓--- / 
i:-1------/----------------------- i -------------------------- i \"f ------------------j-/----------- -----------/ / 
(adressf (a [i,j])) (adres¾e (~,jJ)) (a.dresse \c [i,j])) 
vâ'.t-----~+ /-vâi 
* a[i ,jJ:= 
Î 
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Il est à remarquer que, pour des tableaux, la référence à un de ces 
él~ents dépend d 1un calcul d'adresse dépendant des opér ations qui ont été 
effectuées sur l os indices .• 
LI ar bre de dépendance n 1 est pas un a r bre au sens de l a théorie des 
graphes . Il est un graphe non nécessairement simplement connexe mais dont 
l es composantes simpl ement connexes sont des arbres . Une dP-noraine.tion plus 
correcte pour l'arbre de dépendance ser ait forê t de dépendance. Les cosposan-
tes simplement connexes de l a fo rê t de dépendance étant des graphes sans cir-
cuit, nous pouvons les décomposer en niveaux de telle façon que le niveau 
zéro soit at t ribué aux sommets n'ayant pas d ' arcs entr ants. 
Exemple (1) begin x:= (b :il: c) +(a * b); y:= x +( a =i: b), z:= c + f end 
Numéro de niveau 4 b c a b a b c f 0---------.-----.-----.-----.-----.-----.-----.-----.-----
\ ~/ ~/ ~/ ~✓/ 
1---~--------~-----·------:JÉ-----------x ----------+--------
! ~/ ;1· . 1 2---~--------------+--------------- ----- ----z:- --------
: J 
3---7------------x:- ----------- --------------------------




(2) begin a rray a [1:25 ; 1:25] 
i:= i + lï j:= j + l; a [ i, jJ := b x c, ---
end 
Numéro de niveau i 1 j 3 b c Ü------.-----.----~•-----0-----.-----0-------
~ / "-» / '\i ~/ 1---------+-----------+--------·---l:. -----·----
. t . l 
2-------i: - -------- J:- ---------- ----------~ / _ 
3---------adresse (a Li,j])------- -- - -------
~ 4---------------------------- a [i,jJ :- ----
Remarque: Si nous avions la séquence 
begin x:= (b ~ c) +(a~ b); 
y:=x +(a:t:b ); 
z.: = e + f; 
x:= 4 end au lieu de la séquence (1), 
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1 1 opération x: = 4 devrait se voir attribuer un rnlillfro de ni veau égal à 4 au 
moins car elle ne pourrait être exécutée ~vant que l ' on ait exécuté et em-
ployé le résulta t de l ' assignation x:= (b ~ c) +(a~ b). (en pointillé sur 
la figure (a)) . 
Si nous faisons un parallèle avec les segments d 'instructions , nous 
pouvons tir8r les conclusions suivantes 
1° Une instruction intermédi aire n ' aura jamais un numéro de niveau 
égal à zéro. Il n ' y a que les références à des opérandes (items de données) 
qui peuvent posséder un numéro de niveau égal à zéro. 
2° La première instruction d'un segment d 'instructions aura toujours 
un numéro de niveau égal à 1, car cette instruction ne dépend des résultats 
d ' aucune autre instruction la précédant dans le segment d'instructions. 
3° Une instruction intermédiaire qui référencie une autre instruction 
intermédiaire qui la précède dans le segment d ' instructions aura tm numéro 
de niveau au moins égal à 2 . 
C'est l a technique des nu.méros de niveau que nous appliquerons pour 
déterminer si la condition 2 de la définition D1 2 est vérifiée ou non. 
2. 2 . 7. Procédure attribuant des numéros de niveau aux 
instructions_d'un_segment_d'instructions _____ _ 
Cette procédure utilise une zone de TSQ., à savoir DEP-V-HOS, qui contien-
dra le numéro de niveau de l'instruction intermédiaire. 
La procédure dispose aussi de deux t ables : 
1° S1'KLEVEL1\TUM dont une entrée a le format suivant 
iden 
iden levelnumdef levelnumuse 
1 
contient l'identifica teur intennédiaire d ' une variable simple 




contient le numéro de niveau de la dernière instruction 
intermédiaire qui a modifié la valeur de la quanti t:é . 
( dE::fini ton) 
contient le numéro de niveau le plus élevé parmi les 
numéros de niveau des opérations intermédiaires qui ont 
référencé la quantité . (use) 
2° STKLEVELNUM II dont une entrée a le format suivant 
id.en levelnum 
iden contient l'identificateur d'une instruction intermédiaire qui 
peut ~tre référencée par une autre instruction intermédiaire . 
levelnum: contient le numéro de niveau de l'instruction intermédi a i re . 
Nous ne discuterons pas de 1 1 organisation de ces tables mais il est 
clair qu ' elle doit permettre une mise à jour et une consultation rapi des. 
No1lS penserions par exemple à une organisation "random" . 
Nous pouvons très bien nous passer de la table STKLEVELNUM II car 
dans TSQ, le niveau d ' une instruction intermédiaire est repris . Cepende.nt, 
il nous semble moins efficace d ' utiliser TSQ que de consulter STKLEVELNUM I I , 
de plus cela nous compliquerait la t~che. 
Nous pourrions ajouter une zone à chaque entrée dans TI en mettant 
dans ce';te zone le numéro de ni ' -eau actuel de l ' instruc cion intermédiaire , 
mais attention, TI ne contient q_u ' un seul exemplaire de l'instructi on. 
Propriété - Levelnumdef contiendra toujours le numéro de niveau maximum par-
mi les numéros de niveau des instructions qui ont modifié la quantité. 
Nous ne démontrerons pas cette propriété ici, mais nous la prendrons 
comme critère pour la réalisation Je notre procédure . Le lecteur poul.'ra 
f acilement la déduire de la définition de levelnurr..def que nous avons donnée 
et de la structure d 'un segment d ' instructions. 
(1) 
(2) 
2 . 2. 7 . 1 . Déternina tion des numéros de ni veau 
du résultat du calcul d ' un OQérande 
Sei t .ARG un opérande d 'une instruction intermédiaire I. 
Nous noterons n(ARG) le numéro de niveau de l'opérande . 
Si ARG est une constante Alors n(ARG) égale O; 
-
Si ARG est 
-
une variable simple Alors 
Si .ARG figure dans STKLEVELNUM Alors 
-
n(ARG) levelnumdef .STKLEVELNUM 
Sinon 
n(ARG) = 0 
(3) Si .ARG est lme référen ce à une instruction intermédiaire 
Alors n(ARG) = levelnum de STKLEVELNUM II 
(4) Si 
-
ARG est une variable indicée TAB ÏSUBS7 
- ..J 
Alors n(.ARG) = max (n(TAB), n(SUBS)) 
II-65 
Pour trouver n(TAB), on procède conme si TAB était une variable simple. 
Pour trouver n(SUBS), on procède comme si SUBS était un opérande QUel-
conQue. 
2 . 2. 7.2 . Détermination des numéros de niveau 
d ' une instruction intermédiaire I 
------------------
Notation n(I) dénote le numéro de niveau d ' une instruction intermé-
diaire I. 
(1) Si I est une instruction du type "Computation" 
= 
Alors n(I) = 1 + max (n(ARG 1), n(ARG 2)) 
découle directement de l'arbre de dépendance . 
(2) Si I est une instruction du ty}le "Assignation" 
-
Alors n(I) = 1 + max (levelnumdef (ARG 1), levelnumuse (ARG 1), 
n(ARG 2)). 
En efiet, le numéro de niveau d 'une assignation doit être supérieur 
au numéro de niveau de toute instruction précédente modifiant la valeur 
de ARG 1 et aussi supérieur au numéro de niveau de toute ins truction 
précédente Qui référencia ARG 1. De plus, n(I) ne peut être inférieur 
ou égal à n(.ARG 2). (RemarQue du paragraphe 2.2 .6) 
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(3) Si I est une instruction du type "Indexed Assignation" 
Alors. n(I) = 1 + max (levelnumde.f (TAB 1), J.evelrnunuse (TAB 1) 
n (3UBS 1), n(ARG 2)._) 
En effet, la modification d"un élément d'un tableau ne peut être effec-
tuée avant une utilisation de la valeur d'un élément du t~bleau dans une 
instruction qui précède I ou avant une instruction q_ui modifie la valeur 
d ' un élément du tableau . De plus, il est naturel q_ue n(I) dépende de 
n(SUBS 1) et de n(ARG 2 ) . Voir l'arbre de dépendance . 
(4) Si I est une instruction du type "APS" (appel de procédure standard ) 
Alors n(I) = 1 + n-ARG 2 
Nous supposons que l'appel de procédure standard (sin, cos, •.. ) ne 
modifie pas la valeur de l'argument de la procédure standard. 
(5) Si I est une instruction du type "AP" (appel de procédure) 
.Alors _FDRTRAN IV 
n(I):= 1 + max \1evelnumdeÏ (paramètre 1), levelnumuse (paramè-
tre 1 ), •. . , levelnumdef (paramètre n), 
levelnumuse (paramètre n), 
levelnumdef (opérande global 1), 
levelnumuse (opérande global 1), 
1 evel~1umdef ( opér ande global ::i), 
levelnumuse (opérande global m) y 
Algol 60 
n(I):= un numéro de niveau supérieur à tous les numéros de niveau 
actuellement employés . 
Nous pourrions développer ici la même analyse que pour la propagation 
de constantes, cependant nous ne nous en tiendrons q_u ' à des conclusions. 
Pour rappel, nous signalons q_ue nous avons supposé q_ue seules des variables 
simples, temporaires ou indicées, de même q_ue des tableaux pouvaient figurer 
dans la liste des paramètres actuels d 'une procédur8. 
a ) FORTRAN IV 
Nous considérons q_ue toute variable simple ou indicée, tout tableau 
figurant dans la liste des paramètres actuels, de même q_ue ceux qui figurent 
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dans la liste d'un ortlre COMMON sont mod ifiés par l ' exécution de l'appel de 
procédure. 
P,•.r conséquent , l'appel de procédure peut se trai ·~e-r de l a même façon 
qu'une assignation multipl e au point de vue de l 'attribution d 'un numéro de 
niveau. 
S ' il nous était possible de répondre à la question 3 dans l e paragra-
phe 2.1 . 7 . 7., l ' appel de procédure se comporterait au point de vue de l' a.t-
tribution d 'un numéro de niveau pour certains paramètres ou opé r andes glo-
baux, cormne une assignati on et pour d'autres, comme une ins truction du type 
"computati on". 
b) Algol 60 
Nous avons dit qu ' un appel de procédure Algol 60 termine un segment 
d ' instruction. Comme un appel de procédure se comporte génér alement de l a 
même façon qu ' une assignation multiple, il faut s ' arranger pour que le nu-
néro de niveau soit supérieur au numéro de niveau de toute autre instruct ion 
du segment d I instructions . 
(6) Si I est une i nstructi on du type "Branchement" 
-
Alors n(I) = un numéro de niveau supérieur à tous l es numéros de ni-
veau actuels . 
En effet, une instruction de branche:nent doit rester l a dernièr e ins-
trur:: tion à exécuter d' un se ,:rnent. 
Nous connaissons maintenant l es règles pour déterminer les numéro s de 
niveau d 'une instruction intermédiaire et d'un opérande d 'une instruction. 
2.2.7.3. Procédure d ' attribution des numéros de 
niveau aux instructions d 'un segment S_ 
Un segment d'instructions S peut être considéré comme une suite I 1 , 
I ? , I d 'ins t ructi ons i ntermédiaires . 
- ••• ' n 
D'après les conclusions du paragraphe 2 .2. 6, I 1 a touj ours un numér o de ni-
veau égal a 1 ~ "Trouver n(I.)' 1 lui attribuera ce numéro de niveau. 
J.. 
(1) i:= l; 
(2) Prendre I. dans la liste S ; 
l 
(3) Si I. est une instruction du type "ASSIGN..llTION" 
- J.. 
Alors D.ébut 
Trouver n(I.)i J ep-V-Mos (I.): 
J.. l 
Levelnumdef (ARG 1):= n(I.); 
l 
Si ARG 2 est une variable simple 
Alors Début Si Levelnumuse (ARG 2) < n(Ii) 
Alors Levelnumuse (ARG 2) := n(I.) 
. . l. 
Fir1; 
Si ARG 2 est une variable indicée (TAB 2 [SUES 2]) 
Alors Début 
Si Levelnumuse (TAB 2) < n(I.) 
- l 
Alors Levelnumuse (TAB 2):= n(I.); 
l 
Si SUES 2 est une variable simple 
Alors Début 
Si Levelnumuse (SUBS 2) < _n(Ii) 





i:= i + l; 
Si l a. lis te S est épuisée Alors terminer 1 1 algorithme 
-
Sinon continuer en (2) 
Fin· _ ,
(4) Si I. est une instruction du type "Computation" 
= l 
(OP; ARG l; .1\RG 2) 
Alors Début 
Trouver n(I.); Dep-V-Mos (r.):= n(I.); 
l l l 
Levelnum (I.):= (I.); 
l l 
Si ARG 1 est une variable simple 
Alors Début 
Si Levelnumuse (ARG 1) < n(I.) 
- l 






Si MG 1 est une variable indicée (TAB 1 [SUBS 1]) 
Alors Début 
Si Levelnumuse (TJ __ · 1) < n(Ii) 
Alors Levelnumuse (TAB 1):= n(I.); 
l 
Si SUES 1 est une variable simple 
Alors Début 
Si Levelnum ( SUES 1) <- n ( I _) 
- l 
Alors Levelnum (SUES 1):= n(I.) 
l 
Fin; 
Si .ARG 2 est une variable simple 
Alors idem que pour ARG 1 variable simple; 
Si ARG 2 est une variable indicée 
Alors idem que pour ARG 1 est une variable indicée; 
i:= i + l; 
Si la liste S est épuisée Alors terminer l'algorithme 
-
Sinon continuer en (2) 
Fin (4); 
I. est une instruction du type "INTIEXED ASSIGNATION" 
l 
(:=; TAB 1 [ SUES 1]); ARG 2) 
Alors: Début 
Trouver n(I.); Dep-V- Mos (I.) := n(L); 
l l l 
Levelnumdeî (TAB 1):= 1 ~ri) 
Si SUES 1 est une variable simple 
-
Alors Début 
Si Levelnumuse (SUES 1) ( n(I.) 
l 
Alors Levelnumuse (SUES 1):= n(I . ) 
l 
Fin 
Si ARG 2 est une variable simple 
Alors Début 
Si Levelnumuse (ARG 2) ( n(I.) 
- l 
Alors Levelnumuse (ARG 2):= n(I.) 
l 
Fin· __ , 
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Si ARG 2 est une variable indicée 
Alors Début 
Si Levelnumuse (TAB 2) <. ri(Ii). 
Alors Levelnumuse , .riili 2):== n(I.); 
l 
Si SUBS 2 est une variable simple 
Alors Début 




i:= i + l; 




Si la liste S est épuisée AJ. ors terminer l ' algorithme 
Sinon continuer en (2) 
Fin (5); 
(6) Si I. est une instruction du type "APS" (APS; P.S; ARG 2) 
l 
Alors Début 
Trouver n(I . ); Dep- V- Mos (I.):= n( I. ) 
l l l 
Levelnum (I.):= n(I . ) 
l l 
Si P.RG 2 est une variable simple 
Alors Début 
Si Levelnu.Inuse (ARG 2) < n(I . ) 
l 




Si ARG 2 es t une variable indicée 
Alors Début 
Si Levelnumuse (TA13 2) < n(I.) 
l 
Alors Levelnumuse (TATI 2):= n(I . ) 
l 
Si ~-UBS 2 est une variable s imple 
Alors Début 
Si Levelnumù.se (SUBS 2) < n(I.) 
- l 
Alors Levelnumuse ( SUES 2): = n( I. ) 
l 
Fin 
Fin· __ , 
i:= i + l; 
Si la liste S est épuisée Alors terminer l'algorithme 
- Sinon poursuivre en (2) 
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~ Nous avons i upl icitement supposé qu 'un APS ne modifie pas l a valeur de ARG2. 
(7) Si I. est une instruc t ion de branchement 
- l 
Alors Début Trouver n(I.); l . 
Dep- V- nos (I.):= D(I.); 
l l 
Terminer l ' algorithme 
Fin (7); 
--
(8) Si I. est une instruction du type "AP" 
- l 
Alors Début 
(a) Fortran IV 
Trouver n(I.); Dep- V- nos (I.):= n(I.); 
l l l 
Si la procédure est une procédure fonction 
Alors Levelnum (I.):= n(I.); 
l l 
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Comment Une procédure se comporte également comme une utilisation 
de résultats ant8rieurement obtenus du point de vue de la 
modification des numéros de niveau d ' utilisation 11 Level 
numuse". Dès lors il faut modifier les zones Levelnumuse 
de tous les paramètres actuels et tous les opérandes glo-
baux . 
i:= i + l; 
Si la liste S est épuisée Alors terminer l ' algorithme 
-
Sinon poursuivre en (2); 
(b) Algol 60 
r_,.'rou·•ier n(I.); Dep--V- nos (I.) := n(I.)~ 
l l l 
Terminer l ' algorithme; 
Fi n (8 ); 
2.2 . 7 . 4 . Cr iti ~e de l'al~orithme 
1) Nous aurions très bien pu nous passer de la zone levelnumuse dans 
STKLEVELNUM. En effet , la règle de recherche du numéro de niveau d ' une ins-
truction modifiant la valeur d'un opérande impose que ce numéro de niveau 
soit supér ieur aux numéros de niveau de toutes les instructions précédentes 
qui ont modifié la valeur de cet opérande et aussi supérieur au:x: numéros de 
niveau de toutes les instructions précédentes qui ont référencé l ' opérande . 
Si nous prenons la règle suivante: le numéro de niveau d 'une variable 
A ou d ' 1m tableau 11..' devient égal au numéro de séquence dans le segment d ' ins-
tructions, du triple indirect modifiant la valeur de 1 1 opéranà.e A ou T, nous 
arrivons à des r ésultats sembl ables. 
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C'est la règle utilisée par David GRIES dans son ouvrage "Compiler 
Construction for digital Computers". Il faut pourtant remarquer qu'avec cette 
règle, ne .s ne reproduisons pas € actement la structure d ·arbre de dépendance. 
Cette règle facilite certainement 1 1 implémentation mais nous avons choisi 
l'autre pour des motifs de lisibilité et de compréhension. 
2) Pour l ' attribution des numéros de niveau à des variables indicées, 
nous aurions pu être plus raffinés. En effet, dans notre système, une fois 
qu'une instruction modifie la valeur d'un élément d'un tableau, nous supposons 
que tous les éléments du tableau ont été modifiés. Nous pourrions tester si 
l'élément modifié est un élément exactement localisable, c'est-à-dire si les 
indices de l'élément ont une valeur actuellement connue. Ceci compliquerait 
fortement l'algorithme et sans doute pour n'améliorer que très peu le program-
me. 
2.2.8. Algorithme_de 11 suppression_des_instructions_redondantes 11 
Les numéros de niveau seront utilisés de la façon suivante . 
Si dans un segment d ' instructions S li! I 1 , I 2 , ..• , I., ••• , I., •• • , I, l'ins-
- l J n 
truction I. est formellement identique à I. et que n(I.) = n(I.), alors I. est 
l J l J = J 
redondante-. 
Nous démontrerons l' assertion pour un type d'instructions. La démons-
tration est analogue pour l es autres types d'instructions. 
Démons tra tians 
(1) - Soit I. = I. = (OP; .ARG l; ARG 2) où OP est quelconque et ARG 1 
l. J 
et ARG 2 sont deux variables simples. 
(2) - Par définition de n(I); I étant une instruction, 
n(I.) = n(I.) > n(ARG 2) = 1 °ou 
nous avons 
(3) 
J 1 l levelnumdef (ARG 2) 
n(I.) = n(I.) > n(ARG 1) J l = l 





levelnumdef (ARG 1) 
redondante. 
~- Il existe au moins une instruction Ik si tuée entre I. 
l 
Ik = ( : = ; ARG 1 ; ARGK) • 
modifi~ un des opérandes de I. ou de I . • Soit ARG 1 est opérande l J 




1 + max (levelnumdeî (ARG 1), levelnumuse (ARG 1), 
n(ARGK)) ) levelnumdef (ARG 1) 
(ancienne valeur) 
En attribuant ce numéro de niveau à Ik, la procédure modifie également 
levelnumdef de ARG 1 et le rend égal à n(Ik) > (levelnumdef (ARG 1) ancie-n) . 
(5) n(I.) = 1 + max (levelnumdef (ARG 1); 
J 
levelnumdef (ARG 2) ou zéro ) 
' 1 + max ( 1 evelnumdef (ARG 1) ou zéro; / 
(ancien ) 
l evelnumdef (ARG 2) ou zéro) 
> n(I.) 
J.. 
ce qui est contraire aux hypothèses. 
Il est à remarquer que nous avons ainsi jeté les bases de la d émonstra-
tion de la condition suffisante pour qu'une ins truction I soit redondante . 
Il est également possible de démontrer la condition nécessaire qui, de notre 
point de vue•, offre moins d'intérêt. 
Pour limiter le temps pris pour chercher des instructions I qui sont 
formellement identiques et qui ont même numéro de niveau, 1 ' algori tbme de 
suppression des instructi ons redondantes· trie le segment S sur des numéros de 
niveau croissant . Après cela , il élimine toutes les instructions I qui sont 
redondantes; pour ce faire, il analyse un groupe d ' instructions ayant même 
numéro de niveau et y supprime t c_,._tes celles qui sont for:-1ellement i dentiques 
sauf une. 
2 . 2 . 9. Di scussion_sur_"la_suppression_d ' instructions_redondantes" 
2.2.9.1. Nous n ' avons envisagé ici que la suppression d 'instruc-
tions rAdondantes dans un segment d ' instructions . Remarquons qu ' il n'est pas 
nécessaire que 2 instructions I. et I. se trouvent initialement d~ns un même 
l J 
segment d 'instructions pour que l'une soit dite "redondante" . Mais par suite 
de déplacement d'instructions, les instructions I. et I. peuvent finir par se 
l J 
trouver dans le même segment. 
Toutefois, nous n 'affirmerons pas non plus que la combinaison de la 
technique de déplacement d'instructions avec P4 peut donnée le processus P4. 
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2 . 2.9 . 2 . De toute façon, il faut tenir compte dans une élimination 
globale d'instructions redondantes, des contraintes matérielles . En effet, 
l' éliminat ion de sous- expressions communes (instructions ~ eàondantes) d ' une 
façon globale nécessite presque toujours. l'introduction de zones temporai res 
et donc l'introduction dans le code objet d'instructions de chargement et de 
déchargement, ce qui risque de rendre le code généré bien plus mauvais . 
Cette remarque (2) n ' est valable que pour des machines qui ne disposent pas 
d'un nombre suffisant de registres généraux et flottants, capél,bles de mémori-
ser un résultat intermédiaire pendant une période de temps suffisamment longue . 
(Exemple IBN 360, SIEMENS 4004) , 
Le compilateur FORTRAN 4 sur IBM 360/os réalise une élimination d'instructions 
redondantes globalement mais néanmoins très localement car le compilateur dis -
pose d ' un nombre trop faible de registres . Une analyse machine dépendante se-
rait bienvenue pour résoudre des problèmes de ce type. 
2 . 2.9 . 3 . La suppression d'instructions redondantes serait plus 
efficace si nous étions à même d ' utiliser la propriété de commutativi t é de 
certains opérateurs, à savoir+ et~ -
Exemple: A~ Best équivalent à B ~ A, ou A + B + C es t équi valent à 
C + B + A. 
Nous pouvons reprendre ici une proposition de David GRIES. Il s ' agit 
d ' or:lonner les opérandes dans un certain ordre . Soit une expression qui ne 
comporte lJOUr opérateur que "+" , 1 .. ous plaçons en tête de l I expression tous les 
termes qui ne sont pas des constantes ou des variables, puis toutes les varia-
bles indicées en ordre lexical, puis toutes les variables simples en ordre 
lexical, ensuite toutes les constantes . 
Exemple 
A:= B + 1 + C + 2; B:= 6 + B + C devient A:= B + C + 1 + 2; B:= B + C + 6 
ce qui nous permettra de ne calculer qu ' une seule fois B +Cet de transformer 
1 + 2 en 3. 
La même règle d ' ordonnancement des opérandes est valable pour 1 1·opéra-
teur 11:1: 11 • Lorsque des expressions combinent à la fois+ et*, le problème se 
complique mais nous proposerions la solution suivante . 
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( 1) Isoler toutes 1 es séquences (Termes) comprises entre deux "+'' 
Exemple 
(2) Ordonner les séquences qui ne comportent que des "l:" comme opéra-
teurs, suivant l'ordre proposé par Gries . 
(3) Ordonner lexicalement l'ensemble des termes de l'expression. 
x : = b l: a+ c % 2 l: dl: 3; (a) 
y:= al: b + c * d *el: f + d ~ c ~ 2 * 3 (b) 
devient si (3) donne l'ordre suivant des termes de (a) 
b.a < cd23 et des termes de (b) ab < cd23 < cdef 
x:= a~ b + c *dl: 2 ~ 3; 
y:= a% b + c % d * 2 ~ 3 + c ~dl: e * f 
ce qui est é~uivalent à la séquence optimisée suivante 
T = c * d; x:= a~ b + T :1: 6; y:= x + T ~ e * f 
La règle que nous proposons n'est pas valable si l'expression comporte 
des parenthèses. Pour ces cas, il vaut mieux parfois enlever les parenthèses 
et appliquer ensuite la règle, parfois il vaut mieux garder les parenthèses. 
A* (E + F) l: B A * E :1: B + A l: F * B 
= A :1< B :i: E + A * B l: F 
Malgré tout, ceci ne nous pennet pas de résoudre le problème suivant~. 
Soit l'expression A:= B + C + C + B. En adoptant la règle de GRI:ES, 
on obtiendrait A:= B + B + C + C, alors que B + C ne devrait être calculé 
qu'une senle fois. 
Pour certaines machines, Cet B étant des entiers, 2 * (B + C) serait 
une forme optimale car on pourrait utiliser un shift à gauche. Pour d'autres 
machines, ce ne serait pas le cas . 
Le problème soulevé ici est un problème qui n'a pas reçu actuellement , 
semble- t - il , de solution satisfaisante malgré l'abondante littérature traitant 
ce sujet. Nom; signalons ici à titre documentaire les articles de 
- Knuth, D.E., "Runcible - algebraic translation on a limited compu-
ter", CACM 2 ( janvier 1959) (18-21). 
- Huskey, H.D ., "Compiling techniques· for algebraic expressions" , 
Computer .Journal 4 (61) (10-19). 
- Hopgood, F .R.A., "Compiling Techniques", American Elsevier, New 
York, 1969. 
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- Floyd I s , "An algori thm for coding effi ci en t ari thmeti c opera tians ", 
CACM 4 (janvier :i..961)(42- 51). 
- Brueuer , "Generation of optimal code for expressions via factoriza-
tion", CACM 12 (juin 1969)(333-340). 
- Fateman, "Optimal code for serial and parallel computation", CACM 
12 ( décembre 1969) ( 694- 695). 
2 . 2.9 ,4. Dans l'algorithme que nous avons présenté, certaines 
opérations intermédiaires figurant dans un segment d ' instructions seront di-
t es uon redondantes alors qu 1 elles le sont effectivement . 
Exemple 
(1) (:=; A; B) 
(2) (:= ~ C; B) 
J 
(i) (:iê; A; D) 
( j + 1 ) (:1: ; C ; D) 
(j+2) (:1:; B; D) 
pas de modifications de A, Bou C. 
Les triples j+l, j+2 sont redondants vu que A= B = C. Notre algorithme ne 
nous permet cependant pas de l es détecter . Pour résoudre ce problème, COCKE 
J . et SCHWARTZ, J . T. ont proposé un algorithme se basant sur la notion de 
"value number". Il serait trop lonp; d ' exposer ici la démarche de cet algo-
rithme qui est d 'une conception fortement différente de la nôtre et surtout 
beaucoup plus sophistiqué . ffiOCIŒ 79] 
Par contre , nous pensons que le problème est résoluble au niveau des 
routines sémantiques du compilateur qui produi sent le code intermédiaire. 
Nous donnerons ici quelques idées de base d ' un algorithme possible . Nous 
nous aiderons d ' un exemple. 
Soit la séquence A:= B; F:= B; D:= E; C:= E. 
Vu que l'assignation implique l 'égalité, c'est-à-dire que A:= B implique 
que A et B deviennent égaux, nous pouvom représenter cette séquence de la 
manière suivante , au moyen d 'un graphe dans lequel un arc symbolise la rela-






Les arcs (P_,F), (F,A), (D,E) e t (E,D) sont r a joutés au graphe grâce à 
la propriété de transitivité de la r el a ti on d'égalité . 
Ou, sous forme matricielle 
A B C D E I F 1 
A 1 1 0 0 0 1 1 
-
B 1 1 0 0 0 1 
C 0 0 1 1 1 0 
-
D 0 0 1 1 1 0 
E 0 0 1 1 1 0 
---- - -
F 1 1 0 0 0 1 
1 1 
Pour chaque composante fortement connexe de ce graphe (la propriété de 
forte connexité découle des propriétés de l 1égalit8), nous pr enons un sommet 
type re~résentant la composante fortement connexe (graphe réduit). Chaque ré-
férence à une variable appartenant à une même composante fortement connexe 
que le sommet type, nous la remplaçons par une référence au sommet type. 
Exemple A:= B; F:= B; D:= E; C:= E; 
z:= A+ D; y:= z * F + z * C; 
devient 
~:= B; F:= B; D:= E; C: = E 
z:= B + E; y:= z ~ B + z ~ B; 
Nous arrêterons ici nos considérations en signalant que plusieurs pro-
blèmes de cet ordre restent à r ésoudre . Toutefois, l 'j_ntérêt de ces problème 
n'est pas mineur car nous voyons que quatre variables A, F, D, C peuvent peut-
être disparaître du progrrunme . 
2.2 . 9 .5. La suppression des instructions redondantes est-elle né-
cessaire? Et ne vaudrait-il pas mieux former les progranmeurs? 
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Nous appuierons notre discussion sur deux exemples, l'un extrait de 
Allen et l 'autre de Schwartz et Cocke . 
On peut élire que 10.s instruction.., redondantes apparaissent dans des langages 
évolués pour deux raisons : 
1) Garantir une plus grande lisibilité des programmes. Par exemple, il 
est plus naturel d ' écrire le programme qui cherche les racines d ' une équation 
du second degré de la façon suivante : 
X: = ( - b + sqrt 





2 - 4.~ a :i: c))/(2 . :l: a); 
2 - 4-~ a~ c))/(2 . ~ a); 
que de la façon suivante 
d:= 2 . :i: a 7 
f:= sqrt (b H 2 - 4•* a~ c); 
x:= (- b + f)/d; 
y/= (- b - f)/d; 
2) Même si le programmeur a été très attentif pour éviter d'écrire· 
des instructions redondantes, il en existe qu ' il ne peut pas éviter . 
Exemple 
begin real array a [ 1:25; 1:25] , b[ l:25, 1:25] 
integer i, j; 
l 
:= b [i , j] 
end 
sera traduit par un compilateur non optimisant: 
T 1 := i :1: 25, 
T 2 .- T 1 + j ; 
T 3 .- adresse (b) + T 2 ; 
Charger à partir de l'adresse (T 3) 
T 4 .- i :ll' 25; 
T 5 .- T 4 + j; 
T 6 ·- adresse (a) + T 5; 
·-
Décharger dans l ' adresse (T 6) 
Il est évident que les quantités T 1 et T 4 ont même valeur, de même que T 2 
...... 
et T 5 . Par conséquent , par la. suppression d ' instructions redondantes , nous 
arriverions à la séquence suivante 
T 1 := i :t: 25; 
T 2 :=Tl+ j; 
T 3 := adresse (b) + T 2; 
Charger à partir de J'adresse (T 3); 
T 4 := adresse (a)+ T 2; 
Décharger dans l ' adresse (T 6); 
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Pour répondre à la question "Ne vaudrait-il pas mieux former les pro-
grammeurs?" , JIT01;.s dirions que l es points 2.2.9 . 3, 2.2 . 9 .4 et bien d'autres 
encore pourra ient être enseigné s aux programmeurs, mais qu'un programmeur 
trop raffiné écTit des prograr:un es à peu près illisibles. 
:Nous pouvons citer comme exemple les programmes écrits par H. Rutishauser 
dans son owrrage "Description of Algol 60": ils sont sans doute fort opti-
maux mais très peu lisibles. 
Chapitre III 
TOPOLOGI E DES PROGRAMMES 
ET DEPENDAl~CE DES ITEMS DE DOfil.'EES 
DANS L'ENSEMBLE D' UN PROGRAMME 
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Dans ce chapitre, nous envisageons les concepts nécessaires à une op-
timisation globale . Ces concepts sont ceux de la théorie des graphes , adaptés 
au.~ besoins de la cause . 
3.1 . Décompositi on d' un Graphe en Régions. 
3,2. Q.uelques concepts supplémentaires . 
3.3. Dépendance des items de données dans l ' ensemble d ' un programme . 
La plupart des ldées de ce chapitre sont extraites de l'ouvrage de 
David Gries ffiRIES Tij, également de l'article de F . E. Allen .[ALLEN 6rj}. 
D' autres idées sont ori ginales ou extraites d ' articles dont les références 
sont données au moment adéquat . 
Pour des informations complémentaires sur la théorie des graphes, nous r en-
voyons le lecteur au cours de "Théorie des graphes " de Monsieur Fichefet 
.{FICHEFET 7f}. 
3. 1. Décomposition d 'un graphe en régions 
Différents concepts de la théorie des graphes sont intéressants pour 
l ' optimisation que nous envisageons dans les chapitres suivant~ . Il arrive 
cependant souvent qu 'ils soient trop faibles ou trop forts que pour permettre 
une optimisation sophistiquée qui rendrait un programme écrit en langage évo-
lué aussi efficient que cc même programme écrit en langage de base par un 
prograrlffieur idéal. De ce fait, les chercheurs sont souvent amenés à l es adap-
ter ou à en introduire de nouveaux . Nous nous aiderons ùans ce paragraphe 
des concepts cl assiques et de cer ' ains concepts que nous avons adaptés aux 
besoins de la cause. 
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3.1.1. Rappels 
3.1.2 . Régions et liste de régions R. 
3. ,_ . 3. Utilisation de la " '.ste R par l' optimiseur , 
3.1.4. Cri tiques de la décomposition d ' un prog.rarrnne en régions . 
3.1.5 . Procédure de décomposition d ' un pr ogramme en régions. 
3.1. 5.1. Construction de la liste P. 
3.1.5.2. Constructi on de la liste R. 
La plupart des idées de ce paragra~he sont extraites de l ' ouvrage de 
David Gries ffiRIES TY, également de l 1article de F.E. Al len _LÎLLEN 6cj/. 
D' autres idées sont originales · ou extraites d ' articles dont les références 
seront données au moment adéquat . 
Nous rappellrons i ci les définitions de certains concepts que nous uti-
liser ons dans la suite de ce travail . 
Successeur 
Un sommet x. d 'un graphe G est un 11 successeur11 d ' un sommet x . s 'il 
l J 
existe clans G un chemin allant de x. à x . . x. est un successeur immédiat de J l l 
x. si le chemin est de longueur 1 (1 arc) . 
J 
Prédécesseur 
U: sommet x. est un "préd r'r::esseur" d 'un sommet x . s 'il exis te dans 
l J 
un chemin allant de x. b. x . • 
l J 
x. est un prédécesseur immédi at de x . si le chemin est de longueur 1 (1 arc) . 
l J 
Région fortement connexe d'un graphe 
Une régi on fortement connexe d 'un graphe G est un sous- g,Taphe SG de G 
tel que~ quels que soient 
dans SG al lant de x . vers 
l 
deux sommets x. et x . de SG , il exi ste un chemin 
l J 
x . et un chemin allant de x. vers x . . 
J J l 
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Les régions fortement connexes de ce graphe sont : 
l s} , i 4,5 J, { 2, 3, 6, 1 f , 12, 3, 4, 5, 6, 1 J , { 2, 3, 4, 5, 1 J . 
Dorénavar~ , nous dirons Région pr ·r région fortement conr~xe . 
Il faut noter que la notion de région fortement connexe n ' est pas iden-
tique à, l a notion de composante fortement connexe d ' un graphe . 
Une composante fortement connexe d 'un graphe est une région fortement connexe 
telle qu ' il n ' existe aucune autre région fortement connexe la contenant stric-
tement . Il en résulte que les composantes fortement connexes d ' un graphe for-
ment une parti tian de ce graphe alors que les régions fortement connexes cons-
tituent un recouvrement de ce graphe . 
On donnera plus loin un algorithme permettant de décomposer un gra-;_)he en ré-
gions fortement connexes. 
On comprendra a i sément par la suite les raisons qui nous ont po1:I:Ssé à 
u-tili::ier des régions fortement connexes plutôt q_ue des composantes fortement 
connexes du gTaphe du programme . 
Sommet d'entrée d ' une r égion 
Un sommet d ' entrée d ' une région Rest un sommet xi de R tel qu ' il exis -
te un sommet xj n ' appartenant pas à R d'un arc allant de xj vers x .• 
l 
Exemple : Pour ln région { 8 ) , 8 est un sommet d 'entrée de même que 4 pour 
{ 4, 5 } 1 7 et 2 pour [ 2 , 3, 6 , 7 } et 2 pour { 2 , 3, 4, 5 , 6 , 7 J . 
DorénaYant, nous parlerons d ' entrée d ' une région ou encore de point d ' entrée 
d'une région . 
Sommet de sorti e d ' une région 
Un sommet de sortie d'une région R est un sommet x. de R tel qu ' il l 
existe un sommet S . n ' appartenant pas à R et un arc allant de X. vers x .• 
J l J 
Exemple : Pour la région { 8 } , 8 est un sommet de sortie, de même que 5 pour 
{ 4, 5 } , 6 et 7 pour { 2 , 3 ~ 4, 5 , 6 , 7 f , 6 , 7 et 3 pour t 2 , 3 , 7 , 6 _r . 
DorénaYant, nous dirons sortie d ' une région . 
Sommet prédécesseur d ' une région 
Un sommet x. est un prédécesseur d'une r égion R s ' il est un prédéces-
i 
seur d ' un sommet d ' entrée de R. Il est un prédécesseur immédiat s'il est un 
prédécesseur immédiat d ' une entrée de R. 
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Sommet successerrr d ' une région 
Un son1JTiet x . est un successeur d ' une région R s ' il est un successeur 
J 
d' une sortie de R. Il est un successeur immédiat s ' il est un successeur immé-
diat d 'une sortie de R. 
3 .1.2. Régions __ et_ liste_ de_ regions 
Avant l' optir:'.isation, l e programme divisé en segments d ' instructi ons 
et mis sous forme de graphe est analysé en vue de construire une l i ste R de 
régions R1 , R2, • 0 • j R n telle que ; 
1) !/ i,j E. { 1' ... ' n ~ R. IR . I l J 
2) V i ,j E.. î 1 , •. . ' nl e t i < j ) 
(R. n R. = ~) ou (R.ÎI R. R. ) 
l J l J l 
(ou exclusif) 
Exemple 
Liste de r égions R pour le graphe 
{6}, 1_ 5, 6J, i 2, 3, 4, 5, 6J 




fü:marqu o1-s que l 3, 4 ~ et l 2, 3, 3, 6} sont des régi ons mai s ne peuvent fi -
gurer dans l a liste R car la condition 2 serait viol ée . La réunion de ces 
deux régions doit cependant se trouver dans la liste R. 
En ce qui con cerne les sommets 1 et 7, ils ne figurent dans aucune r égion . 
I ls forment en que l que sorte une liste de sornnets i so l és . Les instructions 
fi~irant dans ces segments ne seront exécutées qu ' une seule fois . 
3.1 .3. Utilisation_de_la_l iste_R_ pa r _l' opt i mi seur 
L1 opb.m:i.s -3ur u tilise la liste des régions R;;;; R1 , R2 , •.• , Rn de la 
f açon suivante : 
1) Les r égions sont séquentiellement prises dans la liste R pour être 
traitées par l ' optfoliseur. Par conséquent, lorsque la région R. est optimisée, 
l 
les r égions R1 , R2 , .• • , Ri-l ont déjà été trai tées. 
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2 ) Si la région R., que l'on désire traiter, couvre certaines régions 
l 
déjà examinées, seuls l es segments non encore traités dans R. seront optimisés. 
l 
Pour dét rminer quelles sont lef quantités qui sont modj ~i ées ou r éfér encées 
dans l a région R. , l ' ensemble des segments de R. est utilisé . 
l l 
L'ensemble des segments non encore optimisés dans R . est donné par la 
l 
formule ::mivante 
R' R. fî i l 
i - 1 
c n 
j=l 
il . ) 
J 
où R. == G \ R . 
J J 
3) Lorsque 7 suite à l'optimisatj_on d ' une r égion R., certaines instruc-
1 
t i ons invariante~ dans R. sont déplacées. celles- ci l - ' 
1° seront insérées dans des segments prédécesseurs ou successeurs 
immédia tG de R. ; 
l 
2° soit former ont de nouveaux segments qui seront placés sur les 
chemi ns entrant dans R. ou sur les chemi ns sortant de R .• 
l l 
4) Lorsque de nouveaux segments sont générés suite à l'optimisation 
d'une région R. , l es entrées R. 1 , R. 2 , • . • , R de la liste R seront rnodi-1 l+ l + n 
fiées en conséquence . 
5) Les segments générés suite à l ' optimisation de R. ne sont pas ren-
1 
dus discriminables par rapport aux segments originaux . Ceci a la conséquence 
suivante: lorsque des régions qui se couvrent sont optimisées, des instruc-
ti ons peuvent être dépl a cées plusieurs fois, s ' écartant ainsi de l eur pos i-
tion initiale dans le programme . 
Ex:empl e : Reprenons l'exemple du paragraphe 3.1. 2. 
Si l ' optimi sation de l a r égion t 6 } génère un nouveau segment , soit ®, 
qui doit être inséré entre les segments 5 et 6, la liste R sera modifiée de 
la façon suivante : { 6 ) ' J l:j ( - ' 8, 6 } ' { 2, 3, 4, 5, s, 6/ . 
La région SllivRnte à optimi ser est l. 5, s , 6} ; dans celle- ci , seuls les seg-
ments 5, 8 seront r etenu s . 
Supposons que 1 1 optimisa tion génère un nouveau segme nt (2) è, insérer entre 
les segments 3 et 5; la liste R se présentera dès lors comme suit : 
{6 } { 5, 6, eJ 
' 
{ 2' 3, 4, 5, 6, 8, 9 f 0 j 
Finalement , les segments ~), (2) ' ®, (2) sont examinés e t l es ins t ructions 
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déplacées de ces segments sont insér ées dans le segment 1. Ainsi, des instruc-
tions figurant dans l e segment 6 ini t ialement peuvent figurer, en fin d ' opti-
misation dans le segment 1. 
3 . 1 .4. Cri tique_ de __ la _  décomposition_ d ' un _programme_ en_ regions 
a) Avantages de la liste de rép;ions 
1) L' optimisation d ' un programme peut se ùüre de façon 
modulaire . Si l'on ne désire pas optimiser l'entièreté d ' un programme, on 
peut arrêter l ' optimisation après le traitement d'une région quelconq~1.e . 
De plus, si l ' on dispose d'informations relatives à la fréquence d ' exécution 
de certiünes régions, on neut demander à l ' optimiseur de ne traiter que les 
régions qui ont une fréquence élevée et même, dans ces régions, ne sélection-
ner, à des fins d ' optimisa.tion, que des segments bien déterminés. 
2) LPs techniques d'optimisation dévelop~ées pour une op-
timisation orientée régions ne demandent aucune information relative à l ' en-
vironnement de la région, c ' est-à- dire relative aux segments qui ne figurent 
pas dans la région et à la façon dont ces segments sont reliés entre eux . 
Exemple: il n'est pas néce.,sai:r-e de savoir que la variable A est modifiée 
en dehors cle 12. région R. pour déterminer si l'opération OP; Ai B est inva-
l 
riante dans R .• 
l 
b) Problèmes relati fs à la liste de régions 
R }renons l'exemple dupa igraphe 3.1 . 2. La décis : on de ne pas faire 
figurer +es régions [ 3, 4 J et{2, 3, 5, 6} dans la liste Rest quelque peu 
arbitraire . En effet, les deux listes de régions suivantes sont également 
correctes 
Rl l 6 } { 5' 6 J { 3, 4 } 
' 
{ 2 , 3, 4, 5, 6} 
, 
R2 f 6 J { 5, 6 } 1 2) 3, 5, 6 1 { 2, 3, 4, 5, 6} 
' 
( J 
t 3, ' i 2' 6 ) pas fir.,urer en mêmP. Comme 4 J et 3, 5, J ne -peuvent temps dans 
la liste R e-t que les listes R1 et R2 sont des listes correctes, quel choix 
faut- il faire ? 
1) Pour résoudre ce :problème de choix, nous pourrions 
{ 3, 4 J et ( 3, 5, 6} de la liste R mais cette proposer de supprimer ( 2' 
solution est la moins bonne . En effet, supposons r,u ' il existe dans la boucle 
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{ 3, 4 J une opération (OP, A; B) telle que A et B ne dépendent d ' rnJ.cun cal-
cul exrfouté dans la boucle / 3, 4} i dès lors, 1 1 opération est invariante 
dans la r ~g.ion ~ 3, 4} et pourn .t être déplacée dans l E segment 2 par exem-
ple . Suyrposons d ' autre part que dans t 2 , 3, 4, 5, 6 t , A et D dépendent de 
ca l culs exécutés dans la région; dès lors·, (OP 1 A; B) ne pourrait plus être 
déplacée car elle n ' est plus invariante dans cette région et nous ne considé-
r ons pas le problème du déplacement d ' instructions d' un segme~t d ' une région 
dans un autre seg,"Ilent de la région. Il en résulte que , dans le cas d ' une exé-
cution fréquente de ( 3, 4 } , il aurait été préférable de prendre la liste 
R1 comme r éfé:rcnciel pour l' optir:1isation plutôt que les deux autres listes . 
En effet, en choisissant R1 , (OP; A; B) aurait pu être déplacée dans tme ré-
gion moins fréquemment exécutée. 
2) Nous pouvons transformer l e graphe en 1m [:,Taphe équi-
valen-/:'.l:) obtenu en dupliciant l e segment G) en un segment ® relié aux 
autres segments de la façon suivante: 
®J l ~ 1-----~ duplicata de 3 
,cl~ 
"---=-j 
Reraarquons que, pour ce graphe transformé, nous obtenons la liste R suivante: 
{ 6} , { 6, 5 ~ , f 4, 3'} , f 2 , 3, 5, 6} , [ 2, 3, 3', 4, 5, 6} . 
(:it:) Nous dirons que deux graphes sont équivalents si les programmes g_u ' ils 
représentent sont sémantiquement équivalents. Nous ne préciser ons pas 
plus cette noti on d ' équivalence sémantique de deux graphes. 
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Nous nr ésentons ci-dessous un algori t ht-ne pe:rmette,nt de réaliser la 
t r ansformat ion: Cette t r ansformation d2 gTaphe permet, par duplica ti on de seg-
I'lent (partie d.e code ) , de déchevaucher des boucles. 
Son intéièt peut , a priori, semb_ar mineur , vu que la mavorité des lRngages 
de programmation i nterdi sent le chevauchement de boucles . Ceci est vrai pour 
les lJoucles traditionnelles (DO , fo~, . . • ) , il n I est toutefois pa s i mposs i bl e 
de t rouver de tels cheYauchements. 
Nous soIDL1es pour l ' instant dans l'incapacité de fournir une démonstra-
tion correcte de l ' exactitude de la t ransformation, pour la simple raison que 
ce travail est limité dans le temps. 
Soi t un graphe G. Soient deux régions R1 et R2 de G telles que 
Rl (l R2 = j S l , •• • , Sm } , Rl n R2 / Rl , Rl (l R2 -/= R2 • 
Ces deux régi ons sont diteR chevauchantes i la transformation a pour 
but de transformer le graphe G en un graphe dans lequel R1 et R2 ne sont pl us 
cheY2'.1-chantes. 
Après transfo:rmation du graphe G, une des régj_ons R1 et R2 comportera 
torn:i les sommets dupliciés, cette région portera le nom de région dupl i ciée 
~. 1 1 autre région sera appelée l a régi on fixe Rr 
(1) P2rmi R1 et R2 , choi sissons la région qui contiendra les sommets 
dupl iciss (exemple R1 - Rf et R2 ~ Rd) . 
(?.) Initialisons Rf et Rè suivant le choix fait en (1) (Rf = R1, 
Rd R2 ) ï ( R f rî Rd = / ~ l ; ... , 0 m j ) • 
(3) i := 1 . 
(4) Choisissons Si dans R.f n. Rd. 
( 5) Duplicons S . en S 1 • • 
. , l l 
(6) (V: Sk f. Rd) (si (sk, s) es t un arc de G alors créons (sk, S ' ) 
et supprimons (sk, S) de G) (sk f Si) . 
(7) (V S
8 
un sommet de G) (si (si, Se) est un arc de G alors créons 
(S ' ., S )) (S 1 S.). 
i e e i 
(8) s; (si, Si) est lm a rc de G alors créons (S ' i' S ' i) . 
(9) Rd= (Rd"-. { siJ ) \J {s ' i \ . 
(10 ) i : = i +l; s ~ i > m alors terminons l ' algorithme 
sinon poursuivons en (4) . 
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Exem12le 
(1) CD (ï) 
1 
/: ;/J)r:-, !~~ l (/] ==l /✓ 31 \, 
; '!/. 
I j) 




{ R = 3 - 4 jR - 3 - 4 transformé pour c1 et pour f -l Rf = 2 - 3 - 5 - 6 l Rd = 2 - 3 - 5 - 6 
(2) 1 © 
/~ (ÎÎ 
1 l ~ 
----p (@ 
'1 GY l~ /0 \i i 
'~/ t~~/ 1 } 
~/ k-d_, . ....---
( Rd = l 2, 3, 4} lR - { 2, 3, 4} f -t r ansformé pour CRI. et pour l l, 2, 3} Rd= [ 1 , 2, 3} ) 
Remarques 
1) Le graphe suivant est très représent atif des boucles for Algo l 60. 
En effet, soit la boucle for I ·:= A1 step A2 until A3 




sont des expressions arithmétiques et Sune instruction Algol 60 ; e l le peut 





éval (A3) ( 2) .1 
, 1 
test • 0 ••• 1 
suite du programme (4) 1 
J, 
s (3) 
I .- I+ éval (A2) 
1 
Il est intéressant de transformer ce graphe en son équiYalent suivant: 
( l ' ) 
l 
éval (A~), ( 2 ! ) 





( 3 1) 
I .- I+ éYal (A2); 





Ceci pour deux raisons essentielles 
1° si nous trouvons, dans S, une assignation du type V:= A.E. 
(~_ri thmetic ~xpression) dont les op8randes sont inYariants dans la boucle 
du premier modèle , e lle ne peut pas être déplacée dans l e segm~nt (1) ou dans 
l e seement (2); tandis que dans le deuxième modèle elle peut être déplacée 
dans un segment fictif placé entre le segment (2 1 ) et (3 1 ). 
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2° En AJ. gol 60 , le corps du for (for statement) peut t:rès bien ne ja-
mais être exécuté, il suffit pour cela que l ' expression booléenne (I - A
3
) ~ 
sign (A2: > 0 soit toujours vrai • Ceci signifie que, si des opérations sont 
déplacées , dans le modèle 1, vers le segment (1), elles seront exécutées inu-
tilement et provoqueraient des erreurs si elles étaient des assignations ou 
tout autre type d ' opération modifiant la valeur d 'une quantité, ce qlù n 'est 
pes le cas avec le deuxième modèJ.e. 
Renarquons que (1 1 ) et (2 1 ) pourrai ent ~trc fusi onnés . 
Il e.::Jt souhaitable q_ue les routines sémantiCJ.ues du compilateur produi-
sent pour un langage tel qu 'Algol 60 Ie deux ième modèle de grar.ihe . 
La solution que nous avons présentée ci- d.essus n'est certaineme!lt 
pas meilleure que la précédente en ce sen~ qu 'e lle augmente le volume du pro-
grEl,mme. Sans doute perrnettra- t - eJ.le de diminuer le tenps d ' exécution du pro-
gramme car, sur la liste des régions, pourront figurer plus de boucles qu ' a-
vec la première solution . 
3) Il fe.udrai t s I assurer de ce que 1 es :régions les plus vis itées du 
programme figurent dans la liste R. Généralement, les régions les plus visi-
tées son · les boucles internes du programme L_KNUTH 71J et celles- ci offrent 
une structure asse::, particulière en ce sens qu I elles n'ont jrn1~ais QU 'une seu-
le entrée et un seul prédécesseur, le segme1:t de.ns lequel est initialisée la 
variable de contrôle . Ainsi, si eux régions ont une int rsection non vide 
et sont telles que l 'une ne couvre p8S l'autre, nous choisirons celle qui ne 
possède qu ' une seule entr ée et un seul prédécesseur . 
Exemple 
Il y a ici trois régions 
Rl i 1' 2, 3} 
I 




R3 f 1, ~ 2, 3, 43 
Par notr e règle, nous choisirons la région R2 et nous aurons dès lors la 
liste R suivante 
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Remarquons qu ' avec la règle de transîormation du graphe , nous pouvions 
placer sur la liste R l es trois régions . 
3 .1. 5 . Procédure de décomposition d ' un graphe en 
r égi ons _ et_ consti tut i on_ d ' une _ liste·_ de_ régions 
Pour construire la liste des régions, nous procédons en deux étapes . 
En prenier lieu, nous construisons une liste P de toutes les régions 
du programme . Dans une région fortement connexe 5 tout sommet est son propre 
successeur et prédéces seur et il existe , dans la région, un circuit passant 
par ce sommet . Les régions se trouvant sur la. liste P sont ordonnées suivant 
les· longueurs des plus longs c i rcui ts élémentaires q_u I elles contiennent . 
En second lieu, à partir de la liste P, nous construisons la liste 
des régions en utilisant une des règles (1) , (2) ou (3) du par agraphe 3.1.4. 
Si C est la matr ice booléenne associée au graphe G, la nuissance boo-
léenne Ce est la matrice bool éenne associée au graphe G , lequel possède un 
e 
arc (i,j) si et seuJ.Gment s'il existe dans G un chemi n de longueur e allant 
dei à j . G et G ont même ensemble de sommets. 
e 
Dès lors , si C8 [ i,i] = 1, i l existe, dans G, un circuit de longueu:r e passant 
pRr le sommet i. 
L matrice bool éenne (~) 
booléennes de C) est telle que 




Ci (somme boolée ne des pui ssances 
B [i , j J = 1 si et seulement s 'il 
3. 1 . 5.2 . Construction de la liste P 
Etant donné un prograr:rrne divisé en segments d ' instructions numéroté s 
1 , 2, .. • , net G son graphe associé, r eprésenté par une matrice bool éenne C, 
la liste P est construi te de la façon suivante . 
1) La liste Pest une liste de vecteurs booléens: 
segment j appartient à la régi on i , P[j] = 0 dans le cas 
(*) n est l ' ordre du graphe . 
i 
p[ jJ 1 si le 
contraire . 
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2) Si C [ i , i J = 1 , alors le segment i est à la fCfs un prédécesseur 
immédiat P.t 1m successeur immédiat de lui- même . Par cons'ëquent , il existe un 
circuit rériui t à une boucle pas8-'"'.nt par i. Pour ce circuit , nous créons une 
entrée dans la liste P. (V: i = 1, •. • , 11). 
Exem12le (f)-• r.i->~ @ \~ ----
C 1 2 3 4 1 2 3 4 
1 0 1 0 0 pl 0 1 0 0 
2 0 1 1 0 p2 0 0 1 0 
3 0 0 J. 1 
4 0 1 0 0 
3) 6 . - 2 • 
4) Prenons la puissance booléenne e de c. s. ce ,... . . 7 J. Li,i_ = 1 , alors il 
existe un circuit CS-- de longueur e passant par le segment i . S~ le sepnent j 
se crouve sur le même cirœ.it que le s_gment i, alors Ce [j , j J = 1. 
î nver sément, s i Ce (i,iJ = 1 et Ce [ j , jJ = 1, on ne peut pas conclure que l es 
segi:ients i et j se t r ouvent sur un n~:ne circui t~ -- do l ongueur e . Pour que 
ce ci soit vrai, i l f au t imposer des condit i ons suppl ément ai res , à savoir 
10 il doit exister lill chemin de longueur e l allant cî.e i a j' 
20 il doit exister un chemin de longueur e2 allant de j 8, i , 
30 cl + e2 doit être égal à e. 
Si nous accepti ons que cette somme soit supérieure èi, e , nous trouve-
rions un circuit non mentionné p2.r la ma tri ce Ce . 
Afin de séparer les différents circuits mentionnés :par la matrice Ce , 
il faut que nous disposions de renseignements supplémentaires . 
5) Pour ce fai:re, nous int roduis ons une matrice entière D telle que 
D [i,jJ contient l a longueur du chemin le plus court allant du segment i au 
segment j. 
La matrice D est mise à j our de la façon suivante : 
si Ce [ i , j J = 1 et D [ i,jJ O, alors D [i,jJ est forcé à e . 
6) Lorsque Ce [ i; i J devient égal à J_, nous envisageons la :posaibili té 
de créer une région comprenant le segment i et tous les segments j tels que 
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i et j se trouvent sur un même circuit de longueur inférieure ou égale à e. 
Cette région.est créée dans un vecteur booléen PP; PP [ j J = 1 si le 
segment ~ appartient à la région ,m construction, PP [jJ = 0 dans le ëas 
contraire (j=l, ... , n). 
Sl. ~e r- ·J· 1 1 ,J Li,i = , a ors 
1° posons PP fi] 1 
2° pour tout j /. i (1 -L j/ n), 
si D [ i,jj /. O, D (j,i] f O et D [i,j] + D [j,i] ~ e 
alors PP [jJ = l; 
Exemple 
,~ 
1 0 0 -0 1 0 0 c2 0 0 1 0 C D D 
0 " 0 0 0 1 0 0 0 1 1 .l 
0 1 1 0 0 fü 1 0 1 [11 1 
LO 1 0 0 0 1 0 0 0 0 1 0 
0 0 1 1 0 · l 2 3 
c3 0 QJ 1 1 D 0 3 2 1 
0 1 l1l 1 0 2 1 1 
0 0 1 fü 0 1 2 3 
c
3 [2,2J = 1, d ' où PP [2] = 1 
j = 1 
D [2,1] = O, D [1,2] 1 et D [2,1] + D [1,2] = 1 ~ 3 
d 1où PP [1] := 0 
j = 3 
D [ 2 ,3] = 1, D [3, 2] = 2 et D [ 2,3] + D [3,2] 3 ,<. 3, 
d ' où PP [3] := 1 
j 4 
D l-2 , 47 = 2, D [4,2] 1 et D [2,4] + D [4,2] = 3 z< 3 , 
- ... 
d'où PP [ 4]= 1 
ainsi PP = i 2, 3, 4 !· ou sous forme booléenne ) 
pp 
= 01 1 1 
0 1 2 
0 0 1 
0 2 1 






7) PP est ajouté à la liste P s ' il n ' y figure pas encore. 
Ici nous pot1-rrions faire intervenir. la règle suivante : 
P.,.., ne sera ajouté à la li te P que s I il est une r ,:'igion fréquenment 
visit4e du prog.rarnme • 
Pour pouvoir appliquer cette règle, il faut bien entendu disposer 
d ' informations relatives à cette fréquence de visite. 
8) e := e + 1. 
si e :> n, alors terminons la procédure 
sinon allons en ( 4) . 
Remarques 1. Procédure pour élever une matrice booléenne à uns puissance 
supérieure : 
Ce :IE C = Ce+l 
a) I · t · 1· ce-t-l a' ' ni ia isons zero . 
b) Pour chaque ligne i de Ce, soit Ce [ i,0'] , et pour chaque 
élément Ce [ i , j ] différ ent de zéro dans cette ligne, on fait Ce+l [ i,0] := 
Ce+l r . r1,-. \' Ce :- . r1,-, 
_i ,~J , LJ ,~J · 
Cette proe·édure est très rapide si l ' opérateur d'"oring11 est t-rès 
rapide. 
Cet algorithme découle de l 'idée suiv~nte : 
1) Ce+l donne tous les chemins de longueur e+l allant d ' un segment i 
vers un segment j . 
2 1 Un chemin de longueur 1+1 est formé d 'un sous- ;hemin de longueur 
e ot d ' un arc. 
3) Ainsi si C8 [ i, j J = 1, il existe un ch0min de lon6,ueur e allant 
dei à jet il suffit de regarder quels sont les arcs qui quittent ce sommet 
j pour trouver les chemins èe longueur e+l. 
Exemple 
.......------··-->-----..._ .....-»'- ,k 
.-.:::: _....., ~~- .m 
• •- _,,,,,, ~ • --- . --------l • ---··· J · ---.n 
ce [ i,jJ = l ~ r*l - 7 1 =P Li,kj Ce+l [i,m] l 
ce+l [j , n J 1 \ 
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3 . 1 . 5 . 3 . Construction de la liste R de répons 
La procédure 3 . 1.5.2 nous délivrait une liste P = P1 , P2, .•• , Pn de 
ci rcuits élémentaires possibles .ans le gTaphe G et telL que 
V i,j { 1, ••• , n} i < j Pi/ Pj et longueur(P) --'.S longueur (Pj) . 
A partir de la liste P , nous construisons la liste R de la façon suivante: 
1) Plaçons P1 sur la liste R. 
2) Si pour P. (i=2, •.. , n), J.es conditi ons 1 et 2 de la définition 
l 
de la liste R sont res·pectées, a ~.ors plaçons P. su:r la liste R. 
l 
S 1il existe P. tel que j , i et P. 
J J P. t 0 et P. f\ P. f P., alors 
appliquons une des règles (1), (2) ou (3) de 
l ,) 
3.1 . 4 et plaçons 
l. J 
sur la liste R 
ln ou les rog~ons choisies. 
Exemple 
Pour l ' exemple du paragraphe 3.1.1, la liste Pest la suivante 
1 2 3 4 5 6 7 8 9 10 
pl 0 0 0 0 0 0 0 1 0 0 
p2 0 0 0 l 1 0 0 0 0 0 
p3 () 1 1 0 0 1 1 0 0 0 
p4 0 1 1 l 1 0 1 0 0 0 
p5 0 J. J. l 1 1 l 0 0 0 
1) Plaçons 1 P sur la liste de régions . 
2' pl n p2 0 et pl t p2 d ' où P2 peut être plac 6 sur l a liste de 
régions . 
3) pl() p3 ~ et pl t p3 
p2 •'\ 
1' p3 = ~ et p2 t p3 
d ' où P3 peut être place§ sur la liste de régions . 
4) pl 0 p4 ~ et pl t p4 
p2 n p4 _ p2 et p2 t p4 
mais P3 () P4 t ~ et / P\ dès lors, P4 ne peut pas 3t.re placé sur 
la liste de régions . 
Nous appliquons une des règles (1), (2) ou (3) du par~graphe 3.1.4, 
par exemple la règle (1): nous enlevons donc P3 de l a liste de 
régions . 
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5) p5 /) pl = ~ et P1 I p5 
p5 n p2 p2 et p2 I p 5 
d ' où p 5 peut être plac ~ sur la lis te de région:J . 
6) Finalement , la liste de régions est la suivante: 
1 2 3 4 5 6 7 8 9 10 
Rl 0 0 0 0 0 0 0 1 0 0 
R2 0 0 0 J_ 1 0 0 0 0 0 
R3 0 1 1 1 1 1 1 0 0 0 
3.2. Quelques concepts supplémentaires 
3.2 .1. Notion_de_prédominance_et_~~~-~!!~~~~!!9~ 
Soit un graphe G ayant un seul sommet d ' entrée (si ce n ' est pas le 
cas, nous construirions un sommet fictif d'entrée) . 
Prédominateur d ' un sommet 
Un sommet. x. prédomine un sommet x. dans un graphe G si et seulement si 
l J 
x. appartiebt à tous les chemins allant de l'entrée du graphe vers x .. On dit 
l J 
que x . est un prédominateur de x . • 
l J 
Prédominnteur immédiat d ' un sommet 
Un sommet x. est un prédominateur immédiat d'un sommet x. dans un gra-
1 J 
phe G si et seulement s ' il est~ . prédominateur de x. et s ' il n'existe pas 
J 
d ' autre prédaminateur de x. sur tout chemin allant de x. à x .• 
J l J 
Exemple l - 1 est un prédominateur im-médiat de 2, 
3 est un prédominateur immé-
diat de 4, 5 et 6. 
- 2 et 1 prédominent 3 et 9. 
- 7 est un prédominateur immé-
cliat de 8. 
2 est un prédominateur immé-
diat de 9, 
III- 18 
Cette noti on de prédominateur a été développée par Medlock et Lowry 
pour le compilat eur optimiseur IBM 360/0s FORTRAN-H. 
Cette r el a ti on de prédominance est transitive et nous pouvons af.firmer 
q_ue s i i et j pr édominent un même segment k , alo rs soit i pr-édomine j, soit 
j prédomine i. Plus général ement , si un segment k est prédominé par plusiem-s 
s egments i 1 , i 2 , • • • , in' il exi ste parmi ces segments un segment ij (i/::{1, 
. . • , n l ) qui es t prédominé par tous les autres . i j est le prédominateur 
ii-nmédia t de k . 
8et te r elati on de prédominance permet de génér al i ser l a techniq_ue de 
l a suppression des instructions redondantes .. En effet, si le segment i prédo-
mine l e segment j , nous pouvons affirmer q_ue , q_uel que soit le chemin suivi . 
l ors de l'exploitati on, le segme nt i ser a toujours exécut é avant le segment j. 
DÈ:s lors, s i l ' opérati on A ;t: B se trouve à la fois dans les se&,1ents i et j 
et si, sur les chemins qui vont dei à j, ni A ni B ne voient J.eur valeur 
modi f i ée, nous pouvons conclure q_ue l ' opérati on A ,e B figurant dans le seg-
ment j est redondante . 
Lowry et I'1edlock ont développé cette technique dans le compilateur 
360/0s FOR'l'RAN- H. Elle peut seml'Jler plus pi:::?rformante que notre t echnique de 
suppression d ' instructi ons redondantes, mai s elle n ' est toutefois pas par-
f aite~ en e f fet , dans l ' exempl e suivant , l ' instruction III du segment 5 ne 
sere, pas reconnue comme é t ant r E' 'andante. 
A : ""' f( ... ) 
B : = g( ..• ) 
0-~~ ;4) 
~~/,/ --'> pas de modificati on de A 
II A :lE B 




Pour améli crer cette technique, il faudrait lui adjoindre un système 
permettant de déplacer, à l ' intérieur d ' une boucle, des instructions d ' un 
seg;ment , ,r s un segment qui le p: :domine . 
Exemple - Ge système déplacerait les instructions I et II dans le segment 2 . 
Pour plus d ' information au sujet de cette technique dont l ' idée fonda-
mentale a été décrite ci- dessus, nous donnons maintenant la référence . 
110bject Code Optimization11 , Edward S. LOWRY and C.W . MEDLOCK (IBM Cor poration , 
New Yor k), CACN Vol ume 12 , Number 1, january 1969, pages 13 , 22 . 
3. 2. 2 . Notion_ d ' 11articula ti on11 _dans _ une _ région 
Le concept de po i nt d'articulation est intéressant lorsque des instruc-
tions i nvar iantes sont dépl acées d ' une région. 
On dit qu ' un segment i est 11un poi nt d ' articulation" d'une région R 
s'il se trouve sur tous les chemins allant d ' une entrée de la région R vers 




- dans la région l 61 , 6 est un point d ' articula tian; 
dans la région { 3, 5 } , .,, est un point d' articul& tion; 
- dans la région t 2, 3, 5, 6 , 4 , 7 J, 2, 3, 6, 7 sont des poi nts 
d ' articulation . 
La notion de point d ' articulation est intéressante . En effet , i étant 
un point d ' articulation d ' une région R, on peùt affirmer que si la rétp.on R 
est vi sitée lors de l 'exploitation du programme , i sera certainement exécuté . 
3.2.3. Procédure pour trouver les points d ' entrée 
e-~ _de_ sor t i e _ d I une_ régi on_ R ______________ _ 
3 . 2 . 3 . 1 . Les points d ' entrée 
Les points d ' entTée d 'une région R sont les successeurs immédi ats des 
prédécesseurs immédiQts de la région R. Ce principe est à la base de la procé-
dure qui nous permet de trouver les points d ' entrée de R. 
III- 20 
Les prédécesseurs immédiats de la région R sont les prédécesseurs im-
médi ats des so1:1mets de R et se trouvant à 1 1 extérieur de R. Ce principe est 
à la base de la procédure qui nons pennet a_e trouver les prédécesseur s immé-
diats de R. 
(1) Soient le graphe G à n sommet numérotés de 1 à net la région R 
représentée sous 12. forme d 1un vecteur booléen. Soit C la matrice booléenne 
associée à G. 
(2) Soit PR le vecteur booléen des prédécesseurs immédiats des sommets 
appartenant à R. 
PR='{ { C [0,i] 1 R(i) "'1} 
l 
PR est l ' union des colonnes de C correspondant à des sonmets 2.pparte-
nant à R. 
(3) Soit PRI le vecteur bool éen des prédécesseurs immédiats de la ré-
gion Il. On a : 
PRI -:; ffi /\ R 
(4) Soit PE le vecteur booléen des points d ' entrée de la région R. 
On a 
PE = [ v { C [ i , 1) 1 i tel que PRI [ i ] -- 1} l /, R 
- 't 
3 . 2 . 3 .2. Les ~ oints de sorti e 
Les points de sortie d'une région R sont les prédécesseurs immédiats 
des suce sseurs immédiats de la ·égion R. 
Les successeurs immédiats de R sont les successeurs immédiat s des som-
mets de R et se trouvent i l ' extérieur de R. 
Ces deux principes nous permettent de trouver les points de sortie et 
les successeurs immédiats d 1 une région R. 
(1) Soiont le graphe G à, n s01:imets numérotés de 1 à n , le, région R, 
représentée sous la forme d 1un vecteur booléen et la matrice booléenne C 
associée à G. 
(2) Soit SR le vecteur booléen des successeurs immédiats des sommets 
appartenant à R. On a 
SR = 1 { C [ i, 0] ! R(i) 1) 
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SR est l'union des lignes de C correspondant à des sommets apparte-
nant à R. 
Soit SRI le vecteur b ol éen des successeurs i ' médiats de la région 
R. SRI = SR/\ R 
(4) rs l e vecteur booléen des points de sortie de R. 
PS = [v l c [~, i] 1 SRI Ci] = 1 } J /\ R 
' 
Prenons l a région 2 - 3 - 4 - 5 -
3.1.1 1 2 3 4 5 6 7 
R O 1 1 1 1 1 1 
1 
C 1 2 3 4 5 6 7 8 9 0 
1 0 1 0 0 0 0 0 0 0 0 
6 - 7 de 
1 
8 9 0 
0 0 0 
PR= 
R = 
l ' exempl e du par agraphe 
J. 
1 2 3 4 5 6 7 8 9 0 
1 l 1 1 l 1 1 0 0 0 
1 0 0 0 0 0 0 1 1 1 
2 0 0 1 0 0 0 0 0 0 0 PRI = 1 0 0 0 0 O O O O 0 
3 0 0 0 l O 1 0 0 0 0 [V \ C [ i, o] \ PRI ( i) = 1} ] = 0 1 0 0 0 0 0 0 0 0 
4 0 0 0 0 1 0 0 0 0 0 
5 0 0 0 1 0 0 1 0 0 0 
6 0 0 0 0 0 0 1 1 0 0 
7 0 1 0 0 C O O O 1 0 
PE O 1 0 0 0 0 0 0 0 0 
SR O l 1 l 1 l 1 1 1 0 
R 1 0 0 0 0 0 0 1 1 1 
8 0 0 0 0 0 0 0 1 1 0 SRI O O O O O O O J. 1 0 
9 o o o o o o o o o 1 [v { c [~ .i J / SRI ( i) = 1}] o o o c o 1 1 1 o o 
10 0 0 0 0 0 0 0 0 0 0 PS = 0 0 0 0 0 1 1 0 0 0 
3 . 2.4. Constitution_de_l a l i ste_des _points _d'articulation 
S'il n ' y a qu 'un seul point d'entrée dans une région R, alors i l doit 
ê t r e un :;_,oint d 12-r ticulat:Lon . 
S 1il n ' y a qu 'un seul point de sortie dans une région R9 alor s il doit 
être un point d ' ar ticulation. 
Si, dans l a r égion R, l e point de sorti e est unique et confondu avec 
l'unique point d ' entrée, a l ors ce segment est l' unique point d ' articulation. 
D;,,ns l e cas génér al, lorsqu ' i l y a plusieurs po ints d ' entrée et ( ou) 
plusieurs points de sor tie , ou lorsque le point d ' entrée unique n'est pas 
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confondu avec l ' uni~ue point de sortie, la procédure à suivre est la suivante . 
Soient le graphe G constitué des segmente s1 , 
booléenn~ C associée à G. 
•• 0 ' 
S et la matrice 
n 
Soit R la région constituée des sommets s1 , .. . , Sm (m ~ n) . 
Soient PS la liste booléenne des points de sortie à.e R et PE la liste 
booléenne des points d ' entrées de R. 
(o) i := 1 
(1) Nous construisons l a matrice associée au sous- graphe correspondant 
à la rét:ion R et dans laquelle nous supprimons le sommet Si : 
- les colonnes et les lignes de C correspond~nt à des sommets de 
G ne faisant pas partie de R sont annulées; 
- la colonne et la ligne correspondant à S . sont annulées . 
J. 
Soit rf cette nouvelle matrice booléenne . 
(2) Nous construisons ensuite la matrice booléenne B de la façon 
suivante : 
n 
B := [ . C:tc i 
i=l 
* Il s'agit d ' une somme booléenne de puissances hooléennes de C • 
Cette matrice Best telle que B rs.,s.7 = 1 s 'il existe un chemin 
- J. J-
allant de S. à S . dans le sous-graphe associé à c*. 
J. J 
(3) Si pour tout S. (j=l, ••. ,m) tel que PE jS .l = 1, B Lïs .,~l /\ PS=O, 
J - J... J -
alors S . doit être un point d ' ar:iculation puisqu'il n'existe p&s de chemin 
--- J. 
allant n. ' une entrée vers une sortie qui ne passe pas par le sommet S .• 
J. 
Listons S . dans la liste LPA des points d'a~ticulation de R. 
l 
(4) i := i + 1. 
Si i > m, alors te:rn1inons l'algorithme, 
sinon allons en (1) . 
Remarque : La matrice booléenne construite à l'étape (1) a l a forme 
i 0 0 1 0 ) ( O I O n Cxa = ( 0 u 1 0 d ' où B = 0 i V 0 0 1 0 / 0 1 0 \ n 
ui. aYec V L 
i=l 
Il suffira donc de calculer V pour connaître B. 
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3.3. Dépendance des items de données dans l'ensemble d 'un programme* 
A ca1.1se de l'existence de boucles dans un programm.e, la dépendance 
des items de données ne peut pas être représentée, comme nous l ' avions fait 
pour un segment d ' instructions , par des arbres de dépendance. Il est pourtant 
important de connaître les liens existant entre une assignation d 'une valeur 
à une quantité et une utilisation de cette variable dans un programme. 
Nous appellerons Lien Assignation-Référence u~ chemin du progra!l'Ille 
allant d 'une instruction modifiant la. valeur d'une quantité vers une utilisa-
tion de cette valeur assignée i\ la quantit é . 
Un -teJ. lien peut être représenté par m ensemble ordonn6 de segments 
LA..B.v -- (SA, s1 , • • • , Sn' SR) où SA est le segnent contenant 1 1 instruction 
marli.fiant la valeur de la quantité v, SR le segri.ent contenant l ' utilisation 
de l a quanti té v, s1 un successeur immédiat de SA' S :ii. un prédécesseur immé-
diat de Si+l' 5n un·prédécesseur i unédi at d_e SR et tel que· , dans aucun des ·seg-
nents Si, il n ' y ai t d ' instruction nodifiant l a va.leur de v (bien qu 1ils puis-
sent contenir d ' autres utilisa tions de v ). 
Ces liens sont importan car toute coupure de Ct::S liens par 1' opti-
misation produire., dans la majorité des cas, un progrannne sémantiquement non 
équivalent au procramme non optimisé . 
Il y a plusieurs façons de couper un lien LAR. 
l ' Un lien L.AR peut être ,risé lorsque nous dépla,;ons soit l'instruc-
tion modifiant la valeur de la quantité, soit l'utilisation en dehors de la 
portée du lien. Ceci aura -oour conséquence qu ' il pourra exister dans le pro-
gramme un chemin allant de l'entrée vers l ' utilisation sans nécessairement 
passer par l ' i113t:ru.ction modifiant la quantité. 
3l: Dans ce paragraphe , assignation sera parfois utilisé pour l es mots "ins-
tructions modifiant la valeur d'une quantité" . 
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Le déplacement de A :1: B en@ bri se 
le lien LARA = ( 0) , G) ) . 
Effectivement, , i A :t: Best déplacé 
en ® i 1 existe un chemin Q) - @ 
- @ - @ ne passant pas nécessai-
rement par A:= 5. 
2° En interférant avec·le lien L.AR, par exemple en introduisant une 
nouvelle instruction modifiant la valeur de la quantité dans l e chemin allant 
de l'assignation vers l'utilisation. 
Exemple A := 5 
A '1: B 
A := 6 
Le déplacement A := 6 clans Q) inter-
fère avec le lien LARA = ( (D , @ , (] ) 
Les techniques développées tâcheront de ne pas couper les liens 1 . .A.R . , 
même si ceux- ci ne 8ont p~s expliciteBent mé~orisés. En effet , une telle t~-
che serait fastidieuse et der1ander ai t une ana lyse fort étendue dans l e temps . 
La seule information globale sur les· assignations (instrnctions modifiant la 
valeur d ' une quantité) et sur les u t ilisations sera donne=ie sous forme de 
tables de vecteurs booléens . 
Nous aurons ainsi crois t ables :ASS pour les assignat.ions, REF pour l es utili-
sations e t R.Al~ pour les utilications précédant des assigna tions dans un seg-
ment d'instructions . 
A-) La table ASS 
Il y a une entrée dans cette table pour chaque q_uanti té du programme . 
Soit V une variable ou un i dentificateur de tableau (noJ11 de tableau); 
ASS [V, i J = 1 si la va,riable V est modifi ée 1;ar une ins tructi on dans le seg-
ment i, ASS [V,i] égale zéro dans l e cas contraire. 
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b) La table BEF 
De même que pour ASS, il y a clans cette table une entr ée pour chaque 
variable iu programme et chaque ':1.bleau . Soit V une vari r"bl e ou un identifi-
cateur de tableau (nom de tableau) ; REF [V,i] l s i la quantité V est uti -
lisée dans l e see,nent i, BEF [V, i ] = 0 dans le cas contraire . 
c) La table RAA 
De même qu e pour l es deux précédentes, il y a dans cette table aut ant 
d'entrées que le progTamme comporte de variables et de tableaux . 
RAA [ r,iJ = 1 si la quantité V est utilisée dans le segment i et que 
cette utilisation figure dans l e segment a.vant une instruction I ~odifié:mt 
la valeur de cette quanti té, RAA [ V, i] vaut zéro dans le cas c.ontfuire . L ' ins-
truction V peut ne pas exister dan3 le segment . 
Nous ne discuterons pas icj_ du p:r. obJ.ème de l I organioa;tim de ces ta-
bles . Il nous se11ible en tout cas qu ' une organisation dans laquelle 1' accès 
se fait e.u moyen d ' une c l é (ici l'identificateur de variable ou de tableau) 
est préfér able . Four un pr.oermnrne volumineux, ces tables occupent une place 
non négligeable . Cela explique que l ' analyse du flot des données dans un pro-
grarme est abordé différe-rmnent dans les recherches actuelles . On trouver a 
dans ce travail une étude théorique de l'analyse du flot ies données dans un 
progTamme . 
Le trois tables- peuvent Ê. r e construites par les _·outines sémanti ques 
du com:i;iilateur ou , si l ' on désire garder un8 indépendance totale vis-à- vis 
de la phase d ' opti:nisation, pnr les procédurer:.; de FDLDING ou de "Suppression 
des instructi ons redondantes " . 
Nous so,-.1.mcs peut- être un peu draconien pour l e_s tableaux , })lus parti-
vulièrement pour les variables ind i cées . En effet, I : = 5: A [ I J := 20 7 ne 
modifie o_ue L_-,_ :::inquième comi::iosan-;;e du vecteur A, or nous disons Clue, par l a 
constitution des tabl es , A LI] := 20 modifie tout le tableau . Nous pourrions 
évi ter cet inconvéni ent mai s le coût d ' u11e amélioration serait très él evé , car 
au l i eu de considérer Globalement un tableau comme une entité modifi abl e par 
·coute instruction r.1.0difiant un élément, nous serions obligé d ' individualiser 
chaque é l ément du tableau. Ainsi les tabl es ASS, RAA, REF seraient énormes 
pou.l'.' un progTanme traitant des t ableaux de taille I!10yenne. 
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Chapitre· IV 
DEPLACEMENT D'INSTRUCTIONS INVARIANTES 
Le déplacement d'instructions invariantes e s t la troisième technique 
d' optimisation de programme que nous envisageons. 
Dans ce chapitre, nous développerons une définiti on constructive 
d'instructions invariantes e t de constantes de région . Noun mont rerons comment, 
par un choix adéquat de l ' organisation de l'optimiseur, on peut réduire cette 
technique globale à une technique qui n'abuse pas trop de l'information glo-
ba l e . 
L'ensemble de ce chapitre est fortement inspiré de l'article d'Allen 
LALLEN 6<j/. Nous avons apporté cependant quelques développements, notamment 
une règle de choix basée sur la notion de ni veau étendu dans un graphe', dont 
on trouvera une définition dans les Annexes de ce travail. 
4.1. Définition d'instructions invariantes 
4 . 1.1 . Définition d ' uns constante de région 
4 .1.2 . Instructions invariantes dans une région R 
4.2. Critères généraux de déplacement 
4.3 . Définition de concepts supplémentaires 
4.4. Particularités dues. à la forme intermédiaire choisie et à l'or-
ganisation de 1 1 op -:· _miseur 
4 . 4 . 1 . Remarques préliminaires 
4.4.2. Caractéristiques du texte intermédiaire après la procédure 
d'élimination des instructions r edondantes 
4.4. 3. Conséquence des caractéristiques énoncées en 4 .4.2. 
4.5. Critères de déplacement particularisés 
4.5. 1. Critères pour déplacement en arrière 
4.5.2. Critères pour déplacement en avant 
4.6. Procédure pour le déplacement en arrière 
4.7. Remar·que sur le déplacement en avant 
4.8. Remarques sur la structure de bloc ALGOL 60 
- § -
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4.1. Définition d'instructions invariantes 
4.1.1. Définition_d'une_constante_de_region 
Une quantité (variable simple, variable indicée, tableau) est dite 
constante dans une région R et est appelée constante de région 
si et seulement si 
il n'existe, dans la région R, aucune instruction modifiant la valeur de, la 
quanti té. 
Cette définition générale doit être particularisée pour les différents 
types d I opérandes que nous pouvions rencontrer dans la forme intermédiaire·. 
Nous allons donner ici ces définitions particulières de façon constructive, 
c'est-à-dire en utilisant les tables dont nous disposons ASS, REF et RAA. 
Soit R • s1 , s2 , ••• , Sn la Régfon. 
4.1.1.1. :Q.n~ ~o_!!s:.t_a_!!t~ est par définition même une constante 
de région. Nous supposons, bien sûr, qu'une constante ne peut jamais ~tre 
modifiée par une instruction . Si c'était le cas, il faudrait traiter les 
constantes comme l'on traite des variables simples. 
4.1 .1.2 . Une variable simEle V sera une constante de région 
si et seulement si 
n 
n- ASS [v, s.J 
i=l l 
0 (n- = produit booléen) 
4.1 .1.3. :Q_n_t~ble~u_T_sera une constante de région 




ASS [T, Si ] 0 
4.1.1.4. Une variable_indicée V [SUBS] sera une constante de 
région si et seulement si 
1° le tableau V est une constante de Région, 
2° si SUBS est quantité constante dans la région R. 
Nous n'envisageons pas dans cette définition le cas où SUBS est une 
référence à une instruction intermédiaire car nous n'avons pas jusqu'ici dé-
fini ce qu'était une instruction invariante dans une région R. 
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4 . 1 . 2 . Instructions_invariantes_dans _une_région_R 
D' une façon générale , on dit qu 'une instruction intermédiaire I si-
tuée dan,:; une région R est invar_,._ante dans cette région s i et seulement si 
ses opérandes ne sont modifiés par aucune instruction de la région. 
Pour être quelque peu plus précis et pour montrer l'utilité de nos tables t 
nous allons séparer la définition en deux définitions relatives respective-
ment au cas des instructions intermédiaires ayant des opérandes qui ne sont 
que des quantités (vari ables simples, variables indicées, tableaux) et au 
cas des instructions intermédiaires ayant parmi leurs opérandes des instruc-
tions intermédiaires. 
4 . 1.2 . 1. Instructions invariantes ayant pour opérandes 
des Ruantités uni~ement _____ _ __ _ _ 
Nous allons ici envisager les différents types d'instructions inter-
médiaires pouvant avoir des opérandes qui sont des quantités. 
Soit R - s1 , • .• , Sn la région . 
Soit I - (OP; ARG l; ARG 2 ) l ' opération intermédiaire. 
I est invariante dans R 
si et seulement si 
1° ARG lest constante de région 
,:, o ARG 2 es:it constante dr~ région . 
Soit I § (: =; ARG 1; ARG 2) l ' assignation intermédiaire,. 
I est invariante dans R 
si et seulement si 
ARG 2 est une constante de région. 
4.1.2 .1.3 . !:,e~ ~n~t~uctio~s_d~ !YJ?e_"~n~e~e~ ~s~i~t~o~"-
Soit I ~ (:=; T f SUBS 1]; ARG 2) l'assignation indexée . 1 -
I est invari ante dans R 
si et seulement s i 
1° ARG 2 est une constante de région 
2° SURS 1 est une constante de région. 
4 . 1 . 2 . 1 . 4 . ~n~t~u~t~o~ ~u_tlp~ !P§ 
Soit I ~ (APS; PS; ARG 2) l'instruction du type APS. 
I est invariante dans R 
si et seulement si 
ARG 2 est une constante de région. 
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Comme nous l'avons déjà s ouligné précédemment, un appel de procédure 
peut être considéré comme étant à la fois une utilisation de résultats anté-
rieurs et une modification de certaines quantités. 
Les quantités modifiables sont les paramètres actuels et les opérandes glo-
baux. Pour être• plus précis, il faudrait pouvoir déterminer quels paramètres 
actuels et quels opérandes globaux sont modifiés par la procédure . Des para-
mètres appelés par valeur ou par argument postiche (Dummy Argument) ne seront 
certainement pas modifiés par la procédure. Quant au..-x: autres types d I appels, 
les paramètres actuels réellement modifiés sont plus difficiles à déterminer. 
Nous supposerons que les opérandes globaux sont toujours modifiés par la pro-
cédure. Il est très difficile, dans les langages du type Algol 60, de déter-
miner exactement la list~ des opérandes globaux d ' une procédure quelque peu 
complexe. Ces considérations, qui n'ont peut- être pas de rapport étroit avec 
notre propos , montrent comment il faut agir sur les tables ASS, REF et RAA. 
Soit I - [ AP; {AR; l; (P1, P2, . • • , Pn)] l ' instruction de type AP 
avec PG1 , •• • , PG comme paramètres globaux. m 
I est dite invariante 
si et seulement si 
1 ° P1 , P2, . . • , Pn sont des constantes de région 
2° PG1 , •. • , PGm sont des constantes de région . 
4.1.2 . 2. Instructions invariantes ayant pour 
.2.Pfrandes des instructions intermédiaires 
Si l ' opérande d ' une instruction intermédiaire est une instruc t jon 
intermédiaire I, il faut véri f i er si I est une instruction invariante dans 
0 0 
la région R pour pouvoir conclure à l ' invariance de I dans R. 
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Cette analyse nous obl i gera peut-être à remonter très loin dans un 
segment pour déc i der de l ' invariance d ' une instruction. C' est pour cette rai-
son que f es méthodes tenant comr ' e des particularités de notre texte intermé-
diaire seront développées dans la suite . 
Nous ne referons pas i ci l'analyse des différents types d ' instructions . 
Cette analyse est dénuée d I intérêt, vu qu ' el1e est identique à celle du para-
graphe 4 .1.2 . 1 . 
Nous rappellerons qu e cet t e analyse ne doit pas traiter les instructions du 
type AP . 
4.2. Critères généraux de déplacement 
Une instruction I invariante dans une région R n ' est pas toujours 
déplaçable, c'est-à- dire telle que l'on puisse la déplacer vers des régions 
moins visitées du programme. Ainsi dans l ' exemple suivant: 
lo 
1 a: 1 : A,1: B 
0: 2: a: l+ C 
a : C : =0:2 
2 
il est i mpossible de déplacer <Xi_ 
sont des constantes de région. 
A~ B dans le segment 2, même si A et B 
Nous décrirons dans ce paragraphe les conditions générales - c 1est-
à-dire cell es qui ne sont pas particulières à notre forme intermédiaire -
pour qu 'une instruction invariante soit déplaçable. 
4.2.1. Le déplacement d'une instruction ne peut pas avoir pour effet 
de dépl acer son résultat au- dessus d ' une utilisati on de ce 
résultat 
Dans le cas de l'exemple précédent, l'instruction ~1 : A~ Best dé-
plaçable dans le segment o mais pas dans le segment 2. 
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4.2.2. Le déplacement d ' une instruction ne peut pas causer d'interfé-
rences avec un lien LAR existant . 
0. eci peut arriver lorsque l'instruction que l'on déplace est une ins-
truction modifiant la valeur d'une quantité et qu ' elle est déposée dans un 
segment faisant partie d ' un lien LAR relatif à cette quantité. 
Exern:ele 
A ·- 3 ,-
A 
·- 4 .
X ·- A ,-
cp L'instruction A ·- 4 ne peut être déplacée .
~ nulle part . En effet : V - en déplaçant A 4 dans le segment 4, := on interfère avec le lien LARA= (2,4), - en déplaçant A .- 4 dans le segment 2, on 
© interfère avec le lien LARA= (2,4). 
4 . 2 . 3 . Le déplacement d ' une instruction ne peut pas briser un lien 
LAR existant. 
Plus généralement , on peut dire que le déplacement d 'une instruction 
ne :eeut :eas briser un lien entre cette instruction et l'utilisation de son 
résultat . 
f 
A .- 3 
0)?Ç 
X := A)/ 
Aucune des instructions A:= 3 et A.- 6 ne peut être déplacée de 
la. région { 27 3, 4, 5 } ; en effet: 
- si l'on déplace A:= 3 dans le segment 1, X:= A sera mal défini 
sur le chemin 1-2-4-5-2-3- 5 car X aura la valeur 6 alors que normalement X 
devrait contenir la. valeur 3. 
- si l'on déplace A:= 6 dans le segment 1, un raisonnement analogue 
peut être tenu pour le chemin 1-2-3- 5-2-4- 5, 
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- La r ègle 4 .2 . 1 nous empêche de déplacer A:= 3 ou A := 6 vers le 
segment 6 
4.2.4. Avec l a définit i on d ' instruction invariante ~ue nous avons 
prise, nous posons implicitement une quatrième condition . En effe t, dire que 
les opérandes d ' une instruction ne peuvent être modifiés par aucune instruc-
tion de la région revient à exiger que l'on ne puisse pas déplacer une ins-
truction au- dessus d ' une instruction modifiant la valeur d ' un de ses opérandes. 
4.3. Défini tions de concepts supplémentaires 
Une définition d ' une instruction intermédiaire est l ' occurrence de 
ce tte instruction intennédiaire dans un segment . 
Exempl e TI TSQ. 
a (:JE• 1 ' A~ B) a) 0: 1 
(X ( • -· 2 . -, C; o: l) b) a: 2 
a: 3(+; A; B) c) 0: 3 
a/ :=; D; 0:3 ) d) CX 4 
a est la définition de o: 1 , b est la définition de o:2 , etc ••• 
Une utilisat ion d ' une instruction intermédiaire est l ' occurrence de 
cette ins t ruction intermédiaire comme opérande d 'une aut.i.·e instruction in-
termédiaire . 
Exemple 
Dans l ' exemple précédent , a: 2 est une utilisation de o:1, o:4 est une 
util i sation de o: 3 • 
Nous appelons déplacement en arrière d'une instruction Ile déplace-
ment de I vers tous les segments prédéces seurs immédiats d ' une r égion R. 
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Exempl e 
I (OP; Al; A2) 
Supposons que I soi t dép l açable . Le déplacement de I dans 2 et 1 est 
un déplacement en arrière. 
Nous appelons déplacement en avant d ' une instruction I le déplacement 
de I vers tous les segments: successeurs; immédiats d ' une région R. 
Exemple I~ 
I - (OP· Al· A2) ~ \ ' ' ,✓ ~ 
' Supposons que I soit dép". 1.çable . Le déplacement c1 ~ I dans 2 , 7 et 8 
est un déplacement en avant . 
4.4. Particularités dues; à l a forme intermédiaire chois ie 
et à l' organisa tion de l'optimi seur 
Par une organisation adéquate de l ' optimiseur et par un choix adéquat 
de la forme intermédiair~ utilisée, le déplacement d ' instructions qui r equiert 
une i nformation globale sur le programme peut être réalisé sur base d 'infor-
mations locales t out en respectant les conditions globales citées dans le 
paragraphe 4.2. 
C'est ce que nous montrerons dans ce paragraphe. 
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4.4.1. Remarques_préliminaires 
Il est impor tant que l ' élimination d ' instructions redondantes se réa-
lise avar_c le déplacement d 1 inst:.. ..tctions invariantes . 
Ceci est dO. à plusieurs raisons. L 'une, essentielle, résulte des dé-
finitions d ' instruction redondante et d ' instruction invariante. Les autres 
sont particulières à la structure des procédures réalisant les différentes 
t echniques d ' opti misation . Elles ne pourront être mises en évidence que lor s -
que nous aurons envisagé l ' ensemble de la technique de déplacement des ins-
tructions . 
Pour Qettre en évidence la première raison, nous nous servirons d ' un 
exemple . Considérons le segment suivant formant une région R dans le graphe G. 
1) o:1 (+ ; A; B) 
2) o:2 (: =, C; Ct:i_ ) 
3) a1 (+; A; B) 
4) o::3(:=; D; o: l) 
t 
J 
segment ® G 
-
Si A et B sont des constantes de r égion, les instructions 1 et 3 
sont invariantes- dans la région 2 
~.1 l'élimination des ins _•uctions redondantes n 1 Était réalisée qu ' a-
près le déplacement d ' instructions, nous aurions le résulta t suivant . 
t 
a:: 1 (+; A; B) 1 
r2(:=; C; o:l) 2 
• a 1 (+; A; B) 3 




En effet , quoi(Di1invariante dans la région._ l'instruction 3 nt est pas 
déplaçable . 
Par contre, si l' élimination des instructions redondantes est accomplie 
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avant le déplacenent d ' instructions, nous avons J.e résultat suivant . 
) [ °'1 ( +f ~ B) 1 
[ a:2 ( oc ; C; a1 ) 2 
);- r3( :=; D; ~) 4 J~ 
l 
En effet, l'instruction 3 a d ' abord été éliminée du programme puis -
qu'elle est redondante; ensuite, l'instruction 1 a été déplacée. 
4.4.2 . Caractéristiques du texte intermédiaire après J.a procédure 
d'élimination des instructions redondantes 
Afin d'obtenir les caractéristiques ~ue nous énoncerons ci- dessous, 
il est important que l ' élimination des instructions redondantes soit termi-
née avant que l ' on pas.se au déplacement d ' instructions. 
4.4.2.1. Les instructions d ' un segment d'instructions sont ordon-
nées par numéro èe niveau croissant . 
4.4.2.2 . Une instruction intermédiaire du type COMPUTATION, APS 
ou AP (c ' est- à- dire représentant un résultat intermédiaire) est toujours 
utilisée par au moins une instru Jtion intermédiaire. Cha~une de ces utilisa-
tions possède un numér o de niveau au moins supérieur d 'une unité au numéro 
de niveau de la définition . 
4.4.2 .3. Toute instruction intermédiaire de type COBPUTAT-ION, 
APS ou .AP, utilisée dans un segment, est également définie dans ce segment. 
Le numéro de niveau de la définition est inférieur strictenent au numéro de 
niveau de l ' utilisation . 
C'est cette troisième caractéristique qui nous permet d 'affirmer que 
le déplacanent d'instructions peut être réalisé sur la base d ' informations 
locales (orientée segment). 
4.4 .2.4 . S'il existe plusieurs définitions d ' une même instruction 
intermédiaire dans un segment, celles- ci possèdent des numéros de ni veau 
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différents . En effet, s ' il n ' en ét ait pas ainsi, elles auraient été déclarées 
redondantes . 
,, .4. 3. Conséquences_ des_ , .1ractéris tiques_ énoncées _ en_ 4 .4 .2. 
De ces carac téristiques, nous pouvons déduire les observations sui-
vantes relativement au déplacement en arrière d ' instructions . Pour déterminer 
les instructions déplaçables en arrière dans un segment, nous examinons le 
segment depuis l ' entrée jusqu ' à la sortie . 
4.4. 3.1. Sin est le numéro de niveau maximum des numéros de ni-
veau de toutes les instructions d'un même segment qui 
,2.ni ~tf 1éJ2.l§:c~e~ ~n_ 6:!:rièEe_ j~sg_u~à_pEé~eEt..t. §:l ,2_r~ ~e~-
,!e~ _!e~ i:_n~t~--u~t2:,0Es_a~aEt_UE_ E'U.:!!!éEo_d~ pye§:U_iEf~ri:_e~ 
ou é_gal à n+l sont_candida tes à un d~p_!acement e·n arrière 
En effet, soit I une instruction de numéro de niveau égal à n+l, I 
est une utilisation d ' instruction de niveau inférieur ou égal à n . Or, n est 
le numéro de niveau le plus élevé des instructions actuellement déplacées; 
par conséquent, parmi les instructions qui sont déplacées, certaines peuvent 
être des opérandes de I, d ' où I est candidate à un déplacement en arrière . Le 
raisonnement ci- dessus est certainement valable pour les instructions Ide 
niveau inférieur à n+l . 
Cette conclusion est très import ante car elle nous permettra de ga-
gner en efficacité lors de la recherche d'instr~ctions candidates au déplace-
ment en arrière . 
Initialement, seules les instructions de niveau 1 seront candidates 
à un déplacement en arrière . Si aucune d' entre elles n'est déplaçable, alors 
aucune instruction du segment ne pourra être déplacée. De plus, si toutes 
Jes instructions de niveau n ne sont pas déplaçables, a f ortiori toutes cel-
les de niveau supérieur ne le seront pas. 
4.4 . 3.2 . Lorsg_ue l ' on examine une_ instruction intermédiaire I 
afin de déterminer si elle_pcut être dgplacée en crrriè-
re.l.. il ne faa t _considérer g_ue les QPérnndes de_cette 
instruction et non_~as_ses utilisations 
En effet , en raison de 4.4.2.1, les utilisations de I se trouvent 
après I dans le segment, dès lors la condition 4. 2.1 ne peut jamais ~tre 
violée . Mais il pourrait se trouver des utilisations de I dans d ' autres 
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segments, c ' est ces dernières qu 'il ne fc.ut pas considérer . 
Ceci permet de déplacer des instructions qui pourraient apparaître 
comme non déplaçables. 
Exempl e 
+~ 
Si C et D sont des constantes de région ([ 1,2,3,4}), nous pou.vans 
dépl acer en a rrière l 'instruction I 1 dans le segment O sc.ns qu ' il soit néces-
saire de reconnaitre l ' utiJ isaton I 2 de 11 . Si ensuite nous désirons dépla-
cer en arrière I 3, nous devrions tenir compte du problème du déplacement d ' une 
instruction au- dessus d ' une utilisation dans 12 , de son résultat (chemin 
(4, 3, 1, 2)) . 
Il est important de remarquer que ceci réduit l ' environnement de re-
cherches pour déterminer si une ins truct ion est déplaçable ou non. 
Il fe.u.t reme..rquer également r~ 'il ne faut pas considérer les défini-
tions précédentes de l'instruction I; en effet , celles-ci doivent avoir un 
numéro do niveau inférieur et si œtuellement, elles n ' ont pas pu @tre dépla-
cées vers l' arrière , c ' es t que leurs opérandes soit ne sont pas des constan-
tes de région, soit ne sont pas déplaçables. Pa r conséquent, en examinant 
les opérandes de I, on doit arriver aux mêmes conclusions . 
4.4. 3.3. Pour déterminer si une définition d 'une instruction 
intermédia ire I Q..Pfrande d ' une autre instruction inter-
médiaire J figure ou ne figure_JJas dans une régionL il_ 
suffit de chercher cette définition dans les instruc-
tions Erécédant l ' instruction J dans_ le se~ent ~ui la 
contient. 
- - - - -
En effet, nous savons par les caractéristiques 4 .4.2.2 et 4.4 .2.3 
que seules les définitions figurant dans le segment peuvent affecter l ' uti-
lisation . 
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Si, dans les instructions qui précèdent l ' utilisation, nous ne trou-
vons pas de définition de l'instruction utilisée, cela implique que cette 
défini tinn était déplaçable et a ·Hé déplacée en arrière. Par conséquent, 
l 'utilisa tion présente est candidate au déplacement en arrière. 
De ces trois observations 4.4 . 3. (1-2- 3), nous pouvons conclure que 
cert~ines décisions de déplacement pourront être prises avec une information 
locale . Toutefois, pour les quantités du programme et les quantités générées 
par le compilateur, il faut une information plus globale . Celle- ci est obte-
nue au moyen des tables· ASS, REF, RAA. 
Certains résultats restent valables pour les déplacements en avant, 
notamment le suivant (on commence par examiner 18s dernières instructions 
du segment pour respecter le principe 4. 2.1), sans que l' on change quoi que 
ce soit à la forme intermédiaire ou aux procédures adop tées. 
Pour déterminer si une utilisation d ' une instruction intermédiaire 1 
figure , ou ne figure pas , dans une r égi on, il suffit de chercher cette utili-
sation dans les instructions qui suivent l'instruction définissant I. 
Si l ' on ne trouve pas d ' utilisation de I, cela signifie que ces uti -
lisations ont été déplacées vers l' avant et que l a définition présente est, 
elle aussi, candidate au dépl acement vers l ' avant . 
Ce résultat est le 4 .4. 3.3 précédent, adapté au déplacement en avant. 
Les autre.J r ésultats ne sont plu~ valables tels quels. 
On pourrait penser à l ' énoncé suivant de 4 . 4.3.1 pour les déplace-
ments en avant: sin est le numéro de niveau minimum parmi les numéros de 
niveau de toutes les instructions déplacées en avant jusqu 'à présent, alors 
seules les instructions ayant un numéro de niveau supérieur ou égal à n-1 
sont candidates à un déplacement en avant . Ce résultat n ' est plus vrai car 
certaines instructions de niveau n-m > 0 peuvent être candidates au déplace-
ment en ayant alors qu ' aucune instruction de niveau n ou de niveau n- 1 n ' est 
déplaçable en avant . 
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o;l2 ' E = ~ 11 ,2 
· ·····• • 000000 
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~ 
ExEminons le se@Ilent 1 . Ni Œ5 ni a6 ne sont déplaçables en avant . 
Or , cx1 et a2 le sont, si l ' on su~pose que 
1° D n ' est pas utilisé dans la région, 
2° D n'est pas redéfini dans l a r égion, 
( remodi fié) 
3° ~ n ' est redéfini ni dans le segnent 1 ni dans le segment 2, 
4 ° A et B ne sont pas redéfinis sur tout chemin allant vers la 
sortie de la région . 
On est donc obligé de "scanner " tout un segment et d ' examiner toutes 
l es instructions de ce segment , même si aucune d ' entre elles n'est déplaçable 
vers l ' avant. L'analyse requise sera donc assez longue . 
En essayent d ' adapter l a deuxième conclusion relative aux déplace-
ments en arrière , pour l es déplacements en avant , on pourrait penser à 
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l ' énoncé suivant: 
lorsque l ' on examine une instruction intermédiaire I afin de déter-
riner si elle peut être -~placée en avant, il ne faut considérer que 
les opérandes de cette instruction et non pas ses définitions . 
Ceci n ' est plus entièrement valable. Il faut exiger en plus que les 
utilisa tions de l'instruction intermédiaire soient prises en considération. 
Nous examinons maintenant l ' influence de l a notion de région fortement 
connexe sur la relation entre des utilisations de quanti tés et ël.es modi fica-
tions de quantités (instructions modifiant la valeur des quantités) : 
1) si une quantité est utilisée dans une région sans qu'elle y soit 
modifiée, alors nous supposons que la quantité possède une valeur déterminé~ 
lorsque nous entrons dans la région; 
2) si une quantité est à la fois modifiée et utilisée dans une ré-
gion, alors toute modification peut être reliée à n ' importe quelle utilisa-
tion, à cause de la pr opriété de connexité forte; 
3) si une quantité est modifiée dans une région, on ne peut généra-
lement pas supposer que la valeur attribuée à la quantité par la modifica-
tion, es t la valeur de la quant ité lorsque nous entrons dans un successeur 
immédiat quelconque de la région . 
Exemple l / ,QJ~ 
4 ® A = 5 / 
! 
Lorsque nous entrons dans ® , A e..st soit égal à 4, soit égal à 5. 
~ ' est également vrai lorsque nous entrons dans G) 
Par contre, dans l ' exemple suivant, la valeur de A peut être déterminée de 
façon exacte si l ' on suppose que A n'est modifié r,i dans ® , ni dans (3), 
ni dans @. 
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Le deuxième exemple montre g_u ' il y a des exceptions. Ainsi, des 
quantités modifiées dans des points d'articulation sont généralement des 
exceptions . 
4.5. Critères de déplacement particularisés 
Pour décrire ces critères, nous distinguerons deux types d ' instruc-
tions 
1° Les instructions de calcul, c ' est- à-dire celles du type "COMPUTA-
TION", "APS" et 11AP 11 (appel de fonction). 
2° Les instructions définissant des quantités, c'est-à- dire modifiant 
la valeur de quantités . 
Nous ne nous attarderons pas aux instructions du type "AP". Comme 
nous l'avons déjà dit précédemment, elles méritent toute une étude à elles 
seules. 
4.5.1 . Critères _pour_déplacement_en_~~~!~~~ 
4.5.1.1. Les instructions de calcul_(COTIPUTATION ou APS) 
Pour qu ' une telle instruction soit déplaçable, il suffit (la partie 
SUBS d'une variable indicée étant considérée comme un opérande) que 
1° ses opérandes qui sont des instructions intermédiaires ne soient 
pas définis précédemment dans le segTP..ent; 
2° ses opérandes· qui sont des quanti tés soient des constantes de 
région. 
4.5.1.2 . Instruction modifiant des quantités (définition d 1une 
~uantité}._ (ASSIGNATIONS et INDEXED ASSIGNATIONS} __ 
: our qu ' une telle instru tion soit déplaçable, i . suffit (la partie 
SUJ3S d 'une variable indicée est considérée comme un opérande) que 
1° ses opérandes qui sont des instructions intermédiaires ne soient 
pas définies précédemment dar.s le segment ; 
2° ses opérandes qll.i sont des quanti tés soient des constantes de 
région; 
3° le segment dans lequel se trouve l ' instruction soit un point d'ar-
ticulation. 
Nous devons nous a ssurer de ce que la quantité possède, dans toute 
la région, la valeur que lui attribue l ' instruction, puisque nous déplaçons 
l'instruction dans tous les segments prédécesseurs immédiats de la r égion. 
4° De plus, il faut qu'il n'existe p&s d'autres définitions ou 
d 'uti lisations de l a quantité sur tout chemin allant d'une entrée de la ré-
gion vers l'ins t ruction. 
En effet; s ' il existait une utilisation de la quantité entre une en-
trée dans la réglon et l ' instruction par le dépl û.cement de 1 1 instruction mo-
difiant la quantité, nous interférerions avec un lien L.AR existant entre 
l'utilisation et une définition se trouvant en dehors de l a r égion. Pour 
l' existence d ' une autre définition, un raisonnement semblable mènerait au 
critère 4°; il s ' agit ici d ' une ~oupure de lien LAR . 
4. 5.2. Critère_pour_déplacement_~~-~~~2! 
L ' idée de base dans le déplacement en av[!Jlt est d'éviter qu ' une ins-
truction dont los opérandes ne sont pas nécessairement des constantes de 
région, mais qui n I est pas utilisée dans l a région, soit exécutée plusieurs 
fois inutilement. Pour cela, on la déplace en avant en dehors de la région, 
de telle f açon que les opérandes de l ' instruction soient modifiés par les 
itérations successives dans l a région mais que la valeur de l 'ins truction 
ne soit calculée qu ' une seule fois au moment où l ' on sort de la région. 
4.5.2.1. Les instructions_d~ ~alcu~ 
Pour qu ' une telle instruction soit déplaçable vers l'avant, il suffit 
que 
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1° ses opérandes, qui sont des instructions intermédiair es ne soient 
pas redéfinis sur tout chemin allant do l ' instruction vers une sortie de la 
région; 
2° ses opérandes, qm. sont des quantités, ne soient pas modifiés sur 
tout chemin allent de l ' instruction vers une sortie de la région. 
Ces deux conditions assurent que l'on n ' interfère pas avec un lien 
L.A.R exista.nt. 
3° L' instruction candidate au dérllacement ne soit pns utilisée entre 
l ' instruction et la sortie du segment dans laquelle elle so trouve . 
4.5.2.2 . Instruction modifiant des guantités 
Pour qu ' une telle instruction soit déplaçable vers l ' avant, i l suf-
fit que 
1° ses opérandes qui s ont des instructions intermédiaires ne soient 
pas redéfinis sur tout chemin allant de l'instruction vers une sortie de la 
région; 
2° ses opérandes qui sont dos quantités uo soient pas modifi és sur 
tout chemin allant de l ' instruction vers une sortie de la région. 
Cette condition nous assure que la modifi cation de valeur de l a quan-
tité est tou jours exécutée . 
4° Il n ' existe pas d ' autres instructions modifiant la valeur de la 
quantité mr tout chemi n allant c", l'instructi on vers une sortie de- l a région. 
5° La quanti t é modifiée par l ' instruc t ion ne soit pas utilisée dans 
la région . 
Ceci pour ne pas briser un lien LAR. 
Il faut rema:;_~quer que tous ces critères sont des particulari sations 
des critères généraux 4 . 2 .1, 4.2.2, 4 . 2 . 3 et 4.2 . 4 . Pour ne pas allonger exa-
gérément la partie écri te de ce travail, nous n ' avons pas repris toutes les 
justifi c.::i,tions. 
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4.6. Procédure pour le déplacement en arrière 
Nous ne donnerons ici que les principes d'une procédure due à Allen 
et aussi .m e amélior a tion, que r. 1s pensons être sensibl et qui s ' appui e 
sur la décomposition d I un gr aphe en ni veaux étendus (Annexe 1). 
Supposons que les régions R1 , R2, •.. , Re- laient été traitées par 
1 1 optimiseur (FOLDING, Simppressi on d'instructions redondantes, déplacement 
d'instructions, etc •• • ) . 
R' 
e 
1) R est sélectionnée dans la liste R et l ' ensemble 
~ 1 -
= R 0 ( () R.) des segments de R qui n I ont pas encore été examinés, 
e . 1 1 e l= est calculé. 
Seuls les segments f i gurant dans R' peuvent contenir des instructions 
e 
déplaçables. En effe t, si une instruction I fi€,1 1r2..nt dans un se§Tlent 
SE R "- R 1 
e e 
était déclaré déplaçable lorsque l ' on examine R, elle le 
e 
a fortiori lorsque 1 1 on exnmina.i t les régions R1 , R2, •. . , Re- l • 
2 ) Les t ab les ASS, REF, RAA ti ennent compte de l' ensemble des réglons 
a~parten2..nt à la région R. 
- e 
Elles sont générées lorsque l es segments S <=.. 
nés pour l' élimina tion d'instructions redondantes . 
e 
( V R. ) sont exami-
i=l l 
De plus, apr ès que chaque segment de R' e.i t été traité par l a procé-
e 
dure de déplacement d'instructions, elles doivent être Tiises à j our. 
Exemple 
Si I utilise l es quanti tés v 1 et v2 dans le segment S, si I est dé-
placée et s i I es t la seul e instruction u_tilisant v 1 e t v 2 dans S1 alors on 
aura les actions suivantes sur ces tables: REF [ v1 ,s] := REF [v2,SJ:=RAA [v1 , 
s] .- RAA [v2 ,s] ~= o. 
3) Afin de pouvoir utiliser l e résultat 4.4.3.1, une t abl e maxle_yel 
comporf.ant une entrée par segment figurant dans RI est initialisée à, zér o . 
e 
maxlevel 1S.-J contient le numéro de niveau maximum parrr.i les ntunér os de ni-
~ J 
veau de toutes l os instructions déplacées de S. vers l 'extérieur de l a r é-
J 
gion . 
4) Les points d ' articulation , les entrées, les sorties, les prédé-
cesseurs de R et ses successeurs sont recherchés. 
e 
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5) Un segment fic ti f est initialisé . Il contiendre, tou t es les i ns -
truc t ions qui ont été déplacées de la région R. Il sera inséré dans le pr o-
e 
grem.me s1' i van ·L. cer tains cr itères 1_ue nous verrons plus l r• in , et auss i apr ès 
certains t r ai temenis (I'old.ir.g, suppres:::i0~1 cl I instructions redondantes). 
6) Déms chaque segment S appartenant à R' , on exami ne chaque instruc-
e 
tian ayant un numéro de niveau inférieur ou égal à 1 + ma::level [ sJ. Si une 
telle instruction satisfait aux critères de déplacement en arrière, on l a 
dépl ace dans le segment fictif et on la su,:rrime du segment S ; de plus , s i 
son numéro de ni veau est égal à m:?xlevel [s] + 1, on met ma.xlevel [SJ à jour. 
Exeippl_Q pour une instruction du type "COMPUTATICN" se trouvant en }me posi-
tion dans u n segment figu.i·r.:.nt dans TSQ. 
a) Pour chacun de s es opérandes qui est une instruction internédiai-
re, on cherche, dans les positionc 1 jusqu:à j - 1 du se~ent dans TSQ, s ' il 
n'existe pas une défi nition de ces opérandes. 
b) Pour chaque opérande qui est une quantité, on a~plique ci la quan-
Si les deux conditions son t satisfaites, alors l!instructjon est 
dér, laçable et on effectue le déplacement . 





L rer.iplissage ., ~ ·- - -· ·-- ~ _ ,. 
début du segment 
ficti :':' 
J, 
'I7Il-·fl ,-- ------r- i-- -7 
. ____ 1·aŒ-1, __ l~-- -1 -!!E!!!~~!~!- -----1]=-=J: ___ L_j 
î î 
f i n du segment fin .::.1.1 segment 
fictif 
Il faut remarquer qu I il es t essentiel que cela se passe ains i car 
:i.l fau t res:pecter la notion de séquew::e . 
8) Lorsque tous les segments de R' ont été examinés et que des i ns -
e 
tructions modifi ant des quantités ont été déplacées, des instructions de 
R' u til i sant ces quanti tés deviennent candidates au déplacement e t dc i vent 
e 
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être examinées. C' est ici (pour traiter R' de f açon complète ) que nous pou-
e 
vons introduire une amélioration pour diminuer le nombre d ' appels récursifs 
de la procédure. En effet , si le graphe du programme a é té décomposé en ni-
veaux étendus, nous pouvons énoncer l a règle suivante 
Exemple 
Après avoir traité un se@nent S appartenant à R' les segments can-
e' 
didats au traitement sont l es segments ayant un numéro de niveau 
étendu égal au numéro de niveau étendu du segment Sou égal au numéro 




Les segments candidats 
après l e traitement du 
segment 3, sont les seg-
ments 5, 4, 2. 
Si 2 n ' a pas été t raité, 
celui qui sera choisi sera 
le segment 2. 
Il faut préciser l a règle en int roduisant la remarque suivante: 
Les segments K ayant un r:uméro de niveau étendu supérieur d ' une uni-
té au numéro de ni veau étendu du segment S peuvent faire partie de sous-
région de Re; dès lors, on choisira le segment qui aura un numéro de ni veau 





Après traitement du 
segment ® et du 
segment d) , les can-
didats RU traitement 
sont G) et, @) , mais 
@ fait partie d ' une 
sous- région déjà traitée; 
dès lors, après traitement de 




On commence toujours par les segments ayant un numéro de ni veau 
étendu minimal, c ' est- à- di re le plus petit de ceux des segments figurant 
dans R' . 
e 
9) A la fin de la procédure, le segment fictif contient toutes les 
instructions qui ont été déplacées vers l ' arrière depuis la région R . 
e 
Avant que ce segment ne soit i nséré dans le pr ogramme , d ' autres pr océdures 
vont venir insérer des i nstructi ons dans ce segment . 
4.7. Quelques remarques sur le déplacement en avant 
La. procédure réali sant le déplacement en avant devra fournir une 
analyse plus longue avant de décider qu'aucune instruction n ' est déplaçable 
vers l 1e.vant dans un segment. Nais, en gros , cette procédure est analogue 
à la précédente . Nous pouvons la visualiser par le schéma suivant 
~ anal;y:se fin slgmen t S ·É rem12lissage fin de F 
. .J,, 
11 1111 111~ri-l~---~~E~~~~c~!~]-tfl-l+lJ-t .+! 
î segment s î segment fictif F 
début segment s début de F 
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Pour obtenir l a r ègl e de choix des segments à traiter, il suffi t 
d ' inverser la règle 8 de 3.5. 
Exemple 
Après traitement de 
© pour le déplacement 
en avant , c ' est le seg-
ment (5) qui est choisi. 
La procédure de déplace-
ment en avant aura com-
mencé par le segment @ . 
4.s . Remarque sur la s t ructure de bloc Algol 60 
n+3 
Il existe, en Algol 60 , des instructions intermédiaires· qu I il faut 
rendre non dép l açables , par exempl e les instructi ons i ntermédiaires d'ouver-
ture de blocs (INBL0CK) e t de termi nai so~ de blocs (OUTBIDCK) . 
En Algol 60, l es quantités sont caractérisées par un 11 scope 11 (durée 
de vie) . La durée de vie d ' une q .'lntité Algol 60 est égaJe à la durée de vie 
du bloc dans lequel ell e a été déclarée . Dès lors , il faut veiller, lors du 
dépl a cement de code, à ne pas déplacer en dehors de la portée du bloc des 
instructions utilisant des quantités déclarées dans ce bloc. 
Nous illustrons ce dernier point par un exemple: 
for i := Al step A2 until A3 do 
begin s o; 







où Al, A2 et A3 sont des expressions arithmétiques et SO, Sl et S2 sont des 
instructions Algol 60. 
I:; graphe correspondant c·1t le suivant 
°i: j, éval (Al) 
°:2 : : =; i; al 
°3= éval (A3) 
0:4: test~ i· 
' 
a:3 
ex,: BR.ANCHi (X 4 i (OVER, SUITE) ) 
~1 1 
SUITE: so 
o:;6 . INBLOCK; n; staticsize . 
Sl 
(X7 e OUTBLOCK; l1) t1' 
S2 
Q'.8 : évnl (A2) 
0: 9 : +; i; as 
a: 10= : =; i; a9 
a:3 . éval (A3) . 
a: 4 : test; i; 0:3 
a; 
·5 : BRANGH; Cl 4; (ovrn, SUITE) 
1 , 
1 OVER : f 
V 
Nous re!Ilé'.rquons que s ' il existe des instructions déplaçables dans le 
code de s1 (par exemple l'instruction I utilisant la quantité x), nous devons 
t eni r compte de la structur e de bloc (I ne pe~t pas être déplacée) . 
- INBLOCK; n; staticsize; est l'instruction intermédiaire d ' entrée dans un 
bloc Algol 60. n: est le numéro d ' imbrication du bloc. Stat.icsize: est la 
n 
taille de la "Data Area" associée au bloc n. 
- OUTBLOCK, n~tt ; est l'instruction intermédiaire de sortie d 'un bloc ALGOL 
60 - n: idem que pour INBLOCK. 
Chapitre, V 
REDUCTION D' OPERATEURS A DES 
OPERATEURS PLüS EFFICIENTS 
V-1 
Le déplacement d ' instructions inva,riantes ne dé:place que J.es ins truc-
tions invariantes déplaç':lbles . Souvent on a intérêt à déplacer cles instruc-
tions utilisant des opérateurs l ents en dehors de la région . CeCi n'est pas 
toujours possible, comme il a été exposé dans l e chapitre précédent . 
La réduction d'opéra teurs à des opérateurs plus efficients est une 
technique qui perrr.8ttra de dépl acer en dehors d 'une région certaines opra-
tions utilisant des opérateurs peu r apides et de remplacer ces opérations 
par d'aut res opérations équivalentes mais plus rapides . 
Le gain en efficience obtenu est la différence entre l e temps d ' exé-
cution répétitive de l ' instruction dé:9J.acée et le temps d ' exécution répéti-
tive du groupe d.'i_nstructions qui la remplace. 
Cette t echnique n ' optimise pas le volume du programme {diminution de 
la place !ll.émoire occupée) mais son temps d ' exécution . 
5.1. Quantité récursivement assignée. 
5.2 . Res t:::'iction d8 la définition 4.1 et les raisons . 
5.3. Opérateurs réductibles et non réductibles. 
5 .4 . Instructions réducti-,les et séquences d ' ins Luctions réductibles . 
5. 5. Utilisation de J.a. notion de s équence d ' instructions réductibles. 
5 .6 . Avantage de l a notion de séquenc:e d I instructions réductibles et 
de l a réducti on d ' opérateur s à des opérateurs plus efficients. 
5.7. Procédure de r éduction des opérateurs. 
5.8. Discussion sur l a r éduction d ' opér a teurs à des opérateurs plus 
ef±.'ici ents . 
5. 9. Orti fil i sa.tion particulière pour l es boucl es du type DO (FORTRAN IV) 
ou for (ALGOL 60) transformée . 
j.lO~Remarqües. 
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La plupart des idées de ce chapitre sont extraites de F.E. Allen 
.LALLEN 69.l et dans une moindre mesure de Davie Gries LGRIES 7Q/. 
5.1. Quantité récurs i vement assignée 
Une quantité V est dite récursivement assignée s i et seulement si 
la T>artie drrüte de l ' assignati on est une fonction dépendant de V, c I est- à ... 
dire possède la forme f(V). 
Remarquons que si V est une variable indicée, l' expression en partie 
droite ne peut pn,s modifj_er la valeur des indice3. 
Exemple - A [I,J] := A [I,J] * ( B [ I] + C [I] ) 
- A= SIN (A) 
- A = A + B * C + R 
En général, un appel de procédure peut être consid.2ré, pour certaines 
qum1b. tés, conme étant une assignation récursive . 
Exemple procedure p(x)i integer x; x := x+l; 
L' appel p(x) est une assignation récursive. 
La définition ci- dessus étant trop générale pour nos besoins, nous 
en 9,dopterons une autre, plus restrictive, dans le paragraphe suivant • 
L' instruction V= f(V) sera ci- après anpelée assignation récursive. 
(Certains auteurs l'appellent définition récursive . ) 
5.2. Restrictiomde l d définition 5.1 e t l es raisons de ces restrictions 
5.2.1. Res trictions 
Les restrictions que nous imroserons sur des quantités récursivement 
assignées nous sont dictées par les traitements que nous désirons réaliser 
sur ces quantités . 
Les quantités qui nou:J intéresseront dans la suite de ce chapitre sont 
celles qui sa tisfont aux restrictions suivm1tes : 
1° La quantité est une variable non indicée de type entier; 
2° V f (V) appartient à une région; 
3° V f(V) a la forme V = V + DELTA, où DELTA est soit une constante 
de région, eoit une instruction constante*dans la région . DELTA peut être 
~ voir page suivante . 
V-3 
4" Toutes les instructions modifiant la valeur de V dans l a région 
doivent être des assignations récursives satisfaisant à l a condition 3°. 
Exemples I := I + (-5); I := I + 5; I := I + 3 ~ K + J; 
I := J + I 
Dorénavant , lorsque nous parlerons de variable récursivement assignée, il 
faudra comprendre une variable vérifiant les quatre conditions précédentes. 
Remarques Les seul es fo:rmuJ.es possibles pour DELTA sont les suivantes : 
(1 ° ) une cons tant e; 
(2°) une variable simpl8 o_ui est une constante de région; 
(3°) une variable indicée dont les indices sont des constan-t:i.' '1 de ré-
gion et telle que le tableau dont elle est un élément soit également une 
cons tante de région; 
(4°) une instruction dont lGs opérandes sont soit des constantes de 
région, soit des instructions intermédiaires constantes dans la région. 
Exemple 
: ,1 
al A :li: B c, A et B étant 
Q'.2 A + ~ des constantes de 
(X3 0: 2 i: C région. 
J 
5 .2. 2 . ~~~!~!~~~!~~~-~~~-restrictions _ l, __ 2, _3 _et_ 4 
!fous tcmte:r.ons maintenant de justifier les restrictions imposées . 
Cette justification n ' est pas toujours possible à ce niveau car beaucoup de 
restrictions ont été introduites à ce.use du traitement q_ue 1 1 on désire réa-
liser. 
'li: Une inst:cuction constante est une instruction non définie dans la region. 
Les instn,ctions constantes sont, en règle générale , les instructions in-
variantes qui ont été déplacées. Une instruction constante porter a égale-
ment, dorénavant, le nom de constante de région. 
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1° On exige que la quantité I récursivement assignée soit une variable 
simple de type enti er pour l es raisons suivantes ! 
a) Des instructions du tyï,.,e I 3E K, où K est une cunstante de région, 
seront transformées en des addit i ons successives . 
Exemple 1 
I = 1 
~1 
1 D N 3E I 
A [I] = B [J] 
I I + 1 
IF (I.LE . 100) GOTO L 
--J 
sera transformé en · J 
l&J 
-J, 
L J = t . 
A [JJ = B [J] 
I : = I + 1 
t := t + N 
IF (I.LE -100 ) GOTO L 
j,, 
ou encore, sous une forme pl us optimale 
t = N 
t 1 = 100 ~ N 
' 
L : A [ tJ = B [ t ] 
t = ·t + N 




Si I n ' était pas un entier, comment exprimer par exempl e 2 . 5 ~ N 
sous forme d ' additions successives . 
b; I pourrait être une va~iable indicée mais alors les indi ces doivent 
être des constantes de région. Généralement , on préfère exiger que I soit une 
variable simple, pour simplifier la tâche de l ' optimiseur: ainsi il ne doit 
pas analyser l es :indices de la variable . 
On refuse clc considérer les variables indicées pour d'autres r a isons 
que l ' on mettra en évidence sur l ' exemple suivant . 
I = n 
rv [I] = 1 
'1 
L J = K x IV [I] 
A [ Jl ,- B [ JJ 
I I + l 
I V [I] = IV [IJ + l 
IF (IV [I] . LE.100) GOTO L 
1 
devrait ôtr o transformé do l a f açon suivante 
I = N 
IV [ I] = 1 
t = K * IV r-I7 L J 
-1 
L : J = t 
A [J] = B [J] 
I = I + 1 
I V [I] 0-' I V [I] + 1 
t = t+K 
IF 1 IV jIÏ \ - ..J . LE . 100) GOTO L 
1 i 
qui est un programme non équivalent au premier, puisque I varie dans la région . 
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2° Le f ait que V= f(V) appartient à une région nous permet de trans-
former certains opérateurs en une combinaison d'autres opérateurs . 
3° Le fait que V = V + DEI-'.::1A et non pas V = f(V) o:i f est une fonction 
quelconque nous est également imposé par le traitement que l'on désire réa-
liser. 
En effet, si V= f(V) avec f quelconque, alors par exemple V~ K (où 
K est une constante de région) n ' est plus remplaçable par une addition. 
L'exigence "DELTA est soit une constante de régi on, soit une ins truc-
tion constante" provient du fait que l ' on désire (lue l'incrément de la varia-
ble temporaire (t dans les exemples) soit calculable en dehors de la région . 
Si ce n ' était pas le cas, nous détériorerions le programme au lieu de l'amé-
liorer. 
4° Si une des instructions modifiant la valeur de V dans la région 
n'était pas une assignation récursive au sens de 3°, le traitement que l ' on 
désire réaliser ne conserverait plus l'équivalence des progTarnrnes . De plus , 
on ne pou!Tait plus déterminer l'incrément de t. 
Exemple 
l 
1 K : = I ::i: N 
~Œl I~f(I) 
/ 
~-4 test sur I 
5.3. Opérateurs que l ' on désire remplacer (réduire) et 
opérateur qu ' il est impossible de réduire 
5. 3.1. Opérateur_que _l'on_désire_réduire 
f(I) 
t + t2 
Nous décrirons ici le traitement que l'on réalisera sur des variables 
qui répondent aux critères précédents. 
Certaines assignations dont les parties droites sont des fonctions de 
variables récursivement assignées sont elles- mêmes réductibles à des assigna-
tions récursives . 
V-1 
Soit I une variable récursivement assignée dans une région R et 
soient I = I + D1, I = I + D2, I = I + n3, • . . , I = I + Dn les assignations 
récursives appartenant à R. 
Une cons tan te de r égi. on sera notée RC . 
5. 3 • 1. 1. Réducti on de I x RC ou RC !. J. 
L'assignation t = I * RC out= RC * I peut être réduite à une assi-
gnation récursive par 1 ' algorithme suivant , où test une variable temporaire. 
a ) Pl acer t = I * RC (RC * I) devant chaque entrée de la réglon. Ceci 
a pour effet d'initialiser t de façon correcte. 
b) Calculer DD. = RC :JE D. (D. :lE RC). Ce calcul :peut être fait clirecte-
i l J. 
ment si les valeurs de RC et de D. sont connues. Sinon, on place DD. = RC 3t' D. 
l l l 




c) Placer t = t + DD. après chaque assignation récursiv~ I = I + D . • 
l l 
est soit positif, soit négatif. Si D. > 0 et RC 7 0 
l 
alors DD. > 0 
l 
Si D. < 
- l 
0 et RC < 0 alors DD. :;,· 0 
l 
Si D. et RC sont de signes opposés alors 
l 
DD. -C: 0 
l 
Si, dans t = I * RC, RC n'était pas une constante de région, la trans -
fomati on produirait une détérioration du programme puisque DD. n'est plus 
l 
une constante de r9gi.on . 
I :lE 5 
/'K= t 
/~A [l<] := B [ KJ 
I := I + 1 
t := t + 5 
5 . 3. 1 . 2 . Réduction de I ± RC ou RC + I 
L' assignation t = I ± RC ou t = RC + I peut être réduite à tme assi-
gnation récursive par l 'algorithme ci- dessous . 
a) Placer t = I + RC (t = RC ± I) devant toute entrée de la région R. 
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b) Placer t = 
I = I + D . • 
t + D. (t = 
i 
t + Di) après chaque assignation récursive 
i 
Exemnle est équivalent à 
I 1---------
t = 4 -
I I + 
CP~\;= J,-~~: 
J l t 
5 . 3 . 1.3 . Réduction de RC a I 
1 
4 - I 
K + t 
I + 1 
t 1 
L'assignation t = RC a I est réductible à une assignation récursive 
par l ' algorithme suivant 
a) Plaqer t = RC ~* I devant chaque entrée de R. 
b) Calculer DD . = RC ~* D .• 
i i 
Ce calcul peut être réalisé directement 
si les valeurs do RC et de D. s0nt connues . Sinon on place DD. = RC ~~ D. i i i 
devant chaque entrée de la région R. 
c) Placer t = t * DD. après chaque assignation récursive I = I + D . • 
i i 
Exemple est équivalent à 
(1 1 
I 1 ) l t 5 :i:31: I 
t 5 
~I I + 3 
I \ t t :JE 125 
J, 
Nous pouvons démontrer l'exactitude algébrique de ces transformations . 
Cette exactitude algébrique disparaît si l'on traite autre chose que des en-
tiers, par exemple des réels: dans ce cas, les erreurs d ' arrondi ne sont 
plus les mêmes . 




t t . 
nouveau ancien 
ou t = t + D 3l: RC 
I * RC + D 3l: RC 
I 31: RC 
D ~ RC 
2) t = (I + D) + RC = I + D + RC 
nouveau 
t . = I + RC 
ancien 
t - t . D 
nouveau ancien 









RC :Jt:~ (I + D) = (RC n I) + (RC :Jt:3E D) 
t . ~ (RC :Jt:3E D) 
ancien 
t 3E (RC 3E3E D) 
RC ± (I + D) = RC + I + D 
RC + I 
t - t . = + D 
nouveau ancien 
out= t + D 
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I ff RC n'est pas une opér ation réductible . On pourrait penser à uti-
liser l a formule du "binôme de Newton" pour évaluer 1 1 expressi.on (I + b) n RC 
mais la nouvelle forme de l'expression est f ort peu maniabl e . 
RC 
t - (I +"' ) :fé:it: RC =? C. I(RC-i) bi 
nouveau u i i=o 
R'C-1 




i ti . 
ancien 
LE:a coefficients C. sont ~·.)nct ion de RC qui est une constante de région 
i 
mais il es t impossible d' éliminer les di visions t . / t . ** i. 
anci en ancien 
5.3.2. Opérateur qu 'il est impossible de réduire sans 
imposer_ des_ conditions_ supplémentaires ________ _ 
Cet opérateur es t l ' opérateur de division entière . En effe t, soient 
1 1 expression I/RC et la variable I définie récursivement par J.es assignations 
r écursives I := I + D1 , • •• , I := I + Dn. 
t 
nouveau 
(I + Di)/Rc = I/Rc + Di/Re 
= t . + D./RC 
ancien i 
Cette expression est correcte algébriquement mais ne l'est plus en 
me.chine . On pourrait penser à la transformation suivante comme transformation 
découlant du calcul précédent 
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a) Placer t = I/RC devant chaque entrée dans la région. 
b) Calculer u . = D. /Rc directement si D. et RC sont des constant es . 
l l l 
Sinon placer u. = D./RC devant c1• ique entr ée dans la région . 
l l 
c) Placer t = t + u . après chaque instruction I = I + D . • 
l l 
Nous montrerons mai ntenant sur des exemples que cette transformation 
n'est pas correcte. 
1) Q algébriquement équivalent à I := 1 RC := 5 5 
,J 
t .- I / RC 
u := 1/ 5 
-·J, 
K := I / RC K = b 
I := I + 1 I = I + 1 
1 t = t + 1/ 5 (a) { (a) (b) (b) 
1er passage dans R K •- o, I 2 K = o, I 2 , t 0 . -
2me passage dnns R K : :::: o, I = 3 K = o, I 3, t = 0 
3me passage dans R K := o, I = 4 K = o, I 4 , t 0 
4me :passage d::i.ns R K .- o, I 5 K = o, I = 5, t 0 
5me passage dans R K : = 1 , I = 6 K = o, I = 6, t = 0 
6me :p3,snage dans R K := 1, I K = O, I 7, t 0 
On remarque donc que dans le programme transformé, K reste égal à zéro, tan-
dis que dans (a), K passe à la valeur 1 . 
Cet exemple met en doute l'équivalence de la transformation . 
Un autre exemple va montrer que la transformation met en doute 
"1 1 équival ence sémantique" . 
2) 
{ I RC 
I + 8 
l (a) 
I = 2; RC 
t := I/RC 
u := 8/ 5 
5 
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(a ) (b) 
1er pas sage K o, I = 10 K = o, I = 10, t 
2me passage K 2 , I = 18 K 1, I = 18, t -
3me pass '- ge K = 3, I = 2r K -- 2, I = 26, t == 
Les raisons de cette non équivalence semblent provenir des causes 
suivantes 




2° Dans l ' exemple 2: I. · t · a1 = 
ini J. QI _ ~ RC + RI_ et D = ~ ~ RC + RD 
et R1 _ + RD est un multiple de RC . 
J. J. 
J. 
En règle générale , nous pouvons donc affirmer que la transformation 
n'est pas correcte pour le cas de la division . 
Pour éviter les divisions dans une région, certains auteurs (Allen, 
Medlock) proposent de transformer une instruction du type A/ Ben u = 1/B, 
A~ u , la division 1/ B serait calculée à l ' extérieur de l a région et avant 
d ' entrer dans la région . Pour que cela soit possible, il faut que 1/B puisse 
~tre déplaçable en arrière . Cette transformation bien qu ' algébriquement cor-
recte ne l ' est génér alement plus si l'on tient compte des réalités matériel-
les (exemple 1) . Ceci est vrai pour les divisions entières, pour les divi-
sions de type réel la trans f ormation peut donner des résultats valables . 
5 .4. I ntroduction des notions d ' instruction réductible 
et de séquence d'instructions réductibles 
5 .4.1 . Définition d ' une instruction réductible 
---------------------------------------
Une instr uction réductible est une opération ayant pour opér andes 
une constante de région et une variable récursivement a3signée ou une i ns t ruc-
tion réductihle . 
Plus précisément , les instructions réductibles sont les suivantes 
(I est une v::u-iable récurs i vement assignée et RC une constante de r égion) 
1°) les opérations de base 
(1) I ~ RC, (2) RC ~ I, (3) I + RC, (4) RC + I, (5) RC - I, 
(6) I - RC, (7) RC a I 
2~) les opérations du type 
(11) o: i r RC, (22) RC :f (Xi' (33) "Q:i + RC, (44) RC + a i' 
(55) RC - â. , (66) à . - RC , où a. est une des instructions (1) à (6 ) ou (11) 
J. J. J. 
à ( 66) . 
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3°) l'opération RC na:. où a:. est une des instructions (1) à (6) ou 
l l 
(11) à (66). 
T-)u te autre instruction e;;::: t di te irréduc ti bl e . 
Remarquons que toute utilisation du résultat de l'opération réductible 
(7)au (3°) devient une opération irréductible. 
5.4.2. Définition de séquence d ' instructions 
réductibles_ou_séquence_réductible __ _ 
Une séquence d'instructions 11, r2, ••• , In appartenant à un même seg-
ment est dite être une séquence "d'instructions réductibles" , 
si et seulement si 
1° chacune d ' elles est réductible; 
2° I. utilise le résultat I. 1 . l l-
Exemples 1) a: l I ;:, RCl 
a: 2 ~ + RC2 
o: 3 ~ 1: RC3 
o; 4 RG4 - o:3 
2) o:1 RCl + RC2 
3) ~ A * I 
.cx2 C 1: D 
a:3 A :'li: B 
a:4 ~ + (X2 
0:5 CX4 + 0: 3 
RC4 - ((I :'li: RCl + RC2) * RC3) 
séquence réductible 
- a\ , o:4, a:5 est une séquence d'instruc-
tions réductibles 
- A, B, C, D sont des R.C. 
L'exemple 3 montre qu'il est utile que le déplacement d'instructions 
se déroule avant la réduction des opérateurs, pour les raisons suivantes: 
1° une plus grande facilité dans la détection des instructions constan-
tes; 
2° l'instruction a: 2 est invariante dans la région et déplaçable en ar-
rière (voir critère de déplacement en arrière) . Si ce déplacement en arrière 
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vers le segment fictif n'avait pas eu lieu, la réduction de a
4 
placerai t dans 
ce segment une instruction dont un opérande (a:2 ) ne serait pas défini dans 
le segment fictif. 
Une séquence d'instructions réductibles se termine dès qu 'une instruc-
tion non réductible est trouvée . Ces instructions non réductibles qui suivent 
la séquence peuvent être des utilisations d'instructions réductibles figurant 
dans la séquence, auquel cas elles terminent la séquence. 
J : = 0: -
. .L 
K := 0:2 
M := a3 
L •- CX.7 
a:1 I :t RC1 
cx2 a:1 + RC2 
a3 a:3 + RC3 
à:4 J : = a l 
0'.5 K : = "2 
a:6 rvr : = a3 
à.7 0:3 :t: RC4 
Q'.8 L : = rl7 
termine la séquence 
termine la séquence 
tennine la séquence 
termine la séquence 
réduc t ible a l 




réductible 0:1' 0:2' 0:3' a:7 
Pour plus de clarté, nous donnons une définition constructive d'une 
séquence d'instructions réductibles. 
a) Une instruction du type (1) à (6) débute une séquence d 'instructions 
réduc ti bl es • 
b) Une instruction du type (11) à (66) complète une séquence d'instruc-
tions réductibles si elle utilise le résultat de la dernière instruction ré-
ductible figurant dans la séquence. 
c) Toute autre instruction termine une séquence d'instructions réduc-
tibles . Elle peut la terminer de t rois façons différentes : 
1° l'instruction utilise le résultat d'une instruction figurant 
dans la séquence réductible; 
2° l ' instruction n'utilise le résultat d'aucune instruction figu-
rant dans la séquence réductible; 
3° l'instruction est du type (7) ou 3°. 
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5.5. Utilisation de la notion de séquence réductible 
Lorsque nous sommes en présence d ' une assignation dont la partie droite 
est une expression réductible (exemple K = I ~ RC), une variable est presque 
tcujours générée par l'optimiseur pour exprimeI l'assignation récursive qui 
résulte de l a réduction, ceci à cause de l'analyse abcnda nte requise pour dé-
tenniner si la variable assignée (K ici) est déplaçable en dehors de la région. 
Le re~1~lacement de chaque instruction réductible par une as signation 
récursive implique <J.Ue les variables générées t sont elles --mêmes récursive-
ment a3signées dans la région et par consé<J.uent les utilisa tions de ces va-
riables deviennent des instructions candidates à une réduction. Ces réductions 
successives introduiront de nouve~les variables générées et Qe plus en plus 
d ' a s signations récursives. L' utilisation de l a notion de séquence réductible 
pe:rmettra en gra nde partie d'éviter ces générations de variables t et l ' in-
troduction d ' assignations récursives . 
Exemple 
__ ,l 
I ~ 6 
K ~ a; l 
J : = cx 2 
I + 1 
test sur I 
·---.'t 
1) Réduction de I ~ 6 
t = I ~ 6 
0 
.-----1 
CX 2 K * 
t 
0 
a J = K2 3 
0:4 I + 1 
a I = ex 5 4 
t := t + 6 
0 0 




2) Réduction de K :1: t 
0 
t = I 1E 6 0 
tl K ~ t 0 
t3 K ~ 6 
~1 
Q'.3 J ·- tl .
a: 4 I + 1 
a:5 I := et 4 
t .- t + 6 
0 0 
tl : == tl + t3 
test sur I 
' t 
Remarques sur l 'exemple 
- t, après la réduction de K :t: t, n'est plus référencé dans la ré-
o 0 
gion . Ceci est généralemen t vrai si toutes les utilisations de t sont réduc-
o 
tibles . 
Il est par conséquent inutile de conserver dans 1~ région l'assigna-
tion récursive t := t + 6 . 
0 0 
Pour éviter 1 1 introduction de variables inutilisées et dès lors d 12.ss i-
gnations récursives non nécessaires , des séquences d'instructions r éductibles 
sont constituées et remplacées pè...C une seule variable t Iécursivement assignée. 
LA. procédure qui r éalisera cette opération simule les introductions 
de variables générées et n ' introduit effectivement de variables générées que 
lorsqu'elle rencontre une instruction non réductible utilisant l e résultat 
d ' une instruction réductible figurant dans la séquence. Pour ce faire, la 
procédure disposer a d ' une table DELTATABLE qui contiendra les différents in-
créments des variables générées simulées et effectivement générées . 
Si nous appliquons l a procédure à l ' exemple précédent, nous obtenons 
le résultat suivant : 
V-J6 
DELTATABLE I I o; l l 6 !P:2 \Kt:61 
~--1 
o; l I :f 6 
a2 K :t: cx1 
<l 3 t = ~ 
0:4 K o'I: 6 
ex 5 tl = ~4 
-J, 
J . - t . -
I := I + 1 
t ~=t + tl 
i J_ s 
Ainsi l a séquence 
cx 1 : I ~ 6, cx2 : K :t: cx1 a ét é réduite à t := t + t 1 
Le résul tat d ' une instruction réductible peut être utilisé par plu-
sieurs instructions. Certaines sont réductibles et, par conséquent, seront 
introduites dans la séquence ; d ' autres ne sont pas réductibles e t terminent 
donc la séquence . 
Exemple 
.-----! 
a:1 I ::t: 5 
(X2 J := '\ 
a3 .: a 1 ~ 4 
0:4 K : = ex 3 
CX5 M := o; 3 
cx6 cx3 + JJ 
a.1 . L : = a 6 
cxa cx6 + LK 
0:9 LL : = à: 8 
cx10 : I + 1 
an= 1 == a:10 
test sur I 
est équivalent à 
t 2 . - t 1 :f 4 
t3 . - t2 + 





termine la séquence l o:1 \ 
e t a c:: terminent l a séquence 
? l . 1 termine ex 1 , <-Xy œ6 1 
' . f ) Germine a 1 , a:3, a: 6, ex t., f \, 
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{0:1 , ~3} 
Chaque fois qu ' une i nstruction non réductible termine une séquence, 
il faut se fournir une vari able peur exprimer la séquence réductible sous 
forme d'une assignation. 
Les règles suivantes sont valables pour déterminer la variable qui 
exprimera la séquence . 
1° s:::. l'instruction non réductible qui termine la séquences= r 1, •• • , 
I n ' est pas la premièr e à avoir terminé la même séquences, alors le nom 
n 
généré pour les terminaisons précédentes des est utilisé. Conmc cette vari a-
ble génér ée a déjà été initialisée et incrémentée, ceci n'est p~s refait; 
2° Sï. l'instruction non réductible ne sa tisfait p2.s à la condition 1° 
ci- dessus, alors un nor,1 de variabl e est généré. 
Exemple Dans l ' exempl e précédent, ,o:5 : J\I := ~ tenrüne l n séquence ~- ·fXi_,d:31 
sous la condition 1°. Tandis que toutes l os autres· :::.nstnlCtions o.: 2 , a: 4, a.7, ~ ten:linent des séquences sous la condition 2° . 
5.6 . Avantage de la noti on de séquence réductible et de l a réduction 
d'opérateur s à des opér ateurs plus efficient s~ 
1 Si le programme objet .:.s t exploité sur une mac_,.ine qui possède des 
registres d' index, alors l e s opérations réduites peuvent devenir des incr é-
mentations ou des clécrémentations de registres d ' index . Ceci est également 
une justification de la condition 1° du paragraphe 4 . 2 . 1. 
2 ° L' utilisation do la notion de séquence d ' instructions réductibles 
permet de r éduire plusi eurs opérations à une seule assignation r écurs i ve . 
3° Le nombra d'utilisat ions de l a variable I récursivement assignée 
est diminué, peut- être mêmo annulé. Cec i nous permettra peut- être d ' élimi ner 
du programme los 2,ss i gnations récursives I : = I + D . . Cot te procédure ser a 
i 
décri te dans le chapi t re VI . 
:.t Un opér ateur plus effici ent est un opérateur t el qu ' il lui correspond des 
instructions i1achi ne moins cotlteuses en temps . 
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Ce qui est présenté dans ce chapitre n ' est qu ' une simple extension de 
cc que l es compilateurs peu optimisants réalisent pour des boucl es DO (FOR-
TRAN IV) ou for (ALGOL 60) . 
5.7. Procédure de r éduction des opérateurs 
5.7 .1. Remarques _préliminaires 
5.7.1.1 . La r éduction des opérateur s pour une certaine région R. 
l 
est exécutée après le déplacement d'instructions iff:ariantea depuis R. mais 
l 
avant l'insertion du segment fic ·cif, car celui- ci devra contenir l es instruc-
t ions d'initialisation. 
Jus te o.vant la réduction des opérateurs , le progrë:.unme en forme inter-
médiaire possède les propriétés suivantes : 
5.7 .1.1 .1. la liste R1 contenant les segments de R. qui n ' ont 
l l 
pas encore été traités est connue; 
5. 7. 1. 1. 2 . les tables ASS et REF sont connues en ce sens que 
l es vecteurs- lignes ASS [ variable V] et REF [variabl e V] sont accessibles 
pour chaque variable au t abl eau; 
5.7 .1.1.3. s'il existe dans R! des instructions déplRçables, 
l 
celles-ci se t rouvent dans le se~~ent fictif , ce qui signifie que certaines 
instructions i n t9rmédi air es utilisent des instr.uctions intermédiaires qui ne 
sont pas défini es dans l e segment . Ces instructions intermédiajres utilis ées 
mais non définies dans l e segment peuvent être considérées comme des R.C. 
5.7.1.2 . Il ne faut considérer que R! pour trouver les instructions 
l 
réductibles . En effet , si une instruction réduc tible OP; I ; RC se t r ouve dans 
une région interne R . de R. et s i I est une variable r écursivem0nt ass ignée 
J l 
dans R., alors OP ï I; RC a é té réduite précédemment . Sinon, soit elle a été 
J 
déplacée en a r rière de l a région interne, soit elle n' est pas réductible 
dans R. et donc , a fortiori, dans R .• 
J l 
5. 7.1.3. La recherche des assignations récursives se fait dans 
l ' ensemble de la région R., pour l a rai son sui vante: si I 
l 
dans R . (région interne de R.), I : = I + D. ne pourra pas J l l 
. - I + D. se trouve 
l 
être déplacé ni en 
avant~ ni en arrière . Par conséquent, il existe dans l a région interne une 
ins t ruction 1Jodifiant récursivement la valeur de I . 
Exemple 
Il n ' existe pas dans 
ces segments de défi-
nition de I ni d'uti-
lisation de I 
I + 5 
I :t 6 


















{ l , 
6 6 
6 30 
~= I + 5 
.- t + 30 
t 
2, 3, 4} pour 
la l ocalisation des assignations r écursives, l'opération I ~ 6 ne serait 
pas réductible, ce qui serait fâcheux . 
5.7.1 .4 . Les instructions réductibles dans une région R. et telles 
l 
q_1.1c l o.. vari2-ble de récursi on I est assignée récursivement dans. R . ne sont 
l 
pas dépl~çables en dehors de R .• 
l 
5.7 .1.5. La réduction les opérateurs se passe ~pr ès l ' élimination 
d'instructions redondantes pour f aciliter la localisation d ' instructions ré-
ductibl es . 
5.7.1.6. (5 .7.1.4) nous permet d'affirmer que , si le résultat 
d ' une instruction réductible I située dans un seernent est utilisé d~ns ce 
segment, l 1uhl isation se trouve dans le segment apr ès I. Par conséquent , 
la recherche de séquences réductibles peut se r éali ser segment p2,:r segment. 
5.7 .1 . 7. Si I :== I + a . est une assignation :récursive , a l o:rs o; . 
l l 
est une instruction constante dans la région . De plus, si cx i dépendait du 
résultat d ' autres instructions i ntermédiaires , celles-ci seraient également 
des instructions constant es . Par conséquent, l ' instruction intermédiaire \'½. 
et toutes les instructions intermédiaires dont à. dépend sont déplacées en 
l 








5.1.7 . s . Si I 1 , 12' 0 •• ' I n est une séquence d'instructions réduc-
tibles, éÜOrS , pour tous i et j tels que i ( j et i,j t: J 1, 2, 
•• 0 ' n J : L 




Plus précisément, si I . utilis e le résultat de I., '3. lors n(I.)= n(I.)+1. 
J l J l 
En effet, n(I.) = max (n(I.), n(RC)) + 1 = n(I.) + 1 (vu que n(RC) = 0). J l l 
Ceci sic:nifie que, si I. est utilisé dans une instruction réductible, 
l 
celle-ci figure après I. et parmi les ins tructions ayant un numéro de niveau 
l 
égal à n(I.) + 1. 
l 
5.7 .2. Procédure_de_réduction_des_opérateurs 
Nous exposerons les idées de base c~.e l a procédure qui s ' o,ppuient sur 
l' ensemble des paragraphes précédents. Nous mettrons en évidence, grâce à 
un exemple, la façon dont la procédure traite un segment S . 
Soit un segment Set une variable récursivement ass i gnée I définie 
p2.r 1 1 assignation I := I + D. 
recherche 
d ' utilisa-






I :.:t: 5 •••.• B I première utilisation réductible de I 
6 1::t: I 
A := 0:1 
1 
'V 





z := â: 6 
~ 
t J a 'i= ... 2 
~ J; 







1 C ~, 



























1 ' \/ y 
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La procédure commencera par scanner le segment S jusqu'à trouver la 
première utilisation réductible de la variable récursivement assignée I. 
Dès que la procédure trouve cetto instruction, elle la r éduit. 
Dans notre exemple, l a première i nstruction réductible utilisant I 
est a1 : I ~ 5. Les actions suivantes sont exécutées : 
1°) a1 : I ~ 5 est notœcomme ne devant pes être généré lors de la 
génér~tion du code objet . 
2°) a : I ~ 5 est placœdans le segment fictif où elle est notée comme 1 
devant être générée. 
3°) Si D es t une constante, l 'incrément D ~ 5 est calculé directement 
et sa valeur est pLwée dans la Deltatable . Si D n'est pas une constante, 
1 1 expression D :t: 5 est placée dans la Delta table. k,. Del t a tabl e se présente 
alors de la façon sui vante : j D j a1 ! D ~ 5 1 • • • • • • • j 
La ~rocédure continue ensuite à scanner le segment afin d ' y ~echercher 
les utilisations de a1 . Ces utilisations peuvent être réductibles ou non ré-
ductibles. 
La première utilisation rencontrée est a11 
ductible. Les ~ctions suivantes sont exécutées : 
A:= a1 qui est non ré-
1°) t := ~ est inséré dans le segment fictif où test une variable 
générée s0lon les critères du paragraphe 4.5. 
2°) Après chaque assignation récursive I := I + J)- si D est une cons-
t ante , l'instruction t := t + 5 ~ D est insérée~ 5 è1: D est la valeur se trou-
vant dans la Deltatable. 
- si D n'est pas une 
constante, l'instruction t := t + u est insérée, où u est une varj_able géné-
{ rée et ini tic.lisée à 5 ::!: D dans le segment fictif. 
3°) L'instruc tion A:= Œ1 est remplacée par A:= t. 
La procédure continue ensui te son 3.nalyse du se6ment pol".r trouver des 
utilisRtions do q: 1 . Elle trouvE:: a:2 o:1 ~ K q,Ji est une utilisation réducti-
ble de a1 . L~ procédure produit l a réduction comme pour ~ 1, ce qiû a pour ef-
fet de modifier la Delta table qui devient I D IC''l ID ~ 5 1 a: 2 ID1::5:lëK j • • • ! , et 
de déposer l'instruction a2 : a1 ~ K dans le segment fictif . 
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Ensuite la procédure scanne l e segment pour trouver des utilisations 
de ·à2 parmi lesquelles certaines sont réductibles et d ' autres non . Ces utili-
s a tions ' )nt traitées d ' une faço · identique à celle de'à - , Soit a: q 2 * J 
~ 3 
l ri, première utilisa tion réductible de a: 2 ; on réalise la réduction q_tù forme 
une nouvelle Dol ta table j D I a:1 jTut5 j cx2 ID~5~K j a:3 /~5*MJ j • • • 1 • 
Ensui te , le, procAdu:re recherche l esutilisations de ·IXy Soit a4 l 'uti-
lisation de 'a:~, elle est non réductible . On t r aite ce cas de non réduction ) 
conme précéderunent. 
Puis l a procédure scanne l e segment jusqu'à la fin pour trouver les 
utilisations de o:3. Lorsque toutes ont été traitées, !a: 31D-x5*I0.EJ j est enlevé 
du sommet de l a table Deltatable . On reco~.mence à chercher les utilisations 
de a2 à partir do l'instruction qui sui t ex 3 dans S. On trn.i te suivant le cas 
toutes les utilisations de a:2 . Lorsqu'el l es ont toutes été traitées, on en-
l~ve d.u sonmet do J. a Del ta table 1 ~ 1 Tuf5:1:K 1 . 
On recherche ensuite toutes l es uhlisations de a:1 , on J.es traite et 
on supprii:le de la Del ta table j o:1 1 D~5 j • 
Dès ce moment, on peut sconner le segment à partir de l'instruction 
qui suit '½_ , pour trouver d ' autres utilisations réductibles de I et los uti-
lisations de ces r ésultats . 
Lorsque toutes l es utilisations réductibles de I ont été trai tées, on 
passe à un autre segment S 1 et on agit comme précédemnent. Si tous les seg-
ments appartenant à l a T '·gion réd.ui te R' ont 4té t:tai tés, on recommence le 
tout pour une autre variable récursivement assignée . La procédure se termine 
lorsque toutes l es variables récursivenent assignées dans Ront été tnai t ées . 
Renarques 1) Deltatable contiendra toujours la séquence d'instructions réduc-
tibles en cours do construction . 
2) Doltatable se com,ortc com.r:io une pil e dont le so:1.met contient 
toujours l ' insti·uction dont on cherche l es utili sations. 
Lorsque toutes les u tHi sations de cette instruction ont été traitées, 
on enlève du sommet de la pile 1 1instruction et son incrément. Et on recommen-
ce le processus pour la nouvell e instruction au sommet de la pile e t à partir 
de l'instruction suivant l' ancienne instruction au sommet de la pile . 
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5.7 . 2.2 . Procédure de_réduction des_ oEérateurs 
1) A l ' aide des tables ASS et REF, localisons dans R. l es assignations 
l 
récursiv~s au sens de 4.2 .1 . 
Lister ces assignati ons en les grrupant par variable récursivement as-
signée , avec leurs incréments et leur position dans la r égion R . • Soit LASR 
l 
ln liste . 
2) Créer, à partir de la liste précédente, une l iste de varfa.blés ré-
cursivement assignées au sons de 4.2.1 . 
Soit RAV { V 1 , V 2 , ••• , V m ~ cette lis te. 
3) i := 1 
4) Sélectionner V. dans RAV et ses assienations récursives dans LASR, 
l 
se>ient V. ·- V + D1 , .•... , V. := V. + D • l .- i l l ll 
5) Créer une table 11DEL'l'ATABLE 11 à deux dimens ions uour V .• 
.. l 
Dans la table , il y a une entrée (qui est une pile) par assi gnation 
r8cursive V. := V. + D . , donc n piles . 
l l J 
Initialiser la pile Deltatable de l a faço n suivante : 
Deltatable [1,1] 
DELTAT.ll. .,...LE 
1 il vi + Dl 
2 V . + D2 l 
3 V. + 
~3 l 
n V. + D 
l n 
:= D1 , Deltatable [2,1] 
j -
1 2 
V. 1 Dl l 
Vi. D2 








, __ l _..! __ n----.-·-r-----------------




Iclen . clelfo.table [ i, jJ (i : 0 , 1, . .. , n et j > 1) contiendra l'identi-
ficateur do l ' insL1'uction réductible pour laquelle Incrcment.dcl ta table [ i , jJ 
contient l 'incré~cnt cunulé résult~nt de l q réducti on de l a séquence des j - 1 
i nstructions r éductibles figurant dans la deltatable . 
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6) Soit Rk = s1 , s2 , . . . , Se l ' ensemble des segments non encore opti-
misés par l a réduction des opérateurs dans la région Rk. 
7\ ii := l; 
8-) Prcndr0 S. . dans Rk' • Scanner les 
ll 
instructions do S .. afin d ' y re-
ll 
chercher l es instructions réductibles pour la variable V . choisies en (4) ot 
l 
l es instructions non réductibl es utilisant 
tibles. 
le résultat d'instructions réduc-
(8) . (1) Si l'on trouve une instruction réductible I autre ciue 
l' cx:poœ:mtiation ot q_ui complète la séq_uence en cours, les actions sui vantes 
sont exécutées . 
Soit (Delta.table [ i,n] j n fixé, (i = 1, ... , n) l ' onsombJo clos dernièrc-s 
zones garnies dans la table, et soit Idon.deltRtable L'i,nl = t - t· a. et incré-
- no a· ion l1l 
nent.cloltatable f i,n-j = t t· D. pour (i=l , •• • ,n). Il est à noter o_ue 
no a ion in 
!fin = -~ n = · · • = ~ nn • 
(8) . (1) . (0) 
(8) . (1) .(1 ) 
Noter, dans S .. , I comme ne devant pas être gc;nérée . 
ll 
L'instruction est placée dans le sogmont fictif après 
toutes cellas ciui y figurent déjà . 
(8) . (1).(2) Calculer les incréments cumulés et plac~r les résul -
tats dans Increment .deltatable [ i , n+l] :lE. 
De même, on place dans Iclen.deltatable [ i , n+l J l'identifica.teur de 
l ' ~LnS truction I q_ui a donné lieu à la r éduction. 
( 8). ( 1) . ( 3) Calcul dr-9 incréTien ts cunulés (ARG = o: in) 
(8) .(1). (3) . (l) Si I est du typo ARG ~ RC alors l ' incrément 
sora D. :t: RC 1+ i. 
ll1 
(8) . (1) . (3) . (2) Si I est du type RC :$: ARG alors l'incrément 
sera RC ~ D. = D ~ RC V i. in in 
(8).(1) . (3).(3) Si I est du typo RC + ARG aloi~ l'incrément 
sera D. V i . in 
(8) . (1) . (3).(4) Si I est du typo RC - ARG alors l ' incrément 
s e:ra - D . V i . ln 
~ Si l ' incrément n'est pas une opération impliquant dos constantes , on place 
dans Incrément.deltatable l'expression q_ui pormet de calculer la valeur de 
l ' incréTient . 
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(8) . (1) . (3).(5) Si I est du type ARG + RC alo r s l'incrément 
s era D. V i. in 
(8 ).(1) . (3) . (6 ) s~ I est du type ARG - RC 1.lors 1 1 i ncr ément 
sera D. V. i. in 
(8).(1).(4) Continuer à scanner S . . pour rechercher l e s utilisa-
11 
tions de l'instruction au soIT1Det de la pi le Deltat able . 
(8).(2) Si l'on trouve une instruction réductible du type exponentia-
tion CXk : RC :lf:S:: ex. , a.7.ors les actions sui vantes sont exécutées . 
111 
(8 ) . (2) . (4) L'instruction est notée comme ne devant pas être géné-
rée lors ~e l a génération de code. 
(8) . (2) . (,2) Cal culer le facteur multiplicatif pour RC 'Et: a . , c'est-
- 1 11 
à- dire RC 1f::t' D .. Mémor!Lser ce facteur dans une zo ne de travai l avec 1 1 identi-1n 
ficateur de l'instruction . 
fictif. 
(8) . (2).(3) Placer l'instructi on <X k: RC ** ·.a dans le segr.i.ent i n 
(8) . (2) . (4) Une instruction d 1 exponentiat:~on qui ost réductible 
term.ine une sôq1.lence d I instructions réductibles . Ceci est dù au fait que son 
utilisation par une autr e instruct ion ne délivre jar.lais une instruction réduc-
tible . 
Par consr§quent , il fémt générer une variable tel'll)Ore.ire pour exprimer 
la réduction. A cette fin, nous appl iquons les critères du p2cragraphe 4 ,5 . 
S~- t est la vari able toP.1- )raire choisie ou générf:e, elors nous plaçons 
e 
dans l e segment f i ctif l'instruction te := ~k et nous mémorisons dans une 
zone de travail que toute référence à cx k doit être remplacée par une référen-
ce à t . 
e 
Après chaque assignation récursive dans R . (V.+ D.), nous p l açons 
l l J 
t .- t ~ (RC ~x D . ). 
e e in 
Si RC est une constante , de r<1êr.1e q_ue D. , alors RC 't:~ D . est calcul a -in lll 
ble directement et t = t ~ (RC ~~ D. ) est ef.fect ive:nent inséré. 
o e . in 
Si, pcŒ contre, RC :a:x Din n' est pes calcul abl e directement, l 1 i ns-
truction t · = t ~ u. , où u. est initialisé à RC ** D . dans le segment 
"" • e 1 1 in 
fictif, est ir:..s,~rée après I :== I + D . . 
l 
Dans la sui te du segment , toute référence à a: k est rerrmlacée par w1e 




:Nous scar,nons ensuite S pour trouver les utilisations de a . . in 
(s).(3) Lorsque nous trouvons une instruction non réductible 
n'utilis :0,nt pas a:in' aucune acti :.n n ' est exécutée et nou · ~oursuivons l ' ana-
lyse S à l a recherche d ' utilisations de a::ih" 
(8).(4) Lorsque nous trouvons une instruc t ion non réductible I 
utilis2,nt le rr.5sul tat de l 'in~truction a:. , ceJ.le - ci tenninc la séquence in 
d ' irn,truc t ions réductibles en cours . 
Les actions suivantes sont exécutées 
(8).(4) . (1) Une variable temuoraire test Générée selon les 
critères du paragr aphe 4 . 5 . 
(8).(4).(2) Si D. est co,lculabl c à la compilation, alorn ln 
nous insérons après chaque assignation récursive V .. - V. + D. l ' assignation 
l l J 
r écursive t := t + D .. 
Jl1 
Si Din n ' est pas une cons tant e , nous insérons dans le s8gment f i ctif 
le coa.e nécessaire ;::,,u calcul de D. et générons des variables temporaires in 
u . 
l 
qui seront initialisées par le résultat de ce calcul. Cette initialisati on 
se fait dans le segment fictif . Ensuite, nous plaçons, aprGs chaque as signa-
tion V. :=V.+ D., l'assignation récursive t := t + u .. 
l J. J J 
( 8). ( 4) . ( 3) Nous r e mplaçons la référence 2. a. , par une réfé-in 
rence à t dans I. 
(8 ) . (4) . (5) Ensuite~ nous continuons à analyser le segment S 
Pour rcc ·1er cher d ' autres instruc ·,ions réduct i bles ou no r:c utili sant o: .. 
. ln 
(8) . (5) Lorsque dans S .. toutes les instructions utilisant a: -
ll ln 
été traitées, nous diminuons la pi le deltat2,ble d ' u.n é lément, c ' est- à - dire 
nous enlevrms l'élément I a:. \D ·. 1. du sornnet de la delta.table . 
, ln. ll1 . 
ont 
Ensuite, à partir de l'instruction suivant cc . dans S , nous analysons in 
l e reste de [:l pour rechercher les utilisations de ex.. 1 qui se trouve nain-in- -
tenant au sommet a.e la pile del ta table, 
(8).(6) Lorsque toutes l e s utilisations des instructions se trou-
van t dans la :piJ. e 9 c ' est- à-dire a:i 2 , a: i 3 i • • • i . 1 ont été traitées , l a in-
pile deltatablo est prê te rour que l'on envisage , à partir de l ' instruction 
qui suit œi 2 dans s , l es nouvelles uti l isations réductibles de l a vari able vi. 
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9) Lorsque, pour Vi, toutes les utilisations réductibJ.cs et les uti-
lis ations des résultats de ces instructions appartenant à S . . ont été trai-
11 
tées 5 al ~rs nous faisons ii := i + 1 et nous recommença· s le processus dé-
crit par (8) . 
10) Si ~ est épuisé, alors nous passons à la v2.riable V i+l et recom-
mençons l e processus décrit par (4) , (5) , (6), (7), (8), (9) et (10) . 
11) Si la liste RAV est épuisée, alors l'algorithme se termine . 
5 .8 . Discussion sur la "réduction d'opérateurs à des opér ateurs plus e fficients 
1) IJ. est ir.iportant que la :réduction des opérateurs se passe 9.près le 
déplacement d ' instructions invariantes . 
Prenons l ' exemple suivant pour appuyer notre discussion. 
/Xl ( +:: X 3 y) 
<X /:1:; o;p I) 
(1) x et y sont des RC 
(2) I := I + D 
Si nous n ' avions p-e..s d éDl acé les instructions invariant os, 1 'ins truc-
ti on o:2 gpparaîtrai t comme étant non réductible car a1 est défini dans le 
seernent . 
2 \ Pour des additions de - '.riables simples ou de , :ms tantes, il est 
intéressant d ' ordonner les opér andes dans un certain ordre ~fin de permettre 
l a réùuction de certaines additions. La même remarque est valable pour des 
multiplications . 
L' ordre pourrait, par exemple, être le suivant : 
(1) On place coITLme pre~ier opérande la variable récursivement 
assignée . 
(2) Ensuite , les v~riables qui sont des constantes do région, en 
ordre lexicographique. 
(3) Ensuite celles qui ne sont pas des constantes de région, en 
ordre lexicographique . 
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Exemple 
Soit A ~ C * I ~ B ~ D où I est la variablo récursivement ass ignée, 
A et D dr s constantes de région, B et C des variables qu ::- lconques qui ne sont 
pas des constantes de région . 
a l (A :t C) 
a: 2( °1. * I) 
a: 3C à:2 :t B) 
a: 4( <X3z:D) 
(a ) 
forme intermédiaire 




Dans (a ), aucune instruction n'est réductible, alo rs que dans (b), a1 et a:2 
sont réductibles . 
3) Pour permettre plus f2.cilemont l a réduction d ' opérateurs, il est 
intéressant 1ue la partie variabl e du calcul d ' adresse d'un é l ément d ' un ta-
blcau à n dimensions soit exprimée comm e une somme de n termes (i1 '!: d2 :JE d3 
• • • :lE d
11 
+ i 2 :,t: d3 'i: d4 :!: • • • :ic d + . • . + i l 3; cl + i où d . = u. - e . l - Il n- n n ' l l l+ 
e . la borne inférieure de la i ome dimension) 
l 
et u . est l a borne supérieure , 
l 
au lj_cu d ' être exprimé sous la forme 
i 1 ) 3E d + i . n- n n 
En effet , cotte dernière ne permet que la réduction de i 1 ~ d2 et pas 
col.le de (i1 ~ d2) + j_ 2 ni d os autres, t andis quo 1 'autre forme permet la 
réduction do tous les ternes do la somme . (Nous avons supposé que i 1 , i 2 , .• , 
i étai ent récurs ivement assiB'YléG ) . 
n 
4) Remarque sur la procédure: une table de nom génér é lors do l a ré-
duction dos op rSrateurs est tenue. Ceci pernet, lorsque 1 ' on est cm présence 
d'une utilisation non réductible d'une instr~ction r éductible, de rempl acer 
la référence à l 'instruction r éductible par une référence à la variable gé-
nérée correspondante qui exprime l a réduction. 
5) Il faut .fe.ire attention à la structure do bloc dans certain langage . 
Nous r e nvoyons l e l ecteur au chapitre IV pour les remarques concernant le 
déplacement d ' instructions dans des l a ngage s à structure do bloc . 
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5.9. Optir.üsation particul ière pour los boucles du t ypo DO (FORTRAN IV) 
ou for (ALGOL 60) transformée et statiqu.e 
5, J .l. Définition de la nL ~i on "variable réini tialisabl o" 
Une V[l.rië.ble t gén ér ée lors de la réduction des opérateurs dans une 
région R ost 1.mo variable réini tialise.ble si son évolution totale est connue 
à la sortie de l a r égion R, lors de la compilation . 
Pe,r évolution totale do l a variable , nous entendons le nombre n do 
fois que J. ' on a incrémenté la vc.riable t par une assignation t := t + D 
lors do l ' exécution répé titive de R. 
Lorsque 1 ' on connaît cette valeur n, on peut remettre, t à l a valeur 
qu ' il possédait avant cl' entrer dans R par 1' insertion aprè2, la sorti e de R 
de l'instruction t : = t - (n ~ D) . 
Exemple 
î (~ l, ( 2) 'vJ ~ 
t : = 1 
t := t + 1 
(5) ~ if t ~ 100 then (2) else (5) 
A la sortie de R = 1 2, 31 4} , t aura la valeur 101 . Son évolution 
t otale est connue ~ il aura été incrénenté 100 fois de 1 unité . 
5.9.2. Utilisati on des variables réinitialisables 
L ' idée :9oursuivi e est de lir:üter le nonbre de variables tenporaires 
générées, en réutilisant pour la réduction dos opérateurs, celles q_ui sont 
générées pour une régj_ on in terne qui satisfait à certains critères . 
Soient R . et R. deux régions telles que R. couvre R .• Supposons qu ' une 
l J J l . 
variabl e t P.st g6nérée lors do la réduction d ' instructions de R .• 
l 
Dans R., juste avant l'entrée 
J 
l i sent t à la valeur requise . 
dans R . , on trr.uve les instructions qui ini tia-
l 
- - - -
-------
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Si tout ou partie des instru.ctions initialisant t peuvent être déplacé~s 
en dehors de R . , il f aut insérer dans R. des instructions qui décrémentent t 
J J 
à la sor·'ie de R . • Ceci afin que chaque fois que l ' on ré<'-,cécutera R . à partir 
l l 
de R.? t possède la valeur requise avant l ' entrée dans R .• 
J l 
Si l 'on peut réduire des instructions dans R. qui dépendent d ' une va-
J 
riable récursivenent assignée dans R., il peut être intéressant , afin de limi-
J 
ter la place ménoire, de réutiliser t, nais nour ce faire il faut soustrai re 
de t la valeur qui correspond à uno incrérwr..tation répétitive de t dans R .. 
l 
Dès lors, il est nécessaire de connaître l'évolution totale de t dans R .• 
l 
Exemnle 
Originellement Après optimisation de 1 2. :région 3 
Après opt ir.li s2. tion 
cle 2, 3, 4, 5 




' t = 5 + I J = J. 
J 1 
K = J * 5 + I .Ri 
IF J ~ ~O \11~~( 3) { -~- ~) - - - - - ~:x ~ : ~ : ~ - - - - - - - - ~ } ~ : ~ : ~ 
- ELSE( 4)) (3 1 _tE J ~ 10 THElî ( 3) . \ IF .J ~ 10 THEN ( 3) 
, ( L1')1 ;, ELSE (4) ELSE (4) 
(2) 1 ' : _  -- ~- --- -- ------7 1 ~0~0\·4~') 
, 1 t 
I==I+l fI=I+l I=I+l 
IF I < 10 
..,_ 
Légende 
I 10 'I'llliN 





~ STOP STOP 
segment fictif inséré 
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On ne pouvait pa.s insérer le code de décrémentation de t dans le seg-
ment @ car celui - ci a plus d ' un prédécesseur; ceci ser ait possible si @ 
n'avait uue © comme prédécesse r ir1IDédi at (sortie de 1:,., région R). 
5.9.3. Conditions_pratiques_pour_qu ' une_variable_t _soit_réini t ialisable 
Pour qu ' une variable t générée l ors de la réduction des instructions 
d 'une région R soit r éini t i a lisable, nous imposerons l 2s conditions suivantes 
sur 1 a région R 
1) R ne peut avoir Cl_u ' un seul prédécesseur 
2) R no peut avoir qu 'u~ seul se@:lent de sortie. 
I l est cependant permis que R possède plusieurs segments d'entrée e t 
plusieurs segments successeurs. 
Les raisons de ces res~rictions seront plus compréhensibles lorsque 
nous e,urons énoncé l es restrictions :relatives a la variable I r écursivement 
assignée de l aquelle dépend t. Ces restrictions sont les suivantes : 
11) I doit être r écurs i vement assigné dans le segment de sortie 
de R, uniquement; 
22) le test se trouva nt dans le segment de sortie et ~ui, s 'il 
est vérifié ou non vérifié, nous permet de sortir de la ré~ion, doit porter 
sur la valeur de I ; 
33) ln variable I doit être initialisée dans le segment prédéces-
seur de ~-a region par une valeur entière a (a = constante ) ; 
44) l'assignation r écursive doi t être de la forme I := I + c où 
c est un enti~r positif ou négatif (c = constante); 
55) dans le test, la v aleur de I doit être comparée à une valeur 
entière b (b = cons t ante ) . 
Les raisons de ces restrictions sont maintenant examinées . 
1°) 1) et 11) combinés 
On veut s ' assurer que la valeur de I avant de rentrer dans l a région R 
es t toujours l a même , et ceci d 'une faço n simple , c ' est- à-dire ne demandant 
pas trop d ' analyse à la compilation. 
2°) 2) et 22) combinés 
Lorsqu ' il n ' y a qu 'un seul segment de sortie dans une région, ce 
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segment es t sûrement un point d I articul ati on et par conséquent 1 1 assignation 
récursive est certa inement exécutée. De plus, on est sûr d 'incrémenter t 
d' une val eur entière un certain r ombre de fois. 
3°) 33) 1 44 ) et 55) se ,justifient de l a façon suivante : 
- L' exigence que a, b etc soi ent des constantes, a pour ob j ectif l e 
calcul it1.médiat à la compi l ation de l a valeur de n (le nombre de fois que t 
a été incrémenté par l' exécuti on r épétitive de la région) ·. 
On peut sans doute relâcher ces r estric tions en exi geant s implement 
que a , b e tc soient des constantes de régions entières. 
Le type entier doit toujours être maintenu cor.une r estriction, ceci 
permettant un c:1lcul exact den. 
Soient a, b etc les cons t antes entières signalées plus haut. Nous 
pouvono maintcno.nt calculer n . Pour r appel, nous donnons ici la forme des 
instr~ctions initialisant I et incrémentant I, à savoir: I := a , I := I + c. 
10 Si a < b, si C est positif et si le test de sortie de R donne 
-
...... 
l e contrôl e à R, si I < b , a l ors n = entier ( b- aÎ + L 
- ' 
C , 
20 Si a < 
- ' 
b, s i C est positi f et si le test de sortie de R donne 
le cont rôl e a R si I < b , alor s 
---
1 b- a 1 s i le reste de l a division entière est nul; n -- + non 
C 
2 n b- a 
C 
s i le r este de la division entière es t nul. 
3° Si a >/ b, si c es t · tégatif et s i le test d5 sortie de R donne 
b- a le contrôl e à R si I ~ b , al ors n = 7 + 1. 
Il 8Xis te plusi eurs autres cas pour lesquels n peut être calculé d ' une 
fa çon identique . 
Par exenple, s i a ~ b, s i c est positif et si l e test de sortie de R donne le 
contrôle à R s i I ~ b , alors on peut af firmer que l e programme bouclera indé-
finiment s ' il passe e t entre dans R. 
Cec i pou.rr.ait être signalé au programmeur par un message d ' erreur . 
Une fois la valeur n déterminée et donc les conditions sur I ont é té 
vérifiées, il est possible de dé t erniner aisément si une Yariablo générée t 
est réinitialisable . Il suf fit de tester si l'incrément D de t es t entier. 
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En effet, si cet incrément n ' était pas entier, on no pourrait r,as réinitia-
liser t à la valeur requise . La réinitialisation de test en quelque sorte 
une décr ~nentation de t , t .- t - n ~ D. 
Cotte instruction t .- t - n ~ D est insérée juste Qprès le segment 
de sortie de la région R et juste avant tous les successeurs de R, si 1 1 une 
des conditions suivantes est vérifiée : 
1 ° Los instructions initialisant t È'. la valeur requise IJour entrer 




2° Dans l a région R. couvrant R., t a été réutilisé pour la ré-
J l 
cluction de certaines instructions de R . • 
J 
5. 9.4. · Ir:.plication de la réini tialisation sur la réduction 
des_ opérateurs-- - -------- --------- - ------- - - --------
Cotte inplication concerne le choix de la variable tcm~)oraire à, géné-
rer lorsqu'une instruction tennine une séquence d'instructions réductibles . 
Si l'instruction qui tomine une séquence d ' instructions réductibles 
est une assienQtion à une variable tonporaire t réinitialisable, cette va-
riable t est utilisée pour exprimer la réduction . 
5 . 10 . Ronarques 
?fous résumerons ici que;lques. points importants a vant rl ' aborder 1 1 étu-
de des techniques d I optimisation qu I il nous reste à envisager. 
1) Lo segment fictif contient naintenant tou t es les instructions qui 
ont été déplacées en arrière et toutes les instructions initialisant des va-
riables tempor aires qui ont été générées lors de la réduction des opérateurs . 
2) Tous los incréments non directe~eht calculables des variables tem-
pore,ircs générées sont calcul('is par une séquence d'instructions qu i ont été 
placées clans le segment fictif . 
3) Les définitions r écursives (assignations) dos variables temporaires 
générées ont toutes été placées après les assignations récursives qui ont 
donné lieu aux réductions. 
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4) Si une région R. couvre une région R. et si R. a été traitée par 
l J J 
1 1optimiseur 1 celui - ci dispose d 'une table qui lui donne des inforr:iations 
sur les "ariablcs réini tialisab]:)S de R. pour lesquelles les instructions 
J 
de décrémentations doivent être générées après la sortie de R .• 
J 
5) Lorsque R. sera examiné, une t able de variables réinitialisables l 
sera constituée. Cette table aura une entrée par variable réinitialisable, 
entrée qui mentionnera 1 1 identif icateur de la variable 0t l a valeur du dé-
crérr,ent . 
6) Chaciue instruction qui termine une séquence d'instructions réducti -
bles dép0ncl r:w.intenant de la variable temporaire qui exprine la réduction 
de la séquence . 
Chapitre VI 
TRANSFDRMATION D~ TESTS ET ELIMINATIO] 
D1ASSIGNATIONS "MORTES" 
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Dans ce chapitre , nous envisageons deux techniques d'optimisation in-
téressantes, mais qu ~i ne sont pas vitales dans un compi lateur optimis.eu:r. 
Le, trarnformation de te s ts dépend très fortement de la forne intermé-
diaire que l ' on a choisie. 
L' élinination d ' assignations -"no rtesn, qui est sans doute la plus in-
téressant e des deux, permet en quelque sorte de corriger l es erreurs d'inat-
tention d 'un programmeur. 
6 .1. Transfo:rmation de tests 
6.1 .1. Remarques préliminaires 
6 .1.2. Remplacement de tests 
6 .2. Elimination d'assignat ions "mortes " 
6 .2.1 . Définition 
6.2 .2. Application de la définition 
n.2. 3. Procédure d ' élimination des assignations "mortes" 
6 . 2 . 3.1. Assignations récursive s 
6.2 . 3.2 . Les autr~s assignations 
6 .2 . 3.3. Remarques 
6.1 . Transformation de tests 
6 .1.1. Remar ques _préliminai res 
Certains auteurs * pr.oposent une technique d 'opti misation transfor-
mant les tests de sortie d ' une région R. 
Des tests faisant intervenir des variables - prograemeur récursivement 
ass i gnées peuvent parfois être remplacés péi.I' des tests portant sur les varia-
bles générées lors de la réduction des opérateurs . 
lé Allen LALLEN 6<j/, Lowry et Medlock f1 M 6i}, Cocke fc'ocKE 79]. 
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GénéralGJ11ent, les variables - prograr:uneur récursivement assign6es ne 
sont utilisées que dans des expressions réductibles et dans les tests de 
sortie c?. 1une région . En réduisa1:<; ces expressions et en remplaçant ces tests 
par des tests portant sur l a ou les variables exprimant les réductions, il 
est parfois possible d ' éliminer du programme les variables - programmeur récur-
sivement assignées . 
Mais si la forme intermédiaire est suffisarnnent r affinoe, nous pou-
vons nous passer de cette technique . Nous le montrerons sur l ' exemple sui-
vant: le texte intermédiaire sera transformé par la réduc tion des opérateurs 




I :lE 10 
'~ 
1 - Q'. 
,1 
~ A 0:2 
I = I + 1 
0:4 I - 10 
(X5 TRA; ,-o:4, 
[ 
pour donner le résultat suivant 
I = 1 
~ T 31< 10 
~ 1 - et J. 
tl a: 2 
a:4 I - 10 
t2 = 0:4 
>1 
2: <½ : A= tl 




(2,2 , 3) 
10 
1 = t2 + L (2 , 2 , 3) 0::5 TRA; t 2 ; 
r 
3: STOP . 
l, 
3= r STOP 1 
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La transformation de test a été automatiquement réalisée par la ré-
duction des opérateurs grâce à l ' introduction d ' une nouvelle variable t
2
• 
Une fomc intermédiaire aussi ra::'f inée que la nôtre pose parfois des diffi-
cultés lorsque l'on veut profiter de la notion de variable réinitialisable . 
Dans le dcuxiène par agraphe de cette section, nous exposerons une mé-
thode pernettant de réaliser la transfonnation de tests pour une forme inter-
médiaire moins :~affinée. 
Remarquons ici que si l'on garde le texte intermédiaire proposé dans 
le premier chapitre , il est in+,éressant que les routines sémantiques tradui-
sent s ous une forne particulière les expressions- sources faisant intervenir 
des opérateurs de comparaison arithmétique . 
Exe:r:tples 
en 
1) if i $ a then goto e2 else goto e3 devr ait être traduit en 
i - a 
2) if i ( a or i > a then go to e2 else ~ e3 devrait être traduit 
·°i 
a: 2 
i - a 
i - b 
TRA; a
5
; ( e4, e4 , e 3 ) 
Ceci pennet l a réduction de l'instruction i - a et de l'instruction 
i - b . 
L ' exemple (2) dégage aussi une technique de simplification des ex-
pressions booléennes . Par la traduction de if i < a or i > b then goto e2 
else goto o3 en deux tests successifs, il est possible de diminuer en moyen-
ne le temps d.1 exécution du programne . 
Des améliorations sensibles peuvent ôtre apportées à un progrru!lme par 
le prograr,11:1eur qui appliquerait le théorème de De I1organ pour la simplifica-
tion des expressions logiques . 
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Il pourrait également profiter de sa conraissanco du problème progral!l-
mé pour arranger do façon optimale l a cascade de tests, mai s sans doute en 
r endant _es programmes moins lü.'5. bl es . 
6 . 1 . 2. Remplacement_de_ t es ts 
6.1. 2.1. L'idée est de rempl acer un test du type IF (I - X) par 
un test IF (t - X') où test la variabl e t emporaire générée lors de l a ré-
duction d'instruct ion utilisant la variable r écursivement ass ignée I. 
Pour ce faire, il faut résoudre pl us i eurs problèmes . 
l O Pour une variable récu r sivement assignée I , plusieurs variables 
temporaires t peuvent être générées lors de l a réduction des opér ateurs . 
Un choix doit donc être fait parni ces variables t. 
2° Si X est la valeur à l aquelle I est comparée , cette valeur doit 
être reraplacée par une valeur X' qui est obtenue e~ remplaçant I par X dans 
la séquence initialisant t. Cette séqu ence est linéaire, ceci découle de l a 
réduction des opérateurs. 
Exer:iple 
ct1 I i: 10 
A = 
I 
I = 1 
IF (I- 10) 2,2,3 
STOP 
î [:: : ~ 10 
Of r~ =:: ~o 




[: t = 
IF 
1 
I ~ 10 
t 
I + 1 
t + 10 
(t - 100)2,2,3 
STOP 
3° Lorsque les incréments de I et de t diffèrent en signe, l'instruc-
tion de branchement doit être légèrement nodifiée. 
Exemple 
si I = I + D1 D1 > 0 et si t = t - D2 D2 > 0 alors l'instruc-
tion IF (I - X) a , b, c doit ~tre changée en IF (t - X') c, b, a . 
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Exempl e 
t = 1 - I ::r 10 .... ~---- G) _____ ~t= 1 - I * 10 (1 - 101:10) 
IF( t + 99) 3 , 2 , 2 
( t - ( - 99)) 
STOP t--------@-----~, STOP 
6 . 1.2 . 2 . Procédure pernettant de r€aliser la transformation 
cle tests 
Après avoir réduit toutes les séquences d ' ins t:ructions réductibles 
de la région R qui utilisait la variable I récursivement assignée dans R: 
1° Tous les segments de sortie de R sont cherchés . 
2~ Tous les tests portant sur la valeur de I sont localisés . 
3° Toutes les variables temporaires t générées pour la réduction des 
séquences d ' instructions réductibles utilisant I sont listées . Soit (t1 , 
. . . ' 
... ' 
t) la liste de ces variables . 
n 
4° Soit f 1( I ), .•. , fn(I) la liste des séquences telle que t 1= f 1(I), 
t = f (I) soient les initialisations des variables temporaires . Les 
n n 
f. sont linéaires . 
J. 
5° Soit Il~ (I - X) un test donné. 
5° (1) Si X est une constante, le ti choisi pour renplacer I dans 
le test e8t celui pour lequel f.(X) = X' est une constant~. Le test devient 
l 
IF (t . - X' ) et l ' instruction de branchement est nodifiée si nécessaire. 
l 
Exeraple 




- f 1(I) = I * Z et f 2(r) = I * 10; dès lors r 1(10) n'est pas une 
constante tandis que r2(10) = 100 ; nous choisirons donc t 3 pour remplacer I 
dans le test IF (I - 10) 2, 2, 6. Ce dernier deviendra IF (t3- 100) 2 , 2, 6. 
Exemple I:fZ+lO 
I :f X 
5 :!: z 
5 :1< X 
I = I + 5 
tl = tl + ul 
t2 = t2 + u2 
IF ( I - 10) 2, 2, 6 
r 1(I) = I * Z + 10, r 2(I) = I ~X . Aucune des séquences f 1(10), 
r 2(10) ne dél ivre une v a l eur connue statiquenent . Or r 2 (10) a un temps mini-
mal de calcul d ' où t 2 sera choi s i 
CV 
t 
pou r r emplacer I. 
t = 1 I * Z + 10 
t = 2 I * X 
u = 1 5 :E z 
u2 5 *X 
X = 1 10 3E- X 
K = t 1 
I = I + 5 
tl = tl + u l 
t2 = t2 + u 2 
IF (t 2 - X1) 2, 2, 6 
Si, quel que soit i, f.(X) n ' est pas une constante, 
l 
si est celui correspondant au f .(X) ayant un temps machine 
J 
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alors let . choi-
J 
de calcul minimal. 
La s0que 11ce X' = f. (X) est insér ·e dans le segment ficti r et l e test devient 
J 
IF (t . - X' ); l ' instruction de branchement est modifiée si nécessaire. 
J 
Nous pouvons remarquer que , lorsque f .(X) est traitée par la propaga-
J 
tion de constante - ce qui a lieu lorsque le segment fictif est tra ité par 
la propagation de constante - la séquence f . (X) est f ortement réduite . 
J 
5° (2) Si X n ' est pas une constante mais es t néanmoins une cons-
tante de région, alors let. choisi est celui correspondant au f .(X) ayant J . J 
un tenps machine de calcul minimal. La séquence X' = f. (X) est insérée dans 
J 
le segment fictif et le test devient IF (t. - X' ) . L' instruction de branche-
J 
ment est modifiée si nécessaire. 
(Voir exempl e page précédente) 
Remarques 
1. Nous écrivons l e temps machi ne de calc1.ù minimal car il n ' est pas 
nécessairement vrai que le f . (X) comportant 1 e moins d ' opérateurs soit le 
J 
f. (X) minimal du point de vue du temps de calcul. 
J 
2 . Le remplacement de tests est une optimisation qui expose un plus 
grand nombre de variables candidates à une élimination. En réalité, cette 
optimisation n ' est pas essentielle. 
6 .2. Elimination d ' assignations "mortes" 
6.2.1 . Défi ni tion 
Une assignation est dite "morte" si le résultat de l ' ass i gnation n ' est 
jamais utilisé dans le programme ou si l'assignation est récursive et cons-
titue la seule utilisation de son résultat. 
Une a.ssignation ''r.lorte" peut être éliminée du programme. De même que 
les instructions n ' étant utilisées par aucune autre instruction et fi -
gurant dans la séquence d ' évaluation de l ' expression arithmétique dont le 









A :!: B 
0:1 + C 
C :E D 
cx2 + ci:3 
A = cx4 
A:!: o:l 
z = Q:6 
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Supposons que a 5 soit une assignation "morte•" · Dès lors, a;5 peut 
être éliminé ainsi que cx 2 , o:3, o:4, à condition toutefois que o:2 , cx3 et o:4 
ne soient pas utilisés autre part dans le segment . Par contre, ~ ne peut 
pas être éliminé. 
Les assigne.tians 11mortes 11 ont plusieurs causes, à savoir 
1° Une erreur de programmation ou une programmation peu soignée. 
Ceci déperrl parfois de la structure du langage . Ainsi le lnngage FORTRAN 4 
n 1obli~e p'.IB le programmeur à déclarer explicitement les quantités utilisées 
dans le programme et favorise 9 nous semble- t - il, cc genre d' erreur. D' autres 
l angages, tels que ALGOL 60 et COBJL, ont l ' avantage d ' obliger me programmeur 
à déclarer les quantités utilisées . Ceci, nous semble-t- il, force le program-
meur à une prise de conscience de la place mémoire qu 'il utilise. 
2° La réduction des opérateurs , c ' est- à- dire l a réduction de séquences 
d 1 instruGtions réductibles, et 1 - r emplacement de tests : ar des tests por-
tant sur les variables générées durant cette phase de réduction exposent des 
assignations récursives à être déclarées 11mortes 11 • 
Pour une certaine assignation d appartenant à un segment S donné , il 
faut a nalyser toutes les instructions suivant l'assignation dans le segment 
et toutes les instructions se trouvant dans les segments succes seurs de S 
pour déterminer si d est morte ou pas . 
Nous commençons par examiner les instructions suivant d dans S. 
Si parmi elles se trouve une utilisation du résultat de d, alors d n ' est 
pas 11mort11 et nos recherches peuvent être stoppées . 
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Dans le cas contraire , deux possibilit és se présentent: 
1) S est un successeur immédiat de lui- même: s ' il existe une utilisa-
tion de la variable v assignée par d, dans les instructions précédant d dans 
S, nous pouvons dire que d n I est pas "morte". 
2) S n ' est pas un successeur immédiat de lui- m~me: il convient alors 
d ' exa.miner les segments situés sur les chemins issus de S. 
Si, sur un chemin issu de S, nous trouvons une nouvelle assignation 
à la variable v sans avoir précédemment rencontré d 'utilisation de v, ou 
si , dans les mê:rr.es conditions , nous atteignons un segment de sortie du pro-
grar..me, nous pouvons arrêter nos recherches sur ce chemin pour envisager 
un autre chemin issu de S . 
Si , après l'examen de tous les chemins issus de S , nous n ' avons ja-
mais t rouvé d 'utilisation de v avant une assignation à v ou avant un segment 
de sortie , nous pouvons concl ure que d est "r.10rte 11 • 
Si, sur un chemin quittant S, nous trouvons une utilisation de v 
avant une assignation à v ou avant une sortie du programme, nous pouvons 
conclure imméd.ia ter.1en t que d n ' est pas "morte". 
Une fois d déclarée "morte", nous pouvons éliminer l ' assigne,tion, 
ainsi que la séquenee d 'instructions (ou certaines instructions dans cette 
séquencel qui produit la valeur ~ue l ' on assigne . 
Il faut bien entendu que les instructions ne soient pas utilisées par d ' au-
tres instructions dans S. 
Remarqu es 
- La détection d 1 "assignations mortes " et l ' élimination de ces der-
nières est la dernière optimisation effectuée par l ' optimiseur . Elle est 
aussi la plus globale . 
Il P.st nécessaire de développer une procédure qui ne prenne pas 
trop de temps . On aura intér~t à réduire des opérations de cheminement dans 
un graphe à des opérations booléennes . 
6 .2.3. Pro cédure d'élimination d 'assignati ons "mortes" 
-----------------------------------------------
Nous envisagerons deux cas, à savoir 
1 ° les assignations récursives; 
2° les autres assignations . 
Nous supposons que nous disposons 
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1 ° de la matrice booléenne C associée au graphe G du programme; 
2° des tables ASS, REF et RAA; 
3° d 'une table VRA (!ariable Eécursivernent Assignée). 
Pour les définitions des tables ASS, REF, RAA, nous renvoyons le 
lecteur au chapitre III . 
VRA est la table des variables (program.meur et temporaires) récursi-
vement assignées et des se@nents d ' instructions contenant l es assignations 
récursives, mais dans lesquels la seule référence à la variable doit être 
l'assigna tion récursive . 
Rappelons que les tables RAA, REF et ASS ont été mises à jour lors 
des différentes phases de l'optimisation . 
6 .2 . 3 . 1 . Les assiBnations récursives 
Soient v1 , v 2 , •• • , vm les différentes entrées dans VRA . 
Pour des raisons de facilité, VRA est représenté sous une forme booléenne: 
VRA [ vi,jJ = 1 si vi satisfait aux conditions énoncées dans le chapitre V 
et si, de plus, la seule référence à v. dans l e segment j est l ' assignation 
l 
récursive . 
Introduisons trois vecteurs booléens de travail S , X et Y, dont la 
dimension, soit n, est égale au nombre de segments dans le programme . 
Soient v. une variable et j un segment d'instructions tels que 
l 
VRA [v., j l = 1. S [ k 7 = 1 si le segment k est un successeur de j, non encore 
l - -
examiné par lé?, procérlure d I élimina~ion des assignations récursives "mortes"; 
S [ k] 
X [ k] 
0 si k n I est pas un successeur de j ou si k a déjà été examiné . 
1 si le segment k est un successeur de j déjà traité por l a procé-
dure d'élinination des assignations récursives 11r.'!ortes" ; sinon X [ k] = O. 














encore examiné par la procédure, est un successeur du segment j ne contenant 
pas d'instruction modifiant la valeur de la variable vi . Y [kJ = 0 dans le 
cas contr.'",ire . 
(1) i .- 1. 
(2) Pour V i' sélectionner la ligne VRA f"v.,~:q . 
- l -(3) j ·- 1. .
(4) Si VRA rv.,jl 
- - l ..:. 
1 alors aller en (5) 
sinon aller en (11) 
(5) Le vecteur booléen S est initialisé avec les successeurs de j . 
S := C [j,~ . 
(6) X est initialisé de la manière suivante X [jJ = 1, X [ k]:= O 
pour tout k €. i 1, • . • , n J \ t j } • 
Notations 
(7) 
Vu la construction de VRA, nous pouvons affirmer que j ne contient 
aucune ré.férence à v . autre que 1 'assignation récursiYe elle- m~me . l 
1 = true , 0 = false. 
Un vecteur booléen non nul est un vecteur ayant au moins une 
composante égal e à 1. 
~ .- S /\ RAA [v. ,~l est évalué . 
l -
Si z est un vecteur non nul, alors il existe un segment successeur 
de j qui 
fiant la 
contient une référence*à v., avant une instruction modi-
l 
valeur de v .. Dès lors, l'assignation récursive figurant l 
dans le segment j n ' est pas 11morte 11 • Dans ces conditions , nous 
allons en ( 11) • 
Si z est un vecteur nul, alors nous allons en (8). 
(8) z étant un vecteur nul, nous pouvons affirmer que dans tous les 
segments successeurs de j, non encore examinés , il ne figure pas 
de référence à v. avant une instruction modifiant la valeur de Y .• 
l l 
Dès lors, il faut envisager les successeurs des segments figurant 
dans la liste S. Parmi ceux- ci, certains segments, ou peut-~tre 
tous 1 sont susceptibles de contenir une instruction nodifiant la 
valeur de v . . Pour déterminer les segraents dans lesquels ne figu-l 
re pas d'instruction modifiant la valeur de v i' Y : = S ftASS ( v i ,~] 
est évalué . 
:i: "réf'érence à v." est synonyme de "utilisation de v " 
l i • 
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Si Y es t un ve cteur nul , a l ors t ous les successeur s du s egment j, 
fi gur ant dans l a l i ste S, conti ennent au moins une instruc t ion mo-
difiant l a valeur de vi et ceci avant une instruc tion r éf ér ençant 
v .• Dans ces conà.i tions , 1 1 assignation récursive figurant dans le 
l. 
segment j est ''morte" et peu t être éliminée . Nous allons alor s en 
(11) . 
Si Y est un vec t eur non nul , alors nous allons en (9 ). 
(9) Nous envi sageons maintenant l es successeurs , non encore examinés , 
des segments figurant dans la liste Y, c ' est- à- dire les sew.ients k 
poti.r 1 es que l s Y [ k] = 1. 
Si au cun d ' eux ne possède de successeurs , alors Y est une lis t e de 
points de sort i e du programme et l ' assignat ion ré curs i ve figur ant 
dans le segr_rient j est 11P.1.orto " et peut êt,re éliminée . Nous a l l ons 
en (11) . Si k est un segment de sorti e , nous forçons Y [ k] à zéro . 
Si les segments figurant dans la liste Y possèdent des successeurs, 
alors le ve cteur X est mis à jour par X:= X V Set un nouveau vec-
teur S est généré de la façon suivante 
1) S [ k]: = 0 pour k = 1, • • • , n , 
2) pour k = 1, . . • , n , s i Y [kJ = 1 a l ors S: = S\I C [k,0] es t 
calculé , et nous allons en ( 10 ) . 
(10) S ro9résente mai!ltenant la liste de tous les succes seur s immédiats 
des seement s figurant '.:3.ns l'ancienne lis t e S 2t pour :Laquelle 
Y [ k] = 1. Parmi ces seg:ients, certains ont déjà pcut - ~tr e é t é exa-
mi nés . Afin de les élimi ner , S := SA X est calculé . 
Si S es t un vecteur non nul, alors nous allons en (7). 
Si S es t un vecteur nul, alors tous les segr.ien t s successeurs du seg-
ment j ont été exar.iinés et , dans aucun de ces se{?µlcnts , il n ' a été 
trouvé d ' instruc tion référençant v . 2.vant une instruction mod i f i ant 
l 
l a valeur de v . • Dès lors, l ' assignation récursive figurant dans l e 
l 
segment j est "norte " et peut être éliminée . Nous allons en (ll). 
(11) j := j + 1. 
Si j > n al ors nous allons en ( 12) 
sinon nous al l ons en (4) . 
( 12) i : = i + 1 • 
Si i > m a lors nous terminons l ' algori thrne 
s i non nous allons en (2) . 
6.2.3 . 2 . Les autres assi~mtions 
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Pour ces ass i gnations , nous ne possédons plus de table VRA indiquant 
le segrr.ent dans lequel se trouve l ' assignat ion récursive candidate à l ' élimi-
nation. Nous perdons du fait o.êr:ie un renseigneo.ent précieux , ::i. savoir que la 
seule référence à la variable récursivement assignée, dans le segment où fi -
gure l ' assignation récursive, est l'assignation elle- même. 
Nous rencontron.s donc une difficulté supplémentaire: dans un m~me segment 
peuvent figurer plusieurs assignations à une même variable. Nous soJ'i1ITles dès 
lors obligés de travailler d ' abord au niveau restreint des segments d ' ins-
tructions et ensuite au niveau global du programme . 
6 . 2 . 3.2 . 1 . Au niveau du segment d'instructions , plusieurs re-
mar ques peuvent être faites . 
A la simnle lecture d 'un segment d I instructions, on peut déjà dire 
qu'une assignation d à une variable v n ' est pas 'morte " Ri, c.près d , il fi -
gure, dans le segment ,une instruction r référençant la variable v et si entre 
d et r il ne figure pas d ' autres instructions modifiant la valeur de v . 
De plus, une assignation d à une variable v est "morte" si, après d, il figu-
re, dans le segr.ient , une autre E,.Jsignation d'à v et si, entre d et d ', il 
n'existe pas d ' instruc tions référençant v. 
Une assignation d à une variable v est candidate à une élimination 
d ' assignation ''norte " si et seulement si, après d , il ne figure dans le seg-
ment aucune autre assignation d ' à v et aucune instruction référençant la 
variable v . 
Les seules assignations qui s_,:-,nt candidates à une élimination d ' assi-
gnations "r.1ortes " seront traitées par une procédure similaire à la procédure 
décrite en 6 .2.3. 1 . 
6 .2.3.2.2. Des remarques ci- dessus nous déduirons la procé-
dure suivante. 
Soit n le nombre de segments fonnant l e programme P . Pour une assigna-
Exemple de table VRA Soit le prograrrme suivant 
81/------·--- 1 
t = 11 t4 - 11 1 -
B , 
1 t6= 19v----------@\ 
t 5= 11 
z(t1 )= 0~ . D/~ -------- \\ 
z(t1 ) = z(t1 ) · 
+ y(t5):1: X(t4) 
IK=K+ll 
VRA 
t4 = t4 + 10 
t5 = t5 + 1 











Légende Les assignations entourées 






Pour ce programme, nous avons la matrice Cet les tables ASS, REF, 
RAA suivantes: 
ASS 1 2 3 4 5 6 7 REF 1234567 RAA 123456 7 
I 1 0 0 0 0 1 0 I 0 0 0 0 0 1 0 I 0 0 0 0 0 1 0 
J 0 1 0 0 1 0 0 J 0 0 0 0 1 0 0 J 0 0 0 0 1 0 0 
K 0 0 1 1 0 0 0 K 0 0 0 1 0 0 0 K 0 0 0 1 0 0 0 
t l 1 0 0 0 1 J. 0 tl 0 0 1 1 1 1 0 tl 0 0 1 1 1 1 0 
t4 1 0 0 1 1 1 0 t4 0 0 0 1 1 1 0 t4 0 0 0 1 1 1 0 
t5 0 1 0 1 0 0 0 t5 0 0 0 1 0 0 0 t5 0 0 0 1 0 0 0 
t6 0 1 0 0 1 0 0 t6 0 0 0 0 1 0 0 t6 0 0 0 0 1 0 0 
VRA 12345 6 7 C 1234567 
I 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 
J 0 0 0 0 1 0 0 2 0 0 1 0 0 0 0 
K 0 0 0 1 0 0 0 3 0 0 0 1 0 0 0 
\ 0 0 0 0 0 1 0 4 0 0 0 1 1 0 0 
t 4 0 0 0 0 1 0 0 5 0 0 1 0 0 1 0 
t5 0 () 0 0 0 0 0 6 0 1 0 0 0 0 1 
t6 0 0 0 0 1 0 0 7 000000 0 
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Exemple d ' élimination d 'une a s signation récursive "morte", pour I = I + 1 
dans le segment 6 . 
s = [o 1 o o o o 1J 
x = [o o o o o 1 o] 
s A RAA [r,~J = [o 1 o o o o 1] /\ [o o o o o 1 oJ = [o o o o o o o] 
Y = S ;\ AS S [ I, ~j = [ 0 1 0 0 0 0 1] /\ [ 0 1 1 1 1 0 1] = [ 0 1 0 0 0 0 1] 
x = x vs = [o o o o o 1 oJ v [o 1 o o o o 1 J = [o 1 o o o 1 1 J 
s = [o o o o o o oJ 
s = s V ( c20 v c7r/) = [o o 1 o o o oJ 
s = s A x = [o o 1 o o o o] A [1 o 1 1 1 o oJ = [o o 1 o o o oJ 
s I'- RAA [1,0] = [o o o o o o o] 
Y = S /\ ASS [I,~J = [o O 1 0 0 0 oJ 
X= X VS = [O 1 1 0 0 1 1] 
s = [o o o o o o oJ 
S = S V C 3~ = [ 0 0 0 1 0 0 0 J . 
s = s /\ x = [o o o 1 o o oJ . 
S /\ RAA [I!~J = [o O O O O O oJ 
Y= [o o o 1 o o oJ 
X= [O 1 1 1 0 1 1] 
' 1 
' 
s = [o o o 1 1 o oJ 
s = [ o o o o 1 o o] 
s A RAA Cii~] = [o o o o o o oJ 
Y= [o o o o 1 o oJ 
X= [O 1111 1 1 ] 
' 
' 
' s = [o o 1 o o 1 oJ 
s = [o o o o o o oJ -- fin I = I + 1 est uns assignation récursive 
"mo rte " et peut donc être éliminée. 
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1 ° Ch.9,que fois qu ' une a s signation est é liminée, il f aut E1odifier en 
conséquence les tables R.AA, REF, ASS. 
2° On peut traiter le cas de plusieurs assigna tions r écursives à la 
m~me variable v dans un m~me segment en utilisant la procédure 6.2.~.2.2. 
3° On c anL1 ence par éliminer les assigna tions r écursives "nortes" et 
puis on élinine les autres. Ceci n 'est pas i ;,pératif. 
4 ° ReE1arquons la différence entre instruction modifiant l a va leur 
d'une variable et assignation. Nou s n' avons env isagé que 1 1él inination des 
assignations e t non pas des ins tructions modifiruit l a va leur d 'une variable 
v . Ce dernier cas est beauc,~u p plus co• pl exe (exemple e l' é limina tion d'appel 
de procédure ) • 
5° L1 él i r1.ination d ' a s signations "mortes" est sans d.oute l ' une des 
seules t e chniques d 1optin i sation qui permette à la fois un gain de place @é-
moire et un gain de temps. 
6° Il est intéressant de nunir l'opti'.:üseur d 'un systè::!1e de gestion 
de la table des variabl es siripl es ( V . S .) s i mila ire au sy s t èrn.e de gestion de 
la t able des c onstantes (T.c.). 
7° Nous n'avons pas pris en consid:ér a tion l' élimina tion d ' assignations 
ayant pour cibles des variables :i.ndicées. Ce p roblème co~,pliquerait les pro-
cédures d 1 élin ination car nous ne d isposons pa s de tabl es RA.A, REF, ASS pour 
des variables indicées. 
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Chapitre VII 
INSERTION DU SEGM.Yl\T~ FICTIF DANS LE PROGRA.l"!t1E 
Les instructions dépl acées en arrière, d ' une r égion ou générées lors 
de la r éduction des opérateurs ou du remplacement de tests doivent être in-
sérées dans le programme . Pendant 1 1 opt i mi sation d. ' une région, ces instruc.-
tions ont été déposées dans un segment fictif. Après l ' optimisation de cette 
r égi on, elles doivent être i nsérées dans le programme de t elle sorte q1.'. ·., TJ.•31 
que snit le Gr..enin suivi , elles soient e~--~ :Jutées avan t l ' entrée dans la ré-
gion. Ce chapitre décrit succinctement l ' insertion du segme nt fictif rl~nP -
programme . 
7 . 1 . Critèr es d ' insertion 
7 . 2 . Remarques préliminaires 
7.3 . Procédure d 'insertion 
7.4. Discussi on 
7.1. Critères d ' insertion 
Le problème qui se pose es t de garantir l ' exécution des instructions 
se trouvant dans l e segment fictif avant d I entrer dans l a ré5·i on pour lac1...,.~ _ 
l e ces instructions ont été déplacées ou générées . A cet effet, nous pouvons 
soit insérer les instructions composant le segment fictif, dans l es segments 
prédécesseurs immédiats de l Q r égion, soit former un véritable segment de 
ces instructions et l ' insérer, comme pr édé cesseur i mméd i at de l a région, sur 
tous les: chemins entrant dans la r égion . La façon dont ces instructions sont 
insérées dans le programme s'appuie sur l es critères suivants . 
1) Si le segme~t S pr édécesseur immédiat de l a région R ne possède 
qu ' un seul successeur i mmédia t (a fortiori un point d ' entrée de R), l es ins-
tructions formant le segment fic tif sont insérées dans le segment S juste 
avant 1 1 inst:rt1ction de branchement . 
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2) Si le segment S prédécesseur immédiat de la région R possède plu-
sieurs successeurs immédiats qui sont tous des points d'entrée de R, alors 
les instrnctionc r-:,rmant le segment fictif sont insérées dans le segment S 
juste avant 1 1 instructi on de branchement. Il fa.ut que les instructions figu-
rant dans le segment fictif n'affectent pas le branchement. 
3) Si le segment S prédécesseur immédiat de l a région R possède plu-
sieurs successeurs immédiats qui ne sont pas tous des points d ' entrée de R JU 
si son instruction de branchement peut être affectée par les instructions 
figurant dans le segment fictif, alors· les ins t ructions formant le segment 
fictif sont érigées en véritable segment (segment érigé) qui, suivant les cas , 
est insé:J?é ou pas dans le programme: 
1° Si le point d'entrée vers lequelbranche S est déjà l e succes-
seur immédiat d 'un segment érigé, alors l'instruction de branchement de S 
est modifiée pour brancher vers ce segment érigé. 
2° Si le point d'entrée vers lequel branche S n'est pas encore le 
successeur ir.unédiat d I un segment érigé, alors le segment érigé est inséré 
sur l'arc allant de S vers le point d'entrée de~- L'instruction de branche-
ment de S est moc1.ifiée en conséquence . 
I llustration des trois critères ci-dessus 
(§;_J_) _R-!:---.-: - @ 
R 
> 
L9 segment fictif est inséré dans le 
.... ...:gment S 
Le segment fictif est inséré dans le 
segment S 
sera transformé 
© est un s egment érigé pour R. G) est le nouveau segment érigé 
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Les critères 1, 2 et 3 permettent l'insertion des instructions formant 
le segment fictif sur base d ' une petite quantité d'informations locales. En 
effet, nous ne faisons appel qu'aux notions de prédécesseur immédiat d'une 
région R et de successeur i mmédi at d'un segment . 
Sans faire appel à la notion de lien LAR (lien assignation référence), 
les critères ci-dessus garantissent une non rupture de ces liens. Ceci est 
dû au fait que no1.1s avons restreint les segments prédécesseurs dans lesquels 
les instructions étaient insérées à ceux dont tous les successeurs immédiats 
sont des points d ' entrée. 
De plus, les instruc tions insérées ne seront pas exécutées si l ' on 
n'entre pas dans la région . 
Les critères let 2 nous permettent de former des segments plus éten-
dus et dès lors d'éliminer peut-être encore certaines instructions par les 
procédures de "Folding" et d ' éliminations d'instructions redondantes. 
Le critère 3 se justifie par le fait qu ' il faut éviter de briser des 
liens LAR. N' oublions pas que des instructions modifiant la valeur d ' une 




.., __ . 
A :=4 
A :1: B 
Supposons que la seule assignation à A 
dans la région G) - (2) - (3) est A := 4. 
Dès lors, par les critères de déplacement 
en arrière, A ~ = 4 est dép:1..açabb et sera 
déposé dans le segment fictif. Si nous 
insérons le segment fictif dans. le seg-
ment © , soit 1 e lien LAR (A := 6 @ , 
A * B @ )est brisé, soit le lien LAR 
(A := 4 (Ï) , A :1: B ® )est brisé. 
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7 . 2. Remarques uréliminaires 
Avant l ' insertion des instructions formant le segment fictif dans le 
programm.,, il convient d 1 analyse:!: le segment fictif et la r égi on R pour la-
quelle il a été généré, a fin d ' éviter les références inter-segments à des 
instructi ons intermédiaires. 
Exemple 
L 




segment S figurant dans R 
L'instruction &. . est référencée dans le segment S alors qu I elle n'est 
l 
pas définie dans le segmen t S . 
Pour toute instruction intermédiaire I définie dans le segment f ictif 
et référencée dans un ou plusieurs segments de R, une variabl e temporaire t 
est générée. L' instruction t := I est placée dans l e segment fictif e t toute 
référence à l ' instruction intermédiaire I dans un segment de Rest remplacée 
par une référence à la variable ~énérée t . Ceci est r éalis é pour maintenir 
une proprj_été intéressente du texte intermédiaire, à savoir q11e toute ins-
truction intermédiaire I n ' est référencée que dans le segment où elle est 




a: . ~ a 'll: b 
l 
J 1 A : = t l 
segment fict i ï segment S figurant dans R 
VII-5 
Parmi l es instructions forl!lant le segment fictif peuvent fi gurer des 
instructions redondantes ainsi que des instructions susceptibles d ' être él i -
minées par l a p r océdure "li'olding 11 (instruction s "Foldable 11 ) . cr Ast pour cette 
r aison qu I avant d ' insérer ces instructions dans le programme, il convient de 
les analyser :par les procédures de 11Folding 11 et d I é limination d I instn1cti ons 
redondantes . D I autre part , lorsque l es instructions fo:nnant l e segment fictif 
ont été insérées dans un segment S pr édécesseur i mmédiat de l a région , l e 
nouveau segment S ainsi formé peu t à nouveau contenir des instructions redon-
rh1 ntes a insi que des instructions 11 Fol dable 11 • On lui appliqu er a donc égale-
ment les procédu=3s de 11 Fol di ng 11 e t d' él.imi.nat ion des instructions redo::.>1..1- -
t es . 
Ce l a se fer a lors de 1 r optimisa ti on de l a région couvra :1t. l a régioP 
opti misée ou lors de l ' optimi sation des segments ne faisant partie d ' aucû.ne 
r égion . 
Exem:el e 1) cp I, "1_ 
a.l I :Ji: 5 /~< <X 2 K = 0:1 a: 6 C [K] 'î: 13 [K] ( ~ (X 7 B CKJ a:6 
a: l : I ~ 5 
(X 3 : ~ + 6 
\_(V CX 4 J = 0: .., ' ) 
a: 5 A i J7 . B [K] 
1 
L J " 
I : = I + 1 
! IF (I - 10) 2, 2, 4 STOP 
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2) Contenu du segment fic tif avant l ' inser tion et programme apr ès 
op t i mi sati on a.e 2 - 3 
CV l ;c l _ 
~, --------- °io 
2 ·----. % 
~ 0:7 
a l . I :t 5 . 
·CX . tl ~ = 0: 8 . 1 
ex : I * 5 1 
0:3 . cxl + 6 . 
K . = tl . 
C :K] * B [K] 
A [K] = 0: 6 
0:9 : t2 : = 0: 7. ) J = t 2 
s egment f ictif 
A [JJ = B [Kj 
I = I + 1 
t l = t + 5 1 
t2 t2 + 5 
I F (t -1 50) 2, 2, 4 
Le conte m du segment f i ctif apr ès "Fol ding" et é l imi nat ion des ins tructi ons 
r edondantes es t l e suivant : 
0: 1 I 1E 5 
a s tl = 0: 1 
a: 7. 0:1 + 6 ) 
a: 9 t ~ : == a: 3 
3) Après inserti on du s egrri.en t f ictif dans l eœ~nent (0 e t t r a iteme nt 
du segr:1ent G) é t endu par l es procédures de "Fol d i ng" e t d I élin i na tion des 
i ns truc ti ons redondantes , on a 1 e pro granm e sui vant : 
VII- 7 
= 1 ! 
tl 5 
11 
CS.o= K : = t l 
cx6 C [ K] ~ B [ KJ 
rx,7 A 1Kl L - = rx, G 
rx, 11 : J = t2 
0:5 A rJï = B [K] 
I I I + 1 
tl t 1 + 5 
t2 t2 + 5 
IF (tl - 50) 2, 2 , 4 
- Pour ê t r e compl et, signalons que la proc édure d ' élimina ti on des 
assigna tions mo rtes éliminera I := 1 et I .- I + 1 . 
7.3. Procédure d ' i ns ertion 
1 ) Les instructions f or mant l e seg;nent fi ctif s ont anaJ.ysées par les 
pr océdur es d G 11Fol c1ing 11 e t d ' élimination des i nstruc t ions redondantes . 
2) Les r éf érences inter- segments à des instructions i n ter médi a ires 
sont élininées (vo i r Rema r ques prél iminai res ). 
3) Les poi nts d ' entrée cle 12. région sont cléterminôs . 
Soi t LPE = S s1, •• • , S t la l i ste de ces points d ' entr ée . t m ) 
4) Le s prédécesseurs i111méclia t s de la r égion R son t r echerchés . Ils 
sont les pr édé cesseu r s i mrùédi ats des poi nts d' en trée de R. 
Soi t LPI = l P1 , .•• , Pn } la l i ste de ces p r édécesseurs . 
5) Dans ln l i s t e LPI , l es p r édécesseurs i mmédi a t s n' ayant qu ' un seul 
su ccesseur i r.mécl ia t sont sél cc tionnés . 
Soit LPISU = 1 P . , ..• , P. / leur liste (LPISr c; LPI ) . Pour i i 1 , .• • , i lr ' 
. ll l k i " 
l es ins·cruct ions formant l e segmen t fictif sont i nsér ées dans le segment P .. 
l 
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6) Sont ensui te sélectionnés , dans la liste LPI , les prédécesseurs 
iumécliats jo·Llfosant des propriétés suivantes = 
- ils possèdent plusieurs successeurs immédiats qui sont tous 
des points d I entrée de la r égion R; 
- les instructions figurant dans le segment fictif n ' affectent 
paB leur instruction de branchement. 
Soit LPISPE = { P . , P . , . .• , P. \ la liste de ces prédécesseurs 
.. Jl J 2 Je .! 
(LPISPE ~ LPISU = ~ et LPISPE ~ LPI). Pour j j 1 , •.• , je' les instructions 
formant le segne nt f ictif sont insérées dans P .• 
J 
7) LPISM = LPI ' (LPISU Û LPISPE) = )P , ••• , P t (k + e + h = n) 
~ rl r h l 
est l a liste c1.es prédécesseurs immédiats de R possédant IHUsieurs suc cesseurs 
immédiats qui ne sont pas tous des points d ' entrée de R. LI insertion du seg-
ment fictif pour ce cas se déroule de la façon suivante . 
7) a . La liste des seg:nents éri gés LSE est initi a lisée: LSE 
.- ~-
7) b . i := r 1 . 
7) C, La liste LSPE des successeurs i rclffiédiats de P. qui sont des 
l 
points è. 'entrée cle R est créée . loi t LSPE = } Sc• 9 
~ ~·1 0 •• ' ;") '~ s ( . ) 1 e l J 
7) d . for j := s 1 step l until se(i) do 
begin if S . a un prédécesseur immédiat figurant dans LSE 
- - J 
end 
then - On change l'ins truction de branchement de P. 
l 
de telle sorte que, depuis P., on puisse al-
i 
1er vers le prédécesseur immédia t de S. fi -
J 
gurant dans LSE . 
- On met~ jour la matrice bool éenne C du gra-
Dhe et le s tables TDS, TI et TS~. 
el se - On crée un nouveau segment érigé S qui est 
ajouté à la liste LSE. On change l'instruc-
tion de br2,nchement de P. de telle façon que 
l 
le contrôle puisse aller d.e P. h S et de S 
l 
à s .. 
J 
- On change en conséquence la matrice booléen-
ne C du graphe et les t8.blcs TDS, TI et 1.i'SQ.. 
7) e. i : = i + 1 
if i > r then goto END n --
else goto (7) . c 
7) f. END fin de la procédure 
7 .4. Discussion 
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1) Le point d ' entrée d 'un prograrrm1e ne fera jamais partie d'une région 
R car il est lm sonmet f actice que l'on rajoute au gTaphe du prograP.l!Ile et car 
il ne possède:; cincun prédécesseur . Ainsi ce sommet peut être un prédécesseur 
immédiat d ' une rég".on et est tr2.ité par la procédure d ' insertion du segment 
nctif de la m~me façon que tout autre prédécesseur de l a région. 
2) On peut se demander pourquoi ne pas transformer 
R 
---.,,.--- -©-
'l.<..l'r,,___ _ __ ·- · ® 
i 
~ J. __ ~-1 
~ 




au lieu de 
R 
Ceci suppose que nons recopions dans les segr;1ents érigés (ici G) et 
@) ) l ' enser.1ble de la séquence d ' évaluatio~ de l'expression dont l a valeur 
fera brancher dans un sens ou l ' autre . 
E:xem:el e Supposons riue dans (Î)et@ figurent l es tests suivants 
IF ( (A - B) 
-













I l faudra , pou r réaliser (a) au lieu de (b) , laisser les t ests su i -
vants 





dans s, IF ( (A + B) - (c - D)) ® (3) 
' 
fi) . 
Ceci ne c~enande pas beaucoup d I analyse, il suffit en Effet de changer 
la table TDS . 
lfais il f audra , dans (3.J et @ insérer les tests suivants 
I F ( (A - B) - (C + D)) (2) ® 
' 
® 
IF ( (A + D) 





ce qui demande bien plus d I anal;yse et amène , de :ri lus, un gaspillage de la 
place mémoire . 
L' option prise en 7.1 demande beaucoup moins d'analyse . 
3) Si l ' optimiseur réaJ.ise c18s déplacements en avant, les instructions 
déplacées se trouvent dans un autre segment fic tif. C0 clerni er doit être in-
séré sur tous les chemins sortant de la région . Un raisom1ement analogue au 
précédent peut être tenu pour déterminer les critères d ' insertion et l a pro-
cédure . 
- - - - -- - ---- - - --
(c) 
CON CL U SIO N S ET DEVELOP P EME NT S 
Les techniques examinées dans ce travail sont essentiel l ement "lan-
gage i ndépendant" et "machine indépendante" . Elles sont "langage indépendant" 
car elles sont applicables à une variété de lanffages algébriques . Elles sont 
"machine indépendante" car elles rendront un programme plus efficient sur une 
variété d ' ordinateur s o 
Nous pouvons remarquer également que l ' utilisation d ' lm compilateur 
op t imiseur est coûteuse . L' optimisation ne devient donc intéressante que 
lorsque le programme opti misé est un programme à réemploi f r équent . I l est 
en effet certain que l e gain dü à l'optimisation est une fonc t ion cr oi ssante 
du facteur de réemploi . 
De ce fait , il n'est pas opportun d'optimiser un programme lors de sa mise 
au point . Il est préférable de ne le faire qu ' après qu ' un nombre suffi sant 
de tests permettant de supposer le programme correct o Un autre facteur sus-
ceptible de retarder l ' optimisation d ' un programme est que le "debugg.i.ng" 
est plus difficile , nous semble- t - il , sur le programme optimisé . 
I l convi ent peut- être de nuancer la remar que re l ative à l ' optimisat ion après 
une période de tests . En effet , le temps pris par 1 1 optimiseur dépend du vo-
lume du pr ogramme~ (grossièremé.1t) et non de son temps d ' exécution. 
Cela signi fie que l ' on peut raisonnabl ement penser que l ' on aura un temps 
d ' optimisat ion croissant pour un volume croissant . Ainsi pour des pr ogrammes 
de petit volume , on pourra faire l'optimisation lors de chaque test . 
L' intérêt du système présenté dans ce travail est qu ' il permet une 
optimise.t ion modulai re . Cela est d ' autant plus intéressant que seul ement un 
dixième ou un vingtième d ' un programme possède une fréquence d ' exécution 
élevée ,LKNUTH TY-
~ Nous n ' affirmons pas que le temps d ' optimisation est le même pour des pro-
grammes ayant même volume . 
(cc) 
L' optimisation de programme apporte une réponse aux problèmes de li-
sibilité et de maintenance des programmes. 
~l nous semble que l'on _.,;eut répondre de façon a :!:'firmative aux ques-
tions posées à la fin de l ' introduction . Il faudra sans doute nuancer la ré-
ponse à la troisième question, car il semble que le temps de compilation soit 
très important dans un système d ' optimisation de programmes. 
I l serait intéressant de faire une étude statistique sur la façon 
dont un langage est utilisé avant d'entamer l'étude d'un compilateur optimi-
seur pour ce langage ffiNUTH 7--J. En effet, dans un langage tel que Fortran, 
les expressions arithmétiques ont une longueur moyenne de deux opérandes. 
Il est par conséquent vain de créer un compilateur pouvant produi re un code 
efficient pour des expressions arithmétiques plus complexes . Cette conclusion 
est aussi valable pour le déplacement d'instructions , l a réduction des opé-
rateurs ou toute autre technique. 
Il reste beaucoup de problèmes que nous n ' avons pas traités dans ce 
travail, par exemple: 
1° l'allocation de registres; 
2° l e "linking" de sous-routines, (ceci se fait généralement au 
moyen de conventions standards qui ne sont pas toujours les plus 
optimal es); 
3° la généralisation des techniques du chapitre II au programme en-
tier et non à ses segments; 
4° l'optimisation de langages de gestion. Sans doute certaines tech-
niques présentées dans ce travail restent valables, mais en rai-
son de la structure particulière de ces l ang2-ges, il est nécessai-
re de développer d ' autres techniques (par exemple, l'élimination 
des opérations ie conversion et de reconversion qui sont inutiles); 
5° l ' optimisation de langages conventionnels; 
6° la factorisation des expressions arithmétiques (par exemple, 
A* B +A~ C devenant A* (B + c)); 
7° l ' étude théorique de l'optimisation de programmes . 




~EFINITION DE LA NOTlJN DE NIVEAU ETENDU 
Définition de la notion d'intervalle 
Etant donné un sommet h d'un graphe G possédant une seule entrée et 
une seule sortie, un intervalle I(h) est un sous- graphe maximal de G: 
- possédant un seul point d ' entrée, l e sommet h; 
- et tel que tous les circuits de ce sous- graphe passent par h. 
h est appelé la tête de l'intervalle. 
En choisissant un ensemble adéquat de sommets corime t~te d ' interval-
le, un graphe peut être portionné en un ensemble d'intervalles. 
Exemple I(l) 1 
1(2) 2 
1(3) 3, 4, 5 
Ayant décomposé le graphe G en intervalles, on peut en construire 
un nouveau, soit G1 , dont les sommets sont les intervalles de G. Les arcs de 
G1 sont définis de la façon suivantei il existera dans G un arc reliant un 
intervalle I. à un intervalle I. s'il existe, dans G, un arc reliant un sorn-
i J 
met de I. à un sommet de I. (if j) . 
i J 
Le nouveau graphe ainsi obtenu peut à son tour être décomposé en 










= { 1} 
= ( 2 J 
= l 3,4,51 
Gl 
1 1 (1)= i_I(l)} 




I"(l)={:])( 1) , 
I r ( 2 )1 
Si l e graphe obtenu en appliquant récursivement cette procédure se 
réduit à un seul sommet, nous disons que l e graphe es t réductible. 
Pour plus d ' information, nous renvoyons le l ecteur à l ' arti cle 
d I All en ffi'LLEN 70. 
Le graphe de départ Gest un graphe de degré O, le graphe G1 est de 
degré 1, G2 de degré 2, e t c •.• 
Il s ' agit de décomposer un graphe simplement connexe ayant un ou 
plusieurs sor,m1ets d I entrée et un ou plusieurs sommets de sortie, avec ou 
sans circuits, en niveaux étendus. 
S ' il présente un ou plusieurs sonLmets d ' entrée, le gT.aphe s era transformé de 
telle f açon qu ' il ne présente plus qu ' un seul sommet d'entrée e , ceci en 
0 
a j outan+, le sommet e au gr 2.r,he et les arcs (e, x . ) où x . est un point d ' en-
o - 0 l l 
trée du graphe non transfor mé ; de même s'il présente un ou plusjeurs sommets 
de sortie, un sommets lui sera a j outé ainsi que l es arcs (x ., s ) où x. est 
0 . J O J 
un sommet de sortie du graphe non transfcrmé . 
Le graphe transformé devra être r éductible . S ' il ne l'est pas , il 
faudra l e transformer en un gr aphe réductible avan t de lui appliquer l a pr o-
cédure de d écomposition en niveaux é t endus fl1ILLER 6§}. 
Nous ne nous occuper ons que des graphes réductibles . Cette d écomposition 
part age les sommets du graphe transformé G1 (X,U) en niveaux étendus de telle 
manière que 
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1) un sanmet d ' un niveau étendu peut possé~or un prédécesseur dans 
les niveaux étendus qui suivent mais alors il doit exister dans le graphe G1 
un ou plt~.3ieurs chemins qui mène t è.u sommet vers son as endant (prédécesseur); 
2) lo sommet du premier niveau étendu est le seul et unique point 
d I entrée de G 1 7 on lui affeci:'e le ni veau O; 
3) le sommet du dernie r niveau· étendu est le seul et unique point 
de sortie de G 1 ; 
4) le:s sommets d ' un même niveau étendu ne sont pas reliés entre eux 
par des chemins de longueur 1. 
Lo dernier critèro (4) permet que c1eux somme ts d 'un même niveau éten-
du soient reliés entre eux par un circuit . 
Exemple Le graphe suivant possède l es propriétés requises. 
rl 
2 
~4 8;; ~ 5 
,/ 
10 - 7 
c$ 8 




Nous allons maintenant exposer une procédure montrant à suffisance 
pourquoi l e graphe doit être r éductible . 
::_) Affecter au sommet urüque constituant le gray~ie réduit - suppo-
sons-l e de degré N - le numéro de niveau étendu O. Posons: n := N 
2) n := n - 1 
3) Créer l a liste des intervalles du graphe de degré n 
L I = { I (h i) 1 i = 1, ... , m f 
4) Ordonner LI de telle façon que V: i ,j (1< i < j ~ m), 
n(I(hi)) ~ n(I(h) ) . 
5) Pour tout intervalle I(hi ) (i = 1, ... , m) = {hi ,x1 , . . • , xk } 
rie LI, 
a) créer la liste PI des intervalles I(h ) (p = 1 , .•. , m), p / i p 
prédécesseurs immédiats de I(h i) dans le graphe de degré n+l. 
b) s i PI = ri. alors n ( h . ) : = n ( I ( h . ) ) 
- ~ l l 
n(I (hi)) = le numéro è!.e niveau éten.du du sommet représentant 
I(h.) dans le graphe Je degré n+l. Aller en c) 
l 
sinon 1) créer à partir de PI l a liste· SPI des som-
me+,s f l) I(hi) 
I(h . ) E: PI 
l 
telle que d ' un sommet é SPI, il exi ste un 
arc menant à h. dans le graphe de degré n . 
l 
SPI = l x l x ~ UI ( h . ) e t 3 ( x , h . ) €. U J 
l l n 
I(h. )~ PI 
l 
U ( , } n l les arcs du graphe de degre n 
2) n(hi) = max (n(x) \ x (SPI) + 1 
c) Si nous i gnorons tous les arcs (x, h .) E. U et x E:.. I(h . ), 
l 11 l 
le sous - gr2.phe du graphe de degré n formrS par les: sommets 
I(hi) est un graphe simplement connexe sans circuit, il 
es t même un arbre . Ceci nous permet d' appliquer à ce sous -
graphe l a procédure de dé composition en niveaux d 1un graphe 
simplement connexe sans circuits ,LFICHEFET 7i7. 
6) sin= 0 alors stop sinon aller en 2. 
Notation: n(x) = le numér o de niveau étendu du sommet x da11S le graphe de 
deBTé n. 
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ANNEXE 2 
ANALYSE DE LA PROPAGATION DES DOIDTEES DANS UN PROGRAMME 
Dans un programme divisé en segments d ' instructions , nous désirons 
déret'ITliner les définitions d'items de donnée qui affectent une utilisation 
d ' un item de donnée. Plus particulièrement, nous désirons connaî tre l ' en-
semble des défini tians d ' items de donnée qui a tte·ignent un segment d ' ins-
tructions déterminé . Nous avons dû limiter nos recherches dans ce domaine 
à, cause du volume et aussi à cause du temps . L'idée de base est extraite 
de l ' article .LALLEN 7i7. L' algorithme est basé sur un algorithme que nous 
avons développé à Swansea avec l ' aide du professeur Cooper . Les démonstra-
tions et le choix d ' une heuristique opti male sont originaux. 
a) ITEM DE DONNEE 
Un item de donnée est un procédé de mémorisation, pendant une période 
de temps déterminée, d ' une information élémentaire traitée dans le programme 
écrit dans un langage L. 
Ex:emples - En FORTRAN IV 
1) les variables simples, quel que soit leur type R, I, Complexe, 
DP B 
2) lP.s éléments d ' un tableau 
sont des items de donnée . 
En PL/1 dans une structure 
DECLARE 1 USINE, 
2 ATELIER 1, 
3 NO ARTICLE FIXED, 
3 N.AMECHIEF CHAR ( 20) , 
2 ATELIER 2, 
3 rm ARTICLE FIXED, 
3 NAMECH.IEF CHAR ( 20) , 
2 ATELIER 3, 
3 NO ARTICLE FIXED, 
3 N .'1ECHIEF CHAR (20), 
les items de donnée sont 
USDIB: .ATELIER 1.NO ARTICLE. 
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USINE .ATELIER l.NAMECHIEF. et de même pour ATELIER 2 et 
ATELIER 3. 
b) VALEUR D I UN ITEM DE DONNEE 
La valeur d'un item de donnée à un instant donné est l'information 
élémentaire m6morisée à cet instant, ou en dernier lieu avant cet instant, 
pe.r 1 1 item de donnée • 
Exem~ READ 3, (A, B) 
REAL X • valeur de l'item de donnée indéfinie X 
X= A + B ~ Il Il Il Il X= A+B 
READ 1, (X) ~ Il Il Il Il X: ce 
Y= X + C qu'il y a sur le support 
externe. 
X= Y+ D 
WRITE 2, (X) 
c) DEFINITION D' UN ITEM DE DONNEE 
Une définiti on d 'un item de donnée est toute instruction ou partie 
d ' une instruction du programme P, écrit dans un langage L, qui, de par son 
exécution , modifie la valeur de l ' item de donnée. 
Exemples : A) L 1: begin real x; procedure p; x := x+l.; •. .. .•. 
X := X + 5.; • • • • • • • 
L 2 begin real x; 
••• i p; 




a) x := x + 5 est unè définition de l ' item de donnée x déclaré dans 
le bloc L 1 
b) ;p; est une définition de l'item de donnée x déclaré dans le 
bloc L 1 
Les C½_ 
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c) ;x := 7.; est une définition de l ' item de donnée x déclar é dans 
le bloc L 2. 
B) READ 
' 901 FORMAT 
est une définition des items de donnée X, Y et z. 
c) Dans : 
D) 
begin real x; procedure p(x); value x; real x; 
X:= X+ l; 
; p(x); 
end 
p(x) n 'est pas une définition d ' un item de donnée·. 
a l .: + A, B ~ définition de l ' item a:l 
a 2: 
* ex, 'z ~ 
définition de l ' item <½ .L 
a: 3: :=; A, 0:2- définition de l ' item A 
peuven+, être des items de donnée vu qu ' ils ont la possibilité de 
mémoriser temporairement de l'information élémentaire . 
d) UTILISATION D'UN ITEM DE DONNEE 
Une utilisation d ' un item de donnée est toute instruction, ou partie 
d ' une instruction, utilisant la valeur de l 'i tem de donnée sans la modifier. 
Exemples : a) b : = f b = a then a + 5 else a + 10 
a + 10 et a + 5 sont deux utilisations de l'item de donnée a. 
b) l ' exemple C du paragraphe c est une utilisation de l'item de 
donnée x 
c) WRITE (90), (X,Y,Z) est une utilisati on de trois items de don-
née 
d) a:2 : *, o: 1 , Z est l ' utilisation des items a1 et Z. 
e) DEFINITION RECURSIVE D'UN ITEM DE DONNEE 
Une définition récursive d ' un item de donn ée est toute définition 
de l'item de donnée faisant une utilisation de l'item de donnée . 
Exemple X := X + 4 
begin real x; procedure p(x); real x; 
x : c.::x + .; 
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;p(x); •. . .• •• • • • end p(x) est une défini.han récursive . 
Plus tard, nous restreindrons la définition pour ne plus nous inté-
resser qu'aux définitions récursives du type x = f(x), où f est une fonc-
tion quelconque . 
f) DEFINITION D'UN ITEM DE DONNEE AFFECTANT UNE UTILISATION 
D'UN ITEM DE DONNEE 
On dit qu ' une définition d'un item dè donnée affecte une utilisation 
de cet item de donnée si, et seulement si , l a valeur de l ' item de donnée 
après la définition est la même que sa valeur lors de son utilisation. 
Exemple Soit le programme FORTRAN IV : 
1 X = A+ B 5 X z 
2 z PI* R * 3E 2 6 A + PI + A 
3 B 2 '!: PI 3E R 3i: 'JE 2 7 B = X 
4 A = B + X STOP 
END 
La définition 1 de X affecte l 'utilisation 4 de X mais n ' affecte pas l 'uti-
lisA.t-i o:. 7 de X. 
Nous allons chercher à définir l ' ensemble des définitions d 'un item 
de donnée affectant une utilisation de cet item de donnée. S'il n ' existait 
pRs de branchement dans le programme source, ceci serait simple. En effet, 
on peut dire, dans ce cas, qu ' une définition affecte une utilisation si, 
entre l ' occurrence de la définition dans l ep ogramme Pet l 'o ccurrence de 
l'utilisation, l es opérandes de l'instruction de définition ne sont pas à 
leur t01..1r définis . Dans le cas où il n ' y a pas de branchements, il n I y a 
jamais qu'une seule définition qui affecte une utilisation . 
Lors~ue nous permettons des branchements dans le programme P, plu-
sieurs définitions peuvent affecter une utilisation . La définition f 
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ci- dessus, qui ne fait pas apparaître la notion de cheminement dans un gra-
phe devra être transformée en une définition équi v1:i.lente tenant compte de 
la noti vn de cheminement. Dès 1 rs, lorsque 1 1 on veut d :1montrer qu I une dé-
finition affecte une utilisation, on est amené à trouver, dr.ns le graphe, 
un chemin allant du segment contenant la définition vers le segment conte-
nant l ' utilisation et sur lequel aucun opérande de la définition n ' est re-
défini . 
Nous sommes confrontés ici à deux problèmes : 
1° trouver tous les chemins dans un gra~he allant d'un sommet vers 
un autre; 
2° trouver, parmi ces chemins, un chemin qui satisfasse aux condi-
tions de la définition . 
Ce genre d'algorithme, simple dans son énoncé, est peu efficace dans le cas 
présent . 
Nous allons en présenter un autre qui n'est pas aussi intuitif . 
Nous introduirons auparavant quelques définitions nouvelles que nous classe-
rons en deux catégories· : 
1° les définitions s'appuyant sur des infonnations locales, 
2° les définitions s'appuyant sur des informations globales. 
(A) Définitions nécessitant une information locale 
1) Utilisation_susceptibLe_d'~tre_affectée_localement 
Une utilisation susceptible d ' ~tre affectée localement est une uti-
lisa,tion d'un item de donnée qui n ' est pas précédé, dans le segment, par 
une définition de l'item de donnée. 
Exemple ~ - ,--








2 ) Défini tion __ localement _accessible_ d ' un_ segment 
Une définition d ' un item de donnée localement accessible d ' un seg-
ment es ·c la dernière définition de 1 1 item de donnée dans le set?}l1ent. 
Exomole 
Exemple 
Dans 1 1 ensemble précédent, B == ~: :E A, est une définition de B 
localement ac cessible. 
Nous noterons Db . l ' ensemble des définitions localement accessibles 
l 
de tous les items de donnée définis dans le set?}l1ent de numéro i . 
t X == A + B, A == B :1ë X, B == Z :1ë A } 
Nous noterons Pb. 1 'ensemble des définitions du prograr.une qui ne 
l 
définissent aucun item de donnée défini dans le segment de numéro i. 
(B) Déf ini tion nécessitant une infomation globale 
1) Définition_d_appartenant_à_un_segment_i _atteignant_un_segment_k 
Une définition d située dans un segment de numéro i atteint un seg-
ment de numéro k si et seulement si 
1 ° d € Db.; 
l 
2° 3 un chemin de i à k; 
3° au moins un des chemins du segment i au segment k ne passe par 
.s.ucun segment contenant une r edéfinition de l ' item de donnée 
défini par d dans le segment i. 
2) Défini t i on annu lant une défini t i on 
Toute défini tion dk d ' un segment k annule une définition d atteignant 
le segment k, si dk et d définissent le même item de donnée. 
sont 
3) Définitions vivantes d ' un item de donnée à la sortie d'un segment 
----------------··------------------------------------------------
Les ùéfinitions vivantes d ' un item de donnée~ la sortie d ' un segment 
1) soit la définition localement accessible de l ' item de donnée 
dans le segment, 
2) soit les définitions de l'item de donnée atteignant le segment, 
ceci à la s ,.,: . .:_,., ,:ondi tion que 1 1 item de donnée ne soit pas redé-
fini dans le segment. 
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Nous désignerons par A. l'ensemble des définitions vivantes à la 
1 
sortie d ' un segment i . 
Dès lo:. .,, l'ensemble R. des dé . .i.nitions atteignant un regment i est donné 
1 
par la formule suivante 
R. 
1 u p ~ P. 
1 
A p (1 ) 
Pi { p } p est un numéro de segment et p prédécesseur immédiat dei 
où 
A. sera alors donné par la fonnule suivante 
1 
(R. n Pb.)UDb. 
1 1 1 
(2) 
Connaissant Pb . et Db. pour chaque segment i, il est donc possible de cal-
1 1 
culer les A. et R . pour chaque segment i . 
1 1 
Nous remarquons que si le graphe associé au programme était simplement 
connexe et sans circuit, le calcul des A . et R. serait simple (décomposi -
1 1 
tion d ' un graphe en niveaux) . . Malheureusement, vu que la majorité des pro-
grammes présentent des circuits, il est nécessaire de trouver un algorithme 
permett2-n t de calculer les A. et R. en sachant que 1 1 on a commis une erreur 
1 1 
et par conséquent de corriger l ~erreur par l a suite . 
Le principe de l'algorithn1e que nous présentons ci - après se résume 
de la façon suivante. Lorsque, pour calculer R., on ne possède la valeur 
1 
d'aucun Ap, p E. P 2, alors on suppose que Ap = rj, V: p E Pi . 
Dès que l ' on possède une valeur posEible pour un Ap, on la vérifi e et on 
propage cette nouvelle information plus loin dans . le graphe associé au 
programme . 
Nous é-',ppellerons "clevinette"le fait de supposer qu ' un Ap = ~ -
Lorsque l ' algorithme aura délivré une v:1leur (définitive ou pas) 
pour cet A, nous dirons que la devinette est annulée. p 
Nous supposons que l.e graphe associé au prograrame ne possède qu ' un 
seul point d ' entrée e et un seul point de sorties • Si ce n ' est pas le 
0 0 
cas , il est facile de t r ansformer le graphe pour qu ' il possède l a propriété . 
Il suffit d'ajouter une entrée (sortie) fictive au graphe et de la relier 
aux entrées (sorbes) réelles • 
.,_, 
1 algorithme s ' aidera d .l.ll marquage des sommets . Nous supposerons 
que ce marquage se fait par 1 1 intermédiaire d'une fonction f qui, à un en-
semble M de sommets marqués, fait correspondre un et un seul sommet marqué . 
Nous verrons qu'il n'est pas nécessaire de préciser explicitement la forme 
de f dans l'algorithme et qu ' il suffit de supposer qu'elle existe . Nous 
montrerons néanmoins qu ' il est possible de la choisir de telle façon que 
l'algorithme converge en un nombre minimum de pas; nous l ' appellerons alors 
heuristique optimale . 
Nous supposerons également que, pour cha<]_ue sommet Xk du graphe, 




, les quantités Dbk et Pbk ont été calculées 
préalablement et sont mémorisées quelque part. 
Nous supposerons qu ' avant de commencer l ' algorithme 
1) les Ak pour XkE:. X ont été initialisés à ~ 
2) R a été initialisé à D t (défini ci- dessous) . 
e ex 
0 
Les quanti t ·és Db , Pb , Db , Pb 
s s 
ont les valeurs suivantes 
e e 
0 0 0 0 
Ub = D. (défini 
e in ci - dessous), Pb 
(défini ci~dossous). 













J) Le pro{;Tarnme traité par l ' algorithme peut être une sous- rou-
tine ou une procédure . Par conséquent, un certain ensemble D t de défini-
ex 
tions extérieures au corps de la proGédure ou sous- routine peuvent l ' attein-
dre (plus particulièrement peuvent atteindre e ) . C'est la définition du 
0 
lP.ngage source qui fixe en pa.:rtie 1 1 ensemble rl.e ces défini tians, de même 
que les lois d ' affectation des utilisations des items de donnée dans le 
corps de la procédure ou sous-routine par ces définitions extérieures . 
Dans ce ~ës, il convient donc d ' initialiser R à D Let d ' enrichir l'en-
e ex-v 
0 
semble D des défini tions du programme au moyen de D t : D = D U D t ' 
ex p ex 
où D est l ' ensemble des définitions figurant dans le corps de la sous-p 
routine ou procédure. Dès lors, pour Xk E. X Pbk devra être cal-
culé en fon~tion de ce nouvel ensemble D; on a alors 
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Pb = Pb V D k k extcork 
où D t k est l ' ensemble des définitions extérieures qui ne définissent pas ex co:r.·_ 
d 'i tems c..e donnée définis dans l e segment Xk . 
2) Le langage source, de par. sa définition, peut imposer une 
valeur initiale pour tous les items de donnée du programme ou seuler:1.ent pour 
une pa:rtie d ' entre eux. Ceci correepon<'I. à un ensemble de définitions qui se-
rai t inséré dans le sommet d'entrée e . 
0 
Soit ]) . cet ensemble . Dans ce cas, D doit être modifié et ]) = ]) U ]) . . in p in 
Tout conune en 1), les Pbk doivent ê-';re calcul'5s '9n fonction de ce nouvel en-
semble D. Voici une formule de correction dans le cas où Pbk est calculé en 
fonction de ]) uniquement p 
Pbk U D. in 
cor k 
où ])incork est l ' ensemble des définitions d'initialisation que n ' initialisent 
Pas d I items de donnée définis dans x, . K 
3) Dans le cas le plus général,]) ]) V D U D. , la formule p ext in 
de correction est alors, pour tout :xk , 
Pbk = Pbk U (D t U D. ) ex in 
cork cork 
4) D tout comme D. , peut être vide, auquel cas D D • ext' in p 
Alp;orithme 
(voir r tations en 9bis) 
( 1) - A = (D t n Pb ) U D. e ex e in 
0 0 
- ï1arQ.uer tout successeur immédiat de e 
0 
(2) Si H ==~ Alors fin Sinon pre,nons xk = f(M) 
(3) ~ Démarauer x1 , c ' est- à- dire pour N = r-I \ J xk } . - <: ( 
(4) C .lculer : P...<:k = 1 p 1 
u 
xp ~ X et xp prédécesseur immédiat de xk}, 
A ' p 
p ~ Pxk 




li k est la valeur ancienne de Ak' c ' est- à- dire la valeur la 
plus récente obtenue lors d ' un pas antérieur de l 1algo-
·thm A t 1 1 1 'thm Aanc __ d, ir k. ri e . van ~ue a gori e ne commence, k ~ ~ 
où Pxk = { p I xp €. X et xp i mmédia t prédécesseur de xk \ 
- C est 1 1 inclusiœ, stricte 
- C est l'inclusion non stricte 
- V es t le ou exclusif 
A Vrai Faux 
B 
Vrai Vrai Faux 
Faux Faux Vrai 
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(5) Si A-anc /= A Alors 
- -le k' 
1) marquer tout suivant immédiat de xk et 
poser : 
Sxk = { xj I xj €. X suivant immédiat de xk} 
M = (M li Sxk) 
2 ) ~ ne=\: 
3) Aller en (2) 
Sinon Aller en (2) 
ème Nous ar,pellerons n pas de l ' algorithme la séquence de paragraphes 
( 2) , ( 3 ), ( 4) , ( 5 ) , retour à ( 2 ) ( n = 2 , 3 , ... , N '( oo ) • 
Nous appel lerons 1er pas de l'algorithme la séquence de paragraphes 
(1), (2), (3), (4), (5), (2). 
Remarquons qu ' à tout choix de la fonction f, il correspond un algo-
rithme. Nous allons montrer que , quel que soit le choix de f, J'algorithme 
est fini , en cc sens qu ' il se termine en tm nombre fini de pas. Nous allons 
également montrer que si la fonction f est effective, c ' est- à- dire telle que 
le choix du sommet xk à traiter se fait dans un intervalle de temps fini , 
l ' algorithme est également effectif, c ' est- à- dire tel que son temps d ' exécu-
tion est fini . A cet effet, nous supposerons que les ensembles Dext' Dp, Din 
sont finis . De ce fait , Db. et Pb. sont également des ensembles finis . l , 
Lemme 1 - Après chaq_ue pas de 1 1 algori thrne et V xk ~ X, =fr A/1) est borné 
supérieur ement par =1/- D et Ak '=. D. 
Démonstration 
1) Après le premier pas, V: xk c X : =1/Ak~ #D 
a) Après le premier pas, les seuls sommets xk E. X dont l'ensemble 
Ak est changé sont les sommets 





et xk = f ( M:) • 
xk l , A . = Y, , d I où 
J J 
(1) =#Ak désigne le cardinal de l ' ensemble Ak . 





= (D t (î Pb ) U D. 
ex e in 
0 
(Dext C D e t Pbe Ç D) ~ - ( (Pbe () Dext ) ç_ D) 
0 0 
((Pb ()D t)C Det D. CD) -'-(A CD) 
e ex - in 7 e -
0 0 
(Ae S D) ~ =# Ae ,< # D. 
0 0 
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c) - Rk = U A = A V ( U 
· Px p e ·Px p Ei', k o p f::. :c 
A ) = Ae (xk = f(M)) t8 olp 0 
Puisque Ap = rj pour p E: Pxk \.. [ 
Rk Ç D et que =# Rk ~ =/1= D. 
- Ak = ( Rk n Pbk) U Dbk 
e ? , il r ésulte de b ) que 
0 ) 
On a Rk ç_ D et Pbk S D, d'où (Rk n Pbk ) Ç D. 
Donc, vu que Dbk Ç D, nous aurons que Ak S:. D et =# Ak~ =/JD. 
Nous pouvons donc affirmer qu ' apr ès le premier pas, 
=# D 
2) Supposons qu'après chaque pas 1, 2, ••. , n de l' algorithme 1 
("ll xk~ X; Ak ç_ D et =/= Ak ~ # D) et démontrons qu 'il en est encore ainsi 
après le pas n+l . 
Soit f(r'I) = xk,ai~ (n+J' ème pas 
- Apr ès l e (n+l )eme pas de l ' algori thme , il existe un ensemble 
X ~n+l rie sommets x . Q X tols _que A. f ~- Pour xJ. (- X rjn+l A. rj. 
J ,1 J 
( ) ème - A la fin du n+l pas, le seal sommet x . E. X qui a vu l a valeur 
J 
de son A. changor est xk . Pour l es autres: sommets x., A. a gardé sa valeur 
J J J 
pr écédemment acq'J.ise au cours des pas 1 , 2, . •. , n . Par l ' hypo thèse de récur-
renr. c , nous pouvons donc affirmer qu e pour xj E. X \ f xk } , Aj Ç D et 
# Aj~ =# D .( o0 . Pa r l ' hypothèse de récurrence, nous pouvons affirmer éga-
l t franc' 't t 1 7 d Aanc t 1 1 ff t t· d ' anc eme~1 , "1< e an a va_eur e _l.c avan a ec a ion e ~ a ~ , que 
A 9:1c C D et -.JI A ano ~ < # D. 
K - W k "' 
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- Par conséquent 
a) si k €. Pxk Alors (Rk = Aa~c 'u ( U A ~ ç D, 
p E Pxk' t k~ p 
si kf P'.JC,~ Alors (Rk = U A ) Ç D, 
p €. Px p 
k 
donc Rk f. D et =# Rk-~ ,# D. 
b) (Ak = (Rk n Pbk) U Dbk) .ç_ D 
d t où 1f -\:,< # D. 
Note .- La relation Aa:c ~ D après chaque pas de l ' algorithme est également 
_jj a nc _11 vraie • ==} tT A k -~ tT D < (;Q • 
De 1) et de 2), nous :_oouvons donc conclure qu;après un pas quelcon-
que et =/JAk ~ =/ID < ~ et Ak Ç D, V: xk € . X. 
Lemme 2 - Si j_? = f A , • • • , A } et ~' = t .A ' ,--, A~ J (k=l,2 , • • • ,n) 
- P1 pk P1 -k 
sont deux ensembles d ' ensembles de définitions vivantes à la sortie 
des ~GD1!'ents ~~ ...• , x qui sont tous des prédécesseurs immédiats O'" p , ·o 
d ' un même sommet x . , si .1: k Jb et JG' sont tels que A C. A' , 
J - p . p . 
V pi E: i pl' .•• ' PkJ l l 
et si P x Cj = [ Pil i=l, .•• ,kl 
Alors 
Démonstr ation 
( u R'. 
J 
A ) U ( U p A!) et R.=( V Ap )u( LJ Ap) p J p f: Px . \. PxC . p ~ Px C . 
J J J nt.Px .'\PxC . p~PxC. J J J 
A . = (R. (l Pb.) U Db. 
J J J J 
A'. (R '. n Pb.). U Db . 
J J J J 
(10) R.C R '. 
J J 
(2 ° ) (Aj C Aj) V (Aj 
(l°) t rivial 
A'. ) 
J 
( V ou exclus if) 
(2 ° ) il découle de (1 ° ) que 
( ( R j Î\ Pb) C ( R j ÎI Pb j) ) V ( ( R j () Pb) 
c ' est- à - dire (A.CA'.) V (A.= A'.) 
J J J J 
(R 1• n Pb.)) 
J J 
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Lemme 3 - Dans n ' importe quel pas de l ' algorithme pour lequel xk = f(M), la 
rela hon entre Aanc et A_ es t k -l< 
( anc (.,~ak~ic A k ç Ak) V l = ·'\) 
au moment du test du paragraphe (5) . 
Démonstration - 1) Le lemme est vrai au moment è.u test (5) dans le premier pas . 
•. , n, 
a) Les seuls sommets traités au premier pas sont 
e
0 
et xk = f(JvI) qui est un successeur immédiat de 
b) Aanc = rj 
e 
0 
A = (D t n Pb ) U D. • 
e ex e in 
0 0 
Si D t = D. = ri Alors A 
- ex in ~ e 
0 
Si D 
ext (= rjJ = D. Alors (A =(D t () Pb ) ) :) Aanc 
~ 
in e ex e 
0 0 
Si D 
ext = rjJ f D. Alor s (A = D. )-~ Aanc in e in e 
0 0 










P €:. Px k 






=A.et Al = ~ ' d'où J ( 
Aanc= u rj ~ même si k ~ Pxk k p {. Pxk 
U A ) = A si k f Pxk . 





((Ra~c n Pbk) c (Rk () Pbk)) V ((Ra:c(\ Pbk)= (Rk(l Pbk)) . 
(Pbk pourrait être vide) 
, ( anc ) V ( anc ) Par oonsequent fl k C ,\k A k = 1\ 
2) Supposons qu ' au moment du test en (5) dans les pas 1 , 2, • • 
1 J 3 · t · S 1 1 a i· t me'1n, ori· se' Aanc_ e .emme soi vrai. uppos ons que on J 
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pour les x. traités au cours des pas 1,2, .• • ,n juste avant l'affectation de 
J 
A ' Aanc t t ·t' 1 f · 1 2 
. a . , e que, pour un x . r aie p usieurs ois au cours des pas , , •• , 
n~ on n~ait gardé que le Aa~3 le plus récent avant l'affectation . Cet Aa~c 
, . t Aanc, 1 . tJ (1) J 
sera ecri par a suie • 
Démontrons que le lemme est encore vrai au pas (n+l). 
- Soit f(M) = xk au (n+l)è:iœ pas. 
- Le fait que xk soit marqué signifie que, pour un certain nombre de 
anc ' .1 
x , p~ Pxk, on a A , A au moment du test (5 ) dans les pas 1,2, .•• ,n p p p 
de l'algoritl'>.me. Par l ' hypothèse de récurrence, la relation entre ces 
anc ' anc ' anc ' A et A est A C A . En effet, si l ' on avait eu A p p p p p A = Aanc on p p ' 
n'aurait pas marqué xk à partir de ce sommet xp' ce qui est contraire à 
l'hypothèse faite sur x. 
p anc 1 -
Soit P x Ck = { p I p (. Pxk et A p / Ap f ou sous une forme équivalente, 
par 1 1 hypothèse de récurrenc_e, 
{ anc ' 1 P x ck = p I p E. Pxk et A P c.. Ap 1 
Soient alors -J~= { Aanc '\ pE: Px ck1 p '-, 
-Jt1 = t AP / p E:. P x ck} 
Jt et ft ' satisfont aux conditions du lemme 2. 
Soit k f. Pxk \ P x Ck. Nous avons 
Ranc = ( U Aanc , ) U ( l) A ) V Ak 
k p E.. PxCk k p E (Pxk\P.x:Ck)ftk)) 
puisque A..anc 
1 
= A = Aanc pour k t/..
1 
P x Ck, d I où 
. k k k 
Ranc - ( U A anc , ) U ( U A ) 
k - P€. Px.Ck k p E.. Pxk '\ P.x:Ck p 
De même, 
(1) 
( I.J A. ) V ( U A ) 
p E P.x:Ck p p E.. ((Pxk, P.x:Ck) f {_ k}) 
( IJ A) U ( U A) 
p E:. P:x:Ck p p€: (Pxk '\ P.x:Ck) p 
LJ anc 1 Ak 
Six est traité deux ou plusieurs fois 8,U cours d.es pas 1,2, • .• ,n et 
0 
si le Aa~c de cet xj lors du test (5) devient égal à Aj? alors on posera 
A ~n;;; 'A a~cl A .• 
J J J 
___J 
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Soi t k 6. P x Ck . Nous pouvons écrire que 
Ra~;c= ( U .Aanc ' ) lJ Aanc U ( V A ) 
p · PxCk,\ k j p k P f Pxk '- PxCk p 
anc I anc anc I fi. Ici, pour k E: PxCk ' A k C A k = Ak et A k €.. .)[I) 
Ra~c C ( U ,'\_anc 1 ) U ( U A ) 
p E: PxCk\~ kl p p c, Pxk'.PxCk,J {k! p 
Rk ( U A ) L) ~ U ( lJ A ) 
P. E. PxCk t k } p p é. Pxk ·, PxCk p 
ici, k E. P x Ck Ak e:: jb , 
T b anc ~anc 
.1.J-.:8 ensem les R k , Rk , 1- k 
satisfont donc, V k C Pxk' aux conditions du lemme 2 , d'où: 
Ra1~c C Rk et (A~c C Ak ) \/ (Aa~c = ~) 
.9_o.E_o1_l~ire - Dans n ' importe qut 1 pas de 1 ' algorithme peur lequel xk = f( M), 
nous avons 
( -;/4 Aanc -< =LI_ JL) V (Aanc= A ) k 7F --k k k 
Il ~n résulte que le tes t Aa~c f Ak du paragraphe (5) de l'algori thme peut 
encore s ' écrire =l=J A~c < =#= ~ • 
Théorème 1 - L' algori thme est fir.i, quelle que soit 1~ fonction de choix f. 
Démonstration 
A chaque pas de l'algorithme , juste avant le test (2) (si M f ~), 
nous pouvons associer un couple de nombres entiers (m, S) au graphe représen-
t~nt le programme : 
m = =l=/ï~: 
s = L (-=# Ak) 
xkE X 
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Soit xi= f(M) le sommet sélectionné au cours d ' un pas donné. Posons: 
Sane L (# Ak) 
x1/ x,,t xÙ 
(A) met S sont des nombres entiers finis . m l ' est -certainement puisque MÇ X 
et que X est fini par hypothèse . De plus, en vertu du lemme 1, nous savons 
que, V xk~ X: -=1/= ~-.'.$ # D < oo ; S est donc également fini. 
(B) S est borné supérieurement par une constante S < n ~ (# D) puisqu ' en 
max , 
vertu du lemme 1, # ¾: f /= D, V xk E: X. 
S ne peut pas décroître strictement d'un pas à un autre, c'est-à- dire 
Sane~ S . 
Soit n un pas quelconque et f(M) = xk au cours de ce pas . Nous avons: 
S = 2- ( =# Ai) = 2- ( 1/, Ai) + ( /= Ak) 
xi E:. X X/- x,l xk~ 
8anc= L. (=/},A.) + (-=1/=Aa~c ') 
xi~ X'-lxk\ i 
Le corollaire du lemme 3 nous affirme qu ' au moment du test (5) au 
cours d'un pas quelconque de l'algorithme, 
(=#Aa~t ~ # ~) V (Aa~c= ~) 
ou encore que (/.= Aa~c( =fi~) V (/= 
Or 7 à ce moment- là, par définition de 




/= Ak) . 
anc I Aanc C. A anc 
et A k , on a que k _ k, 
(c) Pour démontrer maintenant que l'algorithme se termine en un nombre fin~ Qe 
pas,quelle que soit la fonction de choix f, nous démontrerons que S atteint 
une borne supérieure après un nombre fini de pas de l ' algo~~thme . Une fois 
que Sa atteint sa borne supérieure S , nous pouvons affirmer, par le co-
max 
rollaire du lemme 31 qu ' à chRque pas de l ' algorithme, si f(M) = xk, Aa~c= Ak 
au moment du test (5) et donc qu ' à partir de ce moment- là m diminue de une 
unité à chaque pas de l'algorithme . 
Comme m est un entier fini, cela im1)lique qu' È, partir du moœ.ent où S a atteint 
s a borne supérieure, l ' algorithme se termine on un nombre fini de pas 
(m = o(~ M = y1). 
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(D) DelL~ cas sont possibles : ou bien S croît strictement, ou bien la crois-
sance de S est non stricte. 
a) S cro t strictement. Dans ce cas , ~ chaque pas de l ' a lgorithme 
Sane< S . Cor.une, entre S = O et S = S , il n'J'' a qu ' un nombre fini de va-
max · 
leurs entières possibles, S atteindra Smax apr~s un nombre fini de pas de 
l ' algorithme et l ' algorithme se terminera en lm nombre fini de pas ((D)). 
b) S ne croît pas strictement à chaque étape, c ' est- à- dire 
(Sru1c < s) V (Sane = s ). Pour démontrer que S atteint sa borne après un nombre 
fini ~e pas de l'algorithme, il faut démontrer que l ' état Sane= S, que nous 
ap9ellerons un palier, ne peut pas se prolonger indéfiniment d ' un pas à 
l'autre de l ' algorithme . 
Nous allons nous aider des graphiques suivants pour S et m afin d ' il-
lustrer le raisonnement. 
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STOP 
Entre S = 0 et S - S · il n 'y a qu'un nombre fini P de paliers 
- max' 
est fini: S ne peut donc occuper qu ' un nombre fini p (p5 P) de pa-
liers. Lorsque S arrive à un palier k, il n ' a pu occuper qu'un nombre fini de 
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paliers entre le palier S = 0 et S = Sk (k). Lorsque S occupe un palier k 
de valeur Sk, nous allons voir que deux possibiljtés peuvent se présenter: 
ou bien J ' algorithme se termine c 1 un nombre fini de pas ou bien S quitte le 
palier après un nombre fini de pas vers un nouveau palier ou vers S sa 
max 
borne sup~rieure. Par (A) m = mk < eo lorsque S = Sk est fini. Or, si la va-
leur de S ne varie pas d ' un pas à un autre de l'algorithme, nous pouvons dire, 
en vertu du lemme 3, que m diminue d'une unité à chaque pas. Dès lors, il 
n ' existe que deux possibilités : 
a) mk • 0 après un nombre fini de pas de l'algorithme. 
Dans ce cas, Sk = S et l'algorithme se termine en un nombre 
max 
fini de pas puisque S ne peut rester sur chaque palier que pen-
dant un nombre fini de pas et que S n ' a pu occuper qu ' un nombre 
fini de paliers . 
b) S quitte le palier avant que~ n'ait atteint la valeur zéro . 
Dans ce cas S n ' est resté sur 18 palier qu ' un nombre fini de pas 
et de plus, S quitte le palier pour accroître sa valeur . S se di-
rige donc vers un palier supérieur et on peut recommencer le rai-
sonnement . Cela chève de démontrer le théorème. 
Théorème 2 - L'algorithme est effectif si la fon0tion de choix f est effective. 
Démons trE' tian 
Comme l ' algorithme n ' implique que des opérations d'union et d'inter-
section d ' ensembles finis (opérations qui sont effectives),l ' algorithme est 
effectif . 
Plus précisément : 
- le temps tl passé du paragraphe (1) est fini 
-
le temps t2 passé du paragraphe (?.) est fini pas hypothèse 
- le temps t3 passé du paragraphe (3) est également fini puisque 
=l/=M.,.,.oo . 
- de même, les temps t 4 et t 5 passés aux paragraphes (4) et (5) res-
pectivement sont fj_nis. 
Comme l'algorithme est lui-même fini, il se déroul e en un nombre 




Nous allons maintenant définir une fonc+,i. ··n de choix f telle que le 
nombre de pas de l ' algorithme soit minimal pour un graphe déterminé . 
Nous démontrerons que l ' algorithme est correct dans une recherche ultérieure. 
Correct signifie que 1 ' ensemble des défiJ'.li tions qui atteignent un sommet x. 
l 
du graphe à l ' exécution est un sous - ensembl e de R. calculé à la compilation 
l 
durant la phase d ' optimisation. 
RECHERCHE D'UNE HEURISTIQUE OPTIMALE 
nous appelons recherche d ' une heurü:itiriue 01)tina.le la recherche de 
la définition - indépendante de la structure du graphe associé à un programme 
particulj_er - d ' une fonction de choix f, dé.finition qui minimise le nombre de 
pas de 1 ' a l gorithme pour tout le progTarnme donné. 
Cette recherche peut être envisagée de deux manières différentes(*) 
1 ° Soit P un programme donné quelconque et G (X,~ ) son graphe asso-
cié. Nous pourrions déterminer tout d ' abord l ' ensemble de toutes les fonctions 
de choix f(M) possibles et définies indépendamment d ' un graphe particulier . 
Soit J' = \ r1 , ... , fm J (n) cet ensemble . Nous pourrions ensui te détermi-
ner l ' ensemble }G = l A1, ... , Am j des algorithmes correspondants et les ap-
pliquer successivement au programme P. Ceci nous donnerait un ensembl e 
Jf = Z n1 , .. . , nm j de nombres entiers finis qui sont respectivement les 
nombres de pas des A. appliqués à P . 
l 
La fonction fk choisie serait celle QUi correspond à nk= mi n(n~ ni~Jf'). 
Bien qu ' elle ait l'avantage è.e bien formuler le problème de notre recherche, 
cette approche est très peu âficace. La longueur de sa mise en oeuvre dans 
le temps risque de décourager la plupart d ' entre nous; de plus, rien ne nous 
assure qu ' elle est effective (n < oo ) . 
..... 
(~) Il en existe peut-ê tre d'autres. 
(a) J, pourrait éventuellement être infini dénombrable. 
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2° Ayant défini la notion d ' heuristique optimale, nous pourrions 
dégager des critères généraux auxquels la îonc tion devra satisfaire. lTous 
pourrions ùors tenter de démontre · que toute fonction f f,. itisfaisant à ces 
critères est une heuristique optimale (théorème d ' optimalité). Nous devrions 
démontrer par la même occasion que notre système S de critères est complet. 
Cela signifie qu'il n ' existe pas d ' autres critères pouvant être ajoutés à S 
ou mis à la place de certains critères de S pour f ournir un autre système S ' 
dans leq_uel t oute f onction f ' satisfaisant aux critères de S 1 serait une heu-
ristique plus optimale que f (une heuristique optimale satisfaisant aux cri-
tères de S) . 
Nous adopterons ici la deuxième approche mais nous nous l i miterons 
à déterminer des critères généraux pour f. La démonstration des deux théorè-
mes, si elle existe, est reportée au futur . 
Définitions 
(A) .Jus,1u I ici, nous n I avons défini que de façon vague les notions 
de "deYinette" et de "devinette" annulée , Nous développerons maintenant des 
définitions plus précises. 
(B) Rappel - Pxk = { p I xp € X et xp :9rédécesseur immédiat de xk 1 
- xk désigner.a toujours dans la suite du texte le sommet 
choisi au cours du pas que l 'on envisage. 
Un sommet :1:P est dit accessible deruis l ' entrée e
0 
s ' il 
existe au moins un chemin a l lémt de e vers x . 
0 p 
(c) "Devinette " 
- Nous dirons qu I au cours d'un pas, l ' a l gori thï1.e est amené à 
faire une "devinette" si l ' une des trois éventuali~P8 sui-
Yantes est Yérifiée (ou toute combinaison de ces dernières) . 
1) Pour le calcul de Rk U A au cours du pas, il exis-
p E. Px p 
te au moins un A = y,, x éia11t accessible depuis 1 1en-
p P. 
trée e, et il existe un chemin allant de xk à x . 
0 ~ p 
2) Il n ' existe aucun x possédant les propriétés du 1). 
P anc 
V.1a,is il existe un xp, avec p E:. Pxk, pour lequel A p /= Ap 
A2- 22 
au test (5) la dernière fois qu~ - l ' nlgorithme a sélection-
né x par l ' intermédiai re de f; de plus, il exi s t e un p 
chemin allant ,l e xk vers xp . 
3) I l existe au moins un sommet x. €. M paroi les prédéces-
J 
seur s de xk (immédiats ou non) . 




En choisissant xk 1 1 algori t"hme f ait une "devi nette " . 
(2) ~ indiquera qu ' un sommet est marqué , 
En choi sissant xk, l 'algorithme fait une devinette , C'est ce genre de devi-
nettes qu 'il faudra éviter . 
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(3) Aanc .1_ ~ 6 r .!l. au pas 
P2 P2 
traité au pas 8 
1 Xp2 
xk f(M) = xk au pas 11 





x est un sommet inaccessible . En choisissant xk, on ne fait pas de 11devi-
P1 
nette" . 




au pas 11 
~ , {---traite au pas 12 
traité au pas 13 et Aanc 
P2 
Si xk est choisi au pas 14, l ' a l gorithme ne fait pas une "devinette" . 
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(D) Une séquence de pas è.e l ' al,g;oritJ1..me est .une suite ordonnée dans 
le temps pl' p2 , ..• , pn (n,< N <oo ) de pas cl8 l'algorithme, telle que, 
t . étant J~ 
J temps pris pour l 'ach; rement du pas, p. et t . l'instant auquel J in k- 1 
le pas p 1 a débuté, le pas pk (1 < k ~ n) 
et telle que seul p1 peut être le premier 
ne débute qu ' à l'instant t . + L. t., 
ln . l l 
pas ( Q) , © , (2) , @ , @ , @ ) . l= 
(E) 11Devinette 11 temporairement annulée par un pas 
Nous dirons qu •u.ne "devinette" faite lors du traitem<=mt d'un sommet 
x. est temporairement annulée par le pas actuel de l'algorithme si le pas J 
traite un sommet xk prédécesseur immédiat de xj e t si Aa..~c f Ak au moment du 
test (5) . 
Une conséquence immédiate de cette définition est que le sommet x . 
J 
figurera après le pas dans la liste M des sommets marqués. De la même façon, 
si un sommet x. pour lequel une "devinette" avait été faite lors d'un pas 
J 
antérieur réapparaît dans la liste M, nous pouvons dire que l a devine tte a 
été temporairement annulée par le pas qui a fait réapparaître x. dans 11 . 
J 
(F) Définition équivalente à la définition (E) 
Nous dirons qu'une "devinette" faite lors du traitement d'un sommet 
x. est temporairement annulée par le pas actuel si ce pas fait entrer x . dans 
J J 
l ' ensemble M des sommets marqués . 
( }) "Devinette" défini ti· 1ment annulée 
Nous dirons qu I une "devinette" faite lors du t r ai temcnt d 'un sommet 
x. est définitivement annulée si une séquence quelconque de pas suivant le 
J 
pas au cours duquel la "devinette" a é té faite, .?. P.liminé de 1 1 ensemble M 
tout prédécesseur, immédiat ou non, de x ., y compris x. lui-nême. 
J J 
Nous pouvons conclure de cette définition que, dès lors qu ' une devi-
nette faite lors du traitement d'un sommet x. est définitivement annulée , 
J 
anc t A . = A. est le résultat final pour le somr:1et x ., puisque x. ne peu plus 
J J J J jamais figurer dans la liste M. 
(H) "Devinette " dans un état non défini 
Nous dirons qu 'une "devinette" f a i te lors d ' un pas p1 est dans un 
état non défini au cours d ' un pa s ultérieur p si elle n ' est annulée ni 
n 
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définitivement ni temporairement après la séquence de pas (p1, ••• , pn) 
(pn pouv~nt être le même que p1). 
,I) Vérifice.tion d'une "uevinette" tempor1.ür~ment annulée 
Nous dirons qu ' au pas a ctuel, il y a vérification d'une "devinette" 
temporair0ment e.nnulée par un pas antérieur pour le sommet x. si, lors du 
J 
pas actuel, x . est choisi et traité. 
J 
De la définition même de l a vérification d'une "devinette" temporai-
rement annulée, nous pouvons conclure qu 'une vérification augmente le nombre 
de pns de 1 1 algorj_ thme d I au moins une uni té. De plus, une "devinette" tempo-
rairement annulée sera toujours vérifiée, d 'après sa définition même et celle 
de la vérification. DI autre part, une vérification d'une "devinette " temporai-
rement annulée peut annuler définitivement la "devinette ". Lorsque cela se 
présente, le nombre de pas de l 1 algorithme augmente d ' une unité seulement; dans 
le cas contraire, il augmentera sûrement de plus d'une unité. En effet, le fait 
que la "devinette" n ' a pas été définitivement annulée par la vérification im-
plique nécessairement que certains prédécesseurs du sommet x. pour lequel on 
J 
a vérifié l a "devinette" sont entrés dans la liste M; ceci 2, pour conséquence 
soit de réannuler temporairement l a "devinette" si le sor;unet x. est son pro-
J 
pre prédécesseur, soit de placer la "devinette" dans un état non défini. 
Théorème 3 - Toute "devinette" dans un état non défini au cours d ' un pas de-
viendra ul térieurement soit définitivement soit temporairement annulée. 
Démonstration - Soit o:9 une devinette située dans un état non défini pax un 
-------------
sommet x j au cours du pas p1 • Il existe donc une séquence de pas (p1, ... , 
p~), avec p~ = p1 à l'issue de laquelle ci;) n'a été 
- ni annulée définitivement: dans ce cqs , il existe au moins un som-
met x c. M et un chemin du graphe allant de x à x., p p J 
- ni annulée temporairement: dans cc ce.s , il n ' existe aucun x €PX. p J 
pour lequel 11.a;c-/= Ap dans le test (5) de l 1 e.lgorithme au cours des pas 
p1
1
, ••• , p 1 , ce qui signifie que x . n'est pas marqué . 
n J 
Prc~ons un sommet x (on sait qu 'il existe) marqué qui est un prédé-p 
casseur de x. e t appliquons- lui l ' algorithme. Les possibilités suivantes peu-
J 
vent se présenter: 
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a) x est un prédécesseur immédiat de x. et Aanc / A au moment du p J p p 
test (5) : la "devinette " devient temporaireraent an nulée • 
. ) x est le seul prédéc sseur immédiat de x . qu·. soit marqué et p J Aanc-= 
p A p la 
11 devinette 11 devient définitivement annulée. 
c) x est 
~ne _1 
un prédécesseur marqué de x . mats n ' est pas le seul . Si 
J 
x € PX . et .A Î A , on retombe dans le p J p p cas a) . 
Six d PX., alors,quel que soit le résultat du test de (5), on a toujours p )'- J 
une 11 devinette 11 non définie et on peut réitérer le processus jusqu ' à ce que 
l ' on tombe sur un des cas a) , b) etc). Ce processus n ' est pas infini puis-
que l'algorithme est fini et s ' arrête lorsque M = ~ auquel cas la 11devinet te 11 
est définitivement annulée. 
Le théorème suivant est une conséquence directe du théorème 3 
Théorème 4 - Il existe toujours une séquence de pas consécutive au pas au 
cours duquel une 11 devinette 11 est faite, telle que 12. devinette devienne : 
1) soit temporairement annulée; 
2) soit définitivement annul ée . 
Le théorème et les définitions précédentes ont une conséquence fort 
importante :_i,our le choix de notre premier critère d ' optimalité . 
En effet, ils nous <lisent que toute "devinettG 11 pe lt ougmenter l e nombre de 
pas de l ' algorithme et qu ' elle le fera sûrement sj elle n ' est pas définitive-
ment annulée . Dès lors , notre premier critère consiste à minimiser le nombre 
de "devinettes". 
Nous avons vu également qu 'une vérification d ' une "devinette " tem-
porairement annulée conduit l'algorithme à cheminer dans le graphe associé 
au programme pour propager l ' info:rmation. Or, le cheminement dans le graphe 
de l ' algorithme entraîne automatiquement une hausse du nombre de pas . Il est 
dès lors intéressant de vérifi er le nombre maximum de "devinettes " en un 
ncrnbre restreint de cheminements (2me critère) . 
:Nous savons également qu 'une vérifica,tion es t provoquée automatique-
ment par une annulation temporaire d ' une "devinette " . L ' annulation t emporaire 
d ' une "devinette" n ' est rien d ' autre que l'apport de nouvelles informations 
à l'entrée d ' un sommet . Il est donc important dans certains cas, de posséder 
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au plus vite la nouvelle information à la sortie du sommet pour pouvoir la 
propager plus loin encore dans le graphe et travailler avec une information 
aussi con._Jlète que possible. C'ef..~ ce que fait la vérifi ca.tion d ' une "devi-
nette". Ce sera notre troisième critère . 
Si nous ne tenions pas compte de ce ·,;roisième critère, il est fort 
probable que 12 vfrification apporterait une information nouvelle tellement 
puissante qu'il faudrait cheminer longuement dans le graphe pour l a propager. 
On remarquera que c es trois critèr es sont souvent contradictoires 
et qu ' il est dès lors nécessaire de trouver un j uste milieu. 
Résumons maintenant les critères que nous venons de dégager. 
Critère d ' optimalité pour l a fonction de choi x f 
Lors du déroulement de l ' algorithme, i l faut que la fonction f choi-
s i s se un sommet xk qui a.rnène l ' algorithme: 
1) à fnire un nombre minimum de "devi.ne t t es ", 
2) à vérifier un nombre m8..ximum de "d.evinettes 11 temporairement annu-
lées en un nombre minimum de cheminements dans J.e ~':1.phe , 
3) à disposer au plus vite de l e, vérification d'une " devinet te '' an-
nulée temporairement . 
Les démons tra ti ons du théorème d I üp timali té et du théorème de complé-
tude nous obligent à t r ouver un L .ltil ma thématique adéqUé.:t pour formaliser 
ces trois cr itèr es . Ce t outil es t loin d ' être trivial et nous ne pour suivrons 
pê:,s cette r echerche ici. 
Remar ques sur la correction de l ' algorithme 
Jfous ne démontrerons pas l a correc t ion de notre e.lgori thme mais nous 
donnerons un énoncé de ce que nous comprenons par algori thme 11 correct" . 
Lorsqu ' il s:e t ermine, 1 1algorithme délivre l ' ensemble des définitions 
d 'i tems de donnée att e ignant un segment d'instructions . R1 est l' ensemble des K 
définitions d I i tcms de donnée qui atte ignent un segment xk. 
Lors de l ' exécution du programme, des dP.finitions d ' items de donnée 
sont rencontrées et exécutées . Chaque fois qu 'une définition d d ' un item de 
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donnée v est rencontrée à l ' exécution, nous ln. plaçons dans une table T à 
conr1.ition tontefois q_u 'il n ' existe pas dé;jà une dé.finition r:1e v dans T. 
S'il exis e déjà une telle défini ion dans T5 nous la rem laçons par d. 
L I alg-ori thme sera dit "correct " si, riuel q1..H) soit le chemin 
u = e , . . . ~ x suivi dans le graphe G, lors r'le l ' exécution du programme, T o n 
est un sous - ensemble de R. 
n 
La démonstration de la correc-!;ion dP. notre algori thrne pourrait se 
faire au moyen du p rocess calculus défini par Peter Bachrnann ,LB,\CID1ANN 7Y et 
adapté aux besoins de la cause . 
Débouchés de l'algorithme 
Connaiscant l ' ensemble des définitions d ' items ~e donnée atte i gnant 
un segment, nous pouvons déterr.iiner les défini tj ons qui affectent une utili -
sation détenninée dans un segment; nous pouvons ~gale~ent déterminer les dé-
finj_tions q_ui sont "mortes " et q_ui sont "vivantes" (au sens du chapitre 6). 
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ANNEXE 3 
hl..t"'\ffi.RQ.UES SUR LE LANGAGE ALGOL-J0NQ.UILLE- 7 4 
Le langage Algol- Jonquille-74 est un langage similaire au langage 
Algol 60 pour la partie algébrique et Cobol pour les structures. 
Quelques concepts nouveaux y sont introduits. 
1) Template list : est une liste de types que peut posséder une 
quantité. 
Exemple (INTEGER, REAL) V.AL signifie que la variable VAL peut à la fois ~tre 
du type entier ou réel. 
2) EXCEPT (Template list) Q. signifie que la quantité Q. peut posséder 
tous les types permis par le langage,excepté ceux qui se trouvent dans la 
"Template list". 
3) Les types possibles sont les types . peI'l)'lis par Algol 60, Fortran 4, 
plus les types CHARACTER, EINAR.Y, REFERENCE, LABELHEM0RY et STRUCTURE. 
Le type CHARACTER est identique au type alphabétique de Cobol. 
Le type BINARY permet de manipuler des chaînes de caractères binaires . 
Le type REFERENCE est identique au type REFERENCE du langage "Algol 
Bastard" de Gries ,LGRIES TY· 
:i..,e type LABELMEM0RY pe:m~t de manipuler des étiquettes du programme. 
Le type STRUCTURE est identique aux structures de données dans le 
langage Cobol. Les structures sont pourtant dynamiques. 
4) L'instruction: 
JŒIBvITHRETURN 11, IIvIPLICIT Labelmemory; 
s'interprète de la façon suivante. Il s'agit de brancher à l'instruction 
Algol-Jonquille-74 possédant l'étiquette L1 et de charger, dans une variable 
de type LABELJ."1/JEVDRY, l ' étiquette de l'instruction suivante. 
Si 1 'instruction suivante n'est pas étiquetée, alors une étiquette 
doit être générée par le compilateur. 




s 'interpr te de la façon suivant€ Il s'agit de brn,ncher : , l'instruction 
Algol-Jonquille-74 possédant l'étiquette mémorisée par la variable Labelmemory 
de type LABELMEMORY. 
6) Il devra exister dans ce langage des primitives pouvant tester 
le type d'une quantité . 
b 
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