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Abstract. We introduce appropriate computable moduli of smoothness to
characterize the rate of best approximation by multivariate polynomials on a
connected and compact C2-domain Ω ⊂ Rd. This new modulus of smoothness
is defined via finite differences along the directions of coordinate axes, and
along a number of tangential directions from the boundary. With this modu-
lus, we prove both the direct Jackson inequality and the corresponding inverse
for best polynomial approximation in Lp(Ω). The Jackson inequality is estab-
lished for the full range of 0 < p ≤ ∞, while its proof relies on (i) Whitney
type estimates with constants depending only on certain parameters; and (ii)
highly localized polynomial partitions of unity on a C2-domain. Both (i) and
(ii) are of independent interest. In particular, our Whitney type estimate (i)
is established for directional moduli of smoothness rather than the ordinary
moduli of smoothness, and is applicable to functions on a very wide class of
domains (not necessarily convex). It generalizes an earlier result of Dekel and
Leviatan on Whitney type estimates on convex domains. The inverse inequal-
ity is established for 1 ≤ p ≤ ∞, and its proof relies on a new Bernstein
type inequality associated with the tangential derivatives on the boundary of
Ω. Such an inequality also allows us to establish the Marcinkiewicz-Zygmund
type inequalities, positive cubature formula, as well as the inverse theorem for
Ivanov’s average moduli of smoothness on general compact C2-domains.
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CHAPTER 1
Introduction
One of the primary questions of approximation theory is to characterize the
rate of approximation by a given system in terms of some modulus of smoothness.
It is well known ([36]) that the quality of approximation by algebraic polynomials
increases towards the boundary of the underlying domain. As a result, charac-
terization of the class of functions with a prescribed rate of best approximation
by algebraic polynomials on a compact domain with nonempty boundary cannot
be described by the ordinary moduli of smoothness. Several successful moduli of
smoothness were introduced to solve this problem in the setting of one variable.
Among them the most established ones are the Ditzian-Totik moduli of smooth-
ness [18] and the average moduli of smoothness of K. Ivanov [25] (see the survey
paper [12] for details). Successful attempts were also made to solve the problem
in more variables, the most notable being the work of K. Ivanov for polynomial
approximation on piecewise C2-domains in R2 [24], and the recent works of Totik
for polynomial approximation on general polytopes and algebraic domains [38,39];
we will describe [24] and [39] in more details below. The following list is not meant
to be exhaustive, but we would like to also mention several other related works: re-
sults for simple polytopes by Ditzian and Totik [18, Chapter 12], an announcement
of a characterization of approximation classes by Netrusov [35], possibly reduction
to local approximation by Dubiner [20], results for simple polytopes for p < 1 by
Ditzian [11], a new modulus of smoothness and characterization of approximation
classes on the unit ball by the first author and Xu [8], and a different alternative
approach on the unit ball by Ditzian [13,14].
The main aim in this paper is to introduce a computable modulus of smoothness
for functions on C2-domains, for which both the direct Jackson inequality and the
corresponding converse hold. As is well known, the definition of such a modulus
must take into account the boundary of the underlying domain.
We start with some necessary notations. Let Lp(Ω), 0 < p < ∞ denote the
Lebesgue Lp-space defined with respect to the Lebesgue measure on a compact
domain Ω ⊂ Rd. In the limit case we set L∞(Ω) = C(Ω), the space of all continuous
functions on Ω with the uniform norm ‖ ·‖∞. Given ξ, η ∈ Rd, and r ∈ N, we define
△rξf(η) :=
r∑
j=0
(−1)r+j
(
r
j
)
f(η + jξ),
where we assume that f is defined everywhere on the set {η+ jξ : j = 0, 1, . . . , r}.
For a function f : Ω→ R, we also define
(1.1) △rξ(f,Ω, η) :=
{
△rξf(η), if [η, η + rξ] ⊂ Ω,
0, otherwise,
1
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where [x, y] denotes the line segment connecting any two points x, y ∈ Rd. The
best approximation of f ∈ Lp(Ω) by means of algebraic polynomials of total degree
at most n is defined as
En(f)p = En(f)Lp(G) := inf
{
‖f −Q‖p : Q ∈ Πdn
}
,
where Πdn is the space of algebraic polynomials of total degree ≤ n on Rd. Given a
set E ⊂ Rd, we denote by |E| its Lebesgue measure in Rd, and define dist(ξ, E) :=
infη∈E ‖ξ − η‖ for ξ ∈ Rd, (if E = ∅, then define dist(ξ, E) = 1). Here and
throughout the paper, ‖ · ‖ denotes the Euclidean norm. Finally, let Sd−1 ⊂ Rd be
the unit sphere of Rd, and let e1 = (1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1) denote the
standard canonical basis in Rd.
Next, we describe the work of K. Ivanov in [24], where a new modulus of
smoothness was introduced to study the best algebraic polynomial approximation
for functions of two variables on a bounded domain with piecewise C2 boundary.
To avoid technicalities, we always assume that Ω ⊂ Rd is the closure of an open,
bounded, and connected domain in Rd with C2 boundary Γ. Consider the following
metric on Ω:
(1.2) ρΩ(ξ, η) := ‖ξ − η‖+
∣∣∣√dist(ξ,Γ)−√dist(η,Γ)∣∣∣, ξ, η ∈ Ω.
For ξ ∈ Ω and t > 0, set U(ξ, t) := {η ∈ Ω : ρΩ(ξ, η) ≤ t}. For 0 < q ≤ p ≤ ∞,
the average (p, q)-modulus of order r ∈ N of f ∈ Lp(Ω) was defined in [24] by 1
(1.3) τr(f ; δ)p,q :=
∥∥∥wr(f, ·, δ)q∥∥∥
p
,
where
wr(f, ξ, δ)q :=

( 1
|U(ξ, δ)|
∫
U(ξ,δ)
|△r(η−ξ)/r(f,Ω, ξ)|q dη
) 1
q
, if 0 < q <∞;
supη∈U(ξ,δ) |△r(η−ξ)/r(f,Ω, ξ)|, if q =∞.
With this modulus, the following result was announced without proof in [24] for a
bounded domain in the plane with piecewise C2 boundary.
Theorem 1.1. [24] Let Ω be the closure of a bounded open domain in the plane
R2 with piecewise C2-boundary Γ. If f ∈ Lp(Ω), 1 ≤ q ≤ p ≤ ∞ and r ∈ N, then
(1.4) En(f)p ≤ Cr,Ωτr(f, n−1)p,q.
Conversely, if either p =∞ or Ω is a parallelogram or a disk and 1 ≤ p ≤ ∞, then
(1.5) τr(f, n
−1)p,q ≤ Cr,Ωn−r
n∑
s=0
(s+ 1)r−1Es(f)p.
It remained open in [24] whether the inverse inequality (1.5) holds for the full
range of 1 ≤ p ≤ ∞ for more general C2-domains other than parallelograms and
disks. The methods developed in this paper allow us to give a positive answer to
this question. In fact, we shall prove the Jackson inequality (1.4) for 0 < p ≤ ∞ and
the inverse inequality (1.5) for 1 ≤ p ≤ ∞ for all compact, connected C2-domains
Ω ⊂ Rd. Our results apply to higher dimensional domains as well.
1Both the metric ρΩ and the average moduli of smoothness τr(f, t)p,q were defined in [24]
for a more general domain Ω ⊂ R2.
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Finally, we describe the recent work of Totik in [39], where a new modulus of
smoothness using the univariate moduli of smoothness on circles and line segments
was introduced to study polynomial approximation on algebraic domains. Let Ω ⊂
Rd be the closure of a bounded, finitely connected domain with C2 boundary Γ.
Such a domain is called an algebraic domain if for each connected component Γ′
of the boundary Γ, there is a polynomial Φ(x1, . . . , xd) of d variables such that Γ
′
is one of the components of the surface Φ(x1, . . . , xd) = 0 and ∇Φ(ξ) 6= 0 for each
ξ ∈ Γ′. The r-th order modulus of smoothness of f ∈ C(Ω) on a circle C ⊂ Ω is
defined as in the classical trigonometric approximation theory by
ω̂rC(f, t) : = sup
0≤θ≤t
sup
0≤ϕ≤2π
∣∣∣ r∑
k=0
(−1)k
(
r
k
)
fC
(
ϕ+ (
r
2
− k)θ)∣∣∣
where we identify the circle C with the interval [0, 2π) and fC denotes the restriction
of f on C. Similarly, if I = [a, b] ⊂ Ω is a line segment and e ∈ Sd−1 is the
direction of I, then with d˜I(e, z) :=
√‖z − a‖‖z − b‖, we may define the modulus
of smoothness of f ∈ C(Ω) on I as
ω̂rI(f, δ) = sup
0≤h≤δ
sup
z∈I
∣∣∣ r∑
j=0
(−1)j
(
r
j
)
f
(
z + (
r
2
− j)hd˜I(e, z)e
)∣∣∣,
where it is agreed that the sum on the right hand side is zero if either of the points
z ± (r/2− j)hd˜I(e, z), j = 0, 1, . . . , r does not belong to I. Now we define the r-th
order the modulus of smoothness of f ∈ C(Ω) on the domain Ω as
ω̂r(f, δ)Ω = max
(
sup
Cρ
ω̂rCρ(f, δ), sup
I
ω̂rI (f, δ)
)
,
where the supremums are taken for all circles Cρ ⊂ Ω of some radius ρ which are
parallel with a coordinate plane, and for all segments I ⊂ Ω that are parallel with
one of the coordinate axes. With this modulus of smoothness, Totik [39] proved
Theorem 1.2. [39] If Ω ⊂ Rd is an algebraic domain and f ∈ C(Ω), then
(1.6) En(f)C(Ω) ≤ Cω̂r(f, n−1)Ω, n ≥ rd,
and
(1.7) ω̂r(f, n−1)Ω ≤ Cn−r
n∑
k=0
(k + 1)r−1Ek(f)C(Ω)
with a constant C independent of f and n.
From the classical inverse inequalities in one variable, and the way the moduli
of smoothness ω̂r(f, t)Ω are defined, one can easily show that the inverse inequal-
ity (1.7) in fact holds on more general C2-domains Ω. On the other hand, however,
it is much harder to show the direct Jackson inequality (1.6) even on algebraic
domains (see [39]). In fact, it remains open whether the Jackson inequality (1.6)
holds on more general C2-domains as well. Moreover, it is unclear how to extend
the results of Theorem 1.2 to Lp spaces with p <∞.
In this paper, we will introduce a new computable modulus of smoothness on a
connected, compact C2-domain Ω ⊂ Rd. Our new modulus of smoothness is defined
via finite differences along the directions of coordinate axes, and along finitely many
tangential directions on the boundary. With this modulus, we shall prove the direct
Jackson inequality for the full range of 0 < p ≤ ∞, and the corresponding inverse
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for 1 ≤ p ≤ ∞. The proof of the Jackson inequality relies on a Whitney type
estimate on certain domains of special type, and a polynomial partition of unity on
Ω. On the other hand, the proof of the inverse inequality is more difficult. It relies
on a new tangential Bernstein inequality on C2-domains, which is of independent
interest.
We give some preliminary materials in Section 2.1. After that, we define the
new modulus of smoothness in Section 2.2. The main results of this paper are
summarized in Section 2.3, where we also describe briefly the organization of the
remaining chapters.
CHAPTER 2
New moduli of smoothness and main results
2.1. Preliminaries
We start with a brief description of some necessary notations. To simplify our
discussion, we find it more convenient to work on the (d+1)-dimensional Euclidean
space Rd+1 rather than the d-dimensional space Rd. We shall often write a point
in Rd+1 in the form (x, y) with x = (x1, . . . , xd) ∈ Rd and y = xd+1 ∈ R. Let
Sd := {ξ ∈ Rd+1 : ‖ξ‖ = 1} denote the unit sphere of Rd+1, where ‖ ·‖ denotes the
Euclidean norm. Let Br[ξ] (resp., Br(ξ) ) denote the closed ball (resp., open ball) in
Rd+1 centered at ξ ∈ Rd+1 having radius r > 0. We denote by [ξ, η] the line segment
connecting any two points ξ, η ∈ Rd+1; that is, [ξ, η] = {tξ + (1− t)η : t ∈ [0, 1]}.
A rectangular box in Rd+1 is a set that takes the form [a1, b1] × · · · × [ad+1, bd+1]
with −∞ < aj < bj < ∞, j = 1, . . . , d + 1. We always assume that the sides
of a rectangular box are parallel with the coordinate axes. If R denotes either a
parallelepiped or a ball in Rd+1, then we denote by cR the dilation of R from its
center by a factor c > 0. Let e1 := (1, 0, . . . , 0), . . . , ed+1 = (0, . . . , 0, 1) ∈ Rd+1
be the standard basis in Rd+1. Given 1 ≤ i 6= j ≤ d + 1, we call the coordinate
plane spanned by the vectors ei and ej the xixj-plane. Finally, we use the notation
A1 ∼ A2 to mean that there exists a positive constant c > 0 such that c−1A1 ≤
A2 ≤ cA1.
2.1.1. Directional Moduli of smoothness. The r-th order directional mod-
ulus of smoothness on a domain Ω ⊂ Rd+1 along a set E ⊂ Sd of directions is defined
by
ωr(f, t; E)p := sup
ξ∈E
sup
0<u≤t
‖△ruξ(f,Ω, ·)‖Lp(Ω) = sup
ξ∈E
sup
0<u≤t
‖△ruξf‖Lp(Ωruξ),
where △ruξf = △ruξ(f,Ω, ·) is given in (1.1), and Ωη := {ξ ∈ Ω : [ξ, ξ + η] ⊂ Ω}
for η ∈ Rd+1. Let
ωr(f,Ω; E)p := ωr(f, diam(Ω); E)p,
where diam(Ω) := supξ,η∈Ω ‖ξ−η‖. If E = Sd, then we write ωr(f, t)p = ωr(f, t; Sd)p
and ωr(f,Ω)p = ω
r(f,Ω; Sd)p, whereas if E = {e} contains only one direction
e ∈ Sd, we write ωr(f, t; e)p = ωr(f, t; E)p and ωr(f,Ω; e)p = ωr(f,Ω; E)p. We shall
frequently use the following two properties of these directional moduli of smooth-
ness, which can be easily verified from the definition:
(a) For each E ⊂ Sd,
(2.1) ωr(f,Ω; E)p = ωr(f,Ω; E ∪ (−E))p.
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(b) If T is an affine mapping given by Tη = η0+T0η for all η ∈ Rd+1 with η0 ∈ Rd+1
and T0 being a nonsingular linear mapping on R
d+1, then
(2.2) ωr(f,Ω; E)p =
∣∣∣det (T0)∣∣∣− 1pωr(f ◦ T−1, T (Ω); ET )p,
where ET =
{
T0x
‖T0x‖ : x ∈ E
}
. Moreover, if ξ, e ∈ Sd is such that e = T0(ξ),
then for any h > 0,
(2.3) |det (T0)| 1p ‖△rhe(f,Ω)‖pLp(Ω) = ‖△rhξ(f ◦ T−1, T (Ω))‖Lp(T (Ω)).
Next, we recall that the analogue of the Ditzian-Totik modulus on Ω ⊂ Rd+1 along
a direction e ∈ Sd is defined as (see [38,39]):
(2.4) ωrΩ,ϕ(f, t; e)p := sup
‖h‖≤min{t,1}
∥∥∥△rhϕ(e,·)e(f,Ω, ·)∥∥∥
Lp(Ω)
, t > 0,
where
(2.5) ϕΩ(e, ξ) := max
{√
l1l2 : l1, l2 ≥ 0, [ξ − l1e, ξ + l1e] ⊂ Ω
}
, ξ ∈ Ω.
For simplicity, we also define ϕΩ(δe, ξ) = ϕΩ(e, ξ) for e ∈ Sd, δ > 0 and ξ ∈ Ω.
2.1.2. Domains of special type. A set G ⊂ Rd+1 is called an upward xd+1-
domain with base size b > 0 and parameter L ≥ 1 if it can be written in the form
(2.6) G = ξ +
{
(x, y) : x ∈ (−b, b)d, g(x)− Lb < y ≤ g(x)
}
with ξ ∈ Rd+1 and g ∈ C2(Rd). For such a domain G, and a parameter λ ∈ (0, 2],
we define
G(λ) : = ξ +
{
(x, y) : x ∈ (−λb, λb)d, g(x)− λLb < y ≤ g(x)
}
,(2.7)
∂′G(λ) := ξ +
{
(x, g(x)) : x ∈ (−λb, λb)d
}
.(2.8)
Associated with the set G in (2.6), we also define
G∗ : = ξ +
{
(x, y) : x ∈ (−2b, 2b)d, min
u∈[−2b,2b]d
g(u)− 4Lb < y ≤ g(x)
}
.(2.9)
For later applications, we give the following remark on the above definition.
Remark 2.1. In the above definition, we may choose the base size b as small
as we wish, and we may also assume the parameter L in (2.6) satisfies
(2.10) L ≥ LG := 4
√
d max
x∈[−2b,2b]d
‖∇g(x)‖+ 1,
since otherwise we may consider a subset of the form
G0 = ξ +
{
(x, y) : x ∈ (−b0, b0)d, g(x)− L0b0 < y ≤ g(x)
}
with L0 = Lb/b0 and b0 ∈ (0, b) being a sufficiently small constant. Unless otherwise
stated, we will always assume that the condition (2.10) is satisfied for each upward
xd+1-domain.
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We may define an upward xj -domain G ⊂ Rd+1 and the associated sets G(λ),
∂′G(λ), G∗ for 1 ≤ j ≤ d in a similar manner, using the reflection
σj(x) = (x1, . . . , xj−1, xd+1, xj+1, . . . , xd, xj), x ∈ Rd+1.
Indeed, G ⊂ Rd+1 is an upward xj -domain with base size b > 0 and parameter
L ≥ 1 if E := σj(G) is an upward xd+1-domain with base size b and parameter L,
in which case we define
G(λ) = σj
(
E(λ)
)
, ∂′G(λ) = σj
(
∂′E(λ)
)
, G∗ = σj(E∗).
We can also define a downward xj -domain and the associated sets G(λ), ∂
′G(λ),
using the reflection with respect to the coordinate plane xj = 0:
τj(x) := (x1, . . . , xj−1,−xj , xj+1, . . . , xd+1), x ∈ Rd+1.
Indeed, G ⊂ Rd+1 is an downward xj -domain with base size b > 0 and parameter
L ≥ 1 if H := τj(G) is an upward xj -domain with base size b and parameter L ≥ 1,
in which case we define
G(λ) = τj
(
H(λ)
)
, ∂′G(λ) = τj
(
∂′H(λ)
)
, G∗ = τj(H∗).
We say G ⊂ Rd+1 is a domain of special type if it is an upward or downward
xj-domain for some 1 ≤ j ≤ d + 1, in which case we call ∂′G(λ) the essential
boundary of G(λ), and write ∂′G = ∂′G(1) and ∂′G∗ = ∂′G(2).
Definition 2.2. Let Ω ⊂ Rd+1 be a bounded domain with boundary Γ = ∂Ω,
and let G ⊂ Ω be a domain of special type. We say G is attached to Γ if G∗ ∩ Γ =
∂′G∗ and there exists an open rectangular box Q in Rd+1 such that G∗ = Q ∩ Ω.
2.1.3. C2-domains. In this paper, we shall mainly work on C2-domains, de-
fined as follows:
Definition 2.3. A bounded domain Ω ⊂ Rd+1 is called C2 if there exist
numbers δ > 0, M > 0 and a finite cover of the boundary Γ := ∂Ω by connected
open sets {Uj}Jj=1 such that: (i) for every x ∈ Ω with dist(x,Γ) < δ, there exists
an index j such that x ∈ Uj , and dist(x, ∂Uj) > δ; (ii) for each j there exists a
Cartesian coordinate system (ξj,1, . . . , ξj,d+1) in Uj such that the set Ω ∩ Uj can
be represented by the inequality ξj,d+1 ≤ fj(ξj,1, . . . , ξj,d), where fj : Rd → R is a
C2-function satisfying max1≤i,k≤d ‖∂i∂kfj‖∞ ≤M.
2.2. New moduli of smoothness on C2 domains
Let Ω ⊂ Rd+1 be the closure of an open, connected, bounded C2-domain in
Rd+1 with boundary Γ = ∂Ω. In this section, we shall give the definition of our
new moduli of smoothness on the domain Ω.
The definition requires a tangential modulus of smoothness ω˜rG(f, t)p on a do-
main G ⊂ Ω of special type, which is described below. We start with an upward
xd+1-domain G given in (2.6) with ξ = 0. Let
ξj(x) := ej + ∂jg(x)ed+1 ∈ Rd+1, j = 1, . . . , d, x ∈ (−2b, 2b)d.
Clearly, ξj(x) is the tangent vector to the essential boundary ∂
′G∗ of G∗ at the
point (x, g(x)) that is parallel to the xjxd+1-coordinate plane. Given a parameter
A0 > 1, we set
(2.11) Gt :=
{
ξ ∈ G : dist(ξ, ∂′G) ≥ A0t2
}
, 0 ≤ t ≤ 1.
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We then define the r-th order tangential modulus of smoothness ω˜rG(f, t)p, (0 <
t ≤ 1) of f ∈ Lp(Ω) by
ω˜rG(f, t)p := sup
0<s≤t
1≤j≤d
(∫
Gt
[ 1
(bt)d
∫
Ix(tb)
|△rsξj(u)(f,Ω, (x, y))|p du
]
dxdy
) 1
p
,(2.12)
where Ix(tb) := {u ∈ (−b, b)d : ‖u−x‖ ≤ tb}, and we use L∞-norm to replace the
Lp-norm when p = ∞. For t > 1, we define ω˜rG(f, t)p = ω˜rG(f, 1)p. Next, if G ⊂ Ω
is a general domain of special type, then we define the tangential moduli ω˜rG(f, t)p
through the identity,
ω˜rG(f, t)p = ω˜
r
T (G)(f ◦ T−1, t)p,
where T is a composition of a translation and the reflections σj , τj for some 1 ≤
j ≤ d+ 1 which takes G to an upward xd+1-domain of the form (2.6) with ξ = 0.
To define the new moduli of smoothness on Ω, we also need the following
covering lemma, which will be proved in Chapter 3:
Lemma 2.4. There exists a finite cover of the boundary Γ = ∂Ω by domains of
special type G1, . . . , Gm0 ⊂ Ω that are attached to Γ. In addition, we may select the
domains Gj in such a way that the size of each Gj is as small as we wish, and the
parameter of each Gj satisfies the condition (2.10).
Now we are in a position to define the new moduli of smoothness on Ω.
Definition 2.5. Given 0 < p ≤ ∞, the r-th order modulus of smoothness of
f ∈ Lp(Ω) is defined by
(2.13) ωrΩ(f, t)p := ω
r
Ω,ϕ(f, t)p + ω
r
Ω,tan(f, t)p,
where
ωrΩ,ϕ(f, t)p := max
1≤j≤d+1
ωrΩ,ϕ(f, t; ej)p and ω
r
Ω,tan(f, t)p :=
m0∑
j=1
ω˜rGj (f, t)p.
Here G1, . . . , Gm0 ⊂ Ω are the domains of special type from Lemma 2.4.
Note that the second term on the right hand side of (2.13) is defined via finite
differences along certain tangential directions of the boundary Γ = ∂Ω. As a result,
we call ωrΩ,tan(f, t)p the tangential part of the r-th order modulus of smoothness on
Ω.
We conclude this section with the following remark.
Remark 2.6. The moduli of smoothness defined in this section rely on the
parameter A0 in (2.11). To emphasize the dependence on this parameter, we often
write
ω˜rG(f, t;A0)p := ω˜
r
G(f, t)p, ω
r
Ω(f, t;A0)p := ω
r
Ω(f, t)p.
By the Jackson theorem (Theorem 2.7) and the univariate Remez inequality (see
[32]), it can be easily shown that given any two parameters A1, A2 ≥ 1,
ωrΩ(f, t;A1)p ∼ ωrΩ(f, t;A2)p, t > 0, 0 < p ≤ ∞.
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2.3. Summary of main results
In this section, we shall summarize the main results of this paper. As always,
we assume that Ω is the closure of an open, connected and bounded C2-domain
in Rd+1. For simplicity, we identify with L∞(Ω) the space C(Ω) of continuous
functions on Ω.
First, the main aim of this paper is to prove the Jackson type inequality and the
corresponding inverse inequality for the modulus of smoothness ωrΩ(f, t)p defined
in (2.13), as stated in the following two theorems.
Theorem 2.7. If r, n ∈ N, 0 < p ≤ ∞ and f ∈ Lp(Ω), then
En(f)Lp(Ω) ≤ CωrΩ(f,
1
n
)p,
where the constant C is independent of f and n.
Theorem 2.8. If r, n ∈ N, 1 ≤ p ≤ ∞ and f ∈ Lp(Ω), then
ωrΩ(f, n
−1)p ≤ C
nr
n∑
j=0
(j + 1)r−1Ej(f)Lp(Ω),
where the constant C is independent of f and n.
Note that the Jackson inequality stated in Theorem 2.7 holds for the full range
of 0 < p ≤ ∞.
Second, we describe two main ingredients in the proof of the direct Jackson
theorem: multivariate Whitney type inequalities on certain domains (not necessar-
ily convex); and localized polynomial partitions of unity on C2-domains. Both of
these two results are of independent interest.
Indeed, the Whitney type inequality gives an upper estimate for the error of lo-
cal polynomial approximation of a function via the behavior of its finite differences.
A useful multivariate Whitney type inequality was established by Dekel and Levi-
atan [9] on a convex body (compact convex set with non-empty interior) G ⊂ Rd+1
asserting that for any 0 < p ≤ ∞ , r ∈ N, and f ∈ Lp(G),
(2.14) Er−1(f)Lp(G) ≤ C(p, d, r)ωr(f, diam(G))Lp(G).
It is remarkable that the constant C(p, d, r) here depends only on the three pa-
rameters p, d, r, but is independent of the particular shape of the convex body G.
However, the Whitney inequality (2.14) is NOT enough for our purpose because our
domain Ω is not necessarily convex, and the definition of our moduli of smoothness
uses local finite differences along a finite number of directions only. In Chapter 5,
we shall develop a new method to study the following Whitney type inequality
for directional moduli of smoothness on a more general domain G ⊂ Rd+1 (not
necessarily convex):
(2.15) Er−1(f)Lp(G) ≤ Cωr(f, diam(G); E)p.
We shall mainly work on the following two problems: (i) the dependence of the
constant C in (2.15) on certain geometric parameters of the domain G; and (ii) the
minimum number of directions required in the set E ⊂ Sd. The method developed
in Chapter 5 is simpler and can be used to deduce the Whitney type inequality
on a more complicated domain from the Whitney inequality on cubes or some
other simpler domains. In particular, our method yields a simpler proof of the
inequality (2.14) of [9]. Moreover, in the case when G is a compact convex domain
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in R2, we prove that there exist two linearly independent unit vectors ξ1, ξ2 ∈ R2
such that for all 0 < p ≤ ∞ and f ∈ Lp(G),
Er−1(f)Lp(G) ≤ C(p, r)ωr(f,G; {ξ1, ξ2})p,
where the constant C(p, r) depends only on p and r.
On the other hand, a polynomial partition of unity is a useful tool to patch
together local polynomial approximation. For simplicity, we say a set Λ in a metric
space (X, ρ) is ε-separated for some ε > 0 if ρ(ω, ω′) ≥ ε for any two distinct points
ω, ω′ ∈ Λ, and we call an ε-separated subset Λ of X maximal if infω∈Λ ρ(x, ω) < ε
for any x ∈ X . In Section 6.2, relying on ideas by Dzjadyk and Konovalov [21], we
shall prove the following localized polynomial partitions of unity on C2-domains:
Theorem 2.9. Given any parameter ℓ > 1 and positive integer n, there exist
a 1n -separated subset {ξj}mnj=1 of Ω with respect to the metric ρΩ defined in (1.2)
and a sequence of polynomials {Pj}mnj=1 ⊂ Πd+1c0n such that
∑mn
j=1 Pj(ξ) = 1 and
|Pj(ξ)| ≤ C1(1+nρΩ(ξ, ξj))−ℓ, j = 1, 2, . . . ,mn for every ξ ∈ Ω, where the constants
c0 and C1 depend only on d and ℓ.
Third, we describe a new Bernstein inequality associated with the tangential
derivatives on the boundary Γ, which plays a crucial role in the proof of our inverse
theorem (i.e., Theorem 2.8). To this end, we need to introduce several notations.
Given η ∈ Γ, we denote by nη the unit outer normal vector to Γ at η, and Sη the
set of all unit tangent vectors to Γ at η; that is, Sη := {τ ∈ Sd : τ ·nη = 0}. Given
nonnegative integers l1, l2 and a parameter µ ≥ 1, we define the maximal operators
Ml1,l2n,µ , n = 1, 2, . . . by
Ml1,l2n,µ f(ξ) := maxη maxτ η∈Sη
∣∣∂l1τ η∂l2nηf(ξ)∣∣, ξ ∈ Ω, f ∈ C∞(Ω)
with the left most maximum being taken over all η ∈ Γ such that
(2.16) ‖η − ξ‖ ≤ µ
(√
dist(ξ,Γ) + n−1
)
=: µϕn,Γ(ξ).
Here ∂ℓξ = (ξ · ∇)ℓ for ℓ ∈ N and ξ ∈ Rd+1. In Section 9.5, we shall prove the
following Bernstein inequality:
Theorem 2.10. If f ∈ Πd+1n , µ > 1 and 0 < p ≤ ∞, then
(2.17)
∥∥∥ϕjn,ΓMr,j+ln,µ f∥∥∥
Lp(Ω)
≤ C(µ, p, d)nr+j+2l‖f‖Lp(Ω), r, j, l = 0, 1, . . . ,
where the function ϕn,Γ is given in (2.16), and the constant C(µ, p, d) is independent
of f and n.
Fourth, the Bernstein inequality stated in Theorem 2.10 allows us to establish
Marcinkiewicz-Zygmund type inequalities and positive cubature formulas on Ω. To
describe these results, let U(ξ, t) := {η ∈ Ω : ρΩ(ξ, η) ≤ t} for ξ ∈ Ω and t > 0.
As can be easily shown,
(2.18) |U(ξ, t)| ∼ td+1(t+
√
dist(ξ,Γ)), ξ ∈ Ω, t ∈ (0, 1).
In Chapter 11, we shall prove the following two results:
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Theorem 2.11. There exists a number ε0 ∈ (0, 1) which depends only on Ω and
d and has the following property: if Λ is a maximal εn -separated subset of Ω with
respect to the metric ρΩ with ε ∈ (0, ε0), then for any 1 ≤ p ≤ ∞ and f ∈ Πd+1n ,
C1
(∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣ max
η∈U(ξ,ε/n)
|f(η)|p
) 1
p ≤ ‖f‖Lp(Ω) ≤ C2
(∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣ min
η∈U(ξ,ε/n)
|f(η)|p
) 1
p
,
with the usual change of ℓp-norm when p =∞, where the constants C1, C2 > 0 are
independent of f , ε and n.
Theorem 2.12. There exists a number ε0 ∈ (0, 1) which depends only on Ω and
d and has the following property: if Λ is a maximal εn -separated subset of Ω (with
respect to the metric ρΩ) with ε ∈ (0, ε0), then there exists a sequence {λξ : ξ ∈ Λ}
of positive numbers such that
λξ ∼
∣∣∣U(ξ, ε
n
)
∣∣∣, ∀ξ ∈ Λ,
and ∫
Ω
f(η) dη =
∑
ξ∈Λ
λξf(ξ), ∀f ∈ Πd+1n .
In these results, the cardinality of Λ is of order nd+1 (see Remark 11.9), which
is optimal because the dimension of Πd+1n is of the same order.
Fifth, we compare the moduli of smoothness ωrΩ(f, t)p with the average (p, q)-
moduli of smoothness τr(f, t)p,q introduced by Ivanov [24]. It turns out that the
moduli ωrΩ(f, t)p can be controlled above by the average moduli τr(f, t)p,q, as shown
in the following theorem that will be proved in Chapter 8:
Theorem 2.13. For any 0 < q ≤ p ≤ ∞ and f ∈ Lp(Ω),
ωrΩ(f, t;A0)p ≤ Cτr(f, c0t)p,q, 0 < t ≤ 1,
where the constant C is independent of f and t.
As an immediate consequence of Theorem 2.13 and Theorem 2.7, we obtain a
Jackson type inequality for the average moduli of smoothness for any dimension
d ≥ 1 and the full range of 0 < q ≤ p ≤ ∞.
Corollary 2.14. If f ∈ Lp(Ω), 0 < q ≤ p ≤ ∞ and r ∈ N, then
En(f)p ≤ Cr,Ωτr(f, c0
n
)p,q.
As mentioned in the introduction, Corollary (2.14) for 1 ≤ p ≤ ∞ and d = 1
was announced in [24] for a piecewise C2-domain Ω ⊂ R2.
We shall prove a corresponding inverse theorem for the average moduli of
smoothness τr(f, t)p,q as well:
Theorem 2.15. If r ∈ N, 1 ≤ q ≤ p ≤ ∞ and f ∈ Lp(Ω), then
τr(f, n
−1)p,q ≤ Crn−r
n∑
s=0
(s+ 1)r−1Es(f)p.
In the case when Ω ⊂ R2 (i.e., d = 1), Theorem 2.15 was announced without
detailed proofs in [24] for the case p = ∞ and the case when 1 ≤ p ≤ ∞ and Ω is
a parallelogram or a disk.
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The rest of the paper is organized as follows. Chapter 3 is devoted to the proof
of the covering lemma, Lemma 2.4, which gives a finite cover of the boundary by do-
mains of special type attached to Γ. This lemma allows us to reduce considerations
near the boundary to certain problems on domains of special type.
Chapter 4 - Chapter 7 are devoted to the proof of the Jackson theorem (Theo-
rem 2.7). To be more precise, in Chapter 4, we reduce the proof of Theorem 2.7 to
certain Jackson type estimates on domains of special type. The proofs of these Jack-
son estimates also require two additional results: (i) the Whitney type inequality
for directional moduli of smoothness on non-convex domains, which is established in
Chapter 5; and (ii) the localized polynomial partitions of the unity on C2-domains,
established in Sections 6.1–6.2.
In Chapter 8, we compare our moduli of smoothness ωrΩ(f, t)p with the aver-
age moduli of smoothness τr(f, t)p,q. The main result of Chapter 8 is stated in
Theorem 2.13.
Sections 9.1-9.5 are devoted to the proof of the Bernstein inequality stated in
Theorem 2.10. The proof is rather involved and is divided into several parts. Indeed,
Theorem 2.10 can be deduced from certain Bernstein inequalities on domains of
special type, which are proved in Chapter 9.1 for r = 1 and in Section 9.4 for r > 1.
The proof of Theorem 2.10 is given in Section 9.5.
In Chapter 10, we prove the inverse theorems as stated in Theorem 2.8 and
Theorem 2.15.
Finally, in the last chapter, Chapter 11, we prove Theorem 2.11 and Theo-
rem 2.12, which give the Marcinkiewicz-Zygmund type inequalities and positive
cubature formulas on compact C2-domains.
CHAPTER 3
A covering lemma
The main purpose in this chapter is to prove Lemma 2.4, the covering lemma
that is used in the definition of the moduli of smoothness ωrΩ(f, t)p in Section 2.2.
Proof of Lemma 2.4. Since Ω is the closure of an open C2-domain, there
exists a number r0 ∈ (0, 1) depending only on Ω such that for each ξ ∈ Γ, we can
find a closed ball of radius 8(d+1)r0 in R
d+1 which touches Γ at ξ but lies entirely
in Ω.
Fix ξ = (ξx, ξy) ∈ Γ temporarily, and let nξ denote the unit outer normal to Γ at
ξ. Without loss of generality, we may assume that nξ · ed+1 = max1≤i≤d+1 |nξ · ei|.
Then nξ · ed+1 ≥ 1√d+1 . By the implicit function theorem, there exist an open
rectangular box Vξ = ξ +
(
Iξ × (−a′ξ, aξ)
)
with Iξ := (−δξ, δξ)d, δξ ∈ (0, r0),
aξ, a
′
ξ > 0 and a C
2-function hξ on R
d such that Γξ := Vξ ∩ Γ = ξ + {(x, hξ(x)) :
x ∈ Iξ}, 0 = hξ(0) and y ≤ hξ(x) for every (x, y) ∈ (Ω ∩ Vξ) − ξ. By continuity,
we may choose the constant δξ small enough so that nη · ed+1 ≥ 12√d+1 for every
η ∈ Γξ, and
(3.1) ‖∇hξ‖L∞(Iξ) ≤ 10−4r0d−1δ−1ξ .
Next, we define
Ωξ : = ξ + {(x, y) ∈ Rd+1 : x ∈ Iξ, hξ(0)− 6r0 ≤ y ≤ hξ(x)}.
Note that Ωξ can also be written in the form
Ωξ = ς +
{
(x, y) : x ∈ (−δξ, δξ)d, 0 ≤ y ≤ gξ(x)
}
,
where ς := (ξx, hξ(0)− 6r0), and gξ(x) := hξ(x)−hξ(0)+6r0 for x ∈ Rd. We claim
that Ωξ ⊂ Ω. Indeed, if ξ+(x, y) ∈ Ωξ, then η = ξ+(x, hξ(x)) ∈ Γξ and we can find
a closed ball Bη ⊂ Ω of radius 8(d+1)r0 which touches Γ at η. A simple geometric
argument shows that if 0 ≤ s ≤ 16√d+ 1r0(nη · ed+1), then η − sed+1 ∈ Bη ⊂ Ω.
Since nη ·ed+1 ≥ 12√d+1 , it follows that η−sed+1 ∈ Ω whenever 0 ≤ s ≤ 8
√
d+ 1r0.
Now we write ξ + (x, y) = η − (hξ(x) − y)ed+1 and note that by (3.1),
0 ≤ hξ(x) − y ≤ hξ(x)− hξ(0) + 6r0 ≤ (6 + 4 · 10−4)r0 ≤ 8
√
d+ 1r0.
This implies (x, y) ∈ Ω, and hence proves the claim.
Next, we define an upward xd+1-domain Gξ by
Gξ = ς +
{
(x, y) : x ∈ (−bξ, bξ)d, gξ(x)− Lξbξ < y ≤ gξ(x)
}
,
where bξ ∈ (0, δξ/2), and Lξ = δξ/bξ. We may choose bξ small enough so that Lξ
satisfies
Lξ ≥ 4
√
d‖∇hξ‖L∞(Iξ) + 1.
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Note that by (3.1), gξ(x) > 5r0 for x ∈ [−2bξ, 2bξ]d. Since Lξbξ = δξ ≤ r0, it follows
that
κξ := min
x∈[−2bξ,2bξ]d
gξ(x)− 4Lξbξ > r0 > 0.
Thus,
G∗ξ = ς +
{
(x, y) : x ∈ (−2bξ, 2bξ)d, κξ < y ≤ gξ(x)
}
⊂ Ωξ ⊂ Ω.
Moreover, it is easily seen that ∂G∗ξ ∩ Γ = ∂′G∗, and G∗ξ = Ω ∩ Qξ with Qξ =
ς + (−2bξ, 2bξ)d × (κξ, a′′ξ ), and a′′ξ = aξ − hξ(0) + 6r0. This shows that Gξ ⊂ Ω is
an upward xd+1-domain attached to Γ.
Finally, we may define the set Gξ for a general ξ ∈ Γ in a similar manner.
Indeed, if 1 ≤ j ≤ d+1 is such that |nξ · ej| = max1≤i≤d+1 |nξ · ei|, then Gξ ⊂ Ω is
an upward or downward xj -domain attached to Γ according to whether nξ · ej > 0
or nξ · ej < 0. Since Γ =
⋃
ξ∈Γ ∂
′Gξ and each ∂′Gξ is open relative to the topology
of Γ, we may find a finite cover {∂′Gξi}m0i=1 of Γ. This completes the proof of
Lemma 2.4. 
CHAPTER 4
Geometric reduction near the boundary
Our main goal in this chapter is to show that the Jackson inequality in Theo-
rem 2.7 can be deduced from the following Jackson-type estimates on domains of
special type.
Theorem 4.1. If 0 < p ≤ ∞, and G ⊂ Ω is an upward or downward xj-domain
attached to Γ for some 1 ≤ j ≤ d+ 1, then
(4.1) En(f)Lp(G) ≤ C
[
ω˜rG(f,
τ
n
)p + ω
r
Ω,ϕ(f,
1
n
; ej)p
]
,
where the constants C, τ > 1 are independent of f and n.
The proof of Theorem 4.1 will be given in Section 7.1. In this chapter, we will
show how Theorem 2.7 can be deduced from Theorem 4.1. The idea of our proof
is close to that in [39, Chapter 7].
4.1. Lemmas and geometric reduction
We need a series of lemmas, the first of which gives a well known Jackson type
estimate on a rectangular box.
Lemma 4.2. [11, Lemma 2.1] Let B be a compact rectangular box in Rd+1.
Assume that f ∈ Lp(B) if 0 < p < ∞ and f ∈ C(B) if p = ∞. Then for
0 < p ≤ ∞,
inf
P∈Πd+1n
‖f − P‖Lp(B) ≤ C max
1≤j≤d+1
ωrB,ϕ(f,
1
n
, ej)p,
where C is independent of f and B.
Our second lemma is a simple observation on domains of special type. Recall
that unless otherwise stated we always assume that the parameter L of a domain
of special type satisfies the condition (2.10).
Lemma 4.3. Let G ⊂ Ω be an (upward or download) xj- domain of special type
attached to Γ for some 1 ≤ j ≤ d + 1. Then for each parameter µ ∈ (12 , 1], there
exists an open rectangular box Qµ in R
d+1 such that
(4.2) ∂′G(µ) ⊂ Sµ,G := Qµ ∩ Ω ⊂ G(µ) and Qµ ⊂ Q1 provided µ < 1.
Proof. Without loss of generality, we may assume that G is given in (2.6) with
ξ = 0. Let gmax := maxx∈[−b,b]d g(x) and gmin := minx∈[−b,b]d g(x). Using (2.10),
we have
gmax − gmin ≤ 2
√
db max
x∈[−b,b]d
‖∇g(x)‖ ≤ 1
2
Lb.
Thus, given each parameter µ ∈ (12 , 1], we may find a constant a1,µ such that
gmax − µLb < a1,µ < gmin.
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We may choose the constant a1,µ in such a way that a1,1 < a1,µ if µ < 1. On the
other hand, since G is attached to Γ, we may find an open rectangular box Q of
the form (−2b, 2b)d× (a1, a2) such that G∗ = Q∩Ω, where a1, a2 are two constants
and a2 > gmax. Let a2,1 = a2 and let a2,µ be a constant so that gmax < a2,µ < a2
for µ ∈ (12 , 1). Now setting
(4.3) Qµ := (−µb, µb)d × (a1,µ, a2,µ) and Sµ,G := Qµ ∩ Ω,
we obtain (4.2). 
Remark 4.4. Note that (4.2) implies that projj(Qµ) = projj(G(µ)) for µ ∈
(12 , 1], where projj denotes the orthogonal projection onto the coordinate plane
xj = 0.
Now let G1, . . . , Gm0 ⊂ Ω be the domains of special type in Lemma 2.4. Note
that for every domain G of special type, its essential boundary can be expressed
as ∂′G =
⋃∞
n=1 ∂
′G(1 − n−1). Since Γ is compact and each ∂′Gj is open relative
to the topology of Γ, there exists λ0 ∈ (12 , 1) such that Γ =
⋃m0
j=1 ∂
′Gj(λ0). For
convenience, we call S ⊂ Ω an admissible subset of Ω if either S = SGj ,λ0 for some
1 ≤ j ≤ m0 or S is an open cube in Rd+1 such that 4S ⊂ Ω.
Our third lemma gives a useful decomposition of the domain Ω.
Lemma 4.5. There exists a sequence {Ωs}Js=1 of admissible subsets of Ω such
that Ω =
⋃J
j=1 Ωj , and Ωs∩Ωs+1 contains an open ball of radius γ0 > 0 in Rd+1 for
each s = 1, . . . , J − 1, where the parameters J and γ0 depend only on the domain
Ω.
To state the fourth lemma, let {Ωs}Js=1 be the sequence of sets in Lemma 4.5,
and let Hm :=
⋃m
j=1Ωj for m = 1, . . . , J . For 1 ≤ j ≤ J , define Ω̂j = Gi if
Ωj = SGi,λ0 for some 1 ≤ i ≤ m0; and Ω̂j = 2Q if Ωj is an open cube Q such that
4Q ⊂ Ω.
Lemma 4.6. If 0 < p ≤ ∞ and 1 ≤ j < J , then there exist constants c0, C > 1
depending only on p and Ω such that
Ec0n(f)Lp(Hj+1) ≤ Cmax
{
En(f)Lp(Ω̂j+1), En(f)Lp(Hj)
}
.
Now we take Theorem 4.1, Lemma 4.5 and Lemma 4.6 for granted and proceed
with the proof of Theorem 2.7.
Proof of Theorem 2.7. Applying Lemma 4.6 J − 1 times and recalling
HJ = Ω, we obtain
(4.4) Ec1n(f)Lp(Ω) ≤ C max
1≤j≤J
En(f)Lp(Ω̂j),
where C, c1 > 1 depend only on p and Ω. If Ωj = SGi,λ0 for some 1 ≤ i ≤ m0, then
Ω̂j = Gi, and by Theorem 4.1,
En(f)Lp(Ω̂j) ≤ max1≤i≤m0En(f)Lp(Gi) ≤ Cω
r
Ω(f, n
−1)p.
If Ωj = Q is a cube such that 4Q ⊂ Ω, then Ω̂j = 2Q and by Lemma 4.2,
En(f)Lp(2Q) ≤ C max
1≤j≤d+1
ωr2Q,ϕ(f, n
−1; ej)p ≤ CωrΩ,ϕ(f, n−1)p,
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where the last step uses the fact that for any S ⊂ Ω,
(4.5) max
1≤j≤d+1
ωrS,ϕ(f, t; ej)p ≤ CωrΩ,ϕ(f, t)p.
Thus, in either case, we have
En(f)Lp(Ω̂j) ≤ CωrΩ(f, n−1)p.
Theorem 2.7 then follows from the estimate (4.4). 
To complete the reduction argument in this chapter, it remains to prove Lemma 4.5
and Lemma 4.6.
4.2. Proof of Lemma 4.5
The proof of Lemma 4.5 is inspired by [38, p. 17] but written in somewhat
different language. Let Sj = SGj,λ0 for 1 ≤ j ≤ m0. Note that Sj is an open
neighborhood of ∂′Gj(λ) relative to the topology of Ω. Since ∂′Gj(λ0) ⊂ Sj ⊂ Ω,
and Sj is open relative to the topology of Ω for each 1 ≤ j ≤ m0 , there exists
ε ∈ (0, r0) such that
Γε := {ξ ∈ Ω : dist(ξ,Γ) :< 16
√
d+ 1ε} ⊂
m0⋃
j=1
Sj .
Let us cover the remaining set Ω \ Γε by finitely many open cubes Qj, j =
m0 + 1, . . . ,M0 of side length ε such that 4Qj ⊂ Ω for each j. Thus, setting
Ej = Sj for 1 ≤ j ≤ m0, and Ej = Qj for m0 < j ≤M0, we have Ω =
⋃M0
j=1 Ej .
First, note that if Ej ∩ Ej′ 6= ∅ for some 1 ≤ j, j′ ≤ M0, then Ej ∩ Ej′ must
contain a nonempty open ball in Rd+1. Indeed, since Ej∩Ej′ is open relative to the
topology of Ω, there exists an open set V in Rd+1 such that V ∩Ω = Ej ∩Ej′ 6= ∅.
Since Ω is the closure of an open set in Rd+1, the set V ∩Ω must contain an interior
point of Ω.
Next, we set A = {E1, . . . , EM0}. We say two sets A,B from the collection A
are connected with each other if there exists a sequence of distinct sets A1, . . . , An
from the collection A such that A1 = A, An = B and Ai ∩ Ai+1 6= ∅ for i =
1, . . . , n − 1, in which case we write [A : B] = ⋃nj=1 Aj and (A : B) = ⋃n−1j=2 Aj .
We claim that every set in the collection A is connected with the set E1. Once this
claim is proved, then Lemma 4.5 will follow since
Ω =
M0⋃
j=1
Ej = [E1 : E2] ∪ (E2 : E1) ∪ [E1 : E3] ∪ · · · ∪ [E1 : EM0 ].
To show the claim, let B denote the collection of all sets Ej from the collection
A that are connected with E1. Assume that A 6= B. We obtain a contradiction as
follows. Let H :=
⋃
E∈BE. Then a set E from the collection A is connected with
E1 (i.e., E ∈ B) if and only if E∩H 6= ∅. Since A 6= B, there exists E ∈ A such that
E ∩H = ∅, which in particular, implies that H is a proper subset of Ω = ⋃A∈AA.
Since Ω is a connected subset of Rd+1, H must have nonempty boundary relative
to the topology of Ω. Let x0 be a boundary point of H relative to the topology of
Ω. Since H is open relative to Ω, x0 ∈ Ω \H =
⋃
A∈AA \H . Let A0 ∈ A be such
that x0 ∈ A0. Then A0 is an open neighborhood of x0 relative to the topology of
Ω, and hence A0 ∩H 6= ∅, which in turn implies A0 ∈ B and A0 ⊂ H . But this is
impossible as x0 /∈ H .
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4.3. Proof of Lemma 4.6
We now turn to the proof of Lemma 4.6. The proof relies on three additional
lemmas. The first one is similar to [38, Lemma 14.3], however, we could not follow
the conclusion of its proof in [38], where some averaging argument appears to be
missing. Our proof below uses a multivariate Nikol’skii inequality which simplifies
the transition to the multivariate case.
Lemma 4.7. If B is a ball in Rd+1 and λ > 1, then for each P ∈ Πd+1n and
0 < q ≤ ∞,
(4.6) ‖P‖Lq(λB) ≤ Cd,q(5λ)n+
d+1
q ‖P‖Lq(B).
Proof. By dilation and translation, we may assume that B = B1[0]. (4.6)
with the explicit constant (4λ)n was proved in [38, Lemma 4.2] for q = ∞. For
q <∞, we have
‖P‖Lq(λB) ≤ Cdλ
d+1
q ‖P‖L∞(λB) ≤ Cdλ
d+1
q (4λ)n‖P‖L∞(B)
≤ Cd,qλ
d+1
q (4λ)nn
d+1
q ‖P‖Lq(B) ≤ Cd,q(5λ)n+
d+1
q ‖P‖Lq(B),
where we used Ho¨lder’s inequality in the first step, (4.6) for the already proven case
q = ∞ in the second step, and Nikolskii’s inequality for algebraic polynomials on
the unit ball (see [5] or [17, Section 7]) in the third step. 
The second lemma is probably well known. It can be proved in the same way
as in [38, Lemma 4.3].
Lemma 4.8. Let I be a parallelepiped in Rd. Then given parameters R > 1
and θ, µ ∈ (0, 1), there exists a polynomial Pn of degree at most C(θ, µ,R, d)n such
that 0 ≤ Pn(ξ) ≤ 1 for ξ ∈ BR[0], 1 − Pn(ξ) ≤ θn for ξ ∈ µI, and Pn(ξ) ≤ θn for
ξ ∈ BR[0] \ I, where µI denotes the dilation of I from its center by a factor µ.
As a consequence of Lemma 4.8, we have
Lemma 4.9. Let G ⊂ Ω be a domain of special type attached to Γ, and SG,µ :=
Ω ∩ Qµ be as defined in Lemma 4.3 with µ ∈ (12 , 1]. Let R ≥ 1 be such that
Q1 ∪ Ω ⊂ BR[0]. Then given λ ∈ (12 , 1) and θ ∈ (0, 1), there exists a polynomial
Pn of degree at most C(d, θ, R,G, λ)n with the properties that 0 ≤ Pn(ξ) ≤ 1 for
ξ ∈ BR[0], 1− Pn(ξ) ≤ θn for ξ ∈ SG,λ and Pn(ξ) ≤ θn for ξ ∈ Ω \ SG,1.
Proof. Since λ < 1 and Qλ is an open rectangular box such that Qλ ⊂ Q1, it
follows by Lemma 4.8 that there exists a polynomial Pn of degree at most Cn such
that 0 ≤ Pn(ξ) ≤ 1 for all ξ ∈ BR[0], 1−Pn(ξ) ≤ θn for all ξ ∈ Qλ and Pn(ξ) ≤ θn
for all ξ ∈ BR[0] \Q1. To complete the proof, we just need to observe that
Ω \ SG,1 = Ω \ (Q1 ∩ Ω) = Ω \Q1 ⊂ BR[0] \Q1.

We are now in a position to prove Lemma 4.6.
Proof of Lemma 4.6. The proof is essentially a repetition of that of [38,
Lemma 4.1] or [39, Lemma 3.3] for our situation. LetR > 1 be such that Ω ⊂ BR[0],
and set θ := min{ γ05R , 12}. Write H = Hj and S = Ωj+1. Without loss of generality,
we may assume that S = SG,λ0 for some domain G of special type attached to Γ.
(The case when S is a cube Q such that 4Q ⊂ Ω can be proved similarly using
4.3. PROOF OF LEMMA 4.6 19
Lemma 4.8 instead of Lemma 4.9). Then SG,λ0 ∩H contains a ball B of radius γ0.
By Lemma 4.9, there exists a polynomial Rn of degree ≤ C(d,R,G)n such that
0 ≤ Rn(x) ≤ 1 for all x ∈ BR[0], Rn(x) ≤ θ−n for x ∈ Ω\SG,1 and 1−Rn(x) ≤ θ−n
for x ∈ SG,λ0 . Let P1, P2 ∈ Πd+1n be such that
En(f)Lp(SG,1) = ‖f − P1‖Lp(SG,1) and En(f)Lp(H) = ‖f − P2‖Lp(H).
Define
P (x) := Rn(x)P1(x) + (1 −Rn(x))P2(x) ∈ Πd+1cn .
Then
Ecn(f)Lp(Hj+1) ≤ ‖f − P‖Lp(H∪SG,λ0 )
≤ ‖f − P‖Lp(H∩SG,1) + ‖f − P‖Lp(H\SG,1) + ‖f − P‖Lp(SG,λ0).
First, we can estimate the term ‖f − P‖Lp(H∩SG,1) as follows:
‖f − P‖Lp(H∩SG,1) = ‖Rn(f − P1) + (1−Rn)(f − P2)‖Lp(H∩SG,1)
≤ Cpmax
{
‖f − P1‖Lp(SG,1), ‖f − P2‖Lp(H)
}
≤ Cpmax
{
En(f)Lp(SG,1), En(f)Lp(H)
}
.
Second, we show
‖f − P‖Lp(H\SG,1) ≤Cp,γ0,Rmax
{
En(f)Lp(SG,1), En(f)Lp(H)
}
.(4.7)
Indeed, we have
‖f − P‖Lp(H\SG,1) = ‖(f − P2) +Rn(P2 − P1)‖Lp(H\SG,1)
≤ CpEn(f)Lp(H) + Cpθn‖P1 − P2‖Lp(Ω).(4.8)
However, by Lemma 4.7,
‖P1 − P2‖Lp(Ω) ≤ ‖P1 − P2‖Lp(BR[0]) ≤ C
(5R
γ0
)n+ d+1p ‖P1 − P2‖Lp(B)
≤ C
(5R
γ0
)n+ d+1p ‖P1 − P2‖Lp(H∩SG,1)
≤ C(R, d, γ0, p)θ−nmax
{
En(f)Lp(SG,1), En(f)Lp(H)
}
.(4.9)
Thus, combining (4.8) with (4.9), we obtain (4.7).
Finally, we estimate the term ‖f − P‖Lp(SG,λ0 ) as follows:
‖f − P‖Lp(SG,λ0 ) = ‖f − P1 + (1−Rn)(P1 − P2)‖Lp(SG,λ0)
≤ Cp‖f − P1‖Lp(SG,1) + Cpθn‖P1 − P2‖Lp(Ω)
≤ Cp,γ0,Rmax
{
En(f)Lp(SG,1), En(f)Lp(H)
}
,
where the last step uses (4.9).
Now putting the above estimates together, and noticing SG,1 ⊂ G = Ω̂j+1, we
complete the proof of Lemma 4.6. 

CHAPTER 5
Multivariate Whitney type inequalities
5.1. Whitney inequalities for regular and directional moduli
The Whitney inequality gives an upper estimate for the error of local poly-
nomial approximation of a function via the behavior of its finite differences. The
constant in the Whitney inequality, called the Whitney constant, plays a very im-
portant role in various applications for obtaining global upper estimates on the
errors of approximation. In the case of one variable, sharp Whitney constants had
been studied extensively in literature (see [23,26,37] and the references therein).
A remarkable multivariate Whitney type inequality was established in [9] on a gen-
eral convex body G ⊂ Rd+1 asserting that given 0 < p ≤ ∞ and r ∈ N, there exists
a constant C ≡ C(d, r, p) depending only on d, p, r such that for every function
f ∈ Lp(G),
(5.1) Er−1(f)Lp(G) ≤ Cωr(f,G)p.
(Recall that ωr(f,G)p = ω
r(f, diam(G))p.) The crucial point here lies in the fact
that the constant C does not depend on the shape of the convex body G.
The Whitney type inequality (5.1) on convex domains will not be enough for
our purposes in this paper. The main goal in this chapter is to establish a more
general version of this result for directional moduli of smoothness on certain non-
convex domains. In particular, we will give a simpler proof of the inequality (5.1)
of [9].
The inequality (5.1) is, in fact, an equivalence. Indeed, as ωr(Q,G)p = 0 for
any Q ∈ Πd+1r−1, choosing Q to be the polynomial of best approximation to f , we get
ωr(f,G)p = ω
r(f −Q,G)p ≤ C‖f −Q‖Lp(G) ≤ CEr−1(f)Lp(G).
For directional moduli, we may have that ωr(Q,G; E)p = 0 is valid for a wider space
of polynomials Q than the polynomials of total degree < r. Therefore, a proper
generalization of (5.1) for directional moduli calls for approximation by polynomials
from the space Πd+1r−1(E) which we will now define and which may be different from
Πd+1r−1.
For a set of directions E ⊂ Sd satisfying span(E) = Rd+1, we define Πd+1r−1(E) as
the set of all algebraic polynomials Q on Rd+1 such that for any fixed x ∈ Rd and
e ∈ E the function Qx,e(t) := Q(x + te) is an algebraic polynomial of degree < r
in t ∈ R. It is not hard to observe that Πd+1r−1(E) is, in fact, a finite dimensional
space of functions, moreover, Πd+1r−1(E) ⊂ Πd+1(d+1)(r−1), which follows from the fact
that polynomials of degree < r in each variable have total degree ≤ (d+ 1)(r − 1).
We also define the corresponding modification of the error of approximation:
Er−1(f ; E)Lp(G) := inf
{
‖f −Q‖p : Q ∈ Πd+1r−1(E)
}
.
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With the new notations, an appropriate generalization of (5.1) will have the form
(5.2) Er−1(f ; E)Lp(G) ≤ Cωr(f,G; E)p
for which the converse can be verified to be valid under certain mild and natural
assumptions on G and E .
5.2. General results
Our method is based on the following result, showing that the Whitney type
inequality on a geometrically complicated domain can be deduced from that on
certain relatively simpler subdomain:
Theorem 5.1. Assume that r ∈ N, and K, J ⊂ Rd+1 are two measurable sets
satisfying the following condition for a vector h ∈ Rd+1 \ {0}:
(5.3) J ⊂
r⋂
j=1
(K + jh) and [ξ − rh, ξ] ⊂ K ∪ J , ∀ξ ∈ J .
Then for each 0 < p ≤ ∞, f ∈ Lp(K ∪ J) and E ⊂ Sd+1 satisfying span(E) = Rd+1
and e ∈ E with e := h/‖h‖ and θ := min{p, 1}, we have
Er−1(f ; E)θLp(K∪J) ≤ ωr(f,K ∪ J ; e)θp + 2rEr−1(f ; E)θLp(K).(5.4)
Proof. Note first that for each function F : K ∪ J → R,
(−1)r△rhF (ξ − rh) = △r−hF (ξ) =
r∑
j=0
(−1)j
(
r
j
)
F (ξ − jh), ξ ∈ J.
It follows that
|F (ξ)| ≤ |△rhF (ξ − rh)|+
r∑
j=1
(
r
j
)
|F (ξ − jh)|, ξ ∈ J.
Taking the Lp-norm over the set J on both sides of this last inequality , and keeping
in mind that J ⊂ ⋂rj=1(K + jh), we obtain
‖F‖θLp(J) ≤ ‖△rhF‖θLp(J−rh) + (2r − 1)‖F‖θLp(K).
This in turn implies that
(5.5) ‖F‖θLp(K∪J) ≤ ‖△rhF‖θLp(J−rh) + 2r‖F‖θLp(K).
Let q ∈ Πd+1r−1(E) be such that Er−1(f)Lp(K) = ‖f − q‖Lp(K). Then applying (5.5)
with F = f − q, we obtain the desired inequality (5.4). 
Remark 5.2. According to Theorem 5.1, for a pair of sets (K, J) satisfy-
ing (5.3), provided e ∈ E , the Whitney type inequality on the set K,
(5.6) Er−1(f ; E)Lp(K) ≤Mωr(f,K; E)p,
implies the following Whitney type inequality on the larger set K ∪ J :
Er−1(f ; E)Lp(K∪J) ≤ Cp,r
[
ωr(f,K ∪ J ; e)p +Mωr(f,K; E)p
]
.
In general, to establish a Whitney type inequality on a domain G ⊂ Rd+1, we
often need to apply Theorem 5.1 iteratively, decomposing G as a finite union G =⋃m
j=0Kj with Kj ⊂ Kj+1 and the pairs of the sets (K, J) := (Kj ,Kj+1 \ Kj)
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satisfying the condition (5.3) for possibly different vectors hj , j = 0, 1, . . . ,m− 1.
We need to assume that the directions of hj are in E , so if we require too many
directions, we will end up with Πd+1r−1(E) = Πd+1r−1. With our approach, we often
select an initial set K0 on which a Whitney type inequality holds. For instance, we
may choose K0 to be any compact parallelepiped in R
d+1, according to Lemma 5.4
stated below.
Remark 5.3. The above proof of Theorem 5.1 actually yields a more gen-
eral estimate under a weaker assumption. Indeed, it follows by (5.5) that if J ⊂⋂r
j=1(K + jh) and h/‖h‖ ∈ E , then for each f ∈ Lp(K ∪ J) and q ∈ Πd+1r−1(E),
‖f − q‖θLp(K∪J) ≤ ‖△rhf‖θLp(J−rh) + 2r‖f − q‖θLp(K), with θ := min{p, 1}.(5.7)
Note here that we do not assume that [ξ − rh, ξ] ⊂ K ∪ J for each ξ ∈ J .
Lemma 5.4. [11, Lemma 2.1] Given 0 < p ≤ ∞ and r ∈ N, there exists a
constant C(d, p, r) such that for every compact parallelepiped S ⊂ Rd+1 and each
f ∈ Lp(S),
Er−1(f ; E(S))Lp(S) ≤ C(d, p, r)ωr(f, diam(S), E(S))Lp(S),
where E(S) denotes the set of all edge directions of S.
Proof. Lemma 5.4 was proved in [11, Lemma 2.1] in the case when S is a
rectangular box. The more general case follows from (2.2). 
For the remainder of this chapter, we will show how to apply Theorem 5.1 to
establish Whitney type inequalities on various multivariate domains with constants
depending only on certain given parameters.
We start with a result that will be used in the next chapter.
Theorem 5.5. Let G := {(x, y) : x ∈ D, g1(x) ≤ y ≤ g2(x)} be a domain
in Rd+1 that lies between the graphs of two functions y = g1(x) and y = g2(x) on a
compact parallelepiped D in Rd. Assume that there exist a linear function y = H(x)
on Rd, a number δ > 0 and a parameter L > 1 such that
δ ≤ (−1)i(gi(x) −H(x)) ≤ Lδ ∀x ∈ D, i = 1, 2.
In other words, S ⊂ G ⊂ SL, where S and SL are the two compact parallelepipeds
given by
S : = {(x, y) : x ∈ D, H(x)− δ ≤ y ≤ H(x) + δ},
SL : = {(x, y) : x ∈ D, H(x)− Lδ ≤ y ≤ H(x) + Lδ}.
Then for each r ∈ N, 0 < p ≤ ∞ and f ∈ Lp(G),
Er−1(f ; E ∪ {ed+1})Lp(G) ≤ C(p, d, r, L)
[
ωr(f, S; E)p + ωr(f,G; ed+1)p
]
,
where E is the set of edge directions of the parallelepiped D.
Proof. Define G+ := {(x, y) ∈ G : H(x)−δ < y ≤ g2(x). Since S ⊂ G+ ⊂ SL,
we may decompose the set G+ as G+ =
⋃(L−1)r
j=1 Kj, where K0 := S, and for j ≥ 1,
Kj : =
{
(x, y) ∈ G : H(x)− δ ≤ y ≤ H(x) + δ + jδ
r
}
.
24 5. MULTIVARIATE WHITNEY TYPE INEQUALITIES
According to the assumptions on the set G, for 0 ≤ j ≤ (L− 1)r− 1, ξ ∈ Kj+1 \Kj
implies that
[ξ − δed+1, ξ − r−1δed+1] ⊂ Kj and [ξ − δed+1, ξ] ⊂ Kj+1.
Since K0 = S is a compact parallelepiped, using Lemma 5.4, and applying The-
orem 5.1 (see also Remark 5.2) iteratively to the pairs of sets K = Kj and
J = Kj+1 \ Kj, j = 0, . . . , (L − 1)r − 1 with h = δr ed+1, we obtain the Whit-
ney inequality as stated in Theorem 5.5 with G+ in place of G. Repeating the
same procedure for G− := {(x, y) ∈ G : g1(x) < y ≤ H(x) + δ} completes the
proof. 
Remark 5.6. Clearly in the above proof of Theorem 5.5, we may choose the
initial set K0 to be any set K containing the parallelepiped S on which the Whitney
type inequality holds. Thus, if the Whitney type inequality (5.6) holds on a set
K ⊃ S, then
Er−1(f ; E ∪ {ed+1})Lp(G∪K) ≤ C(p, d, r, L)
[
ωr(f,G ∪K, ed+1)p +Mωr(f,K)p
]
.
For convenience, we introduce the following definition.
Definition 5.7. A set H ⊂ Rd+1 is called a special directional domain in the
direction of e ∈ Sd with parameter L > 1 if there exists a rotation ρ such that
ρe = ed+1, and the set G = ρ(H) satisfies the conditions of Theorem 5.5 with
S ⊂ Rd+1 being a cube in Rd+1 and g1 a constant function, in which case we call
the set ρ−1(S) the base of H .
Theorem 5.5, in particular, allows us to give a simpler proof of the following
result of [9] on convex domains.
Corollary 5.8. [9] Given r ∈ N and 0 < p ≤ ∞, there exists a constant
C(p, d, r) depending only on p, d, r such that for every compact convex body G ⊂
Rd+1, and every f ∈ Lp(G),
Er−1(f)Lp(G) ≤ C(p, d, r)ωr(f,G)p.
Proof. By John’s theorem ([9, Proposition 2.5]), without loss of generality
we may assume that B1[0] ⊂ G ⊂ Bd+1[0]. Following [16], we may decompose G
as a finite union G =
⋃m
j=0Gj of (m+1) ≤ Cd special directional domains Gj with
parameters ≤ Cd such that G0 := [− 1√d+1 , 1√d+1 ]d+1, and the base of each Gj is
contained in G0. Indeed, the decomposition can be constructed as follows. First,
cover the sphere {ξ ∈ Rd+1 : ‖ξ‖ = d + 1} with m ≤ Cd open balls B1, . . . , Bm
of radius 1/(2(d + 1)) in Rd+1. Denote by ξj the unit vector pointing from the
origin to the center of the ball Bj , and let Ij denote a d-dimensional cube with
side length 1/(d+ 1) that is centered at the origin and perpendicular to ξj . Define
G0 := [− 1√d+1 , 1√d+1 ]d+1 and
Gj :=
{
η + tξj ∈ G : η ∈ Ij , t ≥ 0
}
, j = 1, . . . ,m.
Since G is convex and B1[0] ⊂ G ⊂ Bd+1[0], it is easily seen that G =
⋃m
j=0Gj
and for each 1 ≤ j ≤ m, the set Gj is a special domain in the direction of ξj with
parameter ≤ Cd and a base parallelepiped
Sj := {η + tξj : η ∈ Ij , 0 ≤ t ≤
√
d/(2(d+ 1))} ⊂ G0,
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where we used that Ij ⊂ B√d/(2(d+1))[0],
√
d/(2(d+1)) < 1/
√
d+ 1 andB1/
√
d+1[0] ⊂
G0.
Finally, on G0 we can invoke Lemma 5.4, then with E = Sd, applying Theo-
rem 5.1 to the decomposition G =
⋃m
j=0Gj iteratively, and using Theorem 5.5 and
Remark 5.6, we deduce the inequality (5.1) with constant C(p, d, r) depending only
on p, d, r. 
The above proof also yields the Whitney inequality for the directional moduli of
smoothness. However, the number of directions required in the directional modulus
would be very large (in fact, it is of the order Cdd as d→∞), and the corresponding
polynomial space would be simply Πd+1r−1.
5.3. On choices of directions
For the purpose of obtaining the direct estimate of polynomial approximation
on C2 domains, it will be sufficient to use Theorem 5.5. We believe it is an in-
teresting question of independent interest to study for which domains G and sets
of directions E the Whitney-type inequality (5.2) is valid. We will present some
results here employing our technique and make some remarks hopefully not taking
us too far from the main subject of this work.
Remark 5.9. If the condition span(E) = Rd+1 in the definition of Πd+1r−1(E)
is not assumed, then Πd+1r−1(E) may be an infinite-dimensional space. Indeed, if
span(E) 6= Rd+1, then there exists ξ0 ∈ Sd such that ξ0 · ξ = 0 for all ξ ∈ E . Each
function fj(η) := (ξ0 · η)j , j ≥ 0, is an element of Πd+1r−1(E). In this situation, the
element of best approximation by Πd+1r−1(E) may not exist and the closure of Πd+1r−1(E)
may be rather large, e.g., will include all functions f˜(η) := f(ξ0 · η) for f ∈ Lp(R).
Remark 5.10. On the other hand, if E is sufficiently large and contains direc-
tions which are in a certain sense independent, then ωr(f,G; E)p may be equivalent
to ωr(f,G)p and Π
d+1
r−1(E) = Πd+1r−1 making (5.2) a regular Whitney-type inequal-
ity for polynomials of total degree < r and regular (non-directional) modulus of
smoothness. We refer the reader to [15] where such equivalence is studied in the
case p ≥ 1.
Remark 5.11. The inequality (5.2) is, generally speaking, invalid for arbitrary
convex body in R2 and E ⊂ S1 consisting of arbitrary two linearly independent
vectors, at least for p = ∞. Indeed, let G be the triangle with the vertices (0, 0),
(1, 2) and (2, 1), and E = {(1, 0), (0, 1)}. It is straightforward to verify that for
fn(x, y) := max{n, ln(x+y)} one has Er−1(fn; E)L∞(G) →∞ while ωr(fn, G; E)p <
C as n→∞.
The next result shows that for arbitrary convex body G in R2 it is always pos-
sible to choose a two-element set of directions E ⊂ S1 depending on G so that (5.2)
is satisfied.
Theorem 5.12. If G is a convex body in R2, then there exists two linearly
independent vectors ξ1, ξ2 ∈ S1 such that for all 0 < p ≤ ∞ and f ∈ Lp(G),
(5.8) Er−1(f ; {ξ1, ξ2})Lp(G) ≤ C(p, r)ωr(f,G; {ξ1, ξ2})p.
Proof. A geometric result of Besicovitch [2] asserts that it is possible to in-
scribe an affine image of a regular hexagon into any planar convex body. Since (5.8)
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does not change under affine transform, we may assume the hexagon with the ver-
tices (±1,±1) and (0,±2) (which are the vertices of a regular hexagon after a proper
dilation along one of the coordinate axes) is inscribed into G, i.e. each vertex of
the hexagon is on the boundary of G. Convexity of G then implies that G contains
the hexagon and is contained in a non-convex 12-gon (resembling the outline of the
star of David) obtained by extending the sides of the hexagon, i.e. having addi-
tional nodes (±2, 0) and (±1,±3). Choosing ξ1 = (1, 0) and ξ2 = (0, 1), the proof
is now completed by two applications of Theorem 5.5 for S = [−1, 1]2: first in the
direction of ξ1 with L = 2, and second (see Remark 5.6) in the direction of ξ2 with
L = 3. 
It would be interesting to see a generalization of Theorem 5.12 to higher di-
mensional convex bodies without any additional smoothness requirements with di-
rections allowed to depend on the domain. Our last result in this section shows
that if the boundary of a convex body in Rd+1 satisfies certain cone-type condition
with sufficiently large angle, then one can take E to be arbitrary d + 1 linearly
independent directions (independent of G).
Definition 5.13. A cone with vertex v ∈ Rd+1 in the direction of u ∈ Sd of
height h > 0 and angle arccosλ, where λ ∈ (0, 1), is the set
K(v, u, h, α) := v + {x ∈ Rd+1 : λ‖x‖ ≤ x · u ≤ h}.
We say that a domain G ⊂ Rd+1 satisfies cone condition with parameters h > 0
and λ ∈ (0, 1) if for any v ∈ G there exists u ∈ Sd such that K(v, u, h, λ) ⊂ G.
Theorem 5.14. Let E ⊂ Sd be a set of d + 1 directions such that span(E) =
Rd+1, define
(5.9) ε0 := min
ξ∈Sd
max
η∈E
|ξ · η|.
Let G be a convex body in Rd+1 satisfying the cone condition with parameters h > 0
and λ < ε0
4
√
r
. Then for any 0 < p ≤ ∞, r ∈ N and f ∈ Lp(G),
(5.10) Er−1(f ; E)Lp(G) ≤ Cωr(f,G; E)p,
where the constant C depends only on p, d, r, h, diam(G) and the parameter ε0 if it
is close to zero.
Remark 5.15. In particular, any convex C2 domain satisfies this cone-type
condition, but we remark that it is not possible to drop the C2 condition due to
the example from Remark 5.11.
Proof. Set ε :=
ε20
8r , δ0 :=
h
3 and α := arccosλ. By 0 < λ <
ε0
4
√
r
, it is easy
to verify that ( 1sinα + 1)δ0 ≤ h and 1sinα − 1 ≤ ε2 . Thus, for arbitrary v ∈ G, if
u ∈ Sd is such that K(v, u, h, α) ⊂ G, then the closed ball B of radius δ0 centered
at v + ( 1sinα − 1)δ0u satisfies B ⊂ K(v, u, h, α) ⊂ G and dist(v,B) ≤ εδ02 . In other
words, for any v ∈ G there exists a closed ball B ⊂ G of radius δ0 and a point
ξ ∈ ∂B such that ‖v − ξ‖ ≤ εδ02 . We will use this fact in a moment.
Next we remark that for any radius δ > 0 and any subset Γ ⊂ G, it is possible
to find points x1, . . . , xm ∈ Γ such that the union of the open balls of radius δ
centered at these points cover Γ while m ≤ c(d, δ, diam(G)). This can be done by
a standard packing/covering argument. Namely, we begin with arbitrary x1 ∈ Γ
and if x1, . . . , xk ∈ Γ are already chosen but do not provide the desired cover, we
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pick a point xk+1 ∈ Γ with ‖xj − xk+1‖ ≥ δ for all j < k. Then the balls of radius
δ/2 centered at xj have non-overlapping interior and the bound on m follows by
volume estimates.
We prove that the domain G can be decomposed as follows:
(5.11) G =
m⋃
j=1
Gj ∪K,
where m = m(d, δ0, ε, diam(G)), each Gj is a convex set containing an open ball
Bj of radius δ0 such that Bj ⊂ Gj ⊂ (1 + ε)Bj and 12Bj ⊂ K, and the set
K is a union of M = M(d, δ0) open balls B
∗
j , 1 ≤ j ≤ M of radius δ0/2 such
that B∗j ∩ B∗j+1 contains an open ball of radius δ0/4 for each 1 ≤ j < M . To
this end, we first cover the set Γ0 := {ξ ∈ G : dist(ξ, ∂G) ≤ 1516δ0} with m =
m(d, δ0, ε, diam(G)) open balls Bvj (
εδ0
2 ), j = 1, . . . ,m, of radius
εδ0
2 such that
v1, . . . , vm ∈ Γ0. Invoking the fact from the beginning of the proof, for each j we
find an open ball Bj of radius δ0 and a point ξj ∈ G such that ξj ∈ Bj ⊂ G and
‖vj − ξj‖ ≤ εδ02 , implying that dist(ξj , ∂G) ≤ δ0 (as ε ≤ 18 ) and Γ0 ⊂
⋃m
j=1 Bξj .
Define Gj := ((1 + ε)Bj) ∩ G. It is then easily seen that Γ0 ⊂
⋃m
j=1Gj ⊂ G and
1
2Bj ⊂ Γ1 := {ξ ∈ G : dist(ξ, ∂G) ≥ δ0/2} for each j. Next, we cover the set Γ1
with m1 = m1(d, δ0, diam(G)) open balls Bζj (δ0/4), j = 1, . . . ,m1 of radius δ0/4
such that {ζj}m1j=1 ⊂ Γ1. Note that Bζj (δ0/2) ⊂ G for each 1 ≤ j ≤ m1. Since Γ1
is convex and hence connected, following the proof of Lemma 4.5, we can form a
sequence of sets {Ej}Mj=1 from possibly repeated copies of the sets Bζj (δ0/4) ∩ Γ1,
1 ≤ j ≤ m1 such that M ≤ 2m21, Γ1 =
⋃M
j=1 Ej , and Ej ∩Ej+1 6= ∅ for 1 ≤ j < M .
We then define B∗j = Bζi(δ0/2) ⊂ G for 1 ≤ j ≤ M , where i = ij ∈ [1,m1] is
the index such that Ej = Bζi(δ0/4) ∩ Γ1. Let K :=
⋃M
j=1 B
∗
j . Clearly, B
∗
j ∩ B∗j+1
contains an open ball of radius δ0/4 for each 1 ≤ j < M , and moreover Γ1 ⊂ K.
Thus, G =
⋃m
j=1(Gj ∪ K) is the decomposition of G with the above mentioned
properties.
In addition to the decomposition (5.11), we also need the following lemma.
Lemma 5.16. Let E ⊂ Sd and ε0 ∈ (0, 1) be the same as above (as in Theo-
rem 5.14). Let K0 ⊂ Rd+1 be a set containing an open ball B0 of radius δ > 0. As-
sume that the following Whitney inequality holds for a given function f ∈ Lp(Rd+1)
with p > 0:
(5.12) Er−1(f ; E)Lp(K0) ≤ C0ωr(f,K0; E)p.
Let S ⊂ Rd+1 be a convex subset, and assume that there exist a parameter L ≥ 1
and an open ball B of radius Lδ such that B0 ⊂ B ⊂ S ⊂ σB, where σ := 1 + ε
2
0
4r .
Then
(5.13) Er−1(f ; E)Lp(K0∪S) ≤ C(L, d, p, r, ε0)C0ωr(f,K0 ∪ S; E)p.
We postpone the proof of Lemma 5.16 until the end of this section. For the
moment, we take it for granted and show how to deduce Theorem 5.14 from the
decomposition (5.11). We start with the special case when G itself is a ball B ⊂
Rd+1. Since dilations and translations do not change the directions in the set E , we
may also assume in this case that G = B = B1(0). Let A be the (d+ 1)× (d + 1)
matrix whose j-th column vector is ξj . Then by (5.9)
‖Atµ‖ ≥ ‖Atµ‖∞ ≥ ε0‖µ‖, ∀µ ∈ Rd+1,
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so from the fact that a matrix and its transpose have the same singular values, we
get
(5.14) ε0‖x‖ ≤ ‖
d+1∑
j=1
xjξj‖ ≤
√
d+ 1‖x‖, ∀x = (x1, . . . , xd+1) ∈ Rd+1.
In particular, this implies that the parallelepiped
H :=
{d+1∑
j=1
xjξj : x = (x1, . . . , xd+1) ∈ [− 1
d+ 1
,
1
d+ 1
]d+1
}
whose edge directions lie in the set E , satisfies Bε0/(d+1)[0] ⊂ H ⊂ B1[0]. Thus,
applying Lemma 5.16 to the pair of sets K0 = H and S = B = B1(0), and taking
into account Lemma 5.4, we prove the Whitney inequality (5.10) in the case when
G is an open ball.
Next, we apply Lemma 5.16 iteratively to the pairs of sets K0 =
⋃j
i=1 B
∗
i and
S = B∗j+1 for j = 1, . . . ,M − 1, and using the inequality (5.10) for the already
proven case of G = B∗1 , we deduce the inequality (5.10) with K in place of G.
Finally, using the decomposition (5.11), and applying Lemma 5.16 iteratively
to the pairs of sets K0 = K and S = Gj for j = 1, . . . ,m, we establish the
inequality (5.10) on a general convex C2 domain G. This completes the proof of
Theorem 5.14. 
It remains to prove Lemma 5.16.
Proof of Lemma 5.16. Without loss of generality, we may assume that B0 =
Bδ(0), and E = {ξj}2(d+1)j=1 , where ξd+1+j = −ξj for 1 ≤ j ≤ d + 1. We start with
the special case when B = B0. In this special case, we use (5.9) and the assumption
E = −E to decompose the ball σB as σB = ⋃2(d+1)j=1 Ej , where
Ej :=
{
η ∈ Rd+1 : ‖η‖ ≤ σδ, η · ξj ≥ ε0‖η‖
}
.
Setting hj :=
ε0δ
2r ξj , we claim that
(5.15) [η − rhj , η − hj ] ⊂ B0, ∀η ∈ Ej .
Indeed, if ξ ∈ [η − rhj , η − hj ], then we may write it in the form ξ = δ(ζ − uξj)
with ‖ζ‖ ≤ σ, ζ · ξj ≥ ε0‖ζ‖ and ε02r ≤ u ≤ ε02 , however,
‖ζ − uξj‖2 ≤ σ2 + u2 − 2σuε0 ≤ (σ − uε0)2 + u2 ≤ 1− uε0
2
+ u2 ≤ 1.
This shows the claim (5.15).
Next, we decompose S as S = S ∩ (σB) = ⋃2(d+1)j=1 Sj with Sj := S ∩ Ej .
Define Kj = Kj−1 ∪ Sj for j = 1, . . . , 2(d + 1). Then B0 ⊂ K0 ⊂ Kj for all
1 ≤ j ≤ 2(d + 1) and K2(d+1) = K0 ∪ S. Thus, applying (5.7) from Remark 5.3
iteratively to the pairs of the sets K = Kj−1 and J = Sj ⊂ Ej along the directions
h = hj for j = 1, . . . , 2(d + 1), and taking into account (5.15), we obtain that for
any q ∈ Πd+1r−1,
‖f − q‖Lp(Kj) ≤ C(p, r)‖△rhjf‖Lp(Sj−rhj) + C(p, r)‖f − q‖Lp(Kj−1).(5.16)
Note that for each ξ ∈ Sj − rhj , we have that ξ + rhj ∈ Sj ⊂ S and by (5.15),
[ξ, ξ+(r− 1)hj ] ⊂ B ⊂ S. Since S is a convex set, this implies that [ξ, ξ+ rhj ] ⊂ S
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for each ξ ∈ Sj − rhj . Thus, △rhjf(ξ) = △rhj (f, S, ξ) for each ξ ∈ Sj − rhj . It then
follows from (5.12) and (5.16) that
Er−1(f)Lp(K0∪S) ≤ C(p, d, r)C0ωr(f,K0 ∪ S, E)p.
This gives the desired result in the special case of B = B0.
Let us also point out that an iterative application of the already proven result
for the above special case in fact implies some more general results. Indeed, if B0 is
any open ball in K0 and ℓ ∈ N, then applying the already proven result iteratively
to the pairs of sets K0 ∪ σj−1B0 and S = σjB0 for j = 1, . . . , ℓ, we obtain that
(5.17) Er−1(f)Lp(K0∪σℓB0) ≤ C(p, r, d, ℓ)C0ωr(f,K0 ∪ σℓB0; E)p.
More generally, if a > σ, then using (5.17) with ℓ ∈ N being such that σℓ ≤ a <
σℓ+1, and applying the result of the special case to the pair of sets K0 ∪ σℓB0 and
S = aB0, we obtain that
(5.18) Er−1(f)Lp(K0∪aB0) ≤ C(p, r, d, a)C0ωr(f,K0 ∪ aB0; E)p.
Next, we consider a more general case when the center ξ0 of the ball B =
BLδ(ξ0) satisfies that ‖ξ0‖ ≤ δ2 . In this case, Bδ/2(ξ0) ⊂ B0 ⊂ K0. Thus, us-
ing (5.18) with Bδ/2(ξ0) in place of the ball B0, and with the parameter a = 2L,
we deduce
Er−1(f)Lp(K0∪B) ≤ C(p, r, d, L)ωr(f,K0 ∪B; E)p.
The Whitney inequality on the set K0 ∪ S then follows by applying the already
proven special case to the initial set K0 ∪B (instead of K0).
Finally, we treat the remaining case; that is, the case when δ2 < ‖ξ0‖ ≤ Lδ. Let
η0 :=
ξ0
‖ξ0‖ be the direction of the center of the ball B. Let n0 ≤ Lσσ−1 be a positive
integer satisfying
n0
(σ − 1)δ
σ
< ‖ξ0‖ ≤ (n0 + 1)(σ − 1)δ
σ
.
Let ηj = j
(σ−1)δ
σ η0, j = 0, 1, . . . , n0 be the equally spaced points on the line segment
[0, ξ0]. Define Bj = Bδ/σ(ηj) for j = 1, . . . , n0 and recall that B0 = Bδ(0). It is
easily seen that Bj ⊂ σBj−1 ⊂ B for j = 1, . . . , n0. Let Kj := Kj−1 ∪ σBj for
j = 1, . . . , n0. Then Bj ⊂ σBj−1 ⊂ Kj−1 for 1 ≤ j ≤ n0. Thus, applying the
result for the already proven special case iteratively to the pairs of sets (K0, B0) :=
(Kj−1, Bj), we conclude that
(5.19) Er−1(f)Lp(Kj) ≤ C(p, r, d, L)C0ωr(f,Kj ; E)p, j = 1, . . . , n0.
Since ‖ξ0 − ηn0‖ ≤ (σ − 1)δ/σ, we have that
Bδ/σ(ξ0) ⊂ Bδ(ηn0) = σBn0 ⊂ Kn0 .
Recall also that K0 ⊂ Kn0 ⊂ K0 ∪ B. Thus, using (5.19) with j = n0, and
applying (5.18) to the pair of sets (K0, B0) := (Kn0 , Bδ/σ(ξ0)) and the parameter
a := Lσ, we obtain
Er−1(f)Lp(K0∪B) ≤ C(p, r, d, L)C0ωr(f,K0 ∪B; E)p.
The desired result then follows by applying the already proven result for special
case once again. This completes the proof. 

CHAPTER 6
Polynomial partitions of the unity
6.1. Polynomial partitions of the unity on domains of special type
The main purpose in this section is to prove a localized polynomial partition
of the unity on a domain G ⊂ Rd+1 of special type. Without loss of generality, we
may assume that G is an upward xd+1-domain given in (2.6) with ξ = 0, small base
size b > 0 and parameter L = b−1. Namely,
G := {(x, y) : x ∈ [−b, b]d, g(x)− 1 ≤ y ≤ g(x)},
where b ∈ (0, (2d)−1) is a sufficiently small constant and g is a C2-function on Rd
satisfying that minx∈[−b,b]d g(x) ≥ 4.
Our construction of localized polynomial partition of the unity relies on a par-
tition of the domain G, which we now describe. Given a positive integer n, let
Λdn := {0, 1, . . . , n− 1}d ⊂ Zd be an index set. We shall use boldface letters i, j, . . .
to denote indices in the set Λdn. For each i = (i1, . . . , id) ∈ Λdn, define
(6.1) ∆i := [ti1 , ti1+1]× · · · × [tid , tid+1] with ti = −b+
2i
n
b.
Then {∆i}i∈Λdn forms a partition of the cube [−b, b]d. Next, let N := Nn := 2ℓ1n
and α := 1/(2 sin2 π2ℓ1 ), where ℓ1 is a fixed large positive integer satisfying
(6.2) α ≥ 5d max
x∈[−4b,4b]d
(|g(x)|+ max
1≤i,j≤d
|∂i∂jg(x)|).
Let {αj := 2α sin2( jπ2N )}Nj=0 denote the Chebyshev partition of the interval [0, 2α]
of order N such that αn = 1. Then {αj}nj=0 forms a partition of the interval [0, 1].
Finally, we define a partition of the domain G as follows:
G =
{
(x, y) : x ∈ [−b, b]d, g(x)− y ∈ [0, 1]
}
=
⋃
i∈Λdn
n−1⋃
j=0
Ii,j ,
where
Ii,j :=
{
(x, y) : x ∈ ∆i, g(x)− y ∈ [αj , αj+1]
}
.
Note that Λdn × {0, . . . , n− 1} = Λd+1n .
With the above notation, we have
Theorem 6.1. For any m ≥ 2, there exists a sequence of polynomials {qi,j :
(i, j) ∈ Λd+1n
}
of degree at most C(m, d)n on Rd+1 such that∑
(i,j)∈Λd+1n
qi,j(x, y) = 1 for all (x, y) ∈ G,
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and for each (x, y) ∈ Ik,l with (k, l) ∈ Λd+1n ,
(6.3) |qi,j(x, y)| ≤ Cm,d(
1 + max{‖i− k‖, |j − l|}
)m .
Theorem 6.1 is motivated by [21, Lemma 2.4], but some important details of
the proof were omitted there. In this chapter, we shall give a complete and simpler
proof of the theorem.
In the sequel, we often use Greek letters ξ, η, . . . to denote points in Rd+1 and
write ξ ∈ Rd+1 in the form ξ = (ξx, ξy) with ξx ∈ Rd and ξy ∈ R.
Remark 6.2. For applications in later chapters, we introduce the following
metric on the domain G: for ξ = (ξx, ξy) and η = (ηx, ηy) ∈ G,
(6.4) ρ̂G(ξ, η) := max
{
‖ξx − ηx‖,
∣∣∣√g(ξx)− ξy −√g(ηx)− ηy∣∣∣}.
It can be easily seen that if ξ ∈ Ii,j and η ∈ Ik,ℓ, then
(6.5) 1 + nρ̂G(ξ, η) ∼ 1 + max{‖i− k‖, |j − ℓ|}.
This implies that
(6.6) |qi,j(ξ)| ≤ Cm,d
(1 + nρ̂G(ξ, ωi,j))m
, ∀ξ ∈ G, ∀ωi,j ∈ Ii,j .
Remark 6.3. If r ∈ N and n ≥ 10r, then the polynomials qi,j in Theorem 6.1
can be chosen to be of total degree ≤ n/r. Indeed, this can be obtained by invoking
Theorem 6.1 with n/r in place of n, relabeling the indices, and setting some of the
polynomials to be zero.
For the proof of Theorem 6.1, we need two additional lemmas, the first of which
is well known.
Lemma 6.4. [21, Theorem 1.1] Given any parameter ℓ > 1, there exists a
sequence of polynomials {uj}nj=1 of degree at most 2n on R such that
∑n−1
j=0 uj(x) =
1 for all x ∈ [−1, 1] and
|uj(cos θ)| ≤ Cℓ
(1 + n|θ − jπn |)ℓ
, θ ∈ [0, π], j = 0, . . . , n− 1.
The second lemma gives a polynomial partition of the unity associated with
the partition {∆j : j ∈ Λdn} of the cube [−b, b]d.
Lemma 6.5. Given any parameter ℓ > 1, there exists a sequence of polynomials
{vdj }j∈Λdn of total degree ≤ 2dn on Rd such that for all x ∈ [−b, b]d,
∑
j∈Λdn v
d
j (x) = 1
and
|vdj (x)| ≤
Cℓ,d
(1 + n‖x− xj‖)ℓ , j ∈ Λ
d
n,
where xj is an arbitrary point in ∆j.
This lemma is probably well known, but for completeness, we present a proof
below.
Proof. Without loss of generality, we may assume that d = 1 and b = 12 .
The general case can be deduced easily using tensor products of polynomials in one
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variable. Let {uj}n−1j=0 be a sequence of polynomials of degree at most 2n as given
in Lemma 6.4 with 2ℓ in place of ℓ. Noticing that for u ∈ [−1, 1] and v ∈ [− 12 , 12 ],
(6.7) |u− v| ≤ | arccosu− arccos v| ≤ π|u− v|,
we obtain
(6.8) |uj(x)| ≤ Cℓ
(1 + n|x− cos jπn |)2ℓ
, x ∈
[
−1
2
,
1
2
]
.
Next, we define a sequence of polynomials {vj}n−1j=0 of degree at most 2n on [− 12 , 12 ]
as follows:
vj(x) =
∑
i: sj<cos
iπ
n ≤sj+1
ui(x),
where 0 ≤ i ≤ n − 1, s0 = −2, sn = 2, sj = tj = − 12 + jn for 1 ≤ j ≤ n − 1, and
we define vj(x) = 0 if the sum is taken over the emptyset. Clearly,
∑n−1
j=0 vj(x) =∑n−1
i=0 ui(x) = 1 for all x ∈ [− 12 , 12 ]. Furthermore, using (6.8), we have
|vj(x)| ≤ Cℓ
(1 + n|x− sj |)ℓ
n−1∑
i=0
1
(1 + n|x− cos iπn |)2ℓ
≤ Cℓ
(1 + n|x− sj |)ℓ ,
where the last step uses (6.7). This completes the proof. 
We are now in a position to prove Theorem 6.1.
Proof of Theorem 6.1. Set
M := d max
1≤i,j≤d
max
‖x‖≤b
|∂i∂jg(x)|+ 1.
For each i ∈ Λdn, let xi ∈ ∆i be an arbitrarily fixed point in the cube ∆i, and define
fi(x) := g(xi) +∇g(xi) · (x− xi) + M
2
‖x− xi‖2.
By Taylor’s theorem, it is easily seen that for each x ∈ [−b, b]d,
fi(x)−M‖x− xi‖2 ≤ g(x) ≤ fi(x).(6.9)
Since 0 < b < (2d)−1, this implies that for each i ∈ Λdn,
G ⊂
{
(x, y) : x ∈ [−b, b]d, 0 ≤ fi(x) − y ≤M + 1
}
.
Recall that {αj}Nj=0 is a Chebyshev partition of [α0, αN ] = [0, 2α] of degree N =
2ℓ1n, αn = 1 and according to (6.2), α ≥ 4M + 1. Thus,
G ⊂
⋃
i∈Λdn
N−1⋃
j=0
{
(x, y) : x ∈ ∆i, αj ≤ fi(x)− y ≤ αj+1
}
.
Next, using Lemma 6.4, we obtain a sequence of polynomials {uj}N−1j=0 of degree
at most 4ℓ1n on [0, 2α] such that
∑N−1
j=0 uj(t) = 1 for all t ∈ [0, 2α], and
(6.10) |uj(t)| ≤ Cm
(1 + n|√t−√αj |)4m
, t ∈ [0, 2M ] ⊂ [0, α].
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Similarly, using Lemma 6.5, we may obtain a sequence of polynomials {vj}i∈Λdn of
total degree ≤ n on the cube [−b, b]d such that∑j∈Λdn vj(x) = 1 for all x ∈ [−b, b]d,
and
(6.11) |vj(x)| ≤ Cm
(1 + n‖x− xj‖)4m , x ∈ [−b, b]
d.
Define a sequence {q∗i,j : i ∈ Λdn, 0 ≤ j ≤ N − 1} of auxiliary polynomials as
follows:
(6.12) q∗i,j(x, y) := uj(fi(x)− y)vi(x).
It is easily seen from (6.10) and (6.11) that for each (x, y) ∈ G,
|q∗i,j(x, y)| ≤
Cm
(1 + n‖x− xi‖)4m(1 + n|
√
fi(x)− y −√αj |)4m
.(6.13)
We claim that for each (x, y) ∈ G,
|q∗i,j(x, y)| ≤
Cm
(1 + n‖x− xi‖)2m(1 + n|
√
g(x)− y −√αj |)2m
.(6.14)
Note that (6.14) follows directly from (6.13) if 6M‖x− xi‖ > |
√
g(x) − y −√αj |.
Thus, for the proof of (6.14), it suffices to prove that the equivalence
(6.15) |
√
fi(x)− y −√αj | ∼ |
√
g(x)− y −√αj |,
holds under the assumption
(6.16) 6M‖x− xi‖ ≤ |
√
g(x)− y −√αj |.
Indeed, if
√
fi(x)− y +
√
g(x)− y ≤ 2M‖x− xi‖, then (6.16) implies
√
αj ≥ 4M‖x− xi‖ ≥ 2max{
√
fi(x)− y,
√
g(x)− y},
and hence
|
√
fi(x)− y −√αj | ∼ √αj ∼ |
√
g(x)− y −√αj |.
On the other hand, if
√
fi(x) − y +
√
g(x)− y > 2M‖x − xi‖, then by (6.16)
and (6.9), we have∣∣∣√fi(x) − y −√g(x)− y∣∣∣ = |fi(x)− g(x)|√
fi(x)− y +
√
g(x)− y
≤ M‖x− xi‖
2
2M‖x− xi‖ =
1
2
‖x− xi‖ ≤ 1
12M
|
√
g(x)− y −√αj |,
which in turn implies (6.15). This completes the proof of (6.14).
Finally, we define for i ∈ Λdn,
qi,j(x, y) =
{
q∗i,j(x, y), if 0 ≤ j ≤ n− 2,∑N−1
k=n−1 q
∗
i,k(x, y), if j = n− 1.
Clearly, each qi,j is a polynomial of degree at most Cn. Since for any (x, y) ∈ G
the polynomial uj in the definition (6.12) is evaluated at the point fi(x)− y, which
lies in the interval [0,M + 1] ⊂ [α0, αN ], it follows that for any (x, y) ∈ G,∑
i∈Λdn
n−1∑
j=0
qi,j(x, y) =
∑
i∈Λdn
N−1∑
j=0
q∗i,j(x) =
∑
i∈Λdn
vdi (x)
n−1∑
j=0
uj(fi(x) − y) = 1.
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To complete the proof, by (6.14), it remains to estimate qi,j for j = n − 1. Note
that for j ≥ n, √
αj −
√
g(x)− y ≥ √αn −
√
g(x)− y ≥ 0.
Thus, using (6.14), and recalling that m ≥ 2, we obtain that
|qi,n−1(x)| ≤ Cm
(1 + n‖x− xi‖)2m(1 + n|
√
g(x)− y −√αn|)m
·
N∑
j=n
1
(1 + n|√g(x)− y −√αj |)m
≤ Cm
(1 + n‖x− xi‖)2m(1 + n|
√
g(x)− y −√αn|)m
.
This completes the proof. 
6.2. Polynomial partitions of the unity on general C2-domains
In this section, we shall extend Theorem 6.1 to the C2-domain Ω. We will use
the metric ρΩ defined by (1.2). Our goal is to show the following theorem:
Theorem 6.6. Given any m > 1 and any positive integer n, there exist a finite
subset Λ of Ω and a sequence {ϕω}ω∈Λ of polynomials of degree at most C(m)n on
the domain Ω satisfying
(i) ρΩ(ω, ω
′) ≥ 1n for any two distinct points ω, ω′ ∈ Λ;
(ii) for every ξ ∈ Ω, ∑ω∈Λ ϕω(ξ) = 1 and
(iii) for any ξ ∈ Ω and ω ∈ Λ,
|ϕω(ξ)| ≤ Cm(1 + nρΩ(ξ, ω))−m.
Recall that ρ̂G denotes the metric on a domain G of special type as defined
in (6.4). Of crucial importance in the proof of Theorem 6.6 is the following lemma,
which states that if G ⊂ Ω is a domain of special type attached to Γ, then restricted
on G, the two metrics ρΩ and ρ̂G are equivalent.
Lemma 6.7. If G ⊂ Ω is a domain of special type attached to Γ, then
(6.17) ρ̂G(ξ, η) ∼ ρΩ(ξ, η), ξ, η ∈ G.
Proof. Without loss of generality, we may assume that G takes the form:
G := {(x, y) : x ∈ (−b, b)d, g(x)− 1 < y ≤ g(x)},(6.18)
where b > 0 is a sufficiently small constant and g ∈ C2(Rd) satisfies minx∈[−4b,4b]d g(x) ≥
4. Then
Γ′ := {(x, g(x)) : x ∈ [−2b, 2b]d} ⊂ Γ,
and there exists an open rectangular box Q ⊂ Rd+1 such that
G∗ = {(x, y) : x ∈ (−2b, 2b)d, 0 < y ≤ g(x)} = Ω ∩Q.
This in particular implies that there exists a small constant ε ∈ (0, b) depending
only on Ω such that for every ξ ∈ G with dist(ξ,Γ) < ε, dist(ξ,Γ′) = dist(ξ,Γ).
Recall that a point ξ ∈ Rd+1 is often written in the form ξ = (ξx, ξy) with
ξx ∈ Rd and ξy ∈ R. Our proof relies on the following lemma, which states that
dist(ξ,Γ′) ∼ g(ξx)− ξy for every ξ = (ξx, ξy) ∈ G.
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Lemma 6.8. If ξ = (ξx, ξy) ∈ G, then
c∗(g(ξx)− ξy) ≤ dist(ξ,Γ′) ≤ g(ξx)− ξy,
where c∗ = 1
8
√
1+‖∇g‖2∞
, and the L∞-norm in ‖∇g‖∞ is taken over the cube
[−2b, 2b]d.
Proof. Clearly, for each ξ = (ξx, ξy) ∈ G,
dist(ξ,Γ′) ≤ ‖(ξx, ξy)− (ξx, g(ξx))‖ = g(ξx)− ξy.
To show the inverse inequality, we note that for an arbitrary point (x, g(x)) ∈ Γ′,
‖ξ − (x, g(x))‖2 = ‖ξx − x‖2 + |ξy − g(x)|2(6.19)
= ‖ξx − x‖2 + |ξy − g(ξx)|2 + |g(ξx)− g(x)|2
+ 2(ξy − g(ξx)) · (g(ξx)− g(x)).(6.20)
If ‖x− ξx‖ ≥ c∗(g(ξx)− ξy), then by (6.19),
‖ξ − (x, g(x))‖ ≥ ‖x− ξx‖ ≥ c∗(g(ξx)− ξy).
If ‖x− ξx‖ ≤ c∗(g(ξx)− ξy), then
‖ξx − x‖2 + |g(ξx)− g(x)|2 + 2(ξy − g(ξx)) · (g(ξx)− g(x))
≤ (1 + ‖∇g‖2∞)‖ξx − x‖2 + 2‖∇g‖∞(g(ξx)− ξy)‖ξx − x‖
≤
[
c2∗(1 + ‖∇g‖2∞) + 2‖∇g‖∞c∗
]
(g(ξx)− ξy)2
≤ 1
2
(g(ξx)− ξy)2,
which, using (6.20), implies that
‖ξ − (x, g(x))‖2 ≥ 1
2
|ξy − g(ξx)|2.
Now taking the infimum over (x, g(x)) ∈ Γ′, we obtain the inverse inequality:
dist(ξ,Γ′) ≥ c∗(g(ξx)− ξy).

Now we continue with the proof of Lemma 6.7. Let ξ = (ξx, ξy), η = (ηx, ηy) ∈
G. According to Lemma 6.8, if dist(ξ,Γ) ≥ ε or ‖ξ − η‖ ≥ ε, then
ρΩ(ξ, η) ∼ ρ̂G(ξ, η) ∼ ‖ξ − η‖.
Thus, without loss of generality we may assume that dist(ξ,Γ), dist(η,Γ) ≤ ε and
‖ξ − η‖ ≤ ε. We may also assume that b ≤ 2ε since otherwise we may replace the
function g with g(· + ξx) and consider the corresponding domain of special type
with base size 2ε.
Since dist(ξ,Γ) = dist(ξ,Γ′), there exists tξ ∈ [−2b, 2b]d such that
sξ := dist(ξ,Γ) = ‖ξ − (tξ, g(tξ))‖.
Since Γ is a C2-surface, by a straightforward calculation we have that
ξ = (ξx, ξy) =
(
x(tξ, sξ), g(tξ)− sξA(tξ)
)
,
where
(6.21) x(t, s) := t+ sA(t)∇g(t), A(t) = (
√
1 + ‖∇g(t)‖2)−1,
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for t ∈ [−2b, 2b]d and s ∈ [0, ε]. It then follows that
(6.22) g(ξx)− ξy = F (tξ, sξ),
where F is a function on the rectangular box [−2b, 2b]d × [0, 2ε] given by
(6.23) F (t, s) := g
(
x(t, s)
)− g(t) + sA(t).
A straightforward calculation shows that for t ∈ [−2b, 2b]d and s ∈ [0, 2ε] with
0 < b ≤ 2ε,
∂F
∂s
(t, s) =
[
1 + (∇g)(x(t, s)) · ∇g(t)
]
A(t) =
√
1 + ‖∇g(0)‖2 +O(ε),(6.24)
and
‖∇tF (t, s)‖ =
∥∥∥∇g(x(t, s))−∇g(t) + s∇A(t)
+ s∇g(x(t, s))
[
(∇g(t))tr∇A(t) +A(t)Hg(t)
]∥∥∥ = O(ε),(6.25)
where ∇t denotes the gradient operator ∇ acting on the variable t, ∇g is treated
as a row vector, and Hg := (∂i∂jg)1≤i,j≤d denotes the Hessian matrix of g.
Clearly, we may define tη and sη in a similar way for the vector η. Then using
Lemma 6.8 and (6.22), we obtain that
∣∣∣√g(ξx)− ξy −√g(ηx)− ηy∣∣∣ ∼
∣∣∣F (tξ, sξ)− F (tη, sη)∣∣∣
√
sξ +
√
sη
,
which, by the mean value theorem, (6.24) and (6.25), can be written in the form√
1 + |∇g(0)|2|√sξ −√sη|+O(ε)|√sξ −√sη|.(6.26)
On the other hand, by (6.21), we have
‖ξx − ηx‖ = ‖x(tξ, sξ)− x(tη, sη)‖ =
∥∥∥tξ − tη + sξA(tξ)∇g(tξ)− sηA(tη)∇g(tη)∥∥∥,
which, using the mean value theorem, equals∥∥∥tξ − tη +A(0)∇g(0)(sξ − sη)∥∥∥+O(‖tξ‖)|sξ − sη|+O(sη)‖tξ − tη‖
= ‖tξ − tη‖+O(
√
ε)|√sξ −√sη|+O(ε)‖tξ − tη‖.(6.27)
Since we may choose ε > 0 as small as we wish, we obtain from (6.26) and (6.27)
that
ρ̂G(ξ, η) = max
{∣∣∣√g(ξx)− ξy −√g(ηx)− ηy∣∣∣, ‖ξx − ηx‖}
∼|√sξ −√sη|+ ‖tξ − tη‖ ∼ |√sξ −√sη|+ ‖ξx − ηx‖.
Note that by the definition (6.4)
|g(ξx)− g(ηx)− ξy + ηy| ≤ Cρ̂G(ξ, η),
which in turn implies that
|ξy − ηy | ≤ Cρ̂G(ξ, η).
It follows that
ρ̂G(ξ, η) ∼ |√sξ −√sη|+ ‖ξx − ηx‖ ∼ |√sξ −√sη|+ ‖ξ − η‖ ∼ ρΩ(ξ, η).
This completes the proof. 
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Remark 6.9. For ξ ∈ Ω and δ > 0, define
U(ξ, δ) := {η ∈ Ω : ρΩ(ξ, η) ≤ δ}.
By Lemma 6.7 and Lemma 6.8, it is easily seen that
|U(ξ, 1
n
)| ∼ 1
nd+1
( 1
n
+
√
dist(ξ,Γ)
)
, ξ ∈ Ω.
We are now in a position to prove Theorem 6.6.
Proof of Theorem 6.6. For convenience, we say a subset K ⊂ Ω admits a
polynomial partition of the unity of degree Cn with parameter m > 1 if there exist
a finite subset Λ ⊂ Ω and a sequence {ϕω}ω∈Λ of polynomials of degree at most
Cn such that ρΩ(ω, ω
′) ≥ 1n for any two distinct points ω, ω′ ∈ Λ,
∑
ω∈Λ ϕω(x) = 1
for every x ∈ K and |ϕω(x)| ≤ C(1 + nρΩ(x, ω))−m for every x ∈ K and ω ∈ Λ, in
which case {ϕω}ω∈Λ is called a polynomial partition of the unity of degree Cn on
the set K. According to Theorem 6.1, Remark 6.2, and Lemma 6.7, if G ⊂ Ω is a
domain of special type attached to Γ or if G = Q is a cube such that 4Q ⊂ Ω, then
for any m > 1, G admits a polynomial partition of the unity of degree Cn with
parameter m.
Our proof relies on the decomposition in Lemma 4.5. Let {Ωs}Js=1 be the
sequence of subsets of Ω given in Lemma 4.5. For 1 ≤ j ≤ J , let Hj =
⋃j
s=1Ωs.
Assume that for some 1 ≤ j ≤ J − 1, Hj admits a polynomial partition {uωi}n0i=1
of the unity of degree Cn with parameter m > 1. By induction and Lemma 4.5,
it will suffice to show that Hj+1 also admits a polynomial partition of the unity of
degree Cn with parameter m > 1. For simplicity, we write H = Hj and K = Ωj+1.
Without loss of generality, we may assume that K = SG,λ0 with λ0 ∈ (12 , 1) and
G ⊂ Ω a domain of special type attached to Γ. The case when K = Q is a cube
such that 4Q ⊂ Ω can be treated similarly, and in fact, is simpler.
By Theorem 6.1, G admits a polynomial partition {uωj}n0+n1j=n0+1 of the unity
of degree Cn with parameter m > 1. Recall H ∩ G contains an open ball of
radius γ0 ∈ (0, 1). Let L > 1 be such that Ω ⊂ BL[0], and let θ := γ020L ∈ (0, 1).
According to Lemma 4.9, there exists a polynomial Rn of degree at most Cn such
that 0 ≤ Rn(ξ) ≤ 1 for ξ ∈ BL[0], 1 − Rn(ξ) ≤ θn for ξ ∈ K and Rn(ξ) ≤ θn for
x ∈ Ω \G. We now define
wj(ξ) =
{
uωj (ξ)(1 −Rn(ξ)), if 1 ≤ j ≤ n0,
uωj (ξ)Rn(ξ), if n0 + 1 ≤ j ≤ n0 + n1.
Clearly, each wj is a polynomial of degree at most Cn on R
d+1. Since polynomials
are analytic functions and H ∩G contains an open ball of radius γ0, it follows that
n0+n1∑
j=1
wj(ξ) = Rn(ξ) + 1−Rn(ξ) = 1, ∀ξ ∈ Rd+1.
Next, we prove that for each 1 ≤ j ≤ n0 + n1,
(6.28) |wj(ξ)| ≤ C(1 + nρΩ(ξ, ωj))−m, ∀ξ ∈ H ∪K.
Indeed, if 1 ≤ j ≤ n0, then for ξ ∈ H ,
|wj(ξ)| ≤ |uωj (ξ)| ≤ C(1 + nρΩ(ξ, ωj))−m,
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whereas for ξ ∈ K ⊂ G,
|wj(ξ)| ≤ θn‖uωj‖L∞(BL[0]) ≤ Cθn
(10L
γ0
)n
‖uωj‖L∞(H∩G)
≤C2−n ≤ Cm(1 + nρΩ(ξ, ωj))−m,
where the second step uses Lemma 4.7. Similarly, if n0 < j ≤ n0 + n1, then for
ξ ∈ G,
|wj(ξ)| ≤ |uωj(ξ)| ≤ Cm(1 + nρΩ(ξ, ωj))−m,
whereas for ξ ∈ H \G,
|wj(ξ)| ≤ θn‖uωj‖L∞(BL[0]) ≤ Cθn
(10L
γ0
)n
≤ C2−n ≤ Cm(1 + nρΩ(ξ, ωj))−m.
Thus, in either case, we prove the estimate (6.28).
Finally, we write the set A := {ω1, . . . , ωn0+n1} as a disjoint union A =⋃
ω∈Λ Iω, where Λ is a subset of A satisfying that minω 6=ω′∈Λ ρΩ(ω, ω
′) ≥ 1n , and
Iω ⊂ {ω′ ∈ A : ρΩ(ω, ω′) ≤ 1n} for each ω ∈ Λ. We then define
ϕω(ξ) :=
∑
j: ωj∈Iω
wj(ξ), ξ ∈ H ∪G, ω ∈ Λ,
where 1 ≤ j ≤ n0+ n1. Clearly, each ϕω is a polynomial of degree at most Cn and∑
ω∈Λ
ϕω(ξ) =
n0+n1∑
j=1
wj(ξ) = 1, ∀ξ ∈ H ∪G.
On the other hand, we recall that ρΩ(ωi, ωj) ≥ 1n if 1 ≤ i 6= j ≤ n0 or n0 + 1 ≤ i 6=
j ≤ n0+n1. Thus, using Remark 6.9 and a volume comparison argument, we have
that #Iω ≤ C(Ω,m) for each ω ∈ Λ, where #I denotes the cardinality of a set I.
It then follows from (6.28) that
|ϕω(ξ)| ≤ C(1 + nρΩ(ξ, ω))−m, ξ ∈ H ∪G, ω ∈ Λ.
Thus, we have shown that the set H∪K admits a polynomial partition of the unity
of degree cn with parameter m, completing the induction. 
Remark 6.10. The above proof implies #Λ = O(nd+1); recall that Ω ⊂ Rd+1.

CHAPTER 7
The direct Jackson theorem
7.1. Jackson inequality on domains of special type
We will first prove the Jackson inequality, Theorem 4.1, on a domain G of
special type that is attached to Γ = ∂Ω. Without loss of generality, we may assume
that
G := {(x, y) : x ∈ (−b, b)d, g(x)− 1 ≤ y ≤ g(x)},
where b ∈ (0, (2d)−1) is the base size of G, and g is a C2-function on Rd satisfying
that minx∈[−4b,4b]d g(x) ≥ 4. We may choose the base size b to be sufficiently small
so that
(7.1) max
x∈[−4b,4b]d
‖∇g(x)‖ ≤ 1
200db
.
We first recall some notations from Section 6.1 and Section 2.2. Given n ∈ N,
the partition {∆i}i∈Λdn of the cube [−b, b]d is defined by
(7.2) ∆i := [ti1 , ti1+1]× · · · × [tid , tid+1] with ti = (−1 +
2i
n
)b,
where Λdn := {0, 1, . . . , n − 1}d ⊂ Zd is the index set. For simplicity, we also set
ti = −b for i < 0, and ti = b for i > n, and therefore, ∆i is defined for all i ∈ Zd.
Next, the sequence,
(7.3) αj := 2α sin
2(
jπ
2N
), j = 0, 1, . . . , N := 2ℓ1n,
forms a Chybeshev partition of the interval [0, 2α], where α := 1/(2 sin2 π2ℓ1 ), and
ℓ1 is a fixed large positive integer for which (6.2) is satisfied. Note that αn = 1,
and
4jα
N2
≤ αj − αj−1 ≤ π
2jα
N2
, j = 1, . . . , N.(7.4)
Finally, a partition of the domain G is defined as
G =
{
(x, y) : x ∈ [−b, b]d, g(x)− y ∈ [0, 1]
}
=
⋃
(i,j)∈Λd+1n
Ii,j ,
where
Ii,j :=
{
(x, y) : x ∈ ∆i, g(x)− y ∈ [αj , αj+1]
}
.
Next, we introduce a few new notations for this chapter. Without loss of
generality, we assume that n ≥ 50. Let 10 ≤ m0,m1 ≤ n/5 be two fixed large
integer parameters satisfying
(7.5) m1 ≥ 32ℓ
2
1m
2
0b
2
α
‖∇2g‖L∞([−b,b]d).
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We define, for i ∈ Λdn,
∆∗i = [ti1−m0 , ti1+m0 ]× [ti2−m0 , ti2+m0 ]× · · · × [tid−m0 , tid+m0 ],
and for (i, j) ∈ Λd+1n ,
I∗i,j :=
{
(x, y) : x ∈ ∆∗i , α∗j−m1 ≤ g(x)− y ≤ α∗j+m1
}
,
where α∗j = αj if 0 ≤ j ≤ n, α∗j = 0 if j < 0 and α∗j = 1 if j > n. Let x∗i be
an arbitrarily given point in the set ∆∗i . Denote by ζk(x
∗
i ) the unit tangent vector
to the boundary Γ at the point (x∗i , g(x
∗
i )) that is parallel to the xky-plane and
satisfies ζk(x
∗
i ) · ek > 0 for k = 1, . . . , d; that is, ζk(x∗i ) := ek+∂kg(x
∗
i
)ed+1√
1+|∂kg(x∗i )|2
. Set
E(x∗i ) := {ζ1(x∗i ), . . . , ζd(x∗i )}, i ∈ Λdn.
By Taylor’s theorem, we have
(7.6)
∣∣∣g(x)−Hi(x)∣∣∣ ≤M0n−2, ∀x ∈ ∆∗i ,
where
Hi(x) := g(x
∗
i ) +∇g(x∗i ) · (x− x∗i ), x ∈ Rd,
and M0 := 8m
2
0b
2‖∇2g‖L∞([−b,b]d)+CdA0. Here we recall that A0 is the parameter
in (2.12). Thus, setting
Si,j :=
{
(x, y) : x ∈ ∆∗i , Hi(x)− α∗j+m1 +
M0
n2
≤ y ≤ Hi(x) − α∗j−m1 −
M0
n2
}(7.7)
and
(7.8) S∗i,j :=
{
(x, y) : x ∈ ∆∗i , Hi(x)−α∗j+m1−
M0
n2
≤ y ≤ Hi(x)−α∗j−m1+
M0
n2
}
,
we have
(7.9) Si,j ⊂ I∗i,j ⊂ S∗i,j, (i, j) ∈ Λd+1n .
On the other hand, it is easily seen from (7.3), (7.5) and (7.4) that Si,j 6= ∅ and
(7.10) α∗j+m1 − α∗j−m1 −
2M0
n2
∼ j +M0
n2
.
Thus, Si,j and S
∗
i,j are two nonempty compact parallepipeds with the same set
E(x∗i ) ∪ {ed+1} of edge directions and comparable side lengths.
With the above notations, we introduce the following local modulus of smooth-
ness on G:
Definition 7.1. For 0 < p ≤ ∞, define the local modulus of smoothness of
order r of f ∈ Lp(G) by
ωrloc(f, n
−1)Lp(G) :=
[ ∑
(i,j)∈Λd+1n
(
ωr(f, I∗i,j ; ed+1)
p
p + ω
r(f, Si,j; E(x∗i ))pp
)]1/p
,
with the usual change of the ℓp-norm over the set (i, j) ∈ Λd+1n for p =∞.
In this chapter, we shall prove the following Jackson type estimate for the above
local modulus of smoothness, from which Theorem 4.1 will follow.
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Theorem 7.2. For 0 < p ≤ ∞, and f ∈ Lp(G),
En(f)Lp(G) ≤ Cωrloc(f, n−1)Lp(G),
where the constant C is independent of f and n.
Remark 7.3. Note that ωrloc(f, n
−1)Lp(G) depends on the choice of x∗i , which
is an arbitrary point in ∆∗i . It follows from the proof that the constant C in
Theorem 7.2 is independent of the selection of the points x∗i ∈ ∆∗i .
We divide the rest of this chapter into two parts that will be given in the two
subsequent sections respectively. In the first part, we shall assume Theorem 7.2,
and show how it implies Theorem 4.1, while the second part is devoted to the proof
of Theorem 7.2.
7.2. Proof of Theorem 4.1
The aim in this section is to show that Theorem 4.1 can be deduced from
Theorem 7.2. Recall that for each i ∈ Λdn, E(x∗i ) is the set of unit tangent vectors to
∂′G∗ at the point (x∗i , g(x
∗
i )), where x
∗
i ∈ ∆∗i . Thus, by Definition 7.1, Theorem 7.2,
and Remark 7.3, to show Theorem 4.1, it suffices to prove that
(7.11) Σ1 :=
∑
(i,j)∈Λd+1n
ωr(f, I∗i,j ; ed+1)
p
p ≤ CωrΩ,ϕ(f,
1
n
; ed+1)
p
p,
and for k = 1, . . . , d,
(7.12) Σ2(k) := n
d
∑
(i,j)∈Λd+1n
∫
∆∗
i
ωr(f, Si,j ; ζk(x
∗
i ))
p
pdx
∗
i ≤ Cω˜rG(f,
1
n
)pp
with the usual change of the ℓp norm in the case of p =∞.
To prove the estimates (7.11) and (7.12), we need to use the average modulus
of smoothness of order r on a compact interval I = [aI , bI ] ⊂ R defined as
wr(f, t; I)p :=
(1
t
∫ t
t/4r
(∫
I−rh
|△rhf(x)|pdx
)
dh
)1/p
, 0 < p ≤ ∞,
with the usual change when p = ∞. The average modulus wr(f, t; I)p turns out
to be equivalent to the regular modulus ωr(f, t)p := sup0<h≤t ‖△rhf‖Lp(I−rh), as is
well known.
Lemma 7.4. [10, p. 373, p. 185] For f ∈ Lp(I) and 0 < p ≤ ∞,
(7.13) C1wr(f, t; I)p ≤ ωr(f, t)p ≤ C2wr(f, t; I)p, 0 < t ≤ |I|,
where the constants C1, C2 > 0 depend only on p and r.
For simplicity, we will assume p <∞. The proof below with slight modifications
works equally well for the case p =∞.
We start with the proof of (7.11). Using (7.4) and (7.13), we have
ωr(f, I∗i,j ; ed+1)
p
p = sup
0<h< c(j+1)
n2
∫
∆∗
i
[∫ g(x)−αj−m1
g(x)−αj+m1
|△rhed+1(f, I∗i,j , (x, y))|pdy
]
dx
∼ n
2
j + 1
∫ c(j+1)
n2
c(j+1)
4rn2
∫
I∗
i,j
|△rhed+1(f, I∗i,j , ξ)|pdξdh.
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By (2.5), we note that for ξ = (x, y) ∈ I∗i,j − c(j+1)4n2 ed+1,
ϕΩ(ed+1, ξ) ∼
√
g(x)− y ∼ j + 1
n
, 0 ≤ j ≤ n.
Thus, performing the change of variable h = sϕΩ(ed+1, ξ) for each fixed ξ ∈ I∗i,j −
c(j+1)
4n2 ed+1, we obtain
ωr(f, I∗i,j ; ed+1)
p
p ≤ Cn
∫
I∗
i,j
[∫ cn
0
|△rsϕΩ(ed+1,ξ)ed+1(f, I∗i,j , ξ)|p ds
]
dξ.
It then follows that
Σ1 ≤ Cn
n−1∑
j=0
∑
i∈Λdn
∫ c
n
0
[∫
I∗
i,j
|△rsϕΩ(ed+1,ξ)ed+1(f,Ω, x)|pdξ
]
ds
≤ Cn
∫ c
n
0
∫
Ω
|△ruϕΩ(ed+1,ξ)ed+1(f,Ω, ξ)|p dξds ≤ CωrΩ,ϕ(f, n−1; ed+1)pp.
This proves the estimate (7.11).
The estimate (7.12) can be proved in a similar way. Indeed, by (2.3) and (7.13),
it is easily seen that
ωr(f, Si,j ; ζk(x
∗
i ))
p
p ∼ n
∫ c
n
0
‖△rhζk(x∗i )(f, Si,j)‖
p
Lp(Si,j)
dh.
It follows that
Σ2(k) ≤ Cnd+1
∫ c
n
0
[ ∑
(i,j)∈Λd+1n
∫
∆∗
i
‖△rhζk(x∗i )(f, Si,j)‖
p
Lp(Si,j)
dx∗i
]
dh
≤ Cnd sup
0<h≤ cn
∑
(i,j)∈Λd+1n
∫
Si,j
∫
‖u−ξx‖≤ cn
|△rhζk(u)(f, Si,j , ξ)|p du dξ
≤ Cnd sup
0<h≤ cn
∫
Gn
∫
‖u−ξx‖≤ cn
|△rhζk(u)(f,G, ξ)|p du dξ ≤ Cω˜rG(f,
c
n
)pp,
where Gn := {ξ ∈ G : dist(ξ, ∂′G) ≥ A0n2 }. This proves (7.12).
7.3. Proof of Theorem 7.2
This section is devoted to the proof of Theorem 7.2. The proof relies on several
lemmas.
Lemma 7.5. Let (i, j) ∈ Λd+1n . Then for 0 < p ≤ ∞ and r ∈ N,
E(d+1)(r−1)(f)Lp(I∗
i,j)
≤ C(p, r, d,G)
[
ωr(f, I∗i,j ; ed+1)p + ω
r(f, Si,j; E(x∗i ))p
]
.
Proof. Lemma 7.5 follows directly from (7.9) and Theorem 5.5. 
Lemma 7.6. Given 0 < p ≤ ∞ and r ∈ N, there exist positive constants
C = C(p, r) and s1 = s1(p, r) depending only on p and r such that for any integers
0 ≤ k, j ≤ N/2 and any P ∈ Π1r,
(7.14) ‖P‖Lp[αj ,αj+1] ≤ C(p, r)(1 + |j − k|)s1‖P‖Lp[αk,αk+1].
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Proof. First, we prove that
(7.15) ‖P‖Lp(I2t(x)) ≤ Lp,r‖P‖Lp(It(x)), ∀P ∈ Π1r , ∀x ∈ [0, 2α], ∀t ∈ (0, 1],
where
It(x) :=
{
y ∈ [0, 2α] : |√x−√y| ≤
√
2αt
}
.
To see this, we note that with ρt(x) = 2αt
2 + t
√
2αx,
(7.16) [x− 1
8
ρt(x), x+
1
8
ρt(x)]∩ [0, 2α] ⊂ It(x) ⊂ I2t(x) ⊂ [x− 4ρt(x), x+4ρt(x)],
where the first relation can be deduced by considering the cases 0 ≤ x ≤ αt2 and
αt2 < x ≤ 4α separatedly. By Lemma 4.7, this implies that with It = It(x) and
J = [x− 4ρt(x), x + 4ρt(x)],
‖P‖Lp(I2t) ≤ ‖P‖Lp(J) ≤ Cp,r‖P‖Lp( 132J∩[0,2α]) ≤ Cp,r‖P‖Lp(It),
which proves (7.15).
Next, we note that the doubling property (7.15) implies that for any x, x′ ∈
[0, 2α] and any t ∈ (0, 1],
(7.17) ‖P‖Lp(It(x)) ≤ Lp,r
(
1 +
|√x−√x′|√
2αt
)s1‖P‖Lp(It(x′)), ∀P ∈ Π1r ,
where s1 = (logLp,r)/ log 2.
Finally, for each 1 ≤ k ≤ N/2, we may write [αk, αk+1] = Itk(xk) with tk :=√
αk+1−√αk
2
√
2α
and xk :=
(
√
αk+
√
αk+1)
2
4 . Note also that by (7.4),
√
2|k − j|
2N
≤ |
√
αj −√αk|√
2α
≤ π|k − j|
2N
, 0 ≤ k, j ≤ N/2.(7.18)
It then follows by (7.17) and (7.18) that
‖P‖Lp[αj ,αj+1] ≤ ‖P‖Lp(Iπ/(4N)(xj)) ≤ Lp,r
(
1 +
4N |√xj −√xk|√
2απ
)s1‖P‖Lp(Iπ/(4N)(xk))
≤ L4p,r(1 + |k − j|)s1‖P‖Lp[αk,αk+1].

For x = (x1, . . . , xd) ∈ Rd, we set ‖x‖∞ := max1≤j≤d |xj |.
Lemma 7.7. Given 0 < p ≤ ∞ and r ∈ N, there exist positive constants
C = C(p, r, d) and s2 = s2(p, r, d) depending only on p, r and d such that for any
i,k ∈ Λdn and Q ∈ Πdr ,
(7.19) ‖Q‖Lp(∆i) ≤ C(p, r, d)(1 + ‖i− k‖∞)s2‖Q‖Lp(∆k).
Proof. The proof of Lemma 7.7 is similar to that of Lemma 7.6, and in fact,
is simpler. It is a direct consequence of Lemma 4.7. 
Lemma 7.8. Given 0 < p ≤ ∞ and r ∈ N, there exists a positive number
ℓ = ℓ(p, r, d) such that for any (i, j), (k, l) ∈ Λd+1n and any Q ∈ Πd+1r ,
(7.20) ‖Q‖Lp(Ii,j) ≤ C
(
1 + max{‖i− k‖∞, |j − l|}
)ℓ
‖Q‖Lp(Ik,l),
where the constant C depends only on p, d, r and ‖∇2g‖∞.
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Proof. For simplicity, we shall prove Lemma 7.8 for the case of 0 < p < ∞
only. The proof below with slight modifications works for p =∞.
Writing
‖Q‖pLp(Ii,j) =
∫
∆i
[∫ αj
αj−1
|Q(x, g(x) − u)|p du
]
dx,
and using Lemma 7.6, we obtain
‖Q‖pLp(Ii,j) ≤ C(p, r)(1 + |j − l|)s1
[∫
∆i
∫ g(x)−αl−1
g(x)−αl
|Q(x, y)|p dydx
]
.(7.21)
Using Taylor’s theorem, we have that
(7.22) |g(x) − ti(x)| ≤ A
2b2
‖x− xi‖2∞, ∀x ∈ [−b, b]d,
where xi is the center of the cube ∆i, ti(x) := g(xi) + ∇g(xi) · (x − xi), and
A := 2b2d2‖∇2g‖L∞[−b,b]d/2. Thus, the double integral in the square brackets on
the right hand side of (7.21) is bounded above by∫ αℓ+ An2
αℓ−1
[∫
∆i
∣∣∣Q(x, ti(x) − u+ A
2n2
)∣∣∣p dx]du =: I.
However, applying Lemma 7.7 to this last inner integral in the square brackets, we
obtain
I ≤ C(p, r, d)(1 + ‖i− k‖∞)s2
∫
∆k
[∫ ti(x)−αℓ−1+ A2n2
ti(x)−αℓ− A2n2
|Q(x, u)|p du
]
dx.(7.23)
By (7.22), this last integral in the square brackets on the right hand side of (7.23)
is bounded above by∫ g(x)−αℓ−1+ 4A(1+‖k−i‖2∞)n2
g(x)−αℓ− 4A(1+‖k−i‖
2
∞)
n2
|Q(x, u)|p du =
∫ αℓ+ 4A(1+‖k−i‖2∞)n2
αℓ−1− 4A(1+‖k−i‖
2
∞)
n2
|Q(x, g(x)− y)|p dy,
which, using Lemma 4.7 and the fact that αℓ−αℓ−1 ≥ cn−2, is controlled above by
C(p, r)
(
A(1 + ‖k− i‖∞)
)2rp+4 ∫ αℓ
αℓ−1
|Q(x, g(x)− y)|p dy.
Putting the above together, we prove that
‖Q‖pLp(Ii,j) ≤ C(p, r, d)(1 + |j − l|)
s1(1 + ‖i− k‖∞)s2+2rp+4‖Q‖pLp(Ik,l).
This leads to the desired estimate (7.20) with ℓ = (s1 + s2 + 2rp+ 4)/p. 
Now we are in the position to prove Theorem 7.2.
Proof of Theorem 7.2. We shall prove the result for the case of 0 < p <∞
only. The proof below with slight modifications works equally well for the case
p =∞.
For simplicity, we use the Greek letters γ, β, . . . to denote indices in the set
Λd+1n . By Lemma 7.5, for each γ := (i, j) ∈ Λd+1n there exists a polynomial sγ ∈
Πd+1(d+1)(r−1) such that
‖f − sγ‖Lp(I∗γ ) ≤ C(p, r, d)W r(f, I∗γ )p,(7.24)
where
W r(f, I∗γ )p := ω
r(f, I∗γ ; ed+1)p + ω
r(f, Sγ ; E(x∗i ))p.
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Let {qγ : γ ∈ Λd+1n } ⊂ Πd+1⌊n/(r(d+1))⌋ be the polynomial partition of the unity as
given in Theorem 6.1 and Remark 6.3 with a large parameter m > 2d + 2, to be
specified later. Define
Pn(ξ) :=
∑
γ∈Λd+1n
sγ(ξ)qγ(ξ) ∈ Πd+1n .
Clearly, it is sufficient to prove that
(7.25) ‖f − Pn‖Lp(G) ≤ Cωrloc(f,
1
n
)p.
To show (7.25), we write, for each β ∈ Λd+1n ,
f(ξ)− Pn(ξ) = f(ξ)− sβ(ξ) +
∑
γ∈Λd+1n
(sβ(ξ)− sγ(ξ))qγ(ξ).
It follows by Theorem 6.1 that
‖f − Pn‖pLp(Iβ) ≤ Cp‖f − sβ‖
p
Lp(Iβ)
+ Cp
∑
γ∈Λd+1n
‖sβ − sγ‖pLp(Iβ)(1 + ‖β − γ‖∞)
−mp1 ,
where p1 := min{p, 1}. Using (7.24), we then reduce to showing that
Σ′n :=
∑
β∈Λd+1n
∑
γ∈Λd+1n
‖sβ − sγ‖pLp(Iβ)(1 + ‖β − γ‖∞)
−mp1 ≤ Cωrloc(f,
1
n
)pp.(7.26)
To show (7.26), we claim that there exists a positive number s3 = s3(p, d, r)
such that for any γ, β ∈ Λd+1n ,
(7.27) ‖sγ − sβ‖pLp(Iγ ) ≤ C(1 + ‖γ − β‖∞)s3p
∑
η∈Ik0 (γ)
W r(f, I∗η )
p
p,
where k0 := 1 + ‖β − γ‖∞, and
It(γ) := {η ∈ Λd+1n : ‖γ − η‖∞ ≤ t} for γ ∈ Λd+1n and t > 0.
For the moment, we assume (7.27) and proceed with the proof of (7.26). Indeed,
we have
Σ′n ≤ C
∑
β∈Λd+1n
∞∑
k=1
k−mp1
∑
γ∈Ik(β)\Ik−1(β)
‖sβ − sγ‖pLp(Iβ),
which, using (7.27), is bounded above by
C
∞∑
k=1
k−mp1+s3p+2d+2
∑
η∈Λd+1n
W r(f, I∗η )
p
p.
Choosing the parameterm to be bigger than s3p/p1+(2d+4)/p1, we then prove (7.26).
It remains to prove the claim (7.27). A crucial ingredient in the proof is to
construct a sequence {γ1, . . . , γN0} of distinct indices in Λd+1n with the properties
that N0 ≤ C(1 + ‖γ − β‖∞)2, γ1 = γ, γN0 = β, and for j = 0, . . . , N0 − 1,
Iγj ⊂ I∗γj+1 and ‖γj − γ‖ ≤ 1 + ‖γ − β‖.(7.28)
Indeed, once such a sequence is constructed, then we have
‖sγ − sβ‖pLp(Iγ) ≤ N
max{p,1}−1
0
N0−1∑
j=1
‖sγj − sγj+1‖pLp(Iγ),
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which, using (7.28) and Lemma 7.8 with ℓ = ℓ(p, r, d) > 0, is estimated above by
≤ CNmax{p,1}−10 (1 + ‖γ − β‖∞)ℓp
N0−1∑
j=1
‖sγj − sγj+1‖pLp(Iγj ).
However, using (7.28) and (7.24), we have that
‖sγj − sγj+1‖pLp(Iγj ) ≤Cp
[
‖f − sγj‖pLp(Iγj ) + ‖f − sγj+1‖
p
Lp(I∗γj+1
)
]
≤C(p, r, d)
[
W r(f, I∗γj )
p
p +W
r(f, I∗γj+1 )
p
p
]
.
Putting the above together, we prove the claim (7.27) with s3 := ℓ+ 2max{1, 1p}.
Finally, we construct the sequence {γ1, . . . , γN0} as follows. Assume that γ =
(k, l), and β = (k′, l′). Without loss of generality, we may assume that l ≤ l′. (The
case l > l′ can be treated similarly.) Recall that ∆i :=
{
x ∈ Rd : ‖x−xi‖∞ ≤ bn
}
,
where xi is the center of the cube ∆i. Let {zj}n0+1j=0 be a sequence of points on the
line segment [xk, xk′ ] satisfying that z0 = xk, zn0+1 = xk′ , ‖zj − zj+1‖∞ = 3bn for
j = 0, 1, . . . , n0−1 and 3bn ≤ ‖zn0−zn0+1‖∞ < 6bn , where n0+1 ≤ 23‖k−k′‖∞. Let
ij ∈ Λdn be such that zj ∈ ∆ij for 0 ≤ j ≤ n0 + 1. Since 3bn ≤ ‖zj − zj+1‖∞ ≤ 6bn ,
the cubes ∆ij are distinct and moreover
(7.29) ∆ij ⊂ 9∆ij+1 , j = 0, 1, . . . , n0.
In particular, this implies that i0 = k and in0+1 = k
′. It can also be easily seen
from the construction that for j = 0, . . . , n0 + 1,
(7.30) ‖ij − k‖∞ ≤ ‖k− k′‖∞ + 1.
Next, we order the indices (ij, k), 0 ≤ j ≤ n0 + 1, l ≤ k ≤ l′ as follows:
(i0, l), (i0, l + 1), . . . , (i0, l
′), (i1, l′), (i1, l′ − 1), . . . , (i1, l), (i2, l), . . . , (in0+1, l′).
We denote the resulting sequence by {γ1, γ2, . . . , γN0}, where
N0 ≤ (1 + |l − l′|)(n0 + 2) ≤ (1 + ‖γ − β‖∞)2.
Clearly, γ1 = γ, and γN0 = β. Moreover, by (7.30), we have ‖γj − γ‖∞ ≤ 1 + ‖γ −
β‖∞ for j = 1, . . . , N0, whereas by (7.29), Iγj ⊂ I∗γj+1 for j = 0, . . . , N0 − 1. This
completes the proof. 
CHAPTER 8
Camparison with average moduli
In this chapter, we shall prove that the moduli of smoothness, defined in (2.13)
can be controlled above by Ivanov’s moduli of smoothness, defined in (1.3). By
Remark 2.6, it is enough to show
Theorem 8.1. There exist a parameter A0 > 1 and a constant A > 1 such
that for any 0 < q ≤ p ≤ ∞,
ωrΩ(f,
1
n
;A0)p ≤ Cτr(f, A
n
)p,q,
where the constant C is independent of f and n.
As a result, we may establish the Jackson inequality for Ivanov’s moduli of
smoothness for any dimension d ≥ 1 and the full range of 0 < q ≤ p ≤ ∞.
Corollary 8.2. If f ∈ Lp(Ω), 0 < q ≤ p ≤ ∞ and r ∈ N, then
En(f)p ≤ Cr,Ωτr(f, A
n
)p,q.
Recall that for S ⊂ Rd,
Srh :=
{
ξ ∈ S : [ξ, ξ + rh] ⊂ S
}
, r > 0, h ∈ Rd.
The proof of Theorem 8.1 relies on the following lemma, which generalizes Lemma 7.4
of [16].
Lemma 8.3. Let r ∈ N, h ∈ Rd and δ0 ∈ (0, 1). Assume that (S,E) is a pair
of subsets of Rd satisfying that for each ξ ∈ Srh, there exists a convex subset Eξ of
E such that |Eξ| ≥ δ0|E| and [ξ, ξ + rh] ⊂ Eξ. Then for any 0 < q ≤ p < ∞ and
f ∈ Lp(E), we have
(8.1) ‖△rh(f, S, ·)‖Lp(S) ≤ C(q, d, r)
(∫
S
( 1
δ0|E|
∫
E
∣∣△r(η−ξ)/r(f, E, ξ)∣∣q dξ) pq dη) 1p ,
where the constant C(q, d, r) is independent of S, E and q if q ≥ 1.
Lemma 8.3 was proved in [16, Lemma 7.4] in the case when p = q and E = S
is convex. For the general case, it can be obtained by modifying the proof there.
Proof. The proof is based on the following combinatorial identity, which was
proved in [16, Lemma 7.3]: if ξ, η ∈ Rd and f is defined on the convex hull of the
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set {ξ, ξ + rh, η}, then
△rhf(ξ) =
r−1∑
j=0
(−1)j
(
r
j
)
△rf
[
ξ + jh,
j
r
(ξ + rh) + (1 − j
r
)η
]
(8.2)
−
r∑
j=1
(−1)j
(
r
j
)
△rf
[
(1− j
r
)ξ +
j
r
η, ξ + rh
]
,
where we used the notation △rf [u, v] := △r(v−u)/rf(u) for u, v ∈ Rd.
Since Eξ is a convex set containing the line segment [ξ, ξ+rh] for each ξ ∈ Srh,
we obtain from (8.2) that for ξ ∈ Srh,
|△rhf(ξ)| ≤Cr max
0≤j≤r−1
( 1
|Eξ|
∫
Eξ
∣∣∣△rf[ξ + jh, j
r
(ξ + rh) + (1 − j
r
)η
]∣∣∣q dη) 1q
+ Cr max
1≤j≤r
( 1
|Eξ|
∫
Eξ
∣∣∣△rf[(1− j
r
)ξ +
j
r
η, ξ + rh
]∣∣∣q dη) 1q .
Taking the Lp-norm over the set Srh on both sides of this last inequality, we obtain(∫
Srh
|△rhf(ξ)|p dξ
) 1
p ≤Crδ−
1
q
0
[
max
0≤j≤r−1
Ij(h) + max
1≤j≤r
Kj(h)
]
,
where
Ij(h) : =
(∫
Srh
( 1
|E|
∫
Eξ
∣∣∣△rf[ξ + jh, j
r
(ξ + rh) + (1− j
r
)η
]∣∣∣q dη) pq dξ) 1p ,
Kj(h) : =
(∫
Srh
( 1
|E|
∫
Eξ
∣∣∣△rf[(1− j
r
)ξ +
j
r
η, ξ + rh
]∣∣∣q dη) pq dξ) 1p .
For the term Ij(h) with 0 ≤ j ≤ r − 1, we have
Ij(h) =
(∫
Srh+jh
( 1
|E|
∫
Eu−jh
∣∣∣△rf[u, j
r
(u + (r − j)h) + (1− j
r
)η
]∣∣∣q dη) pq du) 1p
≤ rd/q
(∫
Srh+jh
( 1
|E|
∫
Eu−jh
∣∣∣△rf [u, v]∣∣∣q dv) pq du) 1p ,
where we used the change of variables u = ξ + jh in the first step, the change of
variables v = jr (u+ (r − j)h) + (1− jr )η and the fact that each set Eξ is convex in
the second step. Since [u, v] ⊂ Eu−jh ⊂ E whenever u ∈ Srh + jh and v ∈ Eu−jh
and since △rf [u, v] = △rf [v, u], it follows that
Ij(h) ≤ rd/q
(∫
S
( 1
|E|
∫
E
∣∣∣△r(u−v)/r(f, E, v)∣∣∣q dv) pq du) 1p .
The terms Kj(h), 1 ≤ j ≤ r can be estimated in a similar way. In fact, making
the change of variables u = ξ + rh and v = (1 − jr )(u − rh) + jrη, we obtain
Kj(h) =
(∫
S−rh
( 1
|E|
∫
Eu−rh
∣∣∣△rf[(1− j
r
)(u − rh) + j
r
η, u
]∣∣∣q dη) pq du) 1p
≤ rd/q
(∫
S−rh
( 1
|E|
∫
Eu−rh
∣∣∣△rf [v, u]∣∣∣q dv) pq du) 1p
≤ rd/q
(∫
S
( 1
|E|
∫
E
∣∣∣△r(u−v)/r(f, E, v)∣∣∣q dv) pq du) 1p .
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Putting the above together, we complete the proof. 
We are now in a position to prove Theorem 8.1.
Proof of Theorem 8.1. We shall prove Theorem 8.1 for p < ∞ only. The
case p = ∞ can be deduced by letting p → ∞. In fact, all the general constants
below are independent of p as p→∞.
By Lemma 2.4, there exists δ0 ∈ (0, 1) such that Ω \ Ω(δ0) ⊂
⋃m0
j=1Gj , where
Ω(δ0) := {ξ ∈ Ω : dist(ξ,Γ) > δ0}.
We claim that for any 0 < t < δ08diam(Ω)+8 ,
sup
‖h‖≤t
∥∥∥△rhϕΩ(h,·)(f,Ω, ·)∥∥∥Lp(Ω(δ0)) ≤ Cq,dτr(f,A1t)p,q.(8.3)
Indeed, using Fubini’s theorem and Lemma 7.4, we have
sup
‖h‖≤t
∥∥∥△rhϕΩ(h,·)f∥∥∥Lp(Ω(δ0)) ≤ Cd sup‖h‖≤t
∥∥∥△rhf∥∥∥
Lp(Ω(δ0/2))
.
Let {ω1, . . . , ωN} be a subset of Ω(δ0/2) such that min1≤i6=j≤N ‖ωi − ωj‖ ≥ t and
Ω(δ0/2) ⊂
⋃N
j=1 Bj , where Bj := Bt(ωj). Using Lemma 8.1, we then have
sup
‖h‖≤t
∥∥∥△rhf∥∥∥p
Lp(Ω(δ0/2))
≤ Cp
N∑
j=1
sup
‖h‖≤t
∥∥∥△rh(f, 2Bj, ·)∥∥∥p
Lp(Bj)
≤ Cq
N∑
j=1
∫
2Bj
( 1
td+1
∫
B4t(ξ)
|△r(η−ξ)/rf(ξ)|q dξ
) p
q
dη ≤ Cq,dτr(f,A1t)pp,q.
This proves the claim (8.3).
Now using (8.3) and Definition 2.5, we reduce to showing that for each xi-
domain G ⊂ Ω attached to Γ, and a sufficiently large parameter A0,
(8.4) ω˜rG(f,
1
n
;A0)Lp(G) ≤ Cτr(f,
A1
n
)p,q
and
(8.5) sup
0<s≤ 1n
‖△rsϕΩ(ei,·)ei(f,G, ·)‖Lp(G) ≤ Cτr(f,
A1
n
)p,q.
Without loss of generality, we may assume that ei = ed+1, G takes the form (6.18)
with small base size b ∈ (0, 1), and n ≥ N0, where N0 is a large positive integer
depending only on the set Ω. We follow the same notations as in Chapter 7.1 with
sufficiently large parameters m0 and m1. Thus, {Ii,j : (i, j) ∈ Λd+1n } is a partition
of G, and Si,j ⊂ Ii,j is the compact parallepiped as defined in(7.7).
We start with the proof of (8.4). Given a parameter ℓ > 1, we define
S⋄i,j :=
{
(x, y) : x ∈ (ℓ∆∗i ) ∩ [−2b, 2b]d, Hi(x)− α∗j+m1 +
M0 − ℓ
n2
≤ y ≤
≤ Hi(x)− α∗j−m1 −
M0 − ℓ
n2
}
,
where ℓ∆∗i denotes the dilation of the cube ∆
∗
i from its center xi. We choose the
parameter ℓ sufficiently large so that
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(i) for any ξ = (ξx, ξy) ∈ Ii,j and u ∈ Bn−1(ξx) ⊂ Rd,
[
ξ, ξ + rnζk(u)
]
⊂ S⋄i,j for
all 1 ≤ k ≤ d;
(ii) there exists a constant c0 > 0 such that Ii,j ⊂ S⋄i,j ⊂ G∗ whenever i ∈ Λdn and
j ≥ c0ℓ.
Furthermore, we may also choose the parameter A0 large enough so that with
Λd+1n,ℓ := {(i, j) ∈ Λd+1n : c0ℓ ≤ j ≤ n},
Gn :=
{
ξ ∈ G : dist(ξ, ∂′G) ≥ A0
n2
}
⊂
⋃
(i,j)∈Λd+1n,ℓ
Ii,j .
With the above notation, we have that for any 0 < s ≤ 1n and k = 1, . . . , d,
nd
∫
Gn
∫
‖u−ξx‖≤ 1n
|△rsζk(u)(f,G∗, ξ)|p dudξ ≤ Cd
∑
(i,j)∈Λd+1n,ℓ
sup
ζ∈Sd
∫
S⋄
i,j
|△rsζ(f, S⋄i,j, ξ)|pdξ,
which, using Lemma 8.3, is estimated above by
(8.6) Cq,d,r
∑
(i,j)∈Λd+1n,ℓ
∫
S⋄
i,j
( 1
|S⋄i,j |
∫
S⋄
i,j
∣∣△r(η−ξ)/rf(ξ)∣∣q dξ) pq dη.
However, By Lemma 6.7, there exists a constant A1 > 1 such that for each (i, j) ∈
Λd+1n,ℓ ,
U(ηi,j ,
1
nA1
) ⊂ S⋄i,j ⊂ U(ηi,j ,
A1
2n
) for some ηi,j ∈ S⋄i,j .
Thus, by Remark 6.9, the sum in (8.6) is controlled above by a constant multiple
of ∫
Ω
( 1
|U(ξ, A1n )|
∫
U(ξ,
A1
n )
∣∣△r(η−ξ)/r(f,Ω, ξ)∣∣q dξ) pq dη = τr(f, A1n )pp,q.
This completes the proof of (8.4).
It remains to prove (8.5). First, by the C2 assumption of the domain Ω (see,
e.g. [40]), there exists a constant r0 ∈ (0, 1) such that for each ξ = (ξx, ξy) ∈ G,
there exists a closed ball Bξ ⊂ G∗ of radius r0 ∈ (0, 1) that touches the boundary
Γ at the point γ(ξ) := (ξx, g(ξx)). Given a large parameter A, we define
(8.7) Eξ :=
{
η ∈ Bξ : dist(η, Tξ) ≤ A
n2
}
, ξ ∈ G,
where Tξ denotes the tangent plane to Γ at the point γ(ξ). Clearly, Eξ ⊂ G∗ is
convex,
(8.8) U(γ(ξ),
c1
n
) ⊂ Eξ ⊂ U(γ(ξ), c2
n
),
where the constants c1, c2 > 0 depend only on G and the parameter A. Next, recall
that S∗i,j is the compact parallepiped defined in (7.8). By definition, there exists a
positive integer j0 depending only on G such that S
∗
i,j ⊂ G∗ whenever j0 < j ≤ n.
Furthermore, according to Lemma 6.7, we have that
(8.9) sup
ξ∈S∗
i,j
‖ξ − γ(ξ)‖ ≤ c3
n2
, for 0 ≤ j ≤ j0,
and
(8.10) U(ηi,j ,
c4
n
) ⊂ I∗i,j ⊂ S∗i,j ∩G∗ ⊂ U(ηi,j ,
c5
n
), ∀(i, j) ∈ Λd+1n ,
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for some point ηi,j ∈ Ii,j , where c3, c4, c5 are positive constants depending only on
the set G. By (8.9), we may choose the parameter A in (8.7) large enough so that
if 0 ≤ j ≤ j0 and ξ ∈ I∗i,j , then [ξ, γ(ξ)] ⊂ Eξ. Note that if ξ ∈ I∗i,j with 0 ≤ j ≤ j0,
then by (8.10) and (8.9),
ρΩ(ηi,j , γ(ξ)) ≤ c6
n
,
where c6 > 0 is a constant depending only on G. Now we define, for (i, j) ∈ Λd+1n ,
Ei,j =
{
S∗i,j, if j0 < j ≤ n,
U(ηi,j ,
c2+c6
n ), if 0 ≤ j ≤ j0.
Thus, Ei,j ⊂ G∗, and by (8.8), (8.9) and (8.10), we have that for ≤ j ≤ j0.
(8.11)
⋃
ξ∈I∗
i,j
Eξ ⊂
⋃
ξ∈I∗
i,j
U(γ(ξ),
c2
n
) ⊂ Ei,j .
Thus, setting e = ed+1, and using Lemma 7.4, we have
sup
0<s≤ 1n
‖△rsϕΩ(ei,·)ei(f,G, ·)‖pLp(G) ≤ Cn
∫ 1
n
0
∫
G
|△rsϕG(e,ξ)e(f,G, ξ)|p dξds
≤ C
∑
(i,j)∈Λd+1n
sup
0<s≤ cj2
n3
∫
I∗
i,j
|△rse(f, I∗i,j , ξ)|pdξ.
However, by (8.8), (8.11) and Lemma 8.3, this last sum can be estimated above by
a constant multiple of∑
(i,j)∈Λd+1n
∫
I∗
i,j
( 1
|Ei,j |
∫
Ei,j
|△r(η−ξ)/r(f,Ω, ξ)|qdη
) p
q
dξ
≤ C
∑
(i,j)∈Λd+1n
∫
I∗
i,j
( 1
|U(ξ, A1n )|
∫
U(ξ,
A1
n )
|△r(η−ξ)/r(f,Ω, ξ)|qdη
) p
q
dξ ≤ Cτr(f, A1
n
)pp,q,
where A1 := 2(c2 + c5 + c6). This completes the proof. 

CHAPTER 9
Bernstein’s inequality
9.1. Bernstein inequality on domains of special type in R2
Our main goal in this section is to establish a Bernstein type inequality related
to tangential derivatives on a domain G ⊂ R2 of special type. Without loss of
generality, we may assume that the domain G takes the form,
(9.1) G :=
{
(x, y) : x ∈ (−a, a), g(x)− a < y ≤ g(x)
}
,
for some constant a ≥ 1 and function g ∈ C2[−2a, 2a] satisfying that g(x) ≥ 4a
for all x ∈ [−2a, 2a], (since otherwise, we may rescale the domain G or consider a
reflection of G). Then for a parameter µ ∈ (0, 2],
G(µ) : = {(x, y) : x ∈ (−µa, µa), g(x)− µa < y ≤ g(x)},(9.2)
∂′G(µ) : = {(x, g(x)) : x ∈ (−µa, µa)},
and ∂′G = ∂′G(1).
For (x, y) ∈ G(2), define
(9.3) δ(x, y) := g(x)− y and ϕn(x, y) :=
√
δ(x, y) +
1
n
, n = 1, 2, . . . .
According to Lemma 6.7, we have
(9.4) δ(x, y) = g(x)− y ∼ dist(ξ, ∂′G), ∀ξ = (x, y) ∈ G,
Next, for each fixed x0 ∈ [−a, a], we define an ℓ-th order differential operator
Dℓx0 by
(9.5) Dℓx0 :=
(
∂1 + g
′(x0)∂2
)ℓ
=
ℓ∑
i=0
(
ℓ
i
)
(g′(x0))i∂ℓ−i1 ∂
i
2.
Thus, up to a constant, Dℓx0 is the ℓ-th order directional derivative in the direction
of (1, g′(x0)) (i.e., the tangential direction to ∂′G at the point (x0, g(x0))). We also
define the operator Dℓ by
Dℓf(x, y) := (Dℓxf)(x, y), (x, y) ∈ G, f ∈ C1(G).
Note that the operators Dℓ and ∂2 are commutative, as can be easily seen from the
definition.
Finally, let M denote a constant satisfying that M > 10 and
(9.6) ‖g′′‖L∞([−2a,2a]) ≤M and |g′(0)| ≤M.
In this section, we shall prove
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Theorem 9.1. If 0 < p ≤ ∞, λ ∈ (1, 2) and f ∈ Π2n, then
(9.7) ‖ϕinDr∂i+j2 f‖Lp(G) ≤ cnr+i+2j‖f‖Lp(G∗), r, i, j = 0, 1, . . . ,
where G∗ = G(λ), and c is a positive constant depending only on M , λ, r, i, j, and
p.
A slightly stronger inequality can be deduced from Theorem 9.1:
Corollary 9.2. Let λ ∈ (1, 2) and µ > 1 be two given parameters. Let
ϕ∗n(x, y) := min{µϕn(x, y), (λ − 1)a} for (x, y) ∈ G. If 0 < p ≤ ∞ and f ∈ Π2n,
then ∥∥∥ϕn(x, y)i max|t|≤ϕ∗n(x,y)
∣∣∣Drx+t∂i+j2 f(x, y)∣∣∣∥∥∥
Lp(G;dxdy)
(9.8)
≤ cµrnr+2j+i‖f‖Lp(G∗), r, i, j = 0, 1, . . . ,
where G∗ = G∗(λ).
For the moment, we take Theorem 9.1 for granted and show how it implies
Corollary 9.2.
Proof of Corollary 9.2 (assuming Theorem 9.1). For any fixed x0, t ∈
[−a, a], we have
(9.9) Dx0+t = Dx0 +
(
g′(x0 + t)− g′(x0)
)
∂2 = Dx0 + |t|O(x0, t)∂2,
where supx,t∈[−a,a] |O(x, t)| ≤M . Since the operators ∂2 and Dix0 are commutative,
we obtain from (9.9) that if (x0, y0) ∈ G and |t| ≤ ϕ∗n(x0, y0), then∣∣∣ϕn(x0, y0)iDrx0+t∂i+j2 f(x0, y0)∣∣∣ ≤ Cµr maxr1+r2=rϕn(x0, y0)i+r2 |Dr1x0∂i+j+r22 f(x0, y0)|.
It then follows from Theorem 9.1 that∥∥∥ϕn(x, y)i max|t|≤ϕ∗n(x,y)
∣∣∣Drx+t∂i+j2 f(x, y)∣∣∣∥∥∥
Lp(G;dxdy)
≤ Cµr max
r1+r2=r
∥∥∥ϕi+r2n Dr1∂i+r2+j2 f‖Lp(G) ≤ Cµrni+r+2j‖f‖Lp(G∗).
This completes the proof of Corollary 9.2. 
The rest of this section is devoted to the proof of Theorem 9.1. We start
with the following simple lemma, which is a direct consequence of the univariate
Bernstein inequality for algebraic polynomials:
Lemma 9.3. Assume that f ∈ C(G) satisfies that f(x, ·) ∈ Π1n for each fixed
x ∈ [−a, a]. Then for 0 < p ≤ ∞ and λ ∈ (1, 2),
‖ϕin∂i+j2 f‖Lp(G) ≤ cni+2j‖f‖Lp(G∗), i, j = 0, 1, . . . ,
where G∗ = G∗(λ), and c is a positive constant depending only on M , µ, i+ j and
p.
Proof. If P is an algebraic polynomial of one variable of degree ≤ n, then by
the univariate Bernstein inequality ([19, Lemma 2.2] or [10, p. 265]), we have that
for any b > 0 and α > 1,
(9.10)
∥∥∥(√b−1t+ n−1)iP (i+j)(t)∥∥∥
Lp([0,b],dt)
≤ Cαni+2jb−(i+j)‖P‖Lp([0,αb]).
Lemma 9.3 then follows by integration over vertical line segments. 
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To illustrate the idea, we shall first prove Theorem 9.1 for the case of r = 1
in Section 9.2, which is relatively simpler, but already contains the crucial ideas
required for the proof for r > 1. The proof of Theorem 9.1 for r > 1 is technically
more involved and will be given in Section 9.3.
9.2. Proof of Theorem 9.1 for r = 1
We start with some necessary notations. Write λ := 1 + 1Mλ . Without loss
of generality, we may assume that M = Mλ, where M > 10 is a constant satis-
fying (9.6). We shall keep this assumption for the rest of this section. Given a
parameter A > 0, we define
QA(z, t) := g(z) + g
′(z)t− A
2
t2, z ∈ [−λa, λa], t ∈ R.
By Taylor’s theorem, if z, z + t ∈ [−λa, λa], then
(9.11) g(z + t)−QA(z, t) =
∫ z+t
z
[A+ g′′(u)](z + t− u) du.
Of crucial importance in our proof is the fact that every point (x, y) ∈ G can be
represented uniquely in the form (z + t, QA(z, t)). To be more precise, set
EA :=
{
(z, t) ∈ R2 : z, z + t ∈ [−λa, λa], |t| ≤ a0 :=
√
2aλ
A+M
}
,
and define the mapping ΦA : EA → R2 by
(9.12) ΦA(z, t) = (x, y) :=
(
z + t, QA(z, t)
)
, (z, t) ∈ EA.
Also, we denote by Φ+A and Φ
−
A the restrictions of ΦA on the sets E
+
A and E
−
A
respectively, where E+A = {(z, t) ∈ EA : t ≥ 0} and E−A = {(z, t) ∈ EA : t ≤ 0}.
We collect some useful facts related to the mapping ΦA : EA → R2 in the
following lemma, which will play an important role in the proof of Theorem 9.1:
Lemma 9.4. Given a parameter A ≥ A := 10M2 +M + 1, the following state-
ments hold with G∗ = G∗(λ):
(i) G ⊂ ΦA(E+A ) ⊂ ΦA(EA) ⊂ G∗. Moreover, both the mappings Φ+A : E+A → G∗
and Φ−A : E
−
A → G∗ are injective.
(ii) If (z, t) ∈ EA, then
(9.13)
∣∣det (JΦA(z, t))∣∣ ≡ ∂(x, y)∂(z, t) = (A+ g′′(z))|t|.
(iii) Every (x, y) ∈ G can be represented uniquely in the form (x, y) = ΦA(z, t)
with (z, t) ∈ E+A and 0 ≤ t ≤ a1, where
a1 := a1(M,a,A) :=
√
2a
A−M < a0.
(iv) Let uA be the function on the set ΦA(E
+
A ) such that for every (x, y) = ΦA(z, t)
with (z, t) ∈ E+A ,
(9.14) uA(x, y) = g
′(z + t)− g′(z) +At =: wA(z, t).
Then for every (x, y) ∈ ΦA(E+A ),
(9.15)
(A−M)√2√
A+M
√
δ(x, y) ≤ uA(x, y) ≤ (A+M)
√
2√
A−M
√
δ(x, y).
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Lemma 9.4 with several different parameters A is required in our proof of
Theorem 9.1 for r > 1. However, for the proof in the case of r = 1, it will be
enough to have this lemma for one fixed parameter A ≥ A¯ only.
Proof. (i) First, the relation G ⊂ ΦA(E+A ) follows directly from the statement
(iii), which will proven later. Next, we prove that ΦA(EA) ⊂ G∗. Indeed, if (x, y) =
ΦA(z, t) with (z, t) ∈ EA, then x = z + t ∈ [−aλ, aλ] and by (9.11),
(9.16) g(x)− y = g(z + t)−QA(z, t) =
∫ z+t
z
(g′′(u) +A)(z + t− u) du.
Since |t| ≤ a0, this implies that 0 ≤ g(x) − y ≤ (M + A)a20/2 = aλ, which shows
that (x, y) ∈ G∗.
Finally, we show that both of the mappings Φ+A and Φ
−
A are injective. Assume
that ΦA(z1, t1) = ΦA(z2, t2) for some (z1, t1), (z2, t2) ∈ EA with t1t2 ≥ 0 and
t2 ≥ t1. Then z1+t1 = z2+t2 =: x¯, QA(z1, t1) = QA(z2, t2), and hence, using (9.16),
we obtain that for i = 1, 2,
g(x¯)−QA(zi, ti) = g(zi + ti)−QA(zi, ti) =
∫ ti
0
[g′′(x¯− v) +A]v dv,
which implies
(9.17)
∫ t2
t1
(
g′′(x¯− v) +A
)
v dv = 0.
Since g′′(x¯ − v) + A ≥ A − M > 0 and v doesn’t change sign on the interval
[t1, t2], (9.17) implies that t1 = t2, which in turn implies that z1 = z2. Thus, both
Φ+A and Φ
−
A are injective.
(ii) Equation (9.13) can be verified by straightforward calculations.
(iii) It suffices to show that the existence of the representation (x, y) = ΦA(z, t) ∈
G, as the uniqueness follows directly from the already proven fact that the map-
ping Φ+A is injective. Note first that −a ≤ x ≤ a, and g(x) − a ≤ y ≤ g(x).
Since a ≥ 1 and A ≥ A¯ > 2M2 + M , it follows that for every t ∈ [0, a1],
−aλ < −a− a1 ≤ x− t ≤ a, Thus, using (9.11), we obtain that for any t ∈ [0, a1],
h(t) := g(x)−QA(x− t, t) =
∫ x
x−t
(g′′(u) +A)(x− u) du.
Clearly, h is a continuous function on [0, a1] satisfying that h(0) = 0 and
h(a1) ≥ (A−M)
∫ a1
0
v dv = a.
Since 0 ≤ g(x)−y ≤ a, it follows by the Intermediate Value theorem that there exists
t0 ∈ [0, a1] such that h(t0) = g(x)−y, which in turn implies that y = QA(x−t0, t0).
This shows that (x, y) = ΦA(x− t0, t0). Since A ≥ A > M + 2Mλ−1 = 2M2 +M , we
have a1 < a0.
(iv) Let (x, y) = ΦA(z, t) with (z, t) ∈ E+A . By (9.14) and the mean value
theorem, we have
(9.18) (A−M)t ≤ uA(x, y) ≤ (A+M)t.
On the other hand, however, using (9.11), we have that
g(x)− y = g(z + t)−QA(z, t) =
∫ z+t
z
(g′′(u) +A)(z + t− u) du,
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which in particular implies
(9.19) (A−M) t22 ≤ g(x)− y ≤ (A+M) t
2
2 .
Finally, combining (9.18) with (9.19), we deduce the desired estimates (9.15). 
We are now in a position to prove Theorem 9.1 for r = 1.
Proof of Theorem 9.1 for r = 1. If f ∈ Π2n and x ∈ [−2a, 2a], thenDxf(x, ·)
is a polynomial of degree at most n of a single variable. Since the operators D and
∂2 are commutative, it follows from Lemma 9.3 that
‖ϕinD∂i+j2 f‖Lp(G) = ‖ϕin∂i+j2 Df‖Lp(G) ≤ Cαni+2j‖Df‖Lp(G∗(√λ)).
Thus, it is sufficient to show that for any λ ∈ (1, 2),
(9.20) ‖Df‖Lp(G) ≤ Cn‖f‖Lp(G∗), ∀f ∈ Π2n,
whereG∗ = G∗(λ). Recall that we may assume, without loss of generality,M = 1λ−1
satisfies (9.6). Also, in our proof below, we shall always assume that p < ∞. The
case p =∞ can be treated similarly, and in fact, is simpler.
To prove (9.20), we set
I := ‖Df‖pLp(G) =
∫∫
G
∣∣∣Dxf(x, y)|p dxdy,
and let A ≥ A¯ be a fixed parameter. Using Lemma 9.4 (i) and (ii), and performing
the change of variables x = z + t and y = QA(z, t), we obtain
I =
∫∫
(Φ+A)
−1(G)
∣∣∣Dz+tf(ΦA(z, t))∣∣∣p(A + g′′(z))t dzdt.
A straightforward calculation shows that for each (z, t) ∈ EA,
(9.21) Dz+tf(ΦA(z, t)) = d
dt
[
f(ΦA(z, t))
]
+ wA(z, t)∂2f(ΦA(z, t)),
where wA(z, t) = g
′(z + t)− g′(z) +At. Thus, I ≤ 2p(I1 + I2), where
I1 :=
∫∫
(Φ+A)
−1(G)
∣∣∣ d
dt
[
f(ΦA(z, t))
]∣∣∣p(A+ g′′(z))t dzdt,(9.22)
I2 :=
∫∫
(Φ+A)
−1(G)
|wA(z, t)|p|∂2f(ΦA(z, t))|p(A+ g′′(z))t dzdt.
For the double integral I2, performing the change of variables (x, y) = Φ
+
A(z, t),
and using Lemma 9.4 (i), (ii) and (iv), we obtain
I2 =
∫∫
G
|uA(x, y)|p|∂2f(x, y)|p dxdy ≤ C
∫∫
G
|
√
δ(x, y)∂2f(x, y)|p dxdy
=
∫ a
−a
∫ g(x)
g(x)−a
|
√
δ(x, y)∂2f(x, y)|p dydx.
It then follows by the Markov-Bernstein-type inequality (9.10) that
I2 ≤ Cnp
∫ a
−a
∫ g(x)
g(x)−λa
|f(x, y)|p dydx ≤ Cnp‖f‖pLp(G∗).
Thus, it remains to prove that
(9.23) I1 ≤ Cpnp‖f‖pLp(G∗).
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Since A ≥ A¯, we have a0 < a2M . Thus, using Lemma 9.4 (iii), we obtain that in the
zt-plane,
(9.24) (Φ+A)
−1(G) ⊂ [−a− a1, a]× [0, a1] ⊂ [−a− a0, a]× [−a0, a0] ⊂ EA.
It follows that
I1 ≤ C(A)
∫ a
−a−a1
[∫ a1
0
∣∣∣ d
dt
[
f(z + t, QA(z, t))
]∣∣∣p|t| dt] dz.
Using Bernstein’s inequality with doubling weights for algebraic polynomials (see
[32, Theorem 7.3] for p ≥ 1, and [22, Theorem 3.1] for 0 < p < 1), we obtain
I1 ≤ C(M,p)np
∫ a
−a−a1
[∫ a0
−a0
∣∣∣f(z + t, QA(z, t))∣∣∣p|t| dt] dz
≤ C(M,p)np
∫∫
EA
|f(z + t, QA(z, t))|p|t| dzdt.
Splitting this last double integral into two parts
∫∫
E+A
+
∫∫
E−A
, and applying the
change of variables (x, y) = ΦA(z, t) to each of them separately, we obtain that
I1 ≤ C(M,p)np
∫∫
E+A∪E−A
|f(ΦA(z, t))|p(A+ g′′(z))|t| dzdt
≤ C(M,p)np
[∫∫
Φ(E+A)
|f(x, y)|pdxdy +
∫∫
Φ(E−A )
|f(x, y)|pdxdy
]
≤ C(M,p)np‖f‖pLp(G∗),
where we used Lemma 9.4 (i), (ii) in the second step, and the fact that ΦA(EA) ⊂ G∗
(i.e., Lemma 9.4 (i)) in the third step. 
9.3. Proof of Theorem 9.1 for r > 1
The proof for r > 1 uses induction and Lemma 9.4 for several distinct param-
eters A. Recall that ΦA(z, t) = (z + t, QA(z, t)) for (z, t) ∈ EA, where
QA(z, t) := g(z) + g
′(z)t− A
2
t2, z ∈ [−λa, λa], t ∈ R.
The proof of Theorem 9.1 for r > 1 relies on the following two lemmas:
Lemma 9.5. Let (x0, y0) ∈ G and let (z0, t0) ∈ E+A be such that (x0, y0) =
ΦA(z0, t0), where A ≥ A¯ is an arbitrarily given parameter. Let f ∈ C∞(R2) and
define F (t) := f(ΦA(z0, t)) for t ∈ R. Then for any r ∈ N,
drF (t0)
dtr
= S1(A, x0, y0) + S2(A, x0, y0) + S3(A, x0, y0),(9.25)
where
S1(A, x0, y0) :=
r∑
j=0
(
r
j
)
(−uA(x0, y0))j(Dr−j∂j2f)(x0, y0),(9.26)
S2(A, x0, y0) :=
∑
i+j+2k=r
k≥1
r!
i!j!k!2k
(−uA(x0, y0))j(−A)k(Di∂j+k2 f)(x0, y0),(9.27)
S3(A, x0, y0) :=
∑
2(i+j)=r
r!
i!j!2r/2
(−A)j(Di∂j2f)(x0, y0).(9.28)
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Lemma 9.6. Given a positive integer r, there exist constants A0, A1, . . . , Ar
depending only on M , λ and r such that A¯ ≤ A0 < · · · < Ar and for any (x0, y0) ∈
G, and f ∈ Cr(R2),
(9.29) max
0≤v≤r
∣∣∣(δ(x0, y0))v/2(Dr−v∂v2f)(x0, y0)∣∣∣ ≤ c max
0≤v≤r
|S1(Av, x0, y0)| ,
where the constant c depends only on M , λ, r and a, and S1(A, x0, y0) is given
in (9.26).
For the proof of Lemma 9.5, we need the following additional lemma for com-
puting higher order derivatives of certain composite functions:
Lemma 9.7. Let f ∈ C∞(R2) and define F (t) := f(z+ t, Q(t)) for t ∈ R, where
z ∈ R and Q is a univariate polynomial of degree at most 2. Then for any r ∈ N,
drF
dtr
=
∑
i+j+2k=r
r!
i!j!k!2k
(Q′)j(Q′′)k(∂i1∂
j+k
2 f) +
∑
2(i+j)=r
r!
i!j!2r/2
(Q′′)j(∂i1∂
j
2f),
where the summations are taken over non-negative integers i, j, k, and the partial
derivatives are evaluated at (z + t, Q(t)).
Proof. This is a special case of the multivariate Fa´a di Bruno formula from [4,
p. 505]. 
The proofs of Lemma 9.5 and Lemma 9.6 are given as follows:
Proof of Lemma 9.5. Define f˜(u, v) := f(u, g′(x0)u+ v), (u, v) ∈ R2, and
rewrite the function F as
F (t) = f
(
z0 + t, QA(z0, t)
)
= f˜
(
z0 + t, Q(t)
)
,
where
Q(t) := QA(z0, t)− g′(x0)(z0 + t) = g(z0) + g′(z0)t− A
2
t2 − g′(z0 + t0)(z0 + t).
Clearly, for any (u, v) ∈ R2,
∂i1f˜(u, v) = Dix0f
(
u, g′(x0)u+ v
)
and ∂2f˜(u, v) = ∂2f
(
u, g′(x0)u+ v
)
.
Thus, to complete the proof of (9.25), we just need to apply Lemma 9.7 to the
function F (t), observing that
Q′(t0) = g′(z0)−At0 − g′(z0 + t0) = −wA(z0, t0) = −uA(x0, y0),
and Q′′(t) = −A. 
Proof of Lemma 9.6. Without loss of generality, we may assume that δ(x0, y0) >
0, since otherwise (9.29) holds trivially. First, using Lemma 9.4 (iv), we can find a
strictly increasing sequence of constants A0, A1, . . . , Ar ≥ A¯ depending only on M ,
λ and r such that for i = 0, 1, . . . , r − 1,
0 < cM ≤ uAi(x0, y0)√
δ(x0, y0)
< 2
uAi(x0, y0)√
δ(x0, y0)
<
uAi+1(x0, y0)√
δ(x0, y0)
≤ CM .
Next, setting
Bj = −
uAj(x0, y0)√
δ(x0, y0)
and uj :=
(
r
j
)
δ(x0, y0)
j
2Dr−j∂j2f(x0, y0)
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for j = 0, 1, . . . , r, and using (9.26), we obtain that S1(Ai, x0, y0) =
∑r
j=0(Bi)
juj
for i = 0, 1, . . . , r; that is,
S =Mu,(9.30)
where
S =
(
S1(A0, x0, y0), . . . , S1(Ar, x0, y0)
)t
, u = (u0, u1, . . . , ur)
t,
andM is the (r+1)× (r+1) Vandermonde matrix with (i, j)-entryMi,j := (Bi)j .
Since
0 < cM ≤ min
0≤i6=j≤r
|Bj −Bi| ≤ CM ,
the stated estimate (9.29) follows from (9.30) and Cramer’s rule. 
Now we are in a position to prove Theorem 9.1 for r > 1.
Proof of Theorem 9.1 for r > 1. We use induction on r ∈ N. The case
r = 0 is given in Lemma 9.3, whereas the case r = 1 has already been proven in the
last section. Now suppose the statement has been established for all the derivatives
Dℓ∂i+j2 with ℓ = 0, 1, . . . , r − 1 and i, j = 0, 1, . . . . We then aim to prove that for
any f ∈ Π2n and λ ∈ (1, 2),
‖ϕinDr∂i+j2 f‖Lp(G) ≤ cnr+i+2j‖f‖Lp(G∗(λ)), i, j = 0, 1, . . . .
Since the operators Di and ∂j2 are commutative, as in the case of r = 1, it is
sufficient to show that for every f ∈ Π2n and any λ ∈ (1, 2),
‖Drf‖Lp(G) ≤ cnr‖f‖Lp(G∗(λ)).(9.31)
Here and throughout the proof, the constant c depends only on p, a, λ, M and r.
To show (9.31), we start with the case of p = ∞, which is simpler. By
Lemma 9.6, it is enough to show that
(9.32) max
0≤v≤r
max
(x0,y0)∈G
|S1(Av, x0, y0)| ≤ cnr‖f‖L∞(G∗).
Fix temporarily 0 ≤ v ≤ r and (x0, y0) ∈ G. By Lemma 9.4 (iii), there exists
(zv,0, tv,0) ≡ (z0, t0) ∈ E+Av such that 0 ≤ t0 ≤ a1 and ΦAv (z0, t0) = (x0, y0). Apply-
ing Lemma 9.5 to the function F (t) := f(ΦAv (z0, t)), and recalling (Lemma 9.4 (iv))
|uAv(x0, y0)| ≤ c
√
δ(x0, y0),(9.33)
we obtain
|S1(Av, x0, y0)| ≤ |F (r)(t0)|+ |S2(Av, x0, y0)|+ |S3(Av, x0, y0)|
≤ |F (r)(t0)|+ C max
i+j+2k=r,k≥1
(δ(x0, y0))
j/2|Di∂j+k2 f(x0, y0)|
+ C max
2(i+j)=r
|Di∂j2f(x0, y0)|.
It then follows by induction hypothesis that
|S1(Av, x0, y0)| ≤ |F (r)(t0)|+ Cnr‖f‖L∞(G∗).
On the other hand, since the function F (t) := f(ΦAv (z0, t)) is an algebraic polyno-
mial of degree ≤ 2n, by the univariate Bernstein inequality, we obtain
|F (r)(t0)| ≤ ‖F (r)‖C([−a1,a1]) ≤ c(a1, a0)nr‖F‖C([−a0,a0]) ≤ cnr‖f‖L∞(G∗),
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where the last step uses Lemma 9.4 (i) and the fact that a0 ≤ a2M . Summarizing
the above, we derive (9.32) and hence complete the proof of (9.31) for p =∞.
Next, we prove (9.31) for 0 < p <∞. By Lemma 9.6, it is enough to show that
for each 0 ≤ v ≤ r,
(9.34)
∫∫
G
|S1(Av, x, y)|p dxdy ≤ cnrp‖f‖pLp(G∗).
Fix 0 ≤ v ≤ r and set
Iℓ :=
∫∫
G
|Sℓ(Av, x, y)|p dxdy, ℓ = 1, 2, 3.
Using (9.27), (9.28) and the induction hypothesis, we have
I2 ≤ C max
i+j+2k=r
k≥1
∫∫
G
∣∣∣(δ(x, y))j/2|Di∂j+k2 f(x, y)∣∣p dxdy ≤ Cnrp‖f‖pLp(G∗),(9.35)
I3 ≤ C max
2(i+j)=r
∫∫
G
|Di∂j2f(x, y)|p dxdy ≤ Cnrp‖f‖pLp(G∗).(9.36)
On the other hand, performing the change of variables x = z+ t and y = QAv (z, t)
and using Lemma 9.4 (i), (ii), we obtain
Iℓ :=
∫∫
(Φ+Av )
−1(G)
|Sℓ(Av, z + t, QAv (z, t))|p(Av + g′′(z))t dzdt, ℓ = 1, 2, 3.
Thus, setting
I :=
∫∫
(Φ+Av )
−1(G)
∣∣∣ dr
dtr
[
f(z + t, QAv(z, t))
]∣∣∣p(Av + g′′(z))t dzdt,
and using (9.35), (9.36) and Lemma (9.5), we obtain
I1 ≤ cp(I + I2 + I3) ≤ cpI + cpnrp‖f‖pLp(G∗).
Thus, for the proof (9.34), we reduce to showing that
I : =
∫∫
(Φ+Av )
−1(G)
∣∣∣ dr
dtr
[
f(z + t, QAv(z, t))
]∣∣∣p(Av + g′′(z))t dzdt
≤ Cnrp‖f‖pLp(G∗).(9.37)
The proof is very similar to that of (9.23) given in the last subsection for r = 1.
Indeed, using (9.24), Lemma 9.4 and the univariate weighted Bernstein inequality,
we have
I ≤ c
∫ a
−a−a1
[∫ a1
0
∣∣∣ dr
dtr
[
f(z + t, QAv(z, t))
]∣∣∣p|t| dt] dz
≤ cnrp
∫ a
−a−a1
[∫ a0
−a0
∣∣∣f(ΦAv (z, t))∣∣∣p|t| dt] dz ≤ cnrp ∫∫
EAv
|f(ΦAv(z, t))|p|t| dzdt
≤ cnrp
[∫∫
Φ(E+Av )
|f(x, y)|pdxdy +
∫∫
Φ(E−Av )
|f(x, y)|pdxdy
]
≤ cnrp‖f‖pLp(G∗).
This proves (9.37) and hence completes the proof of the theorem. 
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9.4. Bernstein type inequality: the higher-dimensional case
In this section, we shall show how to extend the Bernstein inequality (i.e.,
Theorem 9.1) to higher-dimensional domains. We start with a domain G ⊂ Rd+1
of special type. Without loss of generality, we may assume that G takes the form,
(9.38) G :=
{
(x, y) : x ∈ (−a, a)d, g(x)− La < y ≤ g(x)
}
,
for some constant a ≥ 1 and function g ∈ C2([−2a, 2a]d) satisfying that g(x) ≥ 4a
for all x ∈ [−2a, 2a]d. For (x, y) ∈ G∗(2), set
δ(x, y) := g(x)− y and ϕn(x, y) :=
√
δ(x, y) +
1
n
, n = 1, 2, . . . .
Given x0 ∈ [−2a, 2a]d and ℓ ∈ N, we define
(9.39) Dℓj,d+1,x0 :=
(
∂j + ∂jg(x0)∂d+1
)ℓ
=
(
ξj(x0) · ∇
)ℓ
, j = 1, 2, . . . , d,
where
(9.40) ξj(x0) := ej + ∂jg(x0)ed+1.
Note that ξj(x0) is the tangent vector to ∂
′G at the point (x0, g(x0)) that is parallel
to the xjxd+1-coordinate plane, while Dℓj,d+1,x0 is a constant multiple of the ℓ-th
order directional derivative in the direction of ξj(x0). We will also consider mixed
directional derivatives, defined as
Dαtan,x0 = Dα11,d+1,x0Dα22,d+1,x0 . . .Dαdd,d+1,x0,(9.41)
where α = (α1, . . . , αd) ∈ Zd+, x0 ∈ [−2a, 2a]d, (x, y) ∈ G and f ∈ C1(G). We also
define for (x, y) ∈ G and j = 1, . . . , d,
Dαtanf(x, y) := (Dαtan,xf)(x, y), Drj,d+1f(x, y) = Drj,d+1,xf(x, y).
Note that the operators Dαtan and ∂d+1 are commutative. Finally, let M > 10 be a
constant satisfying that
(9.42) max
1≤i≤j≤d
‖∂i∂jg‖L∞([−2a,2a]d) ≤M and ‖∇g(0)‖ ≤M.
In this section, we shall prove the following higher dimensional extension of
Theorem 9.1.
Theorem 9.8. If 0 < p ≤ ∞, λ ∈ (1, 2] and f ∈ Πd+1n , then for any α ∈ Zd+,
(9.43) ‖ϕinDαtan∂i+jd+1f‖Lp(G) ≤ cn|α|+i+2j‖f‖Lp(G∗), i, j = 0, 1, . . . ,
where G∗ = G∗(λ), and c is a positive constant depending only on M , d, λ, α, i, j,
and p.
As a result, we can also extend Corollary 9.2 as follows:
Corollary 9.9. Let λ ∈ (1, 2] and µ > 1 be two given parameters. If 0 < p ≤
∞ and f ∈ Πd+1n , then for α ∈ Zd+, and i, j = 0, 1, . . . ,∥∥∥ϕn(ξ)i max
u∈Ξn,µ,λ(ξ)
∣∣∣Dαtan,u∂i+jd+1f(ξ)∣∣∣∥∥∥
Lp(G;dξ)
≤ cµn|α|+2j+i‖f‖Lp(G∗(λ)),
where
Ξn,µ,λ(ξ) :=
{
u ∈ [−λa, λa]d : ‖u− ξx‖ ≤ µϕn(ξ)
}
.
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The proof of Corollary 9.9 is very similar to that of Corollary 9.2, so we omit
the dedails.
The rest of this section is devoted to the proof of Theorem 9.8. To illustrate
our idea, we start with the simpler case when α = re1 and i = j = 0. In this case,
we can restate Theorem 9.8 as follows:
Lemma 9.10. If 0 < p ≤ ∞, λ ∈ (1, 2] and f ∈ Πd+1n , then
(9.44) ‖Dr1,d+1f‖Lp(G) ≤ cnr‖f‖Lp(G∗), r = 0, 1, . . . ,
where G∗ = G∗(λ), and c is a positive constant depending only on M , d, λ, r, and
p.
Proof. This lemma can be deduced from Theorem 9.1 and Fubini’s theorem.
To simplify our notations, we shall give the proof for the case of d = 2 (i.e., G ⊂ R3)
and 0 < p <∞ only. The proof for d > 3 is almost identical, while the case p =∞
is simpler and can be treated similarly.
First, by Fubini’s theorem, we may write∫∫∫
G
∣∣∣Dr1,3f(x1, x2, y)∣∣∣pdx1dx2dy = ∫ a
−a
I(x2) dx2,(9.45)
where
I(x2) :=
∫ a
−a
∫ g(x1,x2)
g(x1,x2)−a
∣∣∣Dr1,3f(x1, x2, y)∣∣∣p dy dx1.
For each fixed x2 ∈ [−a, a], applying Theorem 9.1 to the function g(·, x2) and the
polynomial f(·, x2, ·), we obtain
I(x2) ≤ Cnr
∫ λa
−λa
∫ g(x1,x2)
g(x1,x2)−λa
|f(x1, x2, y)|p dydx1.
Integrating this last inequality over x2 ∈ [−a, a], and using (9.45), we deduce the
desired estimate. 
The above proof of Lemma 9.10 already contains some ideas required for the
proof of Theorem 9.8 in the general case. Indeed, a similar method can be applied
to certain directional derivatives (instead of the derivative Dr1,d+1). To be more
precise, given ξ ∈ Sd−1, we define the ℓ-th order differential operator D˜ℓξ by
(9.46) D˜ℓξf(x, y) =
( d
dt
)ℓ[
f(x+ tξ, y + t∂ξg(x))
]∣∣∣
t=0
, (x, y) ∈ G, f ∈ Cℓ(R2).
That is,
D˜ℓξf(x0, y0) =
((
ξ, ∂ξg(x0)
) · ∇)ℓf(x0, y0), (x0, y0) ∈ G,
where ∂ξg(x0) denotes the directional derivative of g at the point x0 in the direction
of ξ. Note that (ξ, ∂ξg(x)) is the tangent vector to ∂
′G at the point (x, g(x)) that
is parallel to the plane spanned by the vectors (ξ, 0) and ed+1.
We can now extend Lemma 9.10 to the case of more general directional deriva-
tives D˜ℓξ as follows:
Lemma 9.11. If 0 < p ≤ ∞, λ ∈ (1, 2] and f ∈ Πd+1n , then
(9.47) max
ξ∈Sd−1
‖D˜rξf‖Lp(G) ≤ cnr‖f‖Lp(G∗), r = 0, 1, . . . ,
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where G∗ = G∗(λ), and c is a positive constant depending only on M , d, λ, r, and
p.
Proof. The proof follows along the same line as that of Lemma 9.10. We shall
give the proof for p < ∞ only, since the case p =∞ is simpler and can be treated
similarly.
Let ξ ∈ Sd−1 be a fixed direction, and denote by Eµ,ξ the orthogonal projection
of the cube [−µa, µa]d onto the space ξ⊥ := {η ∈ Rd : η · ξ = 0}:
Eµ,ξ :=
{
x− (x · ξ)ξ : x ∈ [−µa, µa]d
}
, µ ≥ 1.
Given each η ∈ Eµ,ξ, the set {t ∈ R : η+ tξ ∈ [−µa, µa]d} is a compact interval in
R, which we denote by [aµ,ξ(η), bµ,ξ(η)]. By Fubini’s theorem, we then have that
for 1 < µ < λ,∫
G
|D˜rξf(x, y)|pdxdy =
∫
E1,ξ
∫ b1,ξ(η)
a1,ξ(η)
∫ g(η+sξ)
g(η+sξ)−a
|D˜rξf(η + sξ, y)|p dy dsdη
≤
∫
E1,ξ
[∫ bµ,ξ(η)
aµ,ξ(η)
∫ g(η+sξ)
g(η+sξ)−a
∣∣∣ dr
dtr
[
f
(
η + (s+ t)ξ, y + t∂ξg(η + sξ)
)]∣∣∣
t=0
∣∣∣p dy ds]dη
=: I.
For simplicity, we define, for each fixed η ∈ E1,ξ,
gη(s) := g(η + sξ), s ∈ [aµ,ξ(η), bµ,ξ(η)],
fη(s, y) := f(η + sξ, y), s ∈ [aµ,ξ(η), bµ,ξ(η)], gη(s)− a ≤ y ≤ gη(s).
We then write the integral I as
I =
∫
E1,ξ
∫ bµ,ξ(η)
aµ,ξ(η)
∫ gη(s)
gη(s)−a
∣∣∣(∂1 + g′η(s)∂2)rfη(s, y)∣∣∣p dy dsdη.
Since 1 < µ < λ, it is easily seen that for each η ∈ E1,ξ, bµ,ξ(η) − aµ,ξ(η) ≥
2(µ− 1)a > 0, and[
aµ,ξ(η)− (λ− µ)a, bµ,ξ(η) + (λ− µ)a
]
⊂ [aλ,ξ(η), bλ,ξ(η)].
It then follows from Theorem 9.1 that
I ≤ Cnpr
∫
E1,ξ
[∫ bλ,ξ(η)
aλ,ξ(η)
∫ gη(s)
gη(s)−λa
|fη(s, y)|p dy ds
]
dη ≤ Cnrp
∫
G∗
|f(x, y)|p dxdy.

We also need a combinatorial identity on mixed directional derivatives. For
convenience, we extend the definition ∂ξ := ξ · ∇ of directional derivatives to all
ξ ∈ Rn. Thus, ∂sξ = s∂ξ for any s ∈ R and ξ ∈ Rn. As a consequence of the
Kemperman lemma on mixed differences (see [3, (3.7)] or [1, Lemma 4.11, p.338]),
we have
Lemma 9.12. Let ξ1, . . . , ξr be arbitrary vectors in R
n. Then
(9.48) ∂ξ1∂ξ2 . . . ∂ξr =
∑
S⊂{1,2,...,r}
(−1)|S|∂rξS ,
where the sum extends over all subsets S of {1, 2, . . . , r}, |S| is the cardinality of S
and ξS = −
∑
j∈S j
−1ξj.
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Remark 9.13. In the case when all the vectors ξ1, . . . , ξr are unit, the following
interesting inequality with sharp constant was proved in [3]:
|∂ξ1 . . . ∂ξrf(x)| ≤ max
ξ∈Sn−1
|∂rξf(x)|, x ∈ Rn, ξ1, . . . , ξr ∈ Sn−1, f ∈ Cr(Rn).
Note that in Lemma 9.12 the vectors ξ1, . . . , ξr are not necessarily unit, and the sum
on the right hand side of (9.48) uses at most 2r directions. This is very important
in our later applications.
Proof. The proof relies on the following identity on finite differences, whose
proof can be found in [1, Lemma 4.11, p.338]:
(9.49) △h1△h2 . . .△hr =
∑
S⊂{1,2,...,r}
(−1)|S|Th∗S△rhS , ∀h1, . . . , hr ∈ Rn,
where
h∗S =
∑
j∈S
hj and hS = −
∑
j∈S
j−1hj .
Here we recall that for x, h ∈ Rn and f : Rn → R,
Thf(x) = f(x+ h), △hf(x) = (Th − I)f(x) = f(x+ h)− f(x).
Note that for f ∈ Cr(Rn) and x, ξ1, . . . , ξr ∈ Rn,
△tξ1△tξ2 . . .△tξrf(x) =
∫
[0,t]r
(∂ξ1 . . . ∂ξrf)
(
x+
r∑
j=1
ujξj
)
du1 . . . dur, ∀t > 0,
which, in particular, implies
lim
t→0+
t−r
(△tξ1 . . .△tξrf)(x) = (∂ξ1 . . . ∂ξrf)(x), f ∈ Cr(Rn).
On the other hand, however, using (9.49) with hj = tξj , we obtain
t−r
( r∏
j=1
△tξj
)
f(x) = t−r
∑
S⊂{1,2,...,r}
(−1)|S|△rtξSf
(
x+ t
∑
j∈S
ξj
)
.
(9.48) then follows by letting t→ 0+. 
Now we are in a position to prove Theorem 9.8:
Proof of Theorem 9.8. Since the operators Dαtan and ∂d+1 are commuta-
tive, by the univariate Bernstein inequality (or the higher-dimensional analogue of
Lemma 9.3), it is sufficient to prove that
(9.50) ‖Dαtanf‖Lp(G) ≤ cn|α|‖f‖Lp(G∗), f ∈ Πd+1n .
Let (x0, y0) be an arbitrarily fixed point in G. Then by (9.39) and (9.41), we
have that for any α ∈ Zd+,
Dαtanf(x0, y0) = ∂α1ξ1(x0) . . . ∂
αd
ξd(x0)
f(x0, y0),
where the vectors ξj(x0) are given in (9.40). Let ℓ = |α| and let {ηj(x0)}ℓj=1 be the
sequence of vectors such that
ηαj−1+1(x0) = · · · = ηαj−1+αj (x0) = ξj(x0), j = 1, 2, . . . , d,
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where α0 = 0. Then using (9.48), we have that
∂α1ξ1(x0) . . . ∂
αd
ξd(x0)
=
ℓ∏
j=1
∂ηj(x0) =
∑
S⊂{1,2,...,ℓ}
(−1)|S|∂ℓηS(x0),(9.51)
where ηS(x0) = −
∑
j∈S j
−1ηj(x0). As can be easily seen from (9.40), for each
S ⊂ {1, 2, . . . , ℓ}, the vector ηS(x0) can be written in the form
ηS(x0) = cS
(
ξS , ∂ξSg(x0)
)
, cS > 0, ξS ∈ Sd−1,
where cS and ξS depend only on the set S and α (but independent of x0). Thus,
by (9.51), it follows that∣∣∣∂α1ξ1(x0) . . . ∂αdξd(x0)f(x0, y0)∣∣∣ ≤ Cα maxS⊂{1,2,...,ℓ} |D˜ℓξSf(x0, y0)|,(9.52)
where the operator D˜ℓξf(x0, y0) is given in (9.46); that is,
D˜ℓξf(x0, y0) = ∂
ℓ
(ξ,∂ξg(x0))
f(x0, y0), ξ ∈ Sd−1.
Since the maximum in (9.52) is taken over a set of 2ℓ elements, and all the
vectors ξS are independent of (x0, y0), it follows by Lemma 9.11 that
‖Dαtanf‖Lp(G) ≤ C max
S⊂{1,...,ℓ}
‖D˜|α|ξS f‖Lp(G) ≤ cn|α|‖f‖Lp(G∗).
This completes the proof. 
Remark 9.14. Note that in the above proof, it is very important that the
vectors ξS in the estimate (9.52) are independent of (x0, y0) ∈ G. This is the
reason why we do not normalize the vectors ξj(x0) in (9.40).
9.5. Bernstein type inequality on general C2 domains
In this last section, we established a tangential Bernstein type inequality on do-
mains of special type (see Theorem 9.8). The decomposition Lemma (i.e., Lemma 2.4)
proved in Chapter 2 allows us to extend this inequality to a more generalC2-domain.
To be more precise, let Ω ⊂ Rd+1 be the closure of a bounded, open and connected
set with C2 boundary Γ = ∂Ω. Given η ∈ Γ, we denote by nη the unit outer
normal vector to Γ at η, and Sη the set of all unit tangent vectors to Γ at η; that
is, Sη := {τ ∈ Sd : τ · nη = 0}. Given nonnegative integers l1, l2 and a parameter
µ ≥ 1, we define the maximal operatorsMl1,l2n,µ , n = 1, 2, . . . by
Ml1,l2n,µ f(ξ) := maxη maxτ η∈Sη
∣∣∂l1τ η∂l2nηf(ξ)∣∣, ξ ∈ Ω, f ∈ C∞(Ω)
with the left most maximum being taken over all η ∈ Γ such that
(9.53) ‖η − ξ‖ ≤ µ
(√
dist(ξ,Γ) + n−1
)
=: µϕn,Γ(ξ).
The main goal in this section is to show the following extension of Theorem 9.8:
Theorem 9.15. If f ∈ Πd+1n , µ > 1 and 0 < p ≤ ∞, then
(9.54)
∥∥∥ϕjn,ΓMr,j+ln,µ f∥∥∥
Lp(Ω)
≤ Cµnr+j+2l‖f‖Lp(Ω), r, j, l = 0, 1, . . . ,
where the function ϕn,Γ is given in (9.53), and the constant Cµ is independent of
f and n.
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Proof. Let f ∈ Πd+1n , and let Ωδ := {ξ ∈ Ω : dist(ξ,Γ) > δ} for δ ∈ (0, 1).
By Fubini’s theorem and the univariate Bernstein inequality (9.10), we have that
for any δ ∈ (0, 1),
(9.55) ‖∂βf‖Lp(Ωδ) ≤ Cβ,δn|β|‖f‖Lp(Ω), ∀β ∈ Zd+1+ .
which in turn implies that∥∥∥Mr,ln,µf∥∥∥
Lp(Ωδ)
≤ Cnr+l‖f‖Lp(Ω), r, l = 0, 1, . . . .
Thus, to show (9.54), by Lemma 2.4, it suffices to prove that for each domain G ⊂ Ω
of special type attached to Γ,
(9.56)
∥∥∥ϕjn,ΓMr,j+ln,µ f∥∥∥
Lp(G∗(c0))
≤ Cµ,Gnr+j+2l‖f‖Lp(G∗), r, j, l = 0, 1, . . . ,
where G∗ = G∗(2), and c0 ∈ (0, 1) is a small parameter depending only on G. With-
out loss of generality, we may assume that G is an xd+1-domain of the form (9.38)
with a ≥ 1 and g ∈ C2([−2a, 2a]d) satisfying minx∈[−2a,2a]d g(x) ≥ 4a, such that
G∗(2) ⊂ Ω and ∂′G∗(2) ⊂ Γ. Then according to Lemma 6.7, we have
(9.57) δ(x, y) := g(x) − y ∼ dist(ξ,Γ), ∀ξ = (x, y) ∈ G.
Next, given ξ = (ξx, ξy) ∈ G, we set ϕn(ξ) :=
√
g(ξx)− ξy + 1n , and define
Γn,µ(ξ) : = {η ∈ Γ : ‖η − ξ‖ ≤ µϕn,Γ(ξ)}.
Clearly, we may choose the parameter c0 ∈ (0, 1) small enough so that Γn,µ(ξ) ⊂
∂′G∗ for every ξ ∈ G∗(c0). Thus, using (9.57), we have that
Γn,µ(ξ) ⊂
{
(u, g(u)) : u ∈ Ξn,µ(ξ)
}
⊂ ∂′G∗, ∀ξ ∈ G∗(c0),
where
Ξn,µ(ξ) :=
{
u ∈ [−2a, 2a]d : ‖u− ξx‖ ≤ c1µϕn(ξ)
}
,
and the constant c1 depends only on the set G.
Finally, we recall that
Dαtan,x0f(x, y) = ∂α1ξ1(x0) . . . ∂
αd
ξd(x0)
f(x, y), α ∈ Zd+, x0 ∈ [−2a, 2a]d,
where the vectors ξj(x0) are given in (9.40). Clearly, for each ξ = (a1, a2 . . . , ad+1) ∈
Rd+1 and x0 ∈ [−2a, 2a]d, we have
ξ =
d∑
j=1
ajξj(x0) +
(
ad+1 −
d∑
j=1
aj∂jg(x0)
)
ed+1.
This implies that for each ξ ∈ G∗(c0),
Mr,j+ln,µ f(ξ) = max
η∈Γn,µ(ξ)
max
τ η∈Sη
∣∣∂rτ η∂j+lnη f(ξ)∣∣
≤ C max
u∈Ξn,cµ(ξ)
max
|α|+i=r+j+l
0≤i≤j+l
∣∣Dαtan,u∂id+1f(ξ)∣∣.
Thus, using Corollary 9.9 and considering the cases j ≤ i ≤ j + l and 0 ≤ i < j
separately, we obtain∥∥∥ϕn(ξ)j max
u∈Ξn,µ(ξ)
∣∣Dαtan,u∂id+1f(ξ)∣∣∥∥∥
Lp(G∗(c0),dξ)
≤ Cnr+j+2l‖f‖Lp(G∗).
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Combining the above estimates, we deduce (9.56), and hence complete the proof of
the theorem. 
CHAPTER 10
Inverse inequality for 1 ≤ p ≤ ∞
The main purpose in this section is to show Theorem 2.8, the inverse theorem.
By Theorem 2.13, ωrΩ(f, t)p ≤ Cp,qτr(f, Ct)p,q for 1 ≤ q ≤ p ≤ ∞, where τr(f, t)p,q
is the (q, p)-averaged modulus of smoothness given in (1.3). Thus, it is sufficient to
prove
Theorem 10.1. If r ∈ N, 1 ≤ q ≤ p ≤ ∞ and f ∈ Lp(Ω), then
τr(f, n
−1)p,q ≤ Crn−r
n∑
s=0
(s+ 1)r−1Es(f)p.
Here we recall that Lp(Ω) denotes the space Lp(Ω) for p < ∞ and the space
C(Ω) for p =∞.
The proof of Theorem 10.1 relies on two lemmas. To state these lemmas, we
recall that for t > 0, ξ ∈ Ω and f ∈ Lp(Ω),
U(ξ, t) := {η ∈ Ω : ρΩ(ξ, η) ≤ t},
and
wr(f, ξ, t)q :=

( 1
|U(ξ, t)|
∫
U(ξ,t)
|△r(η−ξ)/r(f,Ω, ξ)|q dη
) 1
q
, if 1 ≤ q <∞;
supη∈U(ξ,t) |△r(η−ξ)/r(f,Ω, ξ)|, if q =∞.
Lemma 10.2. Let G ⊂ Ω be a domain of special type attached to Γ. If r ∈ N,
1 ≤ q ≤ p ≤ ∞ and f ∈ Lp(Ω), then
(10.1)
∥∥∥wr(f, ·, n−1)q∥∥∥
Lp(G)
≤ Cr,pn−r
n∑
s=0
(s+ 1)r−1Es(f)Lp(Ω).
Proof. By monotonicity, it is enough to consider the case q = p. It is easily
seen from the definition that
(10.2) ‖wr(f, ·, t)p‖p ≤ Cp,r‖f‖p.
Without loss of generality, we may assume that
G := {(x, y) : x ∈ (−b, b)d, g(x)− 1 < y ≤ g(x)},
where b > 0 and g ∈ C2(Rd). We may aslo assume that n ≥ N0, where N0 is a
sufficiently large positive integer depending only on Ω, since otherwise (10.1) fol-
lows directly from the inequality ‖wr(f, ·, t)p‖p ≤ CE0(f)p, which can be obtained
from (10.2).
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For 0 ≤ k ≤ n, let Pk ∈ Πd+1k be such that ‖f − Pk‖Lp(Ω) = Ek(f)Lp(Ω). Let
m ∈ N be such that 2m−1 ≤ n < 2m. Then by (10.2), we have∥∥∥wr(f, ·, n−1)p∥∥∥
Lp(G)
≤
∥∥∥wr(f − P2m , ·, n−1)p∥∥∥
Lp(G)
+
∥∥∥wr(P2m , ·, n−1)p∥∥∥
Lp(G)
≤ C‖f − P2m‖Lp(Ω) +
m−1∑
j=0
∥∥∥wr(P2j+1 − P2j , ·, n−1)p∥∥∥
Lp(G)
.
Thus, for the proof of (10.1), it suffices to show that for each P ∈ Πd+1k ,
(10.3)
∥∥∥wr(P, ·, n−1)p∥∥∥
Lp(G)
≤ Cn−rkr‖P‖Lp(Ω).
To show (10.3), we first recall the following partition of the domain G con-
structed in Section 6.1: G =
⋃
i∈Λdn
⋃n−1
j=0 Ii,j , where
(10.4) Ii,j :=
{
(x, y) : x ∈ ∆i, g(x)− y ∈ [αj , αj+1]
}
and
i = (i1, . . . , id) ∈ Λdn := {0, 1, . . . , n− 1}d ⊂ Zd,
∆i : = [ti1 , ti1+1]× . . . [tid , tid+1] with ti = −b+
2i
n
b,
αj : = sin
2(
jπ
2ℓ1n
)/(sin2
π
2ℓ1
), j = 0, 1, . . . , ℓ1n,
with ℓ1 > 1 being a large integer parameter.
As in Section 7.1, we also define for any two given integer parameters m0,m1 > 1,
∆∗i = ∆
∗
i,m0 := [ti1−m0 , ti1+m0 ]× [ti2−m0 , ti2+m0 ]× · · · × [tid−m0 , tid+m0 ],
I∗i,j : = I
∗
i,j,m0,m1 :=
{
(x, y) : x ∈ ∆∗i , α∗j−m1 ≤ g(x)− y ≤ α∗j+m1
}
,
where α∗j = αj if 0 ≤ j ≤ n, α∗j = 0 if j < 0 and α∗j = 2 if j > n. By Lemma 6.7,
we may choose the parameters m0,m1 large enough so that
(10.5) U(ξ, n−1) ⊂ I∗i,j whenever ξ ∈ Ii,j .
Note that for (i, j) ∈ Λd+1n and (x, y) ∈ I∗i,j ,
αj ∼ j
2
n2
∼ δ(x, y) := g(x)− y, j ≥ 1,
αj+1 − αj ≤ C j + 1
n2
≤ C
n
ϕn(x, y) :=
C
n
( 1
n
+
√
δ(x, y)
)
.(10.6)
Now we turn to the proof of (10.3). Let P ∈ Πdk and 1 ≤ p < ∞. Then using
Remark 6.9 , Lemma 6.7 and (10.5), we have∥∥∥wr(P, ·, n−1)p∥∥∥p
Lp(G)
≤ C
∑
(i,j)∈Λdn
∫
Ii,j
1
|I∗i,j |
∫
I∗
i,j(ξ)
|△r(η−ξ)/r(P,Ω, ξ)|pdη dξ,
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where I∗i,j(ξ) = {η ∈ I∗i,j : [ξ, η] ∈ Ω}. Note that by Ho¨lder’s inequality,
|△r(η−ξ)/r(f,Ω, ξ)|p ≤
∫
[0,1]r
∣∣∣∂r(η−ξ)/rf(ξ + r−1(η − ξ)(t1 + · · ·+ tr))∣∣∣p dt1 . . . drr
≤ C
∫ 1
0
∣∣∣∂rη−ξf(ξ + t(η − ξ))∣∣∣p dt.
Thus, ∥∥∥wr(P, ·, n−1)p∥∥∥p
Lp(G)
≤ C
∑
(i,j)∈Λdn
∫
Ii,j
1
|I∗i,j |
∫
I∗
i,j(ξ)
∫ 1
0
∣∣∣∂rη−ξP (ξ + t(η − ξ))∣∣∣p dtdη dξ.(10.7)
To estimate the sum in this last equation, we shall use the Bernstein inequal-
ity stated in Corollary 9.9. For convenience, given a parameter µ > 1, and two
nonnegative integers l1, l2, we define
M l1,l2µ,n f(ξ) := max
u∈Ξn,µ(ξ)
max
ζ∈Sd−1
∣∣∣(zζ(u) · ∇)l1∂l2d+1f(ξ)∣∣∣, ξ ∈ G, f ∈ C∞(Ω),
where zζ(u) = (ζ, ∂ζg(u)), and
Ξn,µ(ξ) :=
{
u ∈ [−2a, 2a]d : ‖u− ξx‖ ≤ µϕn(ξ)
}
.
We choose the parameter µ large enough so that ∆∗i,4m0 ⊂ Ξn,µ(ξ) for any ξ ∈ I∗i,j .
By Corollary 9.9 and Theorem 9.15, we have
(10.8) ‖ϕl2nM l1,l2µ,n P‖Lp(G∗) ≤ Ckl1+l2‖P‖Lp(Ω), ∀P ∈ Πd+1k .
Now fix temporarily ξ = (ξx, ξy) ∈ Ii,j and η = (ηx, ηy) ∈ I∗i,j . Then ‖ξx−ηx‖ ≤
c
n , and
ηy − ξy = ηy − g(ηx) + g(ηx)− g(ξx) + g(ξx)− ξy.
By the mean value theorem, there exists u ∈ [ξx, ηx] such that
‖(ηy − ξy)−∇g(u) · (ηx − ξx)‖ ≤ α∗j+m1 − α∗j−m1 ≤ c1
ϕn(ξ)
n
,
where the last step uses (10.6). Thus, setting ζ = n(ηx − ξx), we have ‖ζ‖ ≤ c and
we may write η − ξ in the form
η − ξ = 1
n
(
ζ, ∂ζg(u) + sϕn(ξ)
)
,
with
s =
n(ηy − ξy)− ∂ζg(u)
ϕn(ξ)
∈ [−c1, c1].
It follows that
∂η−ξ = (η − ξ) · ∇ = 1
n
(
∂zζ(u) + sϕn(ξ)∂d+1
)
,
where zζ(u) = (ζ, ∂ζg(u)). This implies that for any (x, y) ∈ I∗i,j ,
|∂rη−ξP (x, y)| ≤ Cn−r max
0≤k≤r
ϕn(ξ)
k|∂r−kzζ(u)∂kd+1P (x, y)|
≤ Cn−r max
0≤k≤r
ϕn(x, y)
kM r−k,kµ,n P (x, y).
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Thus, setting
P∗(x, y) := max
0≤k≤r
ϕn(x, y)
kM r−k,kµ,n P (x, y),
we obtain from (10.7) that∥∥∥wr(P, ·, n−1)p∥∥∥p
Lp(G)
≤ Cn−rp
∑
(i,j)∈Λdn
∫
Ii,j
1
|I∗i,j |
∫
I∗
i,j(ξ)
∫ 1
0
|P∗(ξ + t(η − ξ))|p dtdη dξ
≤ Cn−rp
∑
(i,j)∈Λdn
∫
I∗
i,j,2m0,2m1
|P∗(η)|pdη ≤ Cn−rp‖P∗‖pLp(G∗(2)) ≤ C
(k
n
)rp
‖P‖pLp(Ω),
where the last step uses (10.8). This proves (10.3) for 1 ≤ p <∞.
Finally, (10.3) for p =∞ can be proved similarly. This completes the proof of
Lemma 10.2. 
Lemma 10.3. Let ε ∈ (0, 1) and Ωε := {ξ ∈ Ω : dist(ξ,Γ) > ε}. If r ∈ N,
1 ≤ q ≤ p ≤ ∞ and f ∈ Lp(Ω), then
(10.9)
∥∥∥wr(f, ·, n−1)q∥∥∥
Lp(Ωε)
≤ Cr,pn−r
n∑
s=0
(s+ 1)r−1Es(f)Lp(Ω).
Proof. The proof is similar to that of Lemma 10.2, and in fact, is simpler. It
relies on the following Bernstein inequality,
‖∂βP‖Lp(Ωε) ≤ Ck|β|‖P‖Lp(Ω), ∀P ∈ Πd+1k , ∀β ∈ Zd+1+ ,
which is a direct consequence of the univariate Bernstein inequality (9.10). 
Now we are in a position to prove Theorem 10.1 .
Proof of Theorem 10.1. By monotonicity, it suffices to consider the case
p = q. By Lemma 2.4, there exist ε ∈ (0, 1) and domains G1, . . . , Gm0 ⊂ Ω of
special type attached to Γ such that
Γε := {ξ ∈ Ω : dist(ξ,Γ) ≤ ε} ⊂
m0⋃
j=1
Gj .
Setting Ωε := Ω \ Γε, we have
τr(f, n
−1)p,p ≤
m0∑
j=1
‖wr(f, ·, n−1)p‖Lp(Gi) + ‖wr(f, ·, n−1)p‖Lp(Ωε),
which, using Lemma 10.2 and Lemma 10.3, is estimated above by a constant mul-
tiple of
n−r
n∑
s=0
(s+ 1)r−1Es(f)Lp(Ω).
This completes the proof. 
CHAPTER 11
Marcinkiewicz-Zygmund type inequality and
positive cubature formula
Marcinkiewicz-Zygmund (MZ) type inequalities provide a basic tool for the
discretization of the Lp-norm and are widely used in the study of the convergence
properties of Fourier series, interpolation processes and orthogonal expansions. In-
teresting results on these inequalities for univariate polynomials can be found in
[29–32]. MZ inequalities for multivariate polynomials were established on various
multidimensional domains, including Euclidean balls, spheres, polytopes, cones,
spherical sectors, toruses, etc. (see [5,28,33,34]). More recently, these inequalities
were studied in a more general setting for elements of finite dimensional spaces (see
[6] and the references therein). The main goal of this chapter is to extend these
considerations to general C2-domains. Our main tool is the Bernstein inequality
proved in Section 9.5.
We start with a brief description of some necessary notations. Given a metric
space (X, ρ) and a number ε > 0, we say Λ ⊂ X is an ε-separated subset of X
(with respect to the metric ρ) if ρ(ω, ω′) ≥ ε for any two distinct points ω, ω′ ∈ Λ,
whereas an ε-separated subset Λ of X is called maximal if infω∈Λ ρ(x, ω) < ε for any
x ∈ X . As usual, we assume that Ω ⊂ Rd+1 is the closure of an open, connected,
bounded C2-domain in Rd+1 with boundary Γ = ∂Ω. Let ρΩ denote the metric on
Ω defined by (1.2). Let U(ξ, t) := {η ∈ Ω : ρΩ(ξ, η) ≤ t} for ξ ∈ Ω and t > 0.
According to Remark 6.9, we have
(11.1) |U(ξ, t)| ∼ td+1(t+
√
dist(ξ,Γ)), ξ ∈ Ω, t ∈ (0, 1).
Finally, for each bounded function f on Ω, and any I ⊂ Ω, we define
osc(f ; I) := sup
ξ,η∈I
|f(ξ)− f(η)|.
Note that unlike the definition of finite difference we do not need to assume here
[ξ, η] ⊂ Ω.
Our main result in this chapter can be stated as follows.
Theorem 11.1. Let n ∈ N, ε ∈ (0, 1) and let ℓ > 1 be a given parameter. If
1 ≤ p ≤ ∞ and Λ ⊂ Ω is ε/n-separated with respect to the metric ρΩ, then for any
f ∈ Πd+1n ,
(11.2)
(∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣(osc(f ;U(ξ, ℓε
n
)
))p) 1p ≤ Cℓε‖f‖Lp(Ω),
with the usual change of ℓp-norm when p =∞, and the constant Cℓ being indepen-
dent of f , p, n and ε.
We can deduce two useful corollaries from Theorem 11.1.
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Corollary 11.2. There exists a number ε0 ∈ (0, 1) which depends only on Ω
and d and has the following property: if Λ is a maximal εn -separated subset of Ω
(with respect to the metric ρΩ) with ε ∈ (0, ε0), then for any 1 ≤ p ≤ ∞ and any
f ∈ Πd+1n ,
C1
(∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣ max
η∈U(ξ,ε/n)
|f(η)|p
) 1
p ≤ ‖f‖Lp(Ω) ≤ C2
(∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣ min
η∈U(ξ,ε/n)
|f(η)|p
) 1
p
,
with the usual change of ℓp-norm when p =∞, where the constants C1, C2 > 0 are
independent of f , ε and n.
Proof. Corollary 11.2 is a direct consequence of Theorem 11.1 and (11.1).
Since the proof is almost identical to that of Theorem 5.3.6 of [7, p. 116], we omit
the details here. 
Corollary 11.3. There exists a number ε0 ∈ (0, 1) which depends only on
Ω and d and has the following property: if Λ is a maximal εn -separated subset of
Ω (with respect to the metric ρΩ) with ε ∈ (0, ε0), then there exists a sequence
{λξ : ξ ∈ Λ} of positive numbers such that
λξ ∼
∣∣∣U(ξ, ε
n
)
∣∣∣, ∀ξ ∈ Λ,
and ∫
Ω
f(η) dη =
∑
ξ∈Λ
λξf(ξ), ∀f ∈ Πd+1n .
Proof. Corollary 11.3 can be deduced from Theorem 11.1, (11.1) and the
Farkas lemma ([7, p. 137]). The proof is very similar to the proof of Theorem 4.3
of [34], and is almost identical to that of Theorem 6.3.3 of [7, p. 138]. 
Note that the number of elements of any maximal εn -separated subset of Ω with
respect to the metric ρΩ is of order n
d+1, which is optimal as the dimension of Πd+1n
has the same order. See Remark 11.9 below for details.
The rest of this chapter is devoted to the proof of Theorem 11.1, which relies on
several lemmas. The first lemma is a direct consequence of the Markov-Bernstein-
type inequality for algebraic polynomials in one variable:
Lemma 11.4. Let ℓ be a fixed positive integer, and n > ℓ a given positive integer.
Let 0 ≤ θ1 < θ2 < · · · ≤ θm ≤ π satisfy that min2≤i≤m(θi − θi−1) ≥ 1n . Then for
every f ∈ Π1k,
m∑
i=1
( sin θi
n
+
1
n2
)
max
|θ−θi|≤ ℓn
|f(cos θ)| ≤ Cℓ
(
1 +
k
n
)∫ 1
−1
|f(x)| dx.
To state the second lemma, we let G ⊂ Ω be a domain of special type attached
to Γ. Without loss of generality, we may assume that
G := {(x, y) : x ∈ (−b, b)d, g(x)− 1 < y ≤ g(x)},
where b ∈ (0, (2d)−1) is a small constant and g is a C2-function on Rd satisfying
that minx∈[−b,b]d g(x) ≥ 4. Recall the metric ρ̂G on the domain G is defined as
(11.3) ρ̂G(ξ, η) := max
{
‖ξx − ηx‖,
∣∣∣√g(ξx)− ξy −√g(ηx)− ηy∣∣∣}.
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where for ξ = (ξx, ξy) and η = (ηx, ηy) ∈ G. According to Lemma 6.7, we have
(11.4) ρ̂G(ξ, η) ∼ ρΩ(ξ, η), ξ, η ∈ G.
For ξ ∈ G and r ∈ (0, 1), define
BG(ξ, r) :=
{
η ∈ G : ρ̂G(ξ, η) ≤ r
}
.
Lemma 11.5. Let µ > 1 be a parameter. Assume that n ∈ N, ε ∈ (0, 1) and
1 ≤ p ≤ ∞. If Λ ⊂ G is εn -separated with respect to the metric ρ̂G, then for any
f ∈ Πd+1n ,
(11.5)
(∑
ω∈Λ
λε/n(ω)
∣∣∣osc(f ;BG(ω, µε
n
))∣∣∣p) 1p ≤ Cµε‖f‖Lp(G∗),
where
(11.6) λr(ξ) =
∣∣∣BG(ξ, r)∣∣∣ ∼ rd+1(√g(ξx)− ξy + r), ξ ∈ G, r ∈ (0, 1),
and the constant Cµ is independent of ε, n and f .
Proof. For simplicity, we assume that d = 1 (i.e., G ⊂ Ω ⊂ R2). The proof
below with slight modifications works equally well for the case d > 1.
We first introduce some necessary notations for the proof. Let n1 be the integer
such that n/(c0ε) < n1 ≤ 1 + n/(c0ε), where c0 ∈ (0, 1) is a small constant to be
specified later. Let L := maxx∈[−4b,4b] |g(x)| + 10. Denote by m the nonnegative
integer such that
n1 arccos(1− 1L )
π
− 1 ≤ m < n1 arccos(1−
1
L )
π
;
that is, 2L sin2 mπ2n1 < 1 ≤ 2L sin2
(m+1)π
2n1
. Define αj := 2L sin
2 jπ
2n1
for j =
0, 1, . . . ,m − 1; αm = 1; αj = 0 for j < 0 and αj := 5/4 for j > m. We also
define xi = −b + 2in1 b for i = 0, 1, . . . , n1; xi = −b for i < 0 and xi = b for i ≥ n1.
Let
Ii,j : =
{
(x, y) ∈ G : xi−1 ≤ x ≤ xi, αj−1 ≤ g(x)− y ≤ αj
}
,
I∗i,j,ℓ : =
{
(x, y) ∈ G : xi−1−ℓ ≤ x ≤ xi+ℓ, αj−ℓ−1 ≤ g(x)− y ≤ αj+ℓ
}
,
where ℓ is a positive integer to be specified later. Then G =
⋃n1
i=1
⋃m
j=0 Ii,j .
Note that for any ξ = (ξx, ξy), η = (ηx, ηy) ∈ G,
(11.7)
∣∣∣√g(ξx)− ξy −√g(ηx)− ηy∣∣∣ = 2√2L∣∣∣sin θξ − θη
4
∣∣∣ cos θξ + θη
4
,
where
θξ = 2 arcsin
√
g(ξx)− ξy
2L
, ξ = (ξx, ξy) ∈ G.
It then follows from (11.3) that there exist two constants c1, c2 > 0 such that
(11.8) BG(ωi,j , c1n
−1
1 ) ⊂ Ii,j ⊂ BG(ωi,j , c2n−11 )
for some ωi,j ∈ Ii,j and all 1 ≤ i ≤ n1 and 1 ≤ j ≤ m. We may also choose a
positive integer ℓ = ℓµ large enough so that
(11.9) BG(ωi,j , c2n
−1
1 ) ⊂ BG(ωi,j , (3µ+ c2)n−11 ) ⊂ I∗i,j,ℓ.
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Now we specify the constant c0 =
1
4c2
. Since Λ ⊂ G is 1n1c0 -separated with
respect to the metric ρ̂G, this implies that every ω ∈ Λ is contained in a unique set
Ii,j with 1 ≤ i ≤ n1 and 1 ≤ j ≤ m. Thus, by (11.6) and (11.9), it is enough to
prove that
(11.10)
( n1∑
i=1
m∑
j=1
|Ii,j |
∣∣∣osc(f ; I∗i,j,ℓ)∣∣∣p) 1p ≤ Cℓ,pε‖f‖Lp(G∗), f ∈ Π2n.
Here and in the rest of the proof, we assume that 1 ≤ p < ∞ for simplicity. The
proof below with slight modifications works for p = ∞. Note that the set G may
not be convex, so we cannot use the mean value theorem on the line segment [ξ, η]
to evaluate |f(ξ)− f(η)| for η, ξ ∈ I∗i,j,ℓ.
Now let f ∈ Π2n and define F (x, α) := f(x, g(x) − α) for −2b ≤ x ≤ 2b and
α ∈ R. Then we have
osc(f ; I∗i,j,ℓ) ≤ 2 sup
α∈[αj−1−ℓ,αj+ℓ]
sup
x∈[xi−ℓ−1,xi+ℓ]
∣∣∣F (x, α)− n1
2b
∫ xi
xi−1
F (u, αj) du
∣∣∣
≤ 2
[
ai,j(f) + bi.j(f)
]
,
where
ai,j(f) : = sup
x∈[xi−ℓ−1,xi+ℓ]
α∈[αj−1−ℓ,αj+ℓ]
∣∣∣F (x, α)− n1
2b
∫ xi
xi−1
F (u, α) du
∣∣∣,
bi,j(f) :=
n1
2b
sup
α∈[αj−1−ℓ,αj+ℓ]
∣∣∣∫ xi
xi−1
[F (u, α)− F (u, αj)] du
∣∣∣.
It follows that
(11.11) LHS of (11.10) ≤ 2(Σ1 +Σ2),
where
Σ1 :=
( n1∑
i=1
m∑
j=1
|Ii,j |
∣∣ai,j(f)∣∣p) 1p and Σ2 := ( m∑
j=1
n1∑
i=1
|Ii,j ||bi,j(f)|p
) 1
p
.
By Ho¨lder’s inequality, we have
|ai,j(f)|p ≤ Cℓ
np−11
∫ xi+ℓ
xi−1−ℓ
sup
α∈[αj−1−ℓ,αj+ℓ]
|∂1F (v, α)|pdv,(11.12)
|bi,j(f)|p ≤ Cn1(αj+ℓ − αj−1−ℓ)p−1
∫ αj+ℓ
αj−1−ℓ
∫ xi
xi−1
|∂2F (u, α)|p dudα
≤ Cℓ
np−21
(
1
n1
+
√
αj)
p−1
∫ αj+ℓ
αj−1−ℓ
∫ xi
xi−1
|∂2F (u, α)|p dudα.(11.13)
Also, note that by (11.6) and (11.8),
(11.14) |Ii,j | ∼ n−21 (
√
αj + n
−1
1 ), 1 ≤ i ≤ n1, 1 ≤ j ≤ m.
Thus, using (11.12) and (11.14), we have
Σ1 ≤ C
n1
[ n1∑
i=1
∫ xi+ℓ
xi−1−ℓ
( m∑
j=1
1
n1
(
√
αj + n
−1
1 ) sup
α∈[αj−1−ℓ,αj+ℓ]
|∂1F (v, α)|p
)
dv
] 1
p
.
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Since the function ∂1F (v, α) = (∂1+g
′(v)∂2)f(v, g(v)−α) is an algebraic polynomial
of degree at most n in the variable α for each fixed v ∈ [−2b, 2b], it follows from
Lemma 11.4 that
Σ1 ≤ C
n1
( n1∑
i=1
∫ xi+ℓ
xi−1−ℓ
∫ 3
2
0
|∂1F (v, α)|p dα dv
) 1
p ≤ Cℓ
n1
(∫ b
−b
∫ 3/2
0
|∂1F (x, α)|p dα dx
) 1
p
.
Setting ξ(v) = (1, g′(v)) for v ∈ [−2b, 2b], we obtain from Theorem 9.1 that
Σ1 ≤ Cℓ
n1
(∫ b
−b
∫ 3
2
0
|∂ξ(x)f(x, g(x)− α)|p dα dx
) 1
p ≤ Cℓε‖f‖Lp(G∗).(11.15)
Similarly, using (11.13) and (11.14), we have
Σ2 ≤ C
n1
( n1∑
i=1
m∑
j=1
∫ xi
xi−1
∫ αj+ℓ
αj−1−ℓ
|∂2F (u, α)|p(
√
α+ n−1)p dα du
) 1
p
≤ C
n1
∫ b
−b
∫ 1
0
|∂2F (u, α)(
√
α+ n−1) dα du,
which, using the Remez type inequality (see [32, (7.17)]) and the univariate Markov-
Bernstein-type inequality (see [32, Theorem 7.3] ), is estimated above by
C
n1
(∫ b
−b
∫ 1
0
|∂2F (u, α)|p(
√
α)p dα du
) 1
p
≤ Cε
(∫ 2b
−2b
∫ g(x)
0
|f(x, g(x)− α)|pdα dx
) 1
p ≤ Cε‖f‖Lp(G∗).(11.16)
Now combining (11.16), (11.15) with (11.11), we obtain the desired estimate (11.10).

Remark 11.6. The above proof implies that if Λ ⊂ G is εn -separated with
respect to the metric ρ̂G, then the cardinality of Λ is at most Cεn
d+1. This follows
immediately from the fact that every ω ∈ Λ is contained in a unique set Ii,j .
To state the next lemma, let B := {ξ ∈ Rd+1 : ‖ξ‖ ≤ 1} denote the unit ball
of Rd+1 equipped with the metric
(11.17) ρ(ξ, η) = ‖ξ − η‖+ |
√
1− ‖ξ‖2 −
√
1− ‖η‖2|, ξ, η ∈ B.
For ξ ∈ B and r > 0, set Bρ(ξ, r) := {η ∈ B : ρ(ξ, η) ≤ r}, and define cBρ(ξ, r) :=
{η ∈ B : ρ(ξ, η) ≤ cr} for c > 0.
Lemma 11.7. Let n ∈ N and 0 < p ≤ ∞. If {ξj}mj=1 ⊂ B is 1n -separated
with respect to the metric ρ given in (11.17), then there exists a constant ε ∈ (0, 1)
depending only on p and d such that
‖f‖Lp(B) ≤ C‖f‖Lp(B\E), ∀f ∈ Πd+1n
with E :=
⋃m
j=1 Bρ(ξj ,
ε
n ), and the constant C being dependent only on d and p.
Proof. For simplicity, we will prove the result for p <∞ only. The case p =∞
can be treated similarly. According to Theorem 11.6.1 of [7, p. 290], there exists
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a constant ε ∈ (0, 1/4) depending only on d and p such that for every maximal
4ε
n -separated subset Λ of B ( with respect to the metric ρ), and any f ∈ Πd+1n ,
C1
(∑
ξ∈Λ
|Bξ| max
η∈4Bξ
|f(η)|p
) 1
p ≤ ‖f‖Lp(B) ≤ C2
(∑
ξ∈Λ
|Bξ| min
η∈4Bξ
|f(η)|p
) 1
p
,(11.18)
where Bξ = Bρ(ξ,
ε
n ) and the constants C1, C2 > 0 depend only on d and p. We may
choose the maximal 4εn -separated set Λ in (11.18) in such a way that {ξj}mj=1 ⊂ Λ.
Then using (11.18) and the doubling property of the measure |Bξ|, we have
‖f‖Lp(B) ≤ C2
(∑
ξ∈Λ
|Bξ|
|(2Bξ) \Bξ|
∫
(2Bξ)\Bξ
|f(η)|p dη
) 1
p ≤ C
(∑
ξ∈Λ
∫
(2Bξ)\Bξ
|f(η)|p dη
) 1
p
≤ C‖f‖Lp(B\E),
where the last step uses the fact that Bξ ∩ (2Bη) = ∅ for any two distinct points
ξ, η ∈ Λ. 
Next, we set Ωδ := {ξ ∈ Ω : dist(ξ,Γ) ≥ δ} for δ ∈ (0, 1).
Lemma 11.8. Assume that n ≥ µ > 1, δ ∈ (0, 1), and ε ∈ (0, δ/4). Let Λ ⊂ Ωδ
be εn -separated with respect to the Euclidean metric, and let
Vξ := Bµε
n
(ξ) =
{
η ∈ Rd+1 : ‖η − ξ‖ ≤ µε
n
}
, ξ ∈ Λ.
Then any f ∈ Πd+1n and 1 ≤ p ≤ ∞,
(11.19)
(
(
ε
n
)d+1
∑
ξ∈Λ
∣∣∣osc(f ;Vξ)∣∣∣p) 1p ≤ Cµ,δε‖f‖Lp(Ω),
where the constant Cµ,δ is independent of ε, n and f .
Proof. Let n1 = n/ε . We cover Ωδ with finitely many closed ballsB1, . . . , Bn0 ⊂
Ω3δ/4 of radius δ/4, where n0 depends only on δ and Ω. Clearly, it is sufficient to
prove that for f ∈ Πd+1n , and Λi = Bi ∩ Λ with i = 1, . . . , n0,
(11.20)
(
(
ε
n
)d+1
∑
ξ∈Λi
∣∣∣osc(f ;Vξ)∣∣∣p) 1p ≤ Cµ,δε‖f‖Lp(Ω).
For ξ ∈ Λ, we set fVξ = 1|Vξ|
∫
Vξ
f(η) dη, and let ηξ ∈ Vξ be such that
max
η∈Vξ
|f(η)− fVξ | = |f(ηξ)− fVξ |.
Then by Poincare’s inequality, we have that for each ξ ∈ Λj with 1 ≤ j ≤ n0,
osc
(
f ;Vξ
) ≤ 2|f(ηξ)− fVξ | ≤ Cd ∫
Vξ
‖∇f(η)‖‖η − ηξ‖−d dη
≤ C
∫
2Bj
‖∇f(η)‖‖η − ηξ‖−d(1 + n1‖η − ηξ‖)−d−2 dη,
which, using Lemma 11.7, is estimated above by
C
∫
{η∈2Bj : ‖η−ηξ‖≥ ε1n1 }
‖∇f(η)‖‖η − ηξ‖−d(1 + n1‖η − ηξ‖)−d−2 dη
≤ Cnd1
∫
Ωδ/4
‖∇f(η)‖(1 + n1‖η − ηξ‖)−2d−2 dη.
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By Ho¨lder’s inequality, this implies∣∣∣osc(f ;Vξ)∣∣∣p ≤ Cn−p1 nd+11 ∫
Ωδ/4
‖∇f(η)‖p(1 + n1‖η − ηξ‖)−2d−2 dη.
It then follows that
(
ε
n
)d+1
∑
ξ∈Λj
∣∣∣osc(f ;Vξ)∣∣∣p
≤ Cn−p1
∫
Ωδ/4
‖∇f(η)‖p
∑
ξ∈Λj
(1 + n1‖η − ηξ‖)−2d−2 dη.(11.21)
Since Λ ⊂ Ωδ is 1n1 -separated with respect to the Euclidean metric, we obtain that
for any η ∈ Rd+1,∑
ξ∈Λj
(1 + n1‖η − ηξ‖)−2d−2 ≤ Cnd+11
∑
ξ∈Λj
∫
B
n
−1
1
(ξ)
(1 + n1‖η − ζ‖)−2d−2 dζ
≤ Cnd+11
∫
Rd+1
(1 + n1‖η − ζ‖)−2d−2 dζ ≤ Cd <∞,
where the first step uses the fact that ηξ ∈ B µ
n1
(ξ) for each ξ ∈ Λj . This combined
with (11.21) yields(
(
ε
n
)d+1
∑
ξ∈Λj
∣∣∣osc(f ;Vξ)∣∣∣p) 1p ≤ Cn−11 (∫
Ωδ/4
‖∇f(η)‖p dη
) 1
p
,
which, by the Bernstein inequality, is bounded above by
Cnn−11 ‖f‖Lp(Ω) ≤ Cε‖f‖Lp(Ω).
This completes the proof of Lemma 11.8. 
Proof of Theorem 11.1. Without loss of generality, we may assume that
1 ≤ p <∞ and n ≥ NΩ, where NΩ is a sufficiently large positive integer depending
only on Ω. Indeed, the case p = ∞ is simpler, and can be treated similarly,
while (11.19) for n ≤ NΩ can be deduced from the case n = NΩ.
By Lemma 2.4, we can find a constant λ0 ∈ (0, 1) and finitely many domains
G1, . . . , Gm0 ⊂ Ω of special type attached to Γ such that
Γδ := {ξ ∈ Ω : dist(ξ,Γ) ≤ δ} ⊂
m0⋃
j=1
Gj(λ0)
for some δ ∈ (0, 1) with m0 and δ0 depending only on Ω. Then Λ =
⋃m0+1
j=1 Λj,
where Λj = Λ ∩Gj(λ0) for j = 1, . . . ,m0, and Λm0+1 = Λ ∩ (Ω \ Γδ). Thus,∑
ξ∈Λ
∣∣∣U(ξ, ε
n
)
∣∣∣∣∣∣osc(f ;U(ξ, ℓε
n
))
∣∣∣p ≤ m0+1∑
j=1
Sj ,
where
Sj :=
∑
ξ∈Λj
∣∣∣U(ξ, ε
n
)
∣∣∣∣∣∣osc(f ;U(ξ, ℓε
n
))
∣∣∣p, 1 ≤ j ≤ m0 + 1.
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Clearly, by (1.2) and (11.3), we may choose NΩ sufficiently large so that
BGj (ξ,
µ1ε
n
) ⊂ U(ξ, ℓε
n
) ⊂ BGj(ξ,
µ2ε
n
) ⊂ Gj , ∀ξ ∈ Λj, 1 ≤ j ≤ m0,
and
Bµ1ε
n
(ξ) ⊂ U(ξ, ℓε
n
) ⊂ Bµ2ε
n
(ξ) ⊂ Ω \ Γδ/2, ∀ξ ∈ Λm0+1,
where µ2 > 1 > µ1 > 0, and µ1, µ2 depend only on ℓ and Ω.
For 1 ≤ j ≤ m0, we use (11.3) and Lemma 11.5 to obtain
Sj ≤ C
∑
ξ∈Λj
∣∣∣BGj (ξ, µ2εn )∣∣∣∣∣∣osc(f ;BGj (ξ, µ2εn ))∣∣∣p ≤ (Cε‖f‖Lp(Ω))p.
For j = m0 + 1, we use (1.2) and Lemma 11.8 to obtain
Sm0+1 : ≤ C
∑
ξ∈Λm0+1
( ε
n
)d+1∣∣∣osc(f ;Bµ2ε
n
(ξ)
∣∣∣p ≤ (Cε‖f‖Lp(Ω))p.
Putting the above together, we prove the estimate (11.2). This completes the
proof of Theorem 11.1. 
Remark 11.9. The proof implies that the number of elements of any maximal
ε
n -separated subset of Ω with respect to the metric ρΩ is of order n
d+1. Indeed, note
that with a small fixed δ > 0 the metric ρΩ is equivalent to the Euclidean metric
on Ωδ, so the lower bound on the number of elements follows from the standard
volume estimate arguments. For the upper bound, one can use (11.4), Remark 11.6
and the standard volume estimate in the context of Lemma 11.8.
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