The main purpose of this paper is to establish the strong duality theorem for the parametric formulation of continuous-time linear fractional programming problems. We also consider the so-called extended form of continuous-time linear fractional programming problems that assume the vector-valued functions to be measurable and bounded on the time interval [0, T]. The by-product of the main result is the establishment of the strong duality theorem for the extended form of continuous-time linear fractional programming problems.
Introduction
The theory of continuous-time linear programming problem has received considerable attention for a long time. Tyndall The continuous-time fractional programming problem was investigated by Zalmai [-] . In this paper, we propose the parametric formulation of a class of continuous-time linear fractional programming problems, and we establish the weak and strong duality theorems. We first derive many useful convergent properties for the sequences of the optimal solutions of parametric continuous-time linear fractional programming problems. Using these convergent properties, we can prove the strong duality theorem for the parametric formulation of continuous-time linear fractional programming problems.
Wen and Wu [] developed a discrete approximation method to numerically solve the continuous-time linear fractional programming problems. The weak and strong duality theorems were also established in Wen and Wu [] by assuming the vector-valued functions to be continuous on the time interval [, T] . If the vector-valued functions are assumed to be measurable and bounded on the time interval [, T] , then the problem is called the extended form of continuous-time linear fractional programming problems. Using the strong duality theorem for the parametric formulation of continuous-time linear fractional programming problems, we can also establish the weak and strong duality theorems for the extended form of continuous-time linear fractional programming problems. The main purpose of this paper is to establish the strong duality theorem for the parametric formulation of continuous-time linear fractional programming problems. The by-product of the main result is to extend the strong duality theorem in Wen and Wu [] .
This paper is organized as follows. In Section , we introduce the primal and dual pair of continuous-time linear fractional programming problems, where the vector-valued functions are assumed to be measurable and bounded on the time interval [, T] . Some elementary properties are obtained in order to prove the strong duality theorem. In Sections  and , we propose the parametric formulations of primal and dual problems, and derive some useful convergent properties for the sequences of optimal solutions of the corresponding parametric problems. In Section , the strong duality theorem for the parametric formulation is established. In Section , using the strong duality theorem for the parametric formulation, we shall establish the strong duality theorem for the extended form of continuous-time linear fractional programming problems.
Continuous-time linear fractional programming problems
be the space of all measurable and bounded functions from a time inter-
. . , q, where x j denotes the jth component of x. Similarly,
The continuous-time linear fractional programming problem (CLFP) is formulated as follows:
The dual problem of primal problem (CLFP) is defined as follows:
Given a primal problem (P), there are many ways to formulate the dual problem (DP) such that the weak and strong duality theorems hold true between the primal and dual pair of problems (P) and (DP). Although the dual problem (DCLFP) is not formulated as a type of continuous-time linear fractional programming problems, it does not lose the generality because the weak and strong duality theorems have been proven to hold true between the problems (CLFP) and (DCFLP) as shown in Wen and Wu [] when the functions f and g were assumed to be continuous on [, T] . In this paper, we are going to derive the weak and strong duality theorems when the functions f and g are assumed to be measurable and bounded on [, T] .
Since the vector-valued function g is assumed to be nonnegative on [, T], it is easy to see that the primal problem (CLFP) is feasible with the trivial feasible solution 
In other words, the optimal objective value of primal problem (CLFP) is less than or equal to the optimal objective value of dual problem (DCLFP). 
Proof
Then the original problem (CLFP) can be converted to a continuous-time linear programming problem as follows:
The following result will be useful for further discussions.
Proposition . Considering the problems (AP) and (DCLFP), for any feasible solutions (y, α) with α >  and (z, β) of problems (CLFP) and (DCFLP), respectively, we have
In other words, the optimal objective value of problem (AP) is less than or equal to the optimal objective value of problem (DCLFP).
Proof Let x = y/α. Then x is a feasible solution of problem (CLFP). Using the weak duality Theorem ., we have
This completes the proof.
We say that the vector-valued function h is Lipschitz continuous on [, T] if and only if there exists a constant γ such that 
where 
. , p and t ∈ [, T], we have
We also remark that, in Wen and Wu [], the decision variables x and z were assumed to be in that the strong duality theorem should be true in the situation that the decision variables x and z are assumed to be in
, respectively. This is the reason why we consider the space L  ([, T], R) in this paper. The purpose of this paper is to derive the strong duality theorem when the vector-valued functions f and g are assumed to be measurable and bounded on [, T] based on the parametric formulation that will be discussed in the next section.
Parametric formulation of primal problems
Suppose that the vector-valued functions f and g in the primal problem (CLFP) can be parameterized as the vector-valued functions f and g for >  in which f and g are assumed to be continuous functions on
[, T] and g (t) ≥  for all t ∈ [, T]. The vectorvalued function h is assumed to be Lipschitz continuous on [, T].
We also assume that the vector-valued functions f  and g  are measurable and bounded on [, T] satisfying g  (t) ≥  for all t ∈ [, T] and the following conditions:
where μ denotes the Lebesgue measure. In this case, we see that 
and
where f j, is the jth component of f and g i, is the ith component of g . For ≥ , we consider the following parametric optimization problem:
where the vector-valued functions satisfy the following conditions:
• for each > , the vector-valued functions f and g are assumed to be continuous functions on [
, T] and g (t) ≥  for all t ∈ [, T]; • the vector-valued function h is assumed to be Lipschitz continuous on [, T];
• the vector-valued functions f  and g  are assumed to be measurable and bounded on
respectively. According to the approach proposed by Charnes and Cooper [], we can similarly transform the problem (CLFP ) into the following parametric optimization problem:
Using Theorem ., the problem (AP ) has an optimal solution (y * , α * ) with α
be the space of all measurable and essentially bounded functions from
where the Lebesgue measure is considered. Therefore we have 
The following result is useful for deriving the strong duality theorem. 
be the jth component of y * 
for each k, which says that the sequence {α * 
there exists a subsequence {y * j,
. . , q. Therefore we can construct a subsequence {y *
On the other hand, since {α * In this case, using the weak convergence, we have
Using the feasibility of (y
By taking the limit superior from () and () and using the weak convergence and (), we obtain
Using Lemma ., we have
Since B ≥ , using (), we also have
Let N  be the subset of [, T] such that the inequality () is violated, and let N  be the subset of [, T] such thatŷ  (t) . We define N = N  ∪ N  . Then, from (), we see that the set N has measure zero. Now, we define
Then we see that y *
 (t) ≥  for all t ∈ [, T] and y *  (t) =ŷ  (t) a.e. in [, T]. • For t /
∈ N , from (), we have
• For t ∈ N , using (), we also have
From (), we can obtain 
i= weakly converges to y *  , this proves the limit (). We remain to prove the limit (). Since the sequence {f k (t)} is uniformly essentially bounded on [, T], there exists a positive constant τ such that f j, k ∞ ≤ τ for each j and k. Now we have
Since k i → + as i → ∞, the limit () follows from the limit () immediately, and the proof is complete.
Parametric formulation of dual problems
For any ≥ , we consider the following parametric optimization problem:
We see that (CLFP ) and (DCLFP ) are a primal and dual pair of problems for any ≥ .
Lemma . For each > , we define the real-valued function
ρ (t) = τ σ · exp ν(T -t) σ () on [, T]. If (ẑ ,
β ) is a feasible solution of the dual problem (DCLFP ), then there exists a feasible solution (z (t),β ) of dual problem (DCLFP ) such thatz (t) ≤ẑ (t) andz i, (t) ≤ ρ (t) for each i and t ∈ [, T], wherez i, is the ith component ofz .
Proof . Now, we consider the real-valued function ρ defined in (), and write ρ as a p-dimensional vector-valued function with all entries ρ . Using Lemma ., there exists a feasible solution (ẑ , β * ) of (DCLFP ) such that
Since the sequence {f k (t)} is uniformly essentially bounded on [, T], there exists a positive constant τ such that f j, k ∞ ≤ τ for each j and k. Let
where τ  satisfies (). In this case, we define the real-valued function
We also write ρ  as a p-dimensional vector-valued function with all entries ρ  . Thenẑ
and for all >  and, from (),
From (), we can obtain
The assumption of B ij says that i B ij ≥ σ for each j. By () and (), for each j = , . . . , n, we have
which shows that
Since β * k ≥  and the vector-valued function h is nonnegative, we have that converges to some β *  . Therefore we have
By the feasibility of (ẑ k j , β * k j ), we have
Since g  is assumed to be measurable and bounded on [
. From (), we also have
Since the sequence {g k } is uniformly essentially bounded on [, T], there exists a positive constant ζ such that g i, k ∞ ≤ ζ for each i and k. Now we have
Since k j → + as i → ∞, using (), we obtain
By taking the limit inferior from () and (), and using the weak convergence and the limits (), (), and (), we obtain
Using Lemma ., we also havê
, from (), we also havê
Since B ≥ , using () and (), we have
Let N  be the subset of [, T] such that the inequality () is violated, and let N  be the subset of [, T] such thatẑ  (t) . We define N = N  ∪ N  . Then, from (), we see that the set N has measure zero. Now we define 
(   )
• Suppose that t / ∈ N . From (), we have
• Suppose that t ∈ N . From (), we see that
Using (), (), and (), we also have
From (), we conclude that (z *  , β *  ) is indeed a feasible solution of dual problem (DCLP  ). This completes the proof.
Strong duality theorem for the parametric formulation
According to Propositions . and ., we are going to establish the strong duality theorem based on the parametric formulations of continuous-time linear fractional programming problems (CLFP k ) and (DCLFP k ) for k → + as k → ∞. ( 
and the following equality is satisfied:
, and (z *  , β *  ) are the optimal solutions of problems (CLFP  ), (AP  ), and (DCLFP  ), respectively, such that the following equalities hold true:
(   ) (iii) We further assume that the vector-valued function f  satisfies the following inequality: the inequality () is satisfied automatically by using (). The result follows from Theorem . immediately.
