This paper gives an introduction to the Random Field Ising Model (RFIM). Since its rst discussion in the paper by Imry and Ma 1] there has been great interest in this model, since Ising or Ising-like systems in random elds are a good representation of a large number of impure materials. These show features that can not be understood by studying ideal systems (i.e. Ising model). There are a lot of interesting topics related to the RFIM e.g. the stability of the ferromagnetic phase and lower critical dimension d l , interface properties, order of the phase transition, scaling laws, renormalisation group treatment and crossover phenomena. We will then more speci cally discuss the 3d RFIM that is currently under strong investigation, in particular the problem of characterizing the phase transition. Since diluted antiferromagnets are a convenient probe for studying random elds in an experimentally controlable way (and have been shown to belong to the same static critical behaviour universality class) they will be discussed in some detail. Experimental data will be presented to compare with the theoretical predictions made.
Introduction
Before I start discussing the RFIM I would like to warn the reader right at the beginning, especially if he plans to go deeper into the subject. The RFIM has rst been proposed about twenty years ago by Imry and Ma 1] and up to the present day, even though a lot of progress has been made, many of its features are either not yet understood or there are di erent opinions about what the actual physical properties are. The physical picture I will present in this paper represents the level of understanding in 1997 and there might be substantial changes in the next years. There are of course properties that are believed to be understood and should therefore survive further progress in the subject. Before we take a closer look at the RFIM it is worthwhile to review the Ising model itself. It is described by the well known Hamiltonian Several centuries ago people began to realize the importance of quenched impurities in solids. All solid materials contain some quenched randomness in form of defects, impurities or as a general structural property. In some materials the randomness is an integral part of their characteristics. Even surprisingly small amounts of quenched randomness can greatly in uence the phase transition. Speci c interest was devoted to the e ect of impurities on order-disorder transitions. The randomness causes real physical systems to be never completely translational invariant. Hence in order to compare experimental data, e.g. critical exponents with predicted theoretical values the pure models (e.g. Ising model) are often not appropriate. In order to obtain a more realistic description the Hamiltonian of the Ising model has to be modi ed in the following way J(jr i ? r j j) ! J(jr i ? r j j) + J ij H ! H + h i (2) where J ij and h i are random quantities taking into account the disorder present in real samples. Those random quantities are characterized by some probability distribution. Typically J ij and h i have zero average for di erent bonds and are uncorrelated for di erent sites respectively. There are a few cases to distinguish. In the case that J ij J ij there are no drastic e ects. Some critical exponents for second order transitions may change and rst order transitions can become second order. In the other limit J ij J ij LRO is generally destroyed and a spin glass phase may occur. The topic of this paper, however, is the case
The Ising Hamiltonian with the changes given by equations 2 and 3 is called the Random Field Ising Hamiltonian, i.e. in absence of external magnetic elds
where we have restricted the interactions to nearest neighbour only. This Hamiltonian describes the competition between random ordering elds and long range order. The second term is not present in the pure Ising model. The J ij are positive and the ground state in the absence of elds is ferromagnetic. In order to obtain speci c results we have to specify the h i . In the following the notations < ::: > and the overbar designate a thermal average and a disorder average over the random elds respectively. The probabilty distribution for the disorder average is typically a Gaussian or a bimodal one, where the latter one is given by h i = h r with equal probability and h r being some constant value of the eld. We make the following assumptions about h i
The general ingredients in the RFIM Hamiltionian that are important for our purposes are the short range interactions and the assumption of one dimensional spins. In real magnetic systems the last assumption is often only approximately true, one at most has strong anisotropy, which can make the spins quasi one dimensional. Even though we call the S i in our Hamiltonian spins for brevity the system itself is not restricted to magnetism. The S i , for example, could also describe a molecule with two di erent orientations, occupied or empty sites in a lattice or a two state microscopic system. In general the RFIM is appropriate to describe any solid state system that has a transition with a doubly degenerate ordered state and contains frozen impurities or point defects that cannot move on the relevant time scales. Another convenient way to describe the system is through the Ginzburg-Landau Hamiltonian
with ?1 < (r) < 1,ã = a 0 (T ? T c (0)), T c (h = 0) = O(J) and h(r) = 0, h(r)h(r 0 )=h 2 (r ? r 0 ).
As mentioned above, the RFIM was rst discussed in 1975 in a paper by Imry and Ma 1] and is currently under strong theoretical and experimental investigation. The experimental progress in the RFIM, however, came not before it was recognized that dilute antiferromagnets in homogeneous elds are ideal experimental probes to study these systems. We will discuss this in a later section. where we have set the lattice constant a equal to one. For low temperatures and vanishing random elds, this is obviously not favourable so that there will be no spontaneous formation of domains. The situation, however, changes if there are random elds present. There is an energy gain due to the interaction with these random elds. The energy is given inside a region of volume R d by
E R itself can be positive or negative. It is, however, always possible to nd a region about an arbitrary lattice point i such that E R > 0. Hence, reversing the spins in this domain results in an energy gain of ?2E R . We obtain for the total energy of a domain of size R in the presence of random elds
It is now obvious that for h J E R > 0 for d > 2 E R < 0 for d < 2 for large enough R The ferromagnetic state is therefore unstable for d < 2. In the case d =2, it is not a priori obvious, but it has been shown 10] that there exists an instability for d=2 due to the roughness of the domain wall surface (see next section) so that there is no long range order in two dimensions. The lower critical dimension therefore changes to d l =2. Hence we obtain the surprising fact that even for arbitrary week random elds, long range order is destroyed in d 2 and the lower critical dimension changes from d l = 1 to d l = 2. It has been rigorously proven that in dimension d = 3 there exists LRO for weak random elds and low temperatures. It should be understood that the above condition is only su cient for the nonexistence of the ordered state. There might be stronger instabilties that we will neglect in the following. In addition, there are other complications that we have not taken into account in our considerations, e.g. domains within domains ! it can be shown that they are rare for d>2 14] there generally exist a large number of di erent contours for a domain of size R ! it can be shown that they all basically include the same volume and random elds and that with probability one there is no contour enclosing a random eld gain that is larger than the surface energy loss if d>2 thermal uctuations ! those are supposed to be irrelevant at low temperatures Concluding this section we found that the lower critical dimension changes from d l =1 in the Ising model to d l =2 in the RFIM.
Interface Properties
Applying the Imry-Ma argument in the preceeding section we have implicitly assumed that domain walls are smooth, such that their surface area is in fact proportional to R d?1 if R is the linear dimension of the domain wall. It is therefore in order to check if this assumption is justi ed. We consider a domain wall with vanishing mean curvature, e.g. a small part out of the surface of a larger domain. We denote the surface pro le by z(x) where x is a (d?1)-dimensional vector parallel to the mean interface plane, i.e. r = (x; z). We de ne the interface roughness by On the other hand we expect domain walls to be rough in d = 2 dimensions and below. We can therefore conclude that the results we obtained by the Imry-Ma argument in the preceeding section are correct. In addition we worked out the wall roughness that is responsible for the destruction of LRO in two dimensions as mentioned above.
Phase Transition
Since we have established that the lower critical dimension of the RFIM is di erent from that of the Ising model, we have to address the question of characterizing the phase transition that should occur in dimensions 3 and greater. In the pure Ising model we have a continuous transition in d = 3. For the RFIM mean eld theory predicts that as the random eld is increased from zero, the transition temperature decreases until it goes to T c = 0 at a critical eld h c r . For h r > h c r the system is disordered at all temperatures. For random eld probability distributions that monotonically decrease with increasing eld jhj (e.g. Gaussian distribution), the transition (in mean eld theory) is always continuous. For the bimodal distribution there exists a tricritical point, i.e. the transition becomes rst order for larger critical elds. Recent Monte Carlo simulations for bimodal and Gaussian distributions, however, do not show latent heat or phase coexistence but a jump in M. On the other hand, high temperature expansions show continuous transitions for both distributions. This shows that so far no proof exists for a continuous transition in either case. Nevertheless it will be assumed, at least for the Gaussian distribution, that there is a continuous transition. This seems to be justi cable.
Scaling laws
In this section we take a closer look at the critical exponents that establish a means of characterizing the critical behaviour. Before we start it is probably convenient to write down the de nitions of the exponents and some of the known scaling laws for the ideal system. 
Since (0) 0 per de nition, there is obviously something wrong with our assumptions. We conclude that random elds are a relevant perturbation when we use the exponents of the pure model and that the conventional hyperscaling laws break down in random elds. In our case, this would be the Josephson scaling law.
We instead have to assume a so called modi ed hyperscaling law
where we have introduced a new exponent . Using equation 15 we obtain the following relation for our exponent
This has in fact already been proven for a number of random eld systems by Schwartz and So er 17]. We see that there is a drastic change in the scaling behavior due to random elds. We know that in the pure system there are only two independent exponents which are related through the scaling laws. In the random eld case we have to introduce a third independent exponent in order to avoid inconsistencies as for example a negative . Furthermore, all the hyperscaling laws change by replacing d through (d ? ). Some people claim that inequality 19, the so called Schwarz-So er inequality, holds as an equality. In this case we would again have only two independent exponents. But there is, however, no rigorous proof so far. The appearence of a third exponent is related to the existence of two di erent correlation functions that scale independently at T = T c (h), namely
where the S~k are the Fourier components of the structure factor. G dis obviously vanishes for the ideal system. In mean eld theory one has = = 0 for the pure system but if random elds are present, this changes to 
If the Schwarz-So er inequality would hold as an equality this would yield = 2 . The problem of actually having three instead of two independent exponents in the presence of random elds is not settled yet, but simulations suggest that the SchwarzSo er inequality might actually hold as an equality(c.f. gure 2, column 4).
Renormalisation Group
In this section I will give a short presentation of the renormalisation group (RG) treatment of the RFIM. Unfortunately there exists no satisfying RG analysis so far. In this section we assume a continuous transition up to T = 0. The singular part of the free energy can be written as
We then carry out the RG coarse graining transformation with length scale factor l, corresponding to a reduction in the number of degres of freedom by l d . The RG ow diagram (that also represents the phase diagram) for this system is expected to look like gure 1. The critical behavior of the pure system is controlled by the thermal Figure 1 : RG ow diagramm xed point C. Since the random elds are a relevant perturbation (the h i break translational symmetry and we know that symmetry breaking terms are generally relevant operators), ows along the phase boundary between ferro and paramagnetic state approach the zero temperature random eld xed point R, which therefore controls the critical behaviour at the phase boundary. The ows starting in the ferromagnetic region terminate at the stable ferromagnetic sink F . With help of phenomenological arguments one obtains the following form for the scaling elds (28) this would yield = 2 in all dimensions. This leads to the conclusion that since the lower critical dimension of the pure Ising model is d l =1 the RFIM should have d l = 1 + 2 = 3 in disagreement with what we found before (the 3d RFIM actually has been proven to exhibit LRO). For quite a while this was a puzzling result and many papers concluded that there must be something wrong with the Imry-Ma argument. They constructed some bizzare modi cations in order to obtain d l = 3. Only in recents years have physicists realized that the mistake was at the other end, namely that perturbation theory is not appropriate to deal with this type of disorder and that dimensional reduction is wrong. The breakdown of perturbation theory is mainly due to a large number of local minima in the energy landscape. Again we see that the RFIM has quite surprising features.
Dilute Antiferromagnets
In the last sections we saw a lot of theoretical considerations and predictions. We saw that in the presence of weak random elds LRO is destroyed in dimensions d 2 and that it has been rigorously proven that LRO exists in d =3. Nevertheless, it is not yet clear what the nature of the phase transition is. The interesting case is obviously the one where LRO rst occurs, i.e. d=3 and fortunately this is the dimensionality where experiments can most easily be performed. We would like to measure critical exponents and compare the results with those obtained by simulations and calculations. Unfortunately, even though the RFIM was introduced more than 20 years ago, it remained outside the realm of experimental study for many years. No mechanism was known for easily generating elds in a controlled way that coupled to the order parameter with uncorrelated randomness on the scale of the crystal lattice spacing. This changed in 1979 when Fishman and Aharony 16] proposed a physical realisation of such a mechanism. They showed that an external uniform eld applied to an anisotropic antiferromagnet with random exchange coupling will generate random elds coupling to the antiferromagnetic order parameter (staggered magnetisation). The Hamiltonian of this system is given by
where i =1 if the site is occupied and 0 if it is empty. H is the uniform applied eld. The local random elds in this system are generated by competition between the alignment of the local sublattice that has the most spins with the applied eld and the long range antiferromagnetic order where one sublattice globaly alignes with the eld. The applied uniform eld and the e ective random eld are proportional to each other. The random eld can therefore easily be controled and even switched o completely. This provides the opportunity to do scaling studies in a systematic way and also allows for so called zero-eld-cooling (ZFC). This means nothing more than cooling down the sample without any random elds present. For some systems other than the dilute antiferromagnets (DA), one has no control over the strength of the random elds and it is therefore only possible to perform eld cooling (FC), i.e. cooling the sample in presence of random elds. Since hysteresis plays an important role in interpreting the data for the RFIM ZFC is crucial. The important point, however, that makes the diluted anitferromagnets (DA) so useful for studying the RFIM is, that both systems belong to the same static critical behaviour universality class. Otherwise, critical exponents obtained by measuring DA would not yield any useful information about the critical behaviour of the RFIM. The progress in understanding the RFIM is strongly coupled to experiments on highquality DA crystals.
Crossover Phenomena
Crossover phenomena are an other interesting and important subject one has to be aware of when performing experiments on RF systems. This relates to interpretation of experimental data and the comparability with theoretical predictions. By crossover phenomena we mean nothing more than that at some larger value of jtj one observes behavior resembling a certain universality class. Approaching the critical temperature more closely one might observe the crossover to critical behaviour belonging to another universality class with di erent exponents. In our case this would be the crossover from non-random to random eld behaviour as where c is a non universal constant. A general statement is that for weak random elds all relevant reduced temperatures scale with h r in the combination th ?2= r .
One can show that the crossover from non to RFIM behaviour will occur for jtj < t cross (t) = ah 2= r
where a is a non universal constant. This means that far from T c (0) and with small random elds the system shows critical behaviour not characteristic of the RFIM. Only when T c (0) is closely approached one can observe the crossover to random eld behaviour. This means that if one performs measurements on some experimental realisation of the RFIM one has to make sure to go beyond t cross in order to measure the correct critical behaviour.
Experimental Results
In this last section we will look at experimental results, mainly speci c heat measurements, and will check if they con rm the theoretical predictions obtained in the preceeding sections. We rst turn to the case d = 2. We expect no transition to a long range ordered state if we cool down the sample . For weak random elds the system will appear to approach the transition with exponents of zero random elds,
i.e. it will seem to exhibit LRO. For jtj < t cross the behaviour will change and only a rounded maximum in the speci c heat will occur, since the free energy does not exhibit a singularity. With small enough random elds the transition will in practice be too small to be observed. The behaviour of the speci c heat is shown in gure 3. The data is obtained by using an optical technique. In DA d n dT is proportional to the Ising system. The data shows very clearly that for zero eld a sharp (to the extent of experimental resolution) transition occurs, whereas for small random elds the transition is rounded. This corressponds to the destruction of LRO. The divergence observed in zero eld is (symmetric) logarithmic. One can extract the crossover exponent out of the data and obtains = 1:58 0:22. This agrees reasonably well with the staggered susceptibility exponent = 1:75. Summarizing it can be stated that for d=2 speci c heat experiments are consistent with theoretical predictions and computer simulations and show the destruction of LRO. People also did neutron scattering experiments. I will not go into details, but only state that they also agree with theory and simulations. Now we turn to the case d=3 where we expect LRO according to the considerations in the preceeding chapters. This case, however, turns out to be much more complex and di cult to study than the d =2 case. This is because dynamical e ects play a major role. There are other complications that arise in studying DA. For example the presence of magnetic impurities in DA constitute strong pinning sites for the domain walls and this has to be taken into account if one wants to compare experimental and theoretical data, since this feature is not present in theoretical studies of the ferromagnetic model. Another important point are concentration gradients.
In preparing the crystals one has to be very careful in order not to introduce any variation in the magnetic dilution. Otherwise concentration gradients arise. Since the transition temperature strongly depends on the concentration the sample would then have a locally varying transition temperature. This would strongly a ect the measurable critical behaviour. Typically, concentration gradients have to be small enough such that the variation of T c (H) over the whole sample is of the order of 10 ?3 of T c (H) or less if one wants to observe RFIM critical behaviour. In addition concentration gradients tend to round the transition making it hard to predict accurate values for the exponents. In general, gradients have to be determined independently and have to be incorporated in the interpretation of the data. We allready mentioned crossover phenomena in the preceeding section. When taking data one has to make sure to be close enough to T c in order to measure the correct universality class behaviour. The most studied DA system in d =3 is already been subtracted. The inset shows the FC data that is much more rounded due to frozen in nite size metastable clusters. In conclusion, it can be said that high resolution speci c heat measurements suggest the existence of a logarithmic divergence with no evidence of any accompanying background discontinuity in d =3. From this the expected LRO in three dimensions can be infered. Recent Monte Carlo simulations, unfortunately, do indicate a cusp with a large negative exponent. This discrepancy between experiment and simulation is yet unsolved. People also did neutron scattering to measure the scattering amplitude. Unfortunately there does not exist a good theoretical prediction for the line shape in the cases t < 0 and t > 0 and it is therefore di cult to interpret the data and to extract the critical exponents. I will not go into this di cult subject. Fits to the experimental scattering data suggest the following values for the critical exponents: 
Conclusion
The purpose of this paper was to point out the e ect of random elds on ideal systems. It was shown that many features of the ideal models change, e.g. the lower critical dimension, the critical exponents, the scaling laws and the character of the phase transition in the case of the RFIM. The RFIM is a eld of intensive current research. There are yet many discrepancies between experiments and the predictions made by theory and simulation. It should be realized that one has to be careful in applying models to physical reality especially if one wants to compare experimental data with theoretical predictions. There might be subtleties involved, such as crossover phenomena for example. The case of the RFIM model shows that even arbitrary weak deviations from ideal behaviour lead to drastic changes in the physics. I hopefully did not confuse the reader too much but encouraged him to think more about this interesting subject.
