where {xt, x2,..., x"} is the spectrum of X and (e^X), e2(X),..., e"(X)} is an orthonormal basis of eigenvectors of X. The nonuniqueness of {e,(X)} when X has repeated eigenvalues has been a major source of difficulty in obtaining the derivative of F. We circumvent this by replacing (1.1) with the equivalent representation F(X)= E/K)E,(X), (
2) i=i where {xl,x2,..., xp} is the set of distinct eigenvalues of X and E,(X) is the eigenprojection corresponding to xt (i.e., the orthogonal projection operator on the null space of X -x,l).
The advantages of (1.2) over (1.1) are that the eigenprojections are unique and there are formulas for them in terms of X and its eigenvalues. Indeed, I p X -x\ n -i-2-. p > E,(X) = { J-1 XJ (1.3)
,v ' \ j*i U P = 1 (see, e.g., Hoffman and Kunze [6] or Halmos [7] ). Of course, the integer p depends on X, which means that the representation (1.2) for F(X) (as well as the spectral decomposition of X itself) changes with the number of distinct eigenvalues of X. Nevertheless, we shall see that (1.2) defines a differentiable function if / has enough derivatives. Important properties of the eigenprojections that will be used later are E,(X)E(X) = /^(X)' [=J: (1.4) 10, i* J, £e,(X) = I. (1.5) i = i
Our approach is to apply to (1.2) the well-known result that if for each T in a basis for Sym( Vn) the directional derivative dF(X + aT)/da\a_0 exists in a neighborhood of X and is continuous at X, then F is differentiable at X and its derivative is given by
Z>F(X)[T] = £f(X + «T)
It is interesting to note that even though the eigenvalues and eigenprojections are not differentiable at arguments with repeated eigenvalues, the function defined by (1.2) is differentiable for a sufficiently smooth /. This program is carried out directly in a self-contained, elementary manner for n = 2 in Sec. 2. The three-dimensional case is worked out in Sec. 3 first for an X with three distinct eigenvalues, and then the results are extended to the case of repeated eigenvalues with the help of a new lemma due to Ball [8] , The two-dimensional case also could be handled with Ball's lemma; however, we feel that the added insight afforded by the completely elementary treatment in Sec. 2 warrants the extra effort. The ^-dimensional case is considered briefly in Sec. 4, and a formula for the derivative at an X with n distinct eigenvalues is given.
Of course, the expressions for derivatives found here agree with those few already known for polynomials and other simple functions, but now more complicated functions such as the tensor logarithm can be differentiated. This is central to the determination in [9] of the relationship between the time rate of change of the logarithmic strain tensor and the stretching tensor.
2. The two-dimensional case. In this section, we start with the formulas for the eigenvalues obtained by solving the characteristic equation and then consider the directional derivatives of the eigenvalues, the eigenprojections, and the function F defined by (1.2). The analysis falls naturally into cases determined by the multiplicities of the eigenvalues.
2. 
is necessarily nonnegative since Y(a) e Sym(F2). Here, xl < x2 and tl < t2 are the eigenvalues of X and T, respectively. We note that y,( 0) = (2.1.5)
which reflects the fact that the eigenvalues of X depend continuously on X. Since y2(a) -J>i(a) = \Jd(a), it follows from (2. Case 2 (xx = x2 = x, tx < t2). Here d{a) = a2(t2 -tx)2, and Remark. Since the eigenprojections are discontinuous at an X with equal eigenvalues, they clearly are not differentiable there.
2. Case 2 = x2 = x, tl < t2). Here \jd(a) = |a|(f2 ~ 'i)> and only one-sided derivatives exist:
Thus, the eigenvalues do not even have directional derivatives in Case 2. The nonexistence of dyt/da reflects the fact that we have insisted on the ordering ^(a) ^ y2(a) (cf. the remark below).
Case 3 (xj = x2 = x, t1 = t2 = t). Here d(a) = 0, and
Remark. Of course, we have capitalized on the fact that for n = 2 there are simple formulas for the eigenvalues. For n -3,4 the formulas are not simple, and for n > 4 no such formulas exist. For any n if dyt(a)/da is known to exist, one can proceed (as we do in Subsec. 3.1 and Sec. 4) by differentiating the characteristic equation. There is no difficulty as long as the eigenvalues are distinct, but when they coalesce the coefficient of dyt(a)/da vanishes. In the latter situation, l'Hospital's rule can be used or the characteristic equation can be differentiated again. In any case, the differentiability of the y^a) with DERIVATIVE OF A TENSOR-VALUED FUNCTION OF A TENSOR 413 respect to a is a crucial matter. Rellich [11, pp. 44-45 ] (see also Kato [10, p. 122] ) has shown that the unorderedy^a) may be chosen so as to be smooth in a.
2.3 The directional derivatives of the eigenprojections. Since
it suffices to consider only Ej(X).
Case 1 (xj < x2). Equation (2.1.6) together with (2.1.1), (2.1.5), (2.1.7), (2.2.1), and (2.3.1) yields
By continuity, the eigenprojections are differentiable in this case, and We take A = Ex(X), B = T, note from (2.1.7) that tr E((X) = 1, and make the substitution I = Ej(X) + E2(X) on the right-hand side to get A similar result holds for E2(X), and consequently (2.3.2) can be written as
Case 2 (xl = x2 = x, t1 < t2). The occurrence of |a| in (2.1.8) restricts us to the calculation of one-sided derivatives. However, with (2.1.1), (2. Remark. Even though the eigenprojections have directional derivatives in all directions at an X with xx = x2, they are not differentiable there; comparison of (2.3.6) and (2.3.7) with (2.3.5) shows that the directional derivatives are not continuous at such an X (cf. the remark at the end of Subsection 2.1).
2.4 The directional derivative of F. Given f:U -> R, we define F:
We assume that / has as many derivatives as needed and denote them by primes in the sequel.
Case 1 (xx < x2). Since 
As expected in this case, there is continuity in X for each T; so F is differentiable, and It is interesting to note how the discontinuities of E,(a) and dyt(a)/da combine here to give a continuous result for any choice of /.
Case 3 (xj = x2 = x, t1 = t2 = t). As was noted in Subsec. 2.1, d(a) = 0 here; so it follows from (2.1.2) and (2. Thus, F has a directional derivative in all cases, and in Cases 2 and 3 it is given by the same formula. Continuity will be investigated in the next subsection.
2.5 The derivative of F. In the previous subsection, we showed that the function F: Sym( V2) -> Sym( V2) which is defined by (2.4.1), has a directional derivative, dF(X + aT)/da\a_0, everywhere and in every direction. When the eigenvalues of X are distinct, it is given by (2.4.2); and when the eigenvalues of X are equal, it is given by (2.4.4) . In this subsection, we will show that for each T e Sym(I/2), JF(X + al)/da\a_0 is continuous at every X e Sym( V2) and thereby conclude that F is differentiable on Sym(F2).
Obviously, we have continuity at any X with distinct eigenvalues, so what remains to be shown is that for dF(X + aT)/d<x)\a_0 given by (2. Then, if / is four times continuously differentiable on R, F is continuously differentiable on Sym(V2) and
(2.5.6)
For some choices of / (such as f(x) = x2 or even f(x) = -Jx ), the two formulas in (2.5.6) admit a common expression for both x1 =£ x2 and = x2. In other cases (such as f(x) = lnx), they do not.
3. The three-dimensional case. One could proceed here as we did in the two-dimensional case. However, it is more economical to use Ball's lemma to extend the formula for the derivative derived for three distinct eigenvalues to the case of repeated eigenvalues. The notation parallels that used in Sec. 2. As noted in the remark following (2.2.4), the unordered >',(«) may be chosen so as to be smooth functions of a. Consequently, we can differentiate (3.1.1). and, therefore, with (3.1.4) and
we find that
The derivatives of E2 and E3 may be obtained from (3. In our case, we identify Sym(F3) with R6 and take "U = Sym(K3). The exceptional set Jf exists, then g is continuously differentiable on "ll. 
The purpose of the present subsection is to show that the function F so defined is continuous on Sym(F3). Since the demonstration parallels the one in Subsection 2.5, not all of the details will be presented.
Clearly, F is continuous at any X with three distinct eigenvalues; and at such an X, F(X) has the form Triple coalescence. Consider X -» xl. Suppose to begin with that X has eigenvalues xx + x2 + x3 + x,. To investigate the limits of the scalar coefficients in (3.3.4), we first let (Xj, x2, x3) -* (£, |, £) along the line normal to the line x1 = x2 = x3. Then
uniformly w.r.t. £. Here, the dt are the components of the unit vector directed from (£, £, i) toward (xj, x2, x3). Since the right-hand members of (3.3.7) are continuous in £ and since X2 -> x2I, we see that the limit of the right-hand side of (3. 
where /i and are given by (3.1.8). Remark. Note that the expression for £>F(X)[T] when the underlying vector space has dimension n = 3 and X has two distinct eigenvalues is of the same form as the one appropriate to n = 2 and X having two distinct eigenvalues. There is similar argeement between the n = 2 and n = 3 cases when X has one distinct eigenvalue in each case. We conjecture that, in general, the formula for DF(X) [T] depends only on the number of distinct eigenvalues of X and is independent of the dimension of the underlying space.
4. The ^-dimensional case for n distinct eigenvalues. Here we sketch the extensions of the results of Subsec. 3.1 to the ^-dimensional case. We do not consider repeated eigenvalues; however, for any choice of n and any particular type of coalescence, the methods of Subsec. 3.4 could be applied. 
