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内容提要:传统季节调整方法在提取环比增长率时需要先剔除原始数据中的季节成分，这会带来原
始数据信息的失真。鉴于此，本文提出了一种直接拟合原始数据增长率的季节增长率(SGＲ)模型，该模
型不仅可以直接提取环比增长率，还可以对原始数据的增长率进行预测。蒙特卡洛模拟结果表明，本文
给出的针对 SGＲ模型的 MLE估计方法具有良好的有限样本表现。通过对我国 GDP和 CPI数据进行实
证，本文发现利用 SGＲ模型直接提取的环比增长率的稳定性要高于其他一些季节调整方法。不仅如
此，SGＲ模型的拟合和预测表现相比 BSM 模型和 SAＲIMA 模型均有显著提高。此外，SGＲ 模型还具有
容易拓展为非线性、多元情形的优势。
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A Direct Method Based on Seasonally Adjusted Growth Ｒate
Zheng Tingguo ＆ Dang Jue
Abstract:Using the traditional seasonal adjustment method to obtain the seasonally adjusted growth rate，
in which need to remove its seasonal component first，but it maybe lead to distortions on the raw data
information． According to that reason，this paper presents a seasonal growth rate (SGＲ)model that can not
only fit and forecast the original seasonal growth rate，but also extract the seasonally adjusted growth rate from
the unadjusted growth rate data directly． Monte Carlo simulation results show that the proposed MLE estimation
method for SGＲ model has a good finite sample performance． Through the empirical applications to China＇s real
GDP and CPI data，we find that the seasonally adjusted growth rate extracted by the SGＲ model is smoother
than by the other seasonally adjustment methods． Moreover，the fitting and forecasting performance of the SGＲ
model is significantly improved compared to that of the BSM model and the SAＲIMA model． In addition，the
SGＲ model also has the advantage of being easily extended to the nonlinear or multivariate cases．
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一、引言
环比数据是进行短期经济分析的有效工具，由于它可以及时反映经济的瞬间变化，因而被广
泛地运用于金融和宏观的实证研究中。然而我国大部分月度和季度统计指标一般只采用同比指数
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来反映经济中的变化，相应环比指标的测算和发布则相对欠缺①。虽然同比指标能够部分消除季
节因素所带来的影响，但也有明显的局限性:第一，由于对比时间间隔为 12 个月，同比数据在捕捉
经济周期拐点上的时效性偏低，因此会给经济的当前决策及实时监测带来诸多负面影响。Jain
(1989)［2］的研究表明，同比数据所反映的经济周期拐点平均滞后半年;第二，同比数据容易受到基
准期数据的影响。具体地，刘建平和王雨琴(2015)［3］指出，如果基准期数据中的不规则变动较为
剧烈，那么将会导致同比数据的波动较大，从而在经济分析时容易造成错误。而环比数据则是直接
与前一个季度(或月度)的数据做比较，因此能够更加及时地反映当下经济中的变化，对经济分析
和监测具有积极的作用。综上，测算环比增长率数据具有重要的价值。
值得注意的是，官方公布的原始经济时间序列中通常存在季节性，这会对环比增长率的测算带
来一定难度，因此如何处理原始数据中所包含的季节性一直以来是实证研究中的最基本、最重要的
问题。一般来说，要得到传统意义上的环比增长率，通常分为两步:第一，从原始水平数据中提取季
节调整后的水平数据。该过程可以通过运行以下软件来实现:X-12-AＲIMA 或近年来的 X-13-
AＲIMA-SEATS，TＲAMO /SEATS和 STAMP;第二，利用季节调整后的水平数据计算环比增长率。以
上过程表明，季节调整软件的适用程度直接关系到环比数据质量的好坏;此外，如果能够直接利用
原始数据提取环比增长率，将“两步”并作“一步”，那么在待处理数据指标增多，或者在构建例如我
国环比实时数据库时，将会极大程度地提高数据分析的效率。
虽然季节调整软件有实用性较强、设定相对方便等优势，但正如 Harvey (1989)［4］指出，季节调
整方法可能会导致原始序列中信息的失真，继而影响估计和统计推断的准确性。Harvey 和 Jaeger
(1993)［5］发现，对于英国的实际 GDP而言，利用 X-11 得出的季节调整后数据提取到的周期成分与
英国的实际扩张和衰退期不一致，但若直接利用未季节调整的实际 GDP 数据，其所提取出的周期
成分则与实际所观测到的一致。Ooms 和 Franses (1997)［6］基于美国和德国的失业数据进行实证
研究发现，当经济处于衰退期时，利用季节调整后的失业数据进行经济分析会在某些时段得出相对
夸大的结论，相比之下利用原始数据则能够更加充分地利用序列信息，其结论也更为准确。此外，
尽管季节调整方法能够把观测到的实际序列转变为估计序列，但它并不能够给出序列对应的置信
区间。比如，X-12 方法不能够给出季节调整数据的标准误差 (Franses 2008)［7］，而基于模型的季节
调整方法则不会存在此问题。最后，国内一些研究(陈飞和高铁梅，2007［8］;王群勇，2011［9］;桂文
林和韩兆洲，2011［10］)也对国外季节调整软件对于我国数据的适用性做出了比较分析，并给出了全
面的比较结论。该结论表明，利用 X-12-AＲIMA 或 TＲAMO /SEATS 对我国主要经济变量进行季节
调整时，其季节调整序列的稳定性较差，典型表现为末端序列不稳定、异常值和结构突变点较多、并
且在一些时段内仍存在明显的季节特征。相比而言，基于结构时间序列框架的 STAMP软件得出的
季节调整后的数据则相对比较平滑。
为了避免季节调整对经济分析所造成的影响，提高经济分析的准确性，国外学者开始就如何有
效利用原始序列中所包含的信息做出探讨。其中最常用的方法即为季节 AＲIMA模型(SAＲIMA模
型)，由 Box和 Jenkins［11］在 1976 年提出。尽管 SAＲIMA模型可以保证短期预测的准确性，但利用
该模型无法直接得出季节调整后的环比增长率数据。Franses (1991)［12］提出了一个直接拟合季节
未调整环比增长率数据(记作季节增长率)的模型，通过将季节增长率设定为 AＲMA模型以及季节
① 国家统计局从 2011 年 4 月对外公布经季节调整的包括 GDP的 4 项统计指标的环比数据，这标志着我国季节调整和环比
增长率的测算等统计工作已经起步(桂文林，2013［1］)。但由于其数据样本较短，因此在实证研究中依旧需要通过季节调整来测
算包括 GDP等指标的环比增长率。
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虚拟变量的加总，该模型可以直接用来对原始季节增长率数据进行拟合，并且可以用来提取环比增
长率数据。利用该模型对美国工业生产数据和新注册车辆数据的季节增长率进行实证研究发现，
在模型中考虑季节成分将会提高预测效率。然而值得注意的是，在其模型中假设季节成分是确定
性的而不是随机的。尽管在模型中加入季节虚拟变量使得我们能够提取季节调整后环比增长率，
但显然季节波动并不一定总是确定性的(Chen等 2013)［13］。Harris和 Yilmaz(2008)［14］提出了一种
利用同比增长率来提取季节调整后环比增长率的方法，在仅有同比数据可得的情形下，利用该方法
来提取环比增长率是非常有效的。然而，正如他们在论文中所言，在指标的水平数据是可获得的情
况下，并没有必要利用此方法来提取季节调整后的环比增长率。不仅如此，该方法中依旧只把季节
成分当作是确定性的效应来予以剔除，这在真实季节成分随机波动性较大时会影响环比序列的准
确性。相比较而言，国内学者在季节性问题方面的研究起步较晚，并且大部分是借助国外季节调整
程序实证分析我国重要的宏观经济和金融指标，关于季节调整理论与方法方面的研究虽然取得了
很大的突破，但依旧偏少(张晓峒和徐鹏，2013)［15］。其中，在有关直接利用原始数据信息的问题
上，Chen等(2013)［13］基于我国数据发布特征，利用线性的结构时间序列模型对原始的实际 GDP
水平数据进行建模，并基于此探讨了我国 GDP 的动态特征。其研究结论表明，直接利用原始 GDP
数据进行建模可以充分挖掘季节频率上所包含的有效信息，避免信息的遗漏。
以上国内外研究充分显示了提取环比增长率的现实重要性与有效利用原始序列信息的必要
性，极大地丰富和推动了我们对季节性问题的认识和研究。本文在此基础上，进一步将提取环比增
长率的现实重要性与充分利用原始序列信息的必要性相结合，提出了一个能够用来拟合和预测季
节增长率的结构时间序列模型，我们把它称作季节增长率模型(SGＲ)。基于该 SGＲ模型还可以直
接提取环比增长率。SGＲ模型建模的基本思路是把季节增长率(Δyt)分解为季节调整后的环比增
长率(Δxt)和季节成分(Δγt)来进行建模，其中 Δxt 和 Δγt 分别服从自回归过程和季节虚拟变量过
程。该建模思路与结构时间序列框架中最常用的基本结构模型(BSM)(Harvey，1989)［4］的建模思
路类似，其差别在于，BSM模型是将原始水平序列 yt 分解为季节调整后的水平数据 xt 和季节成分
γt。此外，在随后的模型部分我们将证明季节成分 Δγt 服从季节虚拟变量过程等价于水平季节成分
γt服从季节随机游走过程，该设定不仅能够捕捉季节成分中的随机波动，同时也使得我们能够提取
季节调整后的水平数据。
总体而言，本文提出的 SGＲ模型和研究思路具有如下的特点和优势:首先，相比传统季节调整
方法，SGＲ模型能够实现在对季节增长率直接进行拟合的同时从中提取季节调整后的环比增长
率。相反，传统季节调整方法既不能通过直接拟合季节增长率的方式来提高预测精度，又在提取环
比增长率时相对繁琐，相比之下 SGＲ模型方法的优势显著;其次，相比 Franses(1991)［12］等提出的
拟合原始数据的方法，SGＲ模型能够捕捉季节成分中的随机波动。具体地，SGＲ 模型不再将季节
性变动约束为具有固定的模式，而是引入了季节随机游走设定，该设定使得我们不仅可以捕捉季节
频率上的随机波动，也可以捕捉具有固定变动模式的季节成分;再次，SGＲ模型容易拓展并易于实
施。例如，我们可以在 SGＲ 模型中假设均值项具有区制转移性质，以此来引入如马尔科夫区制转
移形式的非线性性，并用于捕捉经济周期的阶段性变化;还可以把单变量 SGＲ 模型拓展为多元形
式，比如多变量 SGＲ 模型或季节动态因子模型，下文将会详细给出以上拓展的模型形式;最后，通
过对宏观经济指标进行实证分析，可以一方面从数据质量角度来考察该 SGＲ模型在提取环比增长
率方面的稳定性，另一方面从样本内拟合和样本外预测的角度来评价本文 SGＲ模型的综合表现。
二、季节增长率模型的构建
对于宏观经济时间序列而言，其所含有的季节特征以及非季节特征往往是无法直接观测的，一
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般需要通过人为的方法分解出来。本节在 Harvey (1989)［4］等人提出的结构时间序列模型的框架
下，对经济指标进行分解和刻画。为便于说明和比较，下面先给出结构时间序列模型中最常用的基
本结构模型的表达形式，然后再给出本文所提出的单变量的季节增长率模型，同时给出该单变量模
型的一些拓展形式。假设 yt为百分比对数宏观指标，也即，yt = 100 × log(Yt)，其中Yt指代 GDP、货
币供给、消费或 CPI等指标，xt 为季节调整后的百分比对数宏观指标，那么差分指标 Δyt = yt － yt－1
和 Δxt = xt － xt－1 则分别代表季节增长率数据和环比增长率数据。
(一)基本结构模型 (BSM模型)
基本结构模型由趋势成分、季节成分和不规则成分构成，对不同的成分可以考虑不同的动态结
构，该模型的表达形式如下:
yt = τt + γt + ζt，ζt ～ i． i． d． N(0，σ
2
ζ) (1)
其中，τt 为趋势成分，γt 为季节成分，ζt 为不规则成分。具体地，趋势成分 τt 满足如下的过程:
τt = τt －1 + βt －1 + ηt，ηt ～ i． i． d． N(0，σ
2
η) (2)
βt = βt －1 + ζt，ζt ～ i． i． d． N(0，σ
2
ζ)， (3)
其中 β t 为趋势成分的增长率部分，满足随机游走过程。扰动项 ηt 和 ζt 以及 ζt 均为互不相关的
高斯过程。在式(2)中若令σ2η = 0，也即趋势成分的随机冲击为0，那么趋势成分的动态则会相对平
滑;进一步地，若令 σ2ζ = 0，那么 τt = τt －1 + β = τ0 + βt，此时趋势成分退化为确定性趋势成分。
关于季节成分 γt 通常有两种表示方法，分别为季节虚拟变量形式和三角函数形式
［4］。本文采
用时变的季节虚拟变量形式来捕捉季节成分的动态变化过程，其表达形式如下:
∑
s－1
i = 0
γt －i = zt， (4)
其中 s代表一个周期内季节的长度，zt ～ i． i． d． N(0，σ
2
z)且与 ηt、ζt 以及 ζt 互不相关，其代表了季
节成分所遭受的随机冲击。若 σ2z = 0，则说明季节效应不受随机事件的影响，其具有固定的变动模式，
并满足在一个周期内的加总恒为 0。一般情况下，对于季度数据，s = 4;对于月度数据，s = 12。
式(2)～(4)给出的 BSM还可以进行相应的拓展，比如加入解释变量、周期成分或者日历效应
等。不仅如此，该模型也能够用来进行即时预报和信号提取［16］。此外，Harvey (1989)［4］等提出利
用结构时间序列模型来对变量进行季节调整，并可在 STAMP软件中对其进行相应的操作。
(二)季节增长率模型 (SGＲ模型)
假设未经季节调整的原始序列 yt由两部分组成:季节调整后序列(xt)和季节成分(γt)，也即:
yt = xt + γt (5)
在式(2)～(4)给出的 BSM模型中，季节调整后序列 xt 被进一步分解为趋势成分 τt 和不规则
成分 ζt。但事实上，在宏观经济分析的实证研究中，基于环比增长率Δxt的建模和分析是非常重要的
研究方式，因此在部分中将重点探究如何能对季节调整后的环比增长率 Δxt 进行直接建模和提取。
通过在等式(5)两边同时取一阶差分，可以得到:
Δyt = Δxt + Δγt = Δxt + γt － γt －1 (6)
从该方程可以看出，季节增长率(Δyt)能被分解为两部分:一部分为季节调整后的增长率，也
即环比增长率(Δxt)，另一部分为季节成分(Δγt)。
在传统的时间序列建模中，通常会假设季节调整后的环比增长率 Δxt 服从一个滞后阶数为 p
的自回归过程，也即 AＲ(p)过程:
(L)(Δxt － μ)= εt， (7)
其中，L是滞后算子，满足 Lkxt = xt－k，(L)= 1 － 1L － … － pL
p 是 AＲ滞后多项式，其满足
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(L)的根均在单位圆外的假设，i(i = 1，…，p)为自回归系数。εt是均值为0、方差为 σ
2
ε的独立同
分布的高斯变量，也即:εt ～ i． i． d． N(0，σ
2
ε)，参数 μ是 Δxt 的均值部分。
对于 Δyt 中所包含的季节成分 Δγt，其合理的假设应为服从类似式(4)的随机虚拟变量过程:
Δγt = －∑
s－1
j = 1
Δγt －j + et， (8)
其中 et 是均值为 0、方差为 σ
2
e 的独立同分布的扰动项，也即:et ～ i． i． d． N(0，σ
2
e)。此外，值得
注意的是，通过对式(8)进行如下的等价变换:
γt － γt －1 = －∑
s－1
j = 1
(γt －j － γt －j－1)+ et = － (γt －1 － γt －2)－ (γt －2 － γt －3)－ … － (γt －s+1 － γt －s)
+ et = － γt －1 + γt －s + et
可以得到 γt 此时的动态过程为:
γt = γt －s + et (9)
或:
(1 － Ls)γt = et
上式即为 1 阶季节自回归过程，记作 SAＲ(1)过程，它亦可被视作季节变量关于其前 s 期的季
节随机游走过程［17］。通过简单的向后迭代可知:
γt + … + γt －s+1 = ∑
t
i = 1
ei(给定 et = 0，若 t≤ 0)，
显然，一个周期内季节变量加总的期望值满足 E(γt +… + γt －s+1)= 0，这与从式(4)中所得结
论类似。此外，根据 et = 0(t≤ 0)的假设可知，当 t = 0 时存在如下的约束:
γ0 + γ －1 + … + γ －(s－1) = 0， (10)
式(10)说明季节变量的初始值应满足周期内加总为 0 的必要条件，因此式(10)将会作为季节
变量的初值约束运用在 SGＲ模型估计当中，详见下文第三部分。
假设 Δxt = μ + ct，结合式(6)、式(7)和式(9)，本文提出的 p 阶季节增长率模型，也即 SGＲ
(p)模型，有如下表达形式:
Δyt = μ + ct + γt － γt －1 (11)
ct = 1ct－1 + … + pct－p + εt (12)
γt = γt －s + et (13)
εt
e[ ]t ～ N 0，σ
2
ε 0
0 σ2[ ]( )e ， (14)
其中扰动项 εt 和 et 均为互不相关的高斯过程。不同于 BSM模型中对季节成分所施加的季节
虚拟变量形式的假设，在式(13)中我们令 γt服从季节随机游走过程。此处，选用 γt服从季节随机游
走过程式(13)而不是服从差分随机季节虚拟变量过程式(8)，主要原因在于后者将导致季节成分
γt 的信息遗失，并且季节调整后的水平数据 xt 将无法提取。
(三)基于单变量 SGＲ模型的拓展
除能够利用原始数据进行预测并且直接提取环比增长率之外，单变量季节增长率模型还能极
其方便地拓展为非线性或多变量的形式。
1．马尔科夫区制转移 SGＲ 模型 (MS-SGＲ 模型):Hamilton (1989)［18］在其文中首先提出了马
尔科夫区制转移模型，该模型可以用来捕捉某单一变量波动的非对称特征。借鉴该模型的建模思
路，我们同样可以在 SGＲ模型中引入马尔科夫区制转移的特征。令 Δxt = μSt + ct，p阶马尔科夫区
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制转移 SGＲ模型，也即 MS-SGＲ(p)模型，具有如下形式:
Δyt = μSt + ct + γt － γt －1，(L)ct = εt，γt = γt －s + et， (15)
其中扰动项 εt ～ i． i． d． N(0，σ
2
ε)和 et ～ i． i． d． N(0，σ
2
e)是互不相关的高斯过程，St 是一个离
散取值的状态变量，其取值为{1，2，…，M}，M被称为区制的个数。假设状态变量 St服从一阶马尔科
夫链，并且其对应的转移概率矩阵如下:
P =
p11 … pM1
  
p1M … p


MM
其中 pij = Pr(St = j | St－1 = i)表示从 t － 1时期的状态 St－1 = i过渡到 t时期状态 St = j的转
移概率，其满足∑Mj = 1pij = 1，i = 1，…，M的线性约束。此外，假设序列{St}与序列{εt}和{et}均不
相关。最后，注意到在 MS-SGＲ模型中，增长率的均值 μ不再是常数，它在 M个状态下分别有 M个
均值。
若将本文中的 MS-SGＲ模型用于经济周期的测度，那么该 MS-SGＲ 模型使得我们不仅能够直
接提取季节调整后的环比增长率，同时还能够捕捉经济周期在不同状态下的阶段性变化特征(比
如衰退期和扩张期)。
2．季节动态因子模型 (SDF模型):单变量的 SGＲ 模型还可以被拓展为多变量的动态因子结
构形式。具体来说，N × 1维的对数宏观指标差分向量 Δyt，也即:Δyt = (Δy1t，…，ΔyNt)'，可分解为
以下三部分:代表了各指标中共同变化成分的 1 维共同因子 ft 部分、代表了各指标中相异变化的 N
× 1 维特定因子 ut = (u1t，…，uNt)'，以及 N × 1 维季节成分 γt = (γ1t，…，γNt)':
Δyt = μ + βft + ut + γt － γt －1，(L)ft = ηt，Ψ(L)ut = εt，γt = γt －s + et (16)
ηt
εt
e


t
～ N 02N+1，
σ2f 0'N 0'N
0N Σε ON×N
0N ON×N Σ



e
(17)
其中 (L)= 1 － 1L － … － pL
p 是 p阶多项式，Ψ(L)= IN － Ψ1L － … － ΨqL
q 是 N维空间
上的 q阶多项式，i(i = 1，…，p)是共同因子的 AＲ 系数项，Ψ j = diag{ψ1j，…，ψkj}，j = 1，…，
q(diag{}表示将其元素依次插入矩阵对角线的函数)是 N × N 维的 AＲ 系数矩阵。μ = (μ1，…，
μN)' 为 N × 1维常数向量，β = (β1，…，βN)'为 N × 1维的因子载荷阵。此外，假设 Σε 为 N × N维
对角阵，也即各指标的特定因子之间不具有相关性，Σe 为对称的 N × N维方差协方差矩阵，其非对
角元素不一定为 0，这表示该季节动态因子模型可以捕捉各个指标季节成分之间的相关性。
相较而言，传统的动态因子模型(Stock和 Watson，1991)［19］采用季节调整后的指标序列，该模
型事实上是上述 SDF模型的一种特殊情况，在式(16)中假设 γt = 0N以及 et = 0N，那么季节动态因
子模型即可退化为传统动态因子模型。
3．多元 SGＲ模型 (MSGＲ模型):对于多元的 N × 1维向量 Δyt = (Δy1t，…，ΔyNt)'，假设每个指
标均可被分解为季节调整后的数据和季节成分两部分，也即:Δyit = Δxit + Δγit，i = 1，…，N。令 Δxt
= μ + ct，其中 μ = (μ1，…，μN)'为 N × 1维的常数向量，ct = (c1t，…，cNt)'为 Δxt的自回归部分，那
么单变量 SGＲ模型可被拓展为如下的多元 SGＲ模型:
Δyt = μ + ct + γt － γt －1，Φ(L)ct = εt，γt = γt －s + et (18)
εt
e[ ]t ～ N 02N， Σε ON×NON×N Σ[ ]( )e (19)
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其中，Φ(L)= IN － Φ1L － … － ΦpL
p 是 N维空间上的 p阶多项式，Φi(i = 1，…，p)是 N × N
维的自回归系数矩阵，Δyt = (Δy1t，…，ΔyNt)'为N × 1维的季节增长率指标向量，γt = (γ1t，…，γNt)'
为N × 1维的季节成分，εt = (ε1t，…，εNt)'和 et = (e1t，…，eNt)'为互不相关的高斯过程，同样地，Σε
为N × N维对角阵，Σe为对称的N × N维方差协方差矩阵，其非对角元素不一定为 0，该假设用于捕
捉各个指标季节成分之间的相关性，而传统模型则将各指标的季节成分作为不相关的序列予以剔
除，这可能会导致有效信息的重复删除。
在 MSGＲ模型中，令 ct 满足向量自回归动态的假设可以更加便捷地捕捉多元系统的动态变化
以及变量 Δxkt(k = 1，…，N)之间的相互关系。给定参数的估计结果，向量自回归部分能够进一步
被用来进行如格兰杰因果检验或脉冲响应等结构性分析。
三、SGＲ模型的估计方法
本部分中给出了单变量 SGＲ 模型的极大似然估计方法。假设可用的数据集为 {Δy1，…，
ΔyT}，该数据集可由原始对数百分比序列数据集{y0，y1，…，yT}通过差分而得到。记 Ft = {Δyt，
Δyt－1，…，Δy1}或 Ft = {yt，yt－1，…，y0}为截止 t期的可获得的信息集。
对于单变量 SGＲ 模型，其可行的估计方法为将该模型表示成状态空间的形式，然后采用基于
标准 Kalman滤波的极大似然估计方法得到参数的一致估计量，同时得到状态变量 ξt的滤子估计值
和平滑估计值。给定式(11)～(14)，单变量 SGＲ 模型的状态空间形式以及相应的极大似然估计
方法见下文:
(一)状态空间表达式
对 t = 1，…，T，由式(11)～(14)所组成的 SGＲ(p)模型的状态空间形式可以表示为:
Δyt = δ + Hξt (20)
ξt = Fξt －1 + vt，vt ～ NID(0，Q) (21)
其中，式(20)为测量方程，描述了可观测变量 Δyt 与不可观测的状态变量 ξt 之间的相互关系，
式(21)为转移方程，描述了不可观测状态变量 ξt 的动态路径。
在式(20)和式(21)中，δ、ξt、vt、F、H、Q可分别表示为:
δ = μ，H = (1，0'p－1，1，－ 1，0's－2)，ξt = (ct，…，ct－p+1，γt，…，γt －s+1)'，vt = (εt，0'p－1，et，0's－1)'
F =
'1:p－1 p 0' s－1 0
Ip－1 0p－1 O(p－1)×(s－1) 0p－1
0' p－1 0 0' s－1 1
O(s－1)×(p－1) 0 s－1 Is－1 0 s－


1
Q =
σ2ε 0' p－1 0 0' s－1
0p－1 O(p－1)×(p－1) 0p－1 O(p－1)×(s－1)
0 0' p－1 σ
2
e 0' s－1
0 s－1 O(s－1)×(p－1) 0 s－1 O(s－1)×(s－1


)
其中，1:p－1 = (1，…，p－1)'，Ir为 r × r维的单位矩阵，0 r是元素均为0的 r × 1维向量，Or×k是
元素均为 0 的 r × k维矩阵。
(二)初始状态设定及极大似然估计方法
在式(20)和式(21)构成的状态空间模型中，由于状态变量 ξt 中存在季节变量，故无法把状态
变量中的所有变量及其方差协方差矩阵的初始状态设定为其对应的无条件期望值，因此模型估计
存在初始值设定问题。考虑到在对季节变量进行初始值设定时，其必须满足式(10)所给出的初始
约束，因此可以将 t = 0 时的初始状态分为季节变量和非季节变量两部分分别设定:
ξ0| 0 = (0' p，γ0，…，γ1－s)'
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P0| 0 =
Γ1 Op×s
Os×p Γ
[ ]
2
其中子矩阵 Γ1 的表达式见下:
vec(Γ1)= ［Ip － F1  F1］
－1vec(Q1)
F1 =
'1:p－1 p
Ip－1 0p－
[ ]
1
，Q1 =
σ2ε 0' p－1
0p－1 O(p－1)×(p－1
[ ]
)
，
关于季节成分的初始值向量 χ0 = (γ0，…，γ1－s)'，有两方面的问题值得关注:一方面，正如之前
所述，为了保证模型参数的可识别性，参数约束 γ1－s = －∑2－si = 0γi 必须予以满足;另一方面，该初始
向量可以被当作已知的常数向量进行设定或者未知的参数向量与模型参数一同进行估计。如果向
量 χ0 是已知的常数，则可以令其对应的方差协方差矩阵 Γ2 为对角矩阵，并且满足其对角元素均为
很小的数值，例如，Γ2 = 0． 01 × Is。这样设定的原因在于，在初始季节向量已知的情况下，其方差的
波动会局限在一个很小的范围内;如果向量 χ0 是未知的待估参数向量，显然可以令它的方差协方
差矩阵 Γ2 为零矩阵，也即:Γ2 = Os×s。在本文中，为了得到更为精确的模型参数估计值，我们将采用
向量 χ0 为未知的待估参数向量的设定形式，并使之与其他模型参数一起进行估计。
令 θ 为包含所有模型待估参数的未知向量，也即:θ = (γ0，…，γ2－s，μ，1，…，p，σε，σe)
'，
Δyt| t －1 为基于过去信息集 Ft－1对 Δyt进行一步向前预测的预测值，ηt| t －1(θ)= Δyt － Δyt| t －1为对应的
一步向前预测的预测误差，Σt| t －1(θ)= var(Δyt Ft－1;θ)为一步向前预测的预测方差。那么在给定
高斯分布的假设下，Δyt 的对数似然函数为:
logL(θ;Δyt，Ft－1)= －
T
2 log(2π)－
1
2∑
T
t = 1
［logΣt| t －1(θ)+ (ηt| t －1(θ))
2 /Σt| t －1(θ)］ (22)
在式(20)～(21)所给出的状态空间模型中，我们可通过运行标准的 Kalman 滤波迭代过程来
得到参数 θ的一致估计量 θ^，同时最大化式(22)中的对数似然函数。在实践中，参数估计值的标准
误差可以通过计算式(22)给出的极大似然函数在参数取 θ^ 时的海赛矩阵而得。
此外，给定参数估计值 θ^，自回归变量 ct和季节变量 γt的滤波估计和平滑估计可以通过运行标
准的 Kalman滤波和平滑算法得到，将其记作:{c^ t}
T
t = 1 和{γ
^
t}
T
t = 1。基于以上估计序列，环比增长率
Δxt 的估计值能通过以下公式求得，给定 t = 1，…，T:
Δx^ t = μ
^ + c^ t (23)
不仅如此，给定原始水平序列{y0，y1，…，yT}，还可得到季节调整后的水平序列 xt 的估计值:
x^ t = yt － γ
^
t ． (24)
(三)蒙特卡洛模拟实验
本部分通过蒙特卡洛模拟实验来考察本文所改进的用于 SGＲ模型估计的 MLE 过程的有限样
本表现。对 t = 1，…，T，假设数据(季度，s = 4)是由如下的 SGＲ(1)模型生成的:
Δyt = μ + ct + Δγt，ct = φ1ct－1 + εt，γt = γt －s + et
其中，εt ～ N(0，σ
2
ε)，et ～ N(0，σ
2
e)是两个相互独立的高斯序列。在这个数据生成过程中，令
初始观测值 y0 = 750，真实的参数值分别为:γ0 = － 10，γ －1 = 10，γ －2 = 2，μ = 2，1 = 0. 75，σε =
0. 5 和 σe = 0. 4。对每个样本容量 T = 50，T = 100，T = 200 以及 T = 500，我们均随机生成 N =200 组
数据样本。
表 1 报告了采用本文所提出的 MLE估计方法得到的 SGＲ 模型中各待估参数的模拟结果。从
表中可以看出，模拟表现出了渐进收敛的特点，说明该极大似然估计方法和初值设定方式具有良好
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的有限样本表现，并且当样本量 T增大时，参数 μ、1、σε 和 σe 的拟合平均值也会越接近它们的真
实值。不仅如此，对于待估的季节成分初始值，该 MLE 估计方法也同样能够给出较准确的估计结
果，对不同样本量，初始向量 (γ0，γ －1，γ －2)' 的估计值非常接近其真实值。以上结论表明，针对
SGＲ模型提出的 MLE估计方法在有限样本下的表现非常稳健。
表 1 SGＲ模型的蒙特卡洛模拟结果
参数 真实值 T = 50 T = 100 T = 200 T = 500
γ0 － 10. 0 － 10. 006 (0. 359) － 9. 9905 (0. 363) － 9. 9705 (0. 324) － 10. 029 (0. 350)
γ －1 10. 0 9. 9712 (0. 430) 9. 9776 (0. 417) 10. 035 (0. 392) 9. 9694 (0. 399)
γ －2 2. 0 2. 0352 (0. 416) 1. 9817 (0. 430) 1. 9591 (0. 436) 2. 0523 (0. 406)
μ 2. 0 2. 0096 (0. 253) 2. 0191 (0. 172) 2. 0088 (0. 140) 2. 0061 (0. 092)
1 0. 75 0. 6421 (0. 186) 0. 6962 (0. 117) 0. 7208 (0. 072) 0. 7453 (0. 036)
σε 0. 50 0. 5183 (0. 125) 0. 5048 (0. 075) 0. 5053 (0. 050) 0. 4985 (0. 034)
σe 0. 40 0. 3284 (0. 110) 0. 3697 (0. 054) 0. 3839 (0. 040) 0. 3971 (0. 023)
注:本表根据 200 次蒙特卡洛模拟得到对应参数的拟合平均值，括弧内数值为对应参数拟合平均值的标准差。
四、SGＲ模型对中国宏观经济指标的实证分析
本文利用 SGＲ模型来对我国最重要的两个宏观经济指标季度实际 GDP和月度 CPI进行拟合，
并基于该模型来估计测算季节调整后的环比增长率数据。这两个指标官方公布的数据均为原始水
平数据或其同比增长率①，因此若要得到环比增长率，就要利用原始数据对其进行提取和测算。
本文中所采用的 GDP季节增长率数据，其样本长度为 T = 155，样本区间为 1978Q2 － 2015Q4。
首先根据国家统计局公布的不变价同比累计 GDP增长率和名义 GDP水平值推算 1992—2015 年以
1992 年为不变价的季度实际 GDP，也即选取 1992 年作为基期，1992 年名义 GDP 水平值就等于实
际值。此外，为了扩充数据样本，使数据建模和估计具有稳健性，我们对 1978 年到 1991 年的年度
GDP进行分解得到季度实际 GDP(Abeysinghe和 Ｒajaguru，2004)［20］。本文中利用其百分比对数差
分实际 GDP数据(1992 年为基期)，即:对 t = 1，…，T，Δyt = 100 ×(logGDPt － logGDPt －1)。图 1 给
出了最后处理得到的季度实际 GDP数据。
本文中所采用的月度 CPI 价格指数，其样本长度为 T = 371，样本区间为 1985M2 － 2015M12。
根据中国经济信息网获取的月度同比 CPI数据构建以 1984 年为不变价的月度 CPI 价格指数。此
外，本文中同样利用其百分比对数差分 CPI价格指数(1984 年为基年)，也即:对 t = 1，…，T，Δyt =
100 × (logCPIt － logCPIt －1)。图 5 是对应的 CPI价格指数的时间序列图。
(一)GDP指标序列的估计结果
首先利用 SGＲ模型来拟合 GDP季节增长率数据(DLGDP)，也即{Δyt}
T
t = 1，见图 1。这表明季节
长度 s = 4。此外基于 BIC准则，我们选择最优滞后阶数 p = 1，其中 BIC准则的公式由下式给定:
BIC(p)= － 2T － 1log(L)+
2klog(T － 1)
T － 1
其中 k = s + p + 2。
该 SGＲ(1)模型的最终估计结果是:
Δyt = 2． 2639
(0． 1736)
+ ct + γt － γt －1，ct = 0． 7686
(0． 0715)
ct－1 + εt，γt = γt －4 + et
εt ～ iidN(0，0． 4993
(0． 0668)
2)，et ～ iidN(0，0． 6964
(0． 0590)
2)，γ^ 0 = － 14． 5907
(0． 5027)
，γ^ －1 = 11． 7957
(0． 6523)
，γ^ －2 = 2． 5976
(0． 6288)
① 事实上，国家统计局近年来开始公布国内生产总值(GDP)和居民消费价格指数(CPI)的环比增长率数据，但其数据样本
相对较短，为了保证数据建模的稳健性，有必要利用原始数据对环比数据进行提取。
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括弧内数据表示参数估计结果的标准误差。从该估计结果可以看出，在 5%的显著性水平下，
参数 μ、1、σε 和 σe 的估计结果均显著。
基于该参数估计结果，ct 和 γt 滤子估计和平滑估计可以通过运行 Kalman滤波得到，并且可以
进一步得到序列 {Δy^ t| t －1}
T
t = 1，{Δx
^
t}
T
t = 1 和{γ
^
t}
T
t = 1 的估计值，见图 1 ～ 3。图中同时给出了序列
{Δx^ t}
T
t = 1 和{γ
^
t}
T
t = 1 的滤子估计值和平滑估计值。此外，给定原始 LGDP序列{yt}
T
t = 0，季节调整后
的 LGDP序列{xt}
T
t = 0 可以根据式(24)得到，见图 4。从图 1 中可以看出，SGＲ(1)模型非常好地拟
合了序列{Δyt}
T
t = 1。从图 2 和图 4 可以看出，利用 SGＲ模型能够剔除掉 DLGDP和 LGDP中所蕴含
的季节波动。特别地，季节调整后的增长率序列能够合理地描述我国经济增长的动态。除此之外，
从图 3 还可以看出序列{yt}
T
t = 0 中所包含的季节成分 γt 是时变的，这与参数 σe 显著的结论一致。
同时，该结论也印证了 Chen 等(2013)［13］的结论，该研究表明中国 GDP 数据中的季节波动是随
机的。
图 1 季度 GDP:季节增长率 Δyt 的实际值和拟合值
图 2 季度 GDP:环比增长率 Δxt 的估计序列
图 3 季度 GDP:季节成分 γt 的估计序列
第 34 卷第 6 期 郑挺国 党珏:基于季节增长率的一种直接调整方法 ·119·
图 4 季度 GDP:季节水平序列 yt 以及季节调整序列 xt
(二)CPI指标序列的估计结果
对中国月度 CPI价格指标序列{Δyt}
T
t = 1，见图 5，其季节长度 s = 12，BIC准则给出的最优滞后
阶数为 p = 2。该 SGＲ(2)模型的最终估计结果为:
Δyt = 0． 4358
(0． 1131)
+ ct + γt － γt －1，ct = 0． 5201
(0． 0755)
ct－1 + 0． 2794
(0． 0725)
ct－2 + εt，γt = γt －12 + et
εt ～ i． i． d． N(0，0． 4426
(0． 0278)
2)，et ～ i． i． d． N(0，0． 2108
(0． 0199)
2)
γ^ 0 = 0． 7332
(0． 3160)
，γ^ －1 = － 1． 0534
(0． 3351)
，γ^ －2 = － 0． 2209
(0． 3322)
，γ^ －3 = 0． 2053
(0． 3298)
，γ^ －4 = 1． 0860
(0． 3376)
，γ^ －5 = 0． 1017
(0． 3323)
γ^ －6 = 0． 1300
(0． 3291)
，γ^ －7 = － 0． 2622
(0． 3303)
，γ^ －8 = 0． 1322
(0． 3322)
，γ^ －9 = － 0． 9077
(0． 3332)
，γ^ －10 = － 0． 2775
(0． 3291)
括弧内数据表示参数估计结果的标准误差。与基于 GDP序列的实证结果类似，在 5%的显著
性水平下，参数 μ、1、2、σε 和 σe 的估计结果均显著。可见对自回归部分 ct 而言，AＲ(2)过程足以
捕捉其动态过程。
图 5 ～ 8 分别给出了估计序列{Δy^ t| t －1}
T
t = 1、{Δx
^
t}
T
t = 1、{γ
^
t}
T
t = 1 和{x
^
t}
T
t = 0 的时序图。从图 5 中可
以发现，SGＲ(2)模型可以很好地对序列{Δyt}
T
t = 1 进行拟合。从图 6 和图 8 可以看出，利用该 SGＲ
(2)模型可以完全剔除 CPI 季节增长率序列(DLCPI)和季节水平序列(LCPI)中的季节性。类似
地，图 7 说明了 LCPI序列中的季节成分 γt 是随时间变化的。
图 5 季度 CPI:季节增长率 Δyt 的实际值和拟合值
(三)样本内拟合效果的比较
本部分利用本文提出的 SGＲ模型与其他三种测算季节调整环比增长率(Δxt )的方法进行比
较，包括 BSM模型、X-12-AＲIMA (记作 X-12)方法和 TＲAMO-SEATS (记作 TS)方法。后三种方法
均通过以下步骤来提取季节调整后的环比增长率 Δxt:第一，给定未季节调整的百分比对数序列
yt，利用对应的季节调整方法来提取其季节调整后百分比对数序列 xt (记作 SA序列);第二，对 SA
序列进行一阶差分来得到季节调整后的环比增长率序列 Δxt。以上三种方法均先将水平序列(yt)
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图 6 季度 CPI:环比增长率 Δxt 的估计序列
图 7 季度 CPI:季节成分 γt 的估计序列
图 8 季度 CPI:季节水平序列 yt 以及季节调整序列 xt
分解为多个成分的加总，比如趋势成分(τt)、周期成分(ct)、季节成分(γt)和不规则成分(εt)，然后
再通过加总 τt、ct 和 εt 来得到 yt 的季节调整序列 xt。
图 9 和图 10 分别给出了利用上述四种方法得到的季节调整后的 GDP 环比增长率序列
(DLGDP-SA)和季节调整后 CPI环比增长率序列(DLCPI-SA)。其中基于 SGＲ模型和 BSM方法得
到的环比增长率序列为其平滑估计。从图 9 和图 10 可以看出，SGＲ 模型和 BSM 方法的季节调整
结果相近，均好于 X-12 方法和 TS方法。具体地，相比 X-12 和 TS方法，基于 SGＲ模型和 BSM模型
得到的估计序列的波动程度更为平缓。此外，由 X-12 方法和 TS 方法得出的环比增长率序列异常
值较多，稳定性相对较差，这与王群勇(2011)［9］等所得结论类似。最后，仔细观察 X-12 调整序列
可以发现，该序列在一些时段仍然存在明显的季节特征，且这种季节特征的不稳定性较大。例如，
对 GDP环比增长率序列而言，在 1984Q1 － 1986Q4、1998Q1 － 2000Q4 等时段仍存在不稳定的季节
模式，见图 9。相比之下，SGＲ模型方法则比较好地消除了序列中的季节变动。
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图 9 季度 GDP:不同方法间季节调整环比增长率的比较
图 10 季度 CPI:不同方法间季节调整环比增长率的比较
由于 X-12 方法和 TS方法是基于季节 AＲIMA 模型开发出来的，因此本文中利用 SAＲIMA(p，
d，q)(P，D，Q)模型来拟合 LGDP和 LCPI 序列，并将其与 SGＲ 模型方法和 BSM 模型方法进行比
较。根据 BIC准则，对 LGDP 数据选取 SAＲIMA(0，1，2)(0，1，1)模型，对 LCPI 数据选取 SAＲIMA
(1，1，1)(1，1，1)模型。SGＲ模型的阶数由先前的实证结果决定，也即对于 DLGDP 序列采用 SGＲ
(1)模型，对于 DLCPI序列采用 SGＲ(2)模型。
模型的样本内拟合表现由均方根误差(ＲMSE)来度量，其公式为:
ＲMSE = ［T－1∑
T
t = 1
(Yt － Yt| t－1)
2］1 /2，
其中，T为样本长度，Yt 为观测值，Yt| t－1 为 Yt 基于过去信息集的一步向前预测值。
在对 SGＲ模型、BSM模型和 SAＲIMA模型分别进行估计之后，我们可以通过以上公式来得到
模型样本内拟合的 ＲMSE，具体结果见表 2。从表 2 显然可以看出，不论是对季度 GDP还是对于月
度 CPI而言，SGＲ 模型样本内拟合的 ＲMSE 均要远小于其他两种模型样本内拟合的 ＲMSE。特别
地，在对季度 GDP进行拟合时，SGＲ模型的拟合效果相比其他两种模型改善了约 6%;而在对月度
CPI进行拟合时，SGＲ 模型的拟合效果相比 BSM 模型改善了 3%，相比 SAＲIMA 模型改善了约
10%。上述结论表明，在样本内拟合方面，SGＲ模型的表现要明显好于 BSM模型和 SAＲIMA模型。
表 2 样本内拟合的 ＲMSE
季度 GDP 月度 CPI
SGＲ BSM SAＲIMA SGＲ BSM SAＲIMA
1. 2473 1. 3223 1. 3153 0. 6355 0. 6548 0. 6964
注:表格中的数值为相应模型的均方根误差(ＲMSE)。
(四)样本外预测表现
模型的预测精度由均方根误差来度量，但所用的样本区间有所差别，其定义为:
·122· 统计研究 2017 年 6 月
ＲMSE(h)= ［N－1∑
N
t = 1
(Yt+h － Yt+h| t)
2］1 /2，
其中，h是预测步长，N为用于预测的样本长度，Yt+h 为观测样本，Yt+h| t 为基于 t时刻信息的向
前 h步预测值。
为计算其 ＲMSE，针对 LGDP /DLGDP 数据，我们选取预测样本区间为 2000Q1 － 2015Q4;针对
LCPI /DLCPI数据，我们选取预测样本区间为 2000M1 － 2015M12。SGＲ模型、BSM模型和 SAＲIMA模
型的样本外预测 ＲMSE见表 3，其中对应的预测步长分别为 1 /12(仅对 LCPI /DLCPI序列)、1 /4、1 /2、1
和 2年。从表中可见，SGＲ模型在绝大多数预测步长上的表现要好于 BSM模型和 SAＲIMA模型。当
对 GDP进行预测时，SGＲ模型在所有预测步长上(除了预测 Δyt+8 时)均优于其他两种模型，当预测
Δyt+8 时，BSM模型的表现也仅仅是略微好于 SGＲ模型。不仅如此，当预测步长 h在半年之内时，SGＲ
模型的预测表现相较 BSM模型改善了至少 10%。同样地，当对 CPI进行预测时，SGＲ模型在大多预
测步长上，特别是 h在半年之内时，其预测效果均占优于其他两种模型。其中，相较 SGＲ模型，BSM
模型仅在预测 Δyt+24 时有微小优势，而 SAＲIMA模型仅在预测 yt+12 和 yt+24 时表现较好。总体而言，以
上结果表明 SGＲ模型在小于 1年的短期样本外预测中是一个准确性比较高的可靠且有效的方法。
表 3 样本外预测的 ＲMSE
yt+h Δyt+h
SGＲ BSM SAＲIMA SGＲ BSM SAＲIMA
(a)季度 GDP
h = 1 /4 1. 0202 1. 1498 1. 0384 1. 0202 1. 1498 1. 0384
h = 1 /2 1. 4110 1. 6280 1. 4525 0. 9912 1. 1075 1. 0187
h = 1 1. 7621 2. 1007 1. 9011 0. 9891 1. 0035 1. 0335
h = 2 3. 1869 4. 0913 3. 7059 1. 3471 1. 3373 1. 4361
(b)月度 CPI
h = 1 /12 0. 5734 0. 5917 0. 7159 0. 5734 0. 5917 0. 7159
h = 1 /4 1. 1206 1. 2758 1. 4084 0. 5559 0. 6073 0. 7073
h = 1 /2 1. 8587 2. 2289 2. 2208 0. 5646 0. 6008 0. 6917
h = 1 3. 6274 4. 1855 3. 4312 0. 5702 0. 5933 0. 6522
h = 2 7. 5336 8. 5530 7. 2063 0. 5671 0. 5653 0. 7364
注:表格中的数值为相应模型的均方根误差(ＲMSE);h表示预测步长，以年为单位。
五、结论
对宏观经济分析而言，测算环比增长率是分析经济指标短期走势的有效方式。本文提出的
SGＲ模型不仅能够直接提取环比增长率，并且还能给出稳定性高于 X-12-AＲIMA 和 TＲAMO /
SEATS的环比指标数据。此外，该 SGＲ模型还可以通过直接拟合季节增长率数据来充分挖掘季节
频率上的有效信息，避免信息遗漏，从而提高了预测精度。通过把季节增长率分解为服从自回归过
程的环比增长率和服从季节虚拟变量过程的一阶季节差分序列的加总，该 SGＲ 模型不仅易于实
施，并且也可以推广至多元或者非线性情形。
本文进一步给出了该 SGＲ模型的极大似然估计方法。通过把 SGＲ模型表示为状态空间的形
式，可以利用极大似然估计方法来对 SGＲ模型进行估计。为了检验该 MLE 估计的有限样本表现，
本文进行了蒙特卡洛实验，实验结果表明 MLE估计方法在有限样本下的表现非常稳健，模型参数
(包括 μ、、σε 和 σe )估计结果均具有良好的有限样本表现。
最后，本文通过对中国季度实际 GDP和月度 CPI数据分别进行拟合和预测比较，发现 SGＲ 模
型不仅能够较好地刻画环比增长率的动态，而且还能够显著提高预测效果。首先，通过与 BSM 模
型，X-12-AＲIMA和 TＲAMO /SEATS等方法进行比较发现，SGＲ 模型和 BSM 模型所提取的环比增
长率较为平滑，相比之下 X-12 和 TＲAMO /SEATS方法估计得出的环比增长率则稳定性较差，具体
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表现为异常值较多，且在某些时段依旧存在明显的季节特征。其次，通过与 BSM 模型和 SAＲIMA
模型进行比较发现，SGＲ 模型的样本内拟合表现和样本外预测效果基本上好于 BSM 模型和
SAＲIMA模型，特别是在小于 1 年的短期预测方面，SGＲ 模型的预测表现相较 BSM 模型改善了至
少 10%，这充分说明了本文模型的可靠性。
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