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In this Thesis I present simulation- and theory-based studies of pattern formation
and growth in collections of micro-organisms, in particular bacterial colonies. The
aim of these studies is to introduce simple models of the ‘micro-scale’ behaviour
of bacterial cells in order to study the emergent behaviour of large collections of
them. To do this, computer simulations and theoretical techniques from statistical
physics, and in particular non-equilibrium statistical physics, were used, as the
systems under study are far from thermodynamic equilibrium, in common with
most biological systems. Since the elements making up these sytems – the micro-
organisms – are active, constantly transducing energy from their environment in
order to move and grow, they can be viewed as ‘active matter’ systems.
First, I describe my work on a generalization of an archetypal model of active
matter – the Vicsek model of flocking behaviour – in which the speed of motion of
active particles depends on the local density of particles. Such an interaction had
previously been shown to be responsible for some forms of pattern formation in
bacterial colonies grown on agar plates in the laboratory. Simulations and theory
demonstrated a variety of pattern formation in this system, and these results may
be relevant to explaining behaviour observed in experiments done on collections
of molecular motors and actin fibres.
I then go on to describe work on modelling pattern formation and growth
in bacterial biofilms - dense colonies of cells growing on top of solid surfaces. I
introduce a simple simulation model for the growth of non-motile cells on a flat
surface, whereby they move only by growing and pushing on each other as they
grow. Such colonies have previously been observed experimentally to demonstrate
a transition from round to ‘branched’ colonies, with a pattern similar to diffusion-
limited aggregation. From these simulations and analytical modelling, a theory
of the growth of such colonies is developed which is quite different from previous
i
theories. For example, I find that the colony cannot grow at a constant speed if
the cells are not compressible.
Finally, I present some results on genetic drift and evolution in growing
bacterial colonies. Genetic drift is greatly enhanced in colonies which are
expanding in space, as only a few individuals at the edge of the population are
able to pass on their genes onto their progeny. The individual-based simulations
of biofilms described above are used to analyse which factors - such as the shape
of the colony, the thickness of the growing layer of cells, and the interactions
between the cells - affect the rate of genetic drift and the probability of fixation
of beneficial mutations. This has implications, for example, for the evolution of
antibiotic resistance in such colonies.
ii
Lay Summary
In this Thesis I describe the research I have done during my PhD, using computer
models and mathematics to make models of the behaviour of colonies of bacteria.
The aim of this is to help understand what happens when large numbers of
bacteria interact with each other, as they might do in the laboratory on a Petri
dish, or in the natural environment such as inside an animal or human host. My
aim was to use models to better understand what is going on in these situations,
which could for example help us treat diseases which involve biofilms growing
inside humans.
My research involved two somewhat separate projects. In the first project, I
looked at a model of swimming bacteria, where the bacteria align their direction
of motion with their neighbours, leading to a situation where all the cells move
in the same direction, known as ‘flocking’ behaviour, as in a flock of birds. I
introduced a new feature to this model in which the cells’ speed depended on
how many cells are nearby. This led to some interesting new behaviour, such as
the formation of moving streaks or lanes of bacteria, which was similar to what
has been observed in some experiments on colonies of swimming bacteria.
In the second project I looked at a model of a growing colony of bacteria on a
surface. I modelled the cells very simply as elastic rods which push each other out
of the way as they grow, and consume a nutrient. We used the model to explain
an experimental phenomenon where a colony will either grow into a round colony
or a complicated branching pattern depending on the initial amount of nutrient.
I also used the model to look at the evolution of genetic mutations which make
cells grow faster, such as mutations for antibiotic resistance in a human disease-
causing bacterium. I found that the shape of the colony - round or branched -
has a significant affect on the rate at which such mutstions appear.
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1.1 Active matter and collective behaviour
Biological matter is in many ways different from any other kind of matter –
it is responsive, mutable. A major reason for this is that the matter making
up biological systems is constantly taking energy from the environment and
converting it into other forms, usually by the conversion of the molecule adenosine
triphosphate (ATP) into adenosine diphosphate (ADP), in order to grow, move
or reproduce. This constant energy flux means that such systems are not in
thermodynamic equilibrium, and are often far from equilibrium; therefore the
standard results of equilibrium thermodynamics and statistical mechanics do not
apply. Such far-from-equilibrium, energetically driven matter is often termed
active matter [1, 2], and is interesting to study both because it is crucial to
understanding how biological matter works, and because the physics of far-from-
equilibrium systems is different from and in many ways more complicated than
that of equilibrium systems, and is still far from well understood. The methods
used to study active matter include generalizations of theoretical techniques from
statistical physics and condensed matter, as well as computer simulation and
experiment.
1.1.1 Models of collective animal behaviour and flocking
One fascinating area to which these ideas have been applied is the study of flocking
behaviours. Flocking phenomena are some of the most beautiful in nature, classic
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examples being the complex and ordered motion of flocks of birds and schools
of fish, where thousands of individuals move coherently and respond to outside
stimuli, despite the fact each individual has very limited information about the
flock as a whole - for a popular article on flocking see [3], and for an interesting
review of collective animal behaviour from a biological perspective see [4]. These
phenomena have received attention from statistical physicists as they concern
the emergent behaviour which occurs when a group of agents interacting with
each other in fairly simple ways are brought together in large numbers; this is
somewhat analogous to the study of interacting systems in traditional statistical
physics, although obviously the interactions between organisms are rather more
complicated than those between atoms and molecules.
The statistical mechanical study of flocking began with the seminal work of
Vicsek in 1995 [5] (though Reynolds [6] had earlier proposed a similar model in
the context of computer animation, in 1987), who introduced a minimal model
whereby particles move at a constant speed, and their only interaction is to align
their direction of motion with each other – at each time step particles adjust
their direction to the local average within some radius R, subject to some noise.
Simulations (and subsequently analytical work [7]) demonstrated that the Vicsek
model exhibits a non-equilibrium phase transition from a disordered state where
particles move randomly, to a state with polar order where the particles move
together, i.e. a flocking state. Of particular interest to physicists was the fact
that this transition occured even in two dimensions, constrasting with equilibrium
sytems, where a two-dimensional system with local interactions and a continuous
order parameter cannot undergo a true phase transition (the Mermin-Wagner
theorem [8]). The Vicsek model was hugely influential, and led to a large amount
of further work [9, 10, 11, 12, 13, 14]. From a statistical physics point of view,
there has been a lot of work characterising the dynamical transition and the
ordered and disordered phases quantitatively. For example, it is still somewhat
controversial whether the transition is continuous or discontinuous [10, 15]. The
flocking state has some interesting statistical properties, such as far larger number
fluctuations than are observed in an equilibrium fluid, and the existence of an
instability to the formation of travelling waves of high density [7, 16, 13].
On the other hand, the Vicsek model has inspired a lot of work geared more
towards understanding actual animal groups. Many more detailed models of
2
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the behaviour of the agents in a flock have been created, but they still usually
contain the same basic idea of agents which propel themselves forwards and
interact in simple ways (attraction, repulsion, alignment) with the animals close
to them. For example, the work of Couzin et al. uses such a model to show
how different structures such as flocks, swarms and vortices may form, and how
information about external conditions and individuals’ positions within the group
are transmitted through the flock [17, 18]. The work of Hemelrijk et al. on
starling flocks [19, 20], again using a flocking model with attraction, repulsion
and alignment, but also including some elements of the aerodynamics of flight,
showed how the difficulty of changing speed quickly and the fact that birds need
to bank when turning can explain many of the features of the flocks, such as
their amorphous shape. There have also been experimental studies, such as the
STARFLAG project [21, 22, 23], which made movies of starling flocks roosting
at dusk above Rome, and used these to make three-dimensional reconstructions
of the paths of every bird. An important result of this work was that the birds
align with their neighbours using ‘topological’ rather than ‘metric’ distance: that
is, they tend to align with about seven of their nearest neighbours regardless of
how far away they are, rather than all the neighbours within a certain distance
as in the Vicsek model.
More relevantly to this Thesis, flocking models have also been used to
understand the behaviour of micro-organisms. Dense suspensions of bacterial
cells are often observed to undergo spontaneous large-scale flows in a way which is
similar to a flocking transition [24, 25]. These flows often appear unstable, and can
even be described as turbulent [26]. Modelling work on these systems has included
simuations of dense collections of self-propelled rods on a substrate [27, 28, 29].
In these models, hard rods propel themselves along their axes, and the steric
interaction between them leads to alignment, and therefore to a flocking state as in
the Vicsek model. Another class of models includes the fluid in which the cells are
swimming, as the hydrodynamics of this fluid has important effects [30]. Indeed,
hydrodynamic interactions between the cells cause the flocking state where all
the cells are swimming in the same direction to be unstable, and the nature of
this instability depends on whether the cells ‘pull’ (e.g. with cilia, as many algal
cells) or ‘push’ (e.g. with a flagellum, as many bacteria) themselves through the
fluid [31].
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1.1.2 Active gels and materials
Another area in which the idea of active matter has been very useful is in the study
of the cellular cytoskeleton. The cytoskeleton is what gives cells their shape and
material properties, and is a three-dimensionsal network of polar elastic filaments
such as actin [32, 33]. Depending on the lifetime and degree of cross-linking
of these filaments, the cytoskeleton can have properties ranging from a viscous
fluid to an elastic gel. The material is also highly active, consuming ATP to
constantly polymerize and depolymerize the actin fibres. Additionally, myosin
molecular motors move along the fibres, causing them to contract and therefore
changing the properties of the network [34, 35]. The cytoskeleon can therefore be
modelled as an active viscoelastic fluid, using hydrodynamic equations (similar to
the normal Navier-Stokes equations of an equilibirum fluid), with additional terms
to take into account the contractile activity. Often, in addition to the density and
velocity fields used to describe a fluid, an additional field p(x) is used to describe
the polarity of the actin filaments [36, 37]. This modelling has shown that such
an active polar gel can exhibit effects such as spontaneous polarization of the
actin filaments, and instabilities such as asters, vortices and spirals [37, 38, 39].
On a larger scale, collections of cells, such as animal tissues, can also be
thought of as active gels, since they are made of cells which adhere to one another
and generate active stresses [40, 41]. In a tissue, an additional important source
of activity is growth - the fact that the cells grow, reproduce and die (apoptosis)
has effects on the material properties of the tissue. In a similar fashion to to
the case of the cytoskeleton, hydrodynamic equations with additional terms to
describe this activity can be written down [41, 42]. These models have been
used to study, for example, buckling instabilities in epithelial tissues such as
those in the intestines [43, 44], the competition between healthy and cancerous
tissues in tumour growth [45], and instabilities occuring during early embryo
development [46].
4
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1.2 Collective behaviour and pattern formation
in bacterial colonies
In this Thesis I mostly focus on studying bacterial colonies as active matter
systems. Bacteria have often in the past mostly been characterized as living as
individual cells, swimming or suspended in a fluid. Recently, however, it has
increasingly been recognized that bacteria often live in dense communities of
cells, and that interactions between the cells are very important [47, 48]. In
particular, they exhibit what is known as ‘quorum sensing’: cells produce small
signalling molecules which are released into the environemnt, and are also capable
of sensing the concentration of these molecules, so that they act as a proxy of
the local density of bacteria [49]. The cells then use this information to control
many aspects of their behaviour, such as growth rate, virulence and motility.
It is thought that quorum sensing may have been an early step towards the
development of multicellularity.
A particularly important multicellular phenomenon in bacteria is the for-
mation of biofilms. Biofilms are dense collections of bacterial cells which grow
on two-dimensional surfaces [47]. These are extremely prevalent in nature
(biofilms will colonize almost any available surface) and are implicated in a
wide variety of diseases, for example cystic fibrosis and endocarditis; they also
cause health problems when they grow on hospital equipment and indwelling
medical devices [50]. A familiar example of a biofilm is dental plaque. They are
particularly troublesome because bacteria in biofilms exhibit enhanced resistance
to antibiotic agents - this may indeed be one reason why they form [51]. They
also cause problems in industrial settings, forming on surfaces that obstruct fluid
flow or contaminate drinking water [48].
In a biofilm, the bacterial cells interact with each other in many ways. The
initial formation of a biofilm involves quorum sensing: when the density of
bacterial cells is large enough, genes involved in the formation of the biofilm
will be activated [52]. Cells in a biofilm undergo phenotypic changes, and will
strongly adhere to the surface, and produce material, primarily polysaccharides,
which give the biofilm structure (this is known as the extracellular polymeric
substance or EPS) [47]. Biofilms also exhibit complex structures, such as channels
for the transport of nutrient and waste products [53] and structures similar to
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fruiting bodies from which cells sporulate [54]. They are also often made up of
many different species, with the different species often stratifying into defined
areas of the biofilm and having different behaviours (e.g. metabolising different
nutrients) [55, 56]. Fig. 1.1 is a schematic showing the development of a typical
biofilm.
Figure 1.1: Reproduced from [57]. Diagram showing successive stages of the
formation of a typical biofilm: cells first collect at a surface (1), then they lose
their motility and start to produce EPS (2). The biofilm then grows (3-4), and
may eventually reach a stage where cells are released back into the surrounding
fluid in a planktonic state (5). Images are of a biofilm of P. aeruginosa.
It is possible, however, that many of these structures may not form by complex
intercellular signalling as in a eukaryotic organism, but instead can self organize
and emerge due to the interaction of the cells which grow, interact mechanically
and compete for nutrients, in a way more similar to the collective bahaviour of
flocks of birds or schools of fish described in the last section [55]. This idea
is supported by many computational models of biofilm growth which exhibit
the formation of rather complex structures such as branches and channels in
the absence of any intercellular signalling effects [58, 59, 60, 61]. Additionally,
experiments where bacteria are cultured on agar plates can give an insight into
pattern formation in biofilms: even in a simple case where a single bacterial strain
is grown on top of an agar surface, a wide variety of complex patterns are seen,
depending on the strain used and the amount of nutrient available [54, 62, 63], see
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Fig. 1.2 for some examples. Many of these patterns have similarities to non-living
growth processes, such as the growth of crystals or the aggregation of diffusing
particles.
Figure 1.2: Reproduced from [63]. Colonies of Bacillus subtilis grown in
petri dishes on agar, showing a variety of rather complex patterns. A and B
are branching patterns caused by nutrient scarcity, but some cells, either due
to mutation or a phenotypic change, have broken away and exhibit different
behaviours. C and D are formed by rotating rafts of cells, visible as small black
circles, leaving behind non-motile cells.
It is also interesting to consider biofilms from an evolutionary perspective.
The cells making up a biofilm are in competition with each other for space
and nutrients, but it may also be useful for them to cooperate, for example
by producing EPS and chemicals to break down metabolites in the environment.
Under some circumstances, the spatial structure of biofilms may make cooperation
more evolutionarily stable than in well-mixed populations [64], but cooperation
will not always be favoured, especially when multiple species are present [56, 65].
The presence of competition between cells is a difference between biofilms and
truly multicellular organisms (although of course the cooperation is not perfect
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even in multicellular organisms, as in the case of diseases such as cancer). The
spatial structure present in biofilms has been shown to affect how likely it is that
a beneficial genetic mutation (i.e. a mutation whuch makes the colony grow more
quickly) will survive and take over the population rather than dying out due to
the stochastic nature of the competition between cells [66, 67]. In a pathogenic
biofilm, this will affect, for example, how quickly the cells will become resistant
to an antibiotic.
1.3 Present work and thesis outline
In this Thesis I present work done during my PhD on models of the collective
behaviour of bacteria. In Chapter 2 I describe some of the techniques and ideas
used in this, both computational and analytical, consider their strengths and
weaknesses and give some examples of their use. In Chapter 3 I describe a
generalization of a flocking model in which the speed of propulsion of the particles
depends on their local density. This was originally intended as a model for
bacterial cells, which are known sometimes to vary their motility as a function of
the local density of cells via chemotaxis (a kind of quorum sensing), but is also
applicable to other instances of active matter, such as assemblages of molecular
motors and actin fibres. I found that this model leads to novel instabilities
which are similar to what is seen in in vitro experiments on molecular motors,
and develop a continuum ‘hydrodynamic’ theory of the model which is in good
agreement with the microscopic simulations. In Chapter 4 I describe a model of
the growth of bacterial colonies in biofilms, made up of non-motile cells. In our
model, which differs significantly from previous models of colony growth using
generalized Fisher-Kolmogorov equations [58, 68, 69], cells grow and divide on a
substrate, pushing each other out of the way as they grow, which leads to the
expansion of the colony. This model was simulated using an individual-based
simulation of the cells and the forces between them, and we also developed an
analytical theory which describes the cells as an active, growing fluid. I derive
some surprising results, such as that a round, two-dimensional colony made up
of incompressible cells cannot in general grow at a constant speed – the cells
must either be compressed or be pushed up into the third dimesion. Finally, in
Chapter 5 I use a generalization of this model of colony growth to study evolution
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in growing colonies. The fact that such a population of cells is expanding, rather
than being well-mixed in space or spatially structured but fixed in size, has
important effects on evolution, greatly increasing the amount of genetic drift
at the expanding frontier and therefore reducing the effectiveness of selection.
I present results on the rates of fixation of beneficial mutations, an important
measure of how quickly the population adapts to its environment, and how this





In this section I describe the methods used to carry out my research. These
consisted of extensive computer simulations of active matter systems, supported
by analytical work to aid in elucidating the physics and general principles
underlying the results of the simulations.
2.2 Agent-based models
The aim of my research is to understand active matter systems such as colonies of
bacteria. Active matter systems usually consist of a large number of individuals
(these might be molecules, cells or even macroscopic organisms), which interact
with each other in certain ways. The main method I use to simulate such
systems is so-called ‘agent-based’ (or individual-based) modelling: that is the
individuals or ‘agents’ which make up the system and their interactions are
simulated directly. The emergent behaviour which occurs when many agents
are brought together can therefore be observed. The number of agents which
can be considered using modern computing power is fairly large (105 - 106), and
often leads to surprising results which could not have easily been predicted from
the underlying interactions. The method is analogous to molecular dynamics in
statistical physics, in which interactions between individual atoms or molecules
are directly simulated [70].
Agent-based models are often used in active matter, for example in the models
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of flocking behaviour, cellections of swimmers and active gels described in the last
chapter. They are also used in a wide range of other circumstances where it is
necessary to model the interactions of a large number of agents, such as the
flow of traffic [71, 72] and pedestrians [73] or the spread of epidemics on human
social networks [74, 75]. They have found use in ecology to explain patterns
of species diversity [76], and in linguistics to describe the language change and
evolution [77, 78]. They are also increasingly used in economics, where the idea
is that an economy is made up of many agents (e.g. firms and consumers) who
have strategies (e.g. when to buy or sell a good and at what price), which they
can change as they interact with each other through the market [79, 80, 81].
Agent-based models, then, are very useful as they allow us to simply model
what happens in a complex system given the behaviour of the agents which make
it up. However, there are certainly problems and difficulties associated with
them. The behaviour of the individuals usually has to be enormously simplified,
especially if we are modelling animals or humans, with all their complexity
reduced down to a few simple behavioural rules. Clearly, there are many possible
ways to do this; we need to decide which interactions and behaviours we think
are important. This also means that such models generally have quite a large
number of parameters which are often difficult to calibrate. The main way these
models are useful is in elucidating what the most important features of a system
are, and in demonstrating that complex collective effects can arise from simple
interactions without the need for extensive coordination between the agents. We
saw this in the last chapter, for example, in the transition to a flocking state
without the need for leadership in the Vicsek model [5], and in pattern formation
without extensive intercellular signalling in biofilms [58, 59]. Often, they are
effectively used as ‘null models’, showing what the simplest possible microscopic
behaviour leading to an observed macroscopic phenomenon can be.
Another idea is that of ‘universality’: often, the emergent behaviours of a
system do not actually depend very much on the details of the microscopic
interactions. (For reviews of the concept of universality in statistical physics,
see [82, 83].) This cannot be relied upon a priori, however, especially in out-of-
equilibrium systems, where seemingly insignificant details do sometimes have an
impact on the large-scale behaviour, as in the case of angular versus vector noise
in the Vicsek model described below.
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2.2.1 Spatial agent based models
In this Thesis, I mostly use spatial agent-based models, where n individuals
(agents) move around in a two- or three-dimensional continuous space, and
interact with the other agents, usually only those which are close to them. There is
an issue of computational efficiency here, as at every time step a agent must decide
which other agents to interact with, i.e. find which agents are its ‘neighbours’
for the purposes of the simulation. If done naively, this is an O(n2) operation
as it requires going through every pair of agents and calculating their distance
from each other, and would become prohibitively slow even for a few thousand
agents. There are, however, many ways around this problem, which has received
extensive attention as it also frequently occurs in molecular dynamics simulations
of atoms and molecules [70].
One such technique is the neighbour list or Verlet list [70, 84]. This works as
follows. Say the agents only interact with agents a maximum distance R from
them. In the neighbour list method, we introduce a second radius Rv > R.
Initially, we calculate all the agents which are within a distance Rv of each agent,
and put these in a list associated with each agent (this is still an O(n2) operation).
However, the list only needs to be updated if any of the agents have moved a
distance greater than Rv−R, since this is the only way any agent not previously
in the list of a agent could have entered its interaction radius, so this does not
have to be done every time step. When the interactions are calculated, we just
go through each agent’s list, an operation which only requires O(n) calculations.
By optimizing the distance Rv, we can gain significantly in efficiency.
A second technique is the ‘cell list’ [70, 85]. In this method the simulation
box is split into boxes of size Rc, equal to or slightly bigger than the cutoff radius
R. Each time step, every agent is assigned a box, and a list of the cells in each
box is kept. For each agent, only agents in the same box or a neighbouring box
are considered. The number of computations required thus scales as n times the
number of boxes in the simulation. The efficiency of this algorithm can be further
improved by checking whether a cell has moved out of a box into a new one at
every time step, and updating the lists appropriately if it has. This removes the
need to completely re-fill the box lists at every time step. To do this efficiently,
it is necessary to keep an array where is[] which contains for each agent its
position within the list of the box it is in. So, for example, say that box 7
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contains agents 2, 6, 9 and 23: cell list[7] = {2,6,9,23}. Agent 9 has array
index 3, so where is[9]=3. The agent can then be quickly taken out of the box
without having to search through the list for it.
2.3 Analytical methods
2.3.1 Hydrodynamics and the Boltzmann equation
Often, we will want to describe the dynamics of a collection of particles on
large scales. The obvious way to do this is by a coarse-grained description in
terms of fields such as the density and velocity of particles, which can vary in
space: ρ(x),v(x), and so on. The aim is to derive equations describing the
dynamics of these fields. One way to do this is phenomenologically by appeal
to the symmetries of the system, as is done in the Landau theory of phase
transitions [86]. The classic example is that of the Ising model of interacting
spins on a lattice, see e.g. [8], pp. 151-159. If the local magnetization (the order
paramter) of the system is given by ψ(x), then close to the phase transition the





a+ bψ2 + cψ4 + λ(∇ψ)2 +O(ψ6,∇ψ4)
)
, (2.1)
where a, b, c, λ are phenomenological parameters and only terms allowed by
symmetry are included. From this free energy, the dynamics of the field
ψ(x, t) can be derived, although this procedure is not trivial. In particular,
hydrodynamic equations must be derived for all conserved quantities in the
system under question, see [8], Chapter 8. In a non-equilibrium system, this free
energy formulation will not be valid, but similar arguments based on symmetries
can be used to write down hydrodynamic equations, as in the Toner-Tu field
equations of the Vicsek model described below [7].
An alternative route is to try and derive equations for coarse-grained fields
directly from their microscopic interactions. The classic example of such
an analysis is the procedure to derive the Navier-Stokes equations from the
Boltzmann equation, see for example [87]. The Boltzmann equation is an equation
describing the out-of-equilibrium behaviour of a classical gas. We consider a box
containing N particles of mass m with positions xi and momenta pi. The strategy
13
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is to derive an equation for the dynamics of the quantity f(x,p, t), the density of
particles with momentum p at position x at time t. Using Liouville’s equation,
and under the ‘molecular chaos’ assumption that there are no correlations between



















, t)− f(x,p, t)f(x,p∗, t)]
(2.2)
where the term on the RHS describes collisions between particles; Φ(p,p∗; p′,p∗
′
)
is the rate at which particles with momenta p,p∗ collide to give particles with
momentum p′,p∗
′
. These collisions are assumed to obey conservation of mass
and momentum.
From this equation, some very important results can be derived, such as
the fact that entropy will increase over time, and the fact that the velocities
of particles follow a Boltzmann distribution at steady state. It can also be used
to derive equations for the dynamics of coarse-grained fields of the gas which are




ρ(x, t)u(x, t) =
∫
d3ppf(x,p, t) (2.4)
where ρ is the density field and u the velocity field. By integrating Eq. 2.2 over the
momentum, a hierarchy of equations for these moments can be derived. Since the
equation for each moment will depend on higher moments, approximations must
be used to close the system. This yields equations describing the conservation of
mass and momentum in the gas – the Navier-Stokes equations for a compressible
fluid – and for heat flow. Thus, it is possible to derive the equations describing
mass and momentum flow in a classical gas starting directly from the microscopic
interactions between particles. A similar procedure to this is used later in the
Thesis to derive hydrodynamic equations for a Vicsek-like model, although the




2.3.2 Linear stability analysis
Very often, we will derive systems of partial differential equations describing the
systems we want to study. Important examples include the diffusion equation,
which describes the motion of particles undergoing a random walk, and the
Navier-Stokes equations of fluid dynamics (as can be derived for a classical
gas using the method above). The full analytical solution of such equations
is usually impossible (though numerical solution is often useful, see next section),
so approximations need to be made. One very useful technique is to probe the
stability of a steady state solution, that is, whether such a solution is stable
to small fluctuations, or whether such fluctuations will grow exponentially; this
is known as linear stability analysis. An instability often points to interesting
behaviour, such as pattern formation. To demonstrate the method, I take the
simple example of the Fisher equation [88], an equation combining diffusion and
logistic growth used to describe growing populations:
∂φ
∂t
= D∇2φ+ αφ(1− φ
φ0
), (2.5)
where φ(x, t) is density of diffusing particles/organisms. There are two steady-
state solutions of this equation: φ = 0 and φ = φ0. We now want to analyse
whether these are stable. Starting with the solution φ = φ0, we set φ(x, t) =
φ0 + δφ(x, t), where δφ is a small fluctuation. Putting this into Eq. 2.5 yields
∂δφ
∂t




We now linearize by ignoring terms of order δφ2 or higher, yielding
∂δφ
∂t
= D∇2δφ− αδφ. (2.7)
To analyze stability we assume a form δφ = φ̃ei(k·x−ωt). One can then derive
a relation ω(k), known as the dispersion relation. If the imaginary part of ω is
positive for any k, then this corresponds to an exponentially increasing mode and
the solution is unstable. Here we have
−iωφ̃ = −Dk2φ̃− αφ̃, (2.8)
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so =[ω(k)] = −Dk2 − α. Provided that D,α > 0, the solution is stable for all
k. Now consider the solution φ = 0. We set φ(x, t) = δφ(x, t), and the same
procedure as above now yields
−iωφ̃ = −Dk2φ̃+ αφ̃, (2.9)
and therefore =[ω(k)] = −Dk2 + α. This solution is unstable for small values of
k ≤
√
α/D, and therefore large wavelengths λ ≥ 2π
√
D/α. What in fact occurs
in the Fisher equation if started from φ = 0 is that any small fluctuation will lead
φ to grow and increase to φ0 locally, and the high density region will then spread
outwards in a travelling wave.
2.4 Numerical solution of partial differential
equations
Very often, we will find that we have a system of partial differential equations,
such as diffusion or hydrodynamic equations, which it is not possible or useful to
solve analytically. In these cases we need to use numerical algorithms. The space
and time dimensions must both be discretized so that instead of continuous fields
we have (in one dimension) tn = ndt and xj = jdx where dt and dx are the time
and space steps (note that they are finite numbers, not infinitesimals here), and
n and j are integers. u(x, t) then becomes unj . The derivatives which appear in







These approximations will introduce errors, so the time and space steps need
to be sufficiently small. An important concern is the ‘numerical stability’ of the
algorithm – the approximations of the space derivatives can introduce spurious
instabilities which will grow exponentially. Avoiding these is not as simple as
choosing small enough values of dt and dx. The precise form used for the








2.4. Numerical solution of partial differential equations
Using forward differencing (Eq. 2.10) for the time derivatives and centred
differencing for the space dimension is known as forward-time-cented-space or


















To analyse numerical stability, we do a stability analysis similar to the linear
stability analysis described above in section 2.3.2, but discretized (see e.g. [89];
this method of stability anlysis was originally developed by von Neumann [90]).
We look for so-called eigenmodes of the system, given by
unj = ξ
neijkdx. (2.14)
Each eigenmode is made of successive integer powers of ξ, so if the modulus of
ξ(k) is greater than 1 for any k, then this mode will grow exponentially and there
is a numerical instability. Putting Eq. 2.14 into Eq. 2.13 yields










Therefore, to increase the time step it is necessary to decrease the spatial step,
and so simulating large length scales will be slow. To further improve stability,
allowing one to use larger dt for the same dx, it is possible to use centred
differencing for the time derivative as well, however this is more complicated
as the expression for the derivative will involve ut+1i , which is unknown; a linear
system of equations must be solved to find all the ut+1i . For our purposes the
FTCS scheme will generally be sufficient.
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the FTCS scheme is always numerically unstable and more complex methods
must be used to ensure stability [89], pp.1031-1043. This makes such equations
(with advection but not diffusion terms) more difficult to deal with.
2.5 The Vicsek model
In this section I describe in detail the Vicsek model, an archetypal model of active
matter, which I develop an extension of in Chapter 3, and which helps to illustrate
the type of modelling done throughout this Thesis.
R
Figure 2.1: Schematic of the Vicsek model. Each time step, the red agent sets
its direction of motion equal to the vectorial average of the directions of all the
agents within the grey circle, with some noise added, and all other agents do the
same.
The Vicsek model is an agent-based model consisting of a collection of particles
in two dimensions, which all move with a constant velocity, v0. At each time step,
particles change the direction of their velocity, setting it to the local average
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direction, calculated by vector addition of the velocities of all particles within a
radius R, see Fig. 2.1. There is also noise: particles do not follow the average
velocity exactly, but add a noise term as well. In their original paper [5], Vicsek
et al. modelled the system computationally, and observed a dynamical phase
transition between a disordered state and a polar ordered flocking state, at a
critical strength of the noise (see Figure 2.2). They originally claimed that the
transition was continuous, but this was disputed by Chaté et al. [10], who
claimed that it was discontinuous (first order). There has subsequently been
much controversy on the issue [12, 91, 92, 93]. It was observed [15] that the
model is quite sensitive to details in its implementation, such as order in which
the steps (average calculation, velocity update, moving), and in particular the
nature of the noise. Two ways of implementing the noise are common: ‘angular










where the sum is over all N particles j within a radius R of particle i and ξ(t) is a
uniformly distributed noise between −η and η, η being the parameter governing
the noise strength. Another method is ‘vectorial noise’, where the noise is added











where êj are random, independent, uniformly distributed unit vectors. These
differences in implementation appear sometimes to affect the order of the flocking
transition [15].
As well as agent-based simulations, there have been many analytical studies of
the Vicsek model and similar flocking models. Among the first were Toner and Tu
[7], who derived phenomenological hydrodynamic equations based on symmetries
for a collection of self-propelled particles with alignment interaction, such as the
Vicsek model, in terms of two hydrodynamic fields: the density of particles, ρ,
and the local average velocity, v. These equations are somewhat similar to the
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Figure 2.2: Snapshots from the Vicsek model for N=1000 particles; size L=10,
showing the disordered phase at high noise (left, η = 10) and the ordered,
‘flocking’ phase at low noise (right, η = 1).
Navier-Stokes equations for a normal, equilibrium fluid, but have extra terms due




+∇ · (ρv) = 0 (2.20)
∂v
∂t
+ λ1(v · ∇)v + λ2(∇ · v)v + λ3∇(v2) = αv − βv2v −∇P (ρ)
+DB∇(∇ · v) +DT∇2v +D2(v · ∇)2v
(2.21)
λi, Di, α and β are phenomenological parameters, and P (ρ) is a pressure-
like term which tends to resist density gradients. Toner and Tu showed that the
system exhibits true long-ranged order in two dimensions, which is surprising
as in equilibrium thermodynamics there are no phase transitions with broken
symmetries in systems with short-ranged interactions in two dimensions – the
Mermin-Wagner theorem [8]. The theorem is not violated, however, as the system
is not in equilibrium. Such flocking models can be viewed as non-equilibrium
analogues of the XY model of a ferromagnet, in which two-dimensional spins
tend to align due to magnetic interactions. The XY model has no ordered
phase, but the motion of the particles in flocking models allows them to exert
a wider influence on each other, allowing the order to be maintained against
fluctuations. They also showed that the system exhibits propagative sound
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waves and ‘giant number fluctuations’ (GNFs), density fluctuations which diverge
and long wavelength. These effects have been observed in simulations of the
Vicsek model, with the GNFs easily visible in a snapshot (Fig. 2.2) – the density
fluctuations are clearly much larger than in an equilibrium fluid.
More recently, others [16, 28] have derived hydrodynamic equations for
various flocking models, including, recently, the Vicsek model itself [94], from
a microscopic description, allowing values for the parameters to be obtained.
These derivations rely on various approximations, and as such are generally not
valid deep in the flocking phase. The equations obtained are consistent with the
Toner-Tu equations.
Another interesting emergent feature of flocking models is an instability of
the flocking state which leads to the formation of travelling high-density bands,
with the particles travelling perpendicular to the band direction. The instability
is apparent from the linear stability analysis of the hydrodynamic equations,
and the bands have been observed in agent-based simulations and in numerical
solutions of the hydrodynamic equations [12, 13, 16]. The bands occur when the
noise strength is not too far below the critical noise for the flocking transition.
It seems that these bands are the reason the the transition is discontinuous [12],
which would make sense as they can cause phase coexistence, with an ordered
phase inside the bands and disorder outside them (phase coexistence is usually
associated with a first order transition). Interestingly, the bands do not appear
in a version of the model where the interaction between the agents is topological
rather than metric (they interact with a fixed number of neighbours irrespective
of distance) [95, 96]. In this case the transition is therefore continuous.
The Vicsek model is a good example of a system of interacting particles out
of equilibrium which, given some very simple rules governing their interactions,
exhibits a wide range of interesting behaviours, which have been studied in great
detail since the model was first proposed twenty years ago. In the next chapter I
will discuss my work on a variation of the model, where a new interaction (density-





3.1 Introduction and motivation
In this chapter I introduce a variant of a Vicsek-like flocking model whereby
the propulsion speed of the particles is not constant but rather depends on the
local density of particles. Our motivation in doing this is to model pattern
formation effects observed in bacterial colonies in the laboratory [69], in particular
arrays of spots and rings (see Fig. 3.1) which are understood to arise from
chemotactic interactions (i.e. quorum sensing) between the bacteria: the cells
emit a chemoattractant, which tends to bias the run-and-tumble motion of other
cells such that they move up the concentration gradient of the chemical. The
bacteria bias their random walk by tumbling less often when they are moving
up a concentration gradient of nutrient, essentially increasing their speed in this
direction. In [97] it was shown that such chemotactic interactions can lead to a
phase separation into high- and low-density domains of cells in space. In [98], this
idea was used to model the formation of the aforementioned patterns. Essentially,
the chemotactic dynamics leads to an effective dependence of the motility of the
cells on the local density of cells, v(ρ), and therefore their diffusion constant also
depends on ρ, D(ρ) ∼ v(ρ)2. This dependence leads to a drift term which is
proportional to the velocity gradient [98, 99], reflecting the fact that particles
tend to accumulate where they go more slowly. This means that the equation
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Figure 3.1: Pattern formed by E. coli in soft agar, showing an ordered array of
spots due to the autoaggregation of the cells. Reproduced from [63]
describing the diffusion of the particles is now
∂ρ
∂t
= ∇ · [Deff (ρ)∇ρ], (3.1)
where Deff (ρ) is an effective diffusion constant including the drift effect, and is
given by
Deff (ρ) = D(ρ) + ρD
′(ρ)/2. (3.2)
Note that if D′(ρ) is a function that decreases significantly quickly with ρ,
this effective diffusion constant 3.2 can become negative, leading to an instability.
Starting from a uniform density, this instability leads to the formation of an
array of high-density spots, which then coarsen into a single high-density region
over time. In [98], it was shown that if birth and death of cells is added to
this model, via a logisitic growth term, the spot pattern can be stabilized as
cells continually die in the high density regions and proliferate in the low density
regions. Starting from a single inoculum and allowing this to spread outwards,
the system first forms rings, which then break up into ordered arrays of spots, in
a similar manner to what is observed experimentally.
23
3.2. Model
While the above models took the density-dependence of motility to be due
to chemotactic effects, they are more generally applicable. Many interactions
between agents might cause their effective motility to be a decreasing function
of local density, for example steric repulsion between agents, where crowding
will inhibit the ability to move. Models of self propelled particles with steric
repulsion have shown interesting pattern formation effects, such as the formation
of clusters and lanes [28, 29]. In flocks of macroscopic animals, it is easy to
imagine that animals might have to slow down in high-density conditions to
avoid collisions, leading to a similar effect. By using a very coarse-grained
description of these interactions via a density dependent motility v(ρ), we aim for
a generic description of such systems. Below, I show the results of a model (active
particles with density-dependent motility; we do not consider growth) combining
this effect with an alignment (flocking) interaction. Flocking, or alignment,
interactions are also known to be important in colonies of motile bacteria under
some circumstances [100, 101, 102], since steric repulsion between the cells will
tend to align them when they collide; we were interested in how these two effects
might combine in interesting ways.
3.2 Model
We use a model of cells with a polar alignment interaction which is slightly
different from the Viscek model. The Vicsek model is rather unusual in statistical
physics terms as it includes many-body interactions: at each time step each
cell takes an average of the orientations of all its neighbours. This makes
a macroscopic, hydrodynamic description of the model rather difficult. We
therefore modify the dynamics such that the interactions are pairwise, with each
cell essentially feeling an aligment force from each of its neighbours. In 2D the
position ri and direction, identified by an angle θi (or a vector eθi), of the ith
particle evolves according to
ṙi = v eθi ; θ̇i = γ
∑
j
F (θj − θi, rj − ri) +
√
2εη̃i(t) (3.3)
where γ and ε are parameters describing the strength of alignment and fluc-
tuations respectively, and η̃(t) is Gaussian white noise with zero mean and unit
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variance. F controls the alignment interactions between the spins. For simplicity,
we choose
F (θ, r) = sin(θ)/πR2 (3.4)
if |r| < R and 0 otherwise, though its precise shape does not dramatically affect
the physics. As in the Vicsek models, the aligning interactions are only computed
between particles up to a distance R apart. In the v → 0 limit, our model is an
off-lattice analogue of the XY model for a ferromagnet, hence we call it the flying
XY model. Last, a density-dependent velocity is introduced in the model by
stipulating that v depends on the number of particles n within a given radius Rn.
Ordinarily, we take a form where the speed decreases with increasing density,
v(n) = v0e
−λn + v1, where v0  v1 > 0 are the dilute and crowded limiting
velocities respectively, and λ > 0 controls the decay of the motility decreases
with increasing density. This decrease in speed with density could, for example,
represent steric interactions or chemotactic effects. We take v1 > 0 as it is known
that v1 = 0 leads to pathological behaviour [97]. Note, however, that much of
the analysis below is done for general v(n). Hereupon we restrict to Rn = R for
simplicity.
As in the Vicsek model, simulations are performed in a box of side L with
periodic boundary conditions, containing N agents. The dynamics 3.3 for each
particle are calculated using a simple Euler method, with time step dt = 0.01.
This time step needs to be small enough that the amount an agent changes its
orientation in a single time step is much less than 2π. For computational efficiency
a ‘cell list’ method, as described in Chapter 2, is used, whereby the simulation
box is split into boxes of side R, and a list of cells in each box is maintained
in order to determine which cells are neighbours. Simulations were started with
the particles at random positions within the simulation box and with random
orientations. To measure the stationary properties of the system, it is necessary
to make sure the system reaches a steady state. We found that allowing the
simulation to run for 105 time steps was sufficient. Quantities were then averaged
over a further 104 time steps.
Fistly, we need to check that our model displays the same phase transition
to a flocking state as the Vicsek model, ignoring the density-dependence part.
Fig. 3.2 shows the order parameter < v >= (1/N)
∑
i vi as the noise parameter
ε is varied. As expected, there is a clear non-equilibrium phase transition from
25
3.3. Results













Figure 3.2: Orientational order parameter < v > as a function of noise, for λ = 0.
Other parameter values are N = 3000, L = 10, γ = 0.16, v0 = 2 and v1 = 0 Inset:
temporal fluctuations in the order parameter, < ∆v2 >t. The phase boundary
was taken to be the peak in the fluctuations.
a disordered to a flocking state as the noise is decreased. The transition appears
to be discontinuous. This would make sense if the banding instability discussed
above in Section 2.5 does cause a discontinuous phase transition, as this instability
is evident in our simulations, see Fig. 3.3, pattern (b), however we are not
concerned with the nature of this transition here. In the next section I describe
the results of our model when the density-dependent motility effect is turned on.
3.3 Results
The combination of the Vicsek-like alignment interaction and the self-trapping
mechanism leads to novel pattern formation behaviour. Figure 3.3 shows a
phase diagram of the system, with snapshots from the various different regimes.
Figures 3.4 and 3.2 shows plots of the order parameter, demonstrating how
the phase boundaries were determined. If only the self-trapping interaction is
present, the particles phase-separate into high-density clumps which coarsen
over time. If only alignment is present, the standard behaviour of the Vicsek
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model is recovered, with giant density fluctuations [7] and travelling high-density
waves [13, 16]. If both effects are present, depending on their relative strengths,
the system either forms dynamic moving clumps which continually coalesce and
break up, or forms a pattern of large stripes, with the particles moving parallel to
the direction of the stripe, as opposed to the density waves in the standard Vicsek
model, in which the direction of motion is perpendicular to the stripe. Fig. 3.5
shows snapshots of these patterns for a larger system size at the same density,
for clarity and to demonstrate that they are not caused by finite size effects.
However, there are some caveats associated with this phase diagram. The
number of particles N = 3000 is rather small, and there are significant finite
size effects, especially with respect to the clumping transition, which occurs at
larger λ for larger system sizes, see Fig. 3.8. Also, the dynamics of the clustered
phase can be quite slow, so that 105 time steps may not be enough to equilibrate
the system; in particular longer simulations show that the non-moving clusters
tend to coarsen into a single cluster over time. Another point to note is that for
larger system sizes the ‘moving clump’ phase d(i) does not display long-ranged
orientational order since the clumps move in different directions, as in Fig. 3.5,
and this situation appears to be stable.
For very high densities or values of λ, rather than phase separating into a few
high-density clumps, the system can form a high density background with a few
low-density voids (Fig. 3.6). Whether this happens will depend on how much of
the system is taken up by the two phases at steady state.
3.4 Analytical theory
In order to gain insight into the pattern formation process, and clarify what
properties of the model lead to the observed behaviour, we wanted to derive
a coarse-grained, ‘hydrodynamic’ description of the system. Note that by
‘hydrodynamic’ I mean coarse-grained equations for the fields describing the
system, not anything to do with actual fluid: the fluid through which cells swim
is not being modelled here. Hydrodynamic equations for flocking models were
first written down by Toner and Tu on phenomenological grounds, based on
symmetries [7]. Equations for different models of flocking [16, 28] and for the
original Vicsek model [94] have since been derived directly from the microscopic
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Figure 3.3: Phase behaviour when v(n) = v0e
−λn + v1. (A) Phase diagram in
the (ε, λ) plane, for N = 3000, L = 10, γ = 0.16, v0 = 2 and v1 = 0.1. Blue
filled circles on the phase boundary correspond to peaks in the variance of the
particle density, while green squares separate states with zero mean orientation
from states with nonzero mean orientation. At the boundary between phases (c)
and (d) both order parameters change sharply, as the clustering effect sharply
increases particle density within the clusters, leading to ordering. Horizontal
and vertical red lines indicate linear instabilities towards clustering and ordering,
respectively. (B) Snapshots of the stripy (b), aster (e), moving clumps (d(i)), lane
(d(ii)) patterns. The crosses in A correspond to the snapshots in B. Particles are
colour coded by direction, with blue horizontal and red vertical.
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Figure 3.4: Spatial fluctuations in the local density of particles, < ∆ρ2 > as a
function of λ, for γ = 0.16, ε = 5.0, N = 3000, L = 10, v0 = 2 and v1 = 0.1. The
phase boundary was taken to be the point with the largest jump.
Figure 3.5: Inhomegeneous disordered phases, for the same parameters as in
Fig. 3.3, but for a system 4 times larger, with the same particle density. Values
of λ and ε are those marked with crosses in that figure, (ii) left and (i) right.
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Figure 3.6: Snapshot of the simulation in a case where the system forms voids
against a high-density background. Parameters as in figure 3.3, but with higher
density, N = 10000; ε = 8.0 and λ = 0.01.
models, and here we derive such equations for our model. On symmetry grounds,
the hydrodynamic variables describing the system will be the density of particles,
ρ, and the local polarization (direction) of the particles, P. To do this we first
derive a stochastic field equation for the quantity f(r, θ) =
∑N
j=1 δ(r−rj)δ(θ−θj),
which is the density of particles at position r with angle θ. This method is similar
to what was done in [16], and is equivalent to the Boltzmann equation describing
an equilibrium fluid. The derivation of this Boltzmann-like equation is done in
Appendix A; it is:
ḟ(r, θ) =−∇[f(r, θ)v]− γ ∂
∂θ
∫







2εf(r, θ)η(r, θ, t)]
(3.5)
where η(r, θ, t) is a Gaussian white noise of unit variance. Note that the
velocity v appears inside the gradient in the first term in the RHS. This is crucial
to the pattern formation due to the self trapping effect. We drop the noise
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term and derive deterministic hydrodynamic equations; it could in principle be
included to derive more realistic, noisy equations. Since we are looking at the
large-scale, hydrodynamic description of the system, we take the limit where
the interaction range R is very small, so that the spatial part of the function
F (θ − θ′, r − r′) can be replaced by a delta function, making the second term
on the RHS γ ∂
∂θ
∫
dθ′f(r, θ)F (θ − θ′)f(r, θ′). We now Fourier transform Eq. 3.5
with respect to θ to get equations of motion for fk ≡
∫
feikθdθ. Using 2πf(θ) =∑
k fke
−ikθ and 2πF (θ) =
∑
k Fke


















where all sums run from −∞ to +∞. We see that f0 is simply the particle
density field ρ. Since we are in two dimensions we can identify complex numbers
with vectors: the real part of f1 is
∫
f cos θdθ and is therefore the x-component
of the polarization order parameter P, and similarly the imaginary part is the







(vf yi ) (3.7)
⇒ ∂tρ = −∇ · (vρP). (3.8)
In order to close this system of equations for k > 0, we need to make some
approximations. In particular we assume that we are not too deeply in the ordered
phase, so that f(θ) is almost homogeneous, and higher Fourier components can
be neglected. We therefore neglect fk for k ≥ 3 and further assume that f2 is a
fast mode of the system, so that ḟ2 ' 0. We also set the function F (θ) = sin(θ),
so that F1 = − 12i , F−1 = 12i and all the other Fk are zero. The equations for k = 1






































|f 21 |f1 −
1
2
(∂x + i∂y)(vf0) +
γ
16ε
f ∗1 (∂x + i∂y)(vf1)−
γ
8ε
(∂x − i∂y)(vf 21 ) +
1
16ε
(∂x − i∂y) [v(∂x + i∂y)(vf1)]
(3.12)
Converting Eq. 3.12 into vector form is rather more complicated. The first
three terms on the RHS are straightforward, but the terms involving complex
conjugates of f1 and the gradient operator must be expanded out in terms of their
real and imaginary parts and compared to the expansions of various combinations
of ∇ and W ≡ ρP in terms of their x- and y-components. Doing this yields the
equivalences:
∇∗(vf 21 ) ≡(W · ∇)(vW) + W(∇ · (vW)) + v(W · ∇)W
+ vW(∇ ·W)−∇(v|W|2)
(3.13)




∇∗ [v∇(vf1)] ≡ ∂j(v∂j(vW)) + (∇v · ∇)(vW)− (∇v)∇ · (vW) (3.15)
where the quantities on the LHS are complex numbers, those on the RHS
the equivalent vectors, and * denotes conjugation. Applying these gives the
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[(∇ · (v∇))(vW) + (∇v · ∇)(vW)− (∇v)∇ · (vW)]
(3.16)
Equation 3.16 is certainly rather unwieldy, but some of the terms are relatively
easily interpreted. The second term on the LHS describes advection of particles,
and has a coefficient not equal to one as Galilean invariance does not apply.
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The first two terms on the RHS describe the symmetry breaking which leads to
spontaneous ordered motion in flocking models. The term 1
2
∇(vρ) is something
like a pressure, in that it resists density gradients, and is crucial to the pattern
formation here: if v(ρ) is a sufficiently decreasing function it can become negative,
leading to an instability in which the particles tend to clump together. The precise
meaning of higher order terms is less immediately clear. The final three terms
in square brackets are something akin to viscous terms in an equilibrium fluid,
tending to oppose gradients in the velocity. In the rest of this section I analyse
the hydrodynamic equations in more detail, performing linear stability analysis
in order to elucidate which terms are important to the pattern formation, and
presenting results on their numerical solution.
3.4.1 Linear stability analysis
In order to clarify the relationship between the hydrodynamic equations derived
above and the pattern-forming behaviour of the model, we now perform linear
stability analysis of Eqs. 3.8 and 3.16. For simplicity, I consider only cases when
one or other of the effects in the model (alignment or self-trapping) is present.
To analyse the effect of combining the two, I solve the equations numerically, in
the next section.
If only the alignment interaction is present (λ = 0 and v is constant), we are
in the standard situation for flocking models. Ignoring spatial gradients to start




γρ− ε)W − γ
2
8ε
W 2W = 0. (3.17)
Clearly, if the first term in Equation 3.17 is positive, the symmetry will be broken,
leading to a non-zero W with |W| = W0 =
√
8ε(εc − ε)/γ2, as in the standard
Landau theory of a continuous phase transition. This transition occurs when




As mentioned before, the flocking state is unstable to the formation of
travelling density waves parallel to the flocking direction (phase (b) in Fig. 3.3).
Linear stability analysis of the flocking state, done in Appendix B, shows that the
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flocking state is unstable to formation of such a state (i.e. is unstable to density
fluctuations parallel to the direction of flocking) if
7
11




γρ as before. This is in agreement with previous work on the
hydrodynamics of flocking models [13, 16], in that the banding instability appears
in the flocking phase when the noise is not too low.
I now consider what happens if we turn on the self-trapping interaction (λ 6= 0)
in the disordered phase, ε > εc, and W = 0. Performing linear stability analysis
about this solution, setting W = δW and ρ = ρ0 + δρ:







Since δW decays away quickly, we can take ∂tδW = 0, so that





Putting Eq. 3.22 in Eq. 3.21 then yields









′(ρ0) + v(ρ0))∇2δρ (3.23)
We have thus eliminated W to obtain an equation for the density. There is a
negative diffusion constant, and therefore a clumping instability, if
ρ0v
′(ρ0) + v(ρ0) < 0, (3.24)
which is the same result derived in [98] for diffusing particles with density-






Fig. 3.7 shows results from the simulations of the positions of the phase transition
to the flocking state and to the self-trapped state when these effects are considered
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Figure 3.7: (A) Phase boundary for the flying XY model when λ = 0, showing
the critical value of ε as a function of γ. Blue points for v = 2.0, red for v = 0.5;
v1 = 0 in both cases. Inset: data for v = 2.0 for smaller values of γ. The line




boundary of the self-trapping/stationary clump phase for ε = 5.0, γ = 0.16,
v1 = 0.1. The line is the theoretical result λc = 1/ρ0. In all cases L = 10 and
N = 1000.
separately, showing good agreement with the above results. Note that the
transition to the clumpy state in simulations consistently happens for a smaller
value of λ than predicted from the above (this is also visible in Fig. 3.3, where
the red dotted line represents the predicted instability). This may be because
fluctuations in the density can take the density above the critical value, in a
similar way to nucleated phase separation in an equilibrium fluid.
Fig. 3.8 shows the two transitions for different system sizes, to show the effects
of finite system size. Note that the transition line for the clumping transition at
high noise moves closer to the predicted value for small system sizes, perhaps
because fluctuations that cause nucleation are less likely in a smaller system. For
the flocking transition, the boundary does not depend very much on system size,
and becomes sharper for larger systems as expected.
3.4.2 Numerical solution
In order to go beyond the above simple linear stability analysis and account for the
effect of the non-linear terms, and hence explore the range of patterns compatible
with our hydrodynamic equations, we solved Eqs. (3.8) and (3.16) numerically,
using standard finite-difference methods for solving partial differential equations.
The finite difference scheme used was simply the Euler method (see Chapter
2), combined with a predictor-corrector routine to improve stability. There are
35
3.4. Analytical theory













Figure 3.8: Left: phase boundary between homogeneous and inhomogeneous
(‘clumpy’) phases, for 3 different system sizes, with the same particle density ρ.
Green points, N = 750, L = 5.0; blue points N = 3000, L = 10.0; red points
N = 12000, L = 20.0. The alignment parameter γ=0.05, as in Fig. 3.3. Dashed
line is the theoretical prediction for the phase boundary at high noise, from linear
stability analysis of the hydrodynamic equations. Right: order parameter as a
function of noise for the same 3 system sizes at λ = 0, showing the order-disorder
transition from the flocking state. Again, the dashed line shows the theoretical
position of the transition from linear stability analysis.
various numerical stability problems associated with advective equations such as
these, so to simplify the situation we added in a small diffusion term D∇2ρ on the
right hand side of Eq. (3.8) (a similar strategy was used in [13]). The results of this
show that all patterns observable in the microscopic simulations can be recovered
in numerical solution of these equations: the fluctuating flocking state, travelling
density waves, high-density ‘lanes’, static clusters and moving clumps. Fig. 3.9
shows snaphots of the λ 6= 0 patterns obtained from the numerical solution.
These are compared with data from the agent-based (microscopic) simulations.
To make the comparison clearer, the results from the microscopic simulations have
been averaged over time and space, to give a coarse-grained, average description
of the velocity field W(x), which is what is plotted for the numerical solution.
Fig. 3.10 shows a larger image of the stripe pattern for a larger system size in
the hydrodynamic equation solution, colour coded for the magnitude of the order
parameter rather than the density to clearly show the ordering within the stripe.
One interesting feature is the nature of the coarse-grained field for the ‘clumpy’
pattern. The velocity field in these clumps is not zero, but points towards the
centre of the clump – they can be seen as ‘aster’ patterns, like those seen in


















Figure 3.9: Patterns found for λ 6= 0 in the microscopic simulations (left column)
and in the numerical solution of the hydrodynamic equations (right). Tables show
dimensionless parameter values: λ̃ = λρ0, ṽ1 = v1/v0, γ̃ = γρ0/ε, D̃ = Dε/v
2
0.
Arrows show the W field, colors the density (red: high; blue: low). In the right
column, only a fraction of the simulated system is shown for clarity.
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Figure 3.10: Parallel stripe pattern from numerical solution of the hydrodynamic
equations. Parameters used are as in Fig. 3.9B, right. Here the colour scale shows
the magnitude of the order parameter W, and the full simulation box is shown.
equations in the limit of small W in the steady state. Eq. 3.16 reduces to
(γρ/2− ε)W = ∇(ρv/2) (3.26)
and therefore ∇(vρ) thus acts as an ordering field for W: the net flow is caused
by gradients in vρ within the clusters. Note also that in the averaged image from
the microscopic simulations, at the edge of the aster the field changes direction.
Along the radius of an aster, the density increases towards the center whereas
the velocity decreases. Their product can thus be non-monotonic, which makes
W change direction.
3.5 Discussion and extensions
We have shown that a density-dependent motility in our flying XY model, a close
relative of the Vicsek model, yields new patterns in suspensions of self-propelled
particles. The derivation of hydrodynamic equations helped to identify the key
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ingredient causing the pattern formation in the ‘pressure term’−1
2
∇(vρ): if v(ρ) is
sufficiently quickly decreasing with ρ, this term will encourage rather than oppose
density gradients, leading to a self-trapping instability and the formation of new
patterns. The patterns are not very sensitive to the precise form of v(ρ); all that is
required is that the condition 3.24 is met. For instance, steric hindrance results
in velocities that typically decrease linearly with density [103] and would give
similar instabilities. A recent work by Peruani et al. [104] studied a microscopic
lattice variant of the Vicsek model, and also found asters and moving clumps,
dubbed traffic jams and gliders. This is again naturally explained by our theory,
as their origin there lies in the slowdown of particles due to crowding, which
causes an effective ‘pressure term’ analogous to that in Eq. (3.16).
Recent experiments have also shown results similar to the patterns observed in
our model, which may have a similar origin. For example, experiments performed
on in vitro collections of active fibres moving on a carpet of molecular motors
show collective behaviour effects as the collision of the fibres tends to align them.
These experiments have exhibited moving high-density clusters of fibres [105], and
high-density ‘streaks’ or bands in which the fibres move parallel to the band [106],
amongst other patterns. A density-dependent motility, induced either by steric
hindrance or by crosslinkers between actin fibers, may be the cause of these.
3.5.1 Alternative forms of the density dependence
Thus far we have mostly considered a particular form for the density dependence
of the velocity, one that decreases exponentially with density. The above analysis
is easily generalized to other forms of the dependence. Any decreasing function of
density will exhibit very similar behaviour, with a clumping instability existing
for high noise if ρ0v
′(ρ0) + v(ρ0) < 0, as derived above in Section 3.4.1, with
these clumps moving or forming lanes if the alignment interaction is strong. If
the velocity is an increasing function of density, no such instability exists and the
behaviour is not very interesting. However, we have observed some unexpected
bahaviour in our simulations in the case where the function v(ρ) has a peak. In
particular, if it is peaked at or close to the initial density ρ0, the system forms
an array of small, stationary clumps, roughly in a hexagonal lattice, which do
not coarsen over time as they do in the ordinary clumpy phase (Fig. 3.11). Note
that there is no linear instability here as v′(ρ0) = 0. The clumps have a size
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which is of the order of the interaction radius R, so clearly this pattern depends
crucially on the fact that there is such a finite radius in the system, an effect
not so far included in our hydrodynamic equations. Qualitatively, the pattern
is stable because the average density over the interaction radius in the region
between the clumps is near the position of the peak in the velocity function, so
particles move fast and these regions remain empty.
Figure 3.11: Snapshot of the system for v(ρ) = v0e
−(ρ−ρ0)2/σ2 , a Gaussian peaked
around the initial density. Here ρ0 = 30.0 and σ
2 = 200. γ = 0.16, ε = 5.0,
N = 3000, L = 10, v0 = 2 and v1 = 0.1.
3.6 Conlusions
In this chapter I have described a model of collective motion in self-propelled
particles in which the propulsion speed of the particles depends on their local
density. This dependence could be the result of signalling between agents (e.g.
chemotaxis), or to crowding and steric hindrance, and was intended to be a model
of motile bacterial cells in a dense colony, where both of these effects might be
significant. I started by introducing a variation of the Vicsek model, which we
term the flying XY model, where the interactions between agents are pairwise
rather than many-body to simplify the mathematical treatment of the model, and
showing that it displays behaviour broadly similar to the Vicsek model. I then
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introduced a density-dependent motility to this model, by making the propulsion
speed depend on the number of neighbours within a given radius.
Simulating the model demonstrated the formation of new patterns (coherently
moving clusters and ‘lanes’ with particles moving along the direction of a high-
density band), depending on the parameters of the model (degree of density-
dependence of the speed, strength of alignment compared to noise, density).
We also derived coarse-grained ‘hydrodynamic’ equations for the model, that is,
partial differential equations describing the dynamics of coarse-grained density
and velocity fields. Elementary linear stability analysis of these equations yielded
predictions of the phase boundaries for transitions to the flocking state and to the
self-trapping state which fit well with the results of the agent-based simulations,
and by numerical solution we were able to show that they reproduce all the
patterns seen in the simulations. These results are useful in understanding recent
experimental work on active matter systems which exhibit collective behaviour,








Bacteria are often pictured as living as individuals, swimming around in a fluid.
Recently, however, it is increasingly being recognized that they very often live
in dense multicellular communities with many other cells, interacting with them
in various complex ways [47, 48, 53]. This ‘multicellularity’ can confer many
advantages to the cells, such as increased antibiotic resistance and resilience to
environmental changes [51, 55]. These colonies often grow on two-dimensional
surfaces, where they are known as ‘biofilms’ (see Section 1.2). Biofilms are
involved in a great number of diseases [50], cause problems – and have applications
– in many industrial settings, and are perhaps one of the dominant ways in which
bacteria live [57].
4.1.2 Pattern formation in colonies grown on agar paltes
Biofilms are also a fascinating example of an active matter system, whose
behaviour is determined by the collective interactions of a great number of
individuals. The activity in this case arises from the growth, death and migration
of the cells. Biofilms are often very complex, with spatial structure, features
such as nutrient and waste channels, and multiple species of microbes. Rather
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than dealing with all of this complexity, it is interesting to study a very simple
model system in order to see what features can emerge. A common experimental
analogue of a biofilm is the growth of a colony of bacteria on agarose, a semi-
solid material which is infused with nutrients necessary for the bacteria to grow.
A colony can be started from a single cell, so will consist of only one strain.
Even in this very simple situation, interesting pattern formation effects can be
observed [58, 63, 98].
In the regime we are interested in here, the agarose is hard enough that
the colony grows on top of it similarly to a biofilm, and the cells are not able
to swim around within the medium. We do not consider any of the various
interactions between cells, such as chemotaxis, which lead to many of the more
complex patterns described in the above papers. When colonies are grown in the
laboratory on such a hard agarose surface, there is a transition between a roughly
circular colony, and a highly branched, fractal pattern [68, 62], see Fig. 4.1. The
compact shape, seen at high nutrient concentrations, is similar to what is observed
in the so-called ‘Eden model’ of growth processes [107]. This is a lattice model
of a growing cluster (such a colony of cells) whereby at each time step an empty
lattice site with an occupied neighbour becomes full. At long times, roughly round
clusters are observed. It is believed that this model falls into the KPZ (Kardar-
Parisi-Zhang) universality class of growth models [108, 109]. The branched shape,
on the other hand, is similar to patterns observed in diffusion-limited aggregation
(DLA) [110], a process whereby particles diffuse around outside of a growing
cluster until they hit it, at which point they are frozen in place.
These observations have inspired a lot of theoretical work studying how such
patterns might be formed, and what controls the transitions between them. These
have mostly involved generalization of the Fisher equation, an equation combining
diffusion and growth which is used to describe growing populations in many
circumstances [88, 69]. In its basic form, the Fisher equation is given by
∂φ
∂t
= D∇2φ+ αφ(1− φ
φ0
) (4.1)
where φ is the density of individuals (here cells), D is their diffusion constant,
α describes their growth rate, and φ0 is the ‘carrying capacity’, and represents the
maximum density of organsisms which can be maintained (e.g. because because
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for homogeneous circular colonies (Wakita et al.,
1994).
In this paper we present a new di}usion-reaction
model that captures the qualitative features of the
growth pattern from DBM to homogeneous circular
colonies. In the next section, we first introduce
experimental results reported so far on morphological
changes in B. subtilis with the variation of
environmental conditions. Then we develop a
mathematical model that incorporates cell movement
in the nonlinear di}usion term and cell proliferation
in the reaction term. The nutrient concentration is
also subject to a di}usion-reaction equation, in which
it changes due to di}usion and consumption by the
cells. Upon numerical simulation, the model repro-
duces various colony patterns as observed under
di}erent environmental conditions in a unifying
manner. Finally we discuss implications of the model
and how the various pertinent parameters influence
the growth of branching and its elongation velocity.
2. Experimental Results
We briefly summarize the experimental studies
done by Ohgiwari et al. (1992). They used a bacterial
strain of B. subtilis, which is rod-shaped with flagellae
(about 0.7 mm in diameter and 2 mm in length), and
motile in water by collectively rotating them. The
bacteria was point-inoculated at the center of an agar
plate containing peptone as a nutrient in a plastic
petri dish with a diameter of 88 mm. Under the
condition they used, the average pore size of the
agar-gel network was smaller than the size of the
bacteria so that bacterial colonies grew two-dimen-
sionally on the agar surface. Wakita et al. (1994)
examined the morphology of colonies as a function of
the concentration of agar Ca and the concentration of
nutrient Cn (peptone) in the incubation medium, while
other parameters including temperature (35°C) were
kept constant. The observed colony patterns changed
drastically with the variations in Ca and Cn as shown
in Fig. 1, where the abscissa indicates the inverse of
the concentration of agar, 1/Ca , representing the
softness of the agar medium. When Ca was higher
than 8 g l⌧1 (hard agar plates), colony patterns were
DLA-like at low Cn (region A) and ‘‘Eden-like’’ at
high Cn (region B). Here ‘‘Eden-like’’ refers to a round
and compact colony, the growing interface of which
shows a self-a.ne fractal (Vicsek et al., 1990). The
DLA-like colony patterns had self-similarity with a
fractal dimension of about 1.72 (Matsushita &
Fujikawa, 1990). As Cn increased, the DLA-like
branches thickened gradually, and finally fused
together to form a compact pattern (in region B). In
FIG. 1. Phase diagram of pattern changes in the colony of B.
subtilis as a function of the concentration of nutrient Cn and the
solidity of agar medium expressed as 1/Ca , where Ca is the agar
concentration. Colony patterns are classified into five types:
DLA-like (region A), Eden-like (region B), concentric ring-like
(region C), homogeneous disk (region D), and DBM-like (region
E). The shaded area stands for the zone where colonies take
intermediate ambiguous patterns. The present analysis focuses on
the region enclosed by the dotted rectangle (redrawn from Wakita
et al., 1994).
the region E where the nutrient was poor and the agar
softness was intermediate, the colony grew radially
with a dense-branching morphology (DBM), and its
advancing envelope was smoothly rounded in
contrast to DLA-like colonies. A typical DBM-like
colony is shown in Fig. 2. As seen in this figure,
internal branches stopped growing by screening
e}ects from surrounding main branches. In the region
D where the agar was soft, dense branches fused
together to form a homogeneous circular colony.
In the region C, the colony grew by producing many
thin branches characteristic of the DBM structure.
However, a peculiar pattern like a concentric ring was
FIG. 2. A typical DBM-like colony pattern. The agar plate
contains 0.5 g l⌧1 of peptone and 5 g l⌧1 of agar. The colony is
photographed 2 days after inoculation.
Figure 4.1: Reproduced from [68]. Diagram showi g observed colony patterns of
the ro -shaped bacterium Bacillus subtilis as a function of nutrient concentration
Cn and agar concentration (which determines the solidity of the substrate) Ca.
W are here concerned with the patterns A and B which occur hard agar.
front of high density expan ing outwards at a consta t speed, with the density
deep within the expanding front (far from the frontier) given by the carrying
capacity φ0. This is used as a model of a bacterial colony consisting of cells
which swim around randomly (diffusion) and proliferate (growth). Generalizing
this equation to include a description of the diffusion of nutrients in a bacterial
colony, and effects such as density-dependence of the diffusion constant, various
instabilities are found which can lead to pattern formation of the kind observed
experimentally [58, 68, 69].
However, this model, which considers the bacteria as diffusing particles, is not
very accurate in the case of biofilm growth, in which the cells are often not motile
and move mostly by simply pushing each other out of the way as they grow. We
aimed to study such colonies using a model where such mechanical pushing is the
source of the expansion of the colony, using gent-based computer simulations,
and a theory whereby the colony is treated as an expanding cellular ‘fluid’. Doing
this, w derive results which are quite different to those obtained using a Fisher-
like theory, such as that a colony cannot expand at a constant speed unless
the cells are compressed, and a different origin of the transition between dense
and branched colonies, which in our theory is driven by the balance between
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biomass growth and nutrient uptake. There do exist other agent-based, more
mechanically-motivated models of biofilm growth (e.g. [61, 111, 112]), which have
been used to develop detailed models of biofilm growth for industrial purposes,
and to study issues such as cooperation and competition within and between
biofilm species. However, these models generally treat the mechanical forces
between cells in a schematic way; here we aim to model these physical forces in
some detail, and find that they can be very important to colony growth.
4.2 Simulation model
4.2.1 Outline of the model
To model the growth of non-motile cells on a solid surface, we use a simple two-
dimensional model whereby the cells are treated as rigid spherocylinders (or more
accurately ‘discorectangles’ as they are two dimensional). The radius of the cells’
end caps is given by r0 = 0.5µm, their diameter d = 2r0. This model is similar
to that used in [113], which was used to study nematic ordering of cells in dense
colonies. Each cell is described by two coordinates r = (x, y) and an angle φ which
gives the orientation of the main axis. As the cells grow, they push against each
other, interacting mechanically in accordance with the Hertzian theory of elastic
contact [114], which describes the force felt between solid elastic bodies in contact
with each other, i.e. we approximate the cells as being made of a homogeneous
elastic material. The force between two rods is approximated as a force between
two spheres placed at major axes of the two rods in such positions that their
distance is minimal, but the spheres remain within the rods, see Fig. 4.2. If r is
the distance between the centres of the spheres and h = 1−r is the overlap in µm,
then the force is assumed to be equal to F = Ed1/2h3/2 where E parametrizes the
strength of the interaction and is proportional to the elastic modulus of the cells.
To model the response of the cells to these forces, we assume that the dynamics is
overdamped, and use the following equations to calculate the linear and angular











where ζ is a constant describing the friction between the surface and the cell,
and τ is the torque on a cell. These equations come from assuming that every
infinitesimal section of the cell experiences a friction force with the surface
proportional to its velocity. Note that this is a simplification: in reality the
frictional force between the cell and the surface is likely to take a more complicated
form due to effects such as static friction and adhesion with the surface. This
frictional force is not currently well characterised experimentally. Generalizations
of our model which use different forms of this friction force will be discussed later;
simulations indicate that the details of this force do not make a large difference
to the overall behaviour of colonies.
F
F
Figure 4.2: Diagram showing how the force between overlapping cells is
calculated.
When a growing cell reaches a certain length `c, it will reproduce by dividing
into two identical cells. This length is usually taken to be four times the cells’
diameter d, similar to bacteria such as E. coli, but can be varied, for example
it can be made smaller to make the cells more similar to yeast cells. The two
daughter cells have the same orientation as the parent, with each receiving a
small random perturbation to this angle to prevent the cells from growing in a
straight line. So, if a simulation is started from a single cell, this cell will grow,
then divide, then these cells which push each other apart before dividing again,
leading at long times to a roughly circular, expanding colony. Fig. 4.3 shows such
a colony after a few divisions, along with a snapshot of an experimental colony
growing on an agar plate in the lab, of a similar size.
If this were allowed to continue, the colony would expand at an exponential
rate for all times. Obviously this is not realistic, and in real life the growth will be
limited, for example by diffusion of nutrients into the colony or by the build-up
of waste products within the colony. We model this by including the dynamics
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Figure 4.3: Top left: experimental image of E. coli growing on an agar plate in
the laboratory (courtesy Dario dell’Arciprete). Top right: a snapshot from our
simulation model showing a colony of a similar size.
of a limiting nutrient. The nutrient obeys the diffusion equation. The cells eat
the nutrient in order to grow, so the growth rate of cells will depend on the
concentration of this nutrient, and the nutrient will be depleted by the growth of
















where Ai is the area of cell in i square microns and xi, yi are its spatial coordinates.
D is the diffusion constant of the nutrient, and k is parameter discribing how
quickly cells deplete the nutrient. The function f(c) is a monotonously increasing
function of c. In most simulations, we assume that f(c) = c/(1 + c) is a Monod
function with half-saturation concentration equal to 1 (arbitrary units), but we
have checked that other reasonable functions f(c) (such as the linear one f(c) = c)
lead to qualitatively identical behaviour. The length of cell i grows at a rate
γgAif(c(xi, yi)) where γg is a parameter describing the cells’ growth rate, and
Ai is the area of cell i. Note that a cell’s growth rate will therefore increase as
it grows. The inclusion of the area here also ensures that colonies made up of
cells of different aspect ratios will grow at the same rate, as γg is a growth rate
per unit cellular area. The simulation is started with a uniform concentration
of nutrient c0, and the concentration is held constant at the boundaries of the
simulation box. The nutrient limitation means that after a long time, there will
be no nutrient in the middle of the colony, and the cells there will not be growing;
cells only grow in a narrow layer at the edge of the colony leading to a colony
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which expands linearly in time. This situation is what is observed experimentally
[66, 115].
As well as starting from a single initial cell which grows into a roughly circular
colony, we ran simulations in which we started with a line of cells, which grow into
a flat front. In this case, periodic boundary conditions are used in the direction
lateral to the front. This geometry is far more computationally efficient, as cells
deep within the colony which are no longer growing can be discarded, allowing
the simulation to be run in a frame comoving with the advancing front.
Figure 4.4: A-B: snapshots from the simulation of N ∼ 105 cells. Colours
correspond to the local nutrient concentration c(r, t), see the colourmap on the
right. Only a thin layer of cells (green) grows appreciably. C-D: growth in a
narrow, long strip. Parameter values are as in Table 4.1; in B and D the nutrient
uptake rate k has been increased from 50 to 100 h−1, causing the morphology of
the colony to change.
4.2.2 Details of the simulation algorithm
In order to maximize efficiency, the simulation box is split into a grid of boxes of
side length r0, the cell diameter. This grid is kept as a three-dimensional array,
with the first two arguments being the x- and y-postitions of the box, and the
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third containing the label of a cell which occupies the box, if any. A separate grid
is used to contain the concentration of nutrient at each point (the two grids can
have diffrent lattice sizes). Each time step, the program loops through all the
cells in the colony and adds the cell to each box which it enters (which will be
many boxes for each cell). The forces between cells are then calculated. For each
cell, every grid box which is a neighbour of a box occupied by the cell is checked
to see if there is a different cell in it; if there is then the force between the two
cells is calculated as described above. The x, y and angular (torque) components
of this force are added to variables describing the total force on the cell. This
procedure avoids the need for an O(n2) loop through every pair of cells to find
overlaps.
After this, the cells are moved given the forces acting upon them using the
Euler method (note that we do not use the Verlet algorithm since the dynamics is
overdamped). The cells then grow according to ˙̀ = γgAf(c) where c is measured
at the cell’s center of mass. An amount dtkf(c) of the nutrient is removed from
the appropriate diffusion grid box. If the cell’s length after growth is greater
than `c, the cell reproduces, splitting into two cells with the splitting point at
the centre of the mother cell. The two daughter cells have the same orientation
as the mother cell, plus a very small random ‘kick’. If this were not present, a
colony starting from a single cell would grow in a straight line, as there would
be nothing to destabilize the growth into another direction. However, this effect
can be turned off after the first cell division, and causes no noticable difference to
how the colony grows after that. Additionally, the splitting length for each cell
`c can be slightly different: `c is taken from a uniform distribution in the range
( ¯̀c − ∆`, ¯̀c + ∆`). This prevents spurious synchronization of the cell divisions;
such randomness in division times is observed experimentally.
Finally, the diffusion of the nutrient is calculated. The diffusion equation is
moved forward one time step using a simple FTCS method, see Section 2.4. The
time step used for the diffusion can in general be different than that used for the
cells’ dynamics. The nutrient concentration is held constant at the boundaries of
the simulation box.
There are a few additional things to consider in the geometry comoving with
a flat colony front. Here, cells which are deep within the colony and no longer
growing appreciably must be discarded. Cells which have a growth rate below
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some small threshold ε are set to be inactive, and no longer grow or move. If a
cell is inactive and aditionally does not overlap with any cells which are active,
it is removed from the simulation. Each time step, all variables are moved down
in the y-direction so that the farthest back active cell is at the bottom of the
simulation box; the simulation therefore takes place in a frame comoving with
the actively growing front.
4.2.3 Parameters
Table 4.1 shows a summary of all parameters used in the simulation model
and typical values used, along with estimates of realistic values for E. coli
cells taken from experiments. All parameters have values which match fairly
well with experimental values, apart from the diffusion constant D, which is
considerably smaller in simulations. This was for reasons of computational
efficiency, as a higher diffusion constant requires a smaller time step to solve
numerically, and also would require a larger simulation box to prevent edge effects
becoming significant. However, the diffusion constant does not appear to affect
the dynamics of the front very much, for example Fig. 4.5 shows the speed of
advance of the colony against D, showing little dependence. The parameter
values given in the second column of the table are default values, and these are















Figure 4.5: Expansion velocity V as a function of diffusion constant of the nutrient
field D.
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Parameter Simulations E. coli
Average length 3.75µm 2—4µm [116]
Average diameter 1µm 0.7—1.4µm [116]
Linear growth rate vg 10µm/h φ ≈ 1—2h−1 which corre-
sponds to vg ≈ 4—8µm/h
Elastic modulus E 4× 106 (105—107) Pa 0.5—5MPa ([117])
Friction coefficient ζ 200Pa·h unknown
Nutrient concentration c0 3 (0.1—5.0)fg/µm




50 (10—100)h−1 80—160h−1 (estimated
from data from Refs. [118])
Diffusion rate (glucose) 500 (100—105)µm2/h 2—4× 106µm2/h [119]
Table 4.1: Typical values of the parameters used in the simulation, and realistic
values of the parameters for the bacterium E. coli. Values given in parentheses
indicate the range of a particular parameter that has been explored in simulations.
Note that the choice of units for E and ζ is somewhat arbitrary, as they only
appear in the ratio E/ζ in simulations.
4.2.4 Morphology transition
Changing the initial concentration of nutrients c0, or equivalently the rate at
which cells deplete the nutrient k, can change the morphology of the colony in
the same way as in the experiments described above: for high initial nutrient
concentrations the colonies are dense and roughly round (‘Eden-like’ growth),
whereas for low c0 the colony exhibits a highly branched, fractal pattern, similar
to diffusion-limited aggregation. Fig. 4.4 shows examples of these morphologies,
in both the flat and round simulation geometries.
4.3 Theory of morphology transition
In order to develop a better understanding of what drives the growth of
colonies under these circumstances, and in particular the origin of the observed
morphology transition, we use a model whereby we approximate the growing
colony as an incompressible cellular ‘fluid’. Mass conservation in such a fluid
is described by the equation ∇ · v = φf(c(x)), where v the fluid velocity, f(c)
is the dimensionless nutrient uptake function, and φ is the growth rate of the
cellular fluid, given by φ = γg/`c. This equation is the same as the mass
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conservation equation for an ordinary fluid, except that the right hand side is
not zero, reflecting the fact that the cells are proliferating, equivalent to there
being ‘sources’ of fluid everywhere within it. A similar model was used in [120] to
model biofilm growth, however there the circumstances modelled were different
(fluid flow leading to a constant nutrient concentration a certain distance above
the colony), and led to quite different results from those derived here.
Let us begin by considering this equation in a one dimensional case of a colony
advancing from the left and consuming nutrient, and characterized by a single
number x0(t) which is the position of the front:
∂tc(x, t) = D∂
2








Here D is the nutrient diffusion constant, k the rate of uptake of nutrient by cells,
ρ0 the cell density (constant everywhere due to incompressibility), and Θ is the
Heaviside step function. Because cells do not migrate and they are tightly packed,
the density is either ρ0 or zero, so we take ρ(x, t) = ρ0Θ(x0(t)−x). Equation (4.6)
comes from the fact that in one dimension and assuming incompressibility






Figure 4.6: Schematic showing a travelling wave solution to Eqs. (4.5, 4.6). Solid
line is cell density, dashed line nutrient concentration.
We first determine whether Eqs. (4.5, 4.6) admit a travelling-wave solution
where the colony front expands forwards at a constant speed V ; it seems
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reasonable to expect this to be the steady-state solution. Such a solution will
be of the form c(x, t) = ĉ(x − vt) ≡ ĉ(z) in the limit t → ∞, where the velocity
V is constant; a schematic of such a solution is shown in Fig. 4.6. The resulting
equations for ĉ(z) and V are





For z > 0, the solution to Eq. (4.7) is given by ĉ(z) = c0+Ae
−vz/D (as c(∞) = c0).




(Dĉ′′(z) + V ĉ′(z))) (4.9)








where we have integrated by parts, and used the fact that ĉ vanishes at −∞, and
that ĉ and ĉ′ must be continuous at z = 0. Therefore, a solution for V exists only
if φc0 = kρ0 exactly: we have therefore found that in the incompressible limit the
front cannot in general advance at a constant speed! This is in contrast to the
Fisher framework, where travelling waves exist for a range of parameters. It is
useful at this point to define the dimensionless parameter β ≡ kρ0/φc0. This gives
the amount of bacterial biomass produced per unit of nutrient, and a travelling
wave solution only exists if β = 1 exactly. The implications of this are discussed
further in the next section. Numerical solutions of Eqs. (4.5, 4.6) fully confirm
our prediction, showing exponential growth for β < 1 and sublinear growth for
β > 1, see figure 4.7.
From this simplified 1D model, we can see that β = 1 seems to be a critical
value that separates different regimes of colony growth. For β > 1, growth is
limited by nutrient diffusion and the colony slows down over time as nutrients
become less and less available, whereas for β < 1 nutrient is plentiful and the
colony grows exponentially, as it would if there were no nutrient limitation at
all. However, the front has more freedom in two dimensions than it does in the
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Figure 4.7: Numerical solution of Eqs. (4.7, 4.8). In all cases c0 = ρ0 = 1. Left:
exponential regime, φ = 1.5k (β = 2/3), with fit to exponential. Right: linear
regime, φ = k (β = 1). Here the behaviour depends on the initial condition; the
two lines show solutions starting from two different starting values of x0. Bottom:
sublinear regime, φ = 0.7k (β = 10/7). The fit is to
√
t
simple one-dimensional model - it can develop irregularities (branches) in the
direction lateral to the front gorwth direction. It is appealing to conjecture that
the branching transition in Fig. 4.8 is linked to the switch in growth laws for
incompressible colonies described above, i.e. that the branched growth occurs
when β > 1. Running simulations using our model for different values of β
lends support to this idea; it does indeed seem that β is the crucial parameter
controlling the transition, which occurs when β is close to 1.
To quantify the transition, we measure the ‘roughness’ of the colony front σh,






where the average is taken by measuring the height at 1µm intervals along the
front. This quantity will depend on the width L of the colony if the colony
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is rough: according to the Eden model of growth it will scale as L1/2 at long
times [109]. Fig. 4.8 shows the roughness as a function of β, from simulations
done in the flat geometry for three different front widths L. Also plotted is the
fraction s of space behind the front which is filled by cells; s = 1 for a perfectly
flat colony ans s < 1 if there are branches leading to ‘gaps’ inside the colony.
It can be seen that there are in fact two transitions, one from colonies that are
almost completely flat to colonies that are rough, ‘Eden-like’, but still compact;
and one between ‘Eden-like’ colonies and branched colonies with s significantly
diffrent to 1 (i.e. there are gaps between branches).
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Figure 4.8: Top: colony roughness σh and filling fraction s as a function of
β (done by varying nutrient conentration c0, in the flat geometry). σh is the
standard deviation of the colony height in microns, s the fraction of space behind
the colony front filled by cells. The roughness is shown for three simulation box
widths as it will depend on this width: L = 500µm (green points), L = 250µm
(magenta) and L = 125µm (blue). In each case, there is a transition to a rough
front around β = 0.9. The filling fraction s (red points, calculated for L = 500µm)
first becomes different to 1 very close to β = 1. Bottom: snapshots of colonies,
from left to right β = 0.86, 0.95 and 1.12.
The theory described above, then, seems to be a good description of the
second transition, which occurs when β = 1. However, this incompressible
theory predicts that growth cannot be linear, unless β = 1 exactly. This is
inconsistent with experimental results: the size of a colony of non-swimming
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bacteria growing on stiff agar gels does increase linearly with time [66]. Moreover,
our simulations also lead to a finite steady state speed, even when β < 1 and
the colony does not develop branches. The speed found in simulations depends
on the cells’ elastic modulus E: increasing the modulus increases the speed of
advance of the front. This can be seen in Fig. 4.11. This suggests that the
fact that the cells in simulations are not in fact incompressible but have a finite
compressibility is important. We therefore developed a theory where the ‘cellular
fluid’ is compressible, described in the next section.
4.4 Compressible theory
To describe a compressible cellular fluid, we use the mass conservation equation
for a compressible fluid with a ‘source’ term describing cellular proliferation:
∂tρ+∇ · (ρv) = φρf(c). (4.12)
Unlike in the compressible case, when this along with the equation of the nutrient
was enough to describe the dynamics of the front, we need a third equation
since we have a third variable, ρ. This is the momentum conservation equation
describing force balance:
∂t(ρv) + (v · ∇)(ρv) = −∇p− µρv. (4.13)
Where p is the pressure in the fluid, and the final term on the RHS describes
the frictional force exerted by the surface on the cells. Since the dynamics is
overdamped, this can be simplified to
∇p = −µρv, (4.14)
note that this is the same form as ‘Darcy’s Law’ [121] for fluid flow through a
porous medium. Combining these equations with that for the nutrient diffusion,







∂tρ+ ∂z(ρv) = φρf(c), (4.16)
∂xp = −µρv. (4.17)
For the pressure constitutive equation p(ρ), we take p(ρ) = E(1 − ρ0/ρ)3/2
to be consistent with our simulations, because the force that acts between two
overlapping cells is then proportional to Ed1/2h3/2, where h = d(1− ρ0/ρ) is the
overlap. ρ0 is the uncompressed density of closely-packed cells. It turns out that
in this case a travelling wave solution does exist. The equations do not admit
exact analytical solution, but some properties of the solution can be deduced
without solving them directly.
If we again look for a travelling-wave solution of the form c(x − V t) and
ρ(x− V t), we obtain:
Dc′′ + uc′ = kf(c)ρ (4.18)
−uρ′ + (ρv)′ = φρf(c) (4.19)
p′ = −µρv (4.20)
where the primes denote differentiation with respect to z = x−V t. We can obtain
an important constraint on the solution by just considering the conservation
(including growth and depletion) of nutrient and of cells (equations 4.15 and
4.16). Integrating these over all z gives
[Dc′ + uc]
∞
−∞ = kI (4.21)











where ρin = ρ(−∞) is the density of cells deep within the colony. This equation
makes intuitive sense and describes something akin to overall mass conservation:
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the density of cells far from the colony front equals the nutrient density times the
efficiency with which nutrient is converted to biomass, given by φ/k. This makes
it clear why a travelling wave solution cannot exist in the incompressible case:
unless the cell density takes the exact value φc0/k it will not match the density of
biomass produced by the nutrient. It also explains why there is a morphological
transition to branched colonies at β ' 1: growth of a compact colony is not
possible for β > 1 as it would need to have a density less than ρ0. Finally, it
suggests that if bacteria are restricted to grow as a monolayer, then, when nutrient
is abundant, they will grow exponentially until intermicrobial forces within the
colony are so large that the bacteria in the middle are squashed to the appropriate








Figure 4.9: Sketch of the travelling wave solution of the compressible
equations 4.15-4.17. For given parameters, an amount of nutrient (represented by
the grey bar on the right) is converted into a fixed amount of bacterial biomass
(grey bar on the left), whith the ‘conversion’ given by the ratio of the parameters
φ and k.
Fig. 4.10 shows a plot of density as a function of 1/β taken from simulations,
showing a good fit to the form ρin = ρ0/β. Using this fit, ρ0 is found to be 0.295
cells (µm)−2, fairly close to the value 0.264 obtained by inverting the average
area of a cell. Note that, by taking the density to be the number of cells divided
by the total area within the colony, including empty space when the colony is
branched, the equation holds even for β > 1 and therefore ρ < ρ0.
Note that this result depends crucially on the fact that the dependence of
growth rate and uptake rate on the nutrient concentration c have the same
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Figure 4.10: Plot from simulations in the flat geometry showing cell density deep
within the colony as a function of 1/β, done by varying c0 while keeping other
paramters constant. The ‘biomass conservation law’ predicts that ρ = ρ0/β, and
the solid line shows a fit to this, where ρ0 is used as a fitting parameter, and is
found to be equal to 0.295 cells (µm)−2. The dashed line is ρ = ρ0. The density is
calulated as ρ = N2/LR where L is the colony width (= 250µm), R the distance
travelled by the front and N the total number of cells, i.e. it is averaged over the
interior of the colony, including empty space in the case of branched colonies.
unit nutrient is independent of nutrient concentration. This assumption is likely
to be reasonable in many situations, and the effect of relaxing it is decribed in
section 4.5.
The above result can be used to generate a simple scaling argument for how
quickly the colony front will advance. At steady state, the cells are compressed
to a strain ε ≡ 1 − β, and the pressure profile has to rise from 0 at the edge
of the population to a maximal value p∗ in the bulk within a boundary layer of
characteristic size λ. The characteristic length λ can be eliminated by estimating
it to be the length by which the front moves in one generation λ ≈ V/(φf(c0)).
The bulk value of the pressure p∗(ε) is just large enough that the density of the
population is compressed down to the strain ε. The elastic constitutive relation
p∗(ε) of the microbial population fixes the corresponding pressure, with p∗(ε) =
Eε3/2 in our case of Hertzian contacts between cells. The pressure p∗ pushes the
front population at the speed V against the friction force V µρ0λ, where µρ0 acts
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where g(β) = (1− β)3/4.
The above scaling form for the expansion velocity V agrees fairly well with
simulations, see Fig. 4.11, in particular the square-root dependence on E. Also,
this theory predicts that there is no dependence of the velocity V on the diffusion
constant D. We saw in Fig. 4.5 that while there is some dependence, it is not very
significant (V only changes by ∼ 30% as D varies over 3 orders of magnitude).
However, the dependence on β does not agree as well; in particular V is non-zero
for β > 1. This is presumably because the fact that the colony forms branches in
this regime means that the one-dimensional solution is no longer valid. To test
this, I performed simulations in a genuinely one dimensional geometry: a line of
cells growing end-to-end in a one dimensional nutrient field. The results of this
are shown in Fig. 4.12. Here the agreement is better, with V ≈ 0 for β > 1, but
the form of the function g(β) is slightly different to that derived above. However,
the data agree very well with the form of g(β) obtained from a full numerical
solution of Eqs. 4.15-4.17.





























Figure 4.11: Steady state speed of colony growth, v, as a function of various
parameters, for 2D simulations in the quasi-1D geometry. A and B have fits to a
square root function. In B, φ is varied while holding β constant (by inversely
varying k). C shows the dependence on β (c0 is varied while keeping other
parameters constant), with a change in behaviour around β = 1.
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Figure 4.12: Dependence of front speed on parameters in the fully 1D simulation.
A: front speed as a function of elastic modulus E, with fit to v = A
√
E. B:
Transition from moving to stopped front as a function of β, which occurs when
β = 1. g(β) (defined by Eq. (4.25)) is plotted against β (by varying k) for φ = 10
(open circles), 20 (triangles) and 30 (closed circles), showing a good collapse. Here
E = 4×106, D = 100. Solid line corresponds to theoretical g(β) = (1−β)3/4, and
red circles are the numerical solution of Eqs. (4.15-4.17). Inset: v as a function
of D, showing no dependence.
4.4.1 A more rigourous derivation of the expansion veloc-
ity
We start from equations Eqs. (4.18-4.20), for a travelling wave solution to the
compressible fluid equations, travelling at speed V . For simplicity, we take the
particular form f(c) = c/c1 for the uptake function f . It is useful first to non-
dimensionalize these equations by setting c̃ = c/c0; ρ̃ = ρ/ρ0; ṽ = v/V and
z̃ = (V/D)z and omitting the tildes for clarity, to obtain
c′′ + c′ = βΓρc, (4.26)
−ρ′ + (ρv)′ = Γρc, (4.27)
GF (ρ)ρ′ = −ρv, (4.28)
where we now have three dimensionless parameters: β = φc0/kρ0 as before,
Γ = φc0D/(V
2c1) and G = E/(µDρ0). The dimensionless function F (ρ) =
(3/2)(1/ρ)2(1− 1/ρ)1/2.
We can further simplify these by eliminating v(z) using Eq. (4.28) to replace
ρv in Eq. (4.27) by −GF (ρ)ρ′, and Eq. (4.26) to replace Γρc by (c′′ + c′)/β. In
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this way, we obtain a set of only two 2nd-order differential equations:
c′′ + c′ = βΓρc, (4.29)
−ρ′ − (GF (ρ)ρ′)′ = (c′′ + c′)/β, (4.30)
which are equivalent to the initial set of equations, with v(z) being now (through
Eq. (4.20)) a function of ρ(z). Although we cannot solve Eqs. (4.29), (4.30) in
the most general case, we can obtain some asymptotic results for β ≈ 1 in the
limit of G→∞ which is relevant for our simulations. Since there are derivatives
over z on both sides of equation (4.30), we can integrate it over z to obtain
−ρ−GF (ρ)ρ′ = (c′ + c− 1)/β. (4.31)
The constant −1/β on the r.h.s. comes (as a result of integration) from the







[ρ+ (c′ + c− 1)/β] dz. (4.32)
The integral of F (ρ(z))ρ′(z) is simply equal to
∫ 1/β
1
F (ρ)dρ. Recalling that F (ρ) =
dp/dρ, where p(ρ) denotes the pressure, and that in our simulations p(ρ) = (1−
1/ρ)3/2, we obtain that the left-hand side of Eq. (4.32) equals G(1 − β)3/2. The
integral on the right-hand side of Eq. (4.32) is more complicated. If we integrate
the trivial term c′/β, we obtain















So far, all calculations are exact, but in order to proceed further we have to make
some approximations. Let us assume that Γ  1. Note that in the limit of
z → −∞, ρ(z)→ 1/β, and Eq. (4.15) reduces to
c′′ + c′ = Γc. (4.34)
It follows that c(z) ∝ eΓz for z  −1/Γ and that for z > −1/Γ and β ≈
1 the concentration profile c(z) is more complicated but it still decays over a
characteristic length scale 1/Γ. In this limit, c′′(z)  c′(z) which means that
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diffusion becomes negligible. We may therefore assume that c(0) ≈ 1 and from









Inserting this into Eq. (4.33) we obtain






In the limit of β → 1, c(z) ∼= eΓz also for small z and, neglecting the term c(0)β ≈ 1,
we finally obtain
G(1− β)3/2 ∼= 1
Γ
. (4.37)
Therefore, for small Γ, G ∝ 1/Γ is large. In other words, recalling the definition
of G ∝ E/D, our model is dominated by the mechanics of cells (repulsion forces
determined by the elastic modulus E) rather than diffusion in the limit of small
Γ and large G.
We can use Eq. (4.37) to determine the velocity of the growing front: from
the definition of Γ = φc0D/V















g(β) ∼= (1− β)3/4, (4.39)
the same result as obtained above in Eq. 4.25 by a simple scaling argument.
In the above analysis we assumed that we were in a regime such that G 
1, and the growth was dominated by mechanics. It is not yet clear, however,
whether this is the regime we will be in for real bacterial colonies growing in
thin layers. Although it is difficult to reliably estimate E and µ, we believe
that it is. For the bacterium E. coli, E is reported to be of order 1-100MPa [117],
D < 5×10−10m2/s (for glucose, see Ref. [119]). To estimate µρ0, we recall that its
dimension is kg/(s ·m3) and that it can be constructed from dynamical viscosity
η (10−3Pa · s for water), distance between the cell and the surface a (unknown
but surely between 10−9 and 10−6m), and cell’s length l (about 5 × 10−6m) as
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the only relevant parameters. Thus µρ0 = η/(al) must lie between 2 × 108 to
2 × 1011Pa · s/m2. The estimated vlaues for real cells give G = E/(Dµρ0)  1,
for any experimentally feasible values of the parameters.
4.5 Relaxing the constant growth yield assump-
tion
Up to now we have assumed that the dependence of growth and nutrient uptake
on the nutrient concentration have the same functional form f(c), i.e. that the
growth yield of biomass per unit nutrient is constant with respect to nutrient
concentration. This will not necessarily be the case. For example, organisms
may have constant ‘maintenance costs’, requiring nutrients (in particular energy)
for functions other than growth, which would mean that the function describing
uptake would be shifted up by a constant compared to that describing growth.
E. coli cells have relatively low maintenance costs [122] and the assumption of
constant growth yield seems to be reasonable for them, however this will not
be the case for all bacterial cells [123, 124]. Cells may also, for example, have
higher growth yields at lower nutrient concentrations in order to use resources
more efficiently when they are scarce. To check how this affects our results, we
have performed calculations and simulations in a simple case where the growth
and uptake functions are not equal, taking the uptake rate to be given by kf(c) =
kc/c1 and the growth rate to be φg(c) = φc/(c1+c). This corresponds to a growth
yield which smoothly decreases with increasing c.
Applying our incompressible theory to this case, we start with













c1 + c(x, t)
dx. (4.40)
We search for a solution of the form c(x, t) = ĉ(x − V t) ≡ ĉ(z) where V is a
constant, yielding
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(4.44)













We need to establish for which values of β this equation admits a solution for V .
The function V λ(V ) takes values in the range [0, kρ0). Putting the limiting values















So there is a window close to β = 1 where growth with a constant speed is possible
in the incompressible case.
To see how this applies to the compressible case, we ran simulations in one
dimension. We have taken c1 = c0 = 1, so the predicted range of β with finite
velocity is β ∈ (log(2) ≈ 0.69, 1). Figure 4.13 shows the velocity v as a function
of β, for two different values of the elasticity E. For β > 0.7, the speed v




Figure 4.13: Speed of growth as a function of β (by varying k) obtained from the
one-dimensional simulations with compressible cells for f(c) = c, g(c) = c/(1+c).
Two different values of E are shown (blue and red points). Other parameter are
c0 = 1, φ = 10, D = 1000.
4.6 Three-dimensional growth
So far, our findings are relevant to bacteria growing in monolayers. On agar plates,
however, cells are observed to build up vertically in the colony centre [125, 126],
as cells are pushed out of the plane when their density becomes high. To probe
how this affects our results, we simulate a colony growing in a vertical 2D plane xz
(where the z axis is perpendicular to the substrate) instead of the xy plane from
previous simulations. We also treat the diffusion of nutrient somewhat differently:
rather than taking place in the 2D plane of the surface, it now occurs in the
half-plane z < 0, modelling the fact that the nutrient in fact diffuses in three
dimensions throughout the agar layer. We also incorporate a small attractive
interaction between the substrate and the cells. This method of modelling the
cells in a different two-dimensional plane rather than fully in three dimensions is
far more computationally efficient, and still allows us to study the effect of vertical
growth. As is apparent from Fig. 4.14A, cells do now escape out of the plane they
start from, due to the force exerted by neighbours. The size of the colony once
again grows linearly in time. However, it is not compressibility but the possibility
of escape into the vertical direction which now leads to linear growth.
We can make a scaling argument for the speed of growth in a similar way to
that developed above for a strictly two-dimensional colony. If the bulk pressure p,
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Figure 4.14: Quasi-3D colony growth. A: snapshot. B: Speed of radial colony
growth against φ, with fit to A
√
φ. C-E: speed against k, E and D, showing little
dependence on any of these parameters. Parameters not being varied take their
default values (Fig. 1).
which builds up in a strictly two-dimensional setting, is larger than some critical
pressure pc, cells will be forced out into the z dimension. As a consequence the
pressure profile will saturate at pc in the bulk of the population. In our scaling
argument for the speed of the front growth, we replace p∗(ε) in Eq. 4.25 with pc,
which is now a constant. This gives
v ≈ [(φf(c0)pc)/(µρ0)]1/2. (4.48)
Figures 4.14B-E show that, in contrast to the 2D case, the expansion speed
v ∼ √φ is now independent of the consumption rate k, elastic modulus E and
the diffusion constant D, as predicted by this argument. Note that while the
radial growth is independent of k, the vertical growth will be affected by it (a
smaller k will lead to more vertical growth).
4.7 Nematic order
We have been modelling a growing bacterial colony as a kind of growing fluid.
However, we have so far not taken into account the shape of the cells. The shape
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of bacterial cells has important consequences for motility, nutrient uptake and
cell division, amongst other things [127]. The bacteria we are modelling here are
rod-shaped, like E. coli and many others. This means that the constituents of the
fluid have an extra degree of freedom than if they were round, the angle of their
axes, and that the cells can be more or less aligned with each other. The colony,
therefore, behaves in some ways as a growing, active, nematic liquid crystal.
In addition to fields describing the density, and velocity of the fluid, we can also
have a field describing the degree and direction of alignment of the cells. Nematic
ordering in bacterial colonies has previously been studied, for example, in [113],
in the context of a dense colony of bacteria held in a rectangular channel. Here
I will consider the case we have so far been discussing, of an expanding colony.
One effect which is rather unique to the case of a growing nematic is that
the expansion flow in the colony will tend to align the cells along the direction
of the velocity gradient, leading to an ordering effect and thus a non-zero order
parameter. To see this, consider a single cell of length L in a fluid with a velocity
gradient in the y-direction, with velocity increasing with increasing y, v = v(y)ŷ.
If the cell is at an angle to the gradient, it will experience a greater force closer
to its front, creating a torque that will align its direction along the gradient (see
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where φ is the angle of orientation of the cell to the y-axis.
If the length of the rod is much smaller than the length scale over which the
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where we have used equation (4.3) to relate the torque to the velocity of the rod.
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Figure 4.15: A cell in a flow field created by the other cells experiences a torque.
The velocity field v is in the y-direction and increases with increasing y, which








Note that the friction coefficient ζ has cancelled out, and that the equation is
independent of the rod’s length. The cell will align either parallel (for v′(y0) > 0)
or perpedicular (for v′(y0) < 0) to the y-direction, in a time inversely proportional
to the gradient of v. In the growing front of a colony, there is a velocity gradient in
the direction of growth, since cells closest to the front are pushed by the growing
cells behind them and therefore move faster. Considering a single cell moving
in the ‘fluid’ created by the other cells, we therefore expect an alignment in this
direction. Figure 4.16 shows a snapshot of the edge of a large round colony. It
can be seen that the cells do indeed tend to align in the direction of growth, that
is radially in a round colony. Note that at the edge of the colony some of the
cells are aligned tangentially. This is to be expected, as the velocity essentially
becomes zero outside the colony, so that v′(y) is negative at the very edge and
cells will tend to align tangentially there.
Starting from a single cell, then, the colony is initially very strongly aligned
(in an arbitrary direction), as there are only a few cells and they all point in the
same direction. As the colony grows, the cells tend to buckle and shift, reducing
the order parameter. Then the ordering due to the expansion flow becomes
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Figure 4.16: Snapshot of a section of a large circular colony from the simulation.
significant, leading to a significant radial ordering of the cells as they form a
circular colony. The alignment of the cells can be quantified using the nematic
order parameter:
Qij = 〈2ninj − δij〉 (4.53)
where n is the unit vector along a cell’s axis. Qij is symmetric and traceless, so






Q describes the degree of ordering in the system: it will be 1 if the cells are
perfectly aligned, 0 if their orientations are random. Since we expect that the




2 cos2(θ − φ)− 1
〉
(4.55)
where θ = tan−1(y/x) is the angle from the x-axis of the cell’s centre of mass
and φ its angle of orientation. R will be 1 if cells are oriented perfectly radially
within a colony, -1 if they are perfectly tangential. Figure 4.17 shows both Q and
R as a function of the number of cells in a colony, showing that indeed the colony














Figure 4.17: Orientational order parameters Q and R plotted as a function of
the number of cells within a colony as it grows over time. Both paramters are
equal to one when there is only one cell. The radial order parameter then quickly
decays, followed by the global order parameter Q as the cells buckle and become
less aligned. For large colonies (more than about 500 cells), the radial order
parameter increases to around 0.4.
We can also compare the results of our simulations to experimental data on
small colonies of bacteria growing on agar plates, as pictured in Fig. 4.3. This
experimental work was done by Dario dell’Arciprete. The cells are grown on top
of an agar surface with a coverslip pressed on top of them, and imaged using
phase-contrast microscopy. The positions and orientations of the cells are then
extracted from these images. Fig. 4.18 shows a comparison of the decay of the
order parameters Q and R in both experiments and simulations. Note that the
decay from high values as the colony first starts to grow is similar (especially
for Q), but that the radial ordering effect for large colonies is not visible in
experiments. The experimental colonies cannot be much larger than 500 cells,
since at this point cells start to push into the agar, forming multiple layers in
a similar way to that discussed in Section 4.6, and the radial ordering effect is
not significant in the simulations for this number of cells, making comparison
difficult.
We also considered the correlations of the orientations of the cells. We
calculated the correlation function in two dimensions:


























Figure 4.18: Orientational order parameters Q and R plotted as a function of
the number of cells within a colony as it grows over time. In this case data from
both simulations and experiments are shown. Both data sets are averaged over
33 colonies. The ‘jumps’ in the values which occur at multiples of 2 are due to
this being when most of the cells divide, leading to large changes in the colony
structure. For the experimental data, the order parameters were only calculated
once every generation.
where the average is over all pairs of cells i, j. The axes are resolved onto the
axes of the cell at the origin: for every cell, we calculate the average correlation
of cells as a function of the distance along the cell’s axis and perpedicular to it,
then average this over all cells. Fig. 4.19 shows this function for simulation and
experimental colonies. The functions look very similar for the experimental and
simulation cases. There are a few peaks in the correlation function perpendicular
axis, spaced about a micron apart, since the cells tend to line up in perpendicular
rows and have a width of one micron. In the large simulation plot, 5 or 6 peaks
are clearly visible, giving an idea of the typical size of these clusters. There
are not significant peaks in the parallel direction, but there is a rather large
negative correlation at a distance of about two microns in this direction; this is
a steric effect due to the fact that two parallel cells cannot get this close to each
other. This correlation function was calculated for an equilibrium system of hard
spherocylinders in [128]. The plots their look very similar to these; therefore it
appears that the activity arising from the growth of the cells does not qualitatively
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affect the nature of these correlations.














































































Figure 4.19: Orientational correlation functions g(r) calculated for simulation
colony with 517 cells (A), experimental colony with the same number of cells (B),
and a simulation colony with 5000 cells for better statistics (C).
4.8 Possible extensions
While I have so far been talking only about bacterial colonies, the above model
of a growing cellular ‘fluid’ might be applicable to other situations involving the
growth of cells under limiting conditions, for example tissue and tumour growth
in animal cells. These processes similarly involve a collection of cells proliferating
and pushing on each other as they grow, often with their growth limited by
the diffusion of nutrients. Agent-based and analytical models of tumour growth
along these lines have recently been developed, for example, by the group of
Prost [42, 45, 129]. A tumour typically first grows exponentially, and then the
growth slows as the diffusion of oxygen into the cancerous cells becomes limited,
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until blood vessels are developed (vascularization) [130, 131]. The phase before
vascularization would appear to be very similar to the situation described above
in our model, albeit in three rather than two dimensions. Note that if the cells
are growing in a three-dimensional, spherical shape, the above theory should still
be valid, but the cells will not be able to ‘escape’ by moving upwards as they can
when growing in a disc.
Additionally, mechanical pressure due to the pushing of cells upon each other
is understood to be very important in animal tissues. In particular, pressure
appears to affect the growth and death rates of cells, with high pressure decreasing
rates of growth and increasing rates of apoptosis [132, 133]. This leads to the
idea of the ‘homeostatic pressure’ of a tissue: the pressure at which rates of birth
and apoptosis of cells are balanced and the tissue is at equilibrium [129]. A tissue
with a higher homeostatic pressure will crowd out one with a smaller.
This pressure-dependent growth may be an alternative form of growth-
limitation in an expanding poplation of cells. Previous experiments and agent-
based simulations indicate that a growing population of cells subject to such
a pressure dependent growth rate can lead to steady-state (linear) rate of
expansion [132, 134, 135]. Very preliminarily, it is relatively easy to extend our
previous ‘incompressible fluid’ model to the case of pressure-dependent growth.
We assume that nutrient is plentiful, so that it does not affect growth, and we
have two equations for mass and momentum conservation:
∇ · v = φf(p) (4.57)
∇p = −µρ0v (4.58)
where p is the pressure and we are assuming an incompressible fluid so that ρ = ρ0
is a constant. The function f(p) describes the pressure-dependence of the growth





1− p/p∗ p < p∗
0 otherwise
(4.59)
These are easily combined into a single equation for the pressure:
∇2p = −α(1− p/p∗) (4.60)
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where α = µρ0φ. We again consider the one-dimensional case of a front travelling
to the right, and look for a solution of the form p(z) = p(x− V t).:
d2p
dz2
= −α(1− p/p∗) (4.61)
for z ≤ 0, with boundary condition p(0) = 0 (assuming atmospheric pressure is














So steady-state growth is indeed possible in this case. The form of the
expansion speed is exactly as would be expected from the scaling argument
used in Sections 4.4 and 4.6 above, where the expansion velocity is given by√
(φp∗)/(µρ0), where p∗ is the pressure deep within the colony, which ‘pushes’
the growing layer outwards.
Note that if there were no cut off in the growth as a function of pressure (e.g.
if f(p) were an exponential decay) a steady-state speed would not exist, as the
pressure and therefore the speed would increase without limit as the colony grew.
4.9 Conclusions
In this chapter I have described a model of the growth of bacterial colonies
whereby the expansion of the colony is driven by the mechanical pushing of the
cells as they grow. Such a system can be usefully modelled as an active, growing,
nematic fluid. The model differs significantly from previous models of colony
growth based on generalized Fisher-Kolmogorov equations, in that the diffusion
of the cells themselves is not important, and makes different predictions. In
particular, I have shown that the growth of a round colony at constant density
in two dimensions is not possible: the colony will either develop branches (at low
nutrient concentrations), or become compressed in the centre (at high nutrient
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concentrations). The transition between these two regimes is driven by the
efficiency with which the colony converts nutrient into cellular biomass. This
result does depend on the fact that the dependence of nutrient uptake and cellular
growth rate on nutrient concentration have the same functional form, however
relaxing this assumption does not seem to affect the results very much, apart
from introducing a rather narrow range of nutrient concentrations at which steady
growth is possible. In three dimensions (where cells are able to leave the surface
and start growing upwards) the results are again similar, except that cells will
tend to leave the surface rather than being physically compressed in the centre if
the nutrient concentration in high.
The two-dimensional theory could be tested experimentally by growing cells
in a quasi-two-dimensional microfluidic device, i.e. by physically confining
them to a two-dimensional space. We predict that in this case under plentiful
nutrient conditions the cells in the centre of the colony will become significantly
compressed. The same results would also hold for cells (bacterial or animal)




Competition and genetic drift in
biofilms
5.1 Introduction
In the previous chapter I described an agent-based model of the growth of a
bacterial biofilm on a surface, giving results on what factors affect how quickly
such a colony will grow and what its shape will be. In this chapter I describe
further work on this simulation model, but change tack somewhat. I now consider
the fact that such a colony is made up of individuals which are in competition
with each other, and will study natural selection in this situation. Evolution in
populations which are expanding in space has been the subject of much recent
research [64, 65, 67, 111, 136], and has some significant differences from well-
mixed systems, and from spatial systems where the space is fully occupied to start
with. This is mostly due to the so-called ‘founder effect’, where individuals close
to the expanding front of the population have a much better chance of passing
their genes on to future generations than those deep within the population. Since
there are relatively few of these ‘founders’, there is a large degree of randomness in
terms of which cells are able to pass on their genes into the uncolonized territory.
Such randomness is termed ‘genetic drift’. Genetic drift is the change over time
in the frequency of gene variants due to the random way in which a population
reproduces, i.e. due to random sampling [137, 138]. It means that over time
frequencies of different variants will shift around, even if there are no fitness
differences. Genetic drift in an expanding population is more important than in
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Figure 5.1: A snapshot from our simulations showing the sector patterns. When
there were around 1000 cells, half were labelled green, half red, at random.
a well-mixed one for the reasons described above.
The large amount of genetic drift can be strikingly demonstrated in the lab
using colonies of bacteria growing on agar plates. Such a colony is started with
half of the cells expressing a green flourescent protein, and half a red one, at
random, with no other differences between the two cell types. As the colony
grows, large red and green sectors form (see [66]; Figure 5.1 shows this situation in
our simulation) – a kind of ‘genetic demixing’ has occurred. This is because only
cells in a narrow region at the edge of the colony are able to pass on their genes,
due to nutrient limitation and physical confinement by other cells within the
colony. Each sector corresponds roughly to the descendants of a single ancestral
cell, and these sectors quickly become large due to the large amount of genetic
drift.
There has been much previous work exploring evolution during range expan-
sions theoretically, generally using idealized, continuum models, such as modified
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Fisher-Kolmogorov equations [67, 136, 139], as well as agent-based simulations
used to study issues such as the evolution of cooperation and selfishness in growing
biofilms, e.g. [60, 64, 65, 111, 112]. Here we wanted to use our more detailed
biophysical model of colony growth on agar plates to explore some experimentally
observed effects in this situation. In particular, we are interested in the effect of
colony morphology (i.e. the roughness of the expanding front) and mechanical
factors such as the shape of the cells, on the dynamics of the sector patterns (and
therefore neutral genetic drift), and the fixation of beneficial mutations.
5.1.1 Selection of beneficial mutations
We wanted to study selection in an expanding population, rather than the case
of ‘neutral’ evolution when there are no fitness differences described above. In
particular, we wanted to analyse what happens to a beneficial mutant, that is, a
mutant which has a fitness advantage over the other cells in the colony, as it grows
more quickly and therefore produces more offspring. Such a mutant may either
go on to completely take over the expanding colony frontier (termed ‘fixation’), or
it may be randomly outcompeted by other cells and go extinct. The probability
that a beneficial mutant will fixate in the population is expected to be much
reduced compared to the well mixed case due to the large amount of genetic drift,
which means that stochastic fluctuations are more important and can swamp the
fitness advantage of the mutation. Essentially, inferior genotypes can ‘surf’ on
the wave of the expanding front. The question of how effective selection is in
an expanding colony is of practical importance, as expanding colonies of bacteria
such as biofilms are involved in many infections, and these beneficial mutations
may correspond, for example, to increased virulence or to antibiotic resistance.
The group of Oskar Hallatschek has recently performed experiments where,
instead of flourescently labelling two otherwise identical strains, a strain with a
mutation such that it grows faster (i.e. has a fitness adventage) over the wild-type
is used. Figure 5.2 shows some preliminary results of these experiments, where,
as before, the system was started with a mixture of the two types of cells, and
sectors are seen to form as the colony expands. However, in the bottom set of
experiments the blue strain has a fitness advantage. Firstly, it can be seen that
for the rough front (colony grown at 37◦C) the fitter mutant is not completely
dominant even at quite long times; at some places along the front there are sectors
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of wild-type cells which have stochastically outcompeted it. Secondly, by changing
the temperature at which the colonies were grown, their morphology (roughness)
can be changed, and we see that rougher fronts have fewer neutral sectors, and
seem to hinder the fixation of beneficial mutations. We hypothesised that the
roughness of the front affects the fixation proabability because a rougher front
will cause the boundaries between sectors to meander more as the colony expands,
increasing the amount of stochasticity in the system (i.e. increasing genetic drift)
and therefore reducing the fixation probability of beneficial mutants. We used
our simulation model to investigate this question, and found that the roughness
does indeed appear to affect selection in this way. We also probed other factors
which might affect fixation proababilities, such as mechanical features of the cells.
Figure 5.2: Top: neutral sector experiments done at different temperatures,
showing a correlation between the roughness of the colony front and the number
of sectors. Bottom: a similar experiment, but in this case the blue strain has a





To analyse genetic drift and evolution in our simulations, we perform two main
kinds of computational ‘experiments’. To characterise the amount of genetic
drift in the system, we use the well-studied ‘sector’ method described above,
whereby cells in the colony are given two different labels (e.g. red and green),
and the colony evolves, producing a pattern of sectors, as described above in the
introduction to this Chapter. By tracking the number of sectors over time (the
number decreases roughly as Nsectors = N0R
−α where R is the distance travelled
by the colony front and α > 0 is some power), we can characterise the amount
of genetic drift at the advancing front under different conditions (e.g. different
front thickness or roughness).
As a more direct probe of the fate of mutants in an expanding colony, we
also run simulations involving ‘mutant cells’ which have a higher growth rate
than other cells. There are many possible ways to introduce such mutant cells.
The most biologically realistic is to have a small probability p that a cell will
produce a fitter mutant daughter cell on division. This mutant has a larger
growth parameter: γ → γ′ = γ(1 + s) where s is the fitness advantage of the
mutant. We are then interested in the probability that such a mutant will go on
to reach fixation in the population. To do this, we wait until such a mutation
occurs, then stop the mutation process to prevent further mutants from interfering
with the new mutant lineage, and see whether the lineage goes extinct or fixates.
Fixation in this situation is taken to have happened when all the cells which have
a growth rate above some small threshold (i.e. all the cells in the growing layer)
are mutants, with extinction defined similarly. This simulation is run many times
with different random numbers, and the probability of fixation is estimated by
taking the proportion of such runs over which the mutant fixates. We run these
simulations in the flat geometry for computational efficiency. Snapshots showing
the development mutant sectors introduced in this way are shown in Fig 5.3.
5.2.1 Effect of colony front thickness and roughness on
fixation probability
One important thing to note is that only cells born extremely close to the frontier
of the expanding colony (within a few cell diameters) have a significant chance
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Figure 5.3: Snapshots from simulations showing the development of mutant
sectors. Red cells are wild type, green cells are a fitter mutant. Mutant sectors
when the fitness advantage is 10% (left) and 50% (right). These mutants are
likely to be successful as they have formed macroscopic sectors; most mutants
are stochastically outcompeted by wild-type cells before they can produce more
than a few descendants.
of going on to fixate in the population. Cells born any deeper within the colony
than this not only grow more slowly (due to reduced nutrient concentration) but
must get past the cells in front of them. This is unlikely to happen, even if the
cell has a significant fitness advantage, as the cell’s growth will also tend to push
forward the cells in front of it. Figure 5.4 demonstrates this effect. A simulation
was run (again in the flat geometry) in which every cell’s lineage was tracked to
see whether it went on to fixate, or to go extinct at the frontier (one of these
two will happen to every lineage eventually). Every time a cell was born, its
position behind the front was noted, and then its descendants were tracked to see
whether they fixated or went extinct. From this the function P (z|fixation) was
calculated, this being the probability that a cell was born a distance z behind
the colony front, given that it then went on to fixate in the population. As can be
seen from the figure, cells born more than ∼ 5µm from the colony edge have a
negligible chance of fixating. The function P (z), the probability that a randomly
chosen cell is born a distance z from the front irrespective of the fate of its lineage,























Figure 5.4: P (z|fixation) (solid lines) and P (z) (dashed lines) plotted for two
different front thicknesses. This was done for a colony with no mutants, in the
flat geometry with L = 250µm
As mentioned above, the thickness of the growing layer of cells can be varied by
changing the initial nutrient concentration c0. This affects the fixation probability
of a mutant, see Fig. 5.5, which shows the probability of fixation of a mutant cell
as a function of front thickness, when the mutant is introduced as described
above in Section 5.2, by random mutation on birth of a new cell. These results
are somewhat difficult to interpret, however, as there are two competing effects
occuring. On one hand, increasing the thickness may decrease the fixation
probability of a mutant, since as the growing layer becomes thicker, it is more
likely that a mutant will be born some distance behind the front, where it is
very unlikely to go on to fixate. On the other hand increasing thickness may
also increase this probability by making the front smoother (i.e. there are fewer
fluctuations in the height of the front), decreasing the meandering of sector
boundaries and therefore the amount of genetic drift. These competing effects
mean that the probability of fixation is relatively low for both high and low
values of the front thickness, with a peak for intermediate values, as can be seen



















front thickness [μm] 
Figure 5.5: Probability of fixation as a function of front thickness. Here the
fitness advantage of the mutants was 0.05, and the front width L was 100µm.
To make the effect of the roughness clearer, we used an alternative method of
introducing mutants to the front, which removes the effect of front thickness. In
the flat geometry, we start from a narrow band of cells, around 100µm in length
and 50µm thick, and convert a certain proportion of cells, chosen at random, into
fitter mutant cells. The simulation is then run until either the mutants or the wild-
type cells completely take over the colony, and the proportion of runs in which
the mutants take over is used as an extimate of the fixation probability. Since the
initial condition is always the same, the effect whereby front thickness reduces
fixation probability due to the possibility of the mutant being born far from the
frontier is no longer present. Figs. 5.6A and B show the fixation probability in this
case plotted against front thickness and roughness. The roughness is quantified,





. We see that there is a clear effect whereby a
rougher front reduces the fixation probability, in agreement with the preliminary
experiments shown in Figure 5.2.




























































Figure 5.6: Fixation probabilities in the case of multiple mutants, plotted against
thickness (A) and roughness (B) of the front. Fitness advantage s was 0.05,
L = 100µm, initial proportion of mutants was 5%. (C) Shows the dependence
of front roughness on thickness. The fixation probability appears to be mostly
determined by the roughness: both the roughness and P (fixate) saturate for
values of the thickness greater than ∼ 15µm.
in order to increase the probability that some mutant lineage fixates in the
population, allowing us to achieve a better estimate of the fixation probability
using fewer simulation runs. The probability that mutants take over the colony
given that there are N mutants in the colony to start with can be related to
the probability that a single mutant will take over the colony by noting that the
probability that no mutant fixates is equal to (1−p1)N , where p1 is the probability
that a single mutant fixates, and we assume that the probability of fixation of a
given mutant is unaffected by the presence of other mutants, giving





















% of mutant cells at start
Figure 5.7: Probability of fixation of mutant cells plotted against initial
proportion R of mutant cells. Here the thickness of the front was 14µm, and
the fitness advantage was 0.1. Green line is a fit to P (fixate) = 1−e−aR, with the
fit parameter a = 0.271, corresponding to the prabability of fixation of a single
mutant p1 = 0.019.
Assuming that p1 is small, pN can be approximated to pN ≈ 1− e−p1N . Fig. 5.7
shows the probability of fixation plotted against the initial proportion of fitter
mutants along with a fit to the above function. The fit is good, indicating that
the assumption of independence above is reasonable, at least for mutant ratios
up to 10%.
5.2.2 Number of neutral sectors
In this section I relate the above results on fixation probabilities to the decay of
the average number of sectors (lineages) over time in an expanding colony. In
the flat geometry, an initial condition like that employed above, with a narrow
band of cells approximately 100×50µm, is used. Each cell in this band is given
a different label, and the number of such lineages which are still extant (i.e. still
present in the growing layer) is measured as the colony advances. The rate at
which this number decays gives an idea of the amount of genetic drift occuring in
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the expanding colony. Figure 5.8 shows the number of sectors measured in this
way and averaged over 10 simulation runs for two different front thicknesses. The
thinner front in this case exhibits a branched morphology, as in Fig. 4.4D, and it
can be seen that the sector number decays very quickly to one. For the thicker
front, which is relatively smooth as in Fig. 4.4C, the sector number decays much
more slowly, and is a good fit to Nsectors = N0R
−α + 1 (the number of sectors

















































Figure 5.8: Decay of the number of sectors against distance travelled by the front
for two different growing layer thicknesses, plotted on linear (A) and log-log (B)
scales. The number is averaged over 10 simulation runs. The black line in (B) is
a fit to a straight line with slope ∼0.64, corresponding to 〈Nsectors〉 ∼ R−0.64 + 1
where R is the distance travelled.
As expected, then, the number of sectors decays more quickly for thinner
fronts, due to the larger amount of genetic drift. Fig. 5.9 shows the number of
neutral sectors after the front has travelled a certain distance, plotted against
front roughness and thickness. The behaviour of the number of sectors is similar
to that of the probability of fixation of a fitter mutant, depending mostly on the
roughness of the front, as expected.
5.2.3 Mechanical effects
In this section I describe the effects of varying mechanical aspects of the
simulation model – such as the shape of the cells and the nature of the
friction force between the cells and the substrate – on genetic drift and fixation
probabilities. As mentioned above, the precise nature of the frictional force





















































Figure 5.9: Number of neutral sectors plotted against colony front thickness (A)
and roughness (B). Simulations were started in the same initial condition with
each cell given a different label, and the number of lineages (different labels)
remaining in the colony front after it had advanced a distance of 500µm was
measured, and averaged over 10 simulation runs for each thickness. Here the
lateral width of the simulation box L was 250µm.
the above simulations, the frictional force was taken to be a simple form whereby
the force is proportional to the cell’s velocity, irrespective of the direction of
motion with respect to the cell’s axis. To test whether this assumption affected
the properties of colonies we are interested in, I ran simulations in which this
assumption was changed, by using different friction coefficients in the directions
parallel and perpedicular to the cell’s axis. This was inspired by the case of the
friction felt by rods in solution, in which case the friction coefficient perpendicular
to the rod’s axis is twice that parallel to its axis [140]; here I allowed these friction













As can be seen in Fig. 5.10, friction anisotropy can strongly affect the
probability of fixation of a beneficial mutant. This is because the relative size of
the friction coefficient parallel and perpendicular to the cell’s axis affects how the






















Figure 5.10: Probability of fixation of a beneficial mutant for different levels
of friction anisotropy. The parameter used to measure anisotropy is the relative
difference between the friction coefficients along the cells’ two axes, (ζ‖−ζ⊥)/(ζ‖+
ζ⊥). P (fixate) was estimated from the multiple-mutant, fixed initial condition
simulation method. As before, L = 100µm, s = 0.05.
Figure 5.11: Snaphots of a growing colony with isotropic friction, as previously,
ζ‖ = ζ⊥ = ζr = 1.0 (left), and with very anisotropic friction, ζ‖ = 10.0, ζ⊥ = 0.25
and ζr = 3.0 (right).
is larger thay will tend to orient with their axis parallel to the direction of
motion, and vice versa. This in turn affects the roughness of the front and
the wandering of boundaries between sectors. The fixation probability is much
reduced if the friction is anisotropic in either direction, with the effect larger if
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Figure 5.12: Probability of fixation of a beneficial mutant plotted against front
roughness. Red points are the same as in Fig. 5.6B, with the roughness being
varied by changing the initial nutrient concentration oand therefore the thickness
of the growing layer. For the green points, the change in roughness arises from
changing the friction anisotropy (data is the same as in Fig. 5.10).
coeffeicient along the cell’s axis, ζ‖, is much larger that ζ⊥, by a factor of 12,
and a colony with isotropic friction as in previous simulations. In the anisotropic
case, the cells are significantly more oriented edge-on to the colony, and the
roughness is noticeably larger. Such a situation, with ζ‖ > ζ⊥ might occur, for
example, if cells are able to ‘roll’ along a surface. Fig. 5.12 shows the same data
as above plotted against front roughness rather than anisotropy ratio, along with
the fixation probabilities plotted against roughness when the latter is varied by
varying the front thickness. Note that while making the friction anisotropic does
increase the roughness of the colony front, the reduction in the fixation probability
is much greater than would be expected due to the roughness alone, indicating
that anisotropy has an effect beyond simply increasing front roughness.
Another simple mechanical feature to vary is the shape of the cells. There
is reason to believe this might change the behaviour, since it is observed
experimentally that colonies composed of yeast cells, which are round rather than
rod-shaped, have many more sectors than colonies of E. coli [66]. I therefore
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ran simulations with cells of different aspect ratios, ranging from cells much
longer than typical E. coli cells to cells with a maximal aspect ratio of 2:1 and
estimated fixation probabilities as before, see Fig. 5.13. The results show that
cell shape does indeed affect fixation probability; however this appears to be an
indirect effect due to the cell shape affecting the roughness of the front. If the
data are plotted against roughness along with the previous data where P (fixate)
was plotted against roughness by varying c0, they fall onto approximately the
same line, in constrast to the case of friction anisotropy, where the effect on
fixation probabilities was larger than would be expected based on the change in
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Figure 5.13: A: probability of fixation against maximal aspect ratio of the cells
(that is, their aspect ratio just before splitting). B: the same data as in A plotted
against the roughness of the front, which also varies with aspect ratio. This is
plotted alongside data obtained by instead varying the thickness of the growing
front, as before, for comparison. Note that the points appear to fall roughly onto
the same line.
5.2.4 Dependence on fitness advantage of the mutant
As mentioned above, the large amount of genetic drift in an expanding colony
means that we expect the fixation probability of a mutant cell will be much
reduced compared to the well-mixed case. To demonstrate this, I estimated
the fixation probability in our model as a function of the fitness advantage s
(Fig. 5.14). The probability of fixation is significantly smaller than the well-
mixed result s/(1 + s), which one obtains for example in the Moran model of
competition between individuals without spatial structure, if one individual is
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given a fitness advantage s [141]. This is simply because cells born anywhere but
at the very front of the colony are very unlikely to go on to fixate, as described
in Section 5.2.1. Note that the fixation proabability appears to be linear in s
for small s. This contrasts with the theory described in [67] (see Fig. 5.15),
which predicts that the probability of fixation of a beneficial mutation should be
proportional to
√
s. This theory only considers mutants born at the colony edge,
and models the expanding mutant sector as undergoing a random walk, biased
to increase in size by a factor proportional to
√



















Figure 5.14: Probability of fixation in our simulations as a function of fitness
advantage s, with a straight line fit to the simulation data. Also plotted is the
theoretical result for the probability of fixation of a mutant with fitness advantage
s in the well-mixed case, s/(1 + s). These simulations were done in the comoving
frame, with L = 100µm and front thickness 14µm.
To explore this discrepancy, I performed experiments on beneficial mutants
under a few simpler population models (see Fig. 5.16). The first is the Moran
model, a very common model in population genetics [141, 142], in which there
are N individuals and at each time step a random individual is chosen to die; an
individual is chosen to replace it with probability proportional to fitness. This
model has been very well studied, and the result as mentioned above is that the
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∝ v cos(Φ 2)∝ v
r
r0
Figure 7. A simple model of a beneficial sector within a planar
wave front in the long-time limit. We assume that a beneficial
mutation arises at front position r0 and is able to overcome the
short-time genetic drift at the front causing wobble in the domain
boundaries. At long times the beneficial subpopulation segregates
and forms its own sector growing at radial velocity v⋆, which is
assumed to be larger than wild-type growth speed v. Requiring
that the kinks at the interface, where the wild-type and mutant
population meet, are reached by both populations at equal times,
leads to cos ("/2) = v/v⋆.
the factor 1 + cs faster into the unoccupied space than the wild
type. Again appealing to Figure 7, we see that the mutant sector
asymptotically approaches an opening angle ! that satisfies
cos(!/2) = v
v⋆
≈ 1 − cs. (10)
Thus, for this “geometric” model of the opening angle !, the bias
parameter m⊥ = v⊥/v in equation (9) takes the form
m⊥ = tan [arccos (1 − cs)] ≈
√
2cs. (11)
This result implies that m⊥ ≫ s for weak selection, s ≪ 1. We thus
find that (because m⊥ ∝
√
s even small selective differences can
lead to significant transverse biases. As we argue in Discussion,
this may be used to study the fitness effects of weakly beneficial
mutations in the petri dish.
It seems likely that this simple phenomenological model ap-
plies to the opening angles created by mutant strains of microor-
ganisms on a petri dish. It remains to be seen whether the simple
Fisher wave prescription c = 1/2 accurately describes the rela-
tion between the bias m⊥ and a selective advantage in a given
experimental situation. However, our parametrization of benefi-
cial mutations in terms of the phenomenological parameter m⊥ is
quite generally applicable to any growth scheme leading to a bias
m⊥ in the random walk of domain boundaries. In the absence of
a detailed microscopic understanding, one can always choose to
parametrize beneficial and deleterious mutations directly in terms
of m⊥ itself. Although the arguments above focus on m⊥ > 0, it
is easy to see that deleterious mutations are described by m⊥ <
0. In the following, we analyze the evolutionary consequences of
this bias for both positive and negative values of m⊥.
Beneficial mutations, m⊥ > 0
Isolated beneficial mutations are often lost due to genetic drift.
However, because a sector of beneficial mutation tends to increase
in size, m⊥ > 0, its survival probability is increased compared
to the neutral case. Here, we determine the fixation probability
of a sector of beneficial mutations, and derive how frequently
those sectors appear, given a certain rate of beneficial mutations.
We shall assume that the occurrence rate of beneficial mutations
is small enough so that at most one beneficial mutation sweeps
at a time. That is we neglect the interactions between beneficial
mutations (also called “clonal interference” Gerrish and Lenski
1998).
To analyze this scenario, we consider the stochastic dynam-
ics of the size X of a single sector, now slightly biased toward a
gradual increase over time. This can be achieved by employing
Kimura’s diffusion approach to determine the fixation probabil-
ity of a sector (Crow and Kimura 1970). Let u(r |x 0, r 0) be the
probability that a sector of mutants reaches fixation up to and in-
cluding front position r given that it had size X (r 0) = x 0 at initial
position r0. In the diffusion limit, the assumptions in equation
(8) lead to a biased diffusion equation for the fixation probability
u(r |x 0, r 0),
∂r0 u(r |x0, r0) = −2DX∂2x0 u(r |x0, r0) − 2m⊥∂x0 u(r |x0, r0).(12)
The first and second terms on the right-hand side describe the
unbiased random variation of the size X of the sector, and its bias
due to selection, respectively. For m⊥ = 0, we recover neutral
dynamics, which obeys the familiar diffusion equation with a
constant diffusion parameter appropriate to linear inoculations.
Note that an equation very similar to (12) arises in the context of
well-mixed populations, however, with nonconstant diffusion and
bias coefficients (Crow and Kimura 1970).
Because the diffusion constant and bias parameter are both
independent of the time-like frontier position variable in the lin-
ear inoculation, we seek a r0-independent solution of equation
(12). After setting the right-hand side to zero and integrating
twice, we find the steady-state solution in the limit of long times,
r (t) → ∞,
u∥(∞|x0, r0) =
1 − e−m⊥x0/DX
1 − e−m⊥ L/DX
, (13)
which is the ultimate survival probability of a beneficial mutation
at a linear front. Note that equation (13) is formally similar to
Kimura’s fixation probability of a beneficial mutation in a well-
mixed population (Crow and Kimura 1970) provided we iden-
tify the product of population size and selection coefficient with
m⊥L/2D X and the frequency of the beneficial allele with x/L .
However, the fixation time associated with (12) (for sufficiently
strong selection) scales as L/D X , that is, proportional to the total
population size. Beneficial mutations fix much more rapidly in
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Figure 5.15: Diagram showing the dynamics of a mutant sector with fitness
advantage s according t the theory in [67] (reproduced from that paper).
Ignoring stochasticity, the mutant sector forms a cone shape (a sector of a
circle) as it grows, with opening angle Φ. Due to the geometry, the speed with
which the sector expands in the direction perpendicular to the front is given by
v⊥ = tan[arccos(Φ)] ∼
√
s. The stochasticity is included by assuming that the
sector boundaries perform a random alk along the edge of the colony, w t a bias




fixation probability is approximately s/(1 + s) for small s. The second model is a
simple model of an expanding population, where we consider a line of cells on a
lattice (Fig. 5.16, left). Each time step, the entire colony moves forward one space
in the lattice, with each empty space being filled by one of its three neighbours
in the current layer, with each of these cells being chosen with a probability
proportional to its fitness. Note that it is only necessary to simulate a single
layer - this model is equivalent to a one-dimensional population. Finally, I use
the Eden model, a stochastic lattice model of a growing population (Fig. 5.16,
right), in which at every timestep a cell with at least one empty neighbour site
is chosen to reproduce and fills an empty neighbour site at random. Again, the
cell which reproduces is chosen weighted by fitness. Fig. 5.17 shows the results
of these models for the fixation probability of a beneficial mutant with fitness
advantage s, as a function of s. As in the agent-based model, these probabilites
are calculated by running an experiment in which a single mutant is introduced
many times and measuring the proportion of cases in which it fixates.
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Figure 5.16: Diagrams of the two simple lattice models of colony growth. Left:
the one-dimensional model. Each lattice site in the first empty row is filled with
one of its three neighbours in the top filled layer. Right: the Eden model. At each
time step, a filled site with at least one empty neighbour is chosen at random,






















Figure 5.17: Probability of fixation in the Moran, one-dimensional and Eden
models. Orange line is the well-mixed (Moran model) prediction, Pfix = s/(1+s),
green line is Pfix = 2s/(1 + 2s).
The results show that both the Eden model and the one-dimensional model
still appear to have fixation probability roughly proportional to s for small s,
rather than
√
s. In the 1D case, we would expect this since the bias of the random
walk undergone by the mutant sector is itself proportional to s in this case, since
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the mutant sector is simply a triangle rather than a sector of a circle; it does not
‘bulge outwards’. It is interesting to note that for small s the Eden model fixation
probability is very close to that of the 1D model, suggesting that the ability of the
front to deviate from being flat does not affect this probability. The red points
show the results of the ordinary Moran model, along with the well-known result
that Pfix = s/(1 + s) for small s in this model (orange line). Note that for small
s, the Eden and 1D models both fit well to Pfix = 2s/(1 + 2s), the result for a
Moran model with a fitness advantage twice as large. It is also interesting that
a beneficial mutant in an expanding colony (under any of these models) actually
has a significantly higher chance of fixating than in the well-mixed case provided
that it is born right at the colony edge.
As for why the prediction of the theory that Pfix ≈
√
s does not hold, there
are two possible explanations. One is that the coarse-grained random-walker
theory does not hold when there are only a few cells, i.e. soon after the mutant
is born, and this period is crucial to whether or not a mutant will go on to fixate.
Another is the fact that the theory does not include any stochasticity in the
direction perpendicular to the front, which is certianly present in both the Eden
and agent-based models, where the colony front is significantly irregular.
5.3 Conclusions
In this chapter I have described how our biophysical simulation model of growing
bacterial colonies can be used to study problems in the evolution of expanding
populations. Inspired by experimental work on neutral evolution and selection,
I used the model to investigate the rate of fixation of beneficial mutations in
a growing colony. Recent experiments have indicated that the morphology
of the colony can affect this rate, so I looked at the effect of varying colony
morphology (the roughness of the front) on the fixation probability, by varying
the concentration of nutrient. This was somewhat complicated by the fact that
changing the concentration changes the thickness of the growing layer of cells
as well, and these two factors seemed to have competing effects: on one hand a
thicker layer (associated with a smoother front) will reduce the fixation rate as
more cells will be born far from the colony front and have very little chance to
fixate, however on the other hand the smoothness will increase the probability.
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To disentangle these effects, I ran simulations starting with a given proportion
of fitter mutant cells, rather than a single cell, and measured the probability that
mutant cells took over the front. The thickness does not affect this probability,
as the mutant cells are evenly spread throughout the layer to begin with (so,
for example, the number of mutants right at the edge will not depend on the
thickness). From these simulations, I indeed found that the probability of fixation
goes down for rougher fronts. This is in agreement with the results of preliminary
experiments done by the group of Oskar Hallatschek. It can be understood by
considering that the size of a mutant sector undergoes a random walk as its
boundaries wander as the colony grows, with a bias to increase due to the fitness
advantage. If the front of the colony is rougher, the boundaries will wander
more, reducing the effectiveness of the bias in preventing extinction early on,
and therefore the fixation probability. This explanation is supported by the fact
that the colony roughness also has a strong effect on how quickly the number of
sectors decays in the neutral case where differently labelled cells have no fitness
difference, with rougher fronts leading to much faster decay.
I also looked at the effects of other parameters involved in our simulation
model on the rate of fixation of mutations. The first main result here was that
reducing the aspect ratio of the cells increases the fixation probability, and that
this is due to a reduction in the roughness of the front. Secondly, altering the
frictional force which acts on the cell so that it depends on the direction of the
force relative to the cell’s axis significantly affects the fixation probability, and
this effect is greater than would be expected from the effect on the roughness;
this frictional anisotropy seems to increase the amount of genetic drift (extent of
sector boundary wandering) in itself, not just by making the front rougher.
Looking again at the fixation of individual mutants, I found that the
proabaility that a single mutant born at random in the growing layer will fixate
is reduced compared to the well-mixed result, due to the fact that any cell born
anywhere but at the very edge (first line of cells) has a very small probability of
fixating, since it is very difficult for a cell to ‘push through’ into the uncolonized
space. I also found that the fixation proabaility appears to be linear in the





In this Thesis I have described various models of active matter. These models are
used to model biological systems, in particular collections of bacteria, although
they are applicable to other systems, such as collections of actin fibres and
molecular motors, or animal tissues.
Inspired by the Vicsek model of flocking behaviour and recent work on
chemotactic pattern formation in bacterial colonies, I first described a model
of collective behaviour where agents move around in a two dimensional space,
tend to align their direction of motion with neighbours, and slow down in
response to a high local density of agents. Using agent-based simulations, I
showed that this model leads to novel pattern formation effects, in particular the
formation of coherently moving clusters and high-density ‘lanes’. To explore these
effects further, we derived approximate coarse-grained ‘hydrodynamic’ equations
describing the model, and analysed the instabilities of these equations both
analytically and numerically, achieving fairly good agreement with the results
of the simulations.
I then went on to describe a rather different model of bacterial colonies, this
time modelling the growth of colonies made up of non-motile cells growing on a
surface (biofilms). In contrast to previous models of growth and pattern formation
based on Fisher-Kolmogorov equations, we used a fairly detailed biophysical
simulation model whereby cells are modelled as rigid rods which grow along their
axes, divide, and physically push upon each other as they grow, with the growth
limited by a nutrient which is consumed by the cells. These simulations, combined
with a continuum theory treating the colony as a kind of actively growing fluid,
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yielded some interesting behaviour different from previous models, such as that a
colony growing in two dimensions cannot grow at a constant speed unless it either
forms branches or the cells in the centre of the colony become compressed. We
also posit a new explanation of the often-observed transition of colony morphology
between roughly round and branched structures, as being caused by the balance
between uptake and consumption of nutrients by the cells: if the density of
nutrients is less than that required to produce the density of biomass of cells
at close packing, the colony must form branches.
Finally, I used the above-described model of bacterial colony growth to model
selection and competition between cells in growing colonies. This was inspired
by recent work by Oskar Hallatschek and others on evolution in expanding
populations. The expansion of a population into new territory has some
interesting effects on evolution, since the colonization of empty space leads
to constant population bottlenecks as only a few cells close to the expanding
frontier are able to pass on their offspring. This leads to a ‘genetic demixing’
effect whereby there are large areas of individuals which are genetically similar
since they all share a common ancestor which was able to colonize the new
space. We looked at the effect this had on selection, and in particular on the
fixation of beneficial mutations, which might for example correspond to antibiotic
resistance in a bacterial colony. Our first main result here is that selection is
less effective than in the well-mixed case due to the fact that mutants born
anywhere but exactly at the colony edge have almost no chance of reaching
fixation. Secondly, the morphology of the colony can have effects on the rate
of fixation of beneficial mutations, with selection being less effective for colonies
which have more irregular shapes due to the larger amount of genetic drift.
These projects have various avenues for further exploration. Recent experi-
mental results on collections of molecular motors and actin fibres in vitro have
shown behaviours, such as moving clusters and lanes, which seem to be similar to
those in our model. These systems contain the crucial ingredients of our model:
alignment and density-dependent speed (both due to steric/crowding effects). It
would be interesting to analyse in more detail whether these effects indeed have
the same origin as in our model, perhaps by looking at how the patterns formed
depend on factors such as the density of fibres, and by looking in detail at how
the average speed of propulsion of the fibres depends on their density.
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For the work on mechanical growth of bacterial colonies, it would be
interesting to analyse how much the results can be extended to the growth of
animal tissues, for example the early growth of a tumour (prior to angiogenesis),
which similarly involves a growing collection of cells pushing each other outwards
and limited in their growth by the diffusion of factors needed for growth (in
particular oxygen). To do this it would be interesting to consider the effects of
pressure-dependent growth rates, as outlined at the end of Chapter 4, and also
to run simulations in three dimensions, since tumours often grow in spheroids.
This would also be interesting as in this case the effect where cells ‘pop out’ of
the plane as they do in 2D growth would not be present, and would represent an
alternative three-dimensional version of our model which is more similar to the
two-dimensional case.
On the experimental side, it would be very interesting to attempt to validate
our results on growth in the two- and quasi-three-dimensional cases. For example,
cells could be forced to truly grow in two dimensions using a microfluidic device, in
order to test our prediction that the cells ought to become physically compressed
in the centre of the colony if nutrient is plentiful; we could test our results relating
the density of cellular biomass within the colony to the nutrient concentration.
Another avenue would be to use three-dimensional spheroids, either of bacterial
or animal cells, as this would also avoid the complication of cells popping out of
the plane.
There is still work to be done understanding our results on fixation of
mutations in growing colonies. In particular, we still do not fully understand the
reason for the discrepancy between the random-walker theory and our simulation
results on the dependence of the fixation probability and the fitness advantage
of the mutants. We believe that it is due to the stochasticity in the direction
perpendicular to the colony front, which is not included in the random-walker
theory. To test this we could use a model which has no such stochasticity, but
this has so far proved very difficult. Experimental work analysing the effect of
colony morphology on the fixation of mutants is currently underway. It would
also be very interesting to look at the depencence of rates of fixation on fitness
advantage experimentaly, although this is rather difficult as it requires either
finding or engineering mutants with a range of fitness advantages (growth rates)




equation describing the flying
XY model
In this Appendix, I derive the Boltzmann-like equation describing the dynamics
of the flying XY model used in Chapter 2 to derive hydrodynamic equations for
that model. The idea is to derive a stochastic field equation for the quantity
f(r, θ) =
∑N
j=1 δ(r − rj)δ(θ − θj), which is the density of particles at position r
with angle θ. To derive the time evolution of f , we use a method similar to what
has been used previously in other contexts, see for example [143, 97].
We start from the equation describing the dynamics of the particles, Eq. 3.3:
ṙi = v eθi ; θ̇i = γ
∑
j
F (θj − θi, rj − ri) +
√
2εη̃i(t). (A.1)
Now, consider a function g(ri, θi). Using Itō’s Lemma to calculate the derivative of
a function of a stochastic variable ([144], [145] Sections 4.1-2), its time derivative
is given by
ġ = (∇ig) · ṙi +
∂g
∂θi




where ∇i is the gradient with respect to the coordinate ri. Using (A.1), this reads
































where fi(r, θ) = δ(r− ri)δ(θ − θi), so that f(r, θ) =
∑

























drdθfi(r− ri(t), θ − θi(t))g(r, θ)
=
∫
drdθḟi(r− ri, θ − θi)g(r, θ)
(A.6)
and
F (r− rj, θ − θj) =
∫
dr′dθ′fj(r
′, θ′)F (r− r′, θ − θ′) (A.7)
to write (A.5) as
∫



















Since this holds for any function g, one gets (after a sumation over i)
ḟ(r, θ) = −∇[f(r, θ)v]− γ ∂
∂θ
∫























′ − ri)δ(θ′ − θi)δ(t− t′)
= f(r, θ)δ(r′ − r)δ(θ′ − θ)δ(t− t′)
(A.10)
Finally, equation (A.9) can be written as
ḟ(r, θ) = −∇ · [f(r, θ)v]− γ ∂
∂θ
∫







2εf(r, θ)η(r, θ, t)
(A.11)
where η(r, θ, t) is a Gaussian white noise of unit variance. The first term on the
RHS describes advection of particles, and crucially has the particle velocity v
inside the gradient; this is very important to describe the self-trapping effect.
The second term is the ‘collision’ term describing interactions between particles,
and the third describes the diffusion of each particle’s orientation over time due
to the noise ε. Finally, the last term on the RHS is a noise term, which we ignore
as we go on to derive hydrodynamic equtions in Chapter 3; including it would
lead to a set of stochastic hydrodynamic equations describing the system.
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Appendix B
Linear stability analysis of
hydrodynamic equations
In this Appendix I perform some linear stability analysis on the hydrodynamic
equations derived in Chapter 3 for the flying XY model with density-dependent
motility. These equations are




(W · ∇)(vW) = (1
2
γρ− ε)W − γ
2
8ε







v∇W 2 − 3γ
16ε








[(∇ · (v∇))(vW) + (∇v · ∇)(vW)− (∇v)∇ · (vW)]
(B.2)
In Chapter 3 I performed linear stability analysis on these in some simple
cases; here I show the more general case, when we are in the ordered phase and
allow spatial fluctuations. We first linearize around the homogeneous solution by
setting W = W0x̂ + δW and ρ = ρ0 + δρ, where W0 =
√
8ε(εc − ε)/γ2, to obtain:
∂tδρ = −v(∇ · δW)− v′W0∂xδρ (B.3)
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where we have defined v = v(ρ0), v
′ = v′(ρ0) and V = v + ρ0v′. Fourier
transforming and expressing these eqautions in terms of components, we get
∂tδρ = −ivq · δW − v′W0iqxδρ (B.5)



















































We will analyze these equations by considering three different cases: fluctuations
in the x-direction (the direction of W) when v is constant, fluctuations in the
x-direction when v is not constant, and fluctuations in the y-direction. When v is
constant, it is well-known that the flocking state is unstable to the formation of
bands like those in Fig. 3.3 (phase b). This instability has been found in similar
hydrodynamic equations of flocking models in [16] and [13]. If qy = 0, we have
∂tδρ = −ivqδWx − v′W0iqδρ (B.8)
















Now δWy is decoupled and we can simply examine the other two equations. We
look for solutions of the form δρ,δW ∼ es(q)t. An instability exists if <[s(q)] > 0
for any q. When v is constant, the eigenvalue equation reads
s2 + s
[







(γW0 − ivq) = 0 (B.11)
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εc−ε < 0, corresponding to
7
11
εc < ε <
εc. The banding instability takes place as soon as the order-disorder transition
has occurred, but does not extend down to vanishingly small noise, in broad
agreement with the microscopic simulation results, and previous work on the
banding instability.


























where we have defined x = εc−ε. Choosing a particular form for v(ρ), v = v0e−λρ,




















s− = −2x+ ... (B.16)
Writing ε∗ = ε/εc and λ∗ = λρ0, we find that this mode is unstable in the
following regions:
• for 0 < ε∗ < 3
5





< ε∗ < 1 unstable for λ∗ < λ∗L
The first condition shows that for small ε the longintudinal instability can appear
for large enough λ. The second condition shows that for larger ε, when this
instability exists even for λ = 0, it is actually suppressed for large enough λ.
This effect may be visible in the simulations, in the slope of the line separating
phases a and b in Fig. 3.3, but is very subtle.
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Finally, we consider fluctuations perpedicular to the direction of motion (qx =
0). In this case the equations are
∂tδρ = −ivqδWy (B.17)





















We assume the δWx mode relaxes since εc > ε, and neglect it. The remaining


























3ε∗ − 1 (B.21)
Taking v = v0e
−λρ, this condition is
λ∗ > λ∗T =
2
3ε∗ − 1 . (B.22)
If v = v0e
−λρ + v1 for non-zero v1 Eq. B.21 cannot be solved analytically, but for
small enough v1 there will be a finite range of λ values where the instability exists.
This transverse instability should correspond to the ‘lanes’ seen in simulations
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We study the behavior of interacting self-propelled particles, whose self-propulsion speed decreases
with their local density. By combining direct simulations of the microscopic model with an analysis of the
hydrodynamic equations obtained by explicitly coarse graining the model, we show that interactions lead
generically to the formation of a host of patterns, including moving clumps, active lanes, and asters. This
general mechanism could explain many of the patterns seen in recent experiments and simulations.
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Collections of self-propelled (SP) particles provide the
most common realization of active matter, the study of
which constitutes a rapidly growing area of research [1].
Examples of SP particles are bacteria, cells [2], and actin
filaments ‘‘walking’’ on a carpet of immobilized molecular
motors [3].
The term ‘‘active’’ is used to contrast these systems with
their passive counterparts, such as solutions of diffusing
Brownian particles. Active systems exhibit a much richer
physics, in particular having a far greater tendency to form
patterns. For instance, bacterial colonies of E. coli or S.
typhimurium growing in the lab can self-organize into
crystalline or amorphous arrangements of high-density
bacterial clumps [4], while biofilms form even more elabo-
rate patterns such as microbial honeycombs, essentially
hexagonal lattices of low-density voids [5]. Similarly, actin
in high density motility assays [3] organize in moving
spots, stripes, and traveling waves.
What is the mechanism underlying the formation of these
‘‘active patterns?’’ One may expect that, as the underlying
constituents of each system are so different, the answer to
this question should also be system-specific. If we are to
capture all details of a given active pattern, this is indeed
likely to be the case. Yet, a fascinating possibility is that
there may exist some generic origin of many of these
patterns, stemming from a few universal key features of
activity, linked to its inherent nonequilibrium nature. In
some cases, pursuing such minimal descriptions can be
very rewarding. Awell-known example is the hydrodynamic
theory of flocking proposed by Toner and Tu in [6], which
was inspired by the ‘‘agent-based’’ model of Vicsek et al.
[7]. The latter studied the dynamics of an ensemble of SP
particles subjected to aligning interactions, whose ultimate
origin may be hydrodynamic or collision-dominated in the
cases of bacteria and actin filaments, or more complex for
bird flocks or fish schools. Universal features successfully
predicted by generic flocking models are spontaneous mo-
tion [6–8], giant density fluctuations [9,10], and the emer-
gence of complex spatiotemporal active patterns [10,11].
The original Vicsek model considers point particles of
fixed speed and includes no interactions between them
other than a rule that aligns their velocities. Recently, focus
has shifted onto specific models where additional interac-
tions are included, most commonly steric repulsion [12–
18]. Our aim here is to develop a more generic model for
interacting SP particles. Interactions are incorporated in
our model by assuming that the motility of the SP particles
is a decreasing function of their local density [19]. One
may envisage several physical mechanisms responsible for
a decay of the propulsion velocity with density: here we
highlight just two. First, such a slowing down may arise
due to local crowding and steric hindrance, just as in
[13,14,16,17]. An alternative mechanism can be provided
by biochemical signaling such as quorum sensing in bac-
terial colonies, as recently explored theoretically [20] and
experimentally [21]. This second mechanism may lead to
slowdown even in dilute suspensions. Our work describes
the results of simulations of a microscopic SP particles
model with both interactions and alignment rule, the deri-
vation of the corresponding hydrodynamic description of
the model in terms of a density and a polarization field, and
an analysis of the continuum theory. It therefore provides a
direct bridge between microscopic and continuum models,
which allows us to identify universal mechanisms driving
pattern formation in interacting SP particles. As we shall
see, interactions lead to an even larger repertoire of pat-
terns in active particle suspensions than obtained in con-
ventional Vicsek models. These include moving clumps,
lanes, and asters (i.e., inward pointing defects of the po-
larization field with topological charge þ1), and qualita-
tively match the patterns found experimentally, e.g., in [3].
We consider a modified version of the Vicsek model [7],
where N particles in a box of size L2 (hence, with overall
mean density 0 ¼ N=L2) interact via a pairwise aligning
forcing, which simplifies the coarse graining of the micro-
scopic model. In 2D the position ri and direction, identified
by an angle i (or a vector ei), of the ith particle evolve
according to
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where  and  describe strength of alignment and fluctua-
tions respectively, and ~ðtÞ is a Gaussian white noise with
zero mean and unit variance. F controls the alignment
interactions between the spins. For simplicity, we choose
Fð; rÞ ¼ sinðÞ=R2 if jrj< R (hereafter we restrict to
R ¼ 1) and 0 otherwise. This simple choice for F enforces
polar alignment of the SP particles and will allow us to
make progress anaytically, but we expect our results to
extend to far more general forms of polar alignment. In the
v ! 0 limit, our model is an off-lattice analogue of the XY
model for a ferromagnet; hence, we call it the flying XY
model. Last, a density-dependent velocity is introduced in
the model by stipulating that v depends on the number of
particles nwithin a given radius Rn, as vðnÞ¼v0enþv1,
where v0  v1 > 0 are the dilute and crowded limiting
velocities respectively, and  > 0 controls the decay of the
motility decreases with increasing density. Hereafter, we
restrict to Rn ¼ R.
Figure 1(a) shows a representative phase diagram of the
flying XY model in the ð; Þ plane for N ¼ 3000 [22]. For
small , when v is quasiconstant, the phases observed are
the same as those in the literature on flocking models
[7,10]. Namely, at high  we find a disordered, homoge-
neous state [region c in Fig. 1(a)], followed by a polarly
ordered phase with high density stripes [named stripy
phase, b, in Fig. 1(a)] below a critical noise value. For
even lower , we observe a ‘‘fluctuating flocking state’’
(region a) with polar order and large density fluctuations—
this state is close to the one described in Refs. [10,11], and
we do not discuss it further here. All these phases are
expected by analogy with the Vicsek model.
Above a critical value cðÞ, new patterns appear. Due to
the density-dependent motility, the SP particles cluster via
a self-trapping mechanism through which they assemble
and slow down, creating a positive feedback loop akin to
the one in [20]. This process leads to the formation of high-
density clumps which slowly coarsen towards a fully
phase-separated steady state. The Vicsek-like alignment
tendency greatly affects this instability. On one hand, the
critical value cðÞ decreases almost to zero with decreas-
ing . Furthermore, the presence of polar order promoted
by the alignment changes the nature of the clusters. In
Fig. 1(a), we identify at least three distinct patterns, of
which snapshots are shown in Fig. 1(b). When  is small,
rather than structureless dots, the clusters show an orienta-
tional order and move coherently: they form ‘‘moving
clumps’’ [pattern d(i) in Fig. 1]. For low  and large 
the moving clumps merge into bands, or lanes [labelled as
d(ii)]—within these, however, particles move parallel
rather than perpendicular to the band, in contrast with the
 ! 0 stripy phase. Although we cannot rule out that the
lane and moving clump ‘‘phases’’ may merge in the ther-
modynamic limits, they appear as distinct up to the largest
system we simulated, with N ¼ 48 000 [23] [and  as in
Fig. 1(a)]. Lanes are somewhat reminiscent of the
‘‘streaks’’ of actin filaments observed in [3]—it would be
interesting to compare the dynamics of pattern formation
in experiments and simulations to probe how similar the
two really are. Finally, in the disordered, high  phase, the
clusters instead diffuse randomly and are, on average, sta-
tionary. Here, a temporal average of the particle orientation
patterns shows that the clusters are asters (the aster phase is
labeled as e in Fig. 1). However, as discussed in greater
detail below, the orientation in the aster is nonstandard:
particles point towards its center at the core, but they
coherently point outwards in its periphery. We stress that
moving clusters, lanes, and asters are not observed either in
the standard Vicsek model [7,10] or in the simulations of
its standard mean field continuum description [11].
To get a better understanding of the pattern formation
process, we now discuss how to coarse grain the micro-
scopic dynamics (1) to obtain a macroscopic description of
the model. On symmetry grounds, there are two candidates
for the hydrodynamic fields: the conserved particle density
 and the local alignment, or polarization, vector P. Note
that ‘‘hydrodynamic’’ here means slowly varying in space
and time—the dynamics of the underlying fluid is not
included in our modeling. Following Refs. [20,24], we
start with the microscopic Eq. (1) and use Itō calculus to
write down a stochastic dynamical equation for the evolu-
tion of fðr; Þ ¼ PNj¼1 ðr rjÞð jÞ, the micro-
scopic density of particles at position r with angle ,
which reads













 fðr; ÞFð0  ; r r0Þ: (2)
FIG. 1 (color online). (A) Phase diagram in the ð; Þ plane, for
N ¼ 3000, L ¼ 10,  ¼ 0:16, v0 ¼ 2, and v1 ¼ 0:1. Blue filled
circles on the phase boundary correspond to peaks in the variance
of the particle density, while green squares separate states with
zero and nonzero mean orientation. Phases are labeled as per
discussion in the text. Horizontal and vertical red lines indicate
linear instabilities toward clustering and ordering, respectively.
(B) Snapshots of the stripy (b), aster (e), moving clumps [d(i)],
and lane [d(ii)] patterns. The crosses in A correspond to the
snapshots in B. Particles are color coded by direction, with blue
(darker gray) horizontal and red (lighter gray) vertical.




The second term on the left-hand side describes familiar
advection, but with one important difference: the velocity
v appears inside the gradient. This is what leads to the
instabilities responsible for the new patterns in the simu-
lations. The interaction term in Eq. (2) differs from other
models of SP particles where the alignment is explicitly
due to ‘‘collisions,’’ and the interaction strength depends
on v [14,25]. Such cases can be recovered by allowing  to
vary with v. To derive mean-field hydrodynamics equa-
tions for the flying XY model, we first drop the noise term,ffiffiffiffiffiffiffiffi
2f
p
. Following Bertin, Droz, and Gregoire [25], we
Fourier transform Eq. (2) to get equations of motion for
fk 
R
fðr; Þeikd. Using 2fðr; Þ ¼ Pkfkeik













where all sums run from 1 to þ1. In principle, F is
slightly nonlocal in space so that the second term of the
right-hand side of Eq. (3) should retain a spatial integral.
We are, however, interested in the hydrodynamic, large-
scale, description of the system, a limit in which R is very
small and we assume F to be perfectly local [26]. To obtain
mean-field equations for the hydrodynamic variables, we
approximate the mesoscopic density of particles ðx; tÞ by
the angular average of the microscopic one, i.e.,   f0.
This can be justified in dense systems [27–29], where
interactions are averaged over many neighbors. In a similar
fashion, we approximate the x and y component of P by
the real and imaginary part of f1, respectively. By writing
out in full the k ¼ 0 case of Eq. (2), we then find that the
density field obeys the continuity equation
@t ¼ r  ðvWÞ; (4)
whereW  P. To make further progress, we now assume
that we are not too deeply in the ordered phase, so that fðÞ
is to first order approximation homogeneous; hence, higher
Fourier components (fk for k  3) may be neglected.
Following [25], we further assume that f2 is a fast variable,
so that _f2 ’ 0 (this requires   0). After lengthy but
straightforward algebra, we obtain the following equation
for W,




















vWðr WÞ  
8
vðW  rÞW þOðr2Þ: (5)
The second term on the left-hand side of Eq. (5) describes
self-advection of particles and breaks Galilean invariance
[6]. The first two terms on the right-hand side describe the
standard spontaneous symmetry breaking leading to polar
order and flocking for sufficiently small  in the Vicsek
model at  ¼ 0. The third, pressurelike term, 12rðvÞ, is
the most relevant one in our work, as it is responsible for
the clustering instability observed in Fig. 1 when   0.
Higher order terms in r and W have minor effects on
patterns and will be discussed elsewhere. When v is con-
stant, Eq. (5) reduces to that in Ref. [25], albeit with a
different expression for some of the parameters due to
differences in the interaction terms defining the micro-
scopic models [25].
Having written down the mean-field equations of mo-
tion, Eqs. (4) and (5), we can now assess how their pre-
dictions compare with the simulations of the microscopic
model. The continuum theory predicts an order-disorder
transition at c ¼ 120. For  > c there is a stable homo-
geneous disordered state, with  ¼ 0 and W ¼ 0. For
 < c, the equations yield a homogeneous ordered or
flocking state with  ¼ 0 and W ¼ W0x̂, where we
have chosen the x axis along the direction of broken





transition at c does not depend on  and coincides with
that of the equilibrium XY model. The order-disorder
phase boundary predicted by the theory is compared to
its numerical counterpart in Fig. 2(a). We then study
the linear stability of the homogeneous disordered state
at  > c against spatially inhomogeneous fluctuations. It
is straightforward to show that when   0, the homoge-
neous disordered phase becomes unstable for all wave
numbers when vð0Þ þ 0v0ð0Þ< 0. This instability, re-
ferred to as a clustering instability, arises due to the term
 12rðvÞ in the equation for W. The threshold between
FIG. 2 (color online). (a) Phase boundary for the flyingXY model
when  ¼ 0, showing the critical value of  as a function of . Blue
(darker gray) points for v ¼ 2:0, red (lighter gray) for v ¼ 0:5.
Inset: data for v ¼ 2:0 for smaller values of . (b) Phase boundary
for  ¼ 5,  ¼ 0:16. In all cases L ¼ 10 and N ¼ 1000.




homogeneous and clustered phases found numerically at
large  is close to but below the prediction [(Fig. 2(b)].
This is reasonable, as the linear stability can only access
the spinodal line: fluctuations may trigger phase separation
for lower .
To go beyond the simple linear stability analysis of the
homogeneous disordered state, account for the effect of the
nonlinear terms, and, hence, explore the range of patterns
compatible with our hydrodynamics equations, we solved
Eqs. (4) and (5) numerically, by means of a standard finite
difference scheme [23]. In order to enhance the stability of
our algorithm, we included a diffusive term Dr2 on the
right-hand side of Eq. (4). Our numerical results show that
all the five patterns, or phases, observed in the microscopic
simulations (fluctuating flocking state, moving stripes and
lanes, static asters, and moving clumps) can be found
within Eqs. (4) and (5)—Fig. 3 portrays a comparison of
the   0 patterns. Interestingly, the origin of the atypical
asters can be directly read from Eq. (5). In the steady-state,
low gradient, small W approximation, Eq. (5) reduces to
ð=2 ÞW ¼ rðv=2Þ and rðvÞ thus acts as an or-
dering field forW. Along the radius of an aster, the density
increases toward the center, whereas the velocity de-
creases. Their product can thus be nonmonotonic, which
makes W change direction, hence the atypical asters seen
in the microscopic simulations. In the continuum simula-
tions, even though rv can change sign, the presence of
the diffusive terms disallows sharp gradients, and we did
not find parameters for which rv was dominating. We
could, however, end up with both inward-pointing or
outward-pointing asters, corresponding to phases with
high-density clumps (at small , shown in Fig. 3(c) or
low-density voids (at larger , similar to those discussed
in [5], not shown).
We have shown that a density-dependent motility in our
flyingXY model, a close relative of the Vicsekmodel, yields
new patterns in suspensions of SP particles. Such patterns
include moving clumps, lanes, and asters. All these patterns
have experimental counterparts [3–5]. By explicitly linking
the microscopic and coarse-grained mean- field dynamics,
we were able to identify the key ingredients that trigger the
appearance of the new patterns in the ‘‘pressure term’’—
1
2rðvÞ: when this turns negative, new patterns form.
Importantly, the patterns we see are not very sensitive to
the precise form of vðÞ. For instance, steric hindrance
results in velocities that typically decrease linearly with
density [29] and would give similar instabilities.
We close with a comparison with other models featuring
patterns similar to ours. Continuum equations for
microtubule-kinesin solutions leading to aster formation
have been proposed in [30]. These included a phenomeno-
logical term SrðÞ with S > 0, and  the density of
motors bound to microtubules, which is similar to our
term  12rðvÞ. In the  ¼ 0 limit, Refs. [11,25] show
that asters are absent if the prefactors in the nonlinear terms
in the continuum equations are obtained via systematic
coarse-graining (however, they do appear if these prefac-
tors are tuned independently [31]).
Finally, Peruani et al. [17] studied a microscopic lattice
variant of the Vicsek model and also found asters and
moving clumps, dubbed traffic jams and gliders. This is
again naturally explained by our theory, as their origin in
[17] lies in the slowdown of particles due to crowding
jamming, which brings up an effective ‘‘pressure term’’
analogous to that in Eq. (5). A density-dependent motility,
induced either by steric hindrance or by crosslinkers be-
tween actin fibers, may also at the basis of the formation of
similar patterns in the actin-walker experiments in [3].
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Phys. Rev. E 77, 046113 (2008).
[11] S. Mishra, A. Baskaran, and M. Cristina Marchetti, Phys.
Rev. E 81, 061916 (2010).
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We study colonies of nonmotile, rod-shaped bacteria growing on solid substrates. In our model, bacteria
interact purely mechanically, by pushing each other away as they grow, and consume a diffusing nutrient.
We show that mechanical interactions control the velocity and shape of the advancing front, which leads to
features that cannot be captured by established Fisher-Kolmogorov models. In particular, we find that the
velocity depends on the elastic modulus of bacteria or their stickiness to the surface. Interestingly, we
predict that the radius of an incompressible, strictly two-dimensional colony cannot grow linearly in time,
unless it develops branches. Importantly, mechanical interactions can also account for the nonequilibrium
transition between circular and branching colonies, often observed in the lab.
DOI: 10.1103/PhysRevLett.111.168101 PACS numbers: 87.18.Hf, 87.10.e, 87.18.Fx
Active matter, which constantly takes energy from its
environment in order to do work [1], has recently attracted
much interest. Particular examples are collections of cells
such as tissues and suspensions of swimming bacteria
[2–4], and microbial colonies, in which activity is caused
by growth, death, and migration of cells. The combination
of these three factors has been shown to lead to a variety of
interesting and universal patterns [5–8]. For example, bac-
teria such as B. subtilis or E. coli grown on Petri dishes
form patterns ranging from circular, through Eden-like [9],
to diffusion-limited aggregationlike patterns [10]. Such
patterns have been traditionally modelled using a system
of diffusive Fisher-Kolmogorov equations [11,12] which
combinemigration (diffusion of bacteria), bacterial growth,
and nutrient diffusion. This approach, however, does not
accurately represent the growth on surfaces on the micro-
scopic level, where expansion is caused by cells pushing
each other out of the way as they grow, rather than by
migration.
In this Letter, we study the role of mechanical interac-
tions in the growth of dense colonies on solid substrates.
Inspired by recent experiments in microfluidic devices
[13], we study quasi-two-dimensional growth of a colony
of nonmotile single-celled organisms which consume
nutrient in order to grow and divide. We argue—supported
by computer simulations and analytical calculations—that
mechanical interactions between bacterial cells can
account for the emergence of a nonequilibrium transition
between quasi-circular and branched colonies as a function
of the ratio between the nutrient consumption rate and the
growth rate. The strength of mechanical interactions deter-
mines the speed with which the colony expands in space,
with diffusion of the nutrient playing a secondary role. We
also show that the leading edge of the front is very sharp,
and the bacterial density is discontinuous at the front, in
contrast to a smooth, exponential profile predicted by
models based on coupled Fisher equations [8,12]. Our
results are relevant to the growth of biofilms [14–16],
which are ubiquitous in nature and are involved in a




FIG. 1 (color online). (a),(b) Snapshots from the simulation of
N  105 cells, for low (a) and high (b) values of the branching
parameter  (see also, videos in Supplemental Material [19]).
Colors correspond to the local nutrient concentration, see the
color map on the right. Only a thin layer of cells grows appreci-
ably. (c),(d) Growth in a narrow, long strip, for low (c) and high
(d). The frame is comoving with the front. (e) Roughness of the
fronth (blue or dark points) and fraction of space filled by cells,
s (red or light points), as a function of (flat geometry, box width
L ¼ 250 m). Table shows parameter values used; k was in-
creased to 100 in (b) and (d). These are the default parameter
values used in the rest of the Letter unless otherwise stated.
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mechanical interactions may alter the colony morphology,
and the fixation probability of (potentially harmful)
mutants [17,18], understanding their role is of paramount
importance.
We simulate bacteria using two-dimensional Newtonian
dynamics. Cells are modelled as growing spherocylinders
of constant diameter d ¼ 1 m and variable length that
split in half to yield two cells when they reach some critical
length ‘c (usually 4 m). The colony grows on a two-
dimensional flat surface with nutrient concentration cðx; yÞ.
The nutrient diffuses with diffusion constant D. Initially,
c ¼ c0 everywhere, and c is always held constant at the
edges of the simulation box, which is made large enough
that the boundary does not affect the growth. Nutrients are
consumed at a rate kfðcÞ per unit biomass density, where
fðcÞ is a monotonically increasing dimensionless function.
In most simulations, we use aMonod function c=ðchalf þ cÞ
with half-saturation constant chalf . Cells grow (by elonga-
tion) at a rate vgfðcÞ. All parameters and their values are
detailed in the Supplemental Material [19].
The cells interact mechanically. The force between over-
lapping bacteria is assumed to be given by the Hertzian
theory of elastic contact [13,20,21]:F ¼ Ed1=2h3=2whereh
is the overlap and E parametrizes the strength of the inter-
action and is proportional (modulo a dimensionless prefac-
tor) to the elastic modulus of the cells, and the dynamics
is overdamped so that velocity is proportional to force,
v ¼ F= , where  is the friction coefficient.
We start our simulations from either a single initial cell
or a line of cells, and follow the shape of the colony after
many rounds of cell replication, leading to a circular
colony or a horizontal advancing front, respectively.
Figure 1 shows that the morphology of a large colony of
bacteria can be either smooth or branched, depending on
the parameters of the model.
By performing simulations for different parameter sets
we have found that the fate (smooth or branched) of the
colony is determined by a dimensionless ‘‘branching pa-
rameter’’  ¼ ðk0Þ=ðc0Þ, where 0 is the close-packed
cell density, and the other parameters have been defined
previously.
For small values of , the front of the colony remains
smooth throughout the simulation [Figs. 1(a) and 1(c)],
whereas for large values branches develop [Figs. 1(b) and
1(d)]. Note that, as in real colonies [17], the nutrient
becomes depleted within the colony so that only cells in
a thin layer at the front are growing. To pinpoint the
location of the transition, we compute the roughness of
the front [Fig. 1(e)], defined as the mean square deviation
of points on the front from its average position, as in
Ref. [6]. At  ’ 0:9, there is a transition from a flat to a
rough front, whereas at  ’ 1, there is a switch between a
quasicircular front and one with branches, demonstrated
by the filling fraction s falling below 1. This behavior is
similar to that observed in Ref. [6].
This transition between branched and smooth colony
fronts is well known in real colonies [22] and has been
the subject of many theoretical studies [8,12], which usu-
ally attribute it to the interplay between diffusion (migra-
tion) of bacteria and diffusion of the nutrient. In our model,
however, the transition is driven by the uptake of nutrient
by the cells and their growth by mechanical pushing, and is
unaffected by the diffusion rate of the nutrient.
To gain a better understanding of this transition, we
approximate the growing colony as an incompressible
cellular ‘‘fluid’’ [23]. Mass conservation in such a fluid is
described by the equationr  v ¼ fðcðxÞÞ, where v is the
fluid velocity, fðcÞ is the dimensionless nutrient uptake
function, and  is the growth rate of the cellular fluid,
given by  ¼ vg=‘c. Let us begin with a one dimensional
case of a colony advancing from the left and consuming
nutrient, and characterized by a single number x0ðtÞ which
is the position of the front
@tcðx; tÞ ¼ D@2xcðx; tÞ  k0fðcðx; tÞÞðx0  xÞ; (1)




Here D is the nutrient diffusion constant, k the rate of
uptake of nutrient by cells, 0 the cell density (constant
everywhere due to incompressibility), and  is the
Heaviside step function. Because cells do not migrate
and they are tightly packed, the density is either 0 or
zero, and hence, Eq. (2) can be derived from the continuity
equation and the incompressibility condition, assuming
that ðx; tÞ ¼ 0ðx0ðtÞ  xÞ. We also impose boundary
conditions that cð1Þ ¼ 0 and cð1Þ ¼ c0.
We first determine whether Eqs. (1) and (2) admit a
travelling-wave solution cðx; tÞ ¼ ĉðx vtÞ  ĉðzÞ in the
limit t ! 1, where the velocity v of the front is constant.
The resulting equations for ĉðzÞ and v are





For z > 0, the solution to Eq. (3) is given by ĉðzÞ ¼ c0 þ
Aevz=D [as cð1Þ ¼ c0]. For z < 0, we can rearrange the
equation to yield fðĉðzÞÞ ¼ ð1=k0Þ½Dĉ00ðzÞ þ vĉ0ðzÞ,
which, upon insertion into Eq. (4), gives
v ¼ 
k0
½Dĉ0ð0Þ þ vĉð0Þ ¼ c0
k0
v; (5)
where we have integrated by parts, and used the fact that ĉ
vanishes at 1, and that ĉ and ĉ0 must be continuous at
z ¼ 0. Therefore, a solution for v exists only ifc0 ¼ k0
(or  ¼ 1) exactly: we have found that in the incompress-
ible limit the front cannot advance at a constant speed. This
is in contrast to the Fisher framework, where travelling
waves exist for a range of parameters. Numerical solutions




of Eqs. (1) and (2) fully confirm our prediction, showing
exponential growth for < 1 and sublinear growth for
> 1, see Supplemental Material [19]. This is only true
if the growth and the uptake rate on c have the same
functional form, fðcÞ. This is a good approximation for
E. coli and other bacteria with low maintenance costs [24],
but is not true in general [25]. Choosing different depen-
dencies on c for these rates, however, leads to qualitatively
similar conclusions, with constant growth possible in a
narrow window of  close to 1.
The hint from this simplified 1Dmodel is that ¼ 1 is a
critical value that separates different regimes of colony
growth. For > 1, growth is limited by nutrient diffusion,
whereas for < 1 diffusion does not play any role.
However, the front has more freedom in 2D than in 1D—
it can become branched. Since this transition occurs close
to  ¼ 1, it is appealing to conjecture that the branching
transition in Fig. 1 is linked to the switch in growth laws for
incompressible colonies described above.
Second, incompressible theory predicts that growth can-
not be linear, unless ¼ 1 exactly. This is inconsistent with
experimental results: the size of a colony of nonswimming
bacteria growing on stiff agar gels does increase linearly
with time [26]. Moreover, our simulations also lead to a
finite steady state speed. The speed found in simulations
depends on the elasticity E, as can be seen in Fig. 2(a),
suggesting the compressibility of the cells is important.
Generalizing the theory above to compressible cells in
1D, we now need equations for mass and momentum
conservation, as well as the nutrient diffusion equation
@tc ¼ D@2xc kfðcÞ; (6)
@tþ @xðvÞ ¼ fðcÞ; (7)
@xp ¼ v: (8)
The term v describes the friction between the surface
and the cells. The pressure pðÞ is determined by
the force acting between the cells. We take p½ðxÞ ¼
E½1 0=ðxÞ3=2 to be consistent with our simulations,
because the force that acts between two overlapping cells is
then proportional to Ed1=2h3=2, where h ¼ d½1 0=ðxÞ
is the overlap. 0 is the uncompressed density of closely
packed cells.
Although Eqs. (6)–(8) cannot be solved analytically,
numerical solution (see Supplemental Material [19]) shows
that a travelling wave now exists for < 1. The density
profile close to the edge decays according to a power law
towards the uncompressed cell density 0. This is in strik-
ing contrast to Fisher-Kolmogorov waves, which exhibit
exponential density profiles in the wave tip [12]. Many
other properties of the solution to Eqs. (6)–(8) can be
deduced without solving the equations. First, a ‘‘biomass
conservation law’’ from Eqs. (6) and (7) states that one unit
of nutrient biomass makes =k units of bacterial biomass,
and hence the density ð1Þ deep in the colony must be
c0=k. This explains why a travelling wave solution can-
not exist in the incompressible case: unless the cell density
0 equals exactly c0=k it will not match the density of
biomass produced by the nutrient. It also explains why
there is a morphological transition to branched colonies
at  ’ 1: growth of a compact colony is not possible for
> 1 as it would need to have a density less than 0.
Finally, it suggests that if bacteria are restricted to grow as
a monolayer, then, when nutrient is abundant, they will
grow exponentially until intermicrobial forces within the
colony are so large that the bacteria in the middle are
squashed to the appropriate density 0=.
We can estimate the velocity of the travelling wave using
a simple scaling argument. At steady state, the cells are
compressed to the strain   1 , and the pressure
profile has to rise from 0 at the edge of the population to
a maximal value p in the bulk within a boundary layer of
characteristic size . The characteristic length  can be
eliminated by estimating it to be the length by which the
front moves in one generation   v=½fðc0Þ. The bulk
value of the pressure pðÞ is just large enough that the
density of the population is compressed down to the strain
. The elastic constitutive relation pðÞ of the microbial
population fixes the corresponding pressure, with pðÞ ¼
E3=2 in our case of Hertzian contacts between cells. The
pressure p pushes the front population at the speed v
against the friction force v0, where 0 acts as a













where gðÞ ¼ ð1 Þ3=4.
To test the above formula, we performed a fully one-
dimensional version of our simulations described above, as
this removed the effects of branching and was much more
computationally efficient. The results are shown in Fig. 3.





predicted by Eq. (9), and Fig. 3(b) shows that the depen-
dence of v on  is in good agreement with the numerically
and theoretically predicted gðÞ, although the theoretical
(a) (b)
(c)
FIG. 2. Steady state speed of colony growth, v, as a function of
various parameters, for 2D simulations in the quasi-1D geome-
try. (a) and (b) have fits to a square root function. In (b),  is
varied while holding  constant (by inversely varying k).
(c) shows the dependence on  (c0 is varied while keeping other
parameters constant), with a change in behavior around  ¼ 1.




form gðÞ ¼ ð1 Þ3=4 is only accurate for  close to 1.
Figure 2 shows that the square-root dependence onE and
also holds in the 2D case, but the function gðÞ is again
different, and does not go to zero for > 1, due to the
branching. In the SupplementalMaterial [19], we perform a
more rigorous derivation of Eq. (9), showing that it is valid
when the dimensionless parameter G ¼ E=ðD0Þ  1
and is close to 1.We also show thatmechanics-dominated
growth G  1 is relevant for any experimentally feasible
parameters. An interesting feature of this limit is that, since
the dynamics are dominated by mechanics rather than
nutrient diffusion, v does not depend on D.
So far, our findings are relevant to bacteria growing in
monolayers. On agar plates, however, cells are observed to
build up vertically in the colony center [27,28]. To probe
how this affects our results, we simulate a colony growing
in a vertical 2D plane xz (where the z axis is perpendicular
to the substrate) instead of the xy plane from previous
simulation. We also incorporate attractive cell-substrate
interactions, and we model the diffusion in the z < 0
half-plane only, which models the substrate. This situation
is far more computationally efficient than fully 3D simu-
lations (see Supplementary Material [19]), and still allows
us to study the effect of vertical growth. As is apparent
from Fig. 4(a), cells do now escape out of the plane they
start from, due to the force exerted by neighbors. The size
of the colony once again grows linearly in time. However,
it is not compressibility, but the possibility of escape into
the vertical direction, which leads to linear growth.
In fact, if the bulk pressure pðÞ, which builds up in a
strictly two-dimensional setting, is larger than some critical
pressure pc, cells will escape into the z dimension. As a
consequence the pressure profile will saturate at pc in the
bulk of the population. In our scaling argument for the speed
of the front growth, we then have v  f½fðc0Þpc=
ð0Þg1=2. Figures 4(b)–4(e) show that, in contrast to the
2D case, the expansion speed v ffiffiffiffip is now independent
of the consumption rate k, elastic modulus E, and the
diffusion constant D. Note that while the radial growth is
independent of k, the vertical growth will be affected by it.
In conclusion, we have studied the growth of bacterial
colonies where nonmotile microorganisms replicate and
push each other away as they grow. We find a transition
between two different growth regimes, controlled by the
balance between growth and uptake of nutrients. Our
model differs from biofilm simulations [29,30] which
do not explicitly model mechanical forces. We also find
that the functional form of the density profile close to the
bacterial edge qualitatively differs from those predicted
by Fisher-Kolmogorov models, and predict that the speed
at which the front propagates depends only weakly on the
nutrient diffusion rate D, for a wide range of D. Our
predictions should be experimentally testable, especially
in 3D, or directly in 2D using a microfluidic device
restricting cell growth to a single layer. This could be
used to estimate the elastic modulus of the cells through
Eq. (9).
Additionally, our results may be relevant in other situ-
ations involving the growth of cells under limiting condi-
tions, such as animal and cancerous tissues, which similarly
involve a collection of cells proliferating and pushing on
each other as they grow, often with their growth limited by
the diffusion of nutrients.Mechanical interactions are under-
stood to be very important in such systems; in particular,
mechanical pressure has been hypothesized to strongly
affect the growth and apoptosis rates of cells, leading to an
alternative form of growth limitation [31–33]. Simulations
and experiments indicate that this can lead to a steady state
speed of growth [31]. It would be interesting to model this
effect in our framework, and to study its interplay with
nutrient limitation of growth.
We thank R. J. Allen and M.R. Evans for helpful com-
ments on this manuscript. O. H. thanks the Deutsche
Forschungsgemeinschaft (DFG) for financial support
(Grant No. A15, SFB 937). B.W. acknowledges the sup-
port of a Leverhulme Trust Early Career Fellowship.
(a) (b)
FIG. 3 (color online). Dependence of front speed on parame-
ters in the fully 1D simulation. (a) Front speed as a function of
elastic modulus E, with fit to v ¼ A ffiffiffiEp . (b) Transition from
moving to stopped front as a function of , which occurs when
 ¼ 1. gðÞ [defined by Eq. (9)] is plotted against  (by varying
k) for  ¼ 10 (open circles), 20 (triangles), and 30 (closed
circles), showing a good collapse. Here E ¼ 4	 106, D ¼
100. Solid line corresponds to theoretical gðÞ ¼ ð1 Þ3=4,
and red (grey) circles are the numerical solution of Eqs. (6)–(8).
Inset: v as a function of D, showing no dependence.
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FIG. 4 (color online). Quasi-3D colony growth. (a) Snapshot.





(c)–(e) Speed against k, E and D, showing little dependence on
any of these parameters. Parameters not being varied take their
default values (Fig. 1).
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[5] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O. Shochet. Novel Type
of Phase Transition in a System of Self-Driven Particles. Phys. Rev. Lett.,
75(6):1226–1229, 1995.
[6] C. W. Reynolds. Flocks, herds and schools: A distributed behavioral model.
ACM SIGGRAPH Comput. Graph., 21(4):25–34, 1987.
[7] J. Toner and Y. Tu. Flocks, herds, and schools: A quantitative theory of flocking.
Phys. Rev. E, 58(4):4828–4858, 1998.
[8] P. M. Chaikin and T. C. Lubensky. Principles of Condensed Matter Physics.
Cambridge University Press, Cambridge, 1995.
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[35] T. Surrey, L. S. Nédélec, F., and E. Karsenti. Physical properties determining
self-organization of motors and microtubules. Science, 292:1167, 2001.
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