E nvironmental monitoring is a topic of increasing interest, especially concerning the matter of natural hazards prediction. Regarding volcanic unrest, effective methodologies along with innovative and operational tools are needed to monitor, mitigate, and prevent risks related to volcanic hazards. In general, the current approaches for volcanoes monitoring are mainly based on the manual analysis of various parameters, including gas leaps, deformations measurements, and seismic signals analysis. However, due to the large amount of data acquired by in situ sensors for long-term monitoring, manual inspection is no longer a viable option. As in many big data situations, classic machinelearning approaches are now considered to automatize the analysis of years of recorded signals, thereby enabling monitoring on a larger scale.
Introduction
Volcanic unrest monitoring and the evaluation of associated risks are still open and timely issues. Following the U.N. International Strategy for Disaster Reduction recommendations [1] , it is clear that the development of effective methodologies along with innovative and operational tools to mitigate risks related to volcanic unrest (prevention, crisis management, and recovery) is of key importance for society. Volcanoes are mostly monitored through their seismic activities recorded by seismometers. By interpreting recorded seismic events, geoscientists obtain meaningful knowledge on the volcano internal activity. This is done by looking the seismic recordings for signals that can be associated to a specific kind of volcano activity. In terms of data analysis, this results in a pattern recognition (semantic classification) problem in which observed signals are assigned to semantic classes (each associated to a different volcano activity). Operational volcanoes monitoring can range from routine surveillance of volcanic activity to more focused inspections aimed at detecting specific signatures (e.g., associated to precursors of an eruption). This can then be carried out by analyzing on a time lapse the frequency of occurrence, rate, energy level, and source location of the different classes. Volcanoes produce a great variety of seismic signals that are related to the transport of fluids (water, magma, and gas) and their interaction with solid rock. The most recurrent events that can be associated to seismic signals are as follows: ■ Volcano-Tectonic (VT) events are related to brittle failure generated by the response of the rock to stress changes induced by magma movement; VT events are characterized by high-amplitude P-and S-phases and broad spectra up to 15 Hz [2] . ■ Long-Period (LP) events are related to resonance of fluidfilled cracks or conduits induced by pressure transients in the fluid [3] - [5] . They are different from VT events, as they do not show a double couple mechanism [6] , [7] . LP events involve volumetric modes of deformations [8] . ■ Tremors (TR) are denoted by a sustained amplitude lasting from minutes to days and occur over a frequency range of 1-9 Hz [9] . Observations show a large variety of TR duration, amplitude, and frequency contents. On some volcanoes, a TR is created by the superposition of increasingly frequent and regular individual LP events [10] . Eruptions also produce broadband TRs directly associated with sustained explosions (EXPs) [11] and magma degassing. ■ EXP quakes are generated by sudden magma, ash, and gas extrusion. The Ubinas volcano [12] (data for which are used in the section "Example of Automatic Classification of Volcano-Seismic Signals") produces vulcanian EXPs, which are related to fragmentation processes in the conduit as observed on many andesitic volcanoes [13] - [16] .
Other volcano-seismic signals that do not fit this nomenclature are not uncommon but are not necessarily found on all volcanoes (see the section "Example of Automatic Classification of Volcano-Seismic Signals" for more details on classic and less frequent volcano-seismic signals).
With the increasing number of seismic observatories, the greater autonomy of recording stations, and the availability of new sensors, huge databases of volcano-seismic signals are now accessible to the community. Consequently, the processing of volcano-seismic data (i.e., the detection of volcanoseismic events and their classification) registers in the big data context, and manual inspection of those signals is no longer possible [17] . New techniques such as machine-learning methods are taken in consideration, but, despite studies on the subject, a large majority of volcanic observatories still process their data manually, stressing the need for fully operational models. In particular, in most operational situations, the detection stage is semiautomatic, but the classification task remains manual and highly time consuming. Classification is particularly complex and difficult given that there is a great variety of volcano-seismic signatures (classes) at a given volcano and that intraclass properties and characteristics evolve through time (e.g., inactive or eruptive period, from one eruption to another). The number of events for each class can also increase drastically in active phases, making it difficult to distinguish waveforms that can be overlapped. According to the experts and technicians (manually) classifying those signals in volcanic observatories, the classification task is particularly complex and some signals are extremely difficult to analyze. In particular, it is not uncommon that experts change their understanding on the recorded signals over time, making interpreted data evolve.
Machine-learning algorithms have proven to be very efficient in many different applications such as image and speech processing, medical imaging, finance, robotics, or data analytics [18] . This article focuses on machine-learning algorithms and methods in a geophysical context.
Signals representation
The optimal representation of a signal is a lasting issue in signal processing and data analysis: many applications have proven more reliable or effective when using alternative representations of the data with respect to the original space (e.g., temporal domain). These representations are obtained by extracting some characteristics (features) from the data and using these as bases of a new space of representation [18] (i.e., the feature space). Many representation (feature) spaces can be considered, and their choice is related to the data and applications at hand. Typical characteristics of features spaces used for classification tasks are 1) a lower dimension compared to the one of the original space of representation and 2) a greater separability of data belonging to different classes [18] . Here, we review conventional representations used for automatic classification applications, and we propose an adapted representation for volcano-seismic signals that will be tested in the section "Example of Automatic Classification of VolcanoSeismic Signals." bioacoustic [19] - [21] , anthropic [22] , and speech and music [23] , [24] .
A review on the representation of transient signals
Historically, the analysis of volcano-seismic recordings has been carried out on the raw time series [25] - [27] or on some transforms of the recordings including the Fourier transform [25] , the recordings envelope [25] , the autocorrelation function [25] , [28] , [29] , or the wavelet transform [30] . Results are variable in terms of the reported precisions and, in general, with a margin of improvement using such features. References [31] - [33] used classic features from speech processing called Mel frequency cepstral coefficients and transposed them to the frequency range of volcano-seismic signals. Indeed, even if in some aspects volcano-seismic recordings are similar to speech signals, they remain incompatible with speech-dedicated features since their frequency and distribution range are incompatible (see Figure 1 for some examples of volcano-seismic signals). Volcano-seismic signals rarely exceed 15 Hz and do not follow the Mel scale, while the human speech range can be as high as 20 kHz. This feature-extraction process leads to an ordinate representation of the signals in the cepstral domain (frequency of frequency; see the section "Proposed Representation for Volcano-Seismic Signals" for more details). However, results vary significantly from one study to another. The authors of [34] also used low-level coefficients (ordinate representation): linear predictive coding (LPC) coefficients and observed good classification results; however ,they worked on two classes only. LPC coefficients were also used in [35] and [36] along with temporal features describing the amplitude range of the considered signals. One common point of those features is that they are low level and ordered (i.e., features cannot be permuted). Typical learning algorithms do not respond well to ordered representations with a potential impact to the results.
Higher-level features have started to appear in the representation volcano-seismic signals, e.g., in [37] , with six features describing temporal and spectral properties of the signals that lead to very good results. Reference [38] also obtained good results by using six statistical features extracted from the time series, for a three-class classification task. Reference [39] proposed to use more than 30 high-level features resulting from trace or polarization analysis and from spectral parameters, for example. The same features were also used in [40] . Finally, [41] used 40 features extracted from both time and spectral domains.
Some studies consider learning the signals representation from the data set instead of handcrafted features. For example, [42] used dissimilarity representation. However those representations are once again ordinate and therefore lead to limited results on the considered data set. Similarly, [43] used hidden Markov models (HMMs) to represent the signals in a generative embedding space but with limited results.
As a comparison, we also consider some works based on features used for the classification of transient signals from different domains. Generally speaking, features used for wider applications tend to be more numerous and are worth reviewing, since they could be used in other applications including volcano-seismic signal processing. For the automatic classification of transient sonar sounds [22] , consider more Keeping a physical sense associated with data descriptors is a benefit of computing handcrafted features instead of blindly learning them from data.
than 20 features including signal shape descriptors (e.g., rate of attack and decay, temporal occurrence of the main peak), statistical moments (e.g., mean, skewness, and kurtosis), and signal power (e.g., peak power, average and power standard deviation). In bioacoustics, similar features can be used; see, e.g., [19] and [20] for such use to, respectively, distinguish boats from whales and automatically identify bird species. In [21] , descriptors based on entropy were used for frog sounds classification. Similar features are also found to represent music for genres classification, e.g., in [24] , in which entropy, centroid, centroid ratio, bandwidth, and silence ratio were considered. Reference [23] also performed a classification of orchestral instruments representing recordings in terms of their centroid, skewness, kurtosis, or centroid velocity. Most of those features are included in the feature set we propose in the section "Proposed Representation for Volcano-Seismic Signals." Another issue related to signals representation is the feature selection process: How are the best features among a large feature set selected for a given application? This question is of great interest, and several approaches can be used. This topic, however, is out of the scope of this article, and the reader is welcome to consult the literature; see, e.g., some papers related to the feature selection issue for the automatic processing of volcano-seismic data [32] , [39] , [41] , [44] .
Proposed representation for volcano-seismic signals
As previously explained, the automatic classification of volcanoseismic signatures is still an open issue where reliable methods still need to be tested. Real-time operational systems are especially lacking. In this scenario, automatic classification methods take on a fundamental role since they allow ■ a supervised automatic discrimination of signals to be carried out when reference data (e.g., defined by the experts) are available ■ large data sets to be analyzed without human prior knowledge and interpretation over the observed phenomena in an unsupervised approach. The role of features is critical in the automatic analysis (classification in this case) of the data, and we propose a feature set appropriate for transient signals representation, particularly for volcano-seismic signals. The main differences between the state of the art and the feature set we propose is 1) the large set of features we consider (102 features) that allow a thorough and complete description of the signals and 2) the feature extraction process. In particular, we propose to compute the features from three different representation domains of the observations. By doing so, we aim to better underline the complementary properties of signals and eventually give a more complete characterization of the observations. The three representation domains are as follows. x t is useful to gain access to the waveform properties in the original domain of acquisition [45] .
which represents the spectral content of the observation.
■ Cepstral: The cepstral domain was originally used in speech processing. By computing the Fourier transform twice (i.e., the Fourier transform is computed on the frequency representation of a temporal signal), the cepstral domain highlights harmonic properties of a given signal:
6 @ Keeping a physical sense associated with data descriptors is a benefit of computing handcrafted features instead of blindly learning them from data. Such a physical interpretation of features is extremely significant for volcanologists, since some of these features can be directly related to specific characteristics of the physical phenomena in the volcano [47] . The set of features used in this work is listed in Table 1 . We organized , respectively, describe the signal energy and the energy at sample i.
Statistic Features
Feature Definition Reference
Mean skewness
Mean kurtosis Specific values Ratios, min, max, mean, etc. [22] , [46] them in three groups: statistical features, entropy features, and shape descriptors. ■ Statistical features: Statistical features are interesting because of their immediate interpretation regarding the signals' shapes. For instance, standard deviation describes the spread of data around its mean, skewness describes the asymmetry of the signal as a distribution (compared to the Gaussian distribution), and kurtosis is related to the flatness of the distribution. Considering the feature "i of central energy" in the temporal domain, it displays the time around which the signal energy is centered and can be referred to as the time centroid. Computed in the frequency domain, it is related to the fundamental frequency in the case of a periodic signal, and, similarly, if the original observation is harmonic, the feature will describe the harmonic frequency if computed in the cepstral domain. Some of those features are used in [22] and [46] . ■ Entropy: Shannon entropy describes the distribution of the amplitude levels of a given signal. For a periodic signal, amplitude levels would be equally likely and the entropy high. On the contrary, a signal containing a single impulse on a continuous (constant amplitude) signal would have a lower entropy given the fact that the distribution of amplitude levels would be very biased toward the mean amplitude level. Entropy features are used in [21] and [24] . ■ Shape descriptors: Some ratios have a very helpful physical interpretation, e.g., the ratio maximum value over mean value can describe the contrast of a signal: if the ratio is large in time, it means that the waveform is not constant. This can be related to the cause of the event; an EXP, e.g., will lead to a strong peak in the seismic signature, followed by a fast decay in terms of amplitude. In the frequency domain, the maximum over the mean ratio describes the spectral richness of the signature: a white noise would have an unitary ratio, while the ration of a pure sinusoid would be infinite. Finally, the ratio also describes the harmonic content of an observation if computed in the cepstral domain: a harmonic signal has a periodic spectra and, consequently, is represented by a peak in the cepstral domain.
The maximum over mean ratio is then infinite. On the contrary, a nonharmonic observation would have a low ratio. This ratio is thus particularly interesting to describe a signal shape: depending on the computation from the different representation domains, it is related to various physical interpretations of the observation. Sensitivity to outliers is a drawback of the features of this family. Some of those features are used in [22] and [46] .
State of the art in machine-learning techniques for volcano-seismic signals
In this section we give an account on the techniques that have been proposed in the literature for the automatic analysis of volcano-seismic events. In particular, we focus on the two following tasks: 1) detection of relevant volcano-seismic events and 2) their classification into semantic classes. We also review hybrid (HYB) methods that perform both tasks with the same architecture. Regarding detection, it is still done manually in numerous studies [25] , [28] , [30] , [35] , [36] , [39] . Among the automatic detection processes, the short-term average (STA)/long-term average (LTA) method is, by far, the most popular method and was originally presented in [48] and [49] . STA/LTA is widely used in operational contexts and in published works, including [37] and [43] . Detection systems based on the signal kurtosis have also been considered [47] . Optimal filtering has also been used [26] . In all cases, results are satisfactory or promising but need be improved. In particular, they have proven to be efficient for wellseparated events or for some specific volcano-seismic classes. However, to our knowledge, there is no established procedure to detect volcano-seismic events in continuous recordings 1) when numerous signals occur in a short period of time (hundreds per hour), which is the case during an eruption: in this case, signals associated to different events (not necessarily of the same type)
can occur overlapped in time and show very different amplitudes; and 2) for emergent signals, i.e., signals whose amplitude increases and decreases very slowly (TRs in particular). Those signals are difficult to detect because their start and end points are not always clearly detectable, especially when the analysis is carried out on relatively short temporal windows Another issue of volcano-seismic events detection is the high variability in an event's duration: an event can last fewer than 10 s for some (VT) to several days (TR). Furthermore, methods such as STA/LTA need to be manually tuned at each application (setting thresholds, window lengths, etc). Many of those approaches are tested on relatively small data sets (a few hundred or fewer than 100 samples in some cases) or on data sets including only a given class of signals.
Once extracted-manually or by using an automatic detection algorithm-volcano-seismic events need to be organized into one of several classes related to a physical behavior of the volcano. This information is then used to analyze the volcano and predict eruptions. In many observatories, this classification task is still done manually, but the literature offers some studies on the subject. HMMs have been used [30] . Neural networks are also popular, but with very various results [25] , [28] , [29] , [34] - [38] , [50] . Bayesian classifiers were also tested in [42] but with limited results. The SVM algorithm has also been used, for instance, in [35] , [43] , and [50] with excellent results. Their approach is very similar to studies using random forest (RF) as a learning algorithm; see, e.g., [41] . Some studies also tried using unsupervised models, such as [34] with principal component analysis; [27] , [39] , and [50] with self-organizing maps; or [50] with cluster analysis. Results, however, are highly variable.
Finally, a few studies have proposed to develop (in one step) an architecture to process continuous volcano-seismic recording Once extracted-manually, or by using an automatic detection algorithmvolcano-seismic events need to be organized into one of several classes related to a physical behavior of the volcano.
by performing detection and classification. Such an architecture is based on HMM; see, for instance, [31] , [33] , [40] , and [51] . Once again, however, results fluctuate.
Methods proposed in the literature for the automatic classification of volcano-seismic data are engaging but are often limited by either ■ the results, which are promising in many cases but need improving ■ the testing process, which involves very few signals (a few hundred or fewer than 100 samples in some cases) or only a small number of classes compared to the variety of signals produced by the volcano. The main issue of today's state of the art, however, is the lack of operational systems: very few studies mention an applicative context, and only a few have been deployed in volcanic observatories [31] , [39] , [41] .
Example of automatic classification of volcano-seismic signals

Proposed architecture
The proposed architecture is composed of three steps and will be assessed on volcano-seicmic data recorded at the Ubinas volcano in Peru [12] . The data set is detailed in the "Results" section. 1) Preprocessing. Given the amount of data to handle, which is usually very large (six years of continuous recordings in this example), a preprocessing step is typically necessary to standardize the signals. In this work, we standardize the sampling frequency to 100 Hz: since the recording period is very long, some sensors, or their settings, have changed and need to be compensated for. A first step to standardize the data is therefore necessary, and all signals have been resampled to the highest sampling frequency (100 Hz) available in the data set. This preprocessing stage also includes the semiautomatic detection and extraction of volcano-seismic events from the continuous recordings. STA/LTA methods along with manual analysis were used to build a labeled data set of observations of volcano-seismic events: each event was manually associated to a class by experts. In our example, , = thereby forming a labeled data set. This considerable work was done by the staff at the Ubinas observatory. Each observation is then normalized in energy and limited in time. The idea here is to build a classifier based on the observed shapes rather than on their energies, as it is usually the case in the state of the art. Such models would give access to a more precise analysis and prediction of volcanic eruptions and are therefore needed. 2) Features extraction. As reported in the section "Signals Representation," the purpose of extracting features is to represent the data in a space where an automatic decision rule can be established. Features used for this study were presented in the section "Proposed Representation for VolcanoSeismic Signals." Eventually, each observation is represented by a feature vector of dimension 102 that describes the signal in time, frequency, and cepstral domains. For each domain, features are ordered as presented in Table 1 . 3) Classification. Finally, a machine-learning algorithm is used to train a classification model by learning an automatic decision rule. In this work, we propose to use SVMs [52] . The main idea behind SVMs is to build a hyperplane in the feature space, thereby separating the data into classes. The hyperplane is chosen to maximize the margin, which is the distance between the hyperplane and the support vectors (i.e., the samples closest to the hyperplane). Features that are used as input of the model are also displayed in a space of higher dimension (using Gaussian kernel), where the data might become linearly separable. Deciding on which learning algorithm to use should not have a significant impact on results if features have been correctly chosen [18] . The model can then be used to predict the class of unknown observations.
Results
The data on which our models are tested have been recorded in Ubinas, Peru. In this study, six years of recordings are available (including three years of eruption). Six classes of interest have been identified by volcanologists. Among the six classes, some are quite generic for volcano-seismic signals-LP, TR, EXP, and VT-but we also considered classes that are more specific to the Ubinas volcano, such as hybrids (HYB) and tornillo (TOR). HYB have characteristics of both VT and LP events with a high-frequency onset followed by low frequencies. A HYB is defined as an event with characteristics of both shear-failure and resonance [7] . HYB events are typical of andesitic magma and were observed at Mount Redoubt (Alaska, United States), where they were first described [2] . They were also observed at Soufrière Hills volcano, (Montserrat, United Kingdom) [53] , and Mount St. Helens (Washington, United States) [54] . TOR, also called screw events, are related to resonating fluid-filled conduits or cavities. They can be considered as a specific type of LP event with a longduration coda composed of harmonic oscillations. They were observed at Galeras volcano (Colombia) before several eruptions in 1992 and 1993 [55] .
On Ubinas, a total of 109,434 seismic events have been manually labeled into one of those six classes and truncated into chunks of a maximum of 5 min. We would like to underline the uniqueness of this data set in terms of duration of the period of observation and diversity of the activity monitored. All results are presented using an SVM with a radial basis function kernel as the learning algorithm, with parameters C 10 SVM = and . 0 01 c = chosen to optimize the results on a
Alternative approaches to classify known data without any a priori knowledge on classes and detect new classes pose a challenging prospect that would allow the monitoring of a volcano that has previously not been examined.
subset of the data. In this article, we present only the results associated with the SVM algorithm, but the same experiments were conducted with RF with similar results. Next, we detail three experimental scenarios we considered in the analysis.
First result: Performance evaluation
To validate the methodology and estimate results that can be expected by the proposed method, we perform cross validation (the process illustrated in Figure 2 ). For each class, i training is done to have enough data for representing each class but also limited to 800 observations, since in some classes the number of samples is more limited. The process is repeated 50 times to obtain statistically stable results. The numerical results reported in the following correspond to the mean values over the 50 runs. To consider a coherent number of observations per class, cross validation is performed on one year of data for the most abundant classes (LP and TR) and on the observations of the whole data set for the less represented classes: in total, 70,856 volcano-seismic events are considered for this first experiment.
Using this configuration, our model reaches 92.2% of overall accuracy. The confusion matrix is reported in Table 2 , in which a column displays the number of correct and wrong predictions for a given class , c with . c C 1 # # Two main sources of error are detected from this analysis: first, LP have an accuracy of 92.3%, but are mistaken with TR in most of the errors. This can be explained by the similarity in the frequency content of both events but also by the original data set, in which some VT and TR are overlapped. The second main source of error comes from HYB being mistaken for LP and VT: this is explained by the physical nature of HYB signals, which is a class of signals with characteristics similar to both VT and LP signals. It is relevant to notice that mistakes made by the model have a physical explanation: the automatic analysis conducted by the model we propose matches the reasoning made by the experts while performing the manual labeling.
An additional analysis was carried out for evaluating the influence of the considered features. The results show that mean accuracy is systematically lower if using features Step 3: Learning
Step 4 . . . extracted from only one of the three domains of representation: 86.1%, 83.0%, and 79.4% for temporal, spectral, or cepstral features, respectively. The choice of features describing the signal general shape in various domains is, therefore, well-founded.
Second result: Data evolution
Depending on the volcanic activity and the volcano structure which could significantly evolve with time, observations within the same class can have a significant variability and change over time. To estimate this evolution, we propose to train a model on the first 800 observations of each class (fewer, if 800 are not available) and to test it on the six years of recordings where the mean accuracy reaches 59.7%. More specifically, we propose to study the evolution of the dominant class: LP, with 95,094 events. We point out that the first 800 LP observations are recorded in few days only (June 2006). LP mean accuracy is 61%, and its evolution with time is presented in Figure 3 . This plot is interesting: we can see a clear change in the trend around May-June 2007, which can be related to a change in the observations compared to the samples used for training. The accuracy drops from more than 95% in average to less than 10%. A drop in the number of LP can be also noticed after August 2007.
After communicating those results to the experts in charge of the Ubinas monitoring (from Instituto Geofísico del Perú, Arequipa), they analyzed the data set to interpret the drop in accuracy. This additional work reveals significant changes in the data set labels, mostly due to the a posteriori analysis of signals and the current better understanding of the volcano-seismic signatures by the experts with respect to 2007. First, the number of LP events in the new classification system is ten times fewer than in the original data set (from several hundreds per week to several dozen only). Second, many observations originally labeled as LP are now considered to be VT events after May 2007. This result is of capital importance, since it shows that the system we propose was able to detect dissimilarities between signals and incongruence in the manual labeling. Regarding the physical interpretation, LP come from superficial sources while VT are emitted by much deeper sources. The seismic activity therefore becomes deeper from the end of May, with the increase in VT probably meaning a recharge of the system in depth, which leads to a new volcanic phase of activity. Figure 3 is a proof of change starting in May 2007, with a physical reason such as a volcanic phase leading to a change in the Ubinas structure and/or an internal activity.
Third result: Continuous analysis
To work with continuous analysis on the six years of recordings, we propose to build an evolving model where a new classifier is trained each month. This kind of specification is very important because it can be seen as a real-time analysis. To reach this analysis, we propose to train the models with a maximum of 800 past observations for each class. For very frequent classes such as LP, only a few days are necessary to gather 800 observations: new observations are therefore considered for each newly trained model. For less frequent classes such as TR, few months are needed to gather the 800 observations: the first models will be then trained on fewer than 800 examples, but once this limit is reached, only the 800 most recent observations will be used for training. Finally, for very sporadic classes such as HYB, the whole data set does not contain 800 observations; therefore, each monthly model will be trained on the available observations. For the first months, the number of observations can be very low ( ). 10 # Global accuracy for this configuration reaches 80.3% of correct classification. The evolution of accuracy over the six years of recordings can be seen in Figure 4 . It is interesting to interpret the performance decay compared with crossvalidation results: first, and seen in the section "Result: Data Evolution," observations within a same class do evolve with time. By using a newly trained model every month, we manage to follow and learn the evolutions of the classes. Global performances are indeed much higher in this configuration than in the previous one. However, the evolution of the observations is still visible with sudden accuracy drops in the plot: for example, in September 2007, the accuracy drops from 95% to 38% and increases again to 98% in October. With the sudden change in the signals' shapes, observations from September are predicted with a model trained on data that are no longer representative of the class. As soon as the model has been updated (in October), however, accuracy increases again. This phenomenon is observed over the six years and is notably visible between stable phases in the volcanic activity. Second, sporadic classes such as HYB present a difficulty since very few observations are available (only six for the first model, including this class): accuracy levels are then notably low (see Figure 5 ). With an increasing number of observations used in training, however (blue plot displaying cumulative number of observations), the accuracy level steadily increases to very good performances (100% in November 2011).
Conclusions
We Time volcanic observatories. Semisupervised learning methods can be considered, and some studies have used HMM for this purpose [40] . The use of several sensors and of hierarchical models could also be considered to improve the robustness of the detection and classification results. Finally, alternative approaches to classify known data without any a priori knowledge on classes and detect new classes pose a challenging prospect that would allow the monitoring of a volcano that has previously not been examined. The use of unsupervised learning methods can thus be considered.
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