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To sailors of the Big Lakes. 
 
Lake Huron rolls, Superior Sings 
In the ruins of her ice water mansion. 
Old Michigan steams like a young man’s dreams, 
The islands and bays are for sportsmen. 
 
And farther below Lake Ontario 
Takes in what Lake Erie can send her 
And the iron boats go as the mariners all know 
With the gales of November remembered. 
Gordon Lightfoot, The wreck of the Edmund Fitzgerald 
 
xxii 
Terms, Abbreviations, Nomenclature, and Symbols 
A: amplitude, 46 An: nth residue of a system, 88 Apoly: area of polygon, 111 Asegment: area of segment of circle, 111 
ACTUP: acoustic toolbox user-interface and post-processor, 52 
AVS: acoustic vector sensor, 95 
Bellhop: ray tracing acoustic simulation, 52 c: speed of sound (air), 14 c(r, z): sound speed profile, 50 c0: nominal sound speed, 63 ceff(z): effective sound speed, 63 cf: flexural wave speed, 80 cI: ice sound speed (compressional), 89 cp: compressional wave speed in a plate, 79 cR: Rayleigh wave speed, 80 cs: shear wave speed, 79 cw: water sound speed, 89 
COH: coherence, 17 
CORS: continuously operating reference stations, 115 
CTD: conductivity, temperature, and depth (probe), 16 d: environment depth, 46; sensor spacing in an array, 96 D: flexural rigidity, 18; upper boundary of the depth dimension, 47 DS: source depth, 123 DVS: vector sensor depth, 104 
dB: decibel, 25 
DOA: direction of arrival, 95 E: elastic modulus, 18; error function, 109 f: frequency in cycles per second (Hz), 18 F: force, 80, 99 fn: natural frequency (Hz), 88 Fs: sample rate, 107 
FFP: fast field program, 45 
FFT: fast Fourier transform, 16 
FHT: fast Hadamard transform, 38 
FRF: frequency response function, 6 g: gravitational field sensor vector, 103; wavenumber kernel, 48 G: shear modulus, 79 Gxx: Auto-power spectrum of x, 16 Gyx: Cross-power spectrum between x and y, 16 
xxiii 
GPS: global positioning system, 7 
GUI: graphical user interface, 51 h: sensor height for measuring wind speed, 63 H01: zeroth order Hankel function of the first kind, 47 hr: receiver height, 110 hs: source height, 110 I: acoustic intensity, 98 Ia: active intensity, 100 Imn: intensity between microphones m and n, 105 Ir: reactive intensity, 100; sound intensity at the receiver, 35 Is: sound intensity at the source, 35 
IMU: inertial measurement unit, 115 
IRF: impulse response function, 38 
j: imaginary unit, 104 J0: zeroth-order Bessel function, 48 k: wavenumber, 45 
Kracken: normal modes acoustic simulation, 52 
KRC: Keweenaw research center, 114 
L: ice thickness, 18; length of pseudo-random signal, 38; plate thickness, 80 
LA: localization area, 154 m: magnetic field sensor vector, 103; number of modes of a system, 88 M: modal mass, 89; number of sensors in an array, 96 
MDOT: Michigan department of transportation, 115 
MLS: maximal length sequence, 37 
MSD: moving standard deviation, 108 N: blocksize (ie. number of samples), 107 n(r, z): index of refraction, 50 nac: magnetic north rotational vector, 103 
NAH: near-field acoustic holography, 95 
NI: national instruments, 7 
NM: normal modes, 45 nΔf: number of frequency lines, 108 p: acoustic pressure, 47, 86, 98 P: phase, 46 pa: pressure-particle acceleration, 95 
PE: parabolic equation, 45 pp: pressure-pressure, 95 
PSD: power spectral density, 11 pu: pressure-particle velocity, 95 
PVC: polyvinal chloride, 76 Q: volume velocity, 110 QfixedT : vector sensor transformation matrix, 103 r: range dimension, 45 R: radius of vehicle path around AVS site, 149; specific gas constant, 13 
xxiv 
RGPS: ground truth range from source to receiver from GPS, 109 RVS: range from source to receiver determined by vector sensor, 104 
RAM: parabolic equation acoustic simulation, 52 
RL: reflection loss, 36 
RT: ray tracing, 45 
RTK: real-time kinematic, 115 Sx: linear spectra of x, 16 
Scooter: fast field program and Green's function acoustic simulation, 52 
SL: Sturm-Liouville, 47 
SLA: square root of localization area, 154 
SNR: signal to noise ratio, 7 
SONAR: sound navigation and ranging, 95 
SPL: sound pressure level, 10 t: time variable, 45 T: block time interval, 107 Tk: temperature in Kelvin, 13 
TL: transmission loss, 35 TLAA: atmospheric transmission loss, 25 TLAIW: air-ice-water transmission loss, 26 TLUW: underwater transmission loss, 24 u: general function of x and y, 49; particle velocity, 98 uac: upward rotational vector, 103 ui: particle velocity of ice, 80 
ULA: uniform linear array, 96 
UTC: coordinated universal time, 112 
UTV: utility task vehicle, 115 uu: particle velocity - particle velocity, 95 v: linear vehicle speed, 149 Vb: volume of brine in ice, 18 vp: compressional wave velocity, 18 Vw: wind velocity, 63 W: mechanical work, 99; sound power, 22 wac: magnetic west rotational vector, 103 z: depth dimension, 45; thickness dimension of ice, 86 Z: acoustic impedance, 86 
α: absorption coefficient, 27; cross-sectional area, 46 
γ: air coupled flexural wave dimensionless parameter, 22; ratio of specific heats, 13 
Δf: frequency resolution, 107 
ΔLAT: difference in latitude between source and receiver, 108 
ΔLON: difference in longitude between source and receiver, 109 
δS: differential area of fluid, 99 
Δt: time between samples, 107 
Δϕ: phase difference, 102 
ζ: damping ratio, 89 
xxv 
θ̇: angular speed of vehicle around AVS site, 149 
θ�: mean direction of arrival, 107 
θGPS: ground truth azimuth direction of arrival from GPS, 109 
θi: incident angle, 110 
θr: reflected angle, 110 
θVS: direction of arrival or azimuth of vector sensor, 104 
λ: wavelength, 45 
Λ: seperation constant, 47 
Λm: eigenvalue, 47 
λn: nth pole of a system, 88 
ν: Poisson's ratio, 18 
ρ: density, 18 
ρI: ice density, 89 
ρw: water density, 89 
σ: standard deviation, 129, 154 
σ(θ): standard deviation of direction of arrival, 107 
σc: standard deviation cutoff, 108 
Φ: function of spatial and time dimensions, 45 
ϕ: function of spatial variables in helmholtz equation, 45 
ϕB: bottom reflection grazing angle, 41 
ΦGPS: ground truth elevation direction of arrival from GPS, 109 
ϕI: ice reflection grazing angle, 41 
ϕp: phase of acoustic pressure, 100 
ϕu: phase of acoustic particle velocity, 100 
ΦVS: elevation direction of arrival of vector sensor, 104 
ψ: function of depth and range in Helmholtz equation, 50 
ψB: with of array spatial filter response, 96 
ψl
m: field variable at a given point (m,l), 50 
Ψm(z): eigenfunction, 47 
ω: circular frequency (rad/s), 80 
ωd: damped natural frequency (rad/s), 89 
ωn: natural frequency (rad/s), 89 
 
xxvi 
Abstract 
The Arctic environment has undergone significant change in recent years.  Multi-year ice 
is no longer prevalent in the Arctic. Instead, Arctic ice melts during summer months and 
re-freezes each winter.  First-year ice, in comparison to multi-year ice, is different in 
terms of its acoustic properties. Therefore, acoustic propagation models of the Arctic may 
no longer be valid.  The open water in the Arctic for longer time periods during the year 
invites anthropogenic traffic such as civilian tourism, industrial shipping, natural resource 
exploration, and military exercises. It is important to understand sound propagation in the 
first-year ice environment, especially in near-shore and shallow-water regions, where 
anthropogenic sources may be prevalent. It is also important to understand how to detect, 
identify, and track the anthropogenic sources in these environments in the absence of 
large acoustic sensory arrays.  
The goals of this dissertation are twofold: 1) Provide experimental transmission loss (TL) 
data for the Arctic environment as it now exists, that it may be used to validate new 
propagation models, and 2) Develop improved understanding of acoustic vector sensor 
(AVS) performance in real-world applications such as the first-year Arctic environment.   
Underwater and atmospheric acoustic TL have been measured in the Arctic environment.  
Ray tracing and parabolic equation simulations have been used for comparison to the TL 
data. Generally, good agreement is observed between the experimental data and 
simulations, with some discrepancies.  These discrepancies may be eliminated in the 
future with the development of improved models.   
Experiments have been conducted with underwater pa and atmospheric pp AVS to track 
mechanical noise sources in real-world environments with various frequency content and 
signal to noise ratio (SNR).  A moving standard deviation (MSD) processing routine has 
been developed for use with AVS.  The MSD processing routine is shown to be superior 
to direct integration or averaging of intensity spectra for direction of arrival (DOA) 
estimation.  DOA error has been shown to be dependent on ground-reflected paths for pp 
AVS with analytical models.  Underwater AVS have been shown to be feasible to track 
on-ice sources and atmospheric AVS have been shown feasible to track ground vehicle 
sources.  
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1 Introduction 
1.1 Motivation of Research 
In recent years, primarily the last two decades, the ice in the Arctic is thinning and 
melting altogether during the summer months. This leads to ice which re-forms during 
each new winter season; i.e. first-year ice. This is contrary to the multi-year ice 
environment which has dominated the Arctic for the past several centuries.  In January 
1984, roughly 30% of the Arctic ice was first-year ice, 40% of the ice was between 2 to 4 
years in age, and 30% of the ice was greater than 4 years old1.  By comparison, in 
January 2015, greater than 60% of the ice makeup was first-year ice, 35% of the ice was 
between 2 to 4 years old, and less than 5% of the ice was greater than 4 years old1 (See 
Figure 1.1 and Figure 1.2).   
First-year ice is very different in terms of its acoustic properties when compared to multi-
year ice. The first-year ice tends to create complex acoustic environments in the near-
shore zones of the Arctic due to ice ridging.  Acoustic propagation is not well understood 
in this environment.  Additionally, the increasing absence of ice during the summer 
months and the reduction of ice in the spring, fall, and winter is inviting for human 
exploration, shipping, tourism, military exercises, and other anthropogenic activities.   
In this relatively new Arctic environment, it is of interest: 1) to understand how sound 
propagates and decays throughout the environment; and 2) to understand how to 
acoustically detect and track anthropogenic sources in the air, on the ice, and underwater 
using small sensor packages.  
These interests are important because they directly influence military defense capabilities 
in the Arctic realm.  Having sensor packages which are capable to detect and track 
sources allows for greater awareness, strategic planning, and responsiveness.  Typically, 
the sensor technology which provide these capabilities consist of large sensor arrays and 
require intensive data processing.  Reduction of numbers of sensors and miniaturization 
of sensor packages will allow for improved rapid deployment and versatility for 
applications in the near-shore Arctic. Additionally, knowledge regarding propagation and 
decay of acoustic energy throughout the environment is necessary to understand how 
relative position between source and sensor effect detection accuracy. 
This dissertation will focus on providing data and analysis which will advance the 
knowledge with regard to these research interests. Sound propagation data for the first-
year Arctic environment will be reported and compared to current propagation models. 
Tracking and localization experiments will be carried out using small acoustic sensor 
packages with realistic acoustic sources.  
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Figure 1.1 Quantity and age of ice in the Arctic ocean in January 1984. Courtesy: NASA’s 
Scientific Visualization Studio1 
 
 
Figure 1.2 Quantity and age of ice in the Arctic ocean in January 2015. Courtesy: NASA’s 
Scientific Visualization Studio1 
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1.2 Explanation of Chapters 
Chapter 2 is a reproduction of a Journal of the Acoustical Society of America publication 
titled Multi-Modal and Short-Range Transmission Loss in Thin, Ice-Covered, Near-Shore 
Arctic Waters2.  This chapter describes acoustic propagation experiments which were 
carried out during April 2016 in Barrow, Alaska in the first-year, near-shore Arctic ice 
zone.  The collected data are presented and analyzed in terms of transmission loss and 
frequency response functions.  Due to inclement weather conditions in Barrow during the 
designated test period, the number of days allowed for data collection were cut short and 
the amount of data collected was far less than originally anticipated.  Additionally, 
information regarding the bottom type, bathymetry, and temporal wind speed at the test 
area were not able to be collected. Therefore, the collected data lacked spatial resolution 
and it was not possible to compare the collected data to TL simulations based on 
environmental factors. Follow-up experimentation was necessary to further understand 
the acoustic characteristics in this environment.  
Chapter 3 describes follow-up experiments conducted in February 2018 in Michigan’s 
Keweenaw Waterway, which is part of Lake Superior.  Lake Superior provides a near-
shore Arctic-like surrogate environment during the winter months, encompassing similar 
ice thickness, environmental temperatures and wind speeds, water depths, and sound 
speed profiles.  The caveat being that Lake Superior is entirely freshwater and therefore 
salinity effects on acoustic propagation cannot be analyzed.   
Section 3.3 reports the underwater and atmospheric TL data collected in Lake Superior.  
The TL data are compared to ray tracing and parabolic equation simulations based on 
measured environmental parameters such as wind speed, air temperature, bathymetry, 
reflection loss, and sound speed profiles.  Reflection loss of the bottom and under-ice 
surface are shown to have significant influence on the measured TL.  The measurement 
of reflection loss using a maximal length sequence (pseudorandom signal) is described in 
section 3.3.1. The simulation techniques used for TL comparison are described in section 
3.3.2.   
Section 3.4 investigates the effects of ice boreholes on the transmission of acoustic 
energy between the air and the water. This effect is of interest for sensor packages which 
are deployed through the ice layer. In such cases, the transmission of acoustic energy 
directly between the air and the water is shown to be a negligible factor for sensor 
accuracy.  
Section 3.5 investigates the through-thickness resonance in the ice layer in response to 
impacts on the ice surface.  In this section, the elastic properties and sound speeds of the 
ice layer are determined experimentally.  It is shown that knowledge of the acoustic 
impedance of the ice and water allows for estimation of the ice thickness using dynamic 
mobility measurements. This insight is useful for rapidly deployed sensor packages in 
which ice thickness must be determined in situ.  
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Chapter 4 describes acoustic tracking experiments utilizing acoustic vector sensors 
(AVS) of two types; underwater pressure – particle acceleration (pa) and atmospheric 
pressure – pressure (pp).  AVS were chosen for study due to their compact size and 
ability to provide direction or arrival (DOA) estimation with few quantities of sensors. 
The data from the AVS experiments are presented and analyzed in this chapter. 
Often, the sources which must be sensed in real-world practical applications – especially 
in Arctic environments – are non-stationary and emit complex frequency content with 
various source amplitude in noisy environments.  The sources considered in this chapter 
are specifically selected with respect to these difficult tracking conditions.  
Sections 4.3.1 and 4.4.1 describe experiments in which underwater pa AVS were 
deployed through the ice during testing in Barrow, AK.  Data were collected to track a 
snowmobile traveling on the ice.  Sections 4.3.2 and 4.4.2 describe atmospheric pp AVS 
experiments which were conducted at the Keweenaw Research Center during August 
2018 in Calumet, MI.  Data were collected to track a ground-based utility vehicle.   
A spectral moving standard deviation (MSD) processing routine is developed (Section 
4.2.6) to provide improved DOA estimation for these practical tracking applications.  In 
section 4.4.2.3, the MSD processing routine is shown to be superior to traditional 
integration (or averaging) over the entire frequency band.   
Section 4.2.8 describes an analytical simulation for pp AVS.  The results of the 
simulation are compared to the AVS experimental data in sections 4.4.2.4 and 4.4.2.5 in 
terms of DOA error.  The pp AVS error is shown to be influenced by the ground-
reflected path between the acoustic source and the AVS.  
Combining the DOA estimation from multiple sites is shown to provide localization 
estimation in sections 4.2.9, 4.4.1.4, and 4.4.2.6.  Underwater pa AVS are shown to be 
feasible for DOA estimation and localization of on-ice acoustic sources.  Atmospheric pp 
AVS are shown to be feasible for DOA estimation and localization of ground-based 
acoustic sources.  
 
5 
2 Multi-Modal and Short-Range Transmission Loss in 
Thin, Ice-Covered, Near-Shore Arctic Waters 
2.1 Introduction 
In the past century, there has been a great deal of research conducted regarding acoustic 
propagation in multilayered media such as air, ice, and water.  In floating ice sheets, the 
theory of wave propagation is well developed3-12 and has been corroborated by several 
experiments13-20.  With the exception of a few studies 12, 17, the majority of this research 
focuses on low frequency (approximately less than 100 Hz) propagation over long-ranges 
(generally greater than 1 km). 
It is well known that the global climate change is affecting the Arctic ice layers21-24.  In 
general, the ice layer formations are much different than those which were studied in 
early acoustic experiments.  The majority of multi-year pack ice, which has been 
extensively studied, is now melting between seasons giving rise to an increase of 
annually formed first-year ice21, 22.  The shore-fast ice sheet has previously been 
composed of multi-year ice that travels to shore on currents and gets trapped in the first 
year ice.  Due to the overwhelming loss of multi-year ice in the Arctic as a whole, the 
near-shore environment is now composed of predominantly first-year ice.  First-year, 
shore-fast ice is thinner, more saline, and of different density and strength than multi-year 
ice25 and is deserving of specific study into its acoustic properties.   
In addition, this changing Arctic environment warrants new investigation into the 
acoustic detection, identification, and tracking of anthropogenic sources.  Because there 
is less ice in the Arctic environment for longer time periods during the year, there is 
expected to be increased near-shore anthropogenic activity 24, 26-28.  This activity may 
come in the form of Arctic shipping through the Northwest Passage, natural resource 
exploration, and tourism.  It is of interest to determine the location and type of these 
anthropogenic sources.  Sensing of sources in the first-year shore-fast ice environment is 
non-trivial due to ice ridging and ever-changing ice movements.  Furthermore, first-year, 
near-shore ice is not well understood in terms of acoustic properties.  Therefore, new data 
are required to understand the acoustic transmission paths in the first-year, near-shore ice 
environment and to validate algorithms for detection, identification, and tracking of 
anthropogenic sources in shallow water (less than 50 m) with thin, irregular ice sheets. 
Typically, acoustic transmission loss (TL) data have been measured using arrays of 
geophones on the ice surface, arrays of hydrophones underwater, or microphones in the 
air.  Sometimes combinations of either geophones and hydrophones, or geophones and 
microphones have been used to better understand acoustic propagation14, 15.  However, 
the combination of all three sensor modalities is uncommon.  Combining a small number 
of sensors of all three modalities may enhance source detection, identification, and 
tracking using lower cost sensor nodes.  For this reason, this study investigates the 
simultaneous acquisition of data from all three sensing modalities. 
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Early experiments often excited layered media with explosives 3, 4, 14, 17, 19.  This 
excitation method is now less common due to environmental regulation on explosive 
acoustic sources 29.  Due to these regulations, new excitation methods are necessary.  
Recent techniques for ice excitation include freezing a wooden or steel post into the ice 
and hitting the post with a sledgehammer 18, 30.  For underwater excitation, lightbulbs, or 
other crushable containers, have been placed at depth and imploded to create an acoustic 
source 29, 30.  While some studies take care to control the source excitation levels in some 
manner 12, 30, source levels have not been systematically quantified or measured.   
This set of experiments is conducted in Arctic environments regarding the multimodal, 
short range, and shallow water response to calibrated and measured sources.  In the 
industrial noise and vibration field, a common method for determining acoustic path 
characteristics in response to a known source level is the calculation of Frequency 
Response Functions (FRFs) 31-33.  The FRF is a spectral frequency domain ratio of a 
response measurement to a source measurement.  This method is not commonly used in 
the seismo-acoustic or Arctic-acoustic fields.  In this chapter, FRFs are used to quantify 
the multipath characteristics in the Arctic environment.  Using FRF calculations, spectral 
frequency domain ratios are determined between microphone, geophone, and hydrophone 
responses to various measured source inputs, namely, a small propane cannon, an 
instrumented impact hammer, and an underwater speaker.  
The primary focus of this chapter is the data which were collected in Barrow, AK, in 
April 2016.  The data are analyzed in terms of temporal propagation, TL, and FRFs over 
short ranges in the first-year ice, near-shore Arctic environment. 
2.2 Experimental Methods 
Acoustic propagation measurements were recorded during April 8-15, 2016.  All 
measurements were conducted approximately 2 km offshore of Barrow, Alaska, on first-
year, shore-fast ice that was between 1.05 – 1.15 m thick at the test sites.  Water depth 
below the ice was 8-12 m deep.  A total of 6 sites were identified: three were used to 
collect data and three were used for acoustic excitation into the air, ice, or water.  Sites 1, 
2, and 3 were receiver locations and sites 4, 5, and 6 were source locations (Figure 2.1).  
Acoustic propagation distances between source and receiver sites are seen in Table 2.1. 
The sea ice conditions varied significantly throughout the test area (Figure 2.2).  At the 
cluster of sites 1, 4, and 5, the ice was relatively flat, without any large ridges.  At the 
cluster of sites 2, 3, and 6, the ice was also flat but was surrounded on all sides by large 
ice ridges.  The largest of these ridges was near site 3 and was approximately 5 m high.  
It was suspected that some of the large ice ridges may have been bottom-fast because the 
water was only 8-12 m deep at all sites, however, this was not confirmed.  The space 
between the two site clusters was moderately covered with smaller ice ridges 2-3 m high.  
Test sites were chosen where there was flat ice to facilitate deployment of equipment and 
where they were sufficiently close to shore to commute via snowmobile on a daily basis.  
Ice ridges were avoided as much as possible; however, large open areas of ice, without 
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ridges, were sparse in the shore-fast environment.  The rugged ice conditions made it 
difficult to locate reasonable test locations and limited the number of test locations that 
could effectively be measured.  In addition, the weather during the test window limited 
the data gathering to 3 days (April 9, 12, and 13) out of the 8-day window.  Although this 
is expected for testing in the harsh environment of the Arctic, it severely limited the 
collected data set spatially and only priority locations were able to be collected. 
 
Table 2.1 Distance between source and receiver sites in meters. 
 
 
Receiver sites 
Site 1 Site 2 Site 3 
Source Sites Site 4 50.3 929.9 743.2 
Site 5 164.3 1034.7 853.2 
Site 6 703.5 117.5 105.3 
Generally speaking, each experiment measured the acoustic path characteristics between 
source sites and receiver sites.  Each experiment used either a propane cannon, 
instrumented force hammer, or underwater speaker to create an acoustic excitation of the 
environment.  The excitation level of the source was quantified at the source location by a 
microphone in the air, geophone on the ice, and a hydrophone underwater.  The receiver 
sites measured the acoustic responses down range with microphones, hydrophones, and 
geophones.  The variation in distances between source and receiver sites facilitated 
estimation of TL as a function of distance.  In addition, spectral analysis of the drive 
point (source and receiver co-located) transducers allowed for calculations of FRFs.  It 
was the intent to characterize the TL and FRFs between all source-receiver combinations.  
However, in the case of a few source-receiver combinations, there was not sufficient 
signal to noise ratio (SNR) to allow for analysis.   
At source sites, data were collected with a headless, 4-slot, National Instruments (NI) 
cRIO-9024.  The data acquisition modules used were NI-9234, NI-9269, NI-9467, and 
NI-9344.  These modules were used for acoustic data collection, signal output (as 
necessary), GPS location and timing signal acquisition, and system control, respectively.  
At receiver sites, data were collected with a 4-slot, cRIO-9031.  Three NI-9234 modules 
were used to collect acoustic data and one NI-9467 module was used for GPS location 
and timing signal acquisition.  All acoustic data were sampled at 51200 Hz in blocks of 
120 seconds (in subsequent sections, each 120-second data collect is referred to as one 
experiment).  GPS time and position data were sampled once at the beginning of every 
data collection.  Source and receiver data collections were time synchronized in post-
processing via GPS timing signals. 
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Figure 2.1 Site layout approximately 2 km off the coast of Barrow, AK. 
 
Figure 2.2 Shore-fast sea ice conditions near the test sites: (A) Site 1 looking seaward.  (B)  
Photograph from cluster of sites 2, 3, and 6 looking east towards sites 1, 4, and 5.  (C) Large ice 
ridge near site 3.  (D) Scale of large ice ridges compared to a person. Large ice ridges were 
approximately 5 m high. (E) Site 2 looking towards site 3. 
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2.2.1 Sources 
Three types of acoustic sources were used to excite the air, ice, or water for various 
experiments (Figure 2.3).  The acoustic responses to each source were then measured 
down range at receiver sites.  Several experiments were conducted using each source type 
to increase the number of potential averages that could be acquired during post-
processing.  Only one type of source per experiment was used for excitation. 
 
Figure 2.3 Source site schematic of various acoustic sources and receivers.  Arrows indicate 
drive point measurements between source and receiver with adequate signal-to-noise ratio.  
Units of output signal over input signal are indicated. 
A propane cannon (Zon Mark 4) was used as an atmospheric acoustic source.  The 
detonation of propane created an impulsive pressure wave originating at the source 
location.  The cannon did not shoot a projectile.  A mechanical regulator was used to 
automatically fire the cannon one time approximately every 30 seconds.  The regulator 
was set so that as many shots as possible could be recorded during the 120 second 
measurement period. 
A 12 lb. instrumented force hammer (PCB Model 086D50, 0.23 mV/N) was used to input 
energy to the ice sheet.  The hammer was used to excite the ice sheet with an impact 
while it measured the force input to the ice sheet using an onboard force gage.  The ice 
was struck directly since it was hard and flat at the source locations after removing a few 
inches of surface snow.  The location of the hammer impact in relation to the source 
transducers changed slightly between experiments.  This was necessary to find a 
relatively smooth and solid patch of ice to impact.  At source sites where multiple 
hammer experiments were conducted, the ice would inevitably become chipped and non-
uniform after one experiment.  Therefore, it was necessary to move locations slightly 
(less than 1 m) between experiments.  During the 120 second measurement period, the ice 
was impacted with the force hammer as many times as was feasible (usually between 30 
to 40 times).  Any hits that were of poor quality (double hits and overloaded signals) 
were removed during post-processing.  This resulted in 10-20 “good” hammer impacts 
per recording that could be used for spectral averaging per experiment.   
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An underwater speaker (Lubell Labs Model LL916) was used as an underwater acoustic 
sound source.  The speaker produced tones at various frequencies (200, 400, 800, 1600, 
6400 Hz) and short chirps across frequency ranges (40 – 2500 Hz and 4000 – 25000 Hz).  
The tones and chirps were played over the 120 second measurement period.  Each tone 
duration was 10 seconds and each chirp duration was 0.01 seconds.  An amplifier 
(PylePro PZR 600) was used to drive the underwater speaker and maintain consistent 
sound levels between experiments.  The underwater speaker was deployed through a 
drilled hole in the ice to a depth of 2 m.   
2.2.2 Source Transducers 
In order to quantify the source levels, one microphone (PCB 377B02, 50 mV/Pa), one 
single-axis, vertically oriented, geophone (Mark Products 19.7 V/(m/s)), and one 
hydrophone (Teledyne Reson TC 4032, -170 dB re 1 V/µ𝑃𝑃𝑃𝑃) were placed near the source 
(Figure 3).  At source sites, the hydrophone was placed at a depth of 2.5 m through a 
drilled hole in the ice.  The distance between the hydrophone and the underwater speaker 
source (when used) was between 1 m and 2 m.  Precise distances between the underwater 
speaker and the hydrophone for each experiment were computed in post processing using 
time delays and measured sound speed in the water column.  The microphone was placed 
on a tripod 70 cm above the ice and within 1 m of the hydrophone hole, opposite the 
underwater speaker hole.  The microphone was 2.8 m from the muzzle of the propane 
cannon.  The geophone was placed between the two holes which were drilled for the 
underwater source and the hydrophone.  For all experiments, the hammer impact location 
was between approximately 1-3 m from the source geophone. 
It should be noted for experiments when the cannon was used, the pressure wave 
overloaded the microphone at the source site.  Because of limited spare equipment at the 
test site, a hydrophone (TC 4032) replaced the microphone in the air.  The hydrophone 
was used at the source site only to record the atmospheric acoustic wave for the cannon 
experiments because its sensitivity was much lower than that of the microphones.  For 
simplicity, and to avoid confusion, any atmospheric measurements will be referred to as 
microphone measurements. 
2.2.3 Receivers 
At each receiver site, several transducers were placed to simultaneously record the 
acoustic response from the source excitation (Figure 2.4).  One microphone (PCB 
378B02, 50 mV/Pa), one three-axis geophone (GS-One 3-C, 85.8 V/(m/s)), and five 
hydrophones (Teledyne Reson TC 4013, -211 dB re 1 V/µ𝑃𝑃𝑃𝑃) were used at each receiver 
location to measure the atmospheric sound pressure level (SPL), ice vibrational velocity, 
and underwater SPL respectively.  The microphone, geophone, and one hydrophone were 
centrally located at the site.  Four additional hydrophones were placed at cardinal 
directions of North, East, South, and West, 3 m from the center of the site.  The 
microphones were placed 2 m above the ice and the hydrophones were placed at a depth 
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of 5 m underwater through drilled holes in the ice.  For purposes of this chapter, only the 
centrally located receiver hydrophone and vertical orientation of the receiver geophone 
are analyzed.  
 
Figure 2.4 Receiver site transducer layout. Site 1 shown. 
2.3 Results 
2.3.1 Temporal Propagation and Sound Speed 
At the outset of this analysis, it was necessary to determine the source-receiver 
combinations which had adequate signal-to-noise ratio (SNR) for any given experiment.  
Examining the spatial and temporal propagation, also gave an indication of which 
frequency ranges and distances could be used for future detection and tracking 
applications.  Figure 2.5 to Figure 2.7 show the power spectral densities (PSD) as a 
function of both frequency and time measured at the source location and at selected 
receiver locations.  The time scale on these plots is zoomed in to focus on only a few 
source inputs from the 120 second acquisition time.  This was done for greater clarity of 
the temporal propagation. 
For the hammer source experiment (Figure 2.5), the force input to the ice, as well as the 
geophone and hydrophone responses at the source location are investigated.  Note that 
microphone data in response to hammer excitation was not included due to lack of SNR 
at receiver sites.  At 50 m from the source (Figure 2.5d), the geophone has some 
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detectable response especially at low frequencies (less than 200 Hz).  It comes as no 
surprise that low frequencies propagate well in the ice and mid-high frequencies are 
attenuated quite rapidly.  Beyond 50 m, there was no detectable signal in the geophone.  
By comparison, mid-high frequencies propagate better through the water and can be seen 
much more clearly in both the 50 m and 164 m sites.  In general, it can be said that the 
water path transmits energy farther than the ice path for a direct force input to the ice.   
 
Figure 2.5 Ice-to-ice and ice-to-water temporal propagation. Source (site 4) to receiver (site 1) distance 
approximately 50 m.  (A) Hammer force input (dB re 1 N/rt(Hz)) at site 4 source location.  (B) Geophone 
response (dB re 1 m/s/ rt(Hz)) at site 4 source location.  (C)  Hydrophone response (dB re 1 Pa/ rt(Hz)) at 
site 4 source location.  (D)  Geophone response (dB re 1 m/s/ rt(Hz)) at site 1 receiver location.  (E)  
Hydrophone response (dB re 1 Pa/ rt(Hz)) at site 1 receiver location. 
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Figure 2.6 Air-to-air temporal propagation from the cannon source to the microphones at various receiver 
distances. (A) atmospheric sound level at source location (site 5) normalized to 1 m.  (B)  atmospheric 
sound level at site 1 approximately 164 m from source.  (C)  atmospheric sound level at site 3 approximately 
853 m from source. (D)  atmospheric sound level at site 2 approximately 1035 m from source.  All levels: dB 
re 1 Pa/Hz. 
The atmospheric temporal propagation of the cannon blast is seen in Figure 2.6.  In 
Figure 2.6 (c & d), two large signal indications are visible between 1.4 sec to 3.3 sec, 
before the arrival of the atmospheric acoustic pressure wave at approximately 4.5 sec and 
5.1 sec respectively.  During the cannon experiment, a hand-held two-way radio was held 
near the cannon and near the receiver microphones.  As the cannon was about to fire, the 
transmitting (push-to-talk) feature of the source radio was activated.  This transmitted the 
cannon sound via radio waves, which arrived much earlier than the acoustic pressure 
wave.  Following the radio start indication, the atmospheric pressure wave can be seen at 
the receiver locations.  Based on the time delay between the source and receiver sites, the 
air sound speed was determined to be 331 m/s.  This is approximately 4 m/s faster than 
the speed of sound determined from Equation 2.134, which is based on the ratio of 
specific heats (𝛾𝛾 = 1.4), the specific gas constant (𝑅𝑅 = 287 𝐽𝐽
𝑘𝑘𝑘𝑘 𝐾𝐾), and the average air 
temperature (𝑇𝑇𝑘𝑘 = 266.7 𝐾𝐾).  The higher measured speed of sound is due to the receivers 
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being down-wind from the cannon source, decreasing the time of flight (i.e. increasing 
sound speed).  Wind speeds varied between 3.9 m/s to 22.8 m/s during this testing. 
 𝜎𝜎 = �𝛾𝛾𝑅𝑅𝑇𝑇𝑘𝑘 2.1 
The low frequency (40 -2500 Hz) chirps produced by the underwater source were 
detectable at the 164 m and the 853 m site hydrophones with 60 dB and 29 dB of SNR 
respectively.  Similar results were seen for the high frequency (4000 – 25000 Hz) chirps 
and tonal frequencies.  The signal from the underwater speaker was not detectable by the 
microphone or geophone receivers.  Based on the time delay between the source and 
receiver sites for the underwater speaker chirps, the average underwater sound speed was 
determined to be approximately 1441 m/s.  The hydrophone responses to the cannon blast 
in air (Figure 2.7) also confirm an average underwater sound speed of 1441 m/s.  It is 
interesting to note in Figure 2.7c, that there are signals which are present before the 
arrival of the underwater sound wave.  These indicate sound waves which traveled 
through the ice.  Additionally, there are several signals after the arrival of the underwater 
sound wave which indicate reflections and scattering from the underwater environment.  
These reflections and scattering are expected due to the irregular ice ridges near sites 2 
and 3.   
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Figure 2.7 Air-to-ice-to-water temporal propagation from the cannon source to the hydrophones at various 
receiver distances.  (A)  Underwater sound level at site 5.  (B)  Underwater sound level at site 1 
approximately 164 m from source.  (C)  Underwater sound level at site 3 approximately 853 m from source.  
All levels: dB re 1 Pa/Hz. 
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Figure 2.8 Sound speed profiles measured with conductivity, temperature, and depth (CTD) probe for sites 1 
and 2.  Measurements taken on 12/04/16 at UTC 15:53:32 and UTC 17:07:47 for sites 1 and 2 respectively. 
In order to verify the time of flight sound speed measurement, the average sound speed 
was also measured directly with a SonTek CastAway conductivity, temperature, and depth 
(CTD) probe (Figure 2.8).  From the CTD data, the sound speed underwater ranged from 
1433 m/s to 1446 m/s for various depths.  For the hydrophone depths used at source and 
receiver sites, the mean speed of sound is close to 1441 m/s.  Therefore, the time of flight 
measurement of a sound speed of 1441 m/s is reasonable and represents direct path 
propagation.  The underwater sound speed profile was calculated by a CastAway CTD 
using the Chen-Millero method 35, 36. 
For purposes of processing beyond this point, data which does not have at least 10 dB of 
signal-to-noise ratio based on the average ambient background noise is not included. 
2.3.2 Frequency Response Functions 
From the calibrated time series data for each experiment, the linear spectra of the source 
(𝑆𝑆𝑥𝑥) and the linear spectra of the receivers (𝑆𝑆𝑦𝑦) were determined by computing the Fast 
Fourier Transform (FFT) in Matlab.  Using the linear spectra, the autopower spectra 
(𝐺𝐺𝑥𝑥𝑥𝑥), crosspower spectra (𝐺𝐺𝑦𝑦𝑥𝑥), and Frequency Response Functions (FRF) between 
source and receiver were determined (Equations 2.2 to 2.4) 32, 37.   
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The FRF is defined as the output signal (response) divided by the input signal (source) in 
the frequency domain32, 37.  Since the crosspower spectra averages out uncorrelated 
components, the noise on the response is minimized in the H1 formulation of FRF 
calculations32, 37.   
 𝐺𝐺𝑥𝑥𝑥𝑥(𝜔𝜔) = 𝑆𝑆𝑥𝑥∗(𝜔𝜔)𝑆𝑆𝑥𝑥(𝜔𝜔) 2.2 
 𝐺𝐺𝑦𝑦𝑥𝑥(𝜔𝜔) = 𝑆𝑆𝑦𝑦∗(𝜔𝜔)𝑆𝑆𝑥𝑥(𝜔𝜔) 2.3 
 
𝐹𝐹𝑅𝑅𝐹𝐹(𝜔𝜔) = 𝐺𝐺𝑦𝑦𝑥𝑥(𝜔𝜔)
𝐺𝐺𝑦𝑦𝑦𝑦(𝜔𝜔) 2.4 
To determine the effectiveness of the FRF, an accompanying function, coherence (COH), 
was calculated with Equation 2.532, 37.  Coherence represents the amount of the output 
signal that is linearly related to the input signal.  The coherence function ranges from zero 
to one, where one represents 100% of the output signal being linearly related to the input 
signal and zero represents 0% of the output signal being linearly related to the input 
signal.  In general, it is preferable to see coherence which is close to one at frequencies 
where the FRF is to be investigated.  Coherence less than one can be caused by non-
linearity in the system, unmeasured inputs to the system (noise), an anti-resonance in the 
system, bias errors in the measurement, or some combination of all of these reasons32, 37.  
The coherence for the measurements is investigated alongside the FRFs to provide 
validation that the received signal is linearly related to the source signal.  
 
𝐶𝐶𝐶𝐶𝐶𝐶(𝜔𝜔) = 𝐺𝐺𝑥𝑥𝑦𝑦(𝜔𝜔)𝐺𝐺𝑦𝑦𝑥𝑥(𝜔𝜔)
𝐺𝐺𝑥𝑥𝑥𝑥(𝜔𝜔)𝐺𝐺𝑦𝑦𝑦𝑦(𝜔𝜔)  2.5 
2.3.3 Hammer Experiment FRFs 
For hammer experiments, there were 30 to 40 hammer hits over the 120 second 
measurement period with 3 to 4 seconds between hits and various impact force with the 
hammer.  Various impact force was used intentionally because data could not be 
inspected on-site due to the harsh environmental conditions.  The designed variation in 
impact force provided the best likelihood of generating impacts with high SNR that was 
not overloaded.  Only “good” hammer hits were used for post-processing (10 to 20 per 
experiment).  Hammer hits were not included if the signal was overloaded or if there was 
a double hit.  Note that a double hit was registered any time that the hammer struck the 
ice more than one time per swing.  Double hits were not included because they can 
provide unequal excitation in the frequency range of interest.  Blocks of data, 1 second in 
duration and containing a good hammer hit signal, were used to compute the autopower 
spectra.  All of the autopower spectra for a given experiment were then averaged.  The 
averaged autopower spectra for the hammer experiments can be seen in Figure 2.9.  
There is effective input energy between 1 Hz to 200 Hz because the autopower spectra is 
high enough to excite a system response and there is good coherence in this frequency 
18 
range.  At 200 Hz and above the autopower spectra begins to roll off at a rate of -11.6 dB 
per octave.  Beyond 2 kHz, the input autopower spectra is too low to excite any system 
responses.  Additionally, coherence between the source and receiver begins to suffer due 
to low input energy above 2 kHz. 
The drive point FRF and COH between the hammer input and the geophone response at 
the source site (drive point mobility) is shown in Figure 2.10.  It can be seen that there is 
a large peak in the FRF at approximately 800 Hz and a corresponding harmonic at 1600 
Hz.  The 800 Hz peak and its harmonic are believed to correspond to the through-
thickness compressional mode of the ice sheet.   
It is well known for quarter-wavelength resonators, that frequency (𝑓𝑓) is related to the 
wave velocity (𝑣𝑣𝑝𝑝) and the wavelength by Equation 2.6 38.  The parameter L can be set 
equal to the ice thickness which was 1.05 m at the drive point locations.  Also, for the 
800 Hz mode, 𝑛𝑛 can be set equal to 1.   
 
𝑓𝑓 = (2𝑛𝑛 − 1)𝑣𝑣𝑝𝑝4𝐿𝐿  2.6 
Solving for the compressional wave velocity in the ice, 𝑣𝑣𝑝𝑝 is determined to be 
approximately equal to 3360 m/s.  This is similar to the compressional wave speed 
reported by several other sources 13, 15, 18.   
To confirm that the measured drive point mobility is reasonable, the theoretical infinite 
plate mobility is plotted for comparison.  To approximate the theoretical mobility, the ice 
elastic properties are needed.  Assumptions for these properties were made based on 
referring to several papers25, 39-43 in aggregate to determine reasonable values for first-
year ice in Barrow.  Poisson’s ratio (𝜈𝜈) was assumed to be 0.295 and the ice density (𝜌𝜌) 
was assumed to be 910 kg/m25, 39-41.  Also, the volume of brine in the ice (𝑉𝑉𝑏𝑏) was 
assumed to be 20 ppt which results in an elastic modulus (𝐸𝐸) of 2.98 GPa from Equation 
2.7 25, 42, 43.  From these elastic properties, the flexural rigidity (𝐷𝐷) and the infinite plate 
mobility can then be determined (Equations 2.8, 2.9) 44.  It is seen in Figure 2.10a that the 
theoretical infinite plate mobility is approximately -66 dB (re 1m/s/N) based on Equation 
2.9.  This is very similar to the measured FRF level between 20 to 500 Hz where there is 
little modal response in the ice.  
 
 𝐸𝐸 = 10 − 0.351𝑉𝑉𝑏𝑏 2.7 
 𝐷𝐷 = 𝐸𝐸𝐿𝐿312(1 − 𝜈𝜈2) 2.8 
 
?̈?𝑥
𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖
= 18�𝐷𝐷𝜌𝜌𝐿𝐿 2.9 
19 
By comparison, the drive point FRF between the hammer and the hydrophone (Figure 
2.10) indicates that the hydrophone response is not affected by the modal properties of 
the ice.  
The coherence for both the geophone and hydrophone are very close to one for the 
frequency ranges of 20 to1000 Hz.  This indicates that for this frequency range the input 
signal is linearly related to the output signal.  Below 10 Hz, there is little response from 
the ice for the given input signal, causing coherence to be low.  Above 1 kHz, the 
coherence also begins to drop off because the amount of energy input to the system 
(Figure 2.9) is decreasing.  Low coherence could also be caused by non-linear ice 
stiffness and damping properties at these frequencies and variation in excitation 
amplitudes.  
During all experiments, the wind speed varied between 3.9 m/s to 22.8 m/s.  The average 
wind speed was 15.0 m/s (34 mph).  This caused significant background noise at the 
microphone (despite using an environmental windscreen) that was not easily overcome 
by most of the sources (excluding the cannon).  The atmospheric acoustic levels produced 
by the hammer hitting the ice were not loud enough to produce a coherent response at the 
microphone.  Therefore, the drive point FRF between the hammer and the microphone 
are not reported. 
 
Figure 2.9 Source input levels from instrumented force hammer (left-hand scale) and propane 
cannon (right-hand scale). 
 
 
 
20 
 
Figure 2.10 (A) Drive point FRFs and (B) COH measured between the hammer and the geophone (left-
hand scale) or hydrophone (right-hand scale) at the source location.  Theoretical infinite plate mobility for 
sea ice conditions in Barrow (-66 dB re 1 m/s/N) is indicated. 
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Figure 2.11 (a) Drive point FRFs and (b) COH between the cannon source and the geophone (left-hand 
scale) or hydrophone (right-hand scale) at the source location 
2.3.4 Cannon Experiment FRFs 
The input autopower spectra for the cannon source (Figure 2.9) was calculated by 
normalizing the microphone response at the source to 1 m distance.  This was done 
assuming hemispherical spreading.  There is input energy from the cannon in the 
frequency range of 1 Hz to 2 kHz.   
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The cannon FRFs were normalized to the cannon sound power.  The cannon sound power 
(𝑊𝑊) was computed with Equation 2.10 34 assuming hemispherical spreading.  The air 
density (𝜌𝜌0 = 1.324 𝑘𝑘𝑘𝑘𝑚𝑚3) and speed of sound (𝜎𝜎 = 327 𝑚𝑚𝑠𝑠 ) were approximated based on 
the average air temperature, -6.45 ˚C, and standard pressure, 101.3 kPa.  The autopower 
spectra of the receiver was then divided by the sound power of the source to compute the 
FRF.  
 𝑊𝑊 = 𝑝𝑝2
𝜌𝜌0𝜎𝜎
∗ 2𝜋𝜋𝑟𝑟2 2.10 
In the drive point FRF between the cannon and the geophone in Figure 2.11a, two 
dominant peaks are seen: one at 29 Hz and one at 800 Hz.  The 800 Hz peak corresponds 
with the through-thickness mode previously identified in the hammer drive point 
mobility.  In this instance, the through-thickness mode is excited by the cannon pressure 
wave.   
The 29 Hz mode is due to an air-coupled flexural wave in the ice layer.  Since air-coupled 
flexural waves are non-dispersive5, 13, it is expected that the majority of its energy would 
appear at a single frequency.  This is supported by Figure 2.11a.  Frank Press et al. 5, 13 
describe air coupled flexural waves in detail.  The dimensionless parameter γ relates the 
ice thickness (𝐿𝐿) to the speed of sound in air and to the air-coupled wave frequency, f.   
 𝛾𝛾 = 𝐿𝐿
𝜆𝜆
= 𝐿𝐿𝑓𝑓
𝜎𝜎
 2.11 
It has been shown 13 that γ can also be expressed as a function of the compressional wave 
velocity in ice.  Since the compressional wave velocity in the ice was previously 
determined, a γ value of approximately 0.092 from Figure 6 of Frank Press et al13 can 
also be determined.  As previously mentioned, the sound speed in air (𝜎𝜎) was  331 m/s 
during the measurements and the ice thickness (𝐿𝐿) was 1.05 m.  By rearranging Equation 
2.11, the air-coupled flexural wave frequency is computed to be 29 Hz.  This indicates 
that the observed 29 Hz peak is an air-coupled flexural wave in the ice.  
As shown by Press et al.5, 13 the air-coupled flexural wave can be observed in the time 
domain signals of the microphones and geophones in response to a cannon blast (Figure 
2.12).  Due to a higher group velocity in ice, the flexural wave in ice arrives before the 
pressure wave in air for an air-coupled flexural wave.  Upon arrival of the atmospheric 
acoustic wavefront (i.e. when the speed of sound in air matches the phase velocity of the 
flexural wave), the flexural wave amplitude is immediately reduced and/or terminated5, 13.  
This termination of amplitude is seen in the geophone data in Figure 2.12c.  
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Figure 2.12 (A) Propane cannon blast measured at the source location microphone.  (B)  
Microphone measurements at 50 m and 100 m receiver locations.  (C) Geophone measurements 
at 50 m and 100 m locations.  The flexural wave amplitude in the ice (C) is significantly reduced 
upon arrival of the atmospheric acoustic wavefront (B) indicating the detection of an air-coupled 
flexural wave at 29 Hz. 
Analysis of the hydrophone FRF in Figure 2.11 shows the air-ice-water path is behaving 
as a low-pass filter at the drivepoint location.  This comes as no surprise when comparing 
to the previous evaluation of Figure 2.5 and Figure 2.7.  The modal properties of the ice 
do not seem to have an effect on the hydrophone response.  The coherence in Figure 2.11 
show that between 20 Hz and 300 Hz and at specific frequencies of interest (29 Hz and 
800 Hz) the system response and excitation are linearly related.  Low coherence in 
frequency bands less than 20 Hz and greater than 300 Hz are likely due to low input 
signal amplitude from the cannon or non-linear stiffness and damping ice properties.   
24 
2.3.5 Transmission Loss 
2.3.5.1 Tonal Underwater Transmission Loss 
To quantify the underwater transmission loss (𝑇𝑇𝐿𝐿𝑈𝑈𝑈𝑈) for the underwater tones, the mean-
squared pressure of each tone was determined at the source hydrophone, 𝑝𝑝𝑠𝑠𝑈𝑈𝑈𝑈2�������, and 
receiver hydrophone, 𝑝𝑝𝑟𝑟𝑈𝑈𝑈𝑈2�������, locations.  For each tonal frequency, the source and receiver 
hydrophone data were time domain filtered with bandpass cutoffs at plus/minus 5% of 
the center frequency.  The mean-squared pressure at the source and receiver was then 
determined in the filtered band.  The ratio of receiver mean-squared pressure to source 
mean-squared pressure was then calculated for each experiment in every frequency band 
(Equation 2.12).  Figure 2.13 shows 𝑇𝑇𝐿𝐿𝑈𝑈𝑈𝑈 as a function of distance.   
 𝑇𝑇𝐿𝐿𝑈𝑈𝑈𝑈(𝑓𝑓)  = 𝑝𝑝𝑟𝑟𝑈𝑈𝑈𝑈2�������(𝑓𝑓)
𝑝𝑝𝑠𝑠𝑈𝑈𝑈𝑈
2�������(𝑓𝑓) 2.12 
 
Figure 2.13 Measured underwater acoustic transmission loss data shown with theoretical 
cylindrical and spherical spreading curves for reference. 
25 
2.3.5.2 Atmospheric Transmission Loss 
To quantify the atmospheric transmission loss (𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴), the ratio of autopower spectra 
between the source microphone and receiver microphones were computed for the cannon 
experiments (Figure 2.14).  The source microphone autopower spectra was normalized to 
1 m distance from the source.  The ratio of autopower spectra between the receiver 
microphone and source microphone were then filtered into octave bands to determine the 
mean-squared pressure ratio in each respective band.   The ratio of received mean-
squared pressure, 𝑝𝑝𝑟𝑟𝐴𝐴2����, to source mean-squared pressure, 𝑝𝑝𝑠𝑠𝐴𝐴2����, at 1 m in each frequency 
band was then converted to dB as shown in Equation 2.13.   
 𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴(𝑓𝑓) = 10 log10 𝑝𝑝𝑟𝑟𝐴𝐴2����(𝑓𝑓)
𝑝𝑝𝑠𝑠𝐴𝐴
2����(𝑓𝑓) 2.13 
 
Figure 2.14 Measured atmospheric transmission loss data and theoretical spherical spreading 
curve shown for reference. 
2.3.5.3 Air – Ice – Water Transmission Loss 
The transmission loss between the cannon source and the down-range hydrophones was 
computed using an autopower spectra ratio.  The source microphone autopower spectra 
was normalized to 1 m.  The ratio between the hydrophone sound pressure at the receiver 
location and the microphone sound pressure 1 m from the cannon was then filtered into 
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octave bands to determine the transmission loss through the air, ice, and water 𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴𝑈𝑈 
shown in Figure 2.15.  It should be noted that the difference in reference pressures 
between air and water was not accounted for.  Only a ratio of mean-squared pressure at 
the receiver hydrophone, 𝑝𝑝𝑟𝑟𝑈𝑈𝑈𝑈2�������, to mean-squared pressure of the source microphone, 𝑝𝑝𝑠𝑠𝐴𝐴2����, 
was computed.  The TL in each frequency band was then converted to dB as shown in 
Equation 2.14.   
 𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴𝑈𝑈(𝑓𝑓) = 10 log10 𝑝𝑝𝑟𝑟𝑈𝑈𝑈𝑈2�������(𝑓𝑓)
𝑝𝑝𝑠𝑠𝐴𝐴
2����(𝑓𝑓)  2.14 
 
Figure 2.15 Measured transmission loss data through the combined air-ice-water path. 
2.4 Discussion and Future Works 
The frequency response functions in Figure 2.10 and Figure 2.11 are useful for 
determining the various acoustic path contributions between the air, ice, and the water.  
The through-thickness resonance in the ice at 800 Hz and the increase in attenuation at 
the same frequency are suspected to be related.  This relationship should be proven with 
further investigation on the effect of various ice thicknesses and bottom reflection loss on 
the additional attenuation.   
The majority of the underwater TL data (Figure 2.13) falls between the theoretical 
cylindrical and spherical spreading curves.  This is similar to the transmission loss results 
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determined by Pecknold et. al. for open water in Barrow Strait45.  Granted, Pecknold’s 
study was conducted over longer ranges, greater depths, and lower frequency than the 
data presented in this chapter.   
The measured atmospheric transmission loss is less than theoretical spherical spreading 
(Figure 2.14) which indicates a downward refracting atmosphere over the course of this 
test.  The propagation conditions (temperature and wind velocity profiles, humidity, and 
atmospheric turbulence) were not recorded with enough resolution to make any 
conclusion on the relative contributions of different path effects.   
The offset of the 𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴𝑈𝑈 data (Figure 2.15) represents 11.3 to 24.8 dB of transmission loss 
through the air and ice at the source location.  Upon coupling into the water, the 𝑇𝑇𝐿𝐿𝐴𝐴𝐴𝐴𝑈𝑈 
data appears to follow the trend of cylindrical spreading.   
Due to the variation on the transmission loss data, there are loss mechanisms which are 
not accounted for in this data set.  Underwater absorption, additional attenuation, and 
acoustic mode coupling are all factors which should be addressed in future studies.  
The underwater absorption coefficient was not directly measured in Barrow but can be 
estimated from Equation 2.15 as shown by Urick46.  The underwater absorption 
coefficient was computed to be 1.8916e-5 dB/m from Equation 2.15 where 𝜌𝜌𝑜𝑜 is the 
nominal density of sea water 1.029 g/cm3, 𝜎𝜎 is the measured underwater sound speed 
1.441e5 cm./s, and 𝑓𝑓 is the highest frequency of interest 6400 Hz.  At the longest range of 
interest, 1035 m, the underwater absorption is less than 0.02 dB and therefore underwater 
absorption can be neglected for short range TL problems.   
 𝛼𝛼 = 20 log10(𝑒𝑒) 16𝜋𝜋23𝜌𝜌𝑜𝑜𝑐𝑐3 (0.0311)𝑓𝑓2 ∗ 100𝑐𝑐𝑚𝑚1𝑚𝑚  2.15 
Additional attenuation accounts for loss mechanisms which are not related to geometric 
spreading.  In general, additional attenuation increases as propagation distance increases 
due to absorption in the sea bed and scattering from the complex under-ice surface.  In 
this study, under-ice surveys of the seabed and ice layer were not carried out.  Therefore, 
it was not possible to characterize the reflection losses of the bottom and undersurface of 
the ice as a function of frequency and grazing angle.  In subsequent studies, it is 
recommended that all additional attenuation mechanisms be individually quantified in the 
under-ice environment to better understand loss mechanisms.  Also, the effect of 
underwater acoustic modes on the transmission loss in the shore-fast, shallow water 
realm has not been considered.  It is of interest to study acoustic modes in this unique 
environment and compare to the measured data presented here.   
To build upon the results presented above, there are several additional areas where further 
investigation is necessary on first-year, shore-fast, thin ice sheets. 
The transmission loss data is somewhat sparse in spatial resolution because weather and 
ice conditions on-site limited the number of receiver locations that were possible to 
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measure.  Due to the harsh environmental conditions encountered in the shore-fast Arctic 
region (high winds, large ice ridges, etc.), the quantity of experiments originally 
anticipated while in Barrow, AK were not possible to be conducted.  The presence of ice 
ridges provided special challenges for deployment of hardware.  The measurement 
methods for Arctic transmission loss, and similar Arctic measurements over long ranges, 
in the shore-fast region require significant improvement to provide more spatial 
resolution and a greater number of spectral averages.   
At the test locations, holes were drilled in the ice to deploy the hydrophones.  Ideally, 
none of the acoustic energy from the cannon would pass through the hole in the ice to the 
hydrophone, however, this was not likely the case because the sensors were not frozen in 
the holes.  It is unclear if the ice borehole acts as an acoustic short circuit for the sound to 
travel between the air and the water.  Further investigation is required to determine how 
much of the acoustic energy is passing through the hole in the ice rather than directly 
through the ice sheet since this will have some effect on the hydrophone FRF 
measurement in Figure 2.11. 
Finally, due to the changing Arctic environment, anthropogenic activity is expected to 
increase in the Arctic realm where this study has been conducted.  Acoustic methods 
should be developed to detect, identify, and track anthropogenic sources in this new 
environment. 
2.5 Summary 
Acoustic data were collected 2 km offshore of Barrow, Alaska during April 2016.  
Experiments were conducted on first-year, shore-fast ice approximately 1.05 m thick and 
in shallow water between 8-12 m deep.  At the test sites chosen, the surrounding ice was 
rough with many ice ridges 1-5 m in height.  These conditions are typical of annually-
formed shore-fast ice and offshore first-year ice in the Arctic.  Methods were developed 
to characterize the Arctic sound propagation in these shallow, thin, ice-covered waters 
including Frequency Response Functions and transmission loss.  A propane cannon, 
instrumented force hammer, and underwater speaker were used as acoustic sources and 
microphones, geophones, and hydrophones were used as receivers.   
Frequency Response Functions were computed between the various sources and receivers 
to further define the multi-modal response of the Arctic environment in the frequency 
domain.  An air-coupled flexural wave at 29 Hz was identified in the FRF between the 
geophone and the cannon source.  A through-thickness compressional mode was 
identified at 800 Hz in the geophone response to the hammer source.  The 800 Hz mode 
was used to compute the compressional speed of sound in the ice which was 3360 m/s.   
The transmission loss was determined through the air, the ice, and the water paths and 
combined multi-modal paths.  Underwater, the transmission loss varied between the 
theoretical limits of cylindrical and spherical acoustic spreading (-3 to -6 dB per doubling 
of distance respectively).  The variation in the data is suspected to be due to the complex 
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ice-ridged environment causing reflections and scattering and bottom attenuation.  In the 
air, the transmission loss was measured to be less than theoretical spherical spreading 
indicating the possibility of a downward refracting atmosphere.  The computation of 
transmission loss through the combined air, ice, and water path in response to the cannon 
source led to the observation of 11.3 to 24.8 dB of TL through the air and 1.05 m of ice.   
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3 Acoustic Studies on an Arctic-Like Surrogate: Lake 
Superior 
3.1 Relation to Previous Work 
Following the analysis of acoustic measurements in Barrow, AK (chapter 2), several 
queries arose prompting further investigation.   
First, the data collected in Barrow lacked spatial resolution and did not allow for 
sufficient analysis of the transmission loss in the near-shore region.  The effects of the 
bottom and ice reflection losses and other additional attenuation mechanisms were not 
individually quantified.  Additionally, the local bathymetry was not measured below the 
shore-fast ice sheet.  These considerations prevented comparative TL simulations to be 
developed with any accuracy and the data was only analyzed on gross comparison to 
spherical or cylindrical spreading.  In order to validate TL data in shore-fast arctic 
environments, an increased number of test sites with a greater number of spectral 
averages is required as well as measurements of additional attenuation mechanisms and 
bathymetry.  
Second, the effects of ice boreholes – which were drilled to deploy hydrophones under 
the ice – on frequency response function measurements was of concern.  It was unclear if 
the ice borehole acts as an acoustic short circuit for the sound to travel between the air 
and the water.  The quantity of the acoustic energy passing through the borehole (or lack 
thereof) is of interest. 
Lastly, the modal behavior of the ice is of interest with respect to the impedance 
relationship between the ice and the water.  Boundary condition assumptions were made 
to compare the measured dynamic mobility of the ice in AK.  These assumptions may not 
hold for all environmental cases.  Therefore, a thorough analytical derivation and 
investigation of the through-thickness ice resonance is necessary to compare to measured 
data.  Furthermore, it is of interest to predict the ice thickness based on measurement of 
the through-thickness resonant frequencies.  
In attempt to reconcile these queries, further data was collected on the Keweenaw 
Waterway which is part of Lake Superior.  While Lake Superior is completely fresh 
water, the environment in the winter months is directly comparable to that of the Arctic.  
Ice thicknesses, water depths, wind speeds, and air temperature are all similar between 
the two environments and therefore data collected on Lake Superior is useful in 
predicting Arctic acoustics. 
3.2 Experimental Methods 
Acoustic propagation measurements were recorded on February 4th and 8th, 2018.  
Measurements were made on Portage Lake which is part of the Keweenaw Waterway. 
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The Keweenaw Waterway connects to Lake Superior at its north and south entries.  The 
experiment site GPS coordinates are shown in Table 3.1 and are mapped in Figure 3.1.  
Site 1 was used as the source location and sites 2 through 11 were receiver locations.  
Table 3.1 shows the distance of the sites relative to the source location.  
The experimental methods used during testing on Portage Lake were essentially the same 
as those described in chapter 2.  Variations to those methods will be described in this 
section.   
3.2.1 Test Environment 
The ice covering Portage Lake during the experiments was nominally 30 to 43 cm thick 
with the top and bottom 5 to 7 cm being slushy and not completely frozen.  Several cm of 
snow covered the top of the ice but was removed when placing transducers.  The ice layer 
completely covered the entire area of Portage Lake and ice ridges were completely absent 
from the test area. 
 
Figure 3.1 Acoustic experiment sites in the Keweenaw Waterway. (A) Keweenaw Waterway 
(Portage Lake).  (B) Zoomed in view of test sites.  
Comprehensive bathymetry of the Portage Lake test range was measured with a 
Lowrance Hook2 Sonar/GPS system on August 9th, 2018.  Bathymetry plots may be seen 
in Appendix A.2.  The water depth below the ice varied between 8.5 to 12.6 m over the 
test range.  Underwater sound speed profiles were measured at the test sites with a 
CastAway CTD.  The sound speed underwater ranged between 1404 to 1409 m/s (Figure 
3.2) with an average of 1406 m/s.   
On the test days, air temperature ranged between -20 to -12°C and wind speed ranged 
between 2 to 9.5 m/s (Appendix A.1).  Wind direction was out of the north-west for the 
majority of the test period with some 180° direction shifts close to mid-day on February 
8th.   
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Table 3.1 Acoustic experiment site GPS position and distances on Portage Lake 
Site N (GPS, d.) W (GPS, d.) Distance (m) 
1 47.079800 -88.509533 - 
2 47.079483 -88.509100 48 
3 47.079050 -88.508683 110 
4 47.078300 -88.507866 210 
5 47.077516 -88.507500 300 
6 47.076883 -88.507216 370 
7 47.076266 -88.506650 450 
8 47.074350 -88.503283 770 
9 47.073133 -88.503083 890 
10 47.075016 -88.504933 640 
11 47.075683 -88.505600 550 
 
 
Figure 3.2 (A) Bathymetry and (B) underwater sound speed profile of Portage Lake in the 
measurement area 
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Figure 3.3 Experiment site setup on Portage Lake (Keweenaw Waterway) (A) Site 1 (source site).  
Propane cannon is not pictured.  (B) Data system box.  Data system and underwater speaker 
amplifier powered by 12 V car battery.  (C) Site 2 looking north toward site 1.  
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3.3 Transmission Loss 
In acoustics, it is of interest to determine how sound energy propagates and decays 
through various environments.  When regarding environmental acoustics, transmission 
loss (TL) is defined as the ratio of sound intensity at a selected receiver location (𝜙𝜙𝑟𝑟) to 
the sound intensity 1 m from an acoustic source (𝜙𝜙𝑠𝑠)47, 
 𝑇𝑇𝐿𝐿 = 10 log10 𝜙𝜙𝑟𝑟𝜙𝜙𝑠𝑠 = 20 log10 𝑝𝑝𝑟𝑟𝑝𝑝𝑠𝑠   . 3.1 
The intensity ratio may also be considered as a mean squared pressure ratio 𝑝𝑝𝑟𝑟
𝑝𝑝𝑠𝑠
shown 
above.  
Classically speaking, TL is thought of in terms of geometrical spreading losses 
throughout the environment.  An acoustic source provides sound energy to an 
environment, the sound energy spreads out geometrically, and reduces in amplitude as a 
function of that spreading.  If cylindrical (2D) spreading geometry is considered the 
losses are proportional to 1
2𝜋𝜋𝑟𝑟
 , and if spherical (3D) spreading geometry is considered, 
the losses are proportional to 1
4𝜋𝜋𝑟𝑟2
 .  Transmission loss due to geometrical spreading may 
then be represented as, 
 𝑇𝑇𝐿𝐿 = 20 log10(𝑟𝑟) , 3.2 
or, 
 𝑇𝑇𝐿𝐿 = 10 log10(𝑟𝑟) , 3.3 
for spherical and cylindrical spreading losses respectively47.  
In the majority of acoustic environments, spreading losses are not the only contributing 
factor to TL.  Other contributing factors include: 
• Absorption in the propagation medium 
• Refraction due to environmental sound speed profiles 
• Interaction with local boundary conditions including reflection losses and 
backscattering 
• Bathymetry, altimetry, or topography of the environment 
• Constructive and destructive interference within the propagation paths 
all of which – depending on the environment – may play major roles in affecting the 
resultant acoustic energy which is present at a given receiver location.  While previously 
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referred to as additional attenuation, the above factors are increasingly lumped in with 
TL as a singular measurement to facilitate simulation and measurement alike.  
As needs for more capable TL approximations become necessary, the above 
considerations must be included within TL models.  With the number of factors in TL 
models increasing, analytical approximations of TL become less possible to develop.  
Therefore, the majority of TL simulations rely on numerical and computational 
approaches.   
It is necessary to validate these models with experimental data.  The below sections will 
discuss the relevant additional attenuation mechanisms in the Arctic environment, 
appropriate simulation techniques, and compare the TL data collected on Portage Lake. 
3.3.1 Additional Attenuation Mechanisms 
The most prominent additional attenuation mechanisms in the underwater Arctic 
environment are that which occur at the ice-water boundary and the water-bottom 
boundary.  When an incident acoustic wave underwater impinges on the ice layer a 
portion of the wave is transmitted into the ice, a portion of the wave is scattered back 
towards the source, and a portion of the wave is reflected34, 46-48.  Likewise interaction 
takes place when an acoustic wave impinges on the sea floor (or lake floor as the case 
may be).  The problem is complicated when the ice or bottom is layered.  Each layer 
having different acoustic impedance causes an additional reflection.  In general, 
backscattering effects are most significant when the boundary condition geometry is not 
smooth.  For example, ice keels in the Arctic ice layers typically cause significant 
scattering46-53. Each of the reflected or scattered waves from the ice layer and the bottom 
layer contribute coherently to the overall TL in the water column, therefore; the 
additional attenuation mechanisms can have a significant effect on transmission loss.  
A common characterization of the ice-water and water-bottom interaction is that of 
reflection loss (RL).  Reflection loss represents the strength of the reflected wave in 
relation to the incident wave.  Typically, RL is measured by outputting a short time 
duration signal such as a ping or blast and measuring the direct path and reflected path 
signals48.  The decibel ratio of the two signals then represents the RL, 
 𝑅𝑅𝐿𝐿 = 10 ∗ log10 �𝐶𝐶𝑖𝑖𝐶𝐶𝑟𝑟� 3.4 
where 𝐶𝐶𝑖𝑖 and 𝐶𝐶𝑟𝑟 represent incident and reflected the frequency response functions 
relative to the source signal.  
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Figure 3.4 Modeled reflection loss for generic bottom types. Valid for 10-100 kHz. (Reproduced 
with permission from APL-UW High-Frequency Ocean Environmental Acoustic Models 
Handbook54) 
As Etter states48, “When narrowband pulses are used, measured losses are often irregular 
and variable, showing peaks and troughs due to the interference effects of the layering in 
the bottom.” Therefore, RL is quite difficult to measure and leads to unreliable results. 
Furthermore, the acoustic properties of the ice and the bottom in shore-fast, first-year ice 
Arctic environments are not well known due to the difficulty in obtaining core samples in 
these regions48.  This leads to inaccuracies in theoretical models of RL48. 
RL is a function of grazing angle (incident angle).  RL generally increases at low grazing 
angles between roughly 0 to 30 degrees.  From roughly 30 degrees to normal incidence, 
RL flattens out to some constant value48, 54.  Many theoretical models of RL accounting 
for grazing angle and frequency have been developed, but the majority focus on high 
frequencies between 10 to 100 kHz54, 55.  The frequency dependence of RL is usually not 
taken into account.  Figure 3.4 shows an example of modeled RL for high frequencies 
from the Applied Physics Lab at the University of Washington. Generally speaking, 
higher impedance boundary conditions provide less reflection loss than low impedance 
boundary conditions.  For example, a silty bottom will provide between 15 to 35 dB of 
RL for most grazing angles while a rock bottom provides less than 5 dB RL54, 55.   
3.3.1.1 Implementation of the MLS signal for RL measurement 
Barnard56 provided a novel method for characterizing the acoustical properties of multi-
layered media using a maximal length sequence (MLS) as an output signal and measuring 
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the response with a single transducer.  The MLS signal is created using a linear feedback 
shift register in which the coefficients of each tap are either one or zero.  The MLS signal 
is then played through a speaker to excite the environment of interest.  A response 
measurement is made at a transducer location to capture the entire MLS signal and the 
path effects from the environment.  The global impulse response function (IRF) of the 
environment is determined using the Fast Hadamard Transform (FHT) of the MLS signal 
measured at the transducer location.  From the global impulse response function, the 
direct path and reflected path sound waves are isolated using time domain windowing 
and then transformed to the frequency domain using the FFT57-59.   
The direct path FRF is approximately equivalent to the incident FRF for small grazing 
angles and short path distances.  If the difference in length between the incident path and 
the direct path becomes large, the amplitude difference may be corrected by subtracting 20 ∗ log10 𝑟𝑟 from the direct path amplitude, where 𝑟𝑟 is the difference in path length.  
Effectively, this yields the frequency response function (FRF) for the incident sound 
wave as well as the reflected sound wave.  The ratio of the two FRFs is the RL.  
There are several advantages to using the MLS signal to determine RL60-62.  The MLS 
signal is a deterministic pseudo-random binary signal of length, 
 𝐿𝐿 = 2𝑚𝑚 − 1 3.5 
where 𝑚𝑚 is any positive integer.  The deterministic nature of the MLS signal allows it to 
be collected leakage free without windowing the signal and allowing for high SNR.  
Additionally, the auto-correlation of the MLS signal approaches the Dirac delta function.  
That is to say, the MLS signal allows for theoretically equal energy distribution across all 
frequencies in the output signal autopower spectrum; provided that the length of the 
signal is long enough to capture the entire impulse response of the environment.   
Furthermore, the MLS signal will allow for the measurement of RL as a direct function of 
frequency which is not typically accounted for in the majority of RL studies.  
3.3.1.2 Portage Lake RL  
The theoretical arrival times of the direct path, ice reflection, and bottom reflection are 
shown in Figure 3.5 (a).  The theoretical arrival times were computed assuming specular 
reflections from the bottom and ice surfaces and using geometric ray paths.  Given the 
water depth, source depth, hydrophone depth, and site distances, the length of the ray 
path was computed.  The time of flight along the ray path was computed as the length of 
the ray path divided by the speed of sound in water; taken to be constant 1406 m/s.  
These estimates did not account for refraction because the water was shallow and the 
sound speed profile did not vary greatly through the water column.   
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Figure 3.6 Impulse response function 1 m from the underwater source. (A) Full IRF from MLS 
signal. (B) Incident arrival. (C) Windowed ice reflection (D) Windowed bottom reflection.  
The MLS signal was emitted by an underwater speaker at the source site.  A hydrophone 
at the source site (1 m from the source) recorded the time series of the received signal.  
The fast Hadamard transform of the MLS signal was applied, yielding the global impulse 
response function.  Distinct peaks can be seen in the global IRF in Figure 3.6(a).  The 
first peak represents the direct path of the signal from the source to receiver.  The direct 
arrival from source to receiver is assumed to be equal to the incident wave.  The 
following peaks represent reflections from the ice layer and bottom layer respectively.  
The ice reflections arrive prior to the bottom reflection because the sound source and 
hydrophone were above the half-depth point in the water column.  Multiple reflections 
are seen due to the signal reflecting back and forth between the ice and bottom layers.  
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Figure 3.9 Impulse response function 110 m from the underwater source. (A) Full IRF from MLS 
signal. (B) Incident arrival. (C) Windowed ice reflection (D) Windowed bottom reflection.  
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The theoretical basis for acoustic propagation simulation is the wave equation48 
 𝛻𝛻2Φ = 1
𝜎𝜎2
𝜕𝜕2Φ
𝜕𝜕𝑡𝑡2
 3.6 
where ∇ represents partial derivatives with respect to all spatial variables, 𝜎𝜎 is the speed 
of sound, and  𝑡𝑡 is the time variable.  Φ is assumed to be a function of both time and 
space (usually in two or three dimensions) as in,  
 Φ = 𝜙𝜙e−𝑗𝑗𝑗𝑗𝑗𝑗  3.7 
where 𝜙𝜙 represents the spatial variables.  Substituting and separating variables yields the 
Helmholtz equation  
 𝛻𝛻2𝜙𝜙 + 𝑘𝑘2𝜙𝜙 = 0 3.8 
which is only dependent on the spatial variations.  The wavenumber 𝑘𝑘 = 𝑗𝑗
𝑐𝑐
= 2𝜋𝜋
𝜆𝜆
, where 𝜆𝜆 
is the wavelength.  The Helmholtz equation in cylindrical coordinates is represented as  
 𝜕𝜕
2𝜙𝜙
𝜕𝜕𝑟𝑟2
+ 1
𝑟𝑟
𝜕𝜕𝜙𝜙
𝜕𝜕𝑟𝑟
+  𝜕𝜕2𝜙𝜙
𝜕𝜕𝑧𝑧2
+ 𝑘𝑘2(𝑧𝑧)𝜙𝜙 = 0 3.9 
where 𝑧𝑧 is the depth coordinate and 𝑟𝑟 is the down-range coordinate.  The Helmholtz 
equation is often implemented using various techniques to model transmission loss.  
Generally speaking, transmission loss may be defined as the ratio of acoustic pressure 
received at a down-range position (𝑧𝑧1, 𝑟𝑟1) to the acoustic pressure measured near the 
source (𝑧𝑧0, 𝑟𝑟0).  This is expressed as,  
 𝑇𝑇𝐿𝐿 = −20 ∗ log10 �𝜙𝜙(𝑧𝑧1, 𝑟𝑟1)𝜙𝜙(𝑧𝑧0, 𝑟𝑟0)�  . 3.10 
Etter48 provides a very thorough comparison of the various types of TL simulation 
techniques.  Jensen et al47 and Salomons63 provide a deep dive into the theory of 
computational acoustics.  The most common numerical simulation techniques include, 
ray tracing (RT) algorithms, computation of normal modes (NM) of propagation, the Fast 
Field Program (FFP), and parabolic equation (PE) solving, among many others.  These 
techniques have been developed over the course of several decades; each providing their 
own advantages and disadvantages.  A brief explanation and comparison of these 
common methods is provided below.  
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3.3.2.1 Ray Tracing Algorithms 
Ray tracing methods assume a solution for 𝜙𝜙 to be a product of pressure amplitude 
function 𝐴𝐴 and phase function 𝑃𝑃 such that, 
 𝜙𝜙 = 𝐴𝐴𝑒𝑒𝑗𝑗𝑗𝑗. 3.11 
The amplitude and phase functions are both dependent on all spatial coordinates 
considered.  Substituting this form of 𝜙𝜙 into the Helmholtz equation yields a real 
component, 
 1
𝐴𝐴
𝛻𝛻2𝐴𝐴 − (𝛻𝛻𝑃𝑃)2 + 𝑘𝑘2 = 0 3.12 
which represents the geometry of the acoustic ray path as it travels through space, and an 
imaginary component, 
 2(𝛻𝛻𝐴𝐴 ∗ 𝛻𝛻𝑃𝑃) + 𝐴𝐴𝛻𝛻2𝑃𝑃 = 0 3.13 
which represents the acoustic wave amplitude along the ray path.  A ray traveling through 
space is assumed to have some cross-sectional area 𝛼𝛼.  The cross-sectional area changes 
as steps through the spatial coordinates take place.  By the conservation of energy, the 
amplitude at a new spatial position may be computed from a previous spatial position as 
in, 
 𝐴𝐴2 = �𝜎𝜎2𝛼𝛼2𝜎𝜎1𝛼𝛼1�12 𝐴𝐴1. 3.14 
This facilitates stepping through discrete points to “trace” the amplitude of the ray along 
the geometrical path.  Generally speaking, this method allows for range-dependent 
environment variables such as bathymetry, however, is limited to high frequencies; 
defined by, 
 𝑓𝑓 > 10 𝜎𝜎
𝑑𝑑
 3.15 
where 𝑑𝑑 is the environment depth being considered. 
3.3.2.2 Normal Modes 
Starting with the non-homogeneous Helmholtz equation in two dimensions 
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1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑟𝑟
𝜕𝜕𝑝𝑝
𝜕𝜕𝑟𝑟
� + 𝜌𝜌(𝑧𝑧) 𝜕𝜕
𝜕𝜕𝑧𝑧
�
1
𝜌𝜌(𝑧𝑧)𝜕𝜕𝑝𝑝𝜕𝜕𝑧𝑧 � + 𝜔𝜔2𝜎𝜎2(𝑧𝑧)𝑝𝑝 = −𝛿𝛿(𝑟𝑟)𝛿𝛿(𝑧𝑧 − 𝑧𝑧𝑠𝑠)2𝜋𝜋𝑟𝑟  3.16 
where 𝜌𝜌 and 𝜎𝜎  are the density and sound speed profiles respectively.  The right-hand side 
of the above equation represents a source impulse function at source depth 𝑧𝑧𝑠𝑠.  The 
solution for acoustic pressure 𝑝𝑝 is sought in the form 𝑝𝑝(𝑟𝑟, 𝑧𝑧) = Φ(𝑟𝑟)Ψ(𝑧𝑧).  Substituting 
this form and separating variables yields two equations with the term Λ introduced as the 
separation constant.  One equation in terms of the 𝑧𝑧 coordinate, 
 𝜌𝜌(𝑧𝑧) 𝑑𝑑
𝑑𝑑𝑧𝑧
�
1
𝜌𝜌(𝑧𝑧)𝑑𝑑 Ψm(z)𝑑𝑑𝑧𝑧 � + � 𝜔𝜔2𝜎𝜎2(𝑧𝑧) − Λm2 �  Ψm(z) = 0   3.17 
and one in terms of the 𝑟𝑟 coordinate, 
 
1
𝑟𝑟
𝑑𝑑
𝑑𝑑𝑟𝑟
�𝑟𝑟
𝑑𝑑Φ𝑖𝑖(𝑟𝑟)
𝑑𝑑𝑟𝑟
� + Λ𝑖𝑖2Φ𝑖𝑖(𝑟𝑟) =  −𝛿𝛿(𝑟𝑟)Ψ𝑖𝑖(𝑧𝑧𝑠𝑠)2𝜋𝜋𝑟𝑟𝜌𝜌(𝑧𝑧𝑠𝑠)  3.18 
where 
 Φ𝑖𝑖(𝑟𝑟) = 𝑗𝑗4𝜌𝜌(𝑧𝑧𝑠𝑠)Ψ𝑖𝑖(𝑧𝑧𝑠𝑠)𝐶𝐶01(Λ𝑖𝑖𝑟𝑟) 3.19 
and 𝐶𝐶01 is a zeroth order Hankel function of the first kind.  These are classic Sturm-
Liouville (SL) eigenvalue problems for which solutions are well known47, 64.  The 
eigenfunctions of the SL problems are orthogonal such that, 
 �
Ψ𝑚𝑚(𝑧𝑧)Ψ𝑖𝑖(𝑧𝑧)
𝜌𝜌(𝑧𝑧)𝐷𝐷0 𝑑𝑑𝑧𝑧 = 0,𝑓𝑓𝑓𝑓𝑟𝑟 𝑚𝑚 ≠ 𝑛𝑛 , 3.20 
where 𝐷𝐷 is the upper bound of the 𝑧𝑧 domain.  The value 𝑚𝑚 may take any integer value.  
The 𝑚𝑚th modeshape is characterized by the eigenfunction Ψ𝑚𝑚(𝑧𝑧) and the horizontal 
propagation constant is characterized by the eigenvalue Λ𝑚𝑚; for which there are infinite 
many orthogonal pairs.  The infinite sum of the modeshapes provide the pressure as a 
function of 𝑧𝑧 and 𝑟𝑟, 
 𝑝𝑝(𝑟𝑟, 𝑧𝑧) ≅ 𝑗𝑗
𝜌𝜌(𝑧𝑧𝑠𝑠)�(8𝜋𝜋𝑟𝑟)  𝑒𝑒−𝑗𝑗𝜋𝜋4  � Ψ𝑚𝑚(𝑧𝑧𝑠𝑠)Ψ𝑚𝑚(𝑧𝑧) 𝑒𝑒𝑗𝑗Λ𝑚𝑚𝑟𝑟Λm∞𝑚𝑚=1  . 3.21 
48 
The transmission loss may then be computed as the ratio of pressure at some downrange 
position to pressure at the source position, 
 𝑇𝑇𝐿𝐿(𝑟𝑟, 𝑧𝑧) ≅  −20 ∗ log10 �� �2𝜋𝜋𝑟𝑟𝜌𝜌(𝑧𝑧𝑠𝑠)  � Ψ𝑚𝑚(𝑧𝑧𝑠𝑠)Ψ𝑚𝑚(𝑧𝑧) 𝑒𝑒𝑗𝑗Λ𝑚𝑚𝑟𝑟Λm∞
𝑚𝑚=1
��. 3.22 
3.3.2.3 Fast Field Program 
Problems involving layered media have long been of interest within the acoustics 
community.  When considering acoustic problems involving layered media, the classic 
approach has been to reduce the four-dimensional Helmholtz equation to several ordinary 
differential equations using integral transforms.  Each ODE is then solved by matching 
the boundary conditions between each layer.  This analytical approach is sufficiently 
effective for simple environments approximated with few numbers of layers.  However, 
upon investigating more complex environments, numerical methods become necessary.  
The fast field program falls into a larger category of numerical simulation techniques 
known as wavenumber integration which is used when studying layered media 
environments.  The setup for this type of simulation typically involves a horizontally 
stratified environment with 𝑚𝑚 + 1 number of layers.  Layer 1 being an upper halfspace, 
layer 𝑚𝑚 + 1 being a lower halfspace, and layers 2 to 𝑚𝑚 comprising different media layers 
within the propagation environment.  Wavenumber integration at its core relies on 
solving the equation 
 𝑝𝑝(𝑟𝑟, 𝑧𝑧) =  � 𝑔𝑔(𝑘𝑘𝑟𝑟 , 𝑧𝑧) 𝐽𝐽0(𝑘𝑘𝑟𝑟 , 𝑧𝑧)𝑘𝑘𝑟𝑟𝑑𝑑𝑘𝑘𝑟𝑟∞
0
 , 3.23 
in each layer, where 𝐽𝐽0 is the zeroth-order Bessel function and 𝑔𝑔 is the wavenumber 
kernel.  It has been shown by the fast-field approximation, Equation 3.23 is equivalent to 
 𝑝𝑝(𝑟𝑟, 𝑧𝑧) ≅ � 12𝜋𝜋𝑟𝑟  𝑒𝑒−𝑗𝑗�𝑚𝑚+12�𝜋𝜋2 � 𝑔𝑔(𝑘𝑘𝑟𝑟 , 𝑧𝑧)∞0  �𝑘𝑘𝑟𝑟 𝑒𝑒𝑗𝑗𝑘𝑘𝑟𝑟𝑟𝑟𝑑𝑑𝑘𝑘𝑟𝑟 3.24 
for ranges which are greater than a few wavelengths.  This may then be discretized to a 
form which may be solved numerically.  The Fourier series summation is implemented 
such that, 
 𝑝𝑝(𝑟𝑟𝑖𝑖, 𝑧𝑧) = Δ𝑘𝑘𝑟𝑟
�2𝜋𝜋𝑟𝑟𝑖𝑖  𝑒𝑒𝑗𝑗�𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚𝑟𝑟𝑚𝑚−�𝑚𝑚+12�𝜋𝜋2 � ��𝑔𝑔(𝑘𝑘𝑙𝑙, 𝑧𝑧)𝑒𝑒𝑗𝑗𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚𝑙𝑙Δ𝑘𝑘𝑟𝑟�𝑘𝑘𝑙𝑙 � 𝑒𝑒𝑗𝑗2𝜋𝜋𝑙𝑙𝑖𝑖𝑀𝑀𝑀𝑀−1𝑙𝑙=0  3.25 
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The indices 𝑢𝑢 and 𝑙𝑙 refer to the range steps for which there are 𝑀𝑀 total, such that, 
 𝑟𝑟𝑖𝑖 = 𝑟𝑟𝑚𝑚𝑖𝑖𝑖𝑖 + 𝑢𝑢Δ𝑟𝑟 , 𝑢𝑢 = 0, 1 … (𝑀𝑀− 1), 3.26 
and 
 𝑘𝑘𝑙𝑙 = 𝑘𝑘𝑚𝑚𝑖𝑖𝑖𝑖 + 𝑙𝑙Δ𝑘𝑘𝑟𝑟 , 𝑙𝑙 = 0, 1 … (𝑀𝑀− 1), 3.27 
and range steps are subject to the constraint 
 Δ𝑟𝑟Δ𝑘𝑘𝑟𝑟 = 2𝜋𝜋𝑀𝑀  . 3.28 
The FFP is capable of handling range independent and horizontally stratified 
environments.  That is to say, the properties of each layer (such as sound speed) may vary 
with depth but not range.  Each layer interface is assumed to be planer and parallel.   
3.3.2.4 Parabolic Equation Solving with Finite Difference Approximation 
The previous sections have discussed typical methods of approximating solutions to the 
Helmholtz equation using methods such as amplitude and phase summations, separation 
of variables, and the Fourier transform.  Perhaps the most direct method of solving the 
Helmholtz equation is through finite difference approximation of the partial derivatives 
within the parabolic equation. 
Any second order, linear, partial differential equation of the general form 
 𝐴𝐴
𝜕𝜕2𝑢𝑢
𝜕𝜕𝑥𝑥2
+ 2𝜙𝜙 𝜕𝜕2𝑢𝑢
𝜕𝜕𝑥𝑥𝜕𝜕𝜕𝜕
+ 𝐶𝐶 𝜕𝜕2𝑢𝑢
𝜕𝜕𝜕𝜕2
 + 𝐷𝐷 = 0 3.29 
may be said to be parabolic if 𝜙𝜙2 − 𝐴𝐴𝐶𝐶 = 0 where 𝑢𝑢, 𝐴𝐴, 𝜙𝜙, and 𝐶𝐶 are functions of 𝑥𝑥 and 
𝜕𝜕, and 𝐷𝐷 represents the lower order terms which must be a linear function of 𝑢𝑢.  The 
Helmholtz equation may take many forms depending on the situation being considered, 
however is represented classically in this context as 
 𝜕𝜕
2𝜓𝜓
𝜕𝜕𝑟𝑟2
+ 2𝑗𝑗𝑘𝑘0 𝜕𝜕𝜓𝜓𝜕𝜕𝑟𝑟 + 𝜕𝜕2𝜓𝜓𝜕𝜕𝑧𝑧2 + 𝑘𝑘02(𝑛𝑛2 − 1)𝜓𝜓 = 0 3.30 
Variation of the acoustic field is assumed to be slow with respect to range in comparison 
to depth63.  Therefore, the term 𝜕𝜕
2𝜓𝜓
𝜕𝜕𝑟𝑟2
 is typically neglected, leaving 
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 2𝑗𝑗𝑘𝑘0 𝜕𝜕𝜓𝜓𝜕𝜕𝑟𝑟 + 𝜕𝜕2𝜓𝜓𝜕𝜕𝑧𝑧2 + 𝑘𝑘02(𝑛𝑛2 − 1)𝜓𝜓 = 0 . 3.31 
This is, by definition, a parabolic equation where 𝑛𝑛(𝑟𝑟, 𝑧𝑧) = 𝜎𝜎0/𝜎𝜎(𝑟𝑟, 𝑧𝑧) is the index of 
refraction.   
The acoustic environment being considered is discretized into a grid for which 𝑙𝑙 and 𝑚𝑚 
are the depth and range indices, respectively, and 𝜓𝜓𝑙𝑙𝑚𝑚is the field variable at a given point.  
For a given range index, the acoustic field is evaluated at every point along the depth 
grid.  The solving process then steps through range, taking into account the acoustic field 
determined at the previous range (and depth) positions.  Therefore, the key to evaluation 
of the acoustic field at all points is numerical implementation of the partial derivatives of 
𝜓𝜓 with respect to the depth coordinate 𝑧𝑧.  This is accomplished with the finite difference 
approximation of the derivative47, 48, 63, 64 
 
𝜕𝜕𝜓𝜓
𝜕𝜕𝑧𝑧
�
𝑧𝑧𝑙𝑙
≅
𝜓𝜓𝑙𝑙+1
𝑚𝑚 − 𝜓𝜓𝑙𝑙
𝑚𝑚
Δ𝑧𝑧
   3.32 
and 
 
𝜕𝜕2𝜓𝜓
𝜕𝜕𝑧𝑧2
�
𝑧𝑧𝑙𝑙
≅
𝜓𝜓𝑙𝑙+1
𝑚𝑚 − 2𝜓𝜓𝑙𝑙𝑚𝑚 + 𝜓𝜓𝑙𝑙−1𝑚𝑚
Δ𝑧𝑧2
   3.33 
Essentially, these equations represent the definition of the first and second derivatives 
respectively without taking the limit as Δ𝑧𝑧 goes to zero; allowing for numerical 
evaluation in a discrete grid.  Solving by this method produces a system of linear 
equations at each range step which may then be solved simultaneously to determine the 
acoustic field. 
The finite difference approximation provides several advantages.  The sound speed 
profile may vary as a function of both the depth dimension as well as range dimension63.  
The boundary conditions (i.e. impedance) and the terrain (or bathymetry) may vary along 
the range dimensions48, 63.  The variation of properties with depth and range make this 
method capable to handle layered media similar to that of the FFP47. Additionally, many 
explicit implementations of the finite difference approximation allow for unconditionally 
stable solutions.  
3.3.2.5 Comparison and Implementation 
To aid in selection of an appropriate propagation model, Etter provides comparison for 
the various available computational methods (Figure 3.11).  The underwater environment 
considered in this chapter – Portage Lake – has range dependent characteristics; 
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specifically bathymetry.  The water depth is on the order of 10 m which is considered 
shallow water (less than 200 m).  The frequency range of the excitation is between 250 to 
8000 Hz. 
For shallow water, high frequency (greater than 500 Hz), and range dependent 
applications ray theory numerical models are both physically applicable and 
computationally efficient.  For shallow water, low frequency (less than 500 Hz), and 
range dependent applications parabolic equation numerical models are both physically 
applicable and computationally efficient.  To cover the entire frequency range of interest, 
the parabolic equation and the ray tracing methods are therefore suitable for simulating 
the underwater TL in the Portage Lake environment.  
 
Figure 3.11 Domains of applicability of underwater acoustic propagation models.  (Reproduced 
with permission from P.C. Etter, Underwater Acoustic Modeling and Simulation48) 
While Etter focuses on mostly underwater applications for the PE, RT, FFP, and NM 
methods, they are by no means exclusive to underwater applications and are frequently 
implemented for atmospheric propagation, seismo-acoustic propagation, and other 
acoustic propagation problems with layered media.  The atmospheric environment (above 
ice) on Portage Lake is assumed to be range independent and “deep” due to the large 
magnitude of atmosphere above the ice surface.  Therefore, atmospheric TL may also be 
simulated reasonably using the PE and RT methods. 
Maggi and Duncan65 combined several existing propagation models in a Matlab graphical 
user interface (GUI) entitled the Acoustic Toolbox User-interface and Post-processor 
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(ACTUP).  ACTUP includes models such as Bellhop (RT program with range dependent 
bathymetry), Kracken (NM propagation model), Scooter/Field (FFP and Green’s function 
model), and RAM (PE solver using the Pade split-step algorithm66). 
To compare the collected TL data on Portage Lake to computational models, the Bellhop 
and RAM models are implemented within the ACTUP program.  Inputs to the models are 
discussed in the following sections and are shown in Appendix 0.  The data collected and 
TL model outputs are compared in the following sections.  
3.3.3 Underwater TL 
This section will discuss the underwater transmission loss data collected on Portage Lake 
and provide comparison to the computational simulation.  
3.3.3.1 Simulation Inputs 
Underwater TL was simulated with the Bellhop and RAM models within the ACTUP 
software.  While both Bellhop and RAM may be used for layered environments, the 
ACTUP software does not facilitate sources to be placed below stratified environmental 
layers.  Therefore, the ice layer was not included within the environment model.  While 
this is not preferable because it does not allow for implementation of ice reflection losses, 
the simulation outputs still provide adequate comparison for the TL data.  
 
Figure 3.12 Acoustic Properties of the bottom half-space for simulating underwater TL.  
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responsible for the majority of the bottom losses considering that the silt is likely highly 
saturated and has sound speeds close to that of the water column itself.  The sandstone 
basement, having higher sound speeds and densities provides minor losses.  
For the given environmental properties, the simulated bottom reflection loss is shown in 
Figure 3.13 and is compared to the measured RL from section 3.3.1. A range of RL 
values are shown for each grazing angle because the RL clearly varies dependent on the 
frequency considered.  It is observed that the simulated RL matches the measured data 
closely.  Furthermore, the simulated RL is consistent with the theoretical RL for a sandy-
silt (or silt) bottom presented in Figure 3.4.  It is noted that there is no data for 
comparison of the grazing angles between 20 to 80 degrees, however, based on the 
theoretical models, the simulated RL is reasonable.  
3.3.3.2 TL vs. Range and Depth 
Both the Bellhop and RAM models utilize cylindrical coordinate assumptions.  That is to 
say, the acoustic propagation is considered in two dimensions; range and depth.  
Therefore, the primary output from the models consists of transmission loss as a function 
of range and depth.  
An example of the Bellhop TL simulation for a frequency of 1000 Hz is shown in Figure 
3.14.  The source location for this simulation is at 3 m depth and 0 m range.  The black 
line in this figure represents the bathymetry profile of Portage Lake.  The color gradient 
represents the TL; amplitude with respect to the source.  An analogous example for the 
RAM simulation is shown in Figure 3.15. 
In both simulation types, the maximum TL is observed to be on the order of 60 dB over 
the depth and range domains.  The propagation paths, bottom and surface reflections are 
observed clearly.  Some acoustic energy is observed to propagate into the lake floor and 
become attenuated, which is expected based on the silty bottom type.  A shadow zone is 
observed on the far side of the underwater ridge, beyond ranges and depths of 500 m and 
8 m respectively. 
In order to provide adequate comparison between the TL simulation and collected data, it 
is necessary to view the TL data as a function of range exclusively.  The ACTUP 
software provides a method to extract a TL profile which is only a function of range.  By 
selecting a receiver depth, TL information is determined at that depth over the entire 
range.  
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Figure 3.14 Simulated (Bellhop) underwater TL vs. range and depth at 1000 Hz.  Acoustic source 
depth at 3 m.  Portage Lake bathymetry shown in black. 
 
Figure 3.15 Simulated (RAM) underwater TL vs. range and depth at 1000 Hz.  Acoustic source 
depth at 3 m.  Portage Lake bathymetry shown in black. 
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Generally speaking, there is good correlation between the Bellhop and RAM simulations 
excluding the first two or three frequency bands considered in Figure 3.17.  In the 250 
and 315 Hz bands, the RAM simulation significantly overestimates the TL beyond 400 
m.  However, the Bellhop simulation provides an accurate comparison to the measured 
TL data in these bands.   
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Figure 3.17 Underwater TL data and comparison to Bellhop and RAM simulations. 
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 𝐿𝐿𝑝𝑝𝑡𝑡𝑜𝑜𝑡𝑡𝑡𝑡𝑙𝑙 = 10 ∗ log10 𝑝𝑝12 + 𝑝𝑝22𝑝𝑝𝑟𝑟𝑟𝑟𝑖𝑖2  3.34 
If 𝑝𝑝1 is assumed to be the component of the total acoustic signal corresponding to the 
cannon blast and 𝑝𝑝2 is assumed to be the component of the total acoustic signal 
corresponding to ambient noise, the cannon blast signal and the noise may be 
distinguished to within 3 dB difference.  Effectively, a corrected signal level 𝑝𝑝𝑐𝑐2 may be 
determined by subtracting the noise component from the total received signal, 
 𝑝𝑝𝑐𝑐2 = 𝑝𝑝𝑗𝑗𝑜𝑜𝑗𝑗𝑡𝑡𝑙𝑙2 − 𝑝𝑝𝑖𝑖𝑜𝑜𝑖𝑖𝑠𝑠𝑟𝑟2  . 3.35 
Data with SNR of 3 dB or less was disregarded for analysis.  
3.3.4.3 Simulation Inputs 
Atmospheric TL was simulated with the Bellhop and RAM models within the ACTUP 
software.  Given that the ACTUP software was originally developed for use in 
underwater environments, the coordinate systems in each layer are measured downward 
from the top of each layer.  This does not affect the accuracy of the atmospheric 
simulation, because the individual models still solve the relative TL at each horizontal 
range coordinate and vertical height coordinate.  It does, however, make the coordinate 
system and associated source and receiver locations less intuitive.  The atmospheric 
simulation inputs are described as follows.  
 
Figure 3.20 Atmospheric environment model in ACTUP. 
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The atmospheric environment model was constructed within the ACTUP software with 
four layers; an air column, a snow layer, an ice layer, and a water half-space (Figure 
3.20).  The modeled air layer was 100 m thick with a varying sound speed profile and a 
constant density of 1.29 kg/m3.  The variation in sound speed profile was based on the 
measured wind speeds during testing.  Salomons63 showed that the effective sound speed 
profile may be developed to represent the variations in wind speed throughout the air 
column with the equation, 
 𝜎𝜎𝑟𝑟𝑖𝑖𝑖𝑖(𝑧𝑧)  = 𝜎𝜎0 + 𝑏𝑏 ln � 𝑧𝑧𝑧𝑧0 + 1� 3.36 
The first term, 𝜎𝜎0, represents the nominal sound speed based on the mean air temperature, 
 𝜎𝜎0 = 20.04 ∗ �𝑇𝑇𝑘𝑘��� . 3.37 
The second term represents the variation in the sound speed profile based on the 
measured wind speed.  The factor 𝑏𝑏 is positive 1 for a downward refracting atmosphere – 
being that the air temperature was lowest near the surface of the ice this is the case in the 
Arctic environment – and negative 1 for an upward refracting atmosphere.  The term, 
 𝑧𝑧0 = ℎexp(𝑉𝑉𝑤𝑤���) , 3.38 
is a function of the measured wind speed 𝑉𝑉𝑤𝑤 and the height ℎ where the wind speed was 
measured.  Based on a nominal wind speed of 4.48 m/s and air temperature -16.4°C (see 
Appendix A.1), the sound speed profile in is used for the environmental model is shown 
in Figure 3.21 and Figure 3.22. 
A modeled sound speed profile such as this assumes that the wind direction is not 
changing during the evaluation of the propagation.  Furthermore, it only accounts for 
wind speed in the range dimension; assuming that the wind speed in the vertical and 
transverse directions are minimal in comparison.  Turbulent effects in the atmosphere are 
also not taken into account.   
The snow layer was developed with a thickness of 0.13 m, a compressional sound speed 
of 500 m/s, density of 300 kg/m3, shear sound speed of 300 m/s, and absorption 
coefficients of 0.5 dB/𝜆𝜆 for both compression and shear waves.  These properties are 
consistent with those measured by Capelli et al.73 on snow samples in laboratory studies  
The ice layer was defined with a thickness of 0.3 m, compressional speed of 2657 m/s, 
density of 915 kg/m3, and shear speed of 1381 m/s.  The attenuation coefficients for the 
ice layer were assumed to be zero. 
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Figure 3.21 Atmospheric sound speed profile from wind speed and temperature data. For inputs: 
𝑇𝑇 = -16.4°C, 𝑉𝑉𝑤𝑤 = 4.48 m/s, ℎ = 10 m, 𝑏𝑏 = 1. 
 
Figure 3.22 Air column properties within the atmospheric ACTUP model.  
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These sound speeds used are slower than that of typical ice which is usually well above 
3000 m/s for compressional speed.  Justification for the use of these properties will be 
developed further in section 3.5.  For now, it will suffice to say that the ice layers were 
quite soft compared to that of normal ice.  Additionally, the ice layer itself was stratified 
into layers; some of which were slush-like and some of which were solid.  These 
variations in the ice layer were not rigorously measured and the assumption is made that 
the properties in the ice are roughly similar throughout.  Therefore, the aggregate sound 
speeds through the ice layer are lower than normal.  
The final layer is that of the water half-space.  Half-space layers are not able to contain 
varying sound speed profiles.  The nominal values for compressional sound speed and 
density in the water column were used.  Those are, 1406 m/s and 998 kg/m3, respectively.  
The shear speed and attenuation coefficients were set to zero.  
The total range considered within the simulation was 890 m and the simulation is 
evaluated at 1/3-octave bands between 20 to 8000 Hz.  
Additional details regarding the simulation setup are provided in Appendix 0.  
3.3.4.4 TL vs. Range and Depth 
Examples of simulated atmospheric transmission loss for 500 Hz are shown in Figure 
3.23 and Figure 3.24 for Bellhop and RAM models respectively.  Both models show 
“depth” on the y-axis.  The top of the atmosphere is located at 0 m depth and the top of 
the ice layer is located at 100 m depth, below which are the ice and water layers.  The 
source depth in both models is positioned at 99 m “deep”, which corresponds to 1 m 
above the ice layer.   
The atmosphere in both models is observed to be downward refracting, as expected based 
on the input sound speed profile in the air column.  The greatest amount of refraction is 
visible within 200 m in the Bellhop model, but are visible across the entire range in the 
RAM model.   
Both models show TL on the order of 60 dB with variations in both spatial dimensions on 
the order of 10 to 20 dB.  Variations in TL within the atmosphere are expected due to the 
high wind speeds.  While the models do not account for turbulence or scattering, the 
sound speed profile does account for the high wind speed measured in the range 
dimension and this contributes to the large variations in TL.  The RAM model shows the 
transmission into the ice and water is attenuated quite rapidly within 100 m (note that 
Bellhop only provides TL outputs in the first layer but the ice and water effects are still 
accounted for in the model).  Additionally, constructive interference and interactions with 
the boundary layer at the ice surface are observed to affect the TL in both models within 
the first 10 to 20 m above the ice layer.  
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Figure 3.23  Simulated Bellhop atmospheric TL vs. range and depth at 500 Hz. Acoustic source 
depth at 99 m (one meter above the ice).   
Range-dependent atmospheric TL is shown in Figure 3.25 for both Bellhop and RAM 
models for a source and receiver depth 1 m above the ice surface.  The same plot is 
shown on both linear and logarithmic range scales to view the short-range and long-range 
detail more clearly.  Good correlation is observed between the models, however, the large 
variations in TL are again observed especially at ranges beyond 100 m; causing some 
discrepancy on the order of ± 10 to ±20 dB.   
In the case of the TL in Figure 3.25 there is approximately an order of magnitude 
difference between the estimated TL at long ranges.  As explained above in the case of 
TL vs. range and depth, this variation is also expected based on the high winds observed 
during testing and the wind-corrected sound speed profile used in the models.  
As discussed in section 3.3.2.5 each model type has advantages and disadvantages 
leading to variations in model output and accuracy.  Given that model accuracy is highly 
dependent on frequency, environment depth, spatial discretization, and other factors, the 
variation between the Bellhop and RAM simulations is reasonable.  The comparison 
between the two is useful to cover a wide frequency range, and provides insight to the 
potential range of measured TL values.  Simulated TL similar to that which is shown in 
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Table 3.4 shows the measured atmospheric TL data (mean values only) in terms of 
receiver distance and frequency bands.  Data which did not have sufficient SNR are not 
included in the table.  The mean broadband values of TL at each range step are also 
shown at the bottom of the table.  These values are computed by averaging every row for 
a given site distance and will be compared in section 3.3.5. 
Generally speaking, the measured data correlate well with the simulated Bellhop and 
RAM models.  Excellent correlation between the model and the data is observed for 
frequency bands between 315 to 4000 Hz.  Variation in the measured data matches the 
variation of the simulated data very closely.  
There are, however, several points observed in the figures which seem to be unaccounted 
for by the simulations.  There is significant variance on some of the atmospheric TL 
depending on the frequency and site distance.  Spread in the data of ± 6 to ±12 dB in the 
data at any particular site are common with several sites having ± 0 dB of spread.  The 
most extreme spread on any of the data is in the 5000 Hz data at the 450 m site which has 
± 24 dB of variation.   
For all frequencies considered, the 450 m site appears to have the largest spread and/or 
the largest mean difference from the simulations.  The measured data at 450 m also is 
observed to deviate from the trend of the other measured data.  These data points are 
known to have good SNR based on the analysis conducted in section 3.3.4.2.  Therefore, 
this large discrepancy between the model and the data may potentially be due to 
atmospheric turbulence – which is not accounted for in the models – or some other 
unknown environmental effects.  It is also possible that some of these points are 
statistical outliers; however, it is not possible to determine this in cases where there were 
only a few samples which had reasonable SNR.  
In terms of mean values, it is also observed that the simulations appear to overestimate 
TL at site distances less than 100 m and underestimate TL at site distances 600 m and 
beyond.  However, there are several sites beyond 600 m where the maximum values of 
measured data fall within reasonable ranges in comparison to the models.   
At low frequencies, especially below 250 Hz, the separation between the RAM and 
Bellhop models is significant; greater than 20 dB in some cases.  The RAM model 
generally provides better correlation with the data at low frequencies except for a few 
points at long distances.  The RAM and Bellhop models appear to converge slightly as 
frequency increases, and both provide acceptable correlation with the data.  These effects 
are expected based on the differences in applicability of models (Figure 3.11).   
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Figure 3.26  Atmospheric TL for 1/3 – Octave bands 20 Hz to 63 Hz. 
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Figure 3.27 Atmospheric TL for 1/3 – Octave bands 80 Hz to 250 Hz. 
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Figure 3.28 Atmospheric TL for 1/3 – Octave bands 315 Hz to 1000 Hz. 
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Figure 3.29 Atmospheric TL for 1/3 – Octave bands 1250 Hz to 4000 Hz. 
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data is valid based on a long-known physical representation of geometric spreading and 
propagation.   
Additionally, it is of interest to note that the broadband spreading type in both the 
atmosphere and the underwater environment is spherical in type; not cylindrical.  Some 
of the error induced in the underwater TL simulations may be induced based on the 2D 
approximation of the Helmholtz equation.  A 3D approximation or using a source type 
with specific directivity in each 1/3 – octave band could potentially reduce these errors.  
However, this cannot be confirmed without using software which contains these 
capabilities.   
3.4 Effects of Ice Boreholes on FRFs between Air and Water 
For the Arctic experiments discussed in chapter 2, hydrophones were deployed 
underwater through bored holes in the ice.  This method raised questions regarding the 
amount of acoustic energy which would be allowed to transmit directly between the air 
and the water without passing through the ice; in effect creating an acoustic short circuit.  
This was of particular interest for the cannon experiments during analysis of the FRF 
between the microphone and the hydrophone at the source site. 
3.4.1 Explanation of the Test 
During testing on Portage Lake, two experiments were conducted to investigate the effect 
of the ice boreholes on the FRF between the microphone in air and the hydrophone 
underwater.  For the first experiment, the hydrophone was deployed, as normal, through 
the hole in the ice.  For the second experiment, the hydrophone was frozen into the ice to 
simulate a continuous ice sheet without a hole.  The propane cannon was used as the 
acoustic source in air for both experiments.  Multiple cannon blasts were measured for 
each experiment to facilitate spectral averaging of the FRF.  
In order to freeze the hydrophone into the ice without damaging equipment, the 
hydrophone cable was passed through a small PVC tube.  The PVC tube was frozen into 
a cylinder of ice in a laboratory freezer before the test date (Figure 3.32).  The 
hydrophone and ice cylinder assembly was then transported to the test location on the test 
date.  The cylinder of ice was placed into the borehole on the Portage Lake ice sheet and 
allowed 2 hours to freeze solidly in place before the second experiment was carried out.  
The dimensions of the ice cylinder were roughly equal to the borehole diameter and the 
Portage Lake ice thickness. Therefore, only 2 hours were necessary because the ice 
cylinder was already completely frozen.  
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Figure 3.32 Ice cylinder with frozen-in PVC for ice borehole experiment. 
3.4.2 FRF Comparison 
Figure 3.33 shows the FRF magnitude, phase, and coherence for the open-hole and the 
frozen-hole experiments between the microphone in air and the hydrophone underwater.   
The FRFs are almost identical at low to middle frequency ranges (< 400 Hz).  Above 400 
Hz, there appears to be broadband attenuation on the order of 2 to 8 dB, however 
coherence also drops off significantly in this frequency range.  This coherence drop-off 
indicates that the received signal at the hydrophone is not linearly related to the source 
signal (microphone) in this band.  The low coherence is most probably explained by 
lower received signal at the hydrophones in this band for both the open-hole and the 
frozen-hole cases.  Therefore, the apparent broadband attenuation above 400 Hz may be 
caused by higher variance on the FRF magnitude and phase in this band.  At 183 Hz, 
there is 4 dB difference between the open-hole and frozen-hole FRFs, however, this may 
be attributed to measurement error. 
Overall, there is very little difference in path variation between the open-hole and frozen-
hole scenarios.  In most cases where hydrophones are used for under-ice data collection, 
there is probably little benefit from freezing the hydrophones into the ice.  
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Furthermore, dispersion of some wave-types in non-homogeneous environments causes 
higher frequencies travel faster than low frequencies.  The sound speeds in the ice depend 
largely on elastic properties such as elastic modulus, shear modulus, density, and 
Poisson’s ratio.   
A discussion of the elastic properties and sound speeds in the ice will be followed by 
evaluation of the measured through-thickness modes in the ice layer 
3.5.1 Elastic Properties and Sound Speeds of the Ice 
The ice layer is assumed to be a two-dimensional solid which is surrounded by air on the 
top of the layer and water on the bottom (Figure 3.34).  Particle motion is restricted to the 
vertical dimension, 𝑧𝑧, and the range (longitudinal) dimension, 𝑟𝑟.  The ice layer is excited 
with a vertical impulse 𝐹𝐹 in the 𝑧𝑧-direction; perpendicular to the top boundary.  There are 
four types of waves which may be excited in this scenario; compressional waves, 
vertically polarized shear waves, Rayleigh waves, and flexural waves.   
Compressional waves are the fastest to propagate through a medium followed by that of 
shear waves; both of which are non-dispersive.  The compressional wave is observed 
when the particle displacement of the medium is in the same dimension as the direction 
of the wave propagation.  In the 2D case, a compressional wave may be observed in 
either the vertical or longitudinal dimensions as the energy from the impulse spreads 
through the solid.  The theoretical compressional wave speed in a plate (2D solid) is 
known to be4, 6, 44, 
 𝜎𝜎𝑝𝑝 = � 𝐸𝐸𝜌𝜌�1−𝜈𝜈2� , 3.39 
where 𝐸𝐸, 𝜌𝜌, and 𝜈𝜈 are the elastic modulus, density, and Poisson’s ratio of the plate 
material respectively. 
Comparatively, a shear wave is observed when the particle motion is perpendicular to the 
direction of travel of the wave propagation.  The theoretical shear speed is defined as10, 44, 
 𝜎𝜎𝑠𝑠 = �𝐺𝐺𝜌𝜌�12 = � 𝐸𝐸2𝜌𝜌(1 + 𝜈𝜈)�12 , 3.40 
where 𝐺𝐺 is the shear modulus.  Relating the shear speed to the compressional speed yields 
the equation, 
 𝜎𝜎𝑠𝑠  = 𝜎𝜎𝑝𝑝 �(1−2𝜈𝜈)2(1−𝜈𝜈)�12. 3.41 
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Figure 3.34  Ice layer wave-speed diagram.  Wave types considered for the ice layer are 
compressional, shear, Rayleigh, and flexural.  Air and water boundary conditions effect the 
through-thickness resonant frequency in drivepoint mobility.  Force input 𝐹𝐹 and geophone 
responses 𝑢𝑢𝑖𝑖 are measured quantities.  
Rayleigh waves travel near the surface of the layer and have retrograde elliptical particle 
motion in plane with the layer itself10.  As depth in the layer increases, the amplitude of 
the Rayleigh wave rapidly decreases.  Rayleigh waves propagate in the 𝑟𝑟-dimension and 
have wave speeds which are known to be non-dispersive in isotropic layers and are 
proportional to the shear velocity,  
 𝜎𝜎𝑅𝑅 = 0.9𝜎𝜎𝑠𝑠 , 3.42 
but are dispersive in non-isotropic layers10, 14.  Rayleigh waves contrast flexural waves in 
that they only exist very close to the surface of the layer in question while flexural waves 
represent bending motion of the full thickness of the layer.  Flexural waves are generally 
slower than shear waves, but due to the dispersive nature of flexural waves, they may 
approach or exceed the shear speed at high frequencies (greater than ~ 5000 Hz)44.  
The theoretical flexural wave speed in a thin plate is defined as44 
 𝜎𝜎𝑖𝑖 = �𝜔𝜔2𝐷𝐷𝜌𝜌𝐿𝐿 �14 , 3.43 
where,  
 𝐷𝐷 =  𝐸𝐸𝐿𝐿312(1 − 𝜈𝜈2) , 3.44 
is the flexural rigidity and 𝐿𝐿 is the plate thickness.  The dependence on 𝜔𝜔 indicates the 
dispersive nature of the flexural wave speed.   
The particle velocity of the ice was measured at vertically oriented geophone locations 𝑢𝑢𝑖𝑖 
indicated in Figure 3.34 in response to instrumented impact hammer excitation at 𝐹𝐹.  The 
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A more rigorous analysis of the ice-water interaction can be formed by starting with the 
wave equation, applying proper boundary conditions to it, and solving for the through-
thickness modal frequencies. 
To formulate the problem mathematically, it is advantageous to begin with the wave 
equation in one dimension64, 
 𝜕𝜕
2𝑝𝑝
𝜕𝜕𝑧𝑧2
= 1
𝜎𝜎2
𝜕𝜕2𝑝𝑝
𝜕𝜕𝑡𝑡2
 3.45 
where the acoustic pressure in the ice 𝑝𝑝 = 𝑝𝑝(𝑧𝑧, 𝑡𝑡) and 𝑧𝑧 is the spatial coordinate in the 
through-thickness direction (the origin of 𝑧𝑧 is at the air-ice interface and is positive down 
towards the ice-water interface), and 𝜎𝜎 = 𝜎𝜎𝑗𝑗 which is the compressional speed of sound 
in the ice.  The equation may then be simplified as follows.  Assuming that the solution 
for 𝑝𝑝(𝑡𝑡) will take the form, 
 𝑝𝑝(𝑡𝑡) = 𝐴𝐴𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 3.46 
the full solution may then be represented, 
 𝑝𝑝(𝑧𝑧, 𝑡𝑡) = 𝑝𝑝(𝑧𝑧)𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 . 3.47 
The second partial derivative with respect to time is, 
 𝜕𝜕
2𝑝𝑝
𝜕𝜕𝑡𝑡2
=  −𝜔𝜔2𝑝𝑝(𝑧𝑧) , 3.48 
and the second partial derivative with respect to the spatial coordinate is, 
 𝜕𝜕
2𝑝𝑝
𝜕𝜕𝑧𝑧2
=  −𝑘𝑘2𝑝𝑝(𝑧𝑧) , 3.49 
where the wavenumber 
 𝑘𝑘 = 𝜔𝜔
𝜎𝜎
= 2𝜋𝜋
𝜆𝜆
 . 3.50 
At the air-ice interface, a pressure release boundary condition is assumed.  That is to say, 
𝑝𝑝(𝑧𝑧 = 0) = 0.  At the ice-water boundary and impedance match boundary condition is 
assumed.  Impedance in this section is denoted as 𝐙𝐙 to distinguish from the spatial 
coordinate.  The impedance is known to be equal to the ratio of pressure and particle 
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velocity which is also equal to the medium density multiplied by the compressional 
sound speed.  In this case, the impedance being matched is that of the water.  Therefore,  
 𝐙𝐙𝑤𝑤(𝑧𝑧 = 𝐿𝐿) = 𝑝𝑝(𝐿𝐿)𝑢𝑢(𝐿𝐿) = 𝜌𝜌0𝑤𝑤𝜎𝜎𝑤𝑤 , 3.51 
where 𝐿𝐿 is the ice thickness and the subscript 𝑉𝑉 denotes the density and sound speed of 
the water.  The boundary value problem may then be represented as the Helmholtz 
equation in one dimension with the boundary conditions, 
 
⎩
⎪
⎨
⎪
⎧                                          𝜕𝜕2𝑝𝑝
𝜕𝜕𝑧𝑧2
+ 𝑘𝑘2𝑝𝑝(𝑧𝑧) = 0
𝜙𝜙.𝐶𝐶. 1:                       𝑝𝑝(𝑧𝑧 = 0) = 0
𝜙𝜙.𝐶𝐶. 2:                      𝑝𝑝(𝐿𝐿)
𝑢𝑢(𝐿𝐿) = 𝜌𝜌0𝑤𝑤𝜎𝜎𝑤𝑤  . 3.52 
The total solution of the wave equation takes the form, 
 𝑝𝑝(𝑧𝑧, 𝑡𝑡) = [𝐴𝐴𝑠𝑠𝑢𝑢𝑛𝑛(𝑘𝑘𝐴𝐴𝑧𝑧) + 𝜙𝜙𝜎𝜎𝑓𝑓𝑠𝑠(𝑘𝑘𝐴𝐴𝑧𝑧)]𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 3.53 
however, may be simplified by considering only the spatial variation and ignoring 
variation with respect to time 
 𝑝𝑝(𝑧𝑧) = 𝐴𝐴𝑠𝑠𝑢𝑢𝑛𝑛(𝑘𝑘𝐴𝐴𝑧𝑧) + 𝜙𝜙𝜎𝜎𝑓𝑓𝑠𝑠(𝑘𝑘𝐴𝐴𝑧𝑧) . 3.54 
Applying the first boundary condition yields 𝜙𝜙 = 0, therefore 𝑝𝑝(𝑧𝑧) = 𝐴𝐴𝑠𝑠𝑢𝑢𝑛𝑛(𝑘𝑘𝐴𝐴𝑧𝑧).  In 
order to apply the second boundary condition, the relationship between pressure and 
particle velocity must be established.  This is well defined via Euler’s equation, 
 −𝛻𝛻𝑝𝑝 = 𝜌𝜌0𝐼𝐼 𝜕𝜕𝑢𝑢𝜕𝜕𝑡𝑡  , 3.55 
where the subscript 𝜙𝜙 represents the ice density.  Understanding that the solution 𝑢𝑢(𝑡𝑡) is 
oscillatory, we may then represent Euler’s equation as, 
 −
𝜕𝜕𝑝𝑝 𝜕𝜕𝑧𝑧 = 𝑗𝑗𝜔𝜔𝜌𝜌0𝐴𝐴𝑢𝑢 3.56 
Therefore, 
 𝑢𝑢(𝑧𝑧) = 𝑗𝑗
𝜔𝜔𝜌𝜌0𝐴𝐴
𝜕𝜕𝑝𝑝
𝜕𝜕𝑧𝑧
 3.57 
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Taking the partial derivative of Equation 3.57 with respect to 𝑧𝑧 gives 
 𝑢𝑢(𝑧𝑧) = 𝐴𝐴𝑘𝑘𝐴𝐴𝑗𝑗
𝜔𝜔𝜌𝜌0𝐴𝐴
cos(𝑘𝑘𝐴𝐴𝑧𝑧). 3.58 
The second boundary condition may now be applied, 
 
𝑝𝑝(𝐿𝐿)
𝑢𝑢(𝐿𝐿) = 𝜌𝜌0𝑤𝑤𝜎𝜎𝑤𝑤 = 𝑠𝑠𝑢𝑢𝑛𝑛(𝑘𝑘𝐴𝐴𝐿𝐿)𝑘𝑘𝐴𝐴𝑗𝑗
𝜔𝜔𝜌𝜌0𝐴𝐴
cos(𝑘𝑘𝐴𝐴𝐿𝐿) , 3.59 
which reduces to the transcendental equation, 
 tan(𝑘𝑘𝐴𝐴𝐿𝐿) = 𝑗𝑗𝜌𝜌0𝑤𝑤𝜎𝜎𝑤𝑤𝑘𝑘𝐴𝐴𝜔𝜔𝜌𝜌0𝐴𝐴 ∗ �𝐿𝐿𝐿𝐿� 3.60 
Solving the transcendental equation requires plotting the left and right-hand sides of the 
equation as a function of 𝑘𝑘𝐴𝐴𝐿𝐿 and determining where the functions cross.  The term 
𝐿𝐿
𝐿𝐿
 is 
multiplied through so the right hand side of 3.60 is dependent on 𝑘𝑘𝐴𝐴𝐿𝐿.  The modal 
frequencies are determined by, 
 𝑓𝑓𝑖𝑖 = �𝑘𝑘𝜙𝜙𝐿𝐿�𝑛𝑛𝜎𝜎𝜙𝜙2𝜋𝜋𝐿𝐿  , 3.61 
where (𝑘𝑘𝐴𝐴𝐿𝐿)𝑖𝑖 is the value of the independent axis where the transcendental equation is 
solved.   
3.5.3 Ice layer drivepoint FRF (dynamic mobility) 
From the collected data, the FRF between the geophone signal at the source site and the 
hammer signal may be computed.  The frequency domain ratio of particle velocity in m/s 
and input force in N is often referred to as dynamic mobility80.  The inverse of mobility is 
known as dynamic impedance.  
The theoretical FRF (mobility) can be estimated from the pole-residue theorem, 
 ℎ(𝑗𝑗𝜔𝜔) = 𝑗𝑗𝜔𝜔� 𝐴𝐴𝑖𝑖
𝑗𝑗𝜔𝜔 − 𝜆𝜆𝑖𝑖
+  𝐴𝐴𝑖𝑖∗
𝑗𝑗𝜔𝜔 − 𝜆𝜆𝑖𝑖∗
𝑚𝑚
𝑖𝑖=1
 3.62 
where 𝑚𝑚 is the number of modes of the system, 𝜆𝜆𝑖𝑖 is the 𝑛𝑛𝑗𝑗ℎ pole of the system and 𝐴𝐴𝑖𝑖 is 
the 𝑛𝑛𝑗𝑗ℎ residue32, 80.  These are defined by, 
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 𝐴𝐴 = 12𝑗𝑗𝑀𝑀𝜔𝜔𝑑𝑑 , 3.63 
 𝜆𝜆 =  −𝜁𝜁𝜔𝜔𝑖𝑖 + 𝑗𝑗𝜔𝜔𝑑𝑑  , 3.64 
 𝜔𝜔𝑑𝑑 = 𝜔𝜔𝑖𝑖 ∗ �1 − 𝜁𝜁2 ,  3.65 
 𝜔𝜔𝑖𝑖 =  2𝜋𝜋𝑓𝑓𝑖𝑖 , 3.66 
where 𝑀𝑀 is the modal mass, 𝜁𝜁 is the modal damping ratio, 𝜔𝜔𝑖𝑖 is the natural frequency, 
and 𝜔𝜔𝑑𝑑 is the damped natural frequency.   
Comparison of the data to a theoretical FRF requires knowledge of the frequency of the 
mode being synthesized.  The modal frequency 𝑓𝑓𝑖𝑖 is computed from Equation 3.61 after 
solving the transcendental equation in Equation 3.60.  Inputs to Equation 3.60 are the 
environmental properties shown in Table 3.6 which were measured and discussed in the 
previous sections.  The ice thickness was chosen to be 20 cm, which is representative of 
the solid ice layer only; not including the soft and slushy ice on the top and bottom of the 
layer.  The left and right-hand side of Equation 3.60 are plotted in Figure 3.39.  The value 
of the 𝑘𝑘𝐴𝐴𝐿𝐿-axis at the intersection of the two lines represent the modal frequency 
information per Equation 3.61.   
Additional inputs to the theoretical FRF are modal damping ratio and modal mass.  
Damping ratio was assumed to be 0.045 and modal mass was scaled to unity.  
Table 3.6 Input properties for theoretical FRF 
Symbol Description Value Unit 
𝜌𝜌𝑤𝑤 Water Density 1000 kg/m3 
𝜎𝜎𝑤𝑤 Water Sound Speed 1406 m/s 
𝜌𝜌𝐴𝐴 Ice Density 915 kg/m3 
𝜎𝜎𝐴𝐴 
Ice Sound Speed 
(Compressional) 2657 m/s 
𝐿𝐿 Ice Thickness 20 cm 
The value of 𝑘𝑘𝐴𝐴𝐿𝐿 at the first intersection in Figure 3.39 is 0.694.  This corresponds to a 
theoretical modal frequency of 1445 Hz.  It is worth noting that the modes beyond this 
are not considered because the theoretical frequency is far beyond the maximum 
frequency of excitation by the hammer impulse.  The resulting theoretical FRF is shown 
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lower than normally expected (less than one), this is reasonable given the drop-off in 
excitation in the frequency range greater than 1 kHz.  
In the experimental FRF, lower frequency modes observed in the 250 to 400 Hz 
frequency range are likely due to the Rayleigh and flexural waves in the ice layer.  This is 
confirmed by again viewing the data in Figure 3.35.  The primary ring-down in the 1 m 
geophone data corresponds to roughly 400 Hz; which is also observed as a broad peak in 
the drivepoint mobility.  The lower frequencies present in the drivepoint mobility are also 
observed in the time-domain data, but to a lesser extent.  
It is of interest to determine the ice thickness from the through-thickness resonant 
frequency observed in the drivepoint mobility.  This may be accomplished by rearranging 
Equation 3.60 to the form, 
 𝐿𝐿 = 𝜎𝜎𝐴𝐴2𝜋𝜋𝑓𝑓 tan−1 �𝑗𝑗𝜌𝜌𝑤𝑤𝜎𝜎𝑤𝑤𝜌𝜌𝐴𝐴𝜎𝜎𝐴𝐴 �. 3.67 
Utilizing this equation for practical measurement of the ice thickness also requires 
knowledge of the ice and water impedance; that is to say the density and speed of sound 
in the ice and water.  The resonant frequency determined from the drivepoint mobility 
then may be used to estimate ice thickness.  
3.6 Summary 
As follow-up to the acoustic studies carried out in Barrow, AK in 2016, several 
experiments were conducted on Lake Superior’s Keweenaw Waterway during February 
2018.  
The atmospheric (above-ice) and underwater (under-ice) transmission loss (TL) were 
measured at 11 sites which were identified in the Keweenaw Waterway.  The greatest 
separation between sites was 890 m.  A propane cannon blast was the acoustic source for 
atmospheric TL and an underwater speaker with tonal output was the source for 
underwater TL.  TL was processed for 1/3-octave bands of 20 to 8000 Hz for atmospheric 
and 250 to 8000 Hz for underwater TL.   Comparative TL simulations were developed 
with parabolic equation and ray tracing algorithms.   
The underwater reflection loss (RL) for the lake bottom and the ice layers were directly 
measured with pseudo-random maximal length sequence (MLS) signals.  Considering the 
silty bottom type at the experiment sites, the measured bottom RL as a function of 
grazing angle matched closely with theoretical RL from previous studies.  The measured 
RL ranged from 0 to 5 dB at frequencies less than 3000 Hz and 10 to 20 dB at 
frequencies 3 to 18 kHz.  Large variability in RL as a function of frequency was observed 
in the latter frequency range.  
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The TL simulations included bathymetry, sound speed profiles, and reflection loss inputs 
where supported by the software program.  Generally, good agreement was observed 
between the measured and simulated TL.  Due to the high wind speeds during testing, the 
atmospheric TL was observed to have some large variances between the measurements (6 
to 24 dB in some cases) even when there was high signal-to-noise ratio.  By comparison, 
the underwater TL had much lower variance (less than 3 dB between measurements).   
In terms of broadband comparison, both the atmospheric and the underwater TL closely 
matched theoretical spherical spreading curves.  While this does not provide information 
for narrowband sources or specific source-to-receiver paths, the broadband comparison 
does provide confidence that the measured data is valid.  
The effect of ice boreholes was tested in relation to the amount of acoustic energy which 
passes into the water.  The propane cannon source was fired near the opening of a 
borehole and the FRF between the microphone and the hydrophone was measured.  The 
borehole was then allowed to freeze with the hydrophone in place underwater.  
Frequency response functions were compared for the open borehole case and the frozen 
borehole case.  Little difference was observed in the FRF.  Some broadband mid-to-high 
frequency (>500 Hz) attenuation was observed on the order of 2 to 8 dB.  However, the 
coherence for both compared measurements (open and frozen-over holes) was also low in 
this frequency band.  Therefore, it is not possible to rule out that this attenuation may be 
due to measurement error.  Overall, there is little benefit from freezing the hydrophones 
into the ice for the majority of measurement scenarios.  
Compressional, shear, and Rayleigh wave speeds in the ice were measured to be 2657 
m/s, 1379 m/s, and 1267 m/s respectively.  Utilizing the theoretical equations for the 
respective wave speeds, elastic properties of the ice in the Keweenaw Waterway were 
determined as follows.  The elastic modulus, density, and Poisson’s ratio were estimated 
to be 5.8 GPa, 915 kg/m3, and 0.315 respectively.  
A through-thickness resonance in the ice at 1445 Hz was predicted from the wave 
equation using impedance-match boundary conditions at the ice-water interface and 
pressure releases at the ice-air interface.  The predicted resonance matched up closely in 
the measured drive-point mobility between the instrumented impact hammer and the 
vertically-oriented geophone.  It was demonstrated that the ice thickness may be 
determined from the resonant frequency measured in the drivepoint mobility if the sound 
speed and density (or impedance) of the water and ice are also known.  This finding is 
useful for practical applications when non-penetrative methods of estimating ice 
thickness are necessary.   
The data presented in this chapter are quite possibly the first ever investigation into the 
acoustic propagation in the Keweenaw Waterway.  The presented information regarding 
transmission loss, reflection loss, sound speed profiles, elastic properties of the ice, and 
ice wave speeds provide a baseline for further acoustic studies to be conducted in the 
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Great Lakes and in the Arctic.  Furthermore, given the similarities to the Arctic 
environment, these data provide insight to refine the developing Arctic-acoustic models. 
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4 Acoustic Vector Sensor (AVS) Tracking 
4.1 Introduction 
The increase in open water in the Arctic for longer periods during the year is projected to 
invite civilian, commercial, and military activity 24, 26-28, 49, 50, 81, 82.  From a military defense 
perspective, it is of interest to detect, identify, and track all anthropogenic sources to 
increase battlespace awareness.  Multi-domain acoustic platforms – that is, underwater, on-
ice, and, atmospheric sensors – are good candidates to provide source localization due to 
their ease of deployment and implementation in defense systems. 83 
It has been shown that using acoustic vector sensors (AVS) provide one approach to 
achieve direction of arrival (DOA) estimation and acoustic tracking 84-88.  Vector sensors 
provide a method to determine instantaneous magnitude and direction to an acoustic 
sound source.  By combining two or more AVS, the source position can be 
instantaneously localized.  The common types of AVS that have been researched include 
pressure-particle velocity (𝑝𝑝𝑢𝑢), pressure-particle acceleration (𝑝𝑝𝑃𝑃), pressure-pressure 
(𝑝𝑝𝑝𝑝), and particle velocity-particle velocity (𝑢𝑢𝑢𝑢) 89.  Of these types, 𝑝𝑝𝑝𝑝 and 𝑝𝑝𝑃𝑃 vector 
sensors are by far the most prevalent because they utilize common equipment such as 
microphones and accelerometers.  83 
Many other methods of source localization have been studied.  The two most prevalent 
include acoustical holography and beamforming.  Both of these methods have benefits 
within their respective fields.   
Acoustic holography has been extensively studied for industrial source localization and 
directivity measurement applications.  Implementation of acoustic holography requires 
measurement of the sound pressure on a holographic plane and the use of spatial Fourier 
transforms and inverse Green’s functions to back-propagate and reconstruct the surface 
velocity at the source90.  This procedure relies on measuring evanescent waves which 
decay exponentially with distance from the source90.  Therefore, acoustic holography 
may only be used in the nearfield of the source being measured (giving rise to the 
familiar term nearfield acoustic holography, or NAH).  This essentially disqualifies 
acoustic holography from any long-range tracking applications.   
Beamforming, by comparison, is another method of localization which has been widely 
studied for DOA, long-range localization, and SONAR applications38, 46, 48, 91-93.  
However, in order to facilitate accurate beamforming calculations, extensive numbers of 
transducers (even in so-called “sparse” applications) are required as well as large, 
expensive data systems to facilitate measurements on each transducer channel94-98.  
Generally speaking, beamforming applications typically rely on minimizing the width of 
the spatial filter response91, 


  
98 
The majority of AVS research studies stationary sources in a laboratory environment.  An 
exceptional number of theoretical AVS simulations and tracking algorithms have been 
developed with minimal real-world experimental validation.  A few studies explore DOA 
estimation of moving sources.  In these cases, key parameters, such as source frequency, 
number of sources, range from source to receiver, and environmental parameters are 
typically known and controlled.   
It is of interest to examine the localization and tracking capabilities of both underwater 
(pa) and atmospheric (pp) vector sensors for practical anthropogenic tracking 
applications.  This chapter will examine the implementation and effectiveness of AVS 
when sensing non-stationary mechanical noise sources in a realistic non-laboratory 
environment where ambient noise is present.  The DOA measurements at multiple AVS 
locations are used to test the acoustic source localization potential for these methods.  
Specifically, the feasibility of tracking on-ice vehicles with underwater AVS as well as 
tracking ground vehicles with atmospheric AVS are of primary interest.  
4.2 Theory 
Acoustic vector sensors largely rely on acoustic intensity theory.  Acoustic intensity is 
most simply defined as the product of acoustic pressure and particle velocity, 
 𝜙𝜙 = 𝑝𝑝𝑢𝑢 , 4.2 
which represents the amount of acoustic power passing through a unit area of a medium 
that is perpendicular to the direction of sound propagation.  In other words, the intensity 
vector represents the energy flow of sound.   
Acoustic intensity was first discussed by Rayleigh130 in the late 1800s and was then 
expanded upon greatly throughout the 1900s and through present day89.  The first patent 
for a sound intensity measurement device was submitted by Olson in 1931 at the Radio 
Corporation of America89.  Olson’s design relied on direct measurement of pressure and 
particle velocity.  However, until the 1960s, practical hardware and data collection 
limitations caused performance issues including limited frequency range, high noise 
levels, and overall inaccuracy.  In 1956, Schultz made the first intensity predictions based 
upon the finite difference approximation; allowing the particle velocity – and therefore 
the sound intensity – to be determined from the pressure gradient between two pressure 
transducers separated by a small known distance131.  In the 1970s and 1980s, sound 
intensity research increased significantly due to the improvement of hardware and signal 
processing capabilities.  The first commercially available pp sound intensity probes were 
created by Metravib and Bruel & Kajer in the early 1980s89, 132.  This was followed by the 
microflown pu probe originally developed by de Bree in 1994122, 123.   
Subsequently, sound intensity measurements have become increasingly useful in 
applications in which source localization is of critical importance, such as industrial noise 
control and sensor array signal processing.  Therefore, special care is taken in this 
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document to develop the theory of sound intensity and its application to AVS as currently 
is understood.  Much of the theory in the following sections have been well documented 
by Fahy89, but it is reproduced here for completeness and understanding by the reader.  
4.2.1 Derivation of the acoustic intensity vector 
Sound is defined as the oscillation of fluid particles in response to a pressure gradient 
which disturbs the particles.  The particle velocity, 
 𝑢𝑢 = 𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡
 , 4.3 
is defined as the rate of change of position 𝑥𝑥 of the particles, and pressure, 
 𝑝𝑝 = 𝐹𝐹
𝛿𝛿𝑆𝑆
 4.4 
is defined as the force 𝐹𝐹 acting on a differential area 𝛿𝛿𝑆𝑆 of the fluid.  From classical 
mechanics, the work done on the particle is defined as, 
 𝑊𝑊 =  ∫ 𝐹𝐹 𝑑𝑑𝑥𝑥𝐵𝐵𝐴𝐴  4.5 
when the particle moves from point 𝐴𝐴 to point 𝜙𝜙 in the 𝑥𝑥-direction.  The acoustic power 
is the time rate of change of work (or energy), which is thereby equivalent to the product 
of force and particle velocity, 
 𝑑𝑑𝑊𝑊
𝑑𝑑𝑡𝑡
= 𝐹𝐹 𝑑𝑑𝑥𝑥
𝑑𝑑𝑡𝑡
= 𝐹𝐹𝑢𝑢 . 4.6 
By substituting 𝑝𝑝𝛿𝛿𝑆𝑆 for the force, the acoustic power per unit area may be then described 
by, 
 �
𝑑𝑑𝑊𝑊
𝑑𝑑𝑡𝑡 �
𝛿𝛿𝑆𝑆
= 𝑝𝑝𝑢𝑢𝑥𝑥 ≡ 𝜙𝜙𝑥𝑥 4.7 
which is the definition of sound intensity 𝜙𝜙 in the 𝑥𝑥-direction. 
Particle velocity, as well as the force acting on the particle, are both vector quantities; 
that is to say, they possess a magnitude and a direction.  Therefore, the sound intensity is 
also a vector quantity.  The pressure and particle velocity are commonly represented by 
complex exponential functions (or sinusoids) which are functions of space and time such 
as in, 
 𝑝𝑝(𝑥𝑥, 𝑡𝑡) = 𝑃𝑃𝑒𝑒𝑗𝑗𝜙𝜙𝑝𝑝𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 4.8 
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and 
 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑈𝑈𝑒𝑒𝑗𝑗𝜙𝜙𝑢𝑢𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 4.9 
where 𝜙𝜙𝑝𝑝 and 𝜙𝜙𝑢𝑢 are the spatially dependent phase and 𝑃𝑃 and 𝑈𝑈 are the amplitudes, 
respectively.  Complex intensity can therefore be represented as, 
 𝜙𝜙(𝑥𝑥, 𝑡𝑡) = 𝑃𝑃𝑈𝑈𝜎𝜎𝑓𝑓𝑠𝑠�𝜔𝜔𝑡𝑡 + 𝜙𝜙𝑝𝑝� cos(𝜔𝜔𝑡𝑡 + 𝜙𝜙𝑢𝑢) . 4.10 
It is of interest to understand the phase relationship between 𝑝𝑝 and 𝑢𝑢.  Introducing, 
 𝜙𝜙𝑝𝑝𝑢𝑢 = 𝜙𝜙𝑝𝑝 − 𝜙𝜙𝑢𝑢 , 4.11 
the active intensity, 
 𝜙𝜙𝑡𝑡 = 12 𝑃𝑃𝑈𝑈𝜎𝜎𝑓𝑓𝑠𝑠�𝜙𝜙𝑝𝑝𝑢𝑢� 4.12 
is defined as the component of the particle velocity which is in phase with the acoustic 
pressure, while reactive intensity, 
 𝜙𝜙𝑟𝑟 = 12 𝑃𝑃𝑈𝑈𝑠𝑠𝑢𝑢𝑛𝑛�𝜙𝜙𝑝𝑝𝑢𝑢� 4.13 
is defined as the component of the particle velocity which is in quadrature with acoustic 
pressure.  Active and reactive intensity are then the real and imaginary components of 
complex intensity, 
 𝜙𝜙 = 𝜙𝜙𝑡𝑡 + 𝑗𝑗𝜙𝜙𝑟𝑟 . 4.14 
The active intensity represents the net transport of acoustic energy while the reactive 
component represents the oscillatory transport of energy.  Time averaging of the 
components will yield a non-zero result for active intensity and zero for reactive 
intensity.89 
In order to facilitate the measurement of acoustic intensity, the phase of the crosspower 
spectra between a pressure transducer and a particle velocity transducer 𝐺𝐺𝑢𝑢𝑥𝑥𝑝𝑝 may be 
used to represent the active or reactive components of intensity.  In most cases, active 
intensity is measured to allow for spectral averaging which does not result in a zero 
value.  Therefore, the relation, 
 𝜙𝜙𝑥𝑥(𝜔𝜔) = 𝑅𝑅𝑒𝑒�𝐺𝐺𝑢𝑢𝑥𝑥𝑝𝑝(𝜔𝜔) � 4.15 
is useful for pu intensity probes and AVS.  Adapting this equation for use with a pa AVS 
is done readily by dividing the crosspower spectra between a pressure transducer and a 
particle acceleration transducer by 𝑗𝑗𝜔𝜔. 
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 𝜙𝜙𝑥𝑥(𝜔𝜔) = 𝑅𝑅𝑒𝑒 �𝐺𝐺𝑡𝑡𝑥𝑥𝑝𝑝(𝜔𝜔)𝑗𝑗𝜔𝜔 � 4.16 
4.2.2 Intensity from Finite Difference Methods 
The complication with measurement of acoustic intensity is the reliance on accurate 
particle velocity measurement.  Acoustic particle velocity is difficult to measure 
directly89 (although it has become feasible thanks to the development of the microflown 
sensor).  Particle acceleration is more readily measured with accelerometers – especially 
for underwater applications – giving rise to pa AVS being more common than the pu 
type.  In order to measure acoustic intensity using pressure transducers only (pp method), 
an approximation of the particle velocity must be made exclusively from the pressure 
gradient between two points.  That approximation is developed below. 
From Euler’s equation in one dimension, the pressure gradient is described 
mathematically by,  
 𝜕𝜕𝑝𝑝(𝑟𝑟, 𝑡𝑡)
𝜕𝜕𝑥𝑥
=  −𝜌𝜌0 𝜕𝜕𝑢𝑢𝑥𝑥(𝑟𝑟, 𝑡𝑡)𝜕𝜕𝑡𝑡  , 4.17 
where 𝜌𝜌0 is the density of the medium, 𝑝𝑝 is the complex sound pressure and 𝑢𝑢𝑥𝑥 is the 𝑥𝑥-
component of the complex particle velocity.  Both pressure and particle velocity are 
functions of space 𝑟𝑟 and time 𝑡𝑡.  The finite difference approximated particle velocity is 
then determined by89, 
 𝑢𝑢𝑥𝑥(𝑡𝑡) ≅  − 1𝜌𝜌0  � 𝑝𝑝2(𝜏𝜏) − 𝑝𝑝1(𝜏𝜏)𝑑𝑑𝑗𝑗−∞  𝑑𝑑𝜏𝜏 4.18 
and pressure is, 
 𝑝𝑝(𝑡𝑡) = 12 [𝑝𝑝2(𝑡𝑡) − 𝑝𝑝1(𝑡𝑡)] . 4.19 
The averaged intensity in the 𝑥𝑥-direction can be written as89, 
 
𝜙𝜙𝑥𝑥 = lim
𝑇𝑇→∞
1
𝑇𝑇
 � 𝑝𝑝(𝑟𝑟, 𝑡𝑡) 𝑢𝑢𝑥𝑥(𝑟𝑟, 𝑡𝑡) 𝑑𝑑𝑡𝑡𝑇𝑇
0
 
=  −� 1
𝜌𝜌0𝑑𝑑
�  lim
𝑇𝑇→∞
1
𝑇𝑇
 � �𝑝𝑝1(𝑡𝑡)� 𝑝𝑝2(𝜏𝜏)𝑑𝑑𝜏𝜏𝑗𝑗
−∞
�
𝑇𝑇
0
𝑑𝑑𝑡𝑡 
4.20 
which is equivalent to89, 
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 𝜙𝜙𝑥𝑥(𝜔𝜔) = 1𝜌𝜌0𝜔𝜔𝑑𝑑 𝜙𝜙𝑚𝑚 �𝐺𝐺𝑝𝑝2𝑝𝑝1(𝜔𝜔)� 4.21 
in the frequency domain.  The above form utilizes the crosspower spectra 𝐺𝐺𝑝𝑝2𝑝𝑝1 between 
two pressure transducers and is therefore useful for pp intensity probes and AVS.   
4.2.3 Phase Calibration for pp Methods 
Pressure-pressure methods of sound intensity measurement rely on accurate 
quantification of the phase delay of a sound wave as it passes between two microphone 
locations separated by a known distance.  Inherent phase delay in the microphone, 
cabling, and data system can cause inaccuracies in the measurement of the sound wave’s 
phase.  Therefore, it is important to implement microphones, cabling, and data systems 
which have zero delay (or very small delay) between the measurements of pressure at one 
position relative to the other.  While theoretically straightforward, this is almost always 
not practical for most microphone measurement systems.  Therefore, it is necessary to 
correct for inherent phase mismatch between the microphones and measurement 
channels.  This is possible via phase calibration techniques.   
In order to phase calibrate, both microphones are inserted into a random white noise 
generator such as a pistonphone or a small speaker enclosure.  The microphones are held 
at the same constant distance from the face of the white noise generator.  A measurement 
is made with both microphones simultaneously and the crosspower spectra between the 
microphones is computed.  The phase of the crosspower spectra between the 
microphones represents the phase mismatch, Δ𝜙𝜙, between the two measurement 
channels.  This phase mismatch can then be removed from subsequent intensity 
measurements; effectively reducing measurement error.  
A given crosspower spectra measurement can be represented as,  
 𝐺𝐺𝑝𝑝1𝑝𝑝2 =   𝐴𝐴1(𝜔𝜔)𝑒𝑒−𝑗𝑗𝜙𝜙1𝐴𝐴2(𝜔𝜔)𝑒𝑒−𝑗𝑗𝜙𝜙2𝑒𝑒𝑗𝑗(Δ𝜙𝜙) 4.22 
where 𝐴𝐴 represents the amplitude for the indicated microphone channel and 𝜙𝜙 represents 
the phase for the indicated microphone channel.  The latter factor of Equation 4.22 
represents the inherent phase delay in the measurement system between the two 
microphone channels.  By subtracting 𝑒𝑒𝑗𝑗(Δ𝜙𝜙) from the measured crosspower spectra, the 
measurement is corrected for inherent phase delays.  
An example of the relative phase mismatch and the acoustic measurement hardware used 
in this report may be seen in Appendix A.4.1.  
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4.2.4 Underwater pa Vector Sensors 
The underwater AVS considered in this chapter measure underwater sound pressure, 
particle acceleration in the local x, y, and z-axes, the gravitational field relative to the x, y, 
and z-axes, and the magnetic heading 133.  The gravity vector,  
contains the pitch-roll information about each axis and the magnetic field vector, 
contains the heading information with components in each local coordinate direction. The 
quantities PrX, PrY, and PrZ represent the x, y, and z components of the gravitational 
vector, respectively, and the quantities HdX, HdY, and HdZ represent the x, y, and z 
components of the magnetic field vector, respectively. These quantities are read directly 
from the vector sensor via serial communications. 83 
The 3x3 transformation matrix,  
is used to rotate the gravity and magnetic field vectors from local coordinates to global 
magnetic north, magnetic west, and up coordinates.  In the formulation of the 
transformation matrix, 𝑛𝑛𝑡𝑡𝑐𝑐, 𝑉𝑉𝑡𝑡𝑐𝑐, and 𝑢𝑢𝑡𝑡𝑐𝑐 are the magnetic north, west, and up rotation 
vectors, respectively.  The rotation vectors are determined using the gravity and magnetic 
field vectors by, 
 𝑛𝑛𝑡𝑡𝑐𝑐 = (𝑘𝑘×𝑚𝑚)×𝑘𝑘|(𝑘𝑘×𝑚𝑚)×𝑘𝑘| (1x3), 4.26 
 𝑉𝑉𝑡𝑡𝑐𝑐 = − 𝑘𝑘×𝑚𝑚|𝑘𝑘×𝑚𝑚| (1x3), and 4.27 
 𝑢𝑢𝑡𝑡𝑐𝑐 =  − 𝑘𝑘|𝑘𝑘| (1x3), 4.28 
where the × represents the cross-product operator.  The acoustic intensity, 𝜙𝜙, is 
determined in the local x, y, and z directions with respect to the vector sensor by 
 𝑔𝑔 = [𝑃𝑃𝑟𝑟𝑃𝑃 𝑃𝑃𝑟𝑟𝑃𝑃 𝑃𝑃𝑟𝑟𝑃𝑃] (1x3), 4.23 
 𝑚𝑚 = [𝐶𝐶𝑑𝑑𝑃𝑃 𝐶𝐶𝑑𝑑𝑃𝑃 𝐶𝐶𝑑𝑑𝑃𝑃] (1x3), 4.24 
 
𝑄𝑄𝑖𝑖𝑖𝑖𝑥𝑥𝑟𝑟𝑑𝑑
𝑇𝑇 = �𝑛𝑛𝑡𝑡𝑐𝑐𝑉𝑉𝑡𝑡𝑐𝑐
𝑢𝑢𝑡𝑡𝑐𝑐
� (3x3) , 4.25 
 𝜙𝜙𝑥𝑥 = 𝑅𝑅𝑒𝑒 �𝐺𝐺𝑡𝑡𝑥𝑥𝑝𝑝𝑗𝑗𝑗𝑗  �,  𝜙𝜙𝑦𝑦 = 𝑅𝑅𝑒𝑒 �𝐺𝐺𝑡𝑡𝑦𝑦𝑝𝑝𝑗𝑗𝑗𝑗  �,  𝜙𝜙𝑧𝑧 = 𝑅𝑅𝑒𝑒 �𝐺𝐺𝑡𝑡𝑧𝑧𝑝𝑝𝑗𝑗𝑗𝑗  �, 4.29 
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where 𝐺𝐺𝑡𝑡𝑚𝑚𝑝𝑝 is the crosspower spectrum between the particle acceleration in the i
th 
direction and the sound pressure, j is the imaginary unit, √−1, and ω is the radial 
frequency in rad/s. 83 
The local x, y, and z components of intensity are then transformed to global coordinates 
magnetic north, west, and up by multiplying the intensity in local coordinates by the 
transformation matrix, Equation 4.25,  
 
�
𝜙𝜙𝑁𝑁𝑜𝑜𝑟𝑟𝑗𝑗ℎ
𝜙𝜙𝑈𝑈𝑟𝑟𝑠𝑠𝑗𝑗
𝜙𝜙𝑈𝑈𝑝𝑝
� = 𝑄𝑄𝑖𝑖𝑖𝑖𝑥𝑥𝑟𝑟𝑑𝑑𝑇𝑇 �𝜙𝜙𝑥𝑥𝜙𝜙𝑦𝑦
𝜙𝜙𝑧𝑧
�. 4.30 
The intensity magnitude, azimuth angle, and elevation angle are computed as, 
 |𝜙𝜙| =  �𝜙𝜙𝑁𝑁𝑜𝑜𝑟𝑟𝑗𝑗ℎ2 + 𝜙𝜙𝑈𝑈𝑟𝑟𝑠𝑠𝑗𝑗2 + 𝜙𝜙𝑈𝑈𝑝𝑝2 , 4.31 
 𝜃𝜃𝑉𝑉𝑆𝑆 = tan−1 � 𝐴𝐴𝑊𝑊𝑊𝑊𝑠𝑠𝑡𝑡𝐴𝐴𝑁𝑁𝑜𝑜𝑟𝑟𝑡𝑡ℎ�, and 4.32 
 Φ𝑉𝑉𝑆𝑆 = tan−1 � 𝐴𝐴𝑈𝑈𝑝𝑝
�𝐴𝐴𝑁𝑁𝑜𝑜𝑟𝑟𝑡𝑡ℎ
2 +𝐴𝐴𝑊𝑊𝑊𝑊𝑠𝑠𝑡𝑡
2
�, respectively.83 4.33 
The azimuth angle and the elevation angle represent the direction of arrival of the 
acoustic energy from the sound source at the measurement location.  The positive 
azimuth angle is defined as degrees from true east towards true north.  For example, an 
azimuth angle of +90 represents a DOA from due north and an azimuth angle of -90 
degrees represents a DOA from due south.  The positive elevation angle is defined as 
degrees from horizontal towards the earth.  For example, an elevation angle of +90 
degrees represents a DOA vertically downward (toward the sea floor) and an elevation 
angle of -90 degrees is pointing vertically up. 83 
The range between the measurement location and the source are computed as, 
 𝑅𝑅𝑉𝑉𝑆𝑆 = � 𝐷𝐷𝑉𝑉𝑆𝑆tan(Φ𝑉𝑉𝑆𝑆)� , 4.34 
where 𝐷𝐷𝑉𝑉𝑆𝑆 is the vector sensor depth, which was 5 m for all experiments. 83 
4.2.5 Atmospheric pp Vector Sensors  
Each pp vector sensor is comprised of 3 microphones which measure the acoustic 
pressure as a function of time.  The microphones are arranged in a configuration such that 
two principle axes are formed (Figure 4.3).  The line intersecting microphone 1 and 2 
create the x-axis, and the line intersecting microphone 1 and 3 create the y-axis; 
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orthogonal to the x-axis.  The separation distance 𝑑𝑑 between the microphones allows for 
the relative phase between microphones on a given axis to be accounted for when 
measuring in an acoustic environment.  
 
Figure 4.3 Microphone configuration and coordinate system for atmospheric (pp) vector sensor. 
Utilizing the pp method, sound intensity between any two microphones 𝑚𝑚 and 𝑛𝑛 can be 
computed, 
 𝜙𝜙𝑚𝑚𝑖𝑖(𝜔𝜔) = 1𝜌𝜌0𝜔𝜔𝑑𝑑𝑚𝑚𝑛𝑛  𝜙𝜙𝑚𝑚�𝐺𝐺𝑝𝑝𝑚𝑚𝑝𝑝𝑛𝑛(𝜔𝜔)� , 4.35 
where 𝐺𝐺𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚 is the crosspower spectrum between the microphones, 𝜌𝜌0 is the air density 
in kg/m3, and 𝜔𝜔 is the radial frequency in rad/s.  Effectively, the sound intensity along the 
x-axis and y-axis are determined by 𝜙𝜙12 and 𝜙𝜙13, respectively.  Alignment of the x-axis 
with magnetic north and the y-axis with magnetic west yields intensity magnitude,  
 |𝜙𝜙| =  �𝜙𝜙𝑁𝑁𝑜𝑜𝑟𝑟𝑗𝑗ℎ2 + 𝜙𝜙𝑈𝑈𝑟𝑟𝑠𝑠𝑗𝑗2  , 4.36 
and azimuth, 
 𝜃𝜃𝑉𝑉𝑆𝑆 = tan−1 � 𝜙𝜙𝑈𝑈𝑟𝑟𝑠𝑠𝑗𝑗𝜙𝜙𝑁𝑁𝑜𝑜𝑟𝑟𝑗𝑗ℎ� , 4.37 
which are similar in form to Equations 4.31 and 4.32.  Computation of an elevation angle, 
in this case, would require a fourth microphone measurement at a different z-position, 
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which is not included.  The azimuth angle represents the estimated direction of arrival 
from the sound source and is measured counterclockwise from the positive x-axis. 
Wajid et al. provided DOA estimation equation and performance analysis of various 2D 
pp AVS designs 99. In their formulations, the intensity in a given principal axis may be 
determined by averaging the component projections of intensity between sensors onto the 
principal axis.  For the type of pp AVS considered here, the components in the x and y 
directions would respectively be, 
 𝜙𝜙𝑥𝑥 =  13𝜌𝜌𝑑𝑑  �� 𝜙𝜙𝑚𝑚(𝐺𝐺13)𝜔𝜔 𝑑𝑑𝜔𝜔∞
0
+  𝜎𝜎𝑓𝑓𝑠𝑠(450)� 𝜙𝜙𝑚𝑚(𝐺𝐺23)
𝜔𝜔
∞
0
𝑑𝑑𝜔𝜔� , 4.38 
and 
 𝜙𝜙𝑦𝑦 = 13𝜌𝜌𝑑𝑑  �� 𝜙𝜙𝑚𝑚(𝐺𝐺12)𝜔𝜔 𝑑𝑑𝜔𝜔∞
0
+  𝑠𝑠𝑢𝑢𝑛𝑛 (45⁰)� 𝜙𝜙𝑚𝑚(𝐺𝐺23)
𝜔𝜔
∞
0
𝑑𝑑𝜔𝜔� , 4.39 
where 
 𝜙𝜙𝑚𝑚𝑖𝑖����� =  � 𝜙𝜙𝑚𝑚𝑖𝑖(𝜔𝜔)𝑑𝑑𝜔𝜔∞
0
 , 4.40 
is the spectral averaged intensity between two sensors. The estimated DOA may then be 
determined by, 
 𝜃𝜃𝑉𝑉𝑆𝑆 = tan−1 �𝜙𝜙𝑥𝑥𝜙𝜙𝑦𝑦�. 4.41 
This integral formulation for DOA estimation is essentially similar to the method applied 
in the previous sections. That is to say, the arctangent of intensity ratio is used to 
determine an approximation of angle.  However, the integration with respect to frequency 
accounts for all spectral energy within the frequency band. This is sufficient for cases in 
which sources emit high SNR frequency content, but may result in errors when multi-
tonal sources are analyzed. 
4.2.6 Moving Standard Deviation (MSD) Processing 
The acoustic intensity is a spectral measurement and as such the DOA is also a spectral 
measurement (Equation 4.35).  It is important to determine the frequency range over 
which these measurements should be analyzed based on the spectral energy emitted from 
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the acoustic source.  The mean (?̅?𝜃) and standard deviation (𝜎𝜎(𝜃𝜃)) of these measurements 
may be computed over this frequency range at a selected time interval to determine the 
DOA from the acoustic source as a function of time.  
 
Figure 4.4 Data processing flow for atmospheric pp AVS. 
By Shannon’s sampling theorem, the time interval (𝑇𝑇) is specified by the sample rate (𝐹𝐹𝑠𝑠) 
and blocksize (𝑁𝑁) such that, 
 𝐹𝐹𝑠𝑠 = 1Δ𝑡𝑡 , 4.42 
 𝑇𝑇 = 𝑁𝑁Δ𝑡𝑡 , 4.43 
where Δ𝑡𝑡 is the time between acoustic samples, and  
 Δ𝑓𝑓 = 1𝑇𝑇 4.44 
is the frequency resolution of the spectral measurements. 
At each time interval of interest, the DOA may be computed at each AVS site.  The 
processing flow for each time interval is shown in Figure 4.4.  Iterative computation of 
this process will result in time domain DOA.  The time data block measured from 
microphone 1 and 2 are used to compute the crosspower spectra 𝐺𝐺12.  Likewise, the time 
data from microphone 1 and 3 are used to compute the crosspower spectra 𝐺𝐺13.  The 
crosspower spectra are then phase corrected to account for inherent phase delay in the 
measurement system by subtracting 𝑒𝑒𝑗𝑗(Δ𝜙𝜙).  The phase corrected crosspower spectra are 
then implemented in Equation 4.35 to determine the sound intensity spectra for each 
principal axis.  The direction of arrival spectra is then computed with Equation 4.37.   
To determine a single value for the DOA at a given time interval, the DOA spectra must 
be averaged across specified frequencies.  As Fahy shows89, the microphone spacing of 
the AVS determines the valid frequency range across which the AVS data has small 
error.  However, averaging across this entire frequency range may still not provide an 
accurate DOA estimate if the source being considered does not have acoustic energy at 
all frequencies within the specified range.  If the SNR is low in a portion of the valid 
frequency range, large errors may still be present.   
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Figure 4.5 Moving Standard Deviation (MSD) processing routine block diagram.  
It is therefore advantageous to carry out a processing routine to check for the DOA 
variation within the valid frequency range and only average across frequencies which 
have low variation.  This is accomplished with a moving standard deviation (MSD) 
routine (Figure 4.5).  A data block consisting of the first 𝑛𝑛 frequency lines (that is, 𝑛𝑛Δ𝑓𝑓 
within the valid frequency range) of the DOA spectra is selected.  The standard deviation 
of the DOA spectra for the block is computed.  This represents the standard deviation at 
the center frequency of the block (index 𝑖𝑖
2
 ).  If the standard deviation within the 
frequency block is less than some pre-selected cutoff standard deviation 𝜎𝜎𝑐𝑐, then the 
freqnency range index is stored for later.  The frequency start and end indices for the 
block are increased by one.  Therefore, the start and end indices for the next block would 
be 2 and 𝑛𝑛 + 1 respectively.  The process is iterated until the standard deviation is 
computed across the entire valid frequency range using blocks of 𝑛𝑛 frequency lines.  The 
averaged DOA (?̅?𝜃) may then be determined by averaging across frequencies which have a 
standard deviation which is below the cutoff standard deviation.  This process has the 
potential to increase the accuracy of DOA estimation.  
The assignment of 𝜎𝜎𝑐𝑐, 𝑛𝑛Δ𝑓𝑓, and 𝑁𝑁, effect the resulting DOA estimate.  Therefore, careful 
optimization of these parameters within the MSD routine is necessary for accurate 
results.  
4.2.7 GPS Ground Truth DOA and Error 
To compare the computed vector sensor DOA to the actual GPS position of the acoustic 
source, the azimuth angles, elevation angles, and ranges between the experiment sites 
GPS coordinates and the target vehicle GPS coordinates are computed.  The difference in 
latitude, 
and longitude, 
 𝛥𝛥𝐿𝐿𝐴𝐴𝑇𝑇 = 𝐿𝐿𝐴𝐴𝑇𝑇𝑆𝑆𝑜𝑜𝑢𝑢𝑟𝑟𝑐𝑐𝑟𝑟 − 𝐿𝐿𝐴𝐴𝑇𝑇𝑆𝑆𝑖𝑖𝑗𝑗𝑟𝑟 , 4.45 
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are determined between the experiment site and the acoustic source at each interval in 
time.  The ground truth GPS azimuth angle with respect to true east, 
are then computed with the inverse tangent of the difference in latitude divided by the 
difference in longitude.  The ground truth GPS range between the measurement site and 
the target vehicle are computed with the distance formula, 
 𝑅𝑅𝐺𝐺𝑗𝑗𝑆𝑆 = �(𝛥𝛥𝐿𝐿𝐴𝐴𝑇𝑇)2 + (𝛥𝛥𝐿𝐿𝐶𝐶𝑁𝑁)2 , 4.48 
where the difference in latitude and longitude are converted from degrees to meters.  In 
the case of underwater AVS, the ground truth GPS elevation angle, 
 Φ𝐺𝐺𝑗𝑗𝑆𝑆 = tan−1 � 𝐷𝐷𝑉𝑉𝑆𝑆𝑅𝑅𝐺𝐺𝑃𝑃𝑆𝑆�  , 4.49 
is computed with the inverse tangent of the sensor depth divided by the ground truth GPS 
range. 83 
To assess the accuracy of the AVS, the error may be computed as  
 𝐸𝐸(𝜃𝜃) = |𝜃𝜃𝐺𝐺𝑗𝑗𝑆𝑆 − 𝜃𝜃𝑉𝑉𝑆𝑆| , 4.50 
 𝐸𝐸(Φ) = |Φ𝐺𝐺𝑗𝑗𝑆𝑆 − Φ𝑉𝑉𝑆𝑆| , 4.51 
and 
 𝐸𝐸(𝑅𝑅) = |𝑅𝑅𝐺𝐺𝑗𝑗𝑆𝑆 − 𝑅𝑅𝑉𝑉𝑆𝑆| , 4.52 
which is simply the absolute value of the difference between the ground truth DOA and 
the DOA measured by the AVS. 
4.2.8 Analytical DOA 
The experimentally determined DOA may be analyzed in comparison to the ground truth 
DOA using error functions as explained in the previous section.  While this provides a 
metric for assessing the performance of the AVS, it does not necessarily explain the 
physical behavior of the vector sensor.  Analytical models of the acoustic propagation 
between source and receiver positions aid in understanding the physical meaning of AVS 
behavior.  
 𝛥𝛥𝐿𝐿𝐶𝐶𝑁𝑁 = 𝐿𝐿𝐶𝐶𝑁𝑁𝑆𝑆𝑜𝑜𝑢𝑢𝑟𝑟𝑐𝑐𝑟𝑟 − 𝐿𝐿𝐶𝐶𝑁𝑁𝑆𝑆𝑖𝑖𝑗𝑗𝑟𝑟 , 4.46 
 𝜃𝜃𝐺𝐺𝑗𝑗𝑆𝑆 = tan−1 �𝛥𝛥𝐿𝐿𝐴𝐴𝑇𝑇𝛥𝛥𝐿𝐿𝐶𝐶𝑁𝑁� , 4.47 
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Figure 4.6 Image Source-Path-Receiver diagram for atmospheric AVS 
It is known that AVS are sensitive to both the direct and reflected paths from acoustic 
emitters when the AVS is not in a diffuse field99, 127, 134.  An analytical model of the 
atmospheric AVS in a free filed (which is the case for applications herein) may be 
developed using the method of images38, 63.  A source at a height ℎ𝑠𝑠 above the ground and 
of a given frequency 𝜔𝜔 radiates sound to the receiver at a height ℎ𝑟𝑟 via a direct path 𝑟𝑟1 
and a reflected path 𝑟𝑟2 + 𝑟𝑟3 (Figure 4.6).  The reflected path impinges on the ground 
plane at an incident angle 𝜃𝜃𝑖𝑖 and is reflected at angle 𝜃𝜃𝑟𝑟.  For specular reflection 𝜃𝜃𝑖𝑖 = 𝜃𝜃𝑟𝑟, 
however, this does not necessarily hold true for ground conditions with non-negligible 
impedance.  Using the method of images, the reflected path can be represented as a 
second source in a position mirrored across the ground plane.  The signal at the receiver 
location may be determined as a superposition of the direct and reflected waves with the 
equation,  
 𝑃𝑃(𝑥𝑥, 𝑡𝑡) = 𝑗𝑗𝜔𝜔𝜌𝜌0𝑄𝑄4𝜋𝜋 �𝑒𝑒−𝑗𝑗𝑘𝑘𝑟𝑟1𝑟𝑟1 + 𝑒𝑒−𝑗𝑗𝑘𝑘(𝑟𝑟2+𝑟𝑟3)𝑟𝑟2 + 𝑟𝑟3 � 𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗 . 4.53 
The source amplitude is effectively a function of frequency, air density (𝜌𝜌0), and volume 
velocity (𝑄𝑄) and the received amplitude is inversely proportional to the distance traveled 
by the sound wave.  The amplitude and phase of the analytical signals at each AVS 
microphone are shifted due to the relative spacing between the sensors; allowing for 
DOA processing similar to the experimental data.  
The direct and reflected path distances may be determined readily if the source height, 
receiver height, and horizontal distance between the source and receiver are known.  For 
the case of the vector sensor experiments considered here, the source height was fixed at 
2.13 m and the horizontal distance is known via relative GPS coordinates of the source 
and receiver (Equation 4.48).  Assuming a source height and source frequency, analytical 
signals for each AVS microphone may then be synthesized.  The analytical signals are 
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then processed in the exact same manner as experimental data to determine analytical 
DOA and analytical error.   
4.2.9 Multi-Sensor Localization 
By combining the DOA from multiple sites an acoustic source can be localized as a 
function of time.  Due to statistical variation on the computed DOA at each site, it is not 
possible to localize directly using the mean value alone (even if the MSD methods 
discussed in 4.2.5 are implemented).  Therefore, the standard deviation of the DOA can 
be added or subtracted from the mean DOA creating a beam of localization area 
corresponding to the instant in time and the site of interest.83 
Extending this to two sites allows the two overlapping beams to create a polygonal area 
which represents the localized area predicting where the acoustic source is located.  The 
localized area can be computed as, 
 𝐴𝐴𝑝𝑝𝑜𝑜𝑙𝑙𝑦𝑦 = 12∑ 𝑥𝑥𝑖𝑖𝜕𝜕𝑖𝑖+1 − 𝑥𝑥𝑖𝑖+1𝜕𝜕𝑖𝑖𝑖𝑖−1𝑖𝑖=0  , 4.54 
where (𝑥𝑥𝑖𝑖, 𝜕𝜕𝑖𝑖) are the vertices of the 𝑛𝑛-sided polygon and (𝑥𝑥𝑖𝑖,𝜕𝜕𝑖𝑖) = (𝑥𝑥0,𝜕𝜕0).83 
In some cases, specifically for underwater AVS, the elevation angle may also be used to 
aid in localization and reduce the predicted localization area.  The elevation effectively 
represents the range to the acoustic source from the measurement sites as shown by 
Equation 4.34.  For an underwater vector sensor tracking a source on the ice, this 
simplification is valid because the sound source is taken to be at a constant height (z-
position) during the entire measurement period and the vector sensor is at a constant 
depth.  The computed range, 𝑅𝑅𝑉𝑉𝑆𝑆, represents the radius of a circle centered at the 
measurement location.  If this circle intersects the localization area determined with the 
azimuth angle, the localization area may then be reduced by the bound of the circle.  In 
this case, the arc of the circle creates one side of the localization area.  For small azimuth 
angles, the localization area created with the arc of the circle may still be assumed to be 
polygonal because the arc is very close to a straight line.  The error in this assumption is 
proportional to the area of the segment of the circle, 
 𝐴𝐴𝑠𝑠𝑟𝑟𝑘𝑘𝑚𝑚𝑟𝑟𝑖𝑖𝑗𝑗 = 𝑅𝑅22 (𝜃𝜃 − sin(𝜃𝜃)) , 4.55 
which is not included in the localization area.  This error becomes large as θ becomes 
large for a given 𝑅𝑅.83 
4.3 Implementation 
This section will discuss the implementation of underwater (pa) and atmospheric (pp) 
acoustic vector sensors for direction of arrival and localization measurements in practical 
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acoustic environments.  Much of the test setup for the underwater AVS is discussed 
previously in chapter 2 and will not be replicated in this section.  
4.3.1 Underwater pa Vector Sensors 
During testing in Barrow, AK (refer to chapter 2), underwater pa vector sensors (Meggitt 
VS-209, Figure 4.7) were placed at the central location of sites 1, 2, and 3 (for site layout, 
refer to Figure 2.1) and were used to measure the underwater SPL and particle 
acceleration during experiments.  Experiments were carried out to localize a stationary 
source and a moving source.   
 
 
 
Figure 4.7 Vector sensor (Meggitt VS-209) with local Cartesian axes identified. Pitch, Roll, and 
Heading are defined as rotation about the Y, Z, and X-axes respectfully. 133 
4.3.1.1 Stationary Source Experiment 
To test the 𝑝𝑝𝑃𝑃 vector sensors in a stationary source environment, an underwater sound 
source (Lubell Labs Model LL916) was deployed through a drilled hole in the ice at site 4.  
The sound source played broadband pings in the frequency ranges of 40-2500 Hz and 4000-
25000 Hz.  The pings were 0.01 seconds in duration.  The vector-sensor data were then 
post processed to determine the average acoustic intensity magnitude and direction to the 
sound source over the 120-second data collect. 83 
4.3.1.2 Non-Stationary Source Experiment 
To test the tracking capabilities of the underwater 𝑝𝑝𝑃𝑃 vector sensors with respect to a 
moving on-ice source, a snowmobile (Figure 4.8) was driven around the perimeter of sites 
2, 3, and 6 (for site layout, refer to Figure 2.1) while acoustic measurements were taken at 
the sites.  The driver of the snowmobile carried a handheld GPS which recorded position 
and coordinated universal time (UTC) during their ride around the course (Figure 4.9).  
While the snowmobile was traveling around the perimeter of the sites, the microphone, 
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geophone, hydrophone, and vector sensor data were simultaneously collected at each site.  
The vector sensor data were then post processed to determine the acoustic intensity 
magnitude and direction to the snowmobile at each instant in time.  For validation of the 
vector sensor fidelity, the calculated intensity data were then compared to the directly 
acquired GPS position in relation to the test sites. 83 
 
Figure 4.8 Snowmobile used for underwater vector sensor tracking experiment shown at site 6 
near the start of the snowmobile track. 
 
Figure 4.9 Snowmobile position measured over 120 seconds by handheld GPS onboard the 
snowmobile.  Underwater vector sensor measurements were made at sites 2 and 3. GPS 
coordinates of sites 2 and 3 are:  N 71.36630, W 156.64004 and N 71.36557, W 156.63444 
respectively. 
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4.3.2 Atmospheric pp Vector Sensors 
To determine the effectiveness of pp vector sensors, experiments were carried out on a 
test range (Figure 4.10) at the Keweenaw Research Center (KRC) in Calumet, MI on 
September 18, 2018.  The test range was approximately 550 m long by 95 m wide and 
was a mixture of grass-covered and dirt-covered area.  The test area was surrounded by 
lightly-wooded area.  The KRC is used extensively for military vehicle testing such as 
tanks, troop transports, and other combat vehicles.  Test tracks adjacent to the test range 
were in use by such vehicles during AVS testing.  Additionally, the KRC is directly 
adjacent to the Houghton County Memorial Airport.  During testing several small 
propeller and jet aircraft were taking off and landing.  The combination of military 
vehicle and small aircraft activity created significant intermittent background noise.  
During AVS testing, efforts were made to make measurements when aircraft and military 
ground vehicles were either not active or as far away as possible.  However, this was not 
always possible and both contaminating noise sources created significant low-frequency 
background noise even when far away.  
 
Figure 4.10 Map of approximate vector sensor test range location (red box) at KRC. 
Two vector sensor sites were identified on the test range.  Site 100 was located at GPS 
coordinates N 47.1578220, W 88.4843412 and site 200 was located at GPS coordinates N 
47.1577581, W 88.4852868.  Separation distance between the AVS sites was 72 m.  One 
of the AVS sites is shown in Figure 4.11.   
The vector sensors consisted of three microphones each (PCB 130D21).  The 
microphones were vertically held in a 3D-printed fixture which aligned their 
measurement points along two principal axes (Figure 4.11d).  Microphone spacing along 
the axes was 5.08 cm (2 in).  The measurement points formed a plane which was parallel 
to the ground plane during testing.  The 3D-printed fixture was mounted to a tripod with 
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a piece of threaded rod and the microphones were fitted with a foam windscreen to 
reduce environmental wind noise.  The principal axes of the vector sensors were aligned 
to magnetic north and west using a magnetic compass during test setup (Figure 4.11b).  
The height of the vector sensor microphones at each site was 2.13 m above ground level.  
At each vector sensor site, a HEAD Acoustics SQobold data system was used to collect 
the AVS microphone data (Figure 4.11c).  The SQobold systems were also equipped with 
GPS antennas to collect position of the AVS sites and timing of the AVS data.  The 
acoustic data was sampled at 51200 Hz. 
 
Figure 4.11 (A) pp vector sensor setup at KRC test site. (B) AVS orientation with respect to north 
and west.  (C) SQobold data system and Motorola two way-radio for triggering data collects. (D) 
Microphones in the 3D printed fixture without the windscreen.  
A Polaris Ranger utility task vehicle (UTV) was driven around the AVS sites in various 
routes and maneuvers on the test range (Figure 4.12).  The UTV was equipped with a 
Racelogic VBOX 3i dual antenna GPS and inertial measurement unit (IMU) which was 
capable of real-time kinematic (RTK) computations135.  The VBOX acquired signals 
from two antennas.  The first acquired GPS and GLONASS signals and the second 
acquired differential correction from the Michigan Department of Transportation 
(MDOT) continuously operating reference stations (CORS).  These signals combined 
with computation from the IMU allowed for position measurement of the UTV to within 
±2 cm sampled at 100 Hz135, thereby providing a ground truth position to compare with 
the AVS estimations.  The VBOX/IMU also provided vehicle heading and speed 
information.  
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Figure 4.12 (A) Polaris Ranger driven around the test sites at KRC. (B) GPS/GLONASS antenna 
and differential correction antenna (C) VBOX GPS System in Ranger cabin.  
In order to measure synchronized time domain data, it was necessary to trigger the 
SQobold systems and the VBOX to begin each data collect simultaneously.  To facilitate 
this, a Motorola two-way radio was mounted at each AVS site (Figure 4.11c) as well as 
inside the UTV.  The two-way radio headphone output channel was connected to the 
trigger channel of the SQobold systems and one of the auxiliary channels on the VBOX.  
During testing, an additional two-way radio was used to begin the collect by pressing the 
“call” button.  The call signal provided a sufficient voltage spike to trigger the SQobold 
systems.  The voltage spike was also recorded by the VBOX system, allowing for the 
GPS and AVS data to be time aligned in post-processing.  
A total of 31 experiments are considered for this analysis.  Experiments are numbered 62 
through 92 and are indexed 1 to 31.  Table 4.1 lists the experiments considered, the 
experiment index, a description of the vehicle maneuvers executed during the 
experiment, and vehicle speed.  Latitude vs longitude plots for all experiments are shown 
in Appendix A.4.2. 
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in the magnetic sensor data.  However, these changes are small, with a standard deviation 
of less than 520 nT (less than 10% of the mean sensor reading), resulting in little 
variation in the computed pitch, roll, or heading of the vector sensor during the 
measurement.83 
4.4.1.2 DOA of the Stationary Source 
The DOA of the stationary underwater sound source at site 4 is determined with the 
vector sensor at site 1.  The AVS data collected is only analyzed at frequencies where 
there is greater than 10 dB signal-to-noise ratio (SNR) for both the hydrophone and 
accelerometer.  This represents 99.30% of the hydrophone data and 99.96% of the 
accelerometer data in the frequency ranges selected for analysis, 1000 to 2000 Hz and 
5000 to 9000 Hz (Figure 4.13).  The acoustic intensity, azimuth, and elevation are 
computed with Equations 4.31 to 4.33 (Figure 4.14 and Figure 4.15).  It is observed that 
the azimuth angle is consistent across the frequency bands.  The average azimuth angle 
from the vector sensor to the sound source is -65.63 degrees and -70.5 degrees for the low 
frequency and high-frequency pings respectively.  This is compared to the actual azimuth 
angle of -69.45 degrees.  The actual azimuth angle, 
was determined by computing the complementary angle between the magnetic heading 
vector and the vector between sites 1 and 4 based on GPS coordinates.  The magnetic 
heading vector was 15.51 degrees east of true north at the test sites according to the 
NOAA magnetic declination calculator83, 136. 
 
𝜃𝜃𝑡𝑡𝑐𝑐𝑗𝑗𝑢𝑢𝑡𝑡𝑙𝑙 = 90° − 15.51° − tan−1 �𝛥𝛥𝐿𝐿𝐴𝐴𝑇𝑇1,4𝛥𝛥𝐿𝐿𝐶𝐶𝑁𝑁1,4� 4.56 
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Figure 4.13 Underwater AVS measurement for stationary pings. Signal and background noise 
level in selected frequency bands.  Low-frequency data (left) and high-frequency data (right) are 
shown for the vector sensor hydrophone (upper) and accelerometer (lower). 
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Figure 4.14 Underwater AVS data at site 1 for stationary underwater sound source at site 4 Low-
frequency ping range. Mean azimuth and elevation angles are shown with red dashed lines. 
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Figure 4.15 Underwater AVS data at site 1 for stationary underwater sound source at site 4 High-
frequency ping range. Mean azimuth and elevation angles are shown with red dashed lines. 
The average elevation angle from the vector sensor to the sound source is -16.54 degrees 
and -1.73 degrees for the low-frequency and high-frequency pings respectively.  This is 
compared to the actual elevation angle of -1.18 degrees.  The actual elevation angle is 
defined as, 
 𝛷𝛷𝑡𝑡𝑐𝑐𝑗𝑗𝑢𝑢𝑡𝑡𝑙𝑙 = tan−1
⎝
⎛ 𝐷𝐷𝑉𝑉𝑆𝑆 − 𝐷𝐷𝑆𝑆
��𝛥𝛥𝐿𝐿𝐴𝐴𝑇𝑇1,4�2 + �𝛥𝛥𝐿𝐿𝐶𝐶𝑁𝑁1,4�2⎠⎞ , 4.57 
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where 𝐷𝐷𝑆𝑆 is the depth of the underwater source which was 1.9 m for all stationary source 
experiments.  The variation in the elevation angle is expected due to the complex ice 
ridging in the shore-fast environment (see  Figure 2.2) and is expected to vary with 
frequency.83 
4.4.1.3 DOA of the Non-Stationary Source 
The vector sensors at sites 2 and 3 were used to determine DOA from the snowmobile as 
a function of time over the 120-second data collect with 1-second time resolution.  The 
azimuth and elevation computation at each time step were made with 100 spectral 
averages, each with a frequency resolution of 100 Hz.  A coarse frequency resolution was 
acceptable in favor of having more spectral averages per time step; reducing statistical 
variance on the averaged azimuth and elevation angles.  The averaged azimuth and 
elevation spectra for a selected time instant, T=38 seconds, are shown in Figure 4.17 and 
Figure 4.16.83 
 
Figure 4.16 (A) Azimuth and (B) elevation spectra measured at site 2. Mean and standard 
deviation indicated for the selected time instant T=38 seconds.  
The mean and standard deviation of the azimuth and elevation spectra were computed at 
each time step over the frequency range 10 to 5000 Hz which contains the majority of the 
acoustic frequency content produced by the snowmobile.  The mean azimuth angle and 
the standard deviation are shown as a function of time in Figure 4.17.  Likewise, the 
mean elevation angle and standard deviation are shown as a function of time in Figure 
4.18.  The azimuth and elevation angles from the vector sensor are compared to the 
ground truth GPS.  There is good correlation between the vector sensor and the GPS at 
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both sites.  The true GPS azimuth angle falls within plus or minus 1 standard deviation of 
the mean vector sensor azimuth 92% of the time for site 2 and 78% of the time for site 3.  
The true GPS elevation angle falls within plus or minus 1 standard deviation of the mean 
vector sensor elevation angle 85% of the time for site 2 and 91% of the time for site 3.83 
The range between the measurement site and the snowmobile was computed with 
Equation 4.34 and is compared to the ground truth GPS range in Figure 4.19.  It is 
observed that the general trend of the measured range from the vector sensor follows the 
ground truth range with several large deviations in the measured data and high variance 
for several time intervals.  The measured range most closely approximates the ground 
truth range when the snowmobile was closest to the measurement locations.  By 
definition, the tangent function of the vector sensor elevation goes to zero when the 
elevation angle is zero degrees and the tangent goes to infinity when the elevation angle 
is ±90 degrees.  When the sound source is far away from the measurement location, the 
elevation angle gets closer to zero, as does the tangent of the elevation.  This, in turn, 
causes 𝑅𝑅𝑉𝑉𝑆𝑆 to approach a very high value (infinity if the tangent is zero) and become very 
sensitive to small errors in elevation angle.  The mean value of the elevation 
measurement in Figure 4.18 crosses zero frequently when the snowmobile is far from the 
measurement site.  This explains the large deviations in range, towards infinity, in Figure 
4.19.  Therefore, the elevation and range measurements are only useful for localization 
when the snowmobile is close to the site; that is 21 to 42 seconds and 100 to 119 seconds 
for site 2 and 48 to 75 seconds for site 3.83 
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Figure 4.17 Mean azimuth angle computed from the underwater AVS(A) site 2, and (B) site 3, 
compared to ground truth GPS DOA.  AVS DOA averaged between 10 to 5000 Hz at each time 
step. (C) Standard deviation of the DOA computed at each time step. 
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Figure 4.18 Mean elevation angle computed from the underwater AVS(A) site 2, and (B) site 3, 
compared to ground truth GPS elevation.  AVS DOA averaged between 10 to 5000 Hz at each 
time step.  (C) Standard deviation of the elevation computed at each time step 
The vector sensor SNR is computed for both sites as a function of time (Figure 4.20).  
When the snowmobile is closest to the measurement location, there is between 30 to 35 
dB SNR at the vector sensor hydrophone and 33 to 36 dB SNR at the vector sensor 
accelerometer.  When the snowmobile is furthest away from the measurement location 
there is 3 to 8 dB SNR at the hydrophone and 23 dB SNR at the accelerometer.83 
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Figure 4.19 Mean range from measurement site to the snowmobile computed from the 
underwater vector sensor(A) site 2 and (B) site 3 compared to ground truth GPS range. 
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Figure 4.20 Underwater AVS signal to noise ratio during the 120-second measurement period (A) 
hydrophone and (B) accelerometer. 
It is observed that the standard deviation of the azimuth and elevation increase sharply 
when the snowmobile is closest to the measurement site (same time intervals stated 
above).  This increase in standard deviation is unexpected because Figure 4.20 shows that 
there is high SNR when the snowmobile is closest to the measurement site.  The increase 
in standard deviation is explained by the snowmobile being positioned vertically 
overhead of the vector sensor.  Theoretically, in this position, the azimuth angle becomes 
undefined and the elevation angle becomes -90 degrees (However, this was not seen in 
the figures presented here because the snowmobile was not perfectly overhead).  
Additionally, it becomes very difficult to measure these quantities in this position due to 
the acoustic reflection off the seafloor.  The reflection off of the seafloor causes an 
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increase in variance of both DOA measurements during the computation of each spectral 
average due to constructive and destructive interference.83 
4.4.1.4 Multi-Sensor Localization of the Non-Stationary Source 
Combining the DOA data from sites 2 and 3, the snowmobile is localized as a function of 
time.  Plus and minus 1𝜎𝜎 are added to the mean azimuth, creating a beam used for 
localization at each site.  The overlap of the standard deviation beams from each site 
creates an intersecting patch of area which contains the estimated snowmobile position.  
Due to the large localization beam width (nominally around 45 degrees), using more than 
one standard deviation for localization was not possible.  Figure 4.21 shows selected time 
instances when the snowmobile was localized.  The included time instances are 
representative of the type of localization that is typical for this method.  The blue and red 
dashed lines represent the standard deviation beams for sites 2 and 3 respectively, the 
shaded area represents the localization area, and the black × represents the true GPS 
location of the snowmobile.  The time instant and the localization area are noted at the 
top of each plot.  In order for the standard deviation beams of each site to successfully 
localize the snowmobile, they must both encompass the true snowmobile location and 
intersect to form a closed and bounded area.  This is evident in all subplots in Figure 
4.21.83 
Figure 4.22 shows selected time instances when it was not possible to localize the 
snowmobile.  The common reasons for not localizing fall into three categories:  1) neither 
of the sites standard deviation beams encompass the snowmobile location, 2) only one of 
the sites standard deviation beams encompass the snowmobile location, or 3) the standard 
deviation beams from both sites encompass the snowmobile location, but do not create a 
closed, bounded, intersecting area.  These three categories are illustrated in subplots A 
through C in Figure 4.22.  The solid lines in this figure represent the mean azimuth angle 
computed for the time instant and the dashed lines represent the plus or minus standard 
deviation lines.83 
As mentioned, when the snowmobile is close to the measurement site, it is possible for 
the elevation (and therefore range) measurements to assist in reducing the localization 
area.  The range measurement effectively represents a circle which is centered at the 
measurement location.  This effect is shown in Figure 4.23 for a selected time instant 
when the snowmobile was close to site 2.  The reduction in localization area for this 
specific time instant is 0.0081 km2.83 
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Figure 4.21 Selected example time instances and localization areas.  Dashed lines indicate the 
standard deviation beams for sites 2 (blue) and 3 (red). 
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Figure 4.22 Selected example time instances when it was not possible to localize the 
snowmobile. 
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Figure 4.23 Selected time instance (T=32 s) with localization area computed (A) without elevation 
circle and (B) with elevation circle.  
Figure 4.24 and Figure 4.25 show the localized area as a function of time and azimuth 
angle respectively.  The localization area is shown using the azimuth localization only as 
well as the combined azimuth and elevation localization for instances when the elevation 
data was useful.  During the 120-second measurement, localization was achieved 66% of 
the time using the azimuth only.  Of these instances, reduction of the localization area by 
including the elevation data was achieved 15% of the time.83 
It is observed in Figure 4.25 that the majority of the localization instances occur between 
0 to -90 degrees for site 2 and between +90 to 180 degrees for site 3, with a few 
exceptions.  This makes sense based on the positioning of the snowmobile track in 
relation to the measurement sites.  With respect to site 2, the snowmobile traveled in the 
south-east quadrant during the majority of its path.  With respect to site 3, the 
snowmobile traveled in the north-west quadrant for the majority of its path.  This can be 
visualized in Figure 4.9, Figure 4.21, and Figure 4.23.83 
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Figure 4.24 Localized area as a function of time.  All localization instances are represented using 
azimuth data alone as well as azimuth plus elevation data when possible 
 
Figure 4.25 Localized area as a function of azimuth angle.  All localization instances are 
represented for both site 2 and site 3 using azimuth data alone as well as azimuth plus elevation 
data when possible. 
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Table 4.3 Underwater AVS localized area statistics for selected time intervals. Time intervals 
represent instances when there was low SNR (row 2) or high SNR (row 3) at the vector sensor 
measurement location. 
  
Max 
(km2) 
Min  
(km2) 
Mean 
(km2) 
Median 
(km2) 
Stdev. 
(km2) 
Localized area [All Time] 0.588 1.55E-04 0.091 0.061 0.102 
Localized area 
[T<20s, 75s<T<95s ] 0.588 0.033 0.173 0.109 0.149 
Localized area  
[20s<T<60s , 96s<T<120s ] 0.119 1.55E-04 0.051 0.056 0.026 
Area reduction  
using 𝜃𝜃 and Φ together 0.248 1.1199E-04 0.049 0.034 0.068 
Table 4.3 shows the statistics of the localization area at times when it was possible to 
localize.  As seen in row 1 of Table 4.3, the mean localized area during the entire 
measurement is 0.091 km2 with a standard deviation of 0.102 km2.  When the 
hydrophone SNR is low at both sites, less than 10 dB and in the time ranges listed in row 
2 of Table 4.3, it is observed that the mean localization area is 0.173 km2 with a standard 
deviation of 0.149 km2.  During these times, it is observed in Figure 4.24 that the 
snowmobile is localized much less frequently.  It is also not possible to garner any 
localization advantage from the elevation data because the snowmobile is not near to 
either site.83 
When there is strong SNR at one or both sites, greater than 10 dB and in the time ranges 
listed in row 3 of Table 4.3, the mean localization area is observed to be 0.051 km2 with a 
standard deviation of 0.026 km2.83 
The fourth row of Table 4.3 represents the reduction in area when using both the 
elevation and the azimuth data compared to using the azimuth data alone.  The mean 
reduction in localization area when including the elevation data is 0.049 km2 with a 
standard deviation of 0.068 km2.83 
4.4.2 Atmospheric pp Vector Sensors 
The following sections will assess the performance and feasibility of pp acoustic vector 
sensors for practical tracking applications.  
4.4.2.1 DOA Spectral Variation 
As explained in section 4.3.2 a total of 31 total experiments were carried out with the pp 
vector sensors at the KRC.  Each experiment featured different vehicle maneuver patterns 
and speeds.  Experiment 90 is chosen for close analysis because it features vehicle 
maneuvers which cover a large area of the test course and thereby a large range of 
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azimuth angles for both sites (Figure 4.26).  Also, this experiment provides good 
potential to examine the localization capabilities of the pp AVS pair at sites 100 and 200.   
Due to the variation of the intensity and direction of arrival (DOA) spectra, the time 
domain DOA for the pp AVS is computed using the MSD process shown in Figure 4.4.  
This chapter will illustrate the variation in the DOA spectra and the improvement to pp 
AVS accuracy garnered by implementing the MSD routine as well as comparison to the 
integration method (Equation 4.38).  
Figure 4.27 shows the SPL and DOA spectra for experiment 90 during the selected time 
instant t=25 seconds.  The actual DOA for the time instant is 88° given by the relative 
GPS coordinates of the measurement sites and the vehicle position.  The estimated DOA 
by averaging across the entire spectra from 60 to 2000 Hz is 48°; an error of 40°.  A large 
standard deviation (72°) is measured over the frequency range and is visually evident in 
the frequency ranges of 60 to 110 Hz and 800 to 2000 Hz.  A lower standard deviation is 
observed between 110 to 800 Hz and the DOA spectra better represents the actual DOA 
within this frequency range.  
In order to reduce the standard deviation and error associated with this time interval, the 
MSD routine is employed.  Blocks of 50 frequency lines (𝑛𝑛Δ𝑓𝑓) are used with a cutoff 
standard deviation (𝜎𝜎𝑐𝑐) of 20°.  The results of the MSD for this time instance is shown in 
Figure 4.28.  The majority of the frequencies used for DOA averaging fall between 150 
to 650 Hz with a small group of frequencies around 180 Hz.  These frequencies have a 
much lower standard deviation between 8° to 20°.  Computing the average DOA across 
these frequencies yields 79°; an error of 9°.   
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Also observed in the figures is a large error at 103 seconds which is not affected by the 
parameters discussed.  This error is expected to be due to 180° phase wrapping.  Given 
that ±180° is really a single value, the error may appear to be large in the proximity to 
this value when in reality the error is only a few degrees. For example, an error between a 
measured DOA of +179° and an actual DOA of -179° yields an absolute error of 2°.  
However, when the DOA is wrapped to 180° this may be represented as an error of 358°.  
This issue is exacerbated by difference in Δ𝑡𝑡 between the DOA estimates from the vector 
sensor and the GPS.  Processing of the AVS data with a blocksize of 51200 samples 
yields a Δ𝑡𝑡 of 1 second between DOA estimates.  The GPS sampling at 100 Hz yields a 
Δ𝑡𝑡 of 0.01 second between DOA estimates.  Down-sampling the GPS data by a factor of 
100 provides the correct number of data points as well as the correct Δ𝑡𝑡.  However, the 
inherent difference in absolute time between the GPS and acoustic data system introduces 
error when down-sampling and time-aligning.  In the proximity of wrap-around points,  
these small differences are magnified.  Furthermore, this error not mitigated by simply 
wrapping the DOA to 360° because the increased error will simply be visible at any 
wrap-around value selected.  While this effect is observed in the error plots, it is 
generally not an issue with the accuracy of the AVS, but rather an artifact of phase-
wrapping and is not a problem for determination of DOA.  
Given this analysis, a blocksize of 51200 samples, a cutoff standard deviation of 20°, and 
10 frequency lines per processing block are selected to be the parameters which are best 
suited for processing the collected datasets.  While each dataset is expected to possess 
some variability, these parameters provide a good starting point for accurate processing.  
This type of MSD processing relies on some frequencies which having a low standard 
deviation and providing an accurate representation of the true DOA.  Therefore, this 
processing routine may significantly increase the AVS accuracy when a portion of the 
DOA spectra has high standard deviation and a portion has low standard deviation.  
However, when the standard deviation of the DOA spectra is large across all frequencies 
for a given time instant, there is essentially no benefit to using the MSD processing and 
the entire spectra must be used to provide a DOA estimate at the given time in question.  
This also explains why the DOA standard deviation at a given time instant may exceed 
the standard deviation cutoff specified for processing.   
4.4.2.2 DOA of the Non-Stationary Source 
The computed direction of arrival (DOA) from the AVS using the MSD method is shown 
for sites 100 and 200 respectively in Figure 4.32(a) and (b) for experiment 90 (note that a 
zoomed in view of the data may be seen in Figure 4.33 for closer analysis and 
comparison of the data between 20 to 60 seconds).  The DOA at each time step represents 
the mean of selected DOA spectral lines which were determined via the MSD processing 
routine.  The number of frequency lines used for each block in standard deviation 
processing was selected to be 10Δ𝑓𝑓, the standard deviation cutoff was selected to be 20°, 
and the blocksize for spectral processing was selected to be 25600 samples.  Justification 
for these choices is explained in the previous section.   
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4.4.2.4 Azimuthal Error of pp AVS  
It is of interest to investigate the error in the DOA measurements with respect to the 
azimuthal direction of the vector sensor.  This is best assessed when the vehicle was 
traveling around the vector sensor site in a circular pattern.  This corresponds to 
experiments 67 to 71 for site 100 and experiments 79 to 83 for site 200.  Experiment 80 is 
chosen for closer inspection (Figure 4.35).  DOA azimuthal error plots for all 
experiments are shown in Appendix A.4.8.  
For the coordinate system defined in Figure 4.3, the Cartesian quadrants are defined as 
Q1: 0° to +90°, Q2: +90° to +180°, Q3: -90° to -180°, and Q4: 0° to -90°.  Based on finite 
element simulations and stationary lab experiments carried out by Wajid et al.99 for AVS 
similar to the one shown in Figure 4.3, the lowest DOA error should be observed in the 
quadrant formed by the positive principle axes of the AVS (Q1).  In general, the observed 
error should be least in Q1, followed by the opposite quadrant; Q3.  The error in Q2 and 
Q4 are of roughly equal magnitude and are higher than Q3 (note that the data presented 
by Wajid et al. are transposed to the same coordinate system used here by multiplying by 
-1 and subtracting 90°).  Furthermore, minimums in error, indicating higher AVS 
accuracy, should be observed at azimuth angles which are at roughly integer multiples of 
45 degrees in Q1 and Q3, but multiples of 90 degrees in Q2 and Q4.   
Similar results are observed in Figure 4.35 from measured data at the KRC experiments. 
The minimums approach zero degrees of error while the maximums are on the order of 
10 to 20 degrees of error.  The absolute value of the error measured is approximately an 
order of magnitude higher than that reported by Wajid99.  However, this is reasonable 
considering simulations by Wajid were conducted with several advantages: 1) The 
sources were at discrete stationary DOA angular positions, 2) The sources were single-
frequency and the source frequency was known, 3) The source-to-receiver distance was 1 
m, 4) In the case of simulations, the SNR was infinite, and 5) 10,000 averages were used 
for estimating the DOA.   
The data in Figure 4.35 are for vehicle speeds on the order of 20 kmph.  Higher vehicle 
speeds result in higher DOA errors.  Signal-to-noise-ratio for experiment 80 was on the 
order of 20 dB measured as the average SNR across the DOA spectra. That is to say, this 
doesn’t account for variations in SNR with respect to frequency.  Furthermore, the source 
vehicle contained unknown and complex frequency content and only one average per 
time instant was used for estimating DOA.  
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Figure 4.35 Azimuthal AVS error site 200, experiment 80.  N=25600, 𝑛𝑛Δ𝑓𝑓=10, 𝜎𝜎𝑐𝑐=20°. (A) FEA 
error for stationary source with infinite SNR from Wajid et al. (B) Measured DOA error, (C) SNR, 
(D) Vehicle speed. 
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Figure 4.36 Azimuthal AVS error site 200, experiment 83. N=25600, 𝑛𝑛Δ𝑓𝑓=10, 𝜎𝜎𝑐𝑐=20°.(A) FEA 
error for stationary source with infinite SNR from Wajid et al. (B) Measured DOA error, (C) SNR, 
(D) Vehicle speed. 
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Generally speaking, the SNR is higher when the linear vehicle speed increases and when 
the distance between the vehicle and the AVS is small.  When the vehicle is traveling in a 
circular path around the measurement site, these two factors are inversely proportional 
based on the equation, 
 𝑣𝑣 = 𝑅𝑅?̇?𝜃 4.58 
where 𝑣𝑣 is the linear vehicle speed, 𝑅𝑅 is the radius of the circular path, and ?̇?𝜃 is the 
angular speed of the vehicle around the measurement site.  This relationship ensures that 
as the angular speed decreases, the radius must increase to maintain the same linear 
vehicle speed.  Additionally, it is impossible to decrease both the radius and the angular 
speed while increasing the vehicles linear speed.  Therefore, if the vehicle is traveling in 
a circular path around the measurement site, it is very difficult to make a measurement 
where there is high SNR and low angular speed around the measurement site.  This 
effectively explains why the DOA error remains on the order of 10 to 20 degrees no 
matter the angular vehicle speed considered, due to the drop in SNR as the radius 
decreases. 
4.4.2.5 Analytical DOA comparison 
To better understand the lobed behavior of the DOA error, an analytical model was 
created as explained in Section 4.2.8.  Within this model, two cases are considered. First, 
the direct path propagation only is considered between the acoustic source and the 
receiver (the AVS in this case), and second, the direct path plus the ground-reflected 
paths between source and receiver are considered.  Also of importance are the effects of 
various source heights, receiver heights, and frequencies (or wavelengths) of the signal.   
For this analysis, the relative source and receiver positions were determined with the GPS 
data from experiment 81. The pressures at the AVS microphones were then simulated via 
Equation 4.53 based on the relative positions at each time interval considered during the 
experiment.  
Figure 4.38 and Figure 4.39 show direct comparison of the analytical DOA error for a 
direct-path-only and a direct-plus-reflected-path situations respectively.  For both models 
the source height and receiver height are constant at 1 m and 2.13 m respectively and the 
source frequency is 1000 Hz.  It is observed that there is on the order of 3 to 8⁰ of error 
with some spatial oscillation with the direct-only simulation. With the direct-plus-
reflected simulation, lobed behavior is observed which is very similar to that which is 
experimentally observed in Figure 4.35.  The peaks of the lobes are on the order of 20⁰ of 
error which is consistent with experimental results. Furthermore, the dips in the error are 
roughly at integer multiples of 45⁰, which is once again consistent with the experimental 
results.  This finding indicates that the reflected path has some significant contributions to 
the error observed at the AVS locations; at least for this given situation.  
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Figure 4.38 Analytical AVS DOA error considering direct path propagation only.  ℎ𝑠𝑠 = 1m, 𝑓𝑓 = 
1000 Hz. 
 
Figure 4.39 Analytical AVS DOA error considering direct and reflected paths.  ℎ𝑠𝑠 = 1m, 𝑓𝑓 = 1000 
Hz. 
Changing the source height, receiver height, or source frequency may also have 
significant impact on the DOA error estimations.  For this analysis, the receiver height 
was chosen to remain constant because it was constant for all of the experiments 
considered.  However, the true source height as well as source frequency are unknown.  
The source height and source frequency depend on underlying acoustics of the target 
vehicle which cause different portions of the vehicle to radiate sound. In fact, multiple 
frequencies are radiated from the vehicle simultaneously at different frequencies and 
intensities.  For example, the engine, the exhaust tip, the transmission, and the wheel 
interaction with the ground all contribute complex frequency content which radiate from 
different parts of the vehicle.  It is for this reason a wide range of frequencies and source 
heights are analyzed here.  
The dimensionless ratio of source height (ℎ𝑠𝑠) to wavelength (𝜆𝜆) is defined in order to 
provide an understanding of the variables being compared. Figure 4.40 shows the 
increase of ℎ𝑠𝑠/𝜆𝜆 as frequency increases for a given source height.   
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The DOA error for a constant frequency and variable source height is analyzed in Figure 
4.41.  This corresponds to a column of data in Figure 4.40 at 1000 Hz.  It is observed that 
for ℎ𝑠𝑠/𝜆𝜆 less than or equal to 0.73, the error is on the order of 5⁰ with little spatial lobing. 
As ℎ𝑠𝑠/𝜆𝜆 increases beyond this threshold, the error becomes larger and spatial lobing is 
observed.   
 
Figure 4.40 Source height to wavelength ratio for various frequencies.   
It is also noted that the particular magnitude of error is also dependent on the source 
location relative to the receiver. For example, in Figure 4.41 with ℎ𝑠𝑠/𝜆𝜆 of 2.92, the lobes 
between 0 to 180⁰ have some variation in error amplitude is observed between 18 to 40⁰.  
This is due to the relative position between the source and receiver changing during the 
experiment. For experiment 81, the vehicle is moving in a circular pattern around the 
AVS site, however, the circle is not perfect and the effective radius of the circle varies 
between passes by the site. The difference in relative position accounts for different 
incident angle, and therefore different DOA error.  
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Figure 4.41 DOA error for various ℎ𝑠𝑠/𝜆𝜆 with increasing source height and constant frequency 𝑓𝑓 = 
1000 Hz. 
-180 -135 -90 -45 0 45 90 135 180
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 0
.1
7
-180 -135 -90 -45 0 45 90 135 180
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 0
.3
6
-180 -135 -90 -45 0 45 90 135 180
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 0
.7
3
-180 -135 -90 -45 0 45 90 135 180
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 1
.4
6
-180 -135 -90 -45 0 45 90 135 180
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 2
.9
2
-180 -135 -90 -45 0 45 90 135 180
DOA ( ° )
0
20
40
60
Er
ro
r (
°
)
h
s
/
 =
 5
83
  
153 
 
Figure 4.42 DOA error for various ℎ𝑠𝑠/𝜆𝜆 with increasing frequency and constant source height ℎ𝑠𝑠 = 
1m. 
The DOA error for a constant source height and variable frequency (wavelength) is 
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corresponding to 1 m source height. For ℎ𝑠𝑠/𝜆𝜆 less than or equal to 2.33 a divergent 
behavior of the DOA error is observed.  Effectively, very high errors are realized in the 
regions where the error diverges.  As the wavelength decreases for the given source 
height, the DOA error becomes more stable and demonstrates similar behavior to that of  
From this analysis, the lobing behavior within the experimental DOA error is explained.  
It is clear that the AVS are sensitive to the relative source height and source wavelength. 
Sources which are very close to a reflective surface and of low frequency (long 
wavelength) are less susceptible to the errors explicitly shown here.  In practical 
applications when a source is near a reflective surface, the source height and source 
frequency are often unknown, therefore increasing the challenge of estimating direction 
of arrival and localization.   
4.4.2.6 Multi-Sensor Localization 
Combining the DOA data from sites 100 and 200 facilitates localization of the vehicle as 
a function of time.  Plus and minus 1𝜎𝜎 are added to the mean azimuth, creating a beam 
used for localization at each site.  The overlap of the standard deviation beams from each 
site creates an intersecting patch of area which contains the estimated vehicle position.  
Figure 4.43 shows an example of the localization area (LA) intersection for a given time 
instance of experiment 90. Factors contributing to time instances when localization was 
not possible are the same as those discussed in section 4.4.1.4. 
The performance of the combined AVS is assessed in terms of the localization with 
respect to the azimuth angle (DOA) of each sensor. This is represented in Figure 4.44 for 
experiments when the target vehicle was traveling in a circular pattern around either site 
(See Table 4.1, experiments 69 through 72 and experiments 79 through 83).  The square 
root of the localization area (SLA) is plotted to better visualize the spread of the data and 
intuitively grasp the magnitude of a “square” area; as opposed to a polygonal area which 
is difficult to intuit.  Essentially the y-axis of this figure represents the length of one side 
of a square which corresponds to the localized area.   Squaring the values of the plot 
gives the true localization in m2. 
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Figure 4.45 Square root localization area for experiments 90 and 91 (irregular pattern). 
 
Figure 4.46 Square root localization area for experiments in between AVS sties. 
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another to localize.  When the vehicle is near one sensor only, the ability to localize is 
frequently lost because only one sensor is capable of providing a DOA estimate.    
Generally speaking, the majority of experiments conducted possess a coefficient of 
variation (ratio of standard deviation to mean) which is greater than one.  It is observed 
that the experiments which take place between the AVS sites (experiments 73, 74, 84, 85, 
and 92) have coefficients of variation which are less than one. This indicates that there is 
far less variation on the SLA in comparison with the mean during these experiments. This 
effect is visible in Figure 4.46.  Additionally, these experiments correspond with the 
greatest percent localizations of all experiments conducted.  The lowest percent 
localizations were experiments 67, 68, 79, and 88, which correspond to either long-range 
tracking (and consequently poor SNR) or traveling around one of the AVS sites in a 
circle which disallows for both AVS to provide reasonable DOA estimation. An 
illustration of the percent localization for each experiment is shown in Figure 4.47. 
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Table 4.4 Square root localization area statistics for all vehicle tracking experiments. The values 
are represented as the square root of the area for improved intuition.  
Index Exp. No. Desc. % Localized 
Min 
√𝑚𝑚2  
Mean 
√𝑚𝑚2 
Max 
√𝑚𝑚2 
Std 
√𝑚𝑚2 
1 62 CCW Loop 37.2 1.04 29.98 132.24 52.35 
2 63 “ 39.7 0.13 21.97 92.09 30.61 
3 64 “ 30.1 0.37 24.13 66.94 29.23 
4 65 CW Loop 42.7 1.34 22.06 81.66 28.84 
5 66 “ 42.7 0.42 20.86 78.26 28.47 
6 67 Circle @ 100 18.4 1.30 36.05 150.15 59.11 
7 68 “ 23.4 1.25 27.97 101.05 37.88 
8 69 “ 46.0 0.33 35.16 138.05 52.52 
9 70 “ 52.7 3.19 37.91 170.88 57.91 
10 71 “ 58.2 2.94 42.81 141.69 57.59 
11 72 “ 63.2 3.80 39.96 167.78 61.99 
12 73 N/S Between 76.2 0.78 20.03 39.75 14.32 
13 74 “ 82.8 0.91 19.61 38.66 14.43 
14 75 N/S @ 100 56.5 2.71 58.95 193.95 80.38 
15 76 N/S @ 200 49.0 1.29 32.57 84.51 35.76 
16 77 Figure-8 45.6 0.56 28.95 126.86 46.40 
17 78 Figure-8 38.5 0.99 28.78 138.29 46.51 
18 79 Circle @ 200 29.3 1.90 21.61 88.68 32.74 
19 80 “ 44.4 1.05 23.89 106.28 36.34 
20 81 “ 43.1 0.96 30.14 114.38 46.08 
21 82 “ 52.3 4.11 32.38 129.94 48.12 
22 83 “ 61.5 2.58 35.36 168.50 53.67 
23 84 Circle Between 79.1 3.06 16.74 26.37 9.78 
24 85 “ 81.2 11.21 16.98 24.62 9.24 
25 86 Long-Range 43.1 5.32 31.22 133.11 48.20 
26 87 “ 48.5 2.85 36.72 129.97 51.94 
27 88 “ 17.2 1.90 43.35 129.89 62.98 
28 89 “ 60.3 2.71 47.03 147.57 61.69 
29 90 Irregular 49.0 3.56 31.03 159.88 53.77 
30 91 Irregular 51.5 2.59 30.20 88.59 37.60 
31 92 N/S Between 90.0 2.34 18.36 27.31 11.62 
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4.5 Summary 
Experiments to assess the performance of underwater pa and atmospheric pp acoustic 
vector sensors (AVS) for direction of arrival (DOA) estimation and localization were 
carried out.  These experiments largely focused on tracking moving mechanical noise 
sources which radiate complex and unknown frequency content in real-world 
environments where ambient noise was present. DOA was estimated with the arctangent-
of-intensity method.  
Underwater AVS localization experiments were carried out in Barrow, AK in April 2016 
on shore-fast ice.  Underwater AVS were deployed through holes in the ice and were 
used to localize both stationary underwater acoustic sources and a moving acoustic 
source on the ice.  83 
When localizing a stationary underwater sound source, the AVS was able to determine 
the azimuth DOA of the source to within 3.8⁰ and 1.1⁰ for low-frequency and high-
frequency pings, respectively.  The elevation DOA was determined to within 15.36⁰ and 
0.55⁰ for low-frequency and high-frequency pings, respectively. 83 
During a 120-second data collect, a snowmobile on the ice was localized as a function of 
time by combing DOA data (azimuth and elevation) from sensors at two sites.  Using 
azimuthal data alone, the vector sensors were able to localize 66% of the time with a 
mean localization area of 0.091 km2.  During 15% of these localized instances, when the 
snowmobile was in the vicinity of the measurement location, combining elevation data 
further reduced the mean localization area by 0.049 km2. 83 
Atmospheric AVS localization experiments were carried out in August 2018 at the 
Keweenaw Research Center in Calumet, MI. A total of 31 experiments, each consisting 
of a 120-second data collect, were conducted to track a non-stationary utility vehicle with 
2 AVS sites.  A variety of vehicle patterns were driven around the AVS sites during the 
experiments. The test range was directly adjacent to a county airport and military vehicle 
test tracks. This proximity resulted in intermittent background noise during AVS testing.  
A moving standard deviation (MSD) processing routine was developed to determine the 
DOA for a given time interval. It is shown that the MSD method is superior to direct 
integration (or averaging) of the DOA spectra across all frequencies.  This was shown to 
be due to the source radiating various frequency content and at various SNR for 
successive time intervals.  The MSD routine was shown to manage this variation and 
provide improvement over the traditional integration method.   
The atmospheric DOA data was assessed in terms of absolute error from the ground truth 
GPS DOA.  The DOA error ranged between 0 to 20⁰ dependant on the azimuth angle of 
the AVS.  It was experimentally observed that the smallest DOA errors occurred at 
roughly integer multiples of 45⁰.  This observation was consistent with FEA models from 
Wajid et al. as well as an analytical simulation which was developed.  
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The analytical simulation also showed that the DOA estimation was sensitive to the 
ground-reflected paths from the source to the receiver.  The analytical simulation was 
assessed in terms of the source height and wavelength.  The particular source height and 
wavelength were unknown for the real-world tracking scenario because different parts of 
the vehicle radiate different frequencies for different vehicle speeds.  This particular fact 
further justifies the implementation of the MSD processing.   
The localization area is reported for all experiments as well as the percentage of time 
intervals when it was possible to localize. It was observed that high percentages of 
localization (80 to 90%) were realized when the target vehicle remained between the two 
AVS sites for the entire experiment.  The lowest percent localization (15 to 30%) was 
realized when the target vehicle was near one site only, or was very far away from the 
sites.  This intuitively makes sense, because both AVS sites are needed to localize and 
both have good received signal when the source is between the sites.  
While there are some significant fluctuations in the localization capabilities with 
underwater and atmospheric AVS presented here, the trend tracking capability is still 
good.  For the underwater AVS, the largest deviations appear when the snowmobile is 
nearly overhead of the vector sensor due to constructive and destructive acoustic 
reflections from the seafloor.  The largest deviations for atmospheric AVS appear when 
the test vehicle is far away from the AVS sites.  It should also be noted that these 
experiments were conducted at relatively short ranges from source to receiver (less than 
200 m).  Conclusions regarding longer range tracking of anthropogenic sources cannot be 
drawn from these data.  It has been shown that tracking an on-ice source using 
underwater AVS and tracking ground vehicles with atmospheric AVS is feasible.  It is 
expected that with improved processing algorithms, improved AVS design, and improved 
understanding of the environment where AVS are being used, better DOA estimation and 
localization accuracy may be expected. 83 
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5 Conclusions and Future Work 
In recent years, the Arctic has changed from a primarily multi-year ice to a primarily 
first-year ice environment.  This change coupled with the increased activity in the Arctic 
has provided a need for improved military awareness in the Arctic. To provide this 
awareness, knowledge regarding acoustic transmission loss is necessary to determine the 
decay of sound between acoustic sources and sensors.  Additionally, localization methods 
with small, rapidly deployable sensor packages are necessary to provide estimation of 
acoustic source positions over time. 
Acoustic propagation studies were carried out in Barrow, AK in 2016 on first-year, 
shore-fast ice.  The experiments conducted provided insight to the relative propagation of 
various frequencies in the air, ice, and underwater.  The data lacked spatial resolution and 
spectral averaging due to weather conditions limiting the test window while in AK.  
Follow-up experiments were conducted on Lake Superior in 2018 to collect more 
propagation data on an Arctic-like surrogate ice layer. This surrogate environment 
provided many of the same first-year ice characteristics when compared to the Arctic; 
excluding salinity.  Atmospheric and underwater transmission loss data has been 
provided for the first-year ice surrogate environment.   
Experimental TL data were compared to numerical simulations of two types; ray tracing 
(Bellhop) and parabolic equation (RAM). These simulations were selected based upon 
the environmental depth, range-dependent characteristics, and frequency ranges of 
interest.  Inputs to the simulations included sound speed profiles of the air, ice, water, and 
lake-floor as well as bathymetry profile and reflection loss of the bottom and under-ice 
surface.   
The effective atmospheric sound speed was estimated based on nominal air temperature 
and measured windspeed. The ice sound speeds were measured via time delays between 
hammer impact and geophone responses at downrange sites. Underwater sound speed 
profiles were measured directly with a CTD probe. The bathymetry profile was measured 
via summer-time depth sounding measurements. Reflection loss data of the bottom and 
the under-ice surface were measured directly using pseudo-random maximal length 
sequence processing techniques. The lake-floor sound speed was estimated based upon 
the known bottom type and bottom reflection loss information. 
Good agreement is observed between the TL data and the simulations with some 
discrepancies which are noted. It is stressed that the comparative numerical models 
presented do not consider backscattering, turbulence, 3D propagation effects, under-ice 
altimetry, and many other environmental factors.  These factors along with numerical 
modeling limitations can contribute significantly discrepancies between the models and 
the data, especially at the low and high-frequency extremes.  Variation in windspeed is 
observed to cause large variability on the SNR of atmospheric acoustic measurements. In 
turn, this results in large variability on atmospheric TL; especially at high frequencies. 
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The experimental TL data reported here is provided with the intention that it be used in 
the future for validation for newly developed models of the Arctic acoustic propagation. 
The models used for comparison in this document are lacking in the areas mentioned 
above. With improved derivations for models which include more environmental factors, 
better understanding may be garnered of the first-year Arctic TL. 
A through-thickness resonance was observed in the drivepoint mobility measured 
between the instrumented impact hammer and geophone response in the Alaskan first-
year ice layer. The through-thickness resonance was confirmed during follow-up 
experiments on Lake Superior. An equation has been derived to determine the ice 
thickness from the drivepoint mobility measurement. To utilize this equation the ice 
impedance and the water impedance must be known.  
Underwater (pa) and atmospheric (pp) acoustic vector sensors have been shown to be 
feasible for tracking in practical applications.  During testing in Barrow, AK, underwater 
AVS experiments were conducted to localize both a stationary underwater sound source 
and a non-stationary snowmobile on the ice surface.  A total of 31 experiments were 
conducted at Keweenaw Research Center in Calumet, MI in 2018 to localize a non-
stationary ground utility vehicle with atmospheric AVS. Various vehicle driving patterns 
around AVS sites were analyzed.   
A moving standard deviation (MSD) processing routine was developed to improve the 
DOA estimation for sources which have complex frequency content and various emitted 
signal amplitude.  The MSD processing has been shown to be superior to direct 
integration or averaging of the entire acoustic intensity spectra.  The adaptive nature of 
the MSD processing allows for diverse application in situations where SNR may be 
various and the source frequency is unknown.  
Analytical models of atmospheric AVS were developed and show good agreement with 
the experimental DOA estimation.  The analytical DOA error matches closely with the 
experimental DOA error. It was observed that the DOA error is dependent on the ground-
reflected path between the acoustic source and receiver as well as source height and 
wavelength. 
Continued research is necessary to refine DOA estimation and localization for real-world 
scenarios.  Rigorous investigation of the effects of sensor design and spacing, number of 
sensors, number of AVS sites, and spacing of AVS sites need to be developed in non-
laboratory environments, with complex frequency content, and various SNR. As 
discussed by Wajid et al., better AVS performance (ie. lower DOA estimation error) may 
be realized by using different pp microphone configurations such as a star or delta 
configuration99. These various configurations must also be investigated for future design 
applications. 
Going forward, AVS processing may be adapted for real-time applications.  Traditional 
processing algorithms may be implemented and MSD processing may be improved for 
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greater speed and accuracy of DOA estimation.  AVS show potential for implementation 
with machine learning algorithms due to the ease of collecting training datasets. Machine 
learning may also result in improved DOA estimation accuracy beyond that of traditional 
algorithms.  
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A.2 Portage Lake Bathymetry 
 
Figure A.3 Portage Lake bathymetry map for test site area. 
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Figure A.4 Portage Lake relative bottom hardness for test site area. Absolute units are not 
reported. 
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A.3 Portage Lake IRF, FRF, and RL 
 
Figure A.5  Impulse response function 48 m from the underwater source. (A) Full IRF from MLS 
signal. (B) Incident arrival. (C) Windowed ice reflection (D) Windowed bottom reflection.  
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Figure A.7  Impulse response function 210 m from the underwater source. (A) Full IRF from MLS 
signal. (B) Incident arrival. (C) Windowed ice reflection (D) Windowed bottom reflection.  
 
0.17 0.175 0.18 0.185 0.19 0.195 0.2
-5
0
5
Pa
2
10 4 (A)
0.17 0.175 0.18 0.185 0.19 0.195 0.2
0
2
4
Pa
2
10 4 (B)
0.17 0.175 0.18 0.185 0.19 0.195 0.2
0
2
4
Pa
2
10 4 (C)
0.17 0.175 0.18 0.185 0.19 0.195 0.2
Time (s)
0
2
4
Pa
2
10 4 (D)


  
184 
 
 
Figure A.10 Vehcile GPS tracks for AVS experiments 62 through 73 
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Figure A.11 Vehcile GPS tracks for AVS experiments 74 through 85 
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Figure A.23 SNR for sites 100 and 200. AVS experiments 74 to 85. 
 
Figure A.24 SNR for sites 100 and 200. AVS experiments 86 to 92. 
 
A.4.7 Vehicle Speed 
These plots show the target vehicle (Polaris Ranger) speed for all AVS experiments 
measured with the VBOX differential GPS system. 
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Figure A.25 Target Vehicle Speed. AVS experiments 62 to 73. 
 
Figure A.26 Target Vehicle Speed. AVS experiments 74 to 85. 

 195 
A.4.8 DOA Error 
 
Figure A.29 pp AVS error at site 100, experiment 67. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
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Figure A.30 pp AVS error at site 100, experiment 68. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
 
Figure A.31 pp AVS at site 100, experiment 69. (A) DOA error and (B) SNR (C) Vehicle speed. 
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Figure A.32 pp AVS error at site 100, experiment 70. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
 
Figure A.33 pp AVS error at site 100, experiment 72. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
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Figure A.34 pp AVS error at site 100, experiment 72. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
 
Figure A.35 pp AVS error at site 200, experiment 79. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
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Figure A.36 pp AVS error at site 200, experiment 81. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
 
Figure A.37 pp AVS error at site 200, experiment 82. (A) DOA error and (B) SNR (C) Vehicle 
speed. 
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B TL Simulation Inputs 
Acoustic Toolbox User-interface and Post-processor (ACTUP) inputs for Bellhop and 
RAM.  
B.1 Model-Independent Parameters 
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B.3 Parabolic Equation (RAM) 
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terms and conditions if User republishes the Work in any fashion. 
3. Scope of License; Limitations and Obligations. 
3.1 All Works and all rights therein, including copyright rights, remain the sole and 
exclusive property of the Rightsholder. The license created by the exchange of an Order 
Confirmation (and/or any invoice) and payment by User of the full amount set forth on 
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that document includes only those rights expressly set forth in the Order Confirmation 
and in these terms and conditions, and conveys no other rights in the Work(s) to User. 
All rights not expressly granted are hereby reserved. 
3.2 General Payment Terms: You may pay by credit card or through an account with us 
payable at the end of the month. If you and we agree that you may establish a standing 
account with CCC, then the following terms apply: Remit Payment to: Copyright 
Clearance Center, 29118 Network Place, Chicago, IL 60673-1291. Payments Due: 
Invoices are payable upon their delivery to you (or upon our notice to you that they are 
available to you for downloading). After 30 days, outstanding amounts will be subject to 
a service charge of 1-1/2% per month or, if less, the maximum rate allowed by 
applicable law. Unless otherwise specifically set forth in the Order Confirmation or in a 
separate written agreement signed by CCC, invoices are due and payable on “net 30” 
terms. While User may exercise the rights licensed immediately upon issuance of the 
Order Confirmation, the license is automatically revoked and is null and void, as if it 
had never been issued, if complete payment for the license is not received on a timely 
basis either from User directly or through a payment agent, such as a credit card 
company. 
3.3 Unless otherwise provided in the Order Confirmation, any grant of rights to User (i) 
is “one-time” (including the editions and product family specified in the license), (ii) is 
non-exclusive and non-transferable and (iii) is subject to any and all limitations and 
restrictions (such as, but not limited to, limitations on duration of use or circulation) 
included in the Order Confirmation or invoice and/or in these terms and conditions. 
Upon completion of the licensed use, User shall either secure a new permission for 
further use of the Work(s) or immediately cease any new use of the Work(s) and shall 
render inaccessible (such as by deleting or by removing or severing links or other 
locators) any further copies of the Work (except for copies printed on paper in 
accordance with this license and still in User's stock at the end of such period). 
3.4 In the event that the material for which a republication license is sought includes 
third party materials (such as photographs, illustrations, graphs, inserts and similar 
materials) which are identified in such material as having been used by permission, User 
is responsible for identifying, and seeking separate licenses (under this Service or 
otherwise) for, any of such third party materials; without a separate license, such third 
party materials may not be used. 
3.5 Use of proper copyright notice for a Work is required as a condition of any license 
granted under the Service. Unless otherwise provided in the Order Confirmation, a 
proper copyright notice will read substantially as follows: “Republished with permission 
of [Rightsholder’s name], from [Work's title, author, volume, edition number and year 
of copyright]; permission conveyed through Copyright Clearance Center, Inc. ” Such 
notice must be provided in a reasonably legible font size and must be placed either 
immediately adjacent to the Work as used (for example, as part of a by-line or footnote 
but not as a separate electronic link) or in the place where substantially all other credits 
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or notices for the new work containing the republished Work are located. Failure to 
include the required notice results in loss to the Rightsholder and CCC, and the User 
shall be liable to pay liquidated damages for each such failure equal to twice the use fee 
specified in the Order Confirmation, in addition to the use fee itself and any other fees 
and charges specified. 
3.6 User may only make alterations to the Work if and as expressly set forth in the Order 
Confirmation. No Work may be used in any way that is defamatory, violates the rights 
of third parties (including such third parties' rights of copyright, privacy, publicity, or 
other tangible or intangible property), or is otherwise illegal, sexually explicit or 
obscene. In addition, User may not conjoin a Work with any other material that may 
result in damage to the reputation of the Rightsholder. User agrees to inform CCC if it 
becomes aware of any infringement of any rights in a Work and to cooperate with any 
reasonable request of CCC or the Rightsholder in connection therewith. 
4. Indemnity. User hereby indemnifies and agrees to defend the Rightsholder and CCC, 
and their respective employees and directors, against all claims, liability, damages, costs 
and expenses, including legal fees and expenses, arising out of any use of a Work 
beyond the scope of the rights granted herein, or any use of a Work which has been 
altered in any unauthorized way by User, including claims of defamation or 
infringement of rights of copyright, publicity, privacy or other tangible or intangible 
property. 
5. Limitation of Liability. UNDER NO CIRCUMSTANCES WILL CCC OR THE 
RIGHTSHOLDER BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL 
OR INCIDENTAL DAMAGES (INCLUDING WITHOUT LIMITATION DAMAGES 
FOR LOSS OF BUSINESS PROFITS OR INFORMATION, OR FOR BUSINESS 
INTERRUPTION) ARISING OUT OF THE USE OR INABILITY TO USE A WORK, 
EVEN IF ONE OF THEM HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH 
DAMAGES. In any event, the total liability of the Rightsholder and CCC (including 
their respective employees and directors) shall not exceed the total amount actually paid 
by User for this license. User assumes full liability for the actions and omissions of its 
principals, employees, agents, affiliates, successors and assigns. 
6. Limited Warranties. THE WORK(S) AND RIGHT(S) ARE PROVIDED “AS IS”. 
CCC HAS THE RIGHT TO GRANT TO USER THE RIGHTS GRANTED IN THE 
ORDER CONFIRMATION DOCUMENT. CCC AND THE RIGHTSHOLDER 
DISCLAIM ALL OTHER WARRANTIES RELATING TO THE WORK(S) AND 
RIGHT(S), EITHER EXPRESS OR IMPLIED, INCLUDING WITHOUT 
LIMITATION IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS 
FOR A PARTICULAR PURPOSE. ADDITIONAL RIGHTS MAY BE REQUIRED 
TO USE ILLUSTRATIONS, GRAPHS, PHOTOGRAPHS, ABSTRACTS, INSERTS 
OR OTHER PORTIONS OF THE WORK (AS OPPOSED TO THE ENTIRE WORK) 
IN A MANNER CONTEMPLATED BY USER; USER UNDERSTANDS AND 
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AGREES THAT NEITHER CCC NOR THE RIGHTSHOLDER MAY HAVE SUCH 
ADDITIONAL RIGHTS TO GRANT. 
7. Effect of Breach. Any failure by User to pay any amount when due, or any use by 
User of a Work beyond the scope of the license set forth in the Order Confirmation 
and/or these terms and conditions, shall be a material breach of the license created by 
the Order Confirmation and these terms and conditions. Any breach not cured within 30 
days of written notice thereof shall result in immediate termination of such license 
without further notice. Any unauthorized (but licensable) use of a Work that is 
terminated immediately upon notice thereof may be liquidated by payment of the 
Rightsholder's ordinary license price therefor; any unauthorized (and unlicensable) use 
that is not terminated immediately for any reason (including, for example, because 
materials containing the Work cannot reasonably be recalled) will be subject to all 
remedies available at law or in equity, but in no event to a payment of less than three 
times the Rightsholder's ordinary license price for the most closely analogous licensable 
use plus Rightsholder's and/or CCC's costs and expenses incurred in collecting such 
payment. 
8. Miscellaneous. 
8.1 User acknowledges that CCC may, from time to time, make changes or additions to 
the Service or to these terms and conditions, and CCC reserves the right to send notice 
to the User by electronic mail or otherwise for the purposes of notifying User of such 
changes or additions; provided that any such changes or additions shall not apply to 
permissions already secured and paid for. 
8.2 Use of User-related information collected through the Service is governed by CCC’s 
privacy policy, available online 
here:http://www.copyright.com/content/cc3/en/tools/footer/privacypolicy.html. 
8.3 The licensing transaction described in the Order Confirmation is personal to User. 
Therefore, User may not assign or transfer to any other person (whether a natural person 
or an organization of any kind) the license created by the Order Confirmation and these 
terms and conditions or any rights granted hereunder; provided, however, that User may 
assign such license in its entirety on written notice to CCC in the event of a transfer of 
all or substantially all of User’s rights in the new material which includes the Work(s) 
licensed under this Service. 
8.4 No amendment or waiver of any terms is binding unless set forth in writing and 
signed by the parties. The Rightsholder and CCC hereby object to any terms contained 
in any writing prepared by the User or its principals, employees, agents or affiliates and 
purporting to govern or otherwise relate to the licensing transaction described in the 
Order Confirmation, which terms are in any way inconsistent with any terms set forth in 
the Order Confirmation and/or in these terms and conditions or CCC's standard 
operating procedures, whether such writing is prepared prior to, simultaneously with or 
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subsequent to the Order Confirmation, and whether such writing appears on a copy of 
the Order Confirmation or in a separate instrument. 
8.5 The licensing transaction described in the Order Confirmation document shall be 
governed by and construed under the law of the State of New York, USA, without 
regard to the principles thereof of conflicts of law. Any case, controversy, suit, action, or 
proceeding arising out of, in connection with, or related to such licensing transaction 
shall be brought, at CCC's sole discretion, in any federal or state court located in the 
County of New York, State of New York, USA, or in any federal or state court whose 
geographical jurisdiction covers the location of the Rightsholder set forth in the Order 
Confirmation. The parties expressly submit to the personal jurisdiction and venue of 
each such federal or state court.If you have any comments or questions about the 
Service or Copyright Clearance Center, please contact us at 978-750-8400 or send an e-
mail to info@copyright.com. 
v 1.1 
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or +1-978-646-2777. 
 
 
