The divergence minimization problem plays an important role in various fields. In this note, we focus on differentiable and strictly convex divergences. For some minimization problems, we show the minimizer conditions and the uniqueness of the minimizer without assuming a specific form of divergences. Furthermore, we show geometric properties related to the minimization problems.
I. INTRODUCTION
The divergences are quantities that measure discrepancy between probability measures. For two probability measures P and Q, divergences satisfy the following properties. In particular, the f -divergence [15] , [7] , the Bregman divergence [3] and the Rényi divergence [16] , [14] are often used in various fields such as machine learning, image processing, statistical physics, finance and so on.
In order to find the probability measures closest (in the meaning of divergence) to the target probability measure subject to some constraints, it is necessary to solve divergence minimization problems and there are many works about them [8] , [4] , [2] . Divergence minimization problems are also deeply related to the geometric properties of divergences such as the projection from a probability measure to a set.
The main purpose of this note is to study minimization problems and geometric properties of differentiable and strictly convex divergences in the first or the second argument [13] . For example, the squared Euclidean distance is differentiable and strictly convex. The most important result is that we can derive the minimizer conditions and the uniqueness of the minimizer from only these assumptions without specifying the form of divergences if there exist the solutions that satisfy the minimizer conditions. The minimizer conditions are consistent with the results of the method of Lagrange multipliers.
First, We introduce divergence lines, balls, inner products and orthogonal subsets that are the generalization of line segments, spheres, inner products and orthogonal planes perpendicular to lines in the Euclidean space, respectively. Furthermore, we show the three-point inequality as a basic geometric property and show some properties of the divergence inner product.
Next, we discuss the minimization problem of the weighted average of divergences from some probability measures, which is important in clustering algorithms such as k-means clustering [10] . We show that the minimizer of the weighted average of divergences is the generalized centroid as in the case of the Euclidean space.
Finally, we discuss the minimization problems between a probability measure P and a set S. These are interpreted as a projection from the probability measure P to the set S. In the Euclidean space, the minimum distance from a point P ∈ R 3 to a plane is given by the perpendicular foot, and the minimum distance to the sphere is given by the intersection of the sphere and a line connecting P and the center of the sphere. We show that the minimizer of divergence between a probability measure and the divergence ball or the orthogonal subset have the similar properties as in the case of the Euclidean space.
II. PRELIMINARIES
This section provides definitions and notations which are used in this note. Let P denotes the set of probability measures. For P, Q ∈ P, P = Q denotes P = Q a.s.. Let µ be a dominating measure of P (P µ) and p := dP dµ be the density of P . Divergences are defined as functions that satisfy the following properties. Let D : P × P → [0, ∞). For any P, Q ∈ P,
Definition 1 (Strictly convex divergence). Let P, Q, R ∈ P and Q = R. Let t ∈ (0, 1) and let D be a divergence. The divergence D(P Q) is strictly convex in the second argument if
Definition 2 (Differentiable divergence). Let P, Q ∈ P and let D be a divergence. The divergence D(P Q) is differentiable with respect to the second argument if D(P Q) is the functional of q = dQ dµ and the functional derivative exists with respect to q. Let D[q] := D(P Q) be a functional with respect to q. The functional derivative of D(P Q) with respect to q is defined by
where φ is an arbitrary function.
The strictly convex or differentiable divergence in the first argument, we can define in the same way as the second argument. We show some examples of the functional derivative.
Example 2 (Bregman divergence). Let f : R → R be a differentiable and strictly convex function. The Bregman divergence is defined by
where f (x) denotes the derivative of f . The Bregman divergence is strictly convex in the first argument. The functional derivative is
Example 3 (f -divergence). Let f : R → R be a strictly convex function and f (1) = 0. The f -divergence is defined by
The f -divergence is strictly convex in the first and the second argument. If f is differentiable, the functional derivatives are
wheref (x) := xf 1
x and
3
Example 4 (Rényi-divergence). For 0 < α < ∞, the Rényi-divergence is defined by
The Rényi divergence is strictly convex in the second argument for 0 < α < ∞ (see [16] ). The functional derivative is
If a divergence D(P Q) is differentiable or strictly convex in the first argument, by puttingD(P Q) = D(Q P ), D is differentiable or strictly convex in the second argument. Hence, in the following, we only consider the differentiable or strictly convex divergences in the second argument.
Definition 3 (Divergence line). Let D be a differentiable divergence and let P, Q ∈ P. The "divergence line" L(P : Q) is defined by
We also define probability measures on the divergence line at α by
We show some examples of the divergence lines.
Example 5 (Squared Euclidean distance).
These are mixture distributions and a line segment in Euclidean space.
Example 6 (Kullback-Leibler divergence). The Kullback-Leibler divergence (KL-divergence or relative entropy) [9] D KL (P Q) belongs to both the Bregman divergence and the f -divergence.
The divergence line is
For the reverse KL-divergence D(P Q) = D KL (Q P ) = q log q p dµ,
These correspond to the m-geodesic and the e-geodesic in information geometry [1] .
Definition 4 (Divergence inner product). Let D be a differentiable divergence. Let P, Q, R ∈ P. We define "divergence inner product" by
For the squared Euclidean distance D E (P Q) = 1 2 (q − p) 2 dµ, P Q RQ = (p − q)(r − q)dµ and this is the inner product of functions p − q and r − q.
Definition 5 (Orthogonal subspace). Let P, Q ∈ P. We define the orthogonal subspace at Q by
Since the divergence inner product is linear with respect to R, the orthogonal subspace is a convex set.
Definition 6 (Divergence ball). Let P ∈ P and D be a divergence. We define the divergence ball by
and the surface of the divergence ball by
If the divergence is convex, the divergence ball is a convex set from the definition.
III. MAIN RESULTS
In this section, we focus on the differentiable and strictly convex divergences and show some properties of them. We first show the three-point inequality and some properties of the divergence inner product. Next, we discuss some minimization problems and we show that the minimizer conditions and the uniqueness of the minimizer if there exist the solutions that satisfy the minimizer conditions.
We prove the following lemma that we use in various proofs.
From the assumption of strictly convexity of the divergence, for t ∈ (0, 1),
. By combining this equality and (21), the result follows.
A. Three-point inequality
In this subsection, we show some geometric properties of differentiable and strictly convex divergences.
Theorem 1 (Three-point inequality). Let D be a differentiable and strictly convex divergence. Let P, Q, R ∈ P. Then,
where the equality holds if and only if Q = R.
Proof. Let R λ := Q + (R − Q)λ and F (λ) := D(P R λ ) with Q = R. From the assumption and Lemma 1, F (λ) is strictly convex. From the definition of the functional derivative for φ(z) = r(z) − q(z),
where we use r λ (z) + (r(z) − q(z)) = r λ+ (z). From the strictly convexity of F (λ), for λ > 0, we have
Substituting λ = 1 into (24) and using F (1) = D(P R), F (0) = D(P Q) and F (0) = δD(P Q) δq(z) (r(z) − q(z))dµ = − P Q RQ , we have
Hence, we have the result.
For the Bregman divergence, three-point identity holds [11] .
By using D B (R Q) ≥ 0 and the result of Example 2, we have the same inequality as (22) by putting D(P Q) = D B (Q P )
We show the figure of three-point inequality. Then,
Proof. From the assumption, R satisfies
By multiplying both sides by r(z) − s(z) and integrating with respect to z and using sdµ = rdµ = 1, the result follows. 
From this inequality, the result follows. This is the same approach to show the Pythagorean inequality for the KL-divergence [6] . 
Proof. The result follows from Proposition 1.
B. Centroids
We consider the minimization problem of the weighted average of differentiable and strictly convex divergences. This problem is important for the clustering algorithm and we show that the minimizer is a generalized centroid and the uniqueness of the minimizer if there exists the solution that satisfies the generalized centroid condition.
Theorem 2 (Minimization of the weighted average of divergences). Let D be a differentiable and strictly convex divergence. Let P i (i = 1, 2, · · · N ) ∈ P and α i (i = 1, 2, · · · N ) ∈ R be parameters that satisfy i α i = 1 and α i ≥ 0. Suppose that there exists P * ∈ P that satisfies
where C ∈ R is the Lagrange multiplier. Then, the minimizer of the weighted average of divergences
is unique and P * is the unique solution of (33).
Proof. We first prove (34). Let R = P * be an arbitrary probability measure. Let R λ := P * + (R − P * )λ and
. By differentiating F (λ) with respect to λ and substituting λ = 0, it follows that
where we use (33), rdµ = p * dµ = 1 and the definition of the functional derivative. From Lemma 1 and
Since R is an arbitrary probability measure, from F (1) = N i=1 α i D(P i R) and F (0) = N i=1 α i D(P i P * ), it follows that P * is the unique minimizer. If there exists an another probability measureP * that is the solution of (33),P * is also a minimizer of (34). This contradicts that P * is the unique minimizer. Hence, the result follows.
The equality (33) is the generalized centroid condition. Proof. By applying Theorem 2 for N = 2 and putting P 1 = P, P 2 = Q, it follows that P * is the unique solution of
where C ∈ R is the Lagrange multiplier. From the definition of L α (P : Q), the result L α (P : Q) = {P * } follows. Next, we show that L 0 (P : Q) = {P }. From Theorem 2, it follows that arg min R∈P D(P R) = P * . Since D(P R) ≥ 0 and P * is unique, we have P * = P . We also have the result L 1 (P : Q) = {Q} in the same way.
We can show the same theorem for the real-valued vector of R d . Proposition 4. Let p i (i = 1, 2, · · · N ) ∈ R d and α i (i = 1, 2, · · · N ) ∈ R be parameters that satisfy i α i = 1 and α i ≥ 0. Let D : R d × R d → [0, ∞) be a differentiable and strictly convex divergence. Suppose that there exists
where ν = {1, 2, · · · , d} and {p * ,ν } are components of the vector p * .
Then, the minimizer of the weighted average of divergences arg min
is unique and and p * is the unique solution of (37).
The proof is the same as Theorem 2.
For the Bregman divergence, [12] , where f : R d → R is a differentiable and strictly convex function, f * denotes the Legendre convex conjugate [5] and p * ν = ∂f (p) ∂pν . Since
∂qν (p ν − q ν ) > 0 for p = q, f * is also strictly convex. Hence, D B (p q) is a differentiable and strictly convex divergence with respect to q * . By combining ∂f * (q * ) ∂q * ν = q ν and (37), it follows that
Hence, p * = N i=1 α i p i is the unique minimizer.
C. Projection from a probability measure to a set
In this subsection, we discuss the minimization problems of divergence between a probability measure and a set such as a orthogonal subset, a divergence ball or a set subject to linear moment-like constraint, we show the minimizer conditions and the uniqueness of the minimizer if there exist the solutions that satisfy the minimizer conditions. Corollary 3 (Minimization of the divergence between a probability measure and a orthogonal subspace). Let D be a differentiable and strictly convex divergence and let P, Q ∈ P.
Then, the minimizer of divergence between a probability measure P and the orthogonal subspace O(P : Q)
arg min
is unique.
Proof. Since P Q RQ = 0 for R ∈ O(P : Q), the result follows from Theorem 1.
Theorem 3 (Minimization of the divergence between a probability measure and a divergence ball). Let D be a differentiable and strictly convex divergence. Let P, Q ∈ P and suppose that P * ∈ ∂B κ (P ) ∩ L(P : Q). Then, the minimizer of divergence between a probability measure Q and a divergence ball B κ (P ) arg min
Proof. Since the case κ = 0 is trivial, we consider the case κ > 0. By combining Proposition 3 and P * = P , it follows that α > 0. Consider an arbitrary probability measure R ∈ B κ (P ). From the assumption and Proposition 3, there exists α ∈ (0, 1] and L α (P : Q) = {P * }. Let R λ := P * + (R − P * )λ and F (λ) = (1 − α)D(P R λ ) + αD(Q R λ ). By differentiating F (λ) with respect to λ and substituting λ = 0, it follows that
where we use L α (P, Q) = {P * }, rdµ = p * dµ = 1 and the definition of the functional derivative. From Lemma 1 and α ∈ (0, 1], F (λ) is strictly convex with respect to λ. Hence, we have F (1) > F (0) + F (0)(1 − 0) = F (0). From F (1) = (1 − α)D(P R) + αD(Q R) and F (0) = (1 − α)D(P P * ) + αD(Q P * ), it follows that
From D(P R) ≤ κ, D(P P * ) = κ and α > 0, it follows that
Since R is an arbitrary probability measure in B κ (P ), the result follows.
The next corollary follows from Theorem 3.
Corollary 4. Let P, Q ∈ P and P * ∈ ∂B κ1 (P ) ∩ ∂B κ2 (Q) ∩ L(P : Q). Then, B κ1 (P ) ∩ B κ2 (Q) = {P * }.
We show the figure that summarize Corollary 2, 3 and 4. Theorem 4 (Minimization of the divergence subject to linear moment-like constraint). Let D be a differentiable and strictly convex divergence and let P ∈ P. Let T i (Z)(i = 1, 2, · · · K) be functions of a random variable (vector) Z and M := {Q ∈ P|E[T i (Z)] = m i (i = 1, 2, · · · K), Z ∼ Q}, where E[·] denotes the expected value and m i (i = 1, 2, · · · K) ∈ R are constants. Suppose that there exists P * ∈ M that satisfies
where β i ∈ R and C ∈ R are the Lagrange multipliers. Then, the minimizer of divergence between a probability measure P and the set M is unique and P * is the unique solution of (45).
Proof. We use the same technique in 
where we use (45), rdµ = p * dµ = 1 and the definition of the functional derivative. From Lemma 1 and the linearity of i β i T i (z)r λ (z)dµ(z) with respect to λ, F (λ) is strictly convex with respect to λ. Hence, 
Since R is an arbitrary probability measure in M, it follow that P * is the unique minimizer. If there exists an another probability measureP * that is the solution of (45),P * is also the minimizer of (46). This contradicts that P * is the unique minimizer. Hence, the result follows.
IV. SUMMARY
We have discussed the minimization problems and geometric properties for the differentiable and strictly convex divergences. We have derived the three-point inequality and introduced the divergence lines, inner products, balls and orthogonal subsets that are the generalization of lines, inner product, spheres and planes perpendicular to a line in the Euclidean space.
Furthermore, we have shown the minimizer conditions and the uniqueness of the minimizer if there exist the solutions that satisfy the minimizer conditions in the following cases, 1) Minimization of weighted average of divergences from multiple probability measures.
2) Minimization of divergence between a probability measure and the orthogonal subsets, divergence balls, or the set subject to linear moment-like constraints.
