We endow the group of invertible Fourier integral operators on an open manifold with the structure of an ILH Lie group. This is done by establishing such structures for the groups of invertible pseudodifferential operators and contact transformations on an open manifold of bounded geometry, and gluing those together via a local section.
Introduction
For finite dimensional Hamiltonian systems, the embedding as a coadjoint orbit is a very well known and convenient method for integration, at least for the construction of integrals. The same is valid in the infinite dimensional case. But, as in the finite dimensional case, the main problem is to find appropriate Lie groups such that the Hamiltonian system can be embedded as a coadjoint orbit. There are not many such candidates. For example, considerations of completed diffeomorphism groups leads to the following complications. First, they have a good Hilbert manifold structure but left multiplication and forming the inverse are only continuous operations, i. e. they don't have a Lie group structure. Secondly, considering the tangent space at the identity as a candidate for a Lie algebra causes additional difficulties. Namely, forming the Lie bracket decreases the Sobolev order, i. e. it is not a closed operation. One way out of this difficulty has been indicated by Omori [17] , forming the inverse limit of such groups and algebras, labeled by the Sobolev index. In the compact case, this is an old and very well known story. In the open case, there arise tremendous difficulties which have been essentially overcome e. g. in [10] , [15] . There are not many other candidates for infinite dimensional Lie groups. Another very important class are the invertible pseudodifferential operators ΨDOs and Fourier integral operators FIOs on a manifold. In the compact case, they have been established in [1] , [2] and have been applied by Adler in [4] and Adams, Ratiu and Schmid [3] to the complete integrability of the periodic KdV equation on the circle. In the open case, there has not yet been any approach until today and we attack this problem in this paper.
Roughly speaking, we have an exact sequence
where I is the identity operator, e is the identity diffeomorphism ( ) * denotes the invertible elements and D θ is the group of contact transformations. The main task is to establish an IHL Lie group structure on the middle term. For this one establishes such a structure for the boundary terms and carries it over to the middle term via a local section, i. e. we have to perform 4 steps. Namely to establish appropriate manifold group structures to the boundary terms, to construct local sections and to establish such a structure for the middle term. We follow the ideas in [1] , [2] (Adams, Ratiu, Schmid). We can do these steps, assuming bounded geometry and uniform boundedness in all situations. We assume the manifold M n to be endowed with a metric g of bounded geometry of infinite order and such that inf σ e (△ 1 (g S )| (ker△ 1 ) ⊥ ) > 0, where △ 1 (g S ) denotes the Laplace operator acting on 1-forms and σ e the essential spectrum, g S the Sasaki metric on the cosphere bundle. All constructions depend on g, but as we will show, they really only depend on the connected component comp(g) of g in the space of all metrics of bounded geometry.
The paper is organized as follows. In section 2 we recall the main important facts concerning Sobolev spaces on open manifolds and completed diffeomorphism groups. Section 3 is devoted to the proof that for sufficiently bounded contact forms associated to a metric of bounded geometry satisfying the spectral assumption above the identity component D 
Here j is the inclusion and π the map (Γ with canonical relation Γ(f )) → f ). This section is given by (5.60). Using certain Sobolev uniform structures, we obtain in section 6 the Hilbert Lie groups (UΨ 0,k,S ) * . Then (UΨ 0,k ) * = lim ← (UΨ 0,k,S ) * has the structure of an ILH Lie group. Hence the outer terms in (ES) have such a structure. We use these, the local section σ and several group theoretic constructions to establish in section 7 an ILH Lie group structure for (UF 0,k ) * . Section 7 is strongly modeled by [2] , but nevertheless the openness of the underlying manifold always requires additional considerations, e. g. the ILH Lie algebras are quite different from the ones in the compact case. The main result of the paper is theorem 7.12.
We present in this paper a big class of ILH Lie groups for the application of the coadjoint orbit method for the integration of infinite dimensional Hamiltonian systems.
Bounded Geometry and Sobolev Diffeomorphism Groups
We give a short summary of the basic facts. For details and proofs we refer to [9] , [10] , [12] . Let (M n , g) be an open Riemannian manifold. Consider the following conditions (I) and (B k ).
(I) r inj (M, g) = inf x∈M r inj (x) > 0 ,
where r inj denotes the injectivity radius and R the curvature. We say (M n , g) has bounded geometry up to order k if it satisfies (I) and (B k ). and obtain analogous spaces
For (E, h, ∇) there is an analogous condition (B k (E, ∇)) as for (B k (M, g)),
where R E denotes the curvature of (E, ∇). The lemma 2.2 remains true correspondingly,
is continuous.
We refer to [12] for the proof. P A key role for everything below plays the module structure theorem for Sobolev spaces.
If r > 0 assume
Then the tensor product of sections defines a continuous bilinear map
We refer to [12] for the proof. P
, and we define a map
Then the map f Y defines an element of C ∞ (M, N). Moreover we have
We refer to [10] for the proof. The main point is that one shows that |∇ u (d exp Y − d(id))| makes sense and that
where the P µ are certain universal polynomials in the indicated variables without constant terms and each term has at least one |∇ j Y |, 0 ≤ j ≤ µ + 1 as a factor. P
Now we consider manifolds of maps in the
Theorem 2.6. Under the conditions above V := {V δ } 0<δ<r inj (N )/2D is a basis for a metrizable uniform structure A p,r (C ∞,m (M, N)).
We refer to [12] for the rather complicated proof. P.
Let
m Ω p,r (M, N) be the completion of C ∞,m (M, N) with respect to this uniform structure. From now on we assume r = m and denote Ω p,r (M, N) :
) be open and of bounded geometry of order k,
Banach manifold, and for p = 2 it is a Hilbert manifold.
We refer to [12] for the proof. P Let (M n , g) be as above. A choice of an orthonormal basis in each T x M implies that |λ| min (df ), the minimum of the absolute value of the eigenvalues of the Jacobian of f , is well defined. Set
In particular, each component is a C k+1−r -Banach manifold, and for p = 2 it is a Hilbert manifold. P Theorem 2.9. Assume (M n , g), k, p, r as above.
and hence a well defined uniform structure A ∞,p,r = (i × i) −1 A p,r . After completion we obtain once again the manifold Ω ∞,p,r (M, N), where f ∈ Ω ∞,p,r (M, N) if and only if for every ε > 0 there exist anf ∈ C ∞,∞ (M, N) and a Y ∈ Ω p,r (f * T N) such that f = exp Y and |Y | p,r ≤ ε. Moreover, each component of Ω ∞,p,r (M, N) is a Banach manifold and T f Ω ∞,p,r (M, N) = Ω p,r (f * T N). As above we set 
Sections of E are simply 0-forms with values in E . Usual forms on M are forms with values in M × R → M and we write simply Ω q,2,r ≡ Ω q,2,r (M). In [15] we studied the group D r+1 ω,0 of form preserving diffeomorphisms f ∈ D r+1 0 , f * ω = ω, ω a symplectic or volume form. We proved the following
+ 1 is an ILH Lie group in the sense of [17] , [3] and the Lie algebra of D ∞ ω,0 consists of divergence free (q = n) or locally Hamiltonian (q = 2) vector fields X, respectively, with |X| 2,r < ∞ for all r. P Here strongly nondegenerate means that inf x∈M |ω| x > 0.
A similar theorem for the group of contact transformations would be desirable and will be necessary for the constructions in sections 5 and 6. As a result of our efforts, such a theorem can be established but it is once again a long, complicated story and will appear together with results on other diffeomorphism groups in [13] . Hence we only sketch the proof here.
Let (M 2n+1 , g 0 , θ) be an oriented Riemannian contact manifold, g 0 satisfying (I) and (B k+2 ) and θ a contact form. We assume additionally b,k+3 |θ| g 0 < ∞. θ is a 1-form with µ := θ ∧ (dθ) n = 0 everywhere and we assume that µ coincides with the given orientation. θ defines the Reeb vector field ξ on M, θ(ξ) = 1, i ξ dθ = 0. Denote E = kerθ. Clearly T M = Rξ ⊕ E. A Riemannian metric g is called associated to θ if there exists a (1,1) tensor field ϕ on M such that for any vector fields X, Y on M we have 1) g(X, ξ) = θ(X) ,
. Given g 0 with (I) and (B k+2 ), θ as above, we want to construct a metric g of bounded geometry associated to θ. This can be achieved as follows:
Proof. We sketch the simple proof. Start with g 0 and define h by h(X, Y ) =
Then ξ ⊥ h kerθ and |ξ| h = 1. Let (X 1 , . . . , X 2n , ξ) be a local orthonormal basis with respect to h and write
where F is orthonormal and G is symmetric and positive definite. Then, according to [6] , G 0 0 1 defines a Riemannian metric g on M and F 0 0 0 defines a global (1,1) tensor field ϕ with ϕ 2 = −I + θ ⊗ ξ and dθ(X, Y ) = g(X, ϕY ). Denote by "
′ " in a symbolic notation the (euclidean) differentiation. Then
Similarly for higher derivatives. This implies (B k ) for g. Finally the condition (I) for g 0 and the fact that g 0 → g implies uniformly boundedness from above and below and the change of local volumes yields (I) for g. Here we use theorem 4.7 of [7] . P From now on we assume g with conditions (I), (B k ) and properties 1)
+ 2. Consider the space
Set for δ > 0
Lemma 3.2. B = {V δ } δ>0 is a basis for a metrizable uniform structure on the space F . P Let F r+1 be the completion of F with respect to B. Then F r+1 is locally contractible, hence locally arcwise connected, hence components coincide with arc components. The elements of F are dense in each component. 
In 
is an open subset of
where >¡ denotes the semidirect product. and a topological group. P
The sketched proof will occupy the remaining part of this section. As usual, we will show that D r+1 θ,0 is the preimage of a point by a submersion.
Proof. The proof will be based on the Lemmas 3.8 -3.10. Write
and b,r+1 |θ| < ∞. Hence the proof of (3.1) reduces to the following
We start with the simplest case f = exp X, X ∈ Ω 0,2,r+1 (T M). The main steps in the proof are done already in [15] . We recall them. Let I = [0, 1] and i t : M → I × M the embedding i t (x) = (t, x) . We put on I × M the product metric 1 0 0 g . Lemma 3.9. For every q ≥ 0 there exists a linear bounded mapping
0 . This is Lemma 3.1 of [15] . P
This is lemma 3.2 of [15] . P Hence we have to estimate (dK + Kd)F * θ in our case h = id, f = exp X, F = exp tX. This is done in theorem 3.2 of [15] and its proof, [15] p.154-158. The proof is rather involved. We conclude
(cf. [15] p. 160). This finishes the proof of lemma 3.8 and hence of (3.1). P Now we consider (3.2) which is the differential of (3.1). From this it is clear that the expression (3.2) is in Ω 2,2,r−1 . But can we prove more.
and
Now we use that (α − 1) ∈ Ω 0,2,r and f * dθ ∈ Ω 2,2,r (according to the first part of the proof) and dθ ∈ b,r Ω 2 . Application of the module structure theorem 2.4 yields the assertion. This finishes the proof of lemma 3.7. P Define Ψ :
We omit the considerations and estimates, refer to [13] and discuss in the sequel only the special case of DΨ| (1,id) . P
Proof. From the facts that b,r+1 |θ| < ∞, u ∈ Ω 0,2,r+1 and
Clearly BA = 0. 
We refer to lemma 8.3.2 of [17] . P Corollary 3.14. The operator P is extendable to any Sobolev space of order ≤ k and
is injective, surjective and bounded. P
into Ω 1,2,r ⊕ Ω 2,2,r . The following is immediately clear from the definitions.
Proof. Consider
This is an elliptic complex. Hence
where the summands are L 2 -orthogonal and the completion is taken with respect to | | 2,r . Moreover, it is easy to see that kerB ⊆ imA. Hence we are done if we can show that imA = imA.
Now it is a well known fact from elementary functional analysis that
A is closed if and only if imAA * is closed. A longer calculation yields
Hence imAA * is closed if and only if the operators
have closed image, respectively. Now a careful analysis shows that this is the case if im△ 1 is closed. The latter is equivalent to inf σ e (△ 1 | (ker△ 1 ) ⊥ ) > 0. We refer to [13] for details. This finishes the proof of proposition 3.16. P A series of shifting arguments yield the same result at any other point (α, f ), i.e. DΨ| (α,f ) is surjective. Hence Ψ is a submersion and
is closed submanifold. The proof of proposition 3.6 is finished.
is an ILH Lie group. P
Contact Transformations of the Restricted
The most important example for us of contact manifolds of bounded geometry is the cotangent sphere bundle
We consider the Sasaki metric on T * M. Let π : T * M → M be the projection and K the connection map of the Levi-Civita connection in the cotangent bundle. Then the Sasaki metric is defined by
be the restriction of the Sasaki metric to the cosphere bundle.
We refer to [15] , p. 165 for the proof. P Let θ be the canonical one form on
As pointed out in [5] , g S and θ S are not associated but this is true for g 
Proof. Start with i = 0. Let e 1 , . . . , e 2n−1 be an orthonormal basis in T z 0 S such that e 2n−1 = ξ. Then
It is well known that on a contact Riemannian manifold the integral curves of the Reeb vector field ξ are geodesics (cf. [5] p. 54), i. e. ∇ ξ ξ = 0. Fix at z 0 the orthonormal basis e 1 , . . . , e 2n−1 , e 2n−1 = ξ. According to θ(X) = g(ξ, X), θ is the covariant form of ξ. Hence |∇ ν θ| = |∇ ν ξ|.
According to [5] , p. 133-135, formulas (3)- (8),
which yields together with 4.1 the assertion.
0 . This follows immediately from theorem 3.6. P
+ 2 is an ILH Lie group. P
For our later applications we must rewrite 4.3 and 4.4 by rewriting
From the last equation it is clear that it isn't a Lie algebra since the bracket decreases the Sobolev index. It is only the tangent space at (id, 1). Define now a map Φ from D r+1 θ,0 (S) into the homogeneous of degree one
(4.6) For our applications below we recall two lemmas from [18] . Proof. For later use we recall the proof of c). Let L X θ = 0, F t the flow of X. Then F * t θ = θ. Lemma 4.5 implies that F t is symplectic and homogeneous of degree one and hence, according to b), X is of degree zero. 0 = L X θ = i X dθ + di X θ yields i X ω = dθ(X), i. e. X = X H with H = θ(X) homogeneous of degree one. The converse implication follows from a). P Define now
Additionally we have in the case of T * M that ω is strongly nondegenerate, i. e. inf 
In particular, H is homogeneous of degree one, X H is homogeneous of degree 0 and
) is isomorphic to the space
h is homogeneous of degree 1 and
Proof. For a) we refer to [18] 
). Then, according to 4.6.c) Y = Y H for some H and Y has degree zero homogeneity. Hence it projects to T S, π * Y = X. Define u by (4.8). Assuming for a moment X ∈ Ω 0,2,r+1 (T S) and u ∈ Ω 0,2,r+1 (S), we see by an easy calculation Φ * (X, u) = Y H , i. e. ⊇ would be proved. Hence there remains to show 1.
S). Lets begin with the first assertion
with projections π 1 , π 2 . Then according to [18] , p. 99 we have
where ( ) i are the components of X belonging to imπ i . Using a uniformly locally finite cover of S(T * M \ 0), (4.9) and X ∈ Ω 0,2,r+1 (T S), u ∈ Ω 0,2,r+1 (S), we conclude that
Then by choice of local orthonormal bases e 1 , . . . , e 2n−1 , e 2n , e 2n ⊥ S, we see immediately for i ≤ r + 1
which implies X ∈ Ω 0,2,r+1 (T S). Write as in (4.9)
which immediately implies u ∈ Ω 0,2,r+1 (S). This finishes the proof of f).
Consider g) and the map Y = X H → H = θ(X H ) given by 4.6.c. We must prove that H ∈ C 3 and H| S = i * H ∈ Ω 0,2,r+2 (S). The latter will already imply H ∈ C 3 . We immediately obtain from (4.7) that H| S ∈ Ω 0,2,r+1 (S) since H = θ(X H ),
The main point is that H| S has even Sobolev order r + 2. Denote again by d S , ∇ S the operators d, ∇ on S. We have
For nonsmooth objects we have (as usual) to understand this in the distributional sense. We always have to do with regular distributions. That H| S ∈ Ω 0,2,r+2 (S) would be proved if we could show that d S H| S ∈ Ω 1,2,r+1 (S). According to (4.13) this would be done if we could show (dH)
This is Lemma 3.6, 3.7 in [15] . We obtained that H ∈ H 1 Ω 0,2,r+2 (T * M \ 0), and from 4.6 it follows that the map
. The function h defines a global Hamiltonian vector field X h , homogeneous of degree zero, satisfying L X h θ = 0. Moreover X h is C 2 and solves the equation i X h ω = dh. We have to assure that
since h is homogeneous of degree one. We obtain that |(dh)| S , . . . , |(∇ r+1 dh)| S are square integrable on S, i. e. the right hand side of i X h ω S = dh| S is an element of Ω 1,2,r+1 (S) (with values in the conormal bundle of S).
). According to 4.6, the map h → X h → θ(X h ) coincides with id. This finishes th proof of claim g).
Concerning claim h), the isomorphism is given by
This map is well defined, according to g). It is injective since h is homogeneous of degree one. It is surjective because for u ∈ Ω 0,2,r+2 (S) let h u be its extension homogeneous of degree one . Then
We constructed a topological isomorphism
This isomorphism is topological since all constructed maps in Proposition 4.7 are norm continuous. Here we essentially use Lemma 3.6, 3.7 of [15] . The isomorphism (4.14) will be very important in constructing local charts on D 
Summarizing our results, we obtain in the case of (B ∞ ) the following : we additionally restrict ourselves to comparatively smooth Lagrangian submanifolds Λ of T * M \ 0 × T * M \ 0 and phase functions also adapted to the bounded geometry. A good reference for ΨDO's are [16] and [20] . Further results are in preparation (cf. [14] ). Since we restrict our applications to the case where the Riemannian manifold (M n , g) satisfies the conditions of bounded geometry (I) and (B ∞ ), we assume these conditions from now on. Moreover, we restrict ourselves to the scalar case, i. e. we consider only operators acting on functions.
We first recall two classical lemmas which play a key role in all forthcoming constructions. 
with bounds independent of m. After fixing an orthonormal basis in T m M, Φ m is essentially given by the exponential map.
We now define the class of uniform symbols for our pseudodifferential operators as follows. Let q ∈ R and denote by US q (B) the set of all families {a m } m∈M with a m ∈ C ∞ (B × R n ) and
where C α,β is independent of m. Then {a m } m defines a family of operators
where supp u ⊂ B.
Define UΨ −∞ (B) as the set of all families {R m :
where C α,β is independent of m. Finally let UΨ q (B) be the set of all families {A m :
. Now we define the space UΨ q (M) of uniform pseudodifferential operators of order q on M n as follows: A pseudodifferential operator A on M n with Schwartz kernel K A belongs to UΨ q (M) iff it satisfies the following conditions: 1. There exists a constant C A > 0 s. t.
3. For any δ > 0 and i, j there exists a constant C δ,i,j > 0 s. t.
4. If A m is defined by the following commutative diagram
then the family {A m } m∈M belongs to UΨ q (B).
Remark. We have UΨ
A convenient description for the elements A ∈ UΨ q (M) is given by Proposition 5.3. Assume A ∈ UΨ q (M), and ε > 0 arbitrary. Then there exists a representation We refer to [16] , p. 230/231 for the proof. P
For our applications we additionally restrict ourselves to classical symbols and classical ΨDOs, i. e. we assume homogeneity in the ξ-variable on R n \ {0} and an asymptotic expansion
for all k and χ(x, ξ) is compactly supported in the ξ-direction with χ = 1 in a neighborhood of B × {0}.
Remark. Shubin [20] We recall some mapping properties and refer to [16] for the proofs. 
P

Finally we have
All proofs are performed locally. Using the uniform boundedness (5.5), one gets these results for the formulas of the symbols of the adjoint operators and the product (composition) of operators. P
Finally we recall uniform ellipticity. A ∈ UΨ q (M) is called uniformly elliptic if there exist constants C 1 , C 2 , R > 0, independent of m ∈ M, such that
We denote this class of operators by EUΨ q (M).
Remark. Given any real number s, then there exists a uniformly elliptic operator in
Theorem 5.8. Given A ∈ EUΨ q (M), then there exists a parametrix, i. e. a P ∈ UΨ −q (M) s. t.
The proof is performed locally by establishing explicit formulas for the symbol {p m } m . This is done as usual by calculation of the terms of the asymptotic expansion (5.10). Then one fits the local operators together by a partition of unity. To assure P ∈ UΨ −q (M), one essentially uses (5. 
(UΨ(M)) * is a graded group under multiplication and non-empty as 5.8 shows.
Quite similarly we define uniform Fourier integral operators UF q (M, C). A Fourier integral operator (FIO) on M has essentially 3 ingredients 1. a family a = {a m } m of local uniform symbols as above, 2. a conic Lagrangian submanifold (or homogeneous canonical relation) C ⊂ T * M \ 0 × T * M \ 0, 3. a family ϕ = {ϕ m } m∈M of phase functions. We will make this precise. Recall that we now always assume that (M n , g) satisfies the conditions (I) and (B ∞ ). A homogeneous canonical relation C is a closed submanifold (not in the sense of compactness) C ⊂ T * M \ 0 × T * M \ 0 which is conical, i. e. ((x, ξ), (y, η) ∈ C and τ > 0 imply ((x, τ ξ), (y, τ η) ∈ C, and which is Lagrangian with respect to the canonical symplectic form ω ⊖ ω = p * 
which is given by (4.5). Then Γ(f ) = {((x, ξ), (y, η))|f(x, ξ) = (y, η)} is conical and Lagrangian according to lemma 4.5.
Uniform families a = {a m } m∈M of local symbols are already defined but we consider here a slight generalization of (5.5) admitting additional dependence of a second variable y, i. e. we require
where C α,β,γ is independent of m. We write US q (B × B × R n \ 0) for all such symbols a = {a m } m . Consider ϕ = {ϕ m } m∈M with the following properties. Each ϕ m : B × B × R n \ 0 −→ R is a smooth map, positive homogeneous of degree one with respect to ξ ∈ R n \ 0, i. e. ϕ m (x, y, τ ξ) = τ · ϕ m (x, y, ξ) and d xξ ϕ m , d yξ ϕ m are = 0 on the canonical support of a m . Furthermore, the map
is a diffeomorphism onto a conical submanifold C B ⊂ T * B \ 0 × T * B \ 0, where C B corresponds to C ⊂ T * M × T * M under the exponential map. Such a family ϕ = {ϕ m } m∈M is called a uniform family of phase functions associated to a = {a m } and we write UP h(a)(B × B × R n ) for the space of all such families. We say A is a uniform Fourier integral operator of order q, associated to the homogeneous canonical relation C ⊂ T * M \ 0 × T * M \ 0, written as A ∈ UF q (M, C), if it satisfies the following conditions:
1. A is a continuous linear map A : is a diffeomorphism from the zero set of d ξ ψ onto a submanifold of C. Because of our applications, we restrict ourselves to the case where C = Γ(f ), f ∈ D r+1 θ,0 (S(T * M)), and we write simply UF q (f ) for the corresponding class of uniform Fourier integral operators. We set
For A 1 ∈ UF q 1 (f 1 ) and A 2 ∈ UF q 2 (f 2 ) we have 
Let (UF 0,k (r + 1)) * , (UF 0,k (∞)) * and (UΨ 0,k ) * denote the groups of invertible elements of UF 0,k (r + 1), UF 0,k (∞) and UΨ 0,k respectively. It is clear from (5.20) that we must choose q = 0 to get invertibility inside one homogeneous constituent of our graded structures.
Lemma 5.9. Assume the hypothesizes of 4.8. The following is an exact sequence of groups
I −→ (UΨ 0,k ) * j −→ (UF 0,k (∞)) * π −→ D ∞ θ,0 −→ e,(5.
24)
where j is the inclusion and
Proof. The injectivity of j, the surjectivity of π and im j ⊆ ker π are clear. im j = ker π follows from (5.26). P
Generalizing the ideas of [1] and [2] our strategy is as follows: 1. We want to construct a local section of π in (5.24). For this we need a chart in D r+1 θ,0 at id = e.
2. This yields a chart and local section in (5.24), 3. We endow (UΨ 0,k ) * with the structure of an ILH Lie group by forming Sobolev completions and taking the inverse limit.
4. We endow (UF 0,k (∞) * with the structure of an ILH Lie group, using these structures of (UΨ 0,k ) * and D ∞ θ,0 in (5.24), the local section of π and some group theoretical theorems presented in section 7.
This procedure is carried out in [1] , [2] for compact manifolds, but in the case of open manifolds the analysis is much harder. We first start with the construction of a local section of π in (5.24). This means the existence of a neighborhood U(id) ⊂ D r+1 θ,0 and a (at least continuous) map σ : U −→ (UF 0,k (r + 1)) * such that π • σ = id U . For doing this we construct global phase functions and present an explicit formula for σ.
We call a C 2 function ϕ :
, where N ⊥ π is the foliation by isotropic submanifolds generated by the ω-orthogonal bundle (
Example. For M n = R n the function ϕ : T * R n × R n −→ R ϕ(ξ x , y) =< ξ, x − y >, is a global phase function for e. Consider 0 < δ < r inj (M, g),
In the definition above it is possible to replace ϕ : . We could take the Riemannian exponential of G θ , but we don't know it, i. e. we can't calculate or estimate this. Therefore we will construct a chart centered at id : 
2 its euclidean flat pointwise norm respectively. We want to compare |v| and |v| f l . More generally, consider a locally defined tensor field t = (t
). Denote as before by |t| its Riemannian norm and by |t| f l = ( (t
2 ) 1 2 its flat euclidean norm. Moreover , denote by |t| U,r+1,f l the (r + 1) -Sobolev norm based on Riemannian covariant derivatives, the Riemannian volume element and the flat pointwise norm.
Lemma 5.12. a) There exists constants c 1 , c 2 > 0 such that for any (k, l)-tensor t
is an uniform cover of W by normal charts of radius δ then there exists constants
b) This follows from a) using a partition of unity that is bounded up to order r + 1 , the module structure theorem and the fact that the cover is uniformly locally finite. P Now we generalize our notion of a global phase function ϕ H for e = id ∈ D 
For our purposes we can restrict ourselves to maps ϕ : Ω δ ⊂ T * M × M −→ R. In local charts we have the following representations:
We prescribe a ϕ and want to construct the corresponding f . For (x, y)
x (y) ∈ T x M and as above ϕ 0 (α x , y) =< α, v(x, y) >. Lemma 5.13. Let h ∈ Ω 0,2,r+2 (S), |h| r+2 < ε, ε sufficiently small and H be the extension homogeneous of degree one to
Then there exists an
Proof. Let y ∈ M and e 1 , ..., e n be an orthonormal base of T y M. Let δ < R inj and (U δ (y), y 1 , ..., y n ) the corresponding normal chart. Then v(x, y) ∈ T x M and α ∈ T * x M can be written uniquely as
n respectively. The transversality property is substantially a local property and has been established in [1] . We must show that
, if |h| r+2 < ε, for ε sufficiently small. The Lagrangian submanifold in T * M \ 0 × T * M \ 0 generated by ϕ H can, according to (5.31), locally be written as
We assume that (y, η) ∈ S(T * M) be given and we have to solve for (x, α), i.e we have to solve the equations
, i.e we obtain x (y) maps U δ (∆) into T M. Fixing (the unknown) x for a moment, we obtain a map exp
.e we can write
The equation (5.33) then becomes , 1 ≤ i ≤ n, which is equivalent to 
n , then it is purely vertical and g Sasaki (V, V ) = g(KV, KV ) = g(V, V ). This can be calculated from the g ij (x) and the B ′ i s i.e. we can apply (5.27). Using uniform boundedness, properties of exp (cf. [15] ) we derive from (5.27) and (5.34),(5.35)
if we choose δ < r inj small enough. If we assume this has been done, α lies in a
we obtain a unique x solving equation (5.33). We get an orthonormal base at x by parallel translation of e 1 , ..., e n ∈ T y U δ from y to x along the unique connecting geodesic. This yields a normal chard (U δ (x), x 1 , ..., x n ), y ∈ U δ (x). We now insert x into < α, d x v(x, y) > +d x H(x, α) and obtain
The coordinate free description of < α, d x v(x, y) > is given by
remains , but to determine x we apply the procedure above with η ′ = η/|η| and α ′ = η ′ • v −1 * ,y whereas ξ is gain defined by (5.41). Thus we finally get a map f −1 (y, η) = (x(y, η), ξ(y, η)). This map is well defined . The determining equations and its solutions can be described coordinate free as shown by (5.35) and (5.42). Using the geodesic convexity of normal charts and the implicit function theorem, it is easy to derive that f −1 is 1 − 1, onto and of class C 1 together with its inverse. f and f
and that the corresponding vector field on S(T * M) would be of class r + 1. Hence we have to estimate form above dist(ξ/|ξ|, η). For this we need an arc from ξ to η. First consider the parallel translation of ξ/|ξ| to the fiber S(T * y M) along the geodesic exp(sv(x, y)), 0 ≤ s ≤ 1 , s → P s ξ/|ξ|, P 1 ξ/|ξ| ∈ S(T * y M). This is a horizontal geodesic in S(T * M) covering the geodesic exp(sv). We obtain length{P s ξ/|ξ|} = length{exp(sv)} = |v| , dist(ξ, P 1 ξ/|ξ|) = dist(x, y) = |v|. But P 1 ξ/|ξ| and η lie in the fiber S(T * y M) which is an euclidean sphere. The distance of two points is the length of the shortest geodesic between them. But this distance can be estimated from above by the distance in T * y M multiplied by a factor C 4 ≈ 1.8, i.e. dist(P 1 ξ/|ξ|, η) ≤ C 4 |P 1 ξ/|ξ| − η|. Now |P ξ/|ξ| − η| = P ξ|η| − η|ξ| |ξ| = P ξ|η| − P ξ|ξ| + P ξ|ξ| − η|ξ| |ξ|
where x j (t) are the coordinates of the geodesic exp(
It is a simple and well known fact that ∆ξ| can be estimated as
We insert ξ l dx l from (5.41) and η = η i dy i | y = ∂y j ∂x l η j dx l | y and obtain
Next we use the following uniform expansions on M:
Taking this into account and |η| y = 1 we can conclude that the right hand side of (5.44) can be estimated as
There remains to estimate |ξ| itself .
We now reached our final estimate :
We conclude, that if
, and |h| r+2 < ε 1 (5.46) then there exists a unique vector field X(h) such that
To obtain f ∈ D r+1 0 (S) we must in addition show that |X(h)| r+1 < ∞. This is a rather long and technical estimate, but the established inequalities carry over in a quite natural manner step by step to pointwise norms of derivatives (here we use repeatedly (5.27)) and finally to Sobolev norms, applying the module structure theorem. We omit the details here. We established that
Now we sharpen our considerations by proving Lemma 5.14. The map h −→ H −→ f given by Lemma 5.13 is a bijection from a neighborhood
The inverse mapping is given by
Proof. First we recall the local topology of D 
, where
We follow in (5.48), (5.49 ) the Riemannian exponential, not the integral curves of X with L X θ = u · θ. P Considering (5.48), we see that H is only well defined if exp
Clearly, r inj (S, g S ) ≤ r inj (M, g), since horizontal geodesics project isometrically to geodesics. For ε 2 sufficiently small and |X| r+1 < ε 2 , we have
i. e. for f ∈ U ε,θ (id), (5.51) is satisfied and
is well defined. Moreover, the right hand side is homogeneous of degree one. We must still assure that H| S ∈ Ω 0,2,r+2 (S). The derivatives of H| S lead to the derivatives of certain Jacobi fields. Their pointwise norms can be estimated by polynomials on the pointwise norms of the derivatives of X which are additionally square integrable. This has been performed in [10] . At the end we get
The gain of one Sobolev index comes from the fact exp X contains already one integration. Moreover given any ε 3 > 0, there exists ε 4 > 0 such that
The key for proving (5.54) are the Jacobi field constructions, their estimates and the module structure theorem. Setting ε 3 = ε 1 from (5.46) and choosing ε 5 = min{ε 2 , ε 4 }, we obtain H = H f is for f ∈ U ε 5 ,θ (id) well defined, H| S ∈ Ω 0,2,r+2 (S) and |H| S | r+2 ≤ ε 1 .
(5.55) (5.55) now permits to construct the sequence of maps
In [1] it is proved that (5.56) equals to id. If we set ε = min{ε 1 , ε 5 }, the sequence
is also well defined and equals to id according to [1] . We omit the proof that the constructed 1-1 mapping Ψ :
We summarize our result in
for all α x ∈ T * M \ 0. P Now we are in a position to construct a local section σ :
We assume the condition (B ∞ ). For f ∈ U ∩ D ∞ θ,0 and A ∈ UF o,k (f ) and a(x, ξ) a representative of the classical symbol of A we now can write in analogy to (5.26)
where χ is a bump function as in (5.26) and ϕ H is the global phase function of Γ(f ) defined in Lemmas 5.13, 5.14. The formula (5.59) holds modulo UΨ −∞ (M). We define the local section σ as follows:
where
) . The operator σ(f ) is a FIO with smooth phase function ϕ Ψ(f ) and amplitude a = 1. Moreover, σ(f ) is invertible modulo smoothing operators since f is invertible and its principal symbol is a = 1, hence σ(f ) ∈ (UF 0,k (∞)) * for any k. Furthermore, πσ(f ) = f , hence σ is a local section of the exact sequence (5.24). where a q−1 ∈ C ∞ (T * M \ 0), satisfies (5.25) and is homogeneous of degree q − 1 in ξ, hence not square integrable. We consider their restriction to S(T * M) and denote a q−j | S again by a q−j . The map (6.1) is still a vector space isomorphism. Fix some k and consider the assignment
(UΨ
We introduce a uniform Sobolev topology on UΨ q,k . Let δ > 0, s > n and set
We omit the very simple proof. P Let UΨ q,k,s = UΨ q,k || q,k,s be the completion.
Proposition 6.2. UΨ q,k,s is the topological sum of its arc components,
3)
and each component is a smooth Hilbert manifold. Here
We omit the simple proof which is performed for spaces of connections or spaces of metrics e. g. in [8] , [11] . P In UΨ 0,k composition is well defined. 6) and that this map is continuous. The proof of (6.6) will also include the proof of continuity. Represent the operators
Here we applied the module structure theorem in the middle term and in the boundary terms (5.25) for a 0 , b 0 . Next we have to estimate 
The tangent space T [I] (UΨ 0,k,s ) * can be described as follows:
This yields an inverse system
We denote the latter space by LUΨ 0,k := lim
This is in fact a Lie algebra with respect to the bracket of ΨDOs.
Hence we proved the following We consider our exact sequence (5.24),
and perform the 4th steps of our program described after Lemma 5.9. We know already that (UΨ 0,k ) * and D ∞ θ,0 are ILH Lie groups, in particular they are topological groups.
We first consider an exact sequence of abstract groups
We assume that H and Q are topological groups and construct a topology on G such that (7.1) becomes an exact sequence of topological groups. In a second step we will sharpen the construction to the case of ILH Lie groups. The frame work of this approach is given in Adams-Ratiu-Schmid [2] . We recall without proofs the facts established there and concentrate our attention to the new features coming from the openness of the underlying manifold M.
be an exact sequence of groups where H and Q are topological groups. Let U ⊂ Q be a neighborhood of the identity e ∈ Q and σ : U −→ G a local section of π; let V ⊂ U be a neighborhood of e ∈ Q such that V · V −1 ⊂ U and assume A) the map V × V × H −→ H given by We try to consider this as a bundle chart and move this around on G t by right translations: Let g 0 ∈ G t , q 0 = π(g 0 ) and define on π −1 (Uq 0 )
To obtain an atlas, we need the transition condition that
is C k(t) . According to our definitions this is the map
0 σ(fq
Hence we add the condition C) For g 0 ,g 0 ∈ G t with π(g 0 ) = q 0 , π(g 0 ) =q 0 assume that the map (7.6), (7.7) is C k(t) , where k(t) is an increasing function of t.
Finally to construct an ILH Lie group structure for G we need that multiplication
As pointed out in [2] , p. 30, this leads to the final condition D) Assume for a ∈ G r+k , b ∈ G r with α = π(a), β = π(b) that the map
Summarizing, we obtained 
defined by (5.60). We have to verify the conditions above.
As always now, we assume (M n , g) with (I), (B ∞ ) and inf σ e (△ 1 (S)| ker△ 1 (S)) ⊥ ) > 0.
is continuous and extends as C r map to certain Sobolev completions, which will be specified below.
with C independent of i. This is more or less explicitly done in [2] , lemma 4.2 and 4.3, p. 32-35. We recall the initial step. In local coordinates we can write
Locally we have for (7.17) to establish the continuity of the map
and its extension to a certain Sobolev completion,
If we could establish the continuity of (7.20)-(7.22), then we would have (7.17) by difference constructions with the gotten formulas, if these formulas permit such a construction. This is in fact the case. We refer to [2] , p. 34-35. The main point is to calculate or estimate (7.19) . This has been done in [2] by the method of stationary phase (as one would expect). Finally the Sobolev index in (7.17) and (7.20) iss(t) = 2(t − k − 1). The estimate (7.15) is trivial as we have see from the last representation for A • B. The same holds for (7.16) and (7.18) 
. Proposition 7.6 implies that for t > 2n and s(t) = t − 2(k + 1) > n the map
is at least continuous. Hence we obtain from Proposition 7.1 that (UF o,k ) * becomes a topological group (UF o,k ) t * s. t.
is an exact sequence of topological groups for t ≥ t 0 = max{2n, n + 2(k + 1)}. Let (UF 0,k,t ) * be the completion with respect to the right uniform structure. We will show that this is a topological group. For this we have to show that the local section σ extends to a local sectionσ :Ũ t −→ (UF 0,k,t ) * and the map in condition A') extends to a continuous map A") A")Ṽ t ×Ṽ t × (UΨ 0,k,S(t) ) * −→ (UΨ 0,k,S(t) ) * .
Consider first the extension σ −→σ. Let f ∈Ũ t . Theσ(f ) should be an FIO of order 0 with symbol a(x, ξ) = . The H(x, ξ) can be differentiated enough times and t > 2n will be sufficient for this. The continuity of the extension follows from the procedures in Proposition 7.6, i. e. we have the condition A") for t > 2n and s(t) > n. Hence we have established is C t for f and f f A near id, where we have set A = A 0Ã
−1
0 , f A = π(A). But this follows from Proposition 7.6. P
Hence we have
Theorem 7.10. Assume t > 2n, s(t) = t − 2(k + 1) > n. Then (UF 0,k,t ) * is a Hilbert manifold of class C t modeled by Ω 0,2,t+1 (S) × (UΨ 0,k,s(t) ) * P
Remarks.
1. Charts in (UF 0,k,t ) * are defined by right translation of a chart at I. This implies automatically that right translation in (UF 0,k,t ) * is C t . 2. As we have seen that (UΨ 0,k,s(t) ) * consists of uncountable many components. The same holds then also for j(UΨ 0,k,s(t) ) * . P
The last condition we have to verify is D). 
is of class C l for l = min{r, t}.
Proof. We have that the map in condition A') (hence B') is C t and multiplication in D Proof. Let c(t) be a C 1 curve in (UF 0,k,s ) * with c(0) = I. We can write c(t) = P (t)σ(π(c(t))), where P (t) is a C 1 curve in UΨ 1,k,s such that P (0) = I and σ(π(c(t))) has the local expression σ(π(c(t)))u(x) = (2π) 
< ∞ for all r . g ′ ∈ comp(g) implies that (S g (T * M), g S ) and (S g ′ (T * M), g ′ S ), are quasiisometric and g ′ S ∈ comp(g S ). Moreover, all functional spaces which we considered and which enter into the construction of UΨ 0,k,s , UF 0,k,s , D s S θ,0 are invariants of comp(g) like the initial spaces UΨ q , UF q . We obtain that the ILH Lie group structure of UF 0,k is an invariant of comp(g). We refer to [8] where we constructed the spaces M r (I, B k ). P
