In this paper, we study the Bernstein polynomial model for estimating the multivariate distribution functions and densities with bounded support. As a mixture model of multivariate beta distributions, the maximum (approximate) likelihood estimate can be obtained using EM algorithm. A change-point method of choosing optimal degrees of the proposed Bernstein polynomial model is presented. Under some conditions the optimal rate of convergence in the mean χ 2 -divergence of new density estimator is shown to be nearly parametric. The method is illustrated by an application to a real data set. Finite sample performance of the proposed method is also investigated by simulation study and is shown to be much better than the kernel density estimate but close to the parametric ones.
Introduction
In nonparametric statistics, density estimation is a difficult job. Multivariate density estimation is even more difficult. A complete account of the multivariate density estimation can be found in the book by Scott [1] . The most commonly used method of multivariate density estimation is kernel estimation. Some modifications on kernel density estimation can be found in [2] [3] [4] . However, the kernel method is not a maximum likelihood (ML) method. It is just a technique to smooth the discrete density corresponding to the empirical distribution by choosing appropriate bandwidth. The kernel density is actually an unbiased estimate of the convolution of the target density and the scaled kernel. Moreover, the boundary effect of kernel estimation and the difficulty in selecting the bandwidth still prevent the improvement upon the accuracy of estimation. It was also showed by [6] that no such nonparametric model even with some smoothness assumptions for which this information is positive. Therefore such 'nonparametric model' is not useful. Box [7] noted 'all models are wrong, but some are useful'. If this is agreed then such infinite dimensional 'nonparametric models' are not even models because they are not wrong and specify almost nothing. Therefore properly reducing the infinite dimensional parameter to a finite dimensional one is necessary. It is well known that in most cases the ML method gives the most efficient estimate. A working finite dimensional nonparametric density model is also necessary to apply the ML method. In most cases the method of sieves [8] applies. Just like we clearly know when an estimator is parametric, with an approximate working finite dimensional nonparametric density model, one can easily answer the question: 'when is an estimator nonparametric?' [see § §2.4.2, 6.1.3, and 6.4 of 1] Since Vitale [14] proposed using Bernstein polynomial approximation [9] [10] [11] [12] as a smoothing technique in univariate density estimation, many researches have been done to generalize it to bi-and multivariate cases including density copula [see 15, 16 , among many others]. Inspired by these works, Guan [13] proposed the approximate Bernstein polynomial model for nonparametric density estimation using ML method. The unknown parameters contained in this model are the coefficients and the degree of the polynomial which is also the number of unknown coefficients. The number of parameters could increase as sample size increases. This is one of important features that characterize a nonparametric estimator [see §2.4.2 of 1]. The readers are refereed to [13, 17] for more references therein on applications of the Bernstein polynomial in estimations of density and other smooth infinite dimensional parameters. Recently, [18] proposed projection type estimation using Hermite polynomials. Unlike other nonparametric density estimation such as the kernel density and other applications of the Bernstein polynomial in density estimations as in [14] and [15] , for instance, Guan [13] 's method is an ML method using Bernstein polynomial as an approximate model just like the empirical likelihood and other nonparametric ML methods with the degree of the polynomial together with the coefficients as a finite dimensional parameter. To the authors' knowledge, all the applications of Bernstein polynomial in statistics that predate Guan [13] are limited to empirically estimating the coefficients of the classical Bernstein polynomial which are determined explicitly by the unknown density rather than the improved version of Lorentz [11] . Consequently, those methods cannot take the advantage of much better degree of approximation that the improved version can achieve (see the Appendix A for details). While the ML method targets the coefficients of the improved version. It has been shown that the Bernstein density estimation can achieve an almost parametric optimal rate of convergence. Simulation study showed that the small sample performance of the Bernstein polynomial density estimate is close to that of parametric one but much better than the kernel density estimate.
Multivariate density estimation is crucial in many applications of statistics. For example the Nadaraya-Watson estimator of a nonparametric regression function requires the nonparametric multivariate density estimate. The classical Bernstein polynomial rather than the improved version has also been used in estimating multivariate distributions including copulas [see 16 , for examples]. The commonly used kernel density estimator cannot take the advantage of the boundedness of the support of a density to be estimated and therefore its rate of convergence is bounded by the optimal minimax rate [19] . On the other hand, however, for a density on an infinite support it is not possible to obtain reasonable estimates of the density values outside the data range without specification of the tail behaviors. The multivariate generalization of [13] 's method is desired and is anticipated to provide better nonparametric multivariate density estimate than the existing methods such as the kernel density estimation.
The paper is organized as follows. We shall give the maximum approximate Bernstein likelihood method in Section 2 and some asymptotic results in Section 3. The proposed methods are compared with some existing competitors through Monte Carlo experiments in Section 4 and are illustrated by a real dataset in Section 5. The performance of the change-point method for choosing optimal degrees is also studied in Section 4. Further remarks and comments are given in Section6. The proofs of the theoretical results are relegated to the Appendix.
Methodology

Notations
In this section we first give some notations and definitions that will be used in the following sections. Throughout the paper, we use bold face letters to denote vec-
T is a d-dimensional vector. Inequality x ≤ y is understood componentwise, i.e., x j ≤ y j for all j = 1, . . . , d. The strict inequality
x < y means x ≤ y but x = y. We denote the taxicab norm by |x|
The density of beta distribution with shape parameters (i + 1, m − i + 1) is
Then the generalized multivariate Bernstein polynomial, the multivariate polynomial with positive coefficients, can be defined as
where
and β mi (t) = 
Maximum Approximate Bernstein Likelihood Estimation
Then f m is a mixture density of K multiple beta distributions. Moreover, the marginal densities are also mixtures of (multiple) beta densities. The joint cdf F can be approximated by
where B mi (t) = 
. . , n, be a sample of size n from F . We assume that p m is arranged in the lexicographical order of i = (i 1 , . . . , i d ) so that p m can be treated as a K-dimensional vector. We can define the approximate Bernstein log-likelihood
It is easy to see that if 
Optimal Degrees
Starting with an initial value p
m , one can use the following iteration to find the maximum likelihood estimate of p m for any given m:
It follows from Theorem 4.2 of [20] that for each
Because the marginal density of X j can be approximated by a mixture of the (m j +1) beta densities, beta(i + 1, m j − i + 1), i = 0, . . . , m j , [13] gives a lower bound for m j which is m bj = max{1, ⌈µ j (1 − µ j )/σ 2 j − 3⌉}, where µ j = E(X j ) and σ 2 j = var(X j ).
One can estimate µ j and σ 2 j , respectively, byμ
We can select the optimal m j using the change-point method of [13] for each j. Let M j = {m ji = m j0 + i, i = 0, 1, . . . , k j }. We fit the marginal data x j1 , . . . , x jn , with the Bernstein model of degree m ji ∈ M j to obtain the profile
We heuristically assume that y j1 , . . . , y jn are exponentials with a change point τ j and that m jτj is the optimal degree. We use the change-point detection method [see Section 1.4 of 21] for exponential model to find a change-point estimateτ j = arg max 1≤τ ≤kj {R j (τ )}, where the likelihood ratio of τ is
Then we estimate the optimal m j bym j = m jτj . In case R j (τ ) has multiple maximizers, we choose the smallest one asτ j .
For Bernstein copula the optimal m as a smoothing factor was chosen to minimize the mean square error (MSE) of the density by [16] . [22] proposed an alternative method to choose degree m when Bernstein polynomial is used to construct prior for Bayesia multivariate infinite Gaussian mixture model. Other methods for model selection have been developed and extensively studied. It seems possible to find an appropriate penalty like AIC [23] and BIC [24] for choosing m. Unless we can find an asymptotic relationship between m and some optimality criterion in terms of sample size, calculations ofp m for candidate m's are inevitable.
Multivariate Distribution and Density Functions Estimation
. Then the distribution and density functions of X are, respectively,
. . , n, be a sample from G. We transform the data to
we can fit the transformed data x j , j = 1, . . . , n, by the Bernstein polynomial model to get the maximum likelihood estimatep. Then we can estimate g and G respectively bŷ
Asymptotic Results
In order to prove our asymptotic results we need the following assumption:
(A.1). For each m large enough, there exist a p 0 ∈ S m and k > 0 such that, uniformly
, where m 0 = min 1≤j≤d m j , and C(d, f ) depends on d and f but independent of m.
A function f is said to be γ-Hölder continuous with γ ∈ (0, 1] if |f (x) − f (y)| ≤ C|x−y| γ for some constant C > 0. By Lemma A.1 and Remark 7 we have the following sufficient condition for assumption (A.1) to hold. Intuitively, assumption (A.1) suggests that most of sample data can be viewed as if they were from f m (t; p 0 ) [17] . So ℓ(p) is the likelihood of x 1 , . . . , x n which can be viewed as a slightly contaminated sample from f m (t; p 0 ). Hence f m (t;p) approximately targets at f m (t; p 0 ) which is an approximation of f satisfying assumption (A.1). For a given p ∈ S m , we define the χ 2 -divergence (χ 2 -distance)
For density estimation we have the following result. 
where r 2 n = log n/n.
Consequently we have
Because f is bounded there is a positive constant C such that
Remark 2. The result (8) is a stronger result than (9) because f can be arbitrarily small. The rate (9) is an almost parametric rate of convergence for MISE. This rate can be attained by kernel type estimators for analytic densities [25] . It is interesting to investigate the properties of the proposed method for analytic density functions.
Guan [13] showed a similar result when d = 1 under another set of conditions. The best rate is O(n −1 ) that can be attained by the parametric density estimate under some regularity conditions. Remark 4. The Chung-Smirnov consistency rates which is a little better than (9) are given in [28] for Bernstein estimators of distribution functions and in [29, 30] for the empirical Bernstein copula [16] using some optimal choice of the degree m as smoothing factor. Again these results are based on the classical Bernstein polynomial rather than the improved version of [11] . Therefore the degree m is required to approach infinity as the sample size n at a speed independent of the smoothness of the underlying density. The proposed method of this paper presents a data-based choice of m which can prevent overfitting problem cause by a too large m. It is an interesting project to improve the logarithmic factor log n to log log n as those in the Chung-Smirnov consistency rates. 
Simulation Study
Consider the two-dimensional random vector (X 1 , X 2 ) T with pdf f (x 1 , x 2 ) and support
We generate random samples of size n from some distributions. Simulation results on the estimated optimal model degreesm and mean integrated squared errors (×100) of the density estimates based 1000 Monte Carlo runs are given in Table 1 . In this table,f B represents the maximum approximate Bernstein likelihood density estimate;f K the kernel density computed by R package "ks". Samples of size n are generated from the following distributions.
(i) Beta: joint beta distribution with pdf f (x 1 , x 2 ) = beta(x 1 ; 7, 7)beta(x 2 ; 5, 5).
( (iv) P (8, 8) : power distribution with pdf f (x 1 , x 2 ) = 4.5(
From Table 1 we observe the following. The change-point method for choosing optimal degrees seems to give consistent estimate of m for beta distribution when a true m exists. For non-polynomial density distributions the optimal degrees seems increase slowly as sample size n with decreasing standard deviation. The proposed density estimatef B could be 3 times and at least 1.3 times more efficient than the kernel densityf K . The relative efficiency off B tof K seems increases as n. 
Real Data Application
The joint density of duration Y 1 (in minutes) of eruptions and the waiting time Y 2 (in minutes) of the Old Faithful is bimodal. Based on the data set containing n = 272 observations which are contained in [31] and also in [32] . Density estimation based on these data are also discussed by [33] and [32] . Petrone [34] provides a comparison with the Baysian Bernstein density estimate. Figure 1 shows the density estimates, the proposed method of this paperf B , the kernel densitŷ f K using R package ks based on mixture data, and the parametric estimatef P using R package mixtools, the mixture normal model, and the histogramf H of the data. Figure 2 compares the four estimates by contours. From these graphs we see that the proposed estimate is a little bit more smooth and looks more like mixture normal as many authors have assumed.
Concluding Remarks
Another point of view to look at the proposed method is that the maximum approximate Bernstein likelihood is an instance of sieve MLE [8] in a broad sense. [35] pro- pose a sieve MLE estimator of the unknown common parameter of univariate marginal distributions in copula estimation. Here the dense subspace is indexed by m, an unknown parameter of the approximate model, not n. Because it is improper to assume m = m(n) in a deterministic way it seems not easy, but still possible though, to apply the general theory like those of [8] to obtain or even improve the results of the present paper and even those of [13] . Due to the many parameters to be estimated, the only drawback of the proposed method is the slow convergence of EM iteration.
As to computational complexity, the empirical approach and kernel type or projection estimators are clearly better than the proposed method when sample size is big. The computation cost seems unavoidable and worthy to achieve the much better efficiency.
It is a challenge to find better algorithm to speed up the computation. Although assumption (A.1) is not easy to check, the sufficient condition given in Lemma 3.1 with all a i 's and b i 's equal to zero is fulfilled by non-vanishing densities. A nonparametric density estimator should be obtained by fitting a working nonparametric model for density. A useful and working nonparametric model should be an approximate model which contains unknown but finite number of parameters. The method described in this is implemented in R language [36] and will be added as a component to R package mable, maximum approximate Bernstein likelihood estimation [37] , which is available on CRAN.
Hermite polynomials and other polynomials can be used to estimate densities. However when the coefficients or other quantities that determine the polynomials are estimated using empirical distribution as in [18] and Vitale (1975) the methods are just instance of methods of moments. Not all polynomials can be used as a probability model. The improved version of the Bernstein polynomial as in Lorentz(1963) with normalized coefficients happens to be a finite mixture of some specific beta densities.
If an unknown underlying density has an infinite support then the tail approaches zero at infinity at all kinds of rate. However a sample covers only a finite range. Therefore it is not possible estimate the values of the density outside that range without specifying the tail behavior. This is also the reason why we approximate a density with infinite support by a truncated one in stead of transforming it using a function, say arctan, to a density on a finite support because in that way we still pretend to be able estimate the density outside the data range. Another advantage of the Bernstein polynomial model is that the lower degree model is nested in all higher degree ones. This makes it reasonable to use change-point method for choosing model degree. Moreover, Hermite polynomials and many others contain infinitely many terms. For such polynomials one has to determine how many terms to used based sample.
A reviewer raised an important issue of efficiently incorporating the constraints of known marginals as in some copula situation in the proposed estimator in finite samples. Such constraints are equivalent to the known linear combinations of p(i) with coefficients equal to ether beta densities or beta cdf's are known for at all t ∈ [0, 1].
It will be an interesting project to choose as many as possible linearly independent constraints by selecting t in [0,1] and to develop the method that can be implemented in computing algorithm.
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Appendices Appendix A. Mathematical Preparation
We denote the modulus of continuity of function f by ω(f, h) = max |s−t|<h |f (s) −
If n > 4 then
Let f be defined on the hypercube [0, 1] d . The multivariate Bernstein polynomial approximation [38] [39] [40] 1 ). We shall generalize the result of [11] for univariate polynomial with positive coefficients to multivariate case with a little improvement.
The following is an enhanced generalization of Theorem 1 of [11] to the multivariate positive polynomial which might be of independent interest.
r (δ, M 0 , M r ) one can find a sequence P m (x), m ≥ 1, of polynomials with positive coefficients of degree m satisfy-
is a probability density function, and f 
for some constants C ′ r,d .
Remark 6. If d = 1 and r ≥ 2, then an improved version of Theorem 1 of [11] is
This indicates that the approximation P n for f performs especially good at the boundaries because the errors are zero at t = 0, 1. However, results of [11] do not imply this when r ≥ 2.
Remark 7. The requirement that f has a positive lower bound δ can be relaxed to allow f to vanish only along the edges of Proof. The special results for s = 0, 1, 2 are obvious. By the formulas on P. 14 of
For s ≥ 4, both T n,2r (x) and T n,2r+1 (x) can be expressed as nx(1 −
, where Q rl (x) are polynomials in x with coefficients depending on r and l only [see Eq.5 of 41]. Similar to [11] , this implies that
The proof of the Lemma is complete.
Appendix B. Proof of Lemma A.1
Similar to [11] , we want to prove that, for r ≥ 0, there exist polynomials of the form
..,id is the multinomial coefficient, and τ ri (x, m)'s are polynomials, independent of f , in x of degree i, in m of degree ⌊i/2⌋, such that for each function
with C ′ r,d depending only on r and d.
If f ∈ C (r) [0, 1] d , r ≥ 1, by the Taylor expansion of f (k/m) at x, we have
where ξ 
where r ≥ 0, empty sum is zero, and
For each δ > 0, define λ = λ(x, y; δ) = ⌊|x − y|/δ⌋, where ⌊x⌋ is the integer part of By Lemma A.2 and the inductive assumption, (B2) is satisfied by (B5) as following. Since f (x) ≥ δ > 0, by an obvious generalization of remark (a) on p. 241 of [11] with h = 1/m we know that P m+r (x) = Q By the strong law of large numbers we have
If D 2 (p) = r 2 n = log n/n, then, by (D1), there is an η > 0 such that R(p) ≥ η log n, [f m (x;p) − f (x)] 2 f (x) dx < log n n a.s.
The inequality (8) follows immediately. Based on (8) and the boundedness of f , the inequality (9) is obtained.
