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THE EXISTENCE OF SOLITON METRICS FOR
NILPOTENT LIE GROUPS
TRACY L. PAYNE
Abstract. We show that a left-invariant metric g on a nilpotent
Lie group N is a soliton metric if and only if a matrix U and vec-
tor v associated the manifold (N, g) satisfy the matrix equation
Uv = [1], where [1] is a vector with every entry a one. We as-
sociate a generalized Cartan matrix to the matrix U and use the
theory of Kac-Moody algebras to analyze the solution spaces for
such linear systems. We use these methods to find infinitely many
new examples of nilmanifolds with soliton metrics. We give a suf-
ficient condition for a sum of soliton metric nilpotent Lie algebra
structures to be soliton, and we use this criterion to show that a
soliton metric exists on every naturally graded filiform metric Lie
algebra.
1. Introduction
1.1. Overview. A nilsoliton metric is a left-invariant metric on a nil-
potent Lie group such that the Ricci endomorphism, viewed as a linear
mapping on the Lie algebra, differs from a scalar multiple of the iden-
tity map by a derivation. This condition may be viewed as the Einstein
condition at the second level of Lie algebra cohomology (relative to the
adjoint representation).
Nilsoliton metrics are of interest for several reasons. First, non-
abelian nilpotent Lie groups do not admit left-invariant Einstein met-
rics, and nilsoliton metrics have nice properties that make them pre-
ferred metrics on nilpotent Lie groups in the absence of Einstein met-
rics. J. Lauret has shown that given a nilpotent Lie group, a nilsoliton
metric is unique up to scaling, and that nilsoliton metrics arise as
critical points of a natural Riemannian functional on the space of nor-
malized nilpotent Lie algebra brackets ([Lau01a]). Special metrics on
nilpotent Lie groups, such as metrics from horospheres of symmetric
spaces of noncompact type, and more generally, groups of type H , are
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nilsoliton metrics. However, nilsoliton metrics fail to have the desirable
property of existence: there exist many nilpotent Lie algebras that do
not admit nontrivial semisimple derivations and hence the correspond-
ing nilpotent groups do not admit nilsoliton metrics.
Second, soliton metrics arise in the study of Ricci flow, which was
introduced by Hamilton in [Ham82] as part of his program to prove
Thurston’s Geometrization Conjecture for compact three-manifolds.
Perelman has recently made great progress ([Pera], [Perc], [Perb]) to-
ward the completion of that program. Einstein metrics are the fixed
points for the normalized Ricci flow on the space of Riemannian metrics
on a compact manifold. A solution to the Ricci flow which moves by
diffeomorphisms and also dilates by a time-dependent factor is called a
Ricci soliton. Ricci soliton metrics may be viewed as generalized fixed
points for the Ricci flow. A left-invariant metric on a nilpotent Lie
group is a Ricci soliton metric if and only if it is a nilsoliton metric
(Prop. 1.1, [Lau01a]).
Third, nilsoliton metrics are inherent in the study of Einstein met-
rics on noncompact homogeneous spaces. All known noncompact,
nonflat, homogeneous Einstein manifolds are isometric to solvable Lie
groups endowed with left-invariant metrics (solvmanifolds). D. V.
Alekse’evskii conjectured that an isotropy subgroup of the isometry
group of a noncompact, nonflat, homogeneous Einstein manifold is a
maximal compact subgroup. If Alekse’evskii’s conjecture is true, then
any noncompact, nonflat, homogeneous Einstein manifold with linear
isometry group would be isometric to a solvmanifold.
It has been shown that left-invariant Einstein metrics on unimodu-
lar solvable groups are flat ([DM82]). The remaining case of interest
is when the solvable group is nonunimodular. In [Heb98], J. Heber
gave a comprehensive analysis of structure of nonunimodular Einstein
solvmanifolds and their moduli spaces. We say that a metric Lie al-
gebra is Einstein (or nilsoliton) if the corresponding simply connected
homogeneous space is Einstein (or nilsoliton). A metric solvable Lie al-
gebra s is called standard if a := [s, s]⊥ is abelian. All Einstein solvable
metric Lie algebras are of standard type ([Lau]). Heber showed that
any nonunimodular solvable Lie algebra s endowed with a standard
Einstein metric Q has a subalgebra s0 := 〈H〉 ⊕ n so that (s0, Q|s0) is
Einstein. Thus, the analysis of standard nonunimodular Einstein solv-
manifolds is reduced to the case where a has dimension one (the rank
one case).
In [Lau01a] and [Lau01b], building on the work of Heber, J. Lauret
established a correspondence between rank one Einstein metric solv-
able Lie algebras and nilsoliton metric Lie algebras. A metric solvable
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extension of a metric nilpotent Lie algebra (n, Q) with Lie bracket [·, ·]n
is a solvable Lie algebra s = a⊕n with Lie bracket [·, ·]s and inner prod-
uct Q˜ such that [s, s]s = n = a
⊥, [·, ·]s|n = [·, ·]n, and Q˜|n×n = Q. Lauret
proved that a metric nilpotent Lie algebra (n, Q) is nilsoliton if and
only if (n, Q) admits a metric solvable extension (s = a ⊕ n, Q˜) such
that a is abelian and the corresponding solvmanifold (S, g˜) is Einstein.
(Theorem 3.7 of [Lau01b]). This theorem may be used to translate
theorems in this paper about nilsoliton metrics to parallel statements
about Einstein solvmanifolds. Given a nilsoliton metric Lie algebra,
it is the semisimple derivation D, the difference of the Ricci endomor-
phism and the scalar multiple of the identity map, that defines the
Einstein solvable extension: that is, s := RH ⊕ n and [·, ·]n is extended
to [·, ·]s by setting [H,X ]s := DX for X ∈ n. Nonabelian nilpotent Lie
algebras do not admit Einstein metrics ([Jen69], see also Theorem 6),
so the derivation D for a nilsoliton metric Lie algebra is trivial if and
only if n is abelian.
In this work, we study nilsoliton metrics using algebraic and combi-
natorial methods. We work in the class of metric (nonassociative skew)
algebras. A metric algebra (nµ, Q) is a vector space n equipped with
an inner product Q and an algebraic structure defined by an element
µ : n× n→ n in the vector space Λ2n∗ ⊗ n of skew-symmetric bilinear
vector-valued maps. The expression for the Ricci form for a nilmani-
fold extends to define a “nil-Ricci” endomorphism Ricµ for each metric
algebra. Our main interest is in nilpotent algebras. If Ricµ−β Id is
a derivation of nµ we say that (nµ, Q) satisfies the nilsoliton condition
with nilsoliton constant β.
We associate to each nonabelian metric algebra (nµ, Q) and ortho-
normal basis B of eigenvectors for the nil-Ricci endomorphism an array
of combinatorial objects: a set Λ of integer triples encoding the non-
trivial structure constants for the basis, a set of vectors with entries
of zero, one and minus one indexed by Λ, a Gram matrix U encoding
the inner products of these vectors, and graph S(U) defined by the
matrix U. We will see that interesting algebraic and geometric proper-
ties of (nµ, Q) and B are displayed in properties of these combinatorial
objects.
We associate to (nµ, Q) a vector [α
2] listing the squares of the non-
trivial structure constants. It is shown that the nil-Ricci endomorphism
satisfies the nilsoliton condition if and only if the vector [α2] is a so-
lution to the matrix equation Uv = [1] where [1] is a column vector
with every entry a one, thus reducing the difficult tensorial problem
of finding Einstein and soliton metrics to a problem of linear algebra.
4 TRACY L. PAYNE
We define a generalized Cartan matrix in terms of the Gram matrix U
and apply results from the theory of Kac-Moody algebras to analyze
the existence, uniqueness, and properties of solutions to the special
systems Uv = [1]. From these results we get a procedure for finding all
nilsoliton metrics in a fixed dimension, and hence all rank one Einstein
solvmanifolds of any given dimension. Once we have a rank one Ein-
stein solvmanifold it is not hard to find all higher rank extensions by
computing the derivation algebra of the nilradical.
We study the linear systems arising from some examples, includ-
ing nilpotent Lie groups associated to rank one symmetric spaces of
noncompact type, and families of filiform nilpotent Lie groups.
When elements µ1 and µ2 in Λ
2n∗⊗n define algebras nµ1 and nµ2 on
the inner product space (n, Q) so that the metric algebras (nµ1 , Q) and
(nµ2 , Q) satisfy the nilsoliton condition, in general the sum µ1+µ2 does
not define an algebra nµ1+µ2 so that (nµ1+µ2 , Q) again satisfies the nil-
soliton condition; a sufficient condition to guarantee this is found. This
criterion is useful for constructing nilsoliton metrics, and for showing
in certain situations that a metric Lie algebra of interest is nilsoliton.
1.2. Summary of Results. A nilmanifold is a connected Riemannian
manifold with a transitive nilpotent group of isometries. A nilmanifold
is isometric to a nilpotent Lie group N endowed with a left-invariant
Riemannian metric g. P. Eberlein and others have studied the geometry
of two-step nilmanifolds in depth (see [Ebe04] for a survey and refer-
ences), but little has been done in the general higher-step case, where
the expressions for the Levi-Civita connection and the exponential map
are markedly more complicated than in the two-step case.
We associate to the nilmanifold (N, g) the metric Lie algebra (n, Q),
where n is the Lie algebra of N and Q is the restriction of the metric g
on N to the tangent space at the identity TeN ∼= n. As we are always
interested in purely local properties, we identify (N, g) with (n, Q),
and when we refer to things like the connection, curvature, etc. for the
metric Lie algebra (n, Q), we mean the structures associated to (n, Q)
coming from the connection, curvature, etc. for the homogeneous space
(N, g).
Although our primary aim is to investigate nilsoliton metrics for
metric nilpotent Lie algebras, it is convenient to generalize the setting
and allow (nµ, Q) to be a metric algebra, where µ = [·, ·] is in Λ2n∗⊗n.
Let B = {Xi}ni=1 be a Q-orthonormal basis of nµ. (We always assume
that bases are ordered.) The nil-Ricci endomorphism Ricµ is defined
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as 〈RicµX, Y 〉 = ricµ(X, Y ), where
(1)
ricµ(X, Y ) = −1
2
n∑
i=1
〈[X,Xi], [Y,Xi]〉+ 1
4
n∑
i,j=1
〈[Xi, Xj ], X〉〈[Xi, Xj], Y 〉
for X, Y ∈ nµ. (We often write an inner product Q(·, ·) as 〈·, ·〉.) When
n is a nilpotent metric Lie algebra, the nil-Ricci endomorphism is the
Ricci endomorphism. If all elements of the basis are eigenvectors for
the nil-Ricci endomorphism Ricµ, we call the orthonormal basis a Ricci
eigenvector basis. By the symmetry of the nil-Ricci form, a Ricci eigen-
vector basis always exists.
Now we define some combinatorial objects associated to a set of
integer triples Λ ⊂ {(i, j, k) | 1 ≤ i, j, k ≤ n}. We will later consider
subsets of the following sets:
Υn = {(i, j, k) | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}
Ψn = {(i, j, k) | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n, i 6= k, j 6= k}
Θn = {(i, j, k)} | 1 ≤ i < j < k ≤ n}
For 1 ≤ i, j, k ≤ n, define the 1 × n row vector Y kij to be εTi + εTj −
εTk , where {εi}ni=1 is the standard orthonormal basis for Rn. We call
the vectors in {Y kij | (i, j, k) ∈ Λ} root vectors for Λ. Let Y1, Y2, . . . , Ym
(where m = ‖Λ‖) be an enumeration of the root vectors in dictionary
order. We define the root matrix YΛ for Λ to be the m×n matrix whose
rows are the root vectors Y1, Y2, · · · , Ym. The Gram matrix UΛ for Λ
is the m × m matrix defined by UΛ = YΛY TΛ ; the (i, j) entry of UΛ is
the inner product of the ith and jth root vectors. Because there are a
finite number of root vectors in any dimension, there are only finitely
many possible root matrices and Gram matrices in any dimension.
The Gram matrix U = (uij) defines a graph S(U), which we will call
the generalized Dynkin diagram of U. The vertices of the generalized
Dynkin diagram are in one-to-one correspondence with triples (i, j, k)
in Λ. Let these vertices be named n1, n2, . . . nm when listed in dictionary
order. Between vertices ni and nj where i 6= j and uij 6= 0, draw an
edge and label it with uij. If the label is one, the label is omitted and
if the label is minus one, the edge may be drawn as a dashed line
segment. If uij = 0, the vertices ni and nj are not connected by an
edge. Technically, S(U) is not a generalized Dynkin diagram as defined
in [Kac90] since U is not a generalized Cartan matrix. There is a true
generalized Cartan matrix A associated to U when Λ ⊂ Ψn. Its edge-
weighted graph S(A) is closely related to the graph S(U); however, we
work work with S(U) as U is more natural than A from a geometric
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point of view, and U is uniquely defined, whereas there are different
good choices for the matrix A depending on the situation.
Next we define some structures associated to a nonabelian n-dimensional
metric algebra (nµ, Q) and an orthonormal basis B for (nµ, Q). Let
αkij denote the structure constant 〈[Xi, Xj], Xk〉. The set Λ(nµ,B) =
{(i, j, k) | i < j, αkij 6= 0} indexes the set of nonzero structure constants,
ignoring repetitions due to skew-symmetry. The set of triples Λ(nµ,B)
is a subset of Υn. We may say that the root vectors, root matrix, and
Gram matrix for Λ = Λ(nµ, Q) are for (nµ, Q) with respect to the basis
B. Let [α2](nµ,B) denote the m × 1 vector with the entries (αkij)2 for
(i, j, k) ∈ Λ(nµ,B), again taken in dictionary order. We call [α2](nµ,B)
the structure vector for (nµ, Q) with respect to B. The structure vector
[α2] defines a weighting w of the vertices of S(U), assigning the ith
vertex ni the ith entry of [α
2], so that the vertex for the triple (i, j, k)
has the weight (αkij)
2. We will sometimes abbreviate our notation, for
example writing Λ for Λ(nµ,B) or omitting subscripts, when it is clear
what is meant. A single nilmanifold may have different root vectors,
structure vectors, and Gram matrices, depending on the choice of Ricci
eigenvector basis. Nonisometric nilmanifolds may have the same Gram
matrices, structure vectors, and Dynkin diagrams.
In Section 3, we give simple formulas for computing Ricci and sec-
tional curvature for metric Lie algebras relative to Ricci eigenvector
bases, and we illustrate these formulas with examples.
In Section 4, we show that a metric algebra (nµ, Q) satisfies the
nilsoliton condition if and only if the structure vector with respect to
(nµ, Q) and any Ricci eigenvector basis B is a solution to a linear system
associated to (nµ, Q). We use [a]m×n to denote the m× n matrix all of
whose entries are the real number a.
Theorem 1. Let (nµ, Q) be a nonabelian metric algebra with Ricci
eigenvector basis B. Let U and [α2] be the Gram matrix and the struc-
ture vector for (nµ, Q) with respect to B. Then (nµ, Q) satisfies the
nilsoliton condition with nilsoliton constant β if and only if U [α2] =
−2β[1]m×1.
Thus, to find all nilsoliton metrics, one needs to find all vectors v
with positive entries that are solutions to systems of the form Uv =
−2β[1]m×1, where U is the Gram matrix defined by a set of root vectors.
Choosing structure constants whose squares are the entries of v will
define a metric algebra (nµ, Q) satisfying the nilsoliton condition. The
sets of integer triples are enumerable, so this gives an algorithm for
finding nilsolitons.
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A solution to the equation Uv = −2β[1]m×1 gives a weighting w on
the vertices of the Dynkin diagram S(U) with the property that for all
i,
(2) 3w(ni) +
∑
uij 6=0
uijw(nj) = −2β;
that is, thrice the value of the weighting at a vertex ni plus the edge-
weighted sum of the values at adjacent vertices is constant. This inter-
pretation of solutions allows one to use the symmetries of the general-
ized Dynkin diagram S(U) to find symmetries in the solution space of
the system Uv = −2β[1]m×1.
Elementary properties of the Gram matrices for metric nilpotent Lie
algebras are derived in Section 4. In Section 5, Theorem 13 interprets
the Jacobi condition for a metric nilpotent algebra n in terms of the
weighted graph S(UΛ), so that one may check whether n is a Lie al-
gebra by looking at the graph S(UΛ). The proof of Theorem 1 is in
Section 6, along with some theorems describing properties of deriva-
tions and gradings of nilpotent metric algebras that are needed for the
proof. Some of the results in Section 6.4 about semisimple derivations
of nilpotent algebras may be of independent interest.
In Section 7 the solution spaces to linear systems of the form Uv =
−2β[1]m×1 are analyzed. It is shown in Theorem 12 that if a met-
ric algebra (nµ, Q) with Ricci eigenvector basis B has the property
that αjij = 0 for all i and j, then the Gram matrix U can be writ-
ten in the form U = cA + d[1]m×m where A is a generalized Cartan
matrix and c and d are positive. We call A an associated matrix for
U. Theorem 2 characterizes the solution spaces for the linear systems
Uv = (cA+ d[1]m×m)v = −2β[1]m×1 by the properties of a generalized
Cartan matrix A associated to U. We recall that an irreducible gener-
alized Cartan matrix is one of three types: finite type, affine type, or
indefinite type. For a column vector u = (u1, u2, . . . , )
T we write u > 0
(u ≥ 0) to denote that ui > 0 (ui ≥ 0) for all i.
Theorem 2. Let A be a m×m irreducible generalized Cartan matrix
and let U = cA+ d[1]m×m, where c and d are positive. Suppose β < 0.
Then there exists a unique real number µ such that solutions to
(3) Uv = −2β[1]m×1
are the same as solutions to
(4) Av = µ[1]m×1.
There are five mutually exclusive possibilities for the common solution
space:
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(Fin) A is of finite type, µ > 0, Equation (3) has a unique solution
v, and v > 0.
(Aff) A is of affine type, µ = 0, Equation (3) has a unique solution
v, and v > 0.
(Ind1) A is of indefinite type, µ < 0, Equation (3) has a positive solu-
tion v0, the general solution to Equation (3) is
v0 + kerA = v0 + kerU = v0 + ker Y
T ,
and the intersection of the solution space and the cone {v ∈
R
m | v ≥ 0} is a simplex of dimension kerA parallel to [1]⊥m×1.
(Ind2) A is of indefinite type, µ < 0 and Equation (3) is consistent but
has no solution v with v > 0.
(Ind3) A is of indefinite type, µ < 0, and Equation (3) is not consis-
tent.
Additionally, if U is the Gram matrix for a metric algebra (nµ, Q) with
respect to a Ricci eigenvector basis B, then Case (Ind3) can not occur.
Each of the first four cases actually occurs in systems arising from
metric nilpotent Lie algebras; we present examples of each type.
In Section 8 we consider parameter spaces of metric nilpotent Lie
algebras. Before we state the main result of the section, we define some
terminology. Fix an orthonormal basis B of an n-dimensional inner
product space (n, Q). Let R(n,B) be the subset of Λ2n∗ ⊗ n consisting
of all µ so that B is a Ricci eigenvector basis for (nµ, Q). Every n-
dimensional metric algebra is metrically isomorphic to (nµ, Q) for some
µ in R(n,B) because Ricci eigenvector bases always exist.
We let T (n,B) be the set of all nontrivial elements µ of that Λ2n∗⊗n
have the property that Λ(nµ,B) is a subset of Θn. We will say that an
element of T (n,B) is B-triangular. Note that for all µ in T (n,B), the al-
gebra nµ is nilpotent. Every n-dimensional metric algebra satisfying the
nilsoliton condition is represented by an element of R(n,B) ∩ T (n,B)
(by Corollary 18 in Section 2.1).
Let L(n,B) be the subset of Λ2n∗ ⊗ n of Lie algebras: the algebraic
variety consisting of those µ so that nµ satisfies the Jacobi identity.
The general linear group GLn(R) acts on Λ
2n∗ ⊗ n by (g · µ)(X, Y ) =
gµ(g−1X, g−1Y ). Two Lie brackets µ in L(n,B) define isomorphic Lie
algebras if they are in the same GLn(R) orbit. Hence the space of
n-dimensional Lie algebras can be identified with quotient space of
L(n,B) under this GLn(R) action.
Fix an orthonormal basis for the metric algebra (nµ, Q). The set
Λ2n∗ ⊗ n is partitioned into equivalence classes ΩΛ that are level sets
for the function assigning an element µ to the set Λ(nµ,B) of nonzero
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structure constants for (nµ, Q) with respect to the basis B.When Λ = ∅,
we call ΩΛ trivial. For each element µ in a nontrivial equivalence class
ΩΛ, the root matrix Y and Gram matrix U for (nµ, Q) with respect to
B are the same, as they depend only on the common set Λ(nµ,B). This
partition restricts to a partition of T (n,B) because we can write T (n,B)
as the union ∪∅6=Λ⊂ΘnΩΛ of equivalence classes ΩΛ for all nontrivial
subsets Λ of Θn.
The description of the set of metric algebras with a specified set of
nonzero structure constants that satisfy the nilsoliton condition is given
in the next theorem.
Theorem 3. Let (n, Q) be an inner product space with orthonormal
basis B. Let ΩΛ ⊂ Ψn. Let U denote the Gram matrix for elements of
ΩΛ and let m = ‖Λ‖. Suppose β < 0. Then the set of metric algebras
(nµ, Q) in ΩΛ whose structure vector satisfies U [α
2] = −2β[1] is
• finite of size 2m, if U is nonsingular and there is a unique pos-
itive solution to Uv = −2β[1],
• a finite disjoint union of the interiors of 2m simplices of di-
mension kerU if U is singular and Uv = −2β[1] has a solution
v > 0, or
• empty if there are no solutions to Uv = −2β[1] with v > 0.
Also, the endomorphism Ricµ is the same for all elements µ of ΩΛ ∩
R(n,B) such that U [α2]µ = −2β[1].
In Section 9, we present examples of nilsoliton metrics constructed by
solving equations of the form Uv = [1]. The linear systems associated
to the higher rank symmetric space Pn = SLn(R)/SO(n), the quater-
nionic hyperbolic space H2(H) and the Cayley plane are computed and
solved, yielding continuous families of Einstein solvmanifolds around
the latter two symmetric spaces and around Pn for n ≥ 5. Linear sys-
tems Uv = [1] for the family of the simplest filiform Lie algebras, those
with a codimension one abelian ideal, are computed and used to prove
in Theorem 25 the existence of nilsoliton metrics unique up to scaling
on these Lie algebras in each dimension, adding to the analytic proof
of this theorem by J. Lauret from [Lau02] a new algebraic proof. We
address the question of which metric nilpotent Lie algebras admit sym-
metric derivations in Section 6.4, and state a necessary combinatorial
condition. In Theorem 32 we give an example of a metric nilpotent Lie
algebra that admits a positive definite derivation but does not admit
a nilsoliton metric; this shows that characteristic nilpotence is not the
only obstruction to the existence of a a nilsoliton metric on a nilpotent
Lie algebra.
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In Section 10, we address the question of when the sum of two nilsoli-
ton structures on an inner product space is nilsoliton. For a symmetric
map D of an n-dimensional vector space with a basis of D-eigenvectors
B = {Xi}ni=1, we define the eigenvalue vector vD of D with respect
to B to be vD = (µ1, . . . , µn)T , where µi is the eigenvalue of Xi for
i = 1, . . . , n. For a n-dimensional metric algebra (nµ, Q) with ortho-
normal basis B, define the Ricci vector to be
(5) RicBµ = (ricµ(X1, X1), ricµ(X2, X2), . . . , ricµ(Xn, Xn))
T .
When B is an Ricci eigenvector basis, the Ricci vector is the eigenvalue
vector vRic for the Ricci endomorphism (recall that Ricci eigenvector
bases are always assumed to be orthonormal). We establish a sufficient
condition, formulated in terms of Ricci vectors, for the sum of metric
algebraic structures µ1 and µ2 on an inner product space (n, Q) to
satisfy the nilsoliton condition:
Theorem 4. Let (n, Q) be an inner product space with orthonormal
basis B. Let µ1 and µ2 be nontrivial elements of R(n,B) defining
metric algebras (nµ1 , Q) and (nµ2 , Q) satisfying the nilsoliton condi-
tion with nilsoliton constants β1 and β2 respectively. Suppose that
the set Λ(nµ1+µ2 ,B) is the disjoint union of the sets Λ(nµ1 ,B) and
Λ(nµ2 ,B). If there are constants c1 and c2 so that Y kij RicBµ1 = c1 for
all (i, j, k) in Λ(nµ2 ,B), Y kij RicBµ2 = c2 for all (i, j, k) in Λ(nµ1 ,B), and
−2β1 + c2 = −2β2 + c1 =: β, then (nµ1+µ2 , Q) satisfies the nilsoliton
condition with nilsoliton constant β.
We use this theorem in the proof of Theorem 35 which asserts the
existence of nilsoliton metrics on each member of an infinite family
Qn of filiform metric nilpotent Lie algebras. Combining the existence
results in Theorems 25 and 35, we conclude in Corollary 36 that ev-
ery naturally graded filiform nilpotent Lie algebra admits a nilsoliton
metric.
2. Preliminaries
2.1. The geometry of metric nilpotent Lie algebras. Let (N, g)
be a nilmanifold with associated metric Lie algebra (n, Q). We will
denote by X both a vector in n and the left-invariant vector field on N
that it induces. The connection for (N, g) is given by
(6) ∇XY = 12 (adX Y − ad∗X Y − ad∗Y X) ,
and the sectional curvature K of a plane spanned by orthonormal X
and Y is
(7) K(X ∧ Y ) = ‖∇XY ‖2 − 〈∇XX,∇Y Y 〉 − 〈ad2Y X,X〉 − ‖ adX Y ‖2
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([Wol91], [Ale75]). Let {Xi} be an orthonormal basis of n. We view
the Ricci form for (N, g) as in inner product on n and the Ricci en-
domorphism as an linear map from n to itself. The Ricci form ric for
(N, g) is given by the expression for the nil-Ricci form in Equation (1),
where we denote the metric g by 〈·, ·〉. This is a special case of the the
general formula for the Ricci form for a homogeneous space (Corollary
7.38, [Bes87]).
2.2. Generalized Cartan matrices and their Dynkin diagrams.
The following background material is from Chapter 4 of [Kac90], where
it is used to study root systems of Kac-Moody algebras, generalizing
classical results for semisimple Lie algebras.
A real n × n matrix A = (aij)ni,j=1 is called a generalized Cartan
matrix if
(1) aii = 2 for i = 1, . . . , n,
(2) aij are nonpositive integers for i 6= j, and
(3) if aij = 0, then aji = 0
A matrix is decomposable if it is block diagonal after conjugation by a
permutation matrix, and is indecomposable if it is not decomposable.
A vector v will be called positive if v > 0.
Theorem 5 ([Kac90]). Let A be a real n×n indecomposable matrix so
that aij is nonpositive if i 6= j and aij = 0 implies that aji = 0. Then
one and only one of the following three possibilities holds for both A
and AT :
(Fin) detA 6= 0; there exists u > 0 such that Au > 0; and if Av ≥ 0
then v > 0 or v = 0.
(Aff) dim kerA = 1; there exists u > 0 such that Au = 0; and if
Av ≥ 0 then Av = 0.
(Ind) there exists u > 0 such that Au < 0; and if Av ≥ 0 and v ≥ 0,
then v = 0.
These three cases are called finite type, affine type and indefinite type
respectively. The Dynkin diagrams of all generalized Cartan matrices
of finite and affine type are classified.
3. Curvatures for metric nilpotent algebras
3.1. Ricci curvature. We often want to represent the nil-Ricci en-
domorphism for a given metric algebra (n, Q) with respect to a basis.
Corollary 7 allows us to check whether a basis is a Ricci eigenvector
basis. Once we have a Ricci eigenvector basis, Theorem 8 will give the
eigenvalues for each of the basis vectors, thus determining the endo-
morphism.
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For a metric algebra (nµ, Q), the linear map J : n → End(n) is
defined by JXY = ad
∗
Y X ; it encodes the algebraic structure of nµ
using the inner product Q. The inner product 〈·, ·〉 on n induces an
inner product on the tensor algebra of n, which we also denote by 〈·, ·〉.
In the next theorem, we use this inner product to write the Ricci form
for (nµ, Q) in terms of the adjoint and J maps in End(n).
Theorem 6. Suppose that (nµ, Q) is a nilpotent metric algebra. Then
ricµ(X, Y ) = −1
2
〈adX , adY 〉+ 1
4
〈JX , JY 〉
for any X, Y ∈ n.
Proof. Let {Xi}ni=1 be an orthonormal basis for (nµ, Q). From Equation
(1) we get
ricµ(X, Y )
= −1
2
n∑
i=1
〈adX Xi, adY Xi〉+ 1
4
n∑
i,j=1
〈adXi Xj, X〉〈adXi Xj , Y 〉
= −1
2
n∑
i,j=1
〈adX Xi, Xj〉〈adY Xi, Xj〉
+
1
4
n∑
i,j=1
〈Xj, ad∗Xi X〉〈Xj, ad∗Xi Y 〉
= −1
2
〈adX , adY 〉+ 1
4
n∑
i,j=1
〈Xj, JXXi〉〈Xj, JYXi〉
= −1
2
〈adX , adY 〉+ 1
4
〈JX , JY 〉
q.e.d.
This has a corollary that will be useful in concrete situations.
Corollary 7. Let (nµ, Q) be an n-dimensional metric algebra. Then
an orthonormal basis {Xi}ni=1 is a Ricci eigenvector basis if {JXi}ni=1
and {adXi}ni=1 are both orthogonal sets in End(n).
If {JXi}ni=1 {adXi}ni=1 are both orthogonal sets in End(n), then B is
a Ricci eigenvector basis by the corollary above. The orthogonality of
these sets can sometimes be verified simply by looking at how elements
on Λ(n,B) overlap. For example, triples of form (1, 2, 3) and (1, 2, 4)
in Λ(n,B) mean that JX3 and JX4 may not be orthogonal, and triples
(1, 3, 4) and (2, 3, 4) mean that adX1 and adX2 may not be orthogonal.
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The lack of such “overlapping triples” will imply that the sets are
orthogonal.
Given an inner product space (nµ, Q) with orthonormal basis B we
can use the corollary to describe membership in R(n,B) with poly-
nomial equations in the structure constants; therefore, R(n,B) is an
algebraic variety in Λ2n∗ ⊗ n.
Let B = {Xi}ni=1 be a Ricci eigenvector basis for a metric alge-
bra (nµ, Q). Next we show that the transpose of the Ricci vector is a
weighted sum of the root vectors for (nµ, Q) with respect to B, where
the weight of a root vector is −1/2 times the square of the correspond-
ing structure constant. This will be illustrated in Example 10. The
formula was first given as Proposition 4.1 of [Kar93], where R. Karidi
gave a detailed analysis of the effects of individual structure constants
on the curvature tensor of a metric nilpotent Lie algebra.
Theorem 8. Let (nµ, Q) be a metric algebra and let B = {Xi}ni=1 be a
Ricci eigenvector basis for nµ. Let {Y kij | (i, j, k) ∈ Λ(n,B)} be the set of
root vectors for (nµ, Q) with respect to B, and let Y be the root matrix.
Then the eigenvalues κX1 , κX2, . . . , κXn of the nil-Ricci endomorphism
are given by
RicBµ = (κX1 , κX2, . . . , κXn)
T
= −1
2
∑
(i,j,k)∈Λ(α
k
ij)
2(Y kij )
T = −1
2
Y T [α2].
and ρ = traceRicµ is given by ρ = −12
∑
(i,j,k)∈Λ(α
k
ij)
2 = −1
4
‖µ‖2, where
µ ∈ Λ2n∗ ⊗ n is the Lie bracket for n.
When (nµ, Q) is a metric nilpotent Lie algebra, the number ρ is the
scalar curvature for corresponding nilmanifold.
Proof. We use Equation (1) to express the eigenvalue vector for the
Ricci endomorphism.
n∑
k=1
ricµ(Xk, Xk)ε
T
k
= −1
2
n∑
i,k=1
‖[Xk, Xi]‖2εTk +
1
4
n∑
i,j,k=1
〈[Xi, Xj], Xk〉2εTk
= −1
2
n∑
i,j,k=1
〈[Xk, Xi], Xj〉2εTk +
1
4
n∑
i,j,k=1
〈[Xi, Xj], Xk〉2εTk
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Breaking the first summand into two pieces and reindexing the first
two pieces, we see this equals
= −1
4
n∑
i,j,k=1
〈[Xi, Xj], Xk〉2εTi −
1
4
n∑
i,j,k=1
〈[Xi, Xj], Xk〉2εTj
+
1
4
n∑
i,j,k=1
〈[Xi, Xj], Xk〉2εTk
= −1
4
n∑
i,j,k=1
(αkij)
2 Y kij
= −1
2
∑
1≤i<j≤n
n∑
k=1
(αkij)
2 Y kij
which when summed over nonzero terms becomes
= −1
2
∑
(i,j,k)∈Λ
(αkij)
2 Y kij
Taking the transpose of both sides we get
RicBµ = −
1
2
∑
(i,j,k)∈Λ
(αkij)
2(Y kij )
T ,
completing the proof.
q.e.d.
3.2. Sectional curvature. A Lie algebra g is said to be R+-graded
if it can be written as g = gλ1 ⊕ · · · ⊕ gλr where [gλi , gλj ] ⊂ gλi+λj
(gλk := 0 if λk > λr) and λ1, λ2, . . . , λr are in R
+. An R+-graded
algebra is nilpotent. For a nilmanifold, tangent two-planes spanned
by two vectors in subspace summands of a R+-grading, the sectional
curvature has a particularly nice expression.
Theorem 9. Let (n, Q) be a metric Lie algebra. Suppose that n has
a orthogonal R+-grading n = ⊕nλ. For unit X in nµ and unit Y in nν
orthogonal to X, if µ ≤ ν, the sectional curvature of the plane spanned
by X and Y is given by
K(X ∧ Y ) = −3
4
‖ adX Y ‖2 + 14‖JYX‖2.
If in addition X = Xi, Y = Yj for an orthonormal basis {Xi}ni=1, then
K(Xi ∧Xj) = −3
4
∑
(i,j,k)∈Λ(n,B)
(αkij)
2 +
1
4
∑
(i,k,j)∈Λ(n,B)
(αkij)
2.
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The positive definite derivation Ric−β Id for a metric nilpotent al-
gebra satisfying the nilsoliton condition with nilsoliton constant β < 0
defines an R+ grading, so we can use the previous theorem to find
sectional curvatures for nilsolitons.
Proof. Suppose that X and Y are orthogonal unit vectors in gµ and
gν respectively, and µ ≤ ν. Since ⊕gλ is a grading, adX Y is in gµ+ν .
We claim that for any W in any gλ, the vector JYX is in gν−µ. The
inner product 〈Y, adX W 〉 = 〈JYX,W 〉 is nonzero only if ν = µ + λ,
by the orthogonality of the grading. This shows that JYX is in gν−µ.
The same argument shows that JXY = 0 since ν − µ ≤ 0 makes gµ−ν
trivial.
Now we use Equation (6) to compute
‖∇XY ‖2 = 14〈adX Y − JYX, adX Y − JYX〉
= 1
4
(‖ adX Y ‖2 − 2〈adX Y, JYX〉+ ‖JYX‖2)
= 1
4
(‖ adX Y ‖2 + ‖JYX‖2)
The term 〈adX Y, JYX〉 vanishes since adX Y is in gµ+ν and JY is in
gν−µ, and these orthogonal spaces can not coincide unless µ = 0. Equa-
tion (6) also shows that ∇WW = 0 for any W in any gλ because
ad∗X X = JXX is in g0 = {0}.
Substituting the expressions for∇XX,∇Y Y and ‖∇XY ‖2 into Equa-
tion (7) and simplifying, we get
K(X ∧ Y ) = 1
4
(‖ adX Y ‖2 + ‖JYX‖2)− ‖ adX Y ‖2
= −3
4
‖ adX Y ‖2 + 14‖JYX‖2
as desired. The equation for K(Xi ∧ Xj) follows from writing the
equation for K(X ∧ Y ) relative to an orthonormal basis and setting
terms not in Λ(nµ, Q) equal to zero. q.e.d.
3.3. Examples. We illustrate the preceding theorems with an exam-
ple.
Example 10. Let (nµ, Q) be the metric nilpotent Lie algebra with
orthonormal basis B = {X1, X2, X3, X4, X5} and bracket relations
[X1, X2] = aX3, [X1, X3] = bX4, [X1, X4] = cX5, [X2, X3] = dX5,
where µ is a function of a, b, c, d ∈ R \ {0}. Here we have
Λ(n,B) = {(1, 2, 3), (1, 3, 4), (1, 4, 5), (2, 3, 5)}.
Notice that from the way triples in Λ(n,B) overlap, the sets {adXi}5i=1
and {JXi}5i=1 are both orthogonal in End(n) for all a, b, c, d, and then
by Corollary 7, {Xi}5i=1 is a Ricci eigenvector basis. The root matrix
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for (nµ, Q) with respect to B is Y =

1 1 −1 0 0
1 0 1 −1 0
1 0 0 1 −1
0 1 1 0 −1
 and the
structure vector is [α2] = (a2, b2, c2, d2)T . By Theorem 8, the Ricci
vector RicBµ is given by
− 1
2
(a2 Y 312 + b
2 Y 413 + c
2 Y 514 + d
2 Y 523)
T =
− 1
2
(a2 + b2 + c2, a2 + d2,−a2 + b2 + d2,−b2 + c2,−c2 − d2)T ,
and hence the eigenvalues for the Ricci endomorphism are
−1
2
(a2 + b2 + c2), 1
2
(a2 + d2), 1
2
(a2 − b2 − d2), 1
2
(b2 − c2), 1
2
(c2 + d2)
Thus, with respect to the basis B, the Ricci endomorphism is repre-
sented by the diagonal matrix diag(RicBµ).
Notice that n has a grading defined by n = ⊕5i=1ni with ni = 〈Xi〉 for
i = 1, . . . , 5. As an illustration of Theorem 9, we note that the sectional
curvature of the plane spanned by X1 and X4 is
1
4
(b2 − 3c2).
The Gram matrix for Λ(n,B) is
U = Y Y T =

3 0 1 0
0 3 0 1
1 0 3 1
0 1 1 3
 ,
and an associated generalized Cartan matrix is
A = U − [1]4×4 =

2 −1 0 −1
−1 2 −1 0
0 −1 2 0
−1 0 0 2
 .
It may be checked that the graphs S(U) and S(A) determined by U
and A respectively both have the same incidences as type A4. Note
that because zero and nonzero off-diagonal entries are reversed in U
and A that one graph can be easily obtained from the other.
In [Lau02], using a variational approach, J. Lauret gave the first
presentation of nonsymmetric Einstein solvmanifolds of arbitrarily high
step, as extensions of nilsoliton Lie algebras of arbitrarily high step. In
the next example, we use Theorem 8 to compute the Ricci curvature
in this family. We will revisit this example later.
Example 11. Let nµ be an n-dimensional metric nilpotent Lie algebra
with a codimension one abelian ideal m. LetX be a vector not inm. The
mapping adX |m is nilpotent, so there exists a Jordan decomposition of
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m as the direct sum of r subspaces m1, . . . ,mr of dimensions n1+1, n2+
1, . . . , nr+1 respectively, such that for each i = 1, . . . , r, there is a basis
{Xij | 1 ≤ j ≤ ni+1} for mi so that adX is given by [X,Xij ] = aijXi(j+1)
(Xi(n1+2) := 0).
In terms of the lexicographically ordered basis {Xij}, we may write
adX |m as
adX |m =
Jn1 . . .
Jnr
 , where Jni =

0
ai1
. . .
. . .
. . .
aini 0
 .
We impose the inner product Q on nµ that has B = {X} ∪ {Xij| 1 ≤
i ≤ r, 1 ≤ j ≤ ni + 1} as an orthonormal basis. The basis B is a Ricci
eigenvector basis by Corollary 7, because {adXij} and {JXij} are both
orthogonal sets.
Observe that JX ≡ 0, so by Theorem 6,
ricµ(X,X) = −1
2
‖ adX ‖2 = −1
2
∑
1≤i≤r
∑
1≤j≤ni+1
a2ij .
Next we use Theorem 8 to find the restriction of the Ricci endomor-
phism to mi for each i. Using that Xi(ni+2) := 0, we get that the pro-
jection of the Ricci vector RicBµ to mi is
1
2
(−a2i1, a2i1 − a2i2, . . . , a2i(ni−1) − a2ini, a2ini),
and hence
ricµ(Xi1, Xi1) = −12a2i1,
ricµ(Xij, Xij) =
1
2
(a2i(j−1) − a2ij) for j = 2 to ni
ricµ(Xini+1 , Xini+1) =
1
2
a2ini.
The Grammatrix U and generalized Dynkin diagram S(U) for (nµ, Q)
relative to B are not particularly nice; however the associated matrix
A = U − [1]n×n is of type An1−1 + · · ·+ Anr−1.
4. Properties of the Gram matrix U and associated
matrix A
In the next proposition, we summarize important properties of the
Gram matrix.
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Theorem 12. Let (n, Q) be an n-dimensional inner product space with
Ricci eigenvector basis B. Let µ be a Λ2n∗ ⊗ n so that Λ(nµ,B) ⊂ Ψn.
Let U = (uij) be the Gram matrix for (nµ, Q) with respect to B. Then
(1) The diagonal entries of U are all three
(2) The off-diagonal entries of U are in the set {−2,−1, 0, 1, 2}.
(3) U is symmetric
(4) The rank of U is equal to the number of independent vectors in
the set {Y kij | (i, j, k) ∈ Λ(n,B)} of root vectors for (nµ, Q) with
respect to B.
(5) U is positive semidefinite.
Furthermore, the associated matrix A defined by A = 2U − 4[1]m×m,
where m = ‖Λ‖, is a generalized Cartan matrix. If U has no entries
of 2, then A′ = U − [1]m×m is a generalized Cartan matrix. Also, U is
positive definite if either A or A′ is positive definite
Proof. By skew-symmetry and the hypothesis that Λ ⊂ Ψn, αkij = 0 if
i, j, and k are not all distinct, so if (i, j, k) ∈ Λ, the structure vector Y kij
is represented by a vector with two entries of one and one entry of −1,
with zeroes comprising the remaining entries. The (i, j) entry of U is
the inner product of the ith structure vector Yi and the jth structure
vector Yj. After considering all the possibilities for the arrangements
of the nonzero entries of Yi and Yj, one sees that the inner product
〈Yi, Yj〉 must be in the set {−2,−1, 0, 1, 2, 3}, with value three if and
only if Yi = Yj. As the root vectors are all distinct, this occurs if and
only if i = j. Thus, properties (1) and (2) hold. The definition of U
as Y Y T insures that properties (3), (4) and (5) hold ([HJ90], Theorem
7.2.10).
Properties (1)-(3) of generalized Cartan matrices hold for A from
the definition of associated matrix, the symmetry of U, and the fact
that [1]m×m is a symmetric matrix. For any n × 1 vector v, vAvT =
2vUvT − 4vvT and vA′vT = vUvT − vvT so if vAvT > 0 or vA′vT > 0,
then vUvT > 0. q.e.d.
5. The Jacobi condition
The next theorem gives a simple way to check if a set of nonzero
structure constants indexed by a subset of the set Θn define a Lie
algebra. We will use the theorem later to check whether a metric
algebra nµ satisfies the Jacobi condition when it is represented with
respect to a triangular orthonormal basis.
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Theorem 13. Let (n, Q) be an n-dimensional inner product space, and
let µ be an element of Λ2n∗ ⊗ n. Let B = {Xi}ni=1 be an orthonormal
basis for (n, Q) and suppose that µ is B-triangular. Then
(1) If i, j and k are distinct, the product αlijα
m
lk 6= 0 if and only if
〈Y lij, Y mlk 〉 = −1.
(2) The algebra nµ defined by µ is a Lie algebra if and only if when-
ever there exists m so that 〈Y lij, Y mlk 〉 = −1 for triples (i, j, l)
and (l, k,m) or (k, l,m) in Λ(nµ,B), the equation
(8)
∑
s<m
αsijα
m
sk + α
s
jkα
m
si + α
s
kiα
m
sj = 0
holds.
Recall that the inner product of two root vectors is minus one if
and only if the corresponding entry of the Gram matrix is minus one.
One consequence of this theorem is that the generalized Dynkin dia-
gram S(U) for a nilsoliton metric Lie algebra can not have exactly one
dashed edge with weight minus one, or an equation like Equation (8)
would need to be satisfied, but would not be able to hold. Another con-
sequence is that if there are no minus one edges, the Jacobi condition
holds automatically:
Corollary 14. Let (n, Q) be an n-dimensional inner product space, and
let µ be an element of Λ2n∗ ⊗ n. Let B = {Xi}ni=1 be an orthonormal
basis for (n, Q) and suppose that µ is B-triangular. If the Gram matrix
U for (nµ, Q) has no entries of -1, then (nµ, Q) is a Lie algebra.
Equation (8) may have continuous families of solutions, or more than
one finite solution (because of sign choices in solving equations with
squares). It is possible for different sign choices for the structure con-
stants to give different nilpotent structures on an inner product space
n, and hence nonisometric nilsolitons; i.e. there exists Λ such that there
are nonisometric µ in ΩΛ with the same structure vector. This occurs in
dimension six (see µ7 and µ8 in [Wil03]). Two such nilpotent structures
have the same Ricci endomorphisms and derivations D = Ric−β Id,
so there is not a one-to-one correspondence between nilsoliton metrics
and eigenvalues of the derivation D. Now we prove Theorem 13.
Proof. The Jacobi identity holds for basis vectors Xi, Xj, and Xk if and
only if
(9)
n∑
s=1
αsijα
m
sk + α
s
jkα
m
si + α
s
kiα
m
sj = 0
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for all m. This equation holds for Xi, Xj and Xk by skew-symmetry if
any index i, j or k is repeated, so the Jacobi condition holds if and only
if Equation (9) is true for all i, j, k and m where i, j, and k are distinct.
Now we will establish that when i, j and k are distinct, a product of
the form αlijα
m
lk is nonzero if and only if 〈Y lij, Y mlk 〉 = −1 for root vectors
Y lij and Y
m
lk . Suppose that α
l
ijα
m
lk is nonzero. As α
l
ij 6= 0 and αmlk 6= 0
and µ is B-triangular by hypothesis, we have i, j < l and l, k < m. It
follows that i < m and j < m. We also know that l 6= k since αmlk is
nonzero, and i 6= k and j 6= k because i, j, and k were assumed to be
distinct. The inner product of Y lij and Y
m
lk is then
〈Y lij, Y mlk 〉 = 〈εTi + εTj − εTk , εTl + εTk − εTm〉
= δil + δik − δim + δjl + δjk − δjm − δll − δlk + δlm
= −1.
For the converse, suppose that the inner product of two root vectors
is minus one. Then they must be of the form Y lij and Y
m
lk , or Y
l
ij and
Y mkl . In the first case, (i, j, l) and (l, k,m) are in Λ(nµ, Q) so α
l
ijα
m
lk 6= 0,
and in the second case, (i, j, l) and (k, l,m) are in Λ(nµ, Q) so α
l
ijα
m
lk =
−αlijαmkl 6= 0. We have proved the asserted equivalence in the first part
of the theorem.
Now we suppose that (nµ, Q) satisfies the Jacobi identity, so Equation
(9) holds for all i, j, k andm. Fixm and suppose that the equation holds
trivially. Then there are no nonzero terms of the form αlijα
m
kl so there
are no root vectors whose inner product is minus one. If Equation
(9) does not hold trivially for some value of m, we can simplify it
slightly by noting that terms of the form αsijα
m
ks vanish when s ≥ m
because µ is B-triangular. This establishes the second assertion of the
theorem. q.e.d.
6. Conditions equivalent to the nilsoliton condition
6.1. Derivations, gradings, and the nilsoliton condition. First
we prove some theorems relating derivations, gradings, the nilsoliton
condition, and eigenvalues. In the proof of Theorem 4.14 of [Heb98],
Heber characterized derivations of a metric nilpotent algebra (n, Q) in
terms of vectors of the form εTi + ε
T
j − εTk like the root vectors used in
this paper. The next theorem is restatement and slight generalization
of Heber’s idea. For (µ1, . . . , µn)
T in Rn, define
Σ(µ1,...,µn) = {(i, j, k) ∈ Υn |µi + µj = µk}
= {(i, j, k) ∈ Υn | Y kij (µ1, . . . , µn)T = 0.}
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We say that a generalized Dynkin diagram S(U) is a minor graph of
another generalized Dynkin diagram S(U ′) if the vertices of the first
are a subset of the vertices of the second, and the generalized Cartan
matrix for the first is the corresponding minor of the second.
Theorem 15. Let (n, Q) be a n-dimensional nonabelian metric algebra
with orthonormal basis B = {Xi}ni=1. Let D be the endomorphism of n
defined by D(Xi) = µiXi for 1 = 1, . . . , n, and let vD = (µ1, . . . , µn)
T .
The following properties are equivalent:
(1) D is a derivation,
(2) Λ(n,B) is a subset of Σ(µ1,...,µn),
(3) vD is in the kernel of the root matrix YΛ(n,B) for Λ(n,B).
(4) S(Λ(n,B)) is a minor graph of S(Σ(µ1,...,µn))
Furthermore, if Λ(n,B) is a subset of a set of integer triples Γ ⊂ Υn,
the kernel of the root matrix for Γ is a subset of kernel of the root
matrix for Λ(n,B).
The theorem allows us to interpret the set Σ(µ1,...,µn) as the admissible
nonzero structure constants for algebras admitting a derivation with
eigenvalues µ1, . . . , µn.
Proof. Applying the definition of derivation to pairs of basis vectors,
we see that D is a derivation if and only if [Xi, Xj] lies in the µi + µj
eigenspace for all basis vectors Xi and Xj. Equivalently, since
〈D([Xi, Xj]), Xk〉 = 〈
n∑
l=1
αlijD(Xl), Xk〉 = αkijµk,
if αkij 6= 0, then µk = µi + µj. Then D is a derivation if and only if
whenever the triple (i, j, k) is in Λ(n,B),
0 = µi + µj − µk = Y kij (µ1, . . . , µn)T = Y kijvD;
or Λ(n,B) ⊂ Σ(µ1,...,µn). This confirms the equivalence of the first and
second properties.
Recall that because the rows of the root matrix Y for a set of triples
Γ are the vectors {Y kij | (i, j, k) ∈ Γ}, a vector vD is in the kernel of the
root matrix for Γ if and only if Y kijvD = 0 for all (i, j, k) ∈ Γ. By this
fact, the third property holds if and only if Y kijvD = 0 for all (i, j, k)
in Λ(n,B), which occurs if only if Λ(n,B) is a subset of Σ(µ1,...,µn).
Therefore the second and third properties are equivalent. Clearly the
second and fourth properties are equivalent.
It is immediate from the same fact that whenever Λ ⊂ Γ ⊂ Υn,
the rows of the root matrix for Λ are rows of the root matrix for Γ.
If a vector v is in the kernel of the root matrix for Γ, then v is in
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the kernel of the root matrix for Λ. Letting Λ = Λ(n,B) concludes the
proof. q.e.d.
It was shown in [Heb98] that for a a metric Lie algebra (n, Q) there
is a unique β so that Ric−β Id is a derivation, and it is
β = − traceD2
traceD
= −
P
µ2iP
µi
.
If vD = (µ1, . . . , µn) is such a derivation, then we call (µ1, . . . , µn) the
eigenvalue type of (n, Q). The following essential theorem translates the
nilsoliton condition into a linear condition on the eigenvalues of the
Ricci endomorphism. Theorem 1.6 of [Wol91] is an analogous theorem
for Einstein solvmanifolds.
Theorem 16. Let (nµ, Q) be a nonabelian metric algebra with Ricci
eigenvector basis B. Let D = Ric−β Id . The following are equivalent:
(1) (nµ, Q) satisfies the nilsoliton condition with nilsoliton constant
β
(2) The eigenvalue vector vD for D with respect to B lies in the
kernel of the root matrix for (n,B) with respect to B.
(3) For noncommuting eigenvectors X and Y for the nil-Ricci en-
domorphism with eigenvalues κX and κY , the bracket [X, Y ] is
an eigenvector for the nil-Ricci endomorphism with eigenvalue
κX + κY − β.
(4) Y kij Ric = β for all (i, j, k) in Λ(nµ,B).
When (nµ, Q) satisfies the soliton condition with nilsoliton constant β,
the eigenspaces for the derivation Ricµ−β Id are orthogonal.
Proof. As Ric and D differ by a multiple of the identity, the basis
B simultaneously diagonalizes the two maps Ric and D, with the κ
eigenspace for Ric equal to the κ− β eigenspace for D. By definition,
the metric Lie algebra (nµ, Q) satisfies the nilsoliton condition with nil-
soliton constant β if and only if D = Ric−β Id is a derivation. The
map D is a derivation if and only if for noncommuting eigenvectors
X and Y of D with eigenvalues µX and µY , the bracket [X, Y ] is an
eigenvector for the nil-Ricci endomorphism with eigenvalue µX + µY .
The µ eigenspace of D is equal to the µ+β eigenspace of Ric; translat-
ing the equivalence into a statement about Ric eigenspaces shows the
equivalence of the first and third properties.
By Theorem 15, D is a derivation if and only if vD is in the kernel
of Y. Hence the first two properties are equivalent.
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Assume (i, j, k) is in Λ(nµ,B). By Theorem 8, Y kijRic = κXi + κXj −
κXk , hence Y
k
ijRic = β if and only if κXk = κXi + κXj − β. The equiva-
lence of the third and fourth properties follows from writing arbitrary
eigenvectors X and Y in terms of the basis eigenvectors.
The subspaces of the grading for (nµ, Q) are orthogonal because they
are eigenspaces of the nil-Ricci endomorphism. q.e.d.
J. Heber has shown that after rescaling, the eigenvalues for D =
Ric−β Id for a nilsoliton (n, Q) are positive integers with no common
divisors (Theorem C, [Heb98]). The previous theorem can be used in an
elementary argument for why the nilsoliton constant β for a nonabelian
nilmanifold must be negative. Were it not, then by the previous theo-
rem, the span of all Ricci eigenvectors with negative eigenvalues would
be a subalgebra. But the Ricci endomorphism is negative semidefinite
when restricted to the generating subspace [n, n]⊥ by Theorem 6, so
then Ric would be negative definite on all of n. This is a contradiction,
since again by Theorem 6, the Ricci endomorphism is positive definite
on the center.
The next lemma is elementary.
Lemma 17. Let (nµ, Q) be a metric algebra with orthonormal basis
B = {Xi}ni=1. Suppose nµ has an R+-grading nµi = ⊕µi∈R+nµ, such that
each basis vector Xi is in some subspace nµi for the grading. Then
Λ(nµ,B) ⊂ Σ(µ1,...,µn) ⊂ Θn.
Proof. Since ⊕µ∈R+nµ is a grading, [nµ, nν ] lies in nµ+ν for all µ and ν
in R+. This directly implies that Λ(nµ,B) ⊂ Σ(µ1,...,µn).
The space nµ+ν intersects both of the spaces nµ and nν trivially as µ+
ν is greater than both µ and ν. The orthogonality of the eigenspaces and
the compatibility of the basis with the grading imply that 〈[Xi, Xj ], Xi〉 =
0 and 〈[Xi, Xj], Xj〉 = 0, so structure constants of the form αiij are al-
ways zero, as claimed. q.e.d.
The positivity of the eigenvalues for D also gives the following useful
corollary to the previous lemma.
Corollary 18. Let (nµ, Q) be a nilsoliton metric algebra with Ricci
eigenvector basis B. Then µ is B-triangular.
Proof. By definition, the Ricci eigenvector basis is orthonormal. Sup-
pose that the nilsoliton constant for (n, Q) is β and let D = Ric−β Id .
Then B is also an orthonormal basis of eigenvectors for D. The eigen-
values of D are all positive, so D defines an R+ grading of n. q.e.d.
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6.2. Proof of Theorem 1.
Proof. Let D = Ric−β Id . The Ricci vector Ric is the eigenvalue vec-
tor for the nil-Ricci endomorphism with respect to a Ricci eigenvector
basis. Let vD be the eigenvalue vector for D with respect to B. It is
given by
vD = vRic − βvId = Ric− β[1]n×1.
By Theorem 8, the Ricci vector equals −1
2
Y T [α2], where [α2] is the
structure vector for (n, Q) with respect to B. Hence
vD = −12Y T [α2]− β[1]n×1.
Multiplying both sides of the equation by the root matrix yields
Y vD = −12Y Y T [α2]− βY [1]n×1
For all triples (i, j, k), we have Y kij [1]n×1 = [1]1×1, so Y [1]n×1 = [1]n×1.
Making this substitution and noting that Y Y T = U, we find that
Y vD = −12U [α2]− β[1]n×1.
Therefore, Y vD = 0 if and only if U [α
2] = −2β[1]n×1. By Theorem 15,
Y vD = 0 if and only if D is a derivation. Thus, as asserted, (n, Q)
satisfies the nilsoliton condition with nilsoliton constant β if and only
if U [α2] = −2β[1]n×1. q.e.d.
6.3. Examples. We next illustrate Theorem 1 and Theorem 13 with
a continuation of Example 10.
Example 19. Let (n, Q) be the metric nilpotent algebra with Ricci
eigenvector basis B from Example 10. The set of root vectors {Y 312, Y 413, Y 514, Y 523}
is linearly independent, so the matrix U is invertible. Thus, the system
Uv = −2β[1]4×1 is consistent. The solution is
a2
b2
c2
d2
 = −2β

3 0 1 0
0 3 0 1
1 0 3 1
0 1 1 3

−1 
1
1
1
1
 = −2β11

3
3
2
2
 .
We normalize β to −11/2 and take positive roots, so a = b = √3
and c = d =
√
2 are structure constants defining a metric algebra sat-
isfying the nilsoliton condition by Theorem 1. There are no entries
of minus one in the Gram matrix, so by Corollary 13, nµ satisfies the
Jacobi identity and is a Lie algebra. Up to rescaling and metric iso-
morphism, this is the unique nilsoliton metric in the equivalence class
ΩΛ ⊂ R(n,B). The derivation D = Ricµ−β Id has eigenvalue vector
(µ1, µ2, µ3, µ4, µ5)
T = RicBµ +
11
2
[1]5×1 = 32(1, 2, 3, 4, 5)
T .
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3 2 2 3
(1, 2, 3) (1, 4, 5) (2, 3, 5) (1, 3, 4)
Figure 1. The weighted generalized Dynkin diagram
S(U) for Example 12
The derivation D defines a metric solvable extension of (nµ, Q) which
is Einstein.
The Dynkin diagram S(U), illustrated in Figure 1, is that of A4 and
the structure vector defines a weighting so that vertices have weights
3,2,2, and 3 as shown. It is easy to check that Equation (2) holds for
the weighting of Dynkin diagram– triple the weight of any vertex plus
the sum of the weights of the adjacent vertices has the constant value
of 11 = −2β. There are no (−1)-weighted edges due to the lack of −1s
in the Gram matrix; this tells us that the Jacobi condition holds.
The next example illustrates both Theorem 1 and Theorem 13.
Example 20. Let n be a six-dimensional vector space equipped with
the inner product Q with respect to which B = {Xi}6i=1 is an ortho-
normal basis. Consider the level set ΩΛ in Λ
2n∗ ⊗ n for
Λ = {(1, 2, 4), (1, 4, 5), (1, 5, 6), (2, 3, 5), (3, 4, 6)}.
The Grammatrix of Λ(nµ,B) for µ in Λ is U =

3 0 1 1 −1
0 3 0 1 1
1 0 3 −1 1
1 1 −1 3 1
−1 1 1 1 3
.
A computation shows that a structure vector [α2] is a solution to
Uv = [1]5×1 if and only if it is of the form
(10) [α2] =

(α412)
2
(α514)
2
(α615)
2
(α523)
2
(α634)
2
 = 120

1
4
9
8
0
+ s20

1
0
−1
−1
1

The only entries of minus one in the Gram matrix are those from the
inner products 〈Y 412, Y 634〉 and 〈Y 615, Y 523〉, which correspond to nontrivial
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terms
(α615α
5
23)
2 =
1
202
(9− s)(8− s) and
(α412α
6
34)
2 =
1
202
(1 + s)s
in the Jacobi identity in Equation (9). Both of the expressions are from
the nontriviality of the equation with {i, j, k} = {1, 2, 3} and m = 6.
By Theorem 13, the Jacobi identity holds for (nµ,B) with structure
vector [α2] if and only if∑
s<6
αs12α
6
s3 + α
s
23α
6
51 + α
s
31α
6
s2 = 0.
Substituting in for the other structure constants (all zero), we find that
α412α
6
34 + α
4
23α
6
15 = 0
(α412)
2(α634)
2 = (α423)
2(α615)
2
(9− s)(8− s) = (1 + s)s
s = 4.
When we let s = 4 in Equation (10), we get
[α2] =
1
20
(5, 4, 4, 5, 4)T ,
and the resulting (nµ, Q) is a Lie algebra. After rescaling and solving
for structure constants from [α2], we find that
[X1, X2] =
√
5X4 [X1, X4] = 2X5 [X1, X5] = 2X6
[X2, X3] = −
√
5X5 [X3, X4] = 2X6
defines a nilsoliton metric Lie algebra. We could have made other sign
choices for the structure constants as long as the signs of α412α
6
34 and
α423α
6
15 were different; however, all these sign choices yield isometric
nilsolitons.
6.4. Applications to graded metric filiform Lie algebras. In this
section, we restate Theorem 15 of Section 6 in terms of the generalized
Dynkin diagrams and give an application to filiform nilsoliton metric
Lie algebras.
Suppose that an n-dimensional metric nilpotent Lie algebra (n, Q)
admits a symmetric derivationD with eigenvalues µ1, . . . , µn. By Lemma
2.2 of [Heb98], D commutes with the Ricci endomorphism of (n, Q), so
there exists a Ricci eigenvector basis B = {Xi}ni=1 adapted to D; that
is, each Xi is an eigenvector for D. By Theorem 15, Λ(n,B) is a subset
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of Σ(µ1,...,µn). Conversely, if (n, Q) has Ricci eigenvector basis B and
Λ(n,B) is a subset of Σ(µ1,...,µn), then by Theorem 16 D(Xi) = µiXi
defines a derivation of n.
The following theorem summarizes the previous discussion.
Theorem 21. Let (n, Q) be a n-dimensional metric nilpotent Lie al-
gebra with Ricci eigenvector basis B. Suppose that D is a symmetric
derivation of n with eigenvalue vector vD = (µ1, . . . , µn). Then the gen-
eralized Dynkin diagram for Λ(n,B) is a minor graph of the generalized
Dynkin diagram of Σµ1,...,µn , which in turn is a subset of Θn. Conversely,
if Λ(n,B) is a minor graph graph of Σµ1,...,µN then the endomorphism D
of n defined by D(Xi) = µiXi for i = 1, . . . , n is a symmetric derivation
D of n.
For example, the characteristically nilpotent Lie algebra defined by
Dixmier and Lister in Example 24 does not admit semisimple deriva-
tion, so its generalized Dynkin diagram S(Λ) can not be a minor graph
of S(Σ(µ1,...,µn)) for any (µ1, . . . , µn) in R
n.
The study of the graphs Σ(µ1,...,µn) and Θn has two applications to nil-
solitons. First, one can show that a generalized Dynkin diagram S(U)
is realized as the generalized Dynkin diagram for a nilsoliton metric Lie
algebras by finding S(U) as a minor graph of some S(Σ(µ1,...,µn)), finding
a nilsoliton weighting on S(U) by solving Uv = [1], defining an algebra
using structure constants from the weighting, and checking the Jacobi
identity with Theorem 13. Second, one can look for graph-theoretic or
combinatorial obstructions for a metric nilpotent Lie algebra to admit
a symmetric derivation by finding properties of the graphs S(Σ(µ1,...,µn))
that give restrictions on the types of minor graphs they can have.
In the next example we describe the generalized Dynkin diagrams
for the sets Σn := Σ(1,2,...,n) with multiplicities zero or one.
Example 22. Let (n, Q) be an inner product space of dimension n
with orthonormal basis B = {Xi}ni=1. Let Σn be the set of integer
triples defined by
Σn = Σ(1,2,...,n)
= {(i, j, i+ j) | 1 ≤ i < j ≤ n, i+ j ≤ n}.
Let UΣn denote the Gram matrix for Σn and let S(Σn) = S(UΣn) denote
the generalized Dynkin diagram associated to UΣn .
It is easy to check that S(Σ3) is the Dynkin diagram of type A1,
S(Σ4) is the Dynkin diagram of type A1⊕A1, and S(Σ5) is the Dynkin
diagram of type A4. When n ≥ 6, the Gram matrix always has entries
of minus one coming from triples of the form (i, j, k) and (l, k,m) with
l 6=, i, l 6= j in Σn such as (1, 3, 4) and (2, 4, 6) in Σ6.
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Figure 2. The generalized Dynkin diagram S(U) for
Σ6 with a nilsoliton weighting
The generalized Dynkin diagram for Σ6 is in Figure 2. It was shown
in [McD] that ∆6 admits a one-parameter family of nilsoliton weightings
with β = −2, and the Jacobi condition from the two dotted edges
as described by Theorem 13 gives a constraint so that up to scaling,
there is a unique nilsoliton metric (n, Q) with Λ(n,B) = Σ6 for a Ricci
eigenvector basis B.
7. The solution space to Uv = [1]
There are four distinct possibilities for the solution space of a linear
system Uv = −2β[1]m×1 arising from Theorem 1. Solution spaces of
the first four of the possible types occur: the first type in Example 10,
the second types and third types from horospheres for a quaternionic
hyperbolic space and the Cayley plane in Examples 27 and 28, and the
fourth type in Example 24. As symmetric Cartan matrices of finite
and affine type have been classified, it is not hard to list all systems of
finite and affine type and to find solutions to Av = µ[1] in each case.
See page 54 of [Kac90] for the solutions in the affine case, presented as
weighted Dynkin diagrams.
Proof of Theorem 2. Substituting U = cA+d[1]m×m into Uv = λ[1]m×1
and using the fact that [1]m×mv = ([1]m×1 · v)[1]m×1, we derive the
equivalent equation
(11) Av =
λ− d([1]m×1 · v)
c
[1]m×1.
Viewing λ and µ as parameters, the two families of linear equations
Uv = λ[1]m×1 and Av = µ[1]m×1 have solutions that are in bijective
correspondence: if v is a solution to Uv = λ[1]m×1, then v is a solution
THE EXISTENCE OF SOLITON METRICS FOR NILPOTENT LIE GROUPS 29
to Av = µ[1]m×1 with parameter
µ =M(λ, v) =
λ− d([1]m×1 · v)
c
,
and if v is a solution to Av = µ[1]m×1, then v is a solution to Uv =
λ[1]m×1 with parameter
λ = L(µ, v) = cµ+ d([1]m×1 · v).
If Uv = λ[1]m×1, then L(M(λ, v), v) = λ and if Av = µ[1]m×1, then
M(L(µ, v), v) = µ.
By Theorem 5, there are three mutually exclusive cases for the gen-
eralized Cartan matrix A: it is of finite type, affine type, or indefinite
type. We consider each case in turn.
First suppose that A is of finite type. By Theorem 5, A is invertible,
so the equation Av = [1]m×1 has a unique solution v0, and as Av0 =
[1]m×1 is positive, v0 is positive. As the vector v0 is a solution to
Av = µ[1]m×1 with µ = 1, it is a solution to Uv = λ[1]m×1 with
λ = L(1, v0) = c+ d([1]m×1 · v0). The positivity of c and d and the fact
that v0 > 0 force L(1, v0) to be positive. Rescaling gives a solution
− 2β
L(1,v0)
v0 to Uv = −2β[1]m×1. By hypotheses β < 0, so − 2βL(1,v0)v0
is a positive vector. It is the unique solution to Uv = −2β[1]m×1;
were it not unique, there would exist a vector v in the solution space,
not a multiple of v0, and sufficiently close to v0 that M(−2β, v) 6= 0
(M(−2β, v0) = 1). Then 1M(−2β,v)v would be a second solution to
Av = [1]m×1, contradicting the nonsingularity of A.
Suppose that A is of affine type. By Theorem 5, there exists pos-
itive v0 with Av0 = 0. Then v0 is a solution to Av = µ[1]m×1 with
µ = 0, making v0 a solution to Uv = λ[1]m×1 with λ = L(0, v0) =
d([1]m×1 · v) > 0. Rescaling to v = − 2cvβL(0,v0)v0 gives a positive solution
v to Equation Uv = −2β[1]m×1. Now we show that the solution v0 is
unique. Suppose that v1 is another solution to Uv = −2β[1]m×1. Then
v1 is a solution to Av = µ[1]m×1 with µ = M(−2β, v1). If µ ≥ 0, then
Av1 ≥ 0, and Theorem 5 implies that actually Av1 = 0. If µ ≤ 0;
then A(−v1) ≥ 0, by again by Theorem 5, A(−v1) = 0. Thus v1 lies
in the one-dimensional kernel of A and must be a multiple k of v0.
Then U(v0) = −2β[1]m×1 = U(kv0) and the nonzero vector U(v0) is a
multiple k of itself. Hence k = 1 and v0 = v1.
Now suppose that A is of indefinite type. We must show that if Uv =
−2β[1]m×1 is consistent and there exists a positive solution, then Case
(Ind1) holds. First we assume that Uv = −2β[1]m×1 is consistent, and
we show that kerU ⊂ kerA. Recall that a matrix equation Bx = y is
consistent if and only if y is in rangeB = (kerBT )⊥, so kerU ⊂ [1]⊥m×1.
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Suppose that v ∈ kerU. Then v is a solution to Uv = λ[1]m×1 with
λ = 0. The one-to-one correspondence between solution spaces makes
v0 a solution to Av = µ[1]m×1 with µ =M(0, v0) = 0. Thus, v ∈ kerA.
Let v0 be a fixed positive solution to Uv = −2β[1]m×1. The bijective
correspondence of solution spaces makes v0 a solution to Av = µ[1]m×1
with µ = M(−2β, v0). The complete solution space to Av = µ[1]m×1
with µ =M(−2β, v0) is {v0 + w |w ∈ kerA}.
Any vector v0 + w in this set is a solution to Uv = λ[1]m×1 with
λ = L(M(−2β, v0), v0 + w). Since L(M(−2β, v0), v0) = −2β > 0, by
continuity, for w in a small neighborhood U of the zero vector in kerA,
M(L(−2β, v0), v0 + w) > 0. Rescaling, we find that the solution space
to the system Uv = −2β[1]m×1 contains{ −2β
L(M(−2β, v0), v0 + w)(v0 + w) |w ∈ U
}
.
This is a space of the same dimension as kerA. Hence, dim kerA ≤
dimkerU, so kerA = kerU.
In the indefinite case, the fact that kerA ⊂ [1]⊥m×1 implies that the set
of nonnegative solutions is bounded and forms a simplex of dimension
kerA.
Now assume that U is the Gram matrix for a metric nilpotent Lie
algebra (n, Q) with respect to some basis B. Let Y be the m × n root
matrix for Λ(n,B). By definition, U = Y TY. We will show that the
kernel of the symmetric matrix U is contained in [1]⊥m×1. Suppose that
v is in the kernel of U. The kernel of U is equal to the kernel of Y T ;
hence v is in the kernel of Y T . Then
[1]1×nY
Tv = [1]1×n[0]n×1 = [0]1×1.
By definition, the rows of Y are the structure vectors Y kij = ε
T
i +ε
T
j −εTk
for (i, j, k) in Λ. The product of the row vector [1]1×n and any column
of Y T is one, so [1]1×nY T = [1]1×m. Substituting, we conclude that
[1]1×mv = [0]1×1 as desired. q.e.d.
8. All soliton metrics in a class ΩΛ
Here is the proof of Theorem 3.
Proof. Fix a subset Λ of Θn and the root matrix Y and Gram matrix
U for Λ. As Λ ⊂ Θn, the matrix A = 2U − 4[1]m×m is a generalized
Cartan matrix by Theorem 12.
Suppose that U is indecomposable. Theorem 2 then applies with
U = 1
2
A+2[1]m×m. In Cases (Fin) and (Aff) of the theorem, there is a
unique positive solution [α2] to Uv = −2β[1]m×1. There are 2m different
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µ with this structure vector, one for each choice of sign in each entry of
[α2]. If we are in Case (Ind1) of Theorem 2, U is of indefinite type and
there exists a solution v0 to Uv = [1]m×1 with positive entries. The set
of solutions to Uv = [1]m×1 in the cone {v ∈ Rm | v ≥ 0} is a simplex
of the same dimension as kerA. Taking square roots entry-wise and
allowing all sign choices gives 2m simplices of µ so that (nµ, Q) satisfies
U [α2] = −2β[1]m×1. Only the interiors of these simplices lie inside ΩΛ.
In Case (Ind3) of Theorem 2 there are no µ in ΩΛ whose structure
vector is a solution to Uv = −2β[1]m×1.
By Equation (5), if (nµ, Q) has structure vector v0 + v, with v in
kerA = ker Y T , then the Ricci vector is
RicBµ = −
1
2
Y T (v0 + v) = −1
2
Y Tv0.
In other words, for all metric algebras (nµ, Q) with structure vector
v0+v that satisfy the nilsoliton condition, the Ricci vector is the same.
Since B is a common Ricci eigenvector basis for all such (nµ, Q), once
the Ricci vector is constant, all the nil-Ricci endomorphisms agree.
If U is decomposable, after permuting the basis vectors, it can be
written as the block diagonal sum of indecomposable Gram matrices
U1, U2, . . . , Ur. With respect to the new basis, the vector [1]m×1 is still
written as [1]m×1. The solution space to Uv = [1]m×1 is the product of
the solution spaces to the systems Uiv = [1]mi×1, where Ui is mi ×mi
and i = 1, . . . , r. If U is nonsingular, then each Ui is nonsingular with
unique solution vi to Uiv = [1]mi×1, making v = v1 × . . . × vr the
unique solution to Uv = [1]m×1. If U is nonsingular and there is some
i so that Uiv = [1]mi×1 has no solution with positive entries, then
Uv = [1]m×1 has no solution with positive entries. If U is nonsingular
and Uiv = [1]mi×1 has positive solutions for all i, then the solution
space is the nontrivial product of the solution spaces to the equations
Uiv = [1]mi×1. The product of simplices is a simplex and the dimension
of a product is the sum of the dimensions of the factors, so the theorem
holds for the decomposable case. When U is decomposable, and (n, Q)
is nilsoliton with nilsoliton constant β, then (ni, Qi) is also nilsoliton
with nilsoliton constant β, where ni is the subspace for the submatrix
Ui and Qi is the restriction of Q to that subspace. The Ricci vector for
(n, Q) is obtained by concatenating the Ricci vectors Rici for (ni, Qi).
Thus, the constancy of the Ricci vector for nilsoliton metrics in the
same equivalence class holds in the decomposable case also. q.e.d.
As a corollary to Theorem 3, we find that any time the number of
nontrivial structure constants αkij with i < j exceeds the dimension
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of a nilsoliton (nµ, Q), there are continuous families of metric alge-
bras around (nµ, Q) also satisfying the nilsoliton condition. The Jacobi
identity may prohibit members of this continuous family from being
nilsoliton metric Lie algebras.
Corollary 23. Let (n, Q) an n-dimensional inner product space and
let B be a orthonormal basis for n. Let ΩΛ be a nontrivial level set for
µ 7→ Λ so that Λ ⊂ Θn. and ‖Λ‖ > n. Let β < 0. Then the Gram
matrix U for Ω is singular, and either ΩΛ contains no µ satisfying
Uv = −β[1]m×1 or there is a continuous family of dimension at least
m− n of µ in ΩΛ so that (nµ, Q) satisfies Uv = −β[1]m×1.
Proof. The rank of U is equal to the number of independent root vec-
tors. The root vectors are 1 × n in size, so the maximal rank of U is
n. By Theorem 3, the set of µ in ΩΛ that satisfy U [α
2] = −2β[1]m×1
is either empty or of dimension kerU = m − rankU ≥ m − n, where
m = ‖Λ‖. q.e.d.
In Example 28 we will have (m,n) = (28, 15) and an eight-parameter
subfamily of solutions. The nilpotent metric Lie algebra (n, Q) for
quaternionic space HnH of dimension 4n has (m,n) = (6n, 4n + 3) in
its most natural representation (as in Example 27), therefore for n ≥ 2
there will be continuous families of nilsolitons around (n, Q) for n ≥ 2.
In Example 27, we will have (m,n) = (12, 11) and a two-parameter
subfamily of solutions. A similar computation for H3(H) not included
here yields a four-parameter family of Einstein solvmanifolds around
quaternionic hyperbolic space of dimension sixteen.
9. Examples
9.1. A characteristically nilpotent example. The next example is
of Case (Ind2) in Theorem 2, when solutions to Uv = [1] exist, but the
solution vectors never have all entries positive. The example, due to
J. Dixmier and W. G. Lister, was the first example of a nilpotent Lie
algebra with a nilpotent derivation algebra. A Lie algebra g so that
the Lie algebra of derivations of g is nilpotent is called characteristi-
cally nilpotent (see [Kha02] for a survey). Such a Lie algebra admits no
semisimple derivations, and hence can not admit a nilsoliton metric.
All nilpotent structures of dimension six or less admit nilsoliton metrics
(see [Lau02] and [Wil03] for a classification), and the associated deriva-
tion Ric−β Id is nontrivial and semisimple. The lowest dimension in
which characteristically nilpotent Lie algebras occur is ([Fav72]).
Example 24. ([DL57]) Let (n, Q) be the metric Lie algebra with ortho-
normal basis B = {Xi}8i=1 and nontrivial structure constants encoded
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in the Lie brackets
[X1, X2] = X5 [X1, X3] = X6 [X1, X4] = X7
[X1, X5] = −X8 [X2, X3] = X8 [X2, X4] = X6
[X2, X6] = −X7 [X3, X4] = −X5 [X3, X5] = −X7
[X4, X6] = −X8
By Corollary 7, the basis B is a Ricci eigenvector basis. We find using
MAPLE that U is singular with the vectors
v1 = (1,−1, 0, 0, 0, 0,−1, 0, 1, 0)T and
v2 = (0, 1, 0,−1, 0, 0, 0,−1, 0, 1)T
spanning kerU = kerA = ker Y T . The general solution to Uv = [1]10×1
is
v = (−1
2
, 5
2
,−7, 6,−7, 5
2
, 6, 11
2
, 0, 0)T + sv1 + tv2;
none of these solutions satisfy v > 0, as the third coordinate is always
negative, so A is of indefinite type by Theorem 5. Note that v1 and
v2 are orthogonal to [1]10×1 since Uv = [1]10×1 and Av = [1]10×1 are
consistent.
9.2. The class Ln of filiform Lie algebras. Let g be a Lie algebra.
The descending central series of g is defined by g(1) = g and g(j+1) =
[g, g(j)] for j > 1. The Lie algebra g is nilpotent if and only if there is
an integer k so that g(k) is trivial. If k is the smallest integer so that
g(k+1) is trivial, then g is said to be k-step nilpotent.
A k-step nilpotent Lie algebra of dimension n is called filiform if
k + 1 = n. See [Kha02] for a survey of filiform and characteristically
nilpotent Lie algebras. The (n + 1)-dimensional filiform nilpotent Lie
algebra Ln is defined with respect to the basis {Xi}ni=0 by the bracket
relations
[X0, Xi] = Xi+1 for i = 1, . . . , n− 1.
J. Lauret has shown using variational methods that every Lie algebra
in this family admits an inner product Q so that (Ln, Q) is a nilsoliton
metric Lie algebra. We give an alternate algebraic proof of this fact.
Theorem 25 ([Lau02]). For all n, the filiform nilpotent Lie algebra
Ln admits a unique nilsoliton metric.
Proof. Take the inner product Q on the vector space n = span{Xi}ni=0
with respect to which B = {Xi}ni=0 is orthonormal. We want to find
nonzero values of ai such that the bracket relations
(12) [X0, Xi] = aiXi+1 for i = 1, . . . , n− 1
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define a nilpotent structure µ on n so that (nµ, Q) is nilsoliton. Writing
the bracket relations with respect to the basis X ′0 = X0, X
′
1 = X1, X
′
i =(
Πi−1i=1ai
)
Xi for i = 2 to n demonstrates that such a Lie algebra nµ is
isomorphic to Ln.
By Corollary 7, B is a Ricci eigenvector basis. The Gram matrix
U for (nµ, Q) and B and the associated Cartan matrix A = U −
[1](n−1)×(n−1) are given by
U =

3 0 1 · · · 1
0 3 0 · · · 1
1 0 3 · · · 1
...
...
...
. . .
...
1 1 1 · · · 3
 and A =

2 −1 0 · · · 0
−1 2 −1 · · · 0
0 −1 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · 2
 .
By Theorem 1, (nµ, Q) is nilsoliton if and only if v = [α
2] is a solution of
Uv = −2β[1](n−1)×1. Note that A is the Cartan matrix of type An−1, so
by Theorem 2, the equation Uv = −2β[1](n−1)×1 has a unique positive
solution for any β < 0. By Theorem 2, these solutions are in bijective
correspondence with solutions to the systems Av = ν[1](n−1)×1 for some
ν > 0.
Writing out the equations of the system Av = ν[1](n−1)×1, we find
the recursion relation
−vi−1 + 2vi − vi+1 = ν (v0 = vn := 0)
which has solution vi =
ν
2
i(n − i). The solutions vi are positive for all
i = 1, . . . , n− 1, so we may let
ai =
√
vi =
√
ν
2
i(n− i)
for i = 1, . . . , n − 1 to define a nilsoliton metric Lie algebra (nµ, Q).
Note that ai = an−i; this will be used in the proof of Theorem 35.
Normalizing ν to be equal to two, and using the results of Example 11,
we find that
ric(X0, X0) = −1
2
n−1∑
i=1
a2i − a2i−1 = −
1
2
[
n
(
n−1∑
i=1
i
)
−
n−1∑
i=1
i2
]
= − 1
12
(n− 1)n(n+ 1),
ric(Xi, Xi) = −12(n+ 1) + i for 1 ≤ i ≤ n,
and that the nilsoliton constant β is − 1
12
(n− 1)n(n + 1)− 1.
Uniqueness follows from the uniqueness of soliton metrics on nil-
potent Lie groups ([Lau01a]). q.e.d.
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9.3. Symmetric examples. In Theorem J of ([Heb98]), J. Heber
showed that real and complex hyperbolic spaces are isolated among
Einstein solvmanifolds and he predicted the existence of continuous
families of Einstein solvmanifolds around quaternionic hyperbolic space
Hm(H) for m ≥ 2 and around the Cayley plane. These families yield
continuous families of soliton nilmanifolds around horospheres for the
symmetric spaces. In this section we consider nilmanifolds associated
to horospheres of rank one symmetric spaces of noncompact type, and
we the find subfamilies of the families of soliton nilmanifolds associated
to the Einstein solvmanifolds that Heber predicted. We also consider
a horosphere for a higher rank symmetric space and find continuous
families of soliton metrics around it.
First we consider the the Heisenberg algebra.
Example 26. Let hn be the (2n+ 1)-dimensional Heisenberg algebra.
The algebra hn may be represented with basis
B = {X1, . . . , Xn, Y1, . . . , Yn, Z}
and nontrivial structure constants coming from the bracket relations
[Xi, Yi] = Z for i = 1, . . . n. We define the inner product Q on hn so
that B is orthonormal. It is a Ricci eigenvector basis by Corollary 7.
The root vectors for (hn, Q) with respect to B are linearly indepen-
dent, and the n × n Gram matrix U has uii = 3 for i = 1, . . . , n and
uij = 1 for i 6= j. The graph S(U) is the complete graph on n vertices,
and if A = U − [1]n×n, the graph S(A) is n vertices with no edges. The
graph is regular so a constant weighting assigning the value of one to
each vertex satisfies Equation (2), and hence (hn, Q) is a nilsoliton met-
ric Lie algebra. Because A = U − [1](2n+1)×(2n+1) = 2 Id is nonsingular,
by Theorem 2, the weighting is unique. No matter what sign choice we
make (±1) for the structure constants, we get an algebra isomorphic
to hn. Thus, (hn, Q) is the only nilsoliton metric Lie algebra inside its
equivalence class ΩΛ.
The nilmanifold corresponding to the metric Lie algebra (hn, Q) in
the previous example is isometric to any horosphere for complex hy-
perbolic space of real dimension 2n+2, a rank one symmetric space of
noncompact type. In the next example, we consider a horosphere for
quaternionic symmetric space. C. Gordon and M. Kerr presented other
continuous families around quaternionic hyperbolic spaces in [GK01]
and in [Ker06].
Example 27. Let v = R8 and z = R3, and let
B = {V1, iV1, jV1, kV1, V2, iV2, jV2, kV2, iZ, jZ, kZ}
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be a orthonormal basis for the vector space n = v ⊕ z in the obvious
way. Let µ be an element of Λ2n∗⊗n with nontrivial structure constants
coming from the twelve bracket relations
[Vs, iVs] = α
i
1i(s)iZ [jVs, kVs] = α
i
jk(s)iZ
[Vs, jVs] = α
j
1j(s)jZ [iVs, kVs] =−αjik(s)jZ
[Vs, kVs] = α
k
1k(s)kZ [iVs, jVs] = α
k
ij(s)kZ
(s = 1, 2). By Corollary 7, B is a Ricci eigenvector basis for all possible
values of these structure constants. After writing out the matrices U
and A and using Maple to solve Uv = [1]12×1, we find a four parameter
family of solutions for squares of structure coefficients.
αi1i(1)
2 = αijk(1)
2= 1
10
+ s+ t
αj1j(1)
2 = αjik(1)
2= 1
10
− s
αk1k(1)
2 = αkij(1)
2= 1
10
− t
αi1i(2)
2 = αijk(2)
2= 1
10
− (s+ t)
αj1j(2)
2 = αjik(2)
2= 1
10
+ s
αk1k(2)
2 = αkij(2)
2= 1
10
+ t
Notice that nµ is always two-step, so the Jacobi identity holds trivially
for any µ defined by any choice of structure constants.
It can be checked that the graph S(U) has as its symmetry group the
dihedral group D6; therefore the solution space shares this symmetry.
The Lie algebra structure for the horosphere of quaternionic hyperbolic
space of dimension twelve comes from setting all parameter values equal
to zero. Solutions are positive when |s|, |t| and |s+t| are less than 1/10.
It may be checked that the eigenvalues for Ric are −3/20 on v and 4/20
on z and that β = −1/2, so D has eigenvalues 7/20 and 14/20 on v
and z respectively. The Ricci endomorphism and D are the same for
all the nilsoliton Lie algebras in ΩΛ, so the Einstein solvable extensions
all have the same Ricci endomorphism.
By considering the values trace J2W , for unit W ∈ z, it is easy to see
that varying s and t so that 0 ≤ s ≤ t ≤ 1/10 and s + t ≤ 1/10,
defines a family of metric Lie algebras that are not pairwise isometri-
cally isomorphic; hence, by [Wil82] the corresponding nilmanifolds are
not isometric. Thus we have found a two-parameter family of soliton
metric Lie algebras.
J. Heber showed that there exists an 84-parameter family of Ein-
stein solvmanifolds around the Cayley plane with the symmetric met-
ric. Here we analyze the system Uv = [1] that would lead to members
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of that family having same set of nonzero structure constants relative
to a natural basis.
Example 28. Let v = R8 and z = R7, and let
B = {V0, V1, V2, V3, V4, V5, V6, V7, Z1, Z2, Z3, Z4, Z5, Z6, Z7}
be an orthonormal basis for n = v ⊕ z in the obvious way. Consider
a Lie bracket µ with nontrivial structure constants coming from the
bracket relations
[Vi, Vj] = α
k
ijZk
where (i, j, k) ranges over the set
{(0, 1, 1), (2, 4, 1), (3, 7, 1), (5, 6, 1), (0, 2, 2), (1, 4, 2), (3, 5, 2),
(6, 7, 2), (0, 3, 3), (1, 7, 3), (2, 5, 3), (4, 6, 3), (0, 4, 4), (1, 2, 4),
(3, 6, 4), (5, 7, 4), (0, 5, 5), (1, 6, 5), (2, 3, 5), (4, 7, 5), (0, 6, 6),
(1, 5, 6), (2, 7, 6), (3, 4, 6), (0, 7, 7), (1, 3, 7), (2, 6, 7), (4, 5, 7)}
By Corollary 7, B is a Ricci eigenvector basis for all metric Lie algebra
structures of this form. When all the structure constants are equal,
nµ is the Lie algebra of N from the Iwasawa decomposition KAN
of the isometry group of the Cayley plane. After finding the root
vectors, computing the Gram matrix U, and using MAPLE to solve
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U [α2] = [1]28×1 we get an eight-dimensional set of solutions
(α101)
2 = 1
18
+ a+ b+ c+ d+ 2e
(α124)
2 = 1
18
+ a+ b− c− d− 2e
(α137)
2 = (α156)
2 = 1
18
− a− b
(α202)
2 = 1
18
− a− 2e+ f + h
(α214)
2 = 1
18
− a+ 2e− f − h
(α235)
2 = (α267)
2 = 1
18
+ a
(α303)
2 = 1
18
− c− e− f + g
(α317)
2 = 1
18
− d− e+ f − 1
2
g + h
(α325)
2 = (α346)
2 = 1
18
+ 1
2
c+ 1
2
d+ e− 1
2
g − 1
2
h
(α404)
2 = 1
18
− b+ 1
2
c− 1
2
d− 2e+ f + 1
2
g + 1
2
h
(α412)
2 = 1
18
− b− 1
2
c+ 1
2
d+ 2e− f − 1
2
g − 1
2
h
(α436)
2 = (α457)
2 = 1
18
+ b
(α505)
2 = 1
18
− 1
2
c− 1
2
d+ 2e+ 1
2
g − 1
2
h
(α516)
2 = 1
18
− 1
2
c− 1
2
d− 2e− 1
2
g + 1
2
h
(α523)
2 = 1
18
+ c
(α547)
2 = 1
18
+ d
(α606)
2 = 1
18
+ e
(α615)
2 = 1
18
− 3e
(α627)
2 = (α634)
2 = 1
18
+ e
(α707)
2 = 1
18
− f − g − h
(α713)
2 = 1
18
+ f
(α726)
2 = 1
18
+ g
(α745)
2 = 1
18
+ h
To see that the metric nilpotent Lie algebras in the family defined by
these solutions are not all isomorphic, assume there is an isometric
isomorphism φ between two elements (n, Q) and (n′, Q′) of the family.
The map φ must preserve the center z = span{Zi}7i=1 and the orthog-
onal complement of the center v = span{Vi}7i=0. The natural grading
automorphism that is the identity on v and twice the identity on z
defines gradings of n and n′. We use this grading to apply Theorem 9
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The set S of values K(X ∧ Y ) = −3
4
‖ adX Y ‖2 for unit X, Y ∈ v, is
the same for (n1, Q1) and (n2, Q2). Therefore, the set S is an isometry
invariant.
Clearly the set S,modulo rescaling, takes on infinitely many values as
the structure constants vary over the set of solutions we have found, so
there is continuous family of soliton metrics on nilpotent Lie algebras,
pairwise nonhomothetic, defined by the solutions given above.
In the next example, we consider a horosphere of maximal dimension
for the rank n−1 symmetric space Pn = SLn(R)/SO(n). Let tn denote
the vector space of strictly upper triangular n × n matrices. We use
B = {Eij |1 ≤ i < j ≤ n} as a basis, where Eij is the matrix with a one
in the (i, j) position and zeroes elsewhere, and we let Q be the inner
product such that B is orthonormal. Let αijk denote the structure
constant 〈[Eij , Ejk], Eik〉, for 1 ≤ i < j < k ≤ n. The nonzero structure
constants are indexed by Θn. Let µ0 be the element of Λ
2t∗n ⊗ tn with
αijk = 1 for all (i, j, k) in Θn; the nilmanifold corresponding to the
metric Lie algebra ((tn)µ0 , Q) is isometric to a horosphere for a regular
geodesic in the symmetric space Pn.
Theorem 29. If n ≤ 4, then ((tn)µ0 , Q) is the only nilsoliton in its
equivalence class ΩΛ up to scaling. For n > 4, there are continu-
ous families of nonisometric nilsoliton metrics around ((tn)µ0 , Q) in
its equivalence class ΩΛ.
Proof. The dimension of tn is (
n
2 ) , and there are (
n
3 ) nonzero struc-
ture constants αijk (where (i, j, k) is in Θn). It is easily checked that
the Jacobi equation holds for all choices of structure constants, noting
that the only nonzero triple brackets of basis vectors are of the form
[Eij, [Ejk, Ekl]], where (i, j, k) is in Θ5.
If n = 3, then ((t3)µ0 , Q) is the three-dimensional Heisenberg Lie
algebra. If if n = 4, a brief computation shows that ((t4)µ0 , Q) is the
unique nilsoliton metric (up to scaling) in its equivalence class ΩΛ.
When n = 5, the dimension of t5 is ( 52 ) = 10 and ||Λ|| = ( 53 ) .
also ten. There exists a continuous family of nilsoliton metrics around
((t5)µ0 , Q). MAPLE shows that the system Uv = [1]10×1 has general
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solution
(α123)
2
(α124)
2
(α125)
2
(α234)
2
(α235)
2
(α134)
2
(α345)
2
(α145)
2
(α245)
2
(α135)
2

=
1
5

1
1
1
1
1
1
1
1
1
1

+ s

1
−1
0
−1
0
1
0
0
0
0

+ t

0
1
−1
1
−1
0
−1
1
0
0

+ u

0
0
0
1
−1
0
−1
0
1
0

+ v

1
0
−1
0
−1
0
0
0
0
1

.
By Theorem 3, the Ricci endomorphisms are all the same for all choices
of structure constants, so we need to use sectional curvature to dis-
tinguish nonisometric examples. To show that (tµ, Q) for µ where
(s, t, u, v) 6= (0, 0, 0, 0) are not isometric to ((t5)µ0 , Q), one can argue
as in Example 28, applying Theorem 9 using the canonical grading of
t5 as the sum
⊕4
k=1 gk, where gk = spanR{Eij ∈ B : k = j − i}, for
k = 1, . . . , 4.
If n > 5, then ( n2 )− ( n3 ) > 2, so U is singular by Corollary 23. The
standard µ0 gives a positive solution to the nilsoliton linear system, so
by continuity, there is a continuous family of positive solutions around
the symmetric solution in its class ΩΛ. As in the n = 5 case, the
sectional curvature serves as an invariant to distinguish the perturbed
metric Lie algebras from the standard one. q.e.d.
9.4. Regular graphs. Recall that a graph is regular if its automorph-
ism group acts transitively on vertices. With respect to natural choices
of bases, the nilsoliton metric Lie algebras defined by horospheres
of rank one symmetric spaces of noncompact type have generalized
Dynkin diagrams that are regular graphs. The structure vectors are
of the form [1], defining weightings that assign the value one to each
vertex of the generalized Dynkin diagram. The regularity of the graph
insures that Equation (2) holds for some β, so that [1] is a solution of
Uv = −2β[1]. In general, we have the following corollary to Theorem
1.
Corollary 30. Let (n, Q) be an inner product space with Ricci eigen-
vector basis B. If the generalized Dynkin diagram S(U) associated to a
nontrivial level set ΩΛ in Λ
2n∗⊗n is a regular graph, then any µ in ΩΛ
with structure vector [1] is a nilsoliton metric.
Observe that [1] is a solution to Uv = −2β[1] if and only if the
columns of U all sum to −2β.
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A large class of examples of nilsoliton metric Lie algebras with regular
generalized Dynkin diagrams was presented by E. DeLoff [Del79]. A
two-step metric nilpotent Lie algebra (n, Q) is called uniform of type
(m,n, r) if there exists an orthonormal basis
B = {X1, . . . , Xn, Z1, . . . Zm}
and numbers r and s such that
(1) [Vi, Vj] ∈ {0,±Z1, . . . , Zm}, [Vi, Zl] = [Zk, Zl] = 0,
(2) If [Vi, Vj] = ±[Vi, Vk], then Vj = Vk
(3) For every Zl there exist exactly r disjoint pairs {Vi, Vj} with
[Vi, Vj] = Zl
(4) For every Vi there exist exactly s Vj with [Vi, Vj] 6= 0.
Notice that the number of nonzero bracket relations is sn = 2rm.
Example 31. ([Del79], see also [Wol91]) A uniform metric Lie algebra
is always nilsoliton. Properties (1) and (2) imply that 〈adXi, adXj〉 = 0
for i 6= j and 〈JZk , JZl〉 = 0 for k 6= l. The basis B is then a Ricci
eigenvector basis by Corollary 7. Property 3 implies that ‖JZl‖ = 2r
for all l and Property 4 makes ‖ adXi ‖ = s for all i The generalized
Dynkin diagram S(U) is a regular graph with sn vertices and 2s + r
edges at each vertex, so by Corollary 30, (n, Q) is nilsoliton. Then
Theorem 8 gives that Ricci eigenvalues κXi = −12s and κZl = 12r. By
Theorem 16, the nilsoliton constant is β = −1
2
(2s+r). By Corollary 23,
if the number of nonzero structure constants sn = 2rm is larger than
the dimension m + n then there are continuous families of solutions
to Uv = [1]. Example 27 is uniform of type (m,n, r) = (3, 8, 4) and
Example 28 is uniform of type (m,n, r) = (7, 8, 4); in both cases ||Λ|| =
rm > m + n = dim n and there are continuous families of nilsolitons
around the solitons from symmetric spaces.
The next example shows that admitting a positive definite symmetric
derivation is not a sufficient condition for nilpotent Lie algebra to admit
a nilsoliton metric.
Theorem 32. There exists a filiform nilpotent Lie algebra that admits
a positive definite derivation but does not admit a nilsoliton metric.
Proof. Let n be the seven-dimensional Lie algebra with basis B =
{Xi}7i=1 with bracket relations defined by
[X1, Xi] = Xi+1 for i = 2, . . . , 6
[X2, Xi] = Xi+2 for i = 3, 4, 5
This is the algebra R6 from the infinite family of filiform Lie algebras
Rn described in [Kha89]. The endomorphism A defined by A(Xi) = iXi
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for i = 1 to 7 is a positive definite derivation of n, and it is the only
one up to scaling (See [GH94] and Theorem 2.12 of [Kha89]).
The proof is by contradiction. Suppose that Q is an inner product
on n so that (n, Q) is a nilsoliton metric Lie algebra with nilsoliton
constant β. Eigenvectors for D are also eigenvalues for Ric = D+β Id .
The positive definite derivation D = Ric−β Id is a multiple of A so
the vectors in the B must be eigenvectors for the derivation.
As the multiplicities of the eigenvalues of A are all one, we may
rescale each basis vector in B and order the basis that we have a Ricci
eigenvector basis B′ = {X ′i = aiXi}7i=1 where A(Xi) = iXi for i =
1, . . . , 7. The structure vector [α2] depends on the values of a1, . . . , a7,
but the set
Λ(n,B) = {(1, i, i+ 1)}6i=2 ∪ {(2, i, i+ 2)}5i=3
does not, as ai 6= 0 for all i = 1, . . . 7. By Theorem 1, −12 [α2] is a
positive solution to Uv = [1]7×1. Using MAPLE, we find the general
solution to Uv = [1]7×1 is
v = 1
5
(0,−1, 0, 3, 2, 3, 0, 0)T + sv1 + tv2, where
v1 = (0, 1, 0,−1, 0,−1, 1, 0)T and
v2 = (0, 1, 1,−1,−1,−1, 0, 1)T and s, t ∈ R.
But the first component of the general solution is always zero, a con-
tradiction. Thus, n does not admit a nilsoliton metric. q.e.d.
We conclude the section with an example of a Einstein solvmanifold
of rank two found using the ideas of this section.
Example 33. Let Λ = {(1, 2, 3), (1, 3, 4), (1, 4, 5), (2, 3, 5)}. This is the
set Λ(n,B) for one of the filiform metric Lie algebras Ln described in
Subsection 9.2. We saw in Theorem 25 that letting α312 = α
5
14 =
√
3
and α413 = 2 defines a nilsoliton metric Lie algebra with β = −11/2 and
Ricci vector Ric = −1
2
(−10,−3,−1, 1, 3)T . Then eigenvalue vector of
the derivation D1 = Ric−β Id with respect to B is
vD1 = Ric+
11
2
[1]5×1 = 12(2, 9, 11, 13, 15)
T .
Letting [A1, Xi] = D1(Xi) defines a rank one Einstein solvmanifold
(s1 = 〈A1〉 ⊕ n, Q˜1).
Now notice that Λ is a subset of Σ5 and the generalized Dynkin dia-
gram S(U) is a minor graph of type A2⊕A1 in S(Σ5), which is of type
A3. Hence (L5, Q) admits another symmetric derivation with eigen-
values 1, 2, 3, 4, 5 each of multiplicity one. The commuting symmetric
derivations encoded by v1 = (2, 9, 11, 13, 15)
T and v2 = (1, 2, 3, 4, 5)
T
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are in the derivation algebra of n. Using Gram-Schmidt orthogonaliza-
tion, we find a vector v′2 = (26,−33,−7, 19, 45)T orthogonal to v1
so that span{v1, v′2} = span{v1, v2}. Let D2 be the derivation de-
fined by the vector v′2. Finally, define the metric solvable extension
(s2 = 〈A1, A2〉 ⊕ n, Q˜) by taking {A1, A2} ∪ B as an orthonormal basis
and setting adA1 = D1 and adA2 = D2.
It can be checked, using formulas for the Ricci curvature of Einstein
solvmanifolds of Iwasawa type in [Wol91] that (s2, Q) is an Einstein
solvmanifold of rank two with nonpositive sectional curvature.
In [Heb98], Heber asked which types of eigenvalue vectors vD =
(µ1, . . . , µn) occur for the derivations D = Ric−β Id defining rank
one Einstein extensions of nilsolitons. We remark that the question
can be rephrased as follows. The Ricci vector for a nilsoliton (n, Q)
and Ricci eigenvector basis B is of the form Ric = vD + β[1]n×1.
On the other hand, by Theorem 8, Ric = −1
2
Y T [α2], where [α2] is
the structure vector for (n, Q) with respect to B. Hence, −1
2
Y T [α2] =
(µ1, . . . , µn)
T + β[1]n×1. Thus, in order to prove that there is a nilsoli-
ton (n, Q) of eigenvalue type vD, we would need need to show that the
vector −2(vD + β[1]n×1) is in the closure of the positive cone spanned
by root vectors in {Y kij | (i, j, k) ∈ Σ(µ1,...,µn)}. Notice that vD itself is
orthogonal to the cone.
10. Adding nilsolitons
Now we prove Theorem 4.
Proof. When Λ(nµ1 ,B) and Λ(nµ1 ,B) are disjoint sets, it can be seen
from the expression for the Ricci form in Theorem 6 that the nil-
Ricci endomorphism is linear with respect to the Lie bracket defining
it. Since B is a Ricci eigenvector basis for (nµ1 , Q) and (nµ2 , Q), this
linearity implies that B is also a Ricci eigenvector basis for the sum
(nµ1+µ2 , Q), and the Ricci vector for nµ1+µ2 with respect to B is
RicBµ1+µ2 = Ric
B
µ1
+RicBµ2 .
Now we consider the quantities Y kij Ricµ1+µ2 as (i, j, k) varies over
Λ(nµ1+µ2 ,B). If the triple (i, j, k) is in the set Λ(nµ1 ,B), then
Y kij Ricµ1+µ2 = Y
k
ij (Ricµ1 +Ricµ2)
= Y kij Ricµ1 + Y
k
ij Ricµ2
= −2β1 + c2
and similarly, if (i, j, k) is in Λ(nµ2 ,B), then Y kij Ricµ1+µ2 = −2β2 + c1.
If −2β1 + c2 = −2β2 + c1, the quantity Y kij Ricµ1+µ2 is constant as Y kij
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varies over Λ(nµ1+µ2 ,B). By Theorem 16, the metric algebra (nµ1+µ2 , Q)
is a nilsoliton with nilsoliton constant β = −2β1 + c2. q.e.d.
A trivial application of Theorem 4 is that the direct sum of nilsoli-
ton metric Lie algebras with the same nilsoliton constant is a nilsoliton
metric Lie algebra. More generally, one can think of defining a new
metric nilpotent Lie algebra from an old one by adding new basis vec-
tors and new bracket relations; sometimes Theorem 4 can be used to
show that such a procedure defines a new nilsoliton metric Lie algebra,
as we illustrate in the following example.
Example 34. Let (n, Q) be a nilsoliton metric Lie algebra with nil-
soliton constant β and Ricci eigenvector basis B. Let Z be an element
of the Ricci eigenvector basis in the center of n with positive eigenvalue
κZ . (Such an element exists because the Ricci endomorphism is posi-
tive definite on the center by Theorem 6.) Let n′ = R2 ⊕ n. Fix basis
vectors A and B in R2 and endow n′ with the metric which restricts to
Q on n and makes A and B orthonormal to to each other and orthogo-
nal to n. Define a nilpotent structure on n′ by adding bracket relation
[A,B] = aZ to the bracket relations already defined by the nilpotent
structure on n. The Jacobi identity holds for n′, and n′ is nilpotent.
If a2 = −4β−2κZ
5
, then Theorem 4 can be used to show that (n′, Q′) is
a nilsoliton metric Lie algebra. The Heisenberg algebra of dimension
2n + 3 may be constructed from the Heisenberg algebra of dimension
2n+ 1 using this method.
For odd n ≥ 3, the n = (2m + 1)-dimensional filiform nilpotent Lie
algebra Qn is defined relative to the basis {Xi}ni=0 by
[X0, Xi] = Xi+1, i = 1, . . . , n− 2(13)
[Xi, Xn−i] = (−1)iXn, i = 1, . . . , n− 1.(14)
Theorem 35. For all n ≥ 3, the Lie algebra Qn admits a unique
nilsoliton metric.
Proof. Let Q be the inner product on n with respect to which B is
orthonormal. By Corollary 7, B is a Ricci eigenvector basis, even if we
change the values of the nonzero structure constants.
The set of nonzero structure constants coming from brackets defined
in Equation (13) is
Λ1 = {(0, 1, 2), (0, 2, 3), . . . , (0, n− 3, n− 1)}
and the set of nonzero structure constants coming from brackets defined
in Equation (14) is
Λ2 = {(1, n− 1, n), (2, n− 2, n), . . . , (m,m+ 1, n)}.
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Notice that n does not occur in any triple in Λ1, and that 0 does not
occur in any triple in Λ2, and the two sets of triples are disjoint.
The bracket relations in Equation (13) are the same as those for the
nilpotent Lie algebra Ln−1, as in Theorem 25. In the proof of that
theorem, we saw that letting [X0, Xi] =
√
i(n− 1− i)Xi+1 defines a
nilsoliton metric algebra (nµ1 , Q) isomorphic to Ln−1 ⊕ R with Ricci
vector
RicBµ1 = (− 112(n−2)(n−1)n,−12 (n−2),−12(n−2)+1, . . . , 12(n−2), 0)T
and nilsoliton constant β1 = − 112(n− 2)(n− 1)n− 1.
The root vectors Y kij for bracket relations in Equation (14) are the
same as those for the (2m + 1)-dimensional Heisenberg algebra hm as
presented in Example 26. Letting αkij = 1 for all (i, j, k) ∈ Λ2 defines a
nilsoliton metric Lie algebra (nµ2 , Q) isomorphic to R⊕ hm with Ricci
vector
RicBµ2 = −12(0, 1, 1, . . . , 1,−m)T
and nilsoliton constant β2 = −12(2 +m).
It can be checked that for all Y kij with (i, j, k) in the second index
set Λ2, the product Y
k
ij Ric
B
µ1
is zero, and for all Y kij with (i, j, k) in the
first index set Λ1, the product Y
k
ij Ric
B
µ2
is zero.
If we rescale the structure constants for nµ1 and nµ2 by
√−β2 and√−β1 respectively, then the rescaled metric nilpotent Lie algebras
n−β2µ1 and n−β1µ2 both have nilsoliton constant −β1β2. By Theorem
10, the metric algebra (n = n√−β2µ1+
√−β1µ2 , Q) satisfies the nilsoliton
condition with nilsoliton constant −β1β2.
Using the change of basis
X ′0 =
1√−β2X0
X ′1 = X1
X ′i =
(
Πi−1i=1ai
)
Xi for i = 2 to n− 1
X ′n =
√
−β1Xn
and the symmetry ai = an−1−i, it can be shown that n is isomorphic to
Qn.
Thus, we have shown that (n−β2µ1−β1µ2 , Q) is a nilsoliton metric Lie
algebra isomorphic to Qn. Uniqueness follows from [Lau01a]. q.e.d.
Given a k-step nilpotent Lie algebra n, a graded Lie algebra gr n is
defined by on the vector space gr n = ⊕ki=1(n(i−1)/n(i)) by the bracket
structure
[x+ n(i), y + n(j)] = [x, y] + n(i+j), x ∈ n(i−1), y ∈ n(j−1).
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If n is isomorphic to gr n, then n is called naturally graded. In [Ver70],
M. Vergne showed that every naturally graded filiform Lie algebra is
isomorphic to Ln or Qn. So in Theorems 25 and 35 we have shown:
Corollary 36. Every naturally graded filiform Lie algebra admits a
Ricci nilsoliton metric that is unique up to scaling.
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