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Let p be an odd prime number. Let K/k be a cyclic totally ramiﬁed
Kummer extension of degree pn with the Galois group G and
assume K has a Kummer generator satisfying some conditions.
Let O and o be the rings of integers in K and k, respectively. In
case k is a p-adic number ﬁeld, let Ol be the ring of integers
in the subextension of K/k of degree pl over k. We obtain
conditions that all subrings Ol of O = On (0 < l  n) are free
over associated orders Al of Ol , and we prove that A = An is
stable under the action of automorphisms of G . In case k is an
algebraic number ﬁeld, for tamely ramiﬁed abelian extensions K/k,
McCulloh gave the characterization of the set R(oG) of realizable
Galois module classes cl(O) and proved that R(o[μE ]) contains
Cl(o[μE ])SC , where o[μE ] is a certain quotient ring of oG and
SC is the Stickelberger ideal. For cyclic wildly ramiﬁed Kummer
extensions K/k, we obtain the relation between two sets R(o[μE ])
and Cl(o[μE ])SC which is the analogous result to his result.
© 2008 Elsevier Inc. All rights reserved.
Introduction
Let p be an odd prime number. Let k be an algebraic number ﬁeld with the ring o of integers in
k and let K/k be a cyclic totally ramiﬁed Kummer extension of degree pn with the Galois group G .
Then the ring OK (= O) of integers in K is an oG-module. In this paper, we study properties of the
genus Γ (O) (the set of oG-modules which are locally isomorphic to O). In the ﬁrst two sections (i.e.
Sections 1 and 2), we assume k is a p-adic number ﬁeld, where p is a prime ideal of o dividing (p).
Then there is a sequence of subﬁelds Kl (0 l n) with degrees [Kl : k] = pl:
K = Kn ⊃ Kn−1 ⊃ · · · ⊃ K1 ⊃ K0 = k.
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Al = { f ∈ kGl | fOl ⊆ Ol},
where Gl is the Galois group of Kl/k. Bertrandias and Ferton [1] obtained necessary and suﬃcient
conditions that O is A-free for the extension K/k of degree p. In the previous paper [6], we obtain
suﬃcient conditions that O(= On) is A(= An)-free. In Section 1, we give the condition that all rings
Ol are Al-free simultaneously (Theorem 4). Let E be the ring of endomorphisms of G and C the group
E× of units of E . Then E ∼= Z/pnZ and C ∼= (Z/pnZ)× . In Section 2, we show that the associated
order A of O is stable under the action of C (Theorem 6). In the latter two sections (i.e. Sections 3
and 4), we assume k is an algebraic number ﬁeld. Let Gˆ be the character group of G and assume Gˆ =
{χ1 ◦ ρ | ρ ∈ E} for some character χ1. Then kG is identiﬁed with Map(Gˆ,k). Let o[μE ] be the image
of A under the quotient map from kG onto Map(χ1 ◦ C,k). Let Cl(A) be the class group of locally
free A-modules and R(A) the set of realizable classes cl(OK ) of extensions K/k. For tamely ramiﬁed
abelian extensions K/k, McCulloh [4] gave the characterization of R(A) and proved that R(o[μE ])
contains the subgroup Cl(o[μE ])SC , where SC is the Stickelberger ideal. For cyclic wildly ramiﬁed
Kummer extensions K/k, we obtain the characterization (Theorem 9) and the relation between two
sets R(o[μE ]) and Cl(o[μE ])SC (Theorem 11), which are analogous to McCulloh’s results.
1. Free module
1.1. Let k be a p-adic number ﬁeld containing a primitive pnth root ζ of 1. Let K/k be a totally
ramiﬁed Kummer extension with the ﬁrst ramiﬁcation number c1. Denote by valK the valuation of K ,
and let e = valk(p) and e0 = valk(ζ −1). Throughout this paper, we assume that O contains a Kummer
element α (i.e. K = k(α) with αpn ∈ o) and assume that valK (α − 1) is relatively prime to p. Write
valK (α − 1) = t1pn + t0 with 0 < t0 < pn , so (t0, p) = 1. Then, by [9, Corollary 13], we have
c1 + valK (α − 1) = pne0. (1)
For an integer i, res(i) denotes the residue of i modulo pn . Then res(c1) = pn − t0, which is denoted
by a and let a0 be the residue of a modulo p.
We begin with recalling [6, Theorem 5].
Theorem 1. (See [6, Theorem 5].) Let K/k be a cyclic totally ramiﬁed Kummer extension. Let α be a Kummer
element of K with valK (α − 1) = t1pn + t0 and assume (t0, p) = 1. Then O is A-free if and only if
t0 + res(it0) − res(ht0) > 0
for integers h, i and j with 0 h i  j < pn satisfying i + j = pn − 1+ h and ( ih) ≡ 0 (mod p).
In the following, we change conditions in Theorem 1 into convenient form for using later. For
0 i < pn , write i =∑0l<n il pl with 0 il < p.
Proposition 1. Let i =∑0l<n il pl and h =∑0l<n hl pl . Then ( ih) ≡ 0 (mod p) if and only if
h0  i0, . . . ,hn−1  in−1. (2)
Proof. Let valp be the valuation of the p-adic number ﬁeld Qp . As is well known, valp(i!) = [ ip ] +
[ i
p2
] + · · · + [ i
pn−1 ], where [a] is an integer l with l  a < l + 1. We see easily
( i
h
) ≡ 0 (mod p) if and
only if for 0 < l < n
[
i
l
]
=
[
h
l
]
+
[
i − h
l
]
. (3)p p p
Y. Miyata / Journal of Algebra 320 (2008) 3461–3480 3463By i  h, clearly in−1  hn−1. Let i′ = i − in−1pn−1 and h′ = h − hn−1pn−1. We show i′  h′ . In case
in−1 = hn−1, we have i′  h′ immediately by i  h. In case in−1 > hn−1, suppose i′ < h′ . Then
i − h = (in−1 − hn−1)pn−1 + i′ − h′ = (in−1 − hn−1 − 1)pn−1 + pn−1 + i′ − h′
and 0 pn−1 + i′ − h′ < pn−1. Thus
[
i
pn−1
]
−
[
h
pn−1
]
−
[
i − h
pn−1
]
= in−1 − hn−1 − (in−1 − hn−1 − 1) = 1 > 0,
which is contrary to the equality (3), whence i′  h′ . Using induction on n, we can conclude Proposi-
tion 1. 
Next we reduce the condition i + j = pn − 1+ h.
Lemma 1. Let h, i and j satisfy (2) and 0 h i  j < pn. Then i + j = pn − 1+ h if and only if for some m
with 0m < n,
in−1 = p − 1
2
+ hn−1
2
, . . . , im+1 = p − 1
2
+ hm+1
2
, im <
p − 1
2
+ hm
2
(4)
(for m = 0, i0  p−12 + h02 ).
Proof. We have
pn − 1+ h − i = (p − 1+ hn−1 − in−1)pn−1 + · · · + (p − 1+ h0 − i0).
Then by (2), 0 p − 1+ hl − il < p for 0 l < n and so by i + j = pn − 1+ h, jl = p − 1+ hl − il . Thus
jl  il if and only if il  12 (p − 1+ hl), which establishes Lemma 1. 
We prove the next theorem.
Theorem 2. Let K/k be as in Theorem 1. Then O is A-free if and only if for 0 < h  i  j < pn satisfying (2)
and (4), the following inequality (5) holds:
res(ha) + pn > a + res(ia). (5)
Proof. We ﬁrst remark that for 0 = h  i, t0 + res(it0) − res(ht0) > 0, and so we consider the case
0 < h in the following. By the deﬁnition of a, a = pn − t0, so for 0 < i < pn ,
res(it0) = pn − res(ia).
Then
t0 + res(it0) − res(ht0) = pn − a + pn − res(ia) −
(
pn − res(ha))
= pn + res(ha) − a − res(ia).
Hence t0 + res(it0) − res(ht0) > 0 if and only if
pn + res(ha) > a + res(ia).
By Theorem 1 with Proposition 1 and Lemma 1, we can conclude Theorem 2. 
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K of degree [Kl : k] = pl as above. From [9, Theorem 1], we can verify the following proposition.
Proposition 2. Let Kl and α be as above. Then Kl = k(αpn−l ) and (valKl (αp
n−l − 1), p) = 1.
To prove Theorem 4 mentioned in Introduction, we begin with recalling [1, Theorem].
Theorem 3. (See [1, Theorem].) Let K/k be a Galois extension of degree p and c1 the ﬁrst ramiﬁcation number
of K/k. Let a0 be the residue of c1 modulo p. Then O is A-free if and only if a0 divides p − 1.
From [6, Lemma 3], we have
Lemma 2. Assume a0 divides p − 1 and let x0 = (p − 1)/a0 . Then for 1 i < p, i is uniquely written in the
form:
i = i1a0 + i0 with 1 i0  a0 and 0 i1 < x0.
In the following, we shall prove the next theorem.
Theorem 4. Let K/k be a cyclic totally ramiﬁed Kummer extension of degree pn containing a Kummer element
α with (valK (α − 1), p) = 1. Let a = res(c1) and a0 be as above. Then for all l, Ol are simultaneously Al-free
if and only if a0|(p − 1) and a = a0(pm + pm−1 + · · · + 1) for some m with 0m < n.
By Proposition 2, for each l, we remark a subﬁeld Kl of K has a Kummer one-unit satisfying the
similar condition as the condition stated in Theorem 4 for K = Kn . We assume n  2 and prove the
next lemma.
Lemma 3. Let n 2 and assume that Ol are Al-free for all l. Then, if an−1 > 0, an−1 = a0 .
Proof. Let res(c1) = a = an−1pn−1 + a′ as above. By the assumption of Lemma 3, Ol is Al-free for
each l. By Theorem 3, a0 divides p − 1. To show an−1 = a0 or 0, we ﬁrst consider the case that
an−1 > 0 and an−1 = a0. By Lemma 2, an−1 is written in the form: an−1 = u1a0 + u0 with 0 < u0  a0.
From an−1 = a0, we see that if u0 = a0, then
0 < u1(< x0). (6)
Put i = ((a0 −u0)x0 +u1)pn−1 + pn−1 −1. Then, by 0 < u0  a0, a0 −u0 < a0 and (a0 −u0)x0 +u1 < p.
Thus 0 < i < pn and in−1 = (a0 − u0)x0 + u1. Then by a0x0 = p − 1,
res(ia) ≡ ((p − 1)(a0 − u0) + u1a0 − an−1 + a0 − 1)pn−1 + pn−1 − a′ (mod pn).
Hence
res(ia) = (p − 1)pn−1 + pn−1 − a′. (7)
Put hn−1 = (a0 − u0)x0 + u1 − (x0 − u1), so
hn−1 = in−1 − (x0 − u1) < in−1 < p,
since x0 − u1 > 0 by Lemma 2.
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then
res(ha) ≡ (p − 1)pn−1 + pn−1 − a′ − a0(x0 − u1)pn−1
(
mod pn
)
,
so
res(ha) = u1a0pn−1 + pn−1 − a′.
Therefore
res(ia) + a − pn − res(ha) = pn − pn−1 + pn−1 − a′ + an−1pn−1 + a′ − pn − u1a0pn−1 − pn−1 + a′
= (u0 − 1)pn−1 + a′ > 0.
Clearly in−1 − hn−1 = x0 − u1 > 0 and
p − 1
2
+ hn−1
2
− in−1 = 1
2
(u0x0 − x0) 0.
Further for 0 l < n − 1, il  hl and
p − 1
2
+ hl
2
− il = p − 12 +
p − 1
2
− (p − 1) = 0.
Hence we see that the above pair (h, i) satisﬁes (2) and (4) but does not satisfy (5). In case hn−1  0,
from Theorem 2, we can conclude that O(= On) is not A-free.
Next we consider the case in−1 − (x0 − u1) < 0, so we have hn−1 < 0, namely, (a0 − u0)x0 + 2u1 −
x0 < 0. By a0x0 = p − 1, p − 1 + 2u1 < (u0 + 1)x0. Then p − 1 < (u0 + 1)x0, so u0 = a0. Therefore
2u1 − x0 < 0, so u1 < (p − 1)/2 by x0  p − 1. Put h′ = pn−1, then res(h′a) = a0pn−1. Hence by (6)
and (7) with u0 = a0,
res(ia) + a − pn − res(h′a) = pn − pn−1 + pn−1 − a′ + (u1a0 + u0)pn−1 + a′ − pn − a0pn−1
= u1a0pn−1 > 0.
By (6), in−1 = u1  1 = h′n−1 and il  0 = h′l for 0 l < n − 1. Further by u1 < (p − 1)/2, we have
p − 1
2
+ h
′
n−1
2
− in−1 = 1
2
(a0x0 + 1− 2u1) = 1
2
(p − 2u1) > 0.
Therefore we know that (5) does not hold for the above pair (i,h′) (satisfying (2) and (4)). Summa-
rizing the above arguments, we conclude Lemma 3 
From Lemma 3, we see that if O1 is A1-free and O2 is A2-free, then a = a0 or a0(p + 1).
Proposition 3. Let a be a = a0pn−1 + a0(pm + pm−1 + · · · + 1) with a0|(p − 1) and assume n > 2. Then, if
m < n − 2,O is not A-free.
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res(ia) = (p − 1)pn−1 + pa′ +
[
x0
2
]
a′.
Put h = p, then res(ha) = a′p. Thus
res(ia) + a − pn − res(ha) = (a0 − 1)pn−1 +
([
x0
2
]
+ 1
)
a′ > 0.
Clearly il  hl for 0  l < n. Moreover p−12 + hn−12 − in−1 = p−12 − x0 + [ x02 ]  0. For n > 3 (n = 3),
p−1
2 + hn−22 − in−2 = p−12 > 0 ( p−12 + 12 − 1> 0), respectively. h and i satisfy (2) and (4). Therefore we
know that (5) does not hold for the above h, i and hence O is not A-free. The proof of Proposition 3
is completed. 
Now we begin to prove the ‘only if ’ of Theorem 4, using induction on n. By the inductive as-
sumption, we have that if Ol is Al-free for 1  l < n, then a ≡ a0(pm + pm−1 + · · · + 1) (mod pn−1)
for some m with 0 m < n − 1 with a0|(p − 1). Then from Lemma 3 and Proposition 3, it follows
a = a0(pn−1 + pn−2 + · · · + 1) or a0(pm + pm−1 + · · · + 1) with a0|(p − 1). The proof of the ‘only if ’
part of Theorem 4 is completed.
Next we begin to prove the ‘if ’ part. Let x0 = (p − 1)/a0 as above, so a0x0(pm + pm−1 + · · · + 1) =
pm+1 − 1. Put s = [ nm+1 ], so
a0
(
pm + pm−1 + · · · + 1)x0(p(m+1)s + p(m+1)(s−1) + · · · + 1)≡ (pm+1 − 1)(p(m+1)s + · · · + 1)
≡ −1 (mod pn).
By a = a0(pm + · · · + 1), we have for an integer x,
ax0x
(
p(m+1)s + p(m+1)(s−1) + · · · + 1)≡ −x (mod pn). (8)
Then, if 0< x < a, 0 < x0x < x0a = pm+1 − 1. Therefore for 0 l s,
p(m+1)l  x0xp(m+1)l <
(
pm+1 − 1)p(m+1)l < p(m+1)(l+1).
Hence
0< res
(
x0xp
(m+1)s)+ x0xp(m+1)(s−1) + · · · + x0xp(m+1) + x0x < pn.
Similarly, for an integer y,
a
(
pn − y)x0(p(m+1)s + p(m+1)(s−1) + · · · + 1)≡ (pn − y)(−1) ≡ y (mod pn). (9)
Moreover
(
pn − y)x0(p(m+1)s + p(m+1)(s−1) + · · · + 1)
≡ (pn−(m+1)s − yx0 − 1)p(m+1)s + (pm+1 − yx0 − 1)p(m+1)(s−1)
+ · · · + (pm+1 − yx0 − 1)pm+1 + pm+1 − yx0 (mod pn).
Then, if 0< y < a,
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((
pn−(m+1)s − yx0 − 1
)
p(m+1)s
)+ (pm+1 − yx0 − 1)p(m+1)(s−1)
+ · · · + (pm+1 − yx0 − 1)pm+1 + pm+1 − yx0 < pn.
Here we suppose that O is not A-free. Then by Theorem 2, there exist integers h and i with il  hl
for all l such that 0 < h i and
res(ia) + a − pn − res(ha) 0. (10)
Then res(ia) pn −a+ res(ha). By h > 0, res(ha) > 0 and so res(ia) > pn −a, whence for some x with
0 < x < a,
res(ia) = pn − x.
Thus by (8),
i ≡ xx0p(m+1)s + · · · + xx0pm+1 + xx0
(
mod pn
)
and
i = res(x0xp(m+1)s)+ x0xp(m+1)(s−1) + · · · + x0xpm+1 + x0x. (11)
According to similar arguments as for i, by (10), a > res(ha). Put y =res(ha), so by (9),
h ≡ pn − yx0
(
p(m+1)s + · · · + pm+1 + 1) (mod pn)
and
h = res((pn−(m+1)s − x0 y − 1)p(m+1)s)+ (pm+1 − x0 y − 1)p(m+1)(s−1)
+ · · · + (pm+1 − x0 y − 1)pm+1 + (pm+1 − x0 y). (12)
Therefore res(ia) + a = pn − x+ a0(pm + · · · + 1) and pn + res(ha) = pn + y. By (10),
a0
(
pm + · · · + 1) x+ y.
Multiplying by x0, we have
pm+1 − 1 x0x+ x0 y.
By il  hl ,
imp
m + · · · + i0  hmpm + · · · + h0,
so x0x  pm+1 − x0 y, because x0x = impm + · · · + i0 and pm+1 − x0 y = hmpm + · · · + h0 by (11) and
(12). Hence x0x + x0 y  pm+1, a contradiction. Therefore, by Theorem 2, we have that O is A-free,
and in the same way we can conclude Ol is Al-free. The proof of Theorem 4 is completed. 
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As in Section 1, let K/k be a totally ramiﬁed Kummer extension over the p-adic number ﬁeld k
and α a Kummer element satisfying (1). In this section, we show that the associated order A of O is
stable under the action of the group C . We choose and ﬁx a generator σ1 of G satisfying
σ i1
(
α j
)= ζ i jα j,
where ζ is a primitive pnth root of 1. Moreover, we choose any element ρ of C and ﬁx ρ in the
following. Then, there is an integer iρ such that
ρ(σ1) = σ iρ1 with (iρ, p) = 1 and 0 < iρ < pn.
Let jρ be an integer satisfying
iρ jρ ≡ 1
(
mod pn
)
and 0 < jρ < p
n, (13)
and let β = α jρ and τ = σ iρ1 . By (13), for integers i and j,
τ i
(
β j
)= ζ i jβ j . (14)
In the previous paper [7], we obtained the equations in terms of elements α and σ1, which we
used to determine A. In the following, we review the equations replacing α,σ1 by β , τ .
By (1), we have
valK
(
αp
i − 1)= pi(pne0 − c1). (15)
By ( jρ, p) = 1, we have similarly
valK
(
β p
i − 1)= pi(pne0 − c1). (16)
For 0 j < pn , write j = j0 + pj1 +· · ·+ pn−1 jn−1 with 0 jl < p as in Section 1 and deﬁne integers
d j by
d j =
[
valK
(
(α − 1) j0(αp − 1) j1 · · · (αpn−1 − 1) jn−1)/pn].
Then by (15) and (16),
d j =
[
valK
(
(β − 1) j0(β p − 1) j1 · · · (β pn−1 − 1) jn−1)/pn].
Moreover, from (15),
O =
∑
0 j<pn
o
(( ∏
0l<n
(
αp
l − 1) jl
)
/πd j
)
and so from (16),
O =
∑
j
o
(( ∏
0l<n
(
β p
l − 1) jl
)
/πd j
)
. (17)
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ei( j) = 1
pi
∑
0l<pi
ζ−pn−i jlσ p
n−i l
1
and
e′i( j) =
1
pi
∑
0l<pi
ζ−pn−i jlτ pn−i l.
Then ρ(ei( j)) = e′i( j) by ρ(σ1) = τ . We deﬁne elements ai and bi (0 i < n) by
ai =
∑
0 j<pn−i−1
ζ p
i jen−i−1( j) and bi =
∑
0 j<pn−i−1
ζ p
i je′n−i−1( j).
Then ρ(ai) = bi also. By [7, (14)], we have for j = j′ + pn−i−1 j′′ with 0  j′ < pn−i−1 and 0  j′′ <
pi+1,
(
σ
pi
1 − ai
)
α j = ζ pi j′(ζ pn−1 j′′ − 1)α j, (18)
and replacing σ1, α and ai by τ , β and bi in (18), by (14), we have similarly
(
τ p
i − bi
)
β j = ζ pi j′(ζ pn−1 j′′ − 1)β j . (19)
Further, by [7, (21.1)], for l =∑0i<n pili and j =∑0h<n ph jh satisfying jh  ln−h−1,
valK
((∏
i
(
σ
pi
1 − ai
)li)(∏
h
(
αp
h − 1) jh
)
/πd j
)
=
(∑
h
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph)
)
+ res
(
valK
(∏
h
(
αp
h − 1) jh
))
and similarly for τ and β ,
valK
((∏
i
(
τ p
i − bi
)li)(∏
h
(
β p
h − 1) jh
)
/πd j
)
=
(∑
h
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph)
)
+ res
(
valK
(∏
h
(
β p
h − 1) jh
))
. (20.1)
By [7, (21.2)], in the case jh < ln−h−1 for some h,
valK
((∏
i
(
σ
pi
1 − ai
)li)(∏
h
(
αp
h − 1) jh
)
/πd j
)
>
(∑
h
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph)
)
+ res
(
valK
(∏
h
(
αp
h − 1) jh
))
and also for τ and β ,
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((∏
i
(
τ p
i − bi
)li)(∏
h
(
β p
h − 1) jh
)
/πd j
)
>
(∑
h
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph)
)
+ res
(
valK
(∏
h
(
β p
h − 1) jh
))
. (20.2)
We remark now that for an integer f ′l ,
(∏
i
(
σ
pi
1 − ai
)li)
/π f
′
l ∈ A iff valK
((∏
i
(
σ
pi
1 − ai
)li)(∏
h
(
αp
h − 1) jh
)
/π( f
′
l +d j)
)
 0
for any j with 0 j < pn and similarly by (17),
(∏
i
(
τ p
i − bi
)li)
/π f
′
l ∈ A iff valK
((∏
i
(
τ p
i − bi
)li)(∏
h
(
β p
h − 1) jh
)
/π( f
′
l +d j)
)
 0.
Deﬁne fl by
fl = max
{
f ′l
∣∣∣
(∏
i
(
σ
pi
1 − ai
)li)
/π f
′
l ∈ A
}
.
Then, from [7, (20)],
fl = min
{[
valK
((∏
i
(
σ
pi
1 − ai
)li)(∏
h
(
αp
h − 1) jh
)
/πd j
)
/pn
] ∣∣∣∣ 0 < j =
∑
h
ph jh < p
n
}
.
As in the proof of [7, Theorem 2], applying (19), (20.1) and (20.2), we can prove the next theorem.
Theorem 5. (See [7, Theorem 2].) For l =∑0i<n pili , let fl be as above. Then
fl = e0
(∑
ln−h−1
(
pn−1 − ph)
)
+min
{[((∑
h
phln−h−1
)
c1 + res
(
valK
(∏
h
(
αp
h − 1) jh
)))
/pn
] ∣∣∣∣ jh  ln−h−1 for 0 h < n
}
= e0
(∑
ln−h−1
(
pn−1 − ph)
)
+min
{[((∑
h
phln−h−1
)
c1 + res
(
valK
(∏
h
(
β p
h − 1) jh
)))
/pn
] ∣∣∣∣ jh  ln−h−1 for 0 h < n
}
.
Finally, using the equations reviewed above and Theorem 5, we can prove the next theorem in the
same way as in the proof of [7, Theorem 6].
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A =
∑
0l<pn
o
(∏
i
(
σ
pi
1 − ai
)li)
/π fl
=
∑
0l<pn
o
(∏
i
(
τ p
i − bi
)li)
/π fl .
Therefore ρ(A) = A for ρ ∈ C, i.e. A is stable under the action of C .
3. Characterization of the realizable classes
Throughout the rest of this paper, let k be an algebraic number ﬁeld with ζ ∈ k. We denote by p
and v prime ideals of k dividing (p) and not dividing (p), respectively. As in the previous sections, let
L/k be a cyclic totally ramiﬁed Kummer extension of degree pn with eL/k(p) = pn and (c1(p), p) = 1
for all p, where eL/k(p) is the ramiﬁcation index and c1(p) is the ﬁrst ramiﬁcation number. Let kp
be the completion of k and Lp = kp ⊗k L. Further, assume L has a Kummer element α such that
valLp(α − 1) > 0 and (valLp(α − 1), p) = 1. Let A(p) be the associated order of OLp = op ⊗o OL
and assume OLp is A(p)-free for any p. We denote by A the associated order of OL and observe
Ap = op ⊗o A = A(p). Similarly, for each prime v , let Lv = kv ⊗k L and let A(v) be the associated order
of OLv . Then we also observe Av = ov ⊗o A = A(v). Moreover, by v  p,A(v) = ovG , hence Av = ovG .
In the rest of this paper, we ﬁx the extension L/k and consider the genus Γ (OL) containing the
A-module OL .
Here we take a cyclic Kummer extension K/k such that OK belongs to Γ (OL) under identifying
G(K/k) with G = G(L/k). Then
OKp
∼= A(p). (21)
Let J p(kG) be the p-idele group in
∏
vp(kvG)
× (the restricted direct product of (kvG)× with re-
spect to the subgroups (ovG)×) and let Up(oG) = ∏v(ovG)× . Further, let A(p) be the uncompleted
semilocalization of A at (p) and let
A×(p) =
{
f ∈ kG ∣∣ f ∈ A×p for any p|(p)}.
Then, for the locally free class group Cl(A), we have the isomorphism
Cl(A) ∼= J p(kG)/λ(A×(p))Up(oG)
(cf. [2, XI]), where λ is the diagonal embedding from A×
(p) to J
p(kG). Denote by j the quotient map
from J p(kG) to Cl(A). In this section, according to the arguments stated in [4], we obtain the charac-
terization of the set R(A) of realizable classes cl(OK ) in Cl(A).
Let k be the algebraic closure of k and Ω the Galois group of k/k. Moreover, let Ωv be the Ga-
lois group of kv/kv and Ωtv the Galois group of the maximal tamely ramiﬁed extension k
t
v over kv .
Let h be a (continuous) homomorphism h : Ω → G . Then, corresponding to h, there exists a Galois
G-extension Kh of k:
Kh = MapΩ
(hG,k),
where hG is the left Ω-set G with Ω acting by left multiplication via h. For a ∈ Kh and s ∈ G , as is
deﬁned by
as(t) = a(ts) for t ∈ G.
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ast = (at)s.
Let Kh be the ﬁxed ﬁeld kkerh of kerh. Then we see that Kh is k(h(Ω))-module and Kh is isomorphic
to G ⊗h(Ω) Kh as kG-modules. For an element f =∑σ∈G aσ σ of kG , an element ω of Ω acts on f as
follows:
f ω =
∑
σ
aωσ σ .
Remark 1. We identify kG with Map(Gˆ,k). In [4, p. 269], the action of Ω on kG is deﬁned by
f ω(χ) = ( f (χω−1))ω = ((χω−1)( f ))ω for f ∈ kG.
As ζ ∈ k and χω(σ ) = (χ(σ ))ω , we see two deﬁnitions of f ω coincide.
Here we deﬁne a subset H(kG) in kG by
H(kG) = { f ∈ (kG)× ∣∣ f ω/ f ∈ G for any ω ∈ Ω}
and H(kG) by H(kG) = H(kG)/G . Then an element f ∈ H(kG) deﬁnes an element h ∈ Hom(Ω,G) by
h(ω) = f ω/ f . By [4, (1.19)], we have an exact sequence
1 → G → (kG)× → H(kG) → Hom(Ω,G) → 1. (22)
For kv and Ωv , we deﬁne similarly H(kvG) by
H(kvG) =
{
f ∈ (kvG)×
∣∣ f ω/ f ∈ G for any ω ∈ Ωv}
and have an exact sequence
1 → G → (kvG)× → H(kvG) → Hom(Ωv ,G) → 1.
For hv ∈ Hom(Ωv ,G), let Khv = MapΩv (hv G,kv ) and Khv = kvkerhv . Then, by (v, |G|) = 1, Khv is
tamely ramiﬁed over kv , hence hv factors through the quotient Ωv → Ωtv . Thus we have the exact
sequence
1 → G → (kvG)× → H(kvG) → Hom
(
Ωtv ,G
)→ 1. (23)
Let H(ovG) = (H(kvG) ∩ (ovG)×)/G and H(Ap(oG)) =∏v H(ovG). Let H(Ap(kG)) be the restricted
direct product of H(kvG) with respect to the subgroups H(ovG).
We choose and ﬁx a generator σ1 of G and a generator χ1 of Gˆ such that
χ1(σ1) = ζ.
Deﬁne a map det from ZGˆ to Gˆ by det(
∑
χ∈Gˆ nχχ) =
∏
χ χ
nχ and let AGˆ = kerdet. Then we have an
exact sequence
0 → AGˆ → ZGˆ det−−→ Gˆ → 1.
We can easily verify the next proposition.
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n−1
1 − (pn − 1)χ1} is a basis of AGˆ over Z.
The element ω of Ω acts on a character χ by χω(σ ) = (χ(σ ))ω for σ ∈ G . Then, by ζ ∈ k, we
have HomΩ(ZGˆ,k×) = Hom(ZGˆ,k×) and HomΩ(AGˆ ,k×) = Hom(AGˆ ,k×). Since k× is divisible, as in
[4, (1.24)], we obtain the diagram of the exact sequences
1 Hom(Gˆ,k×) Hom(ZGˆ,k×) Hom(AGˆ ,k
×) 1
1 G (kG)× (kG)×/G 1.
Identifying HomΩ(ZGˆ,k×) with (kG)× , by [4, (1.25)], we get the alternate description of the middle
part of sequence (22):
(kG)× = Hom(ZGˆ,k×) rag−−→ Hom(AGˆ ,k×)= H(kG)(= H(kG)/G),
where the map rag is restriction to AGˆ . Similarly
(kvG)
× = Hom(ZGˆ,k×v ) rag−−→ Hom(AGˆ ,k×v )= H(kvG)(= H(kvG)/G).
Moreover, by [4, (2.14) Theorem], we have
H(ovG) = Hom
(
AGˆ ,o
×
v
)
. (24)
Next we deﬁne the resolvend map r : Map(G,k) → kG by
r(a) =
∑
ρ∈G
a(ρ)ρ−1 for a ∈ Map(G,k).
By [4, (1.7) and (1.8) Proposition], r(a) ∈ H(kG) for a ∈ Kh with Kh = kG · a. Denote rag(r(a)) by r(a).
Then, by [4, (1.27)], we have
H(kG) = {r(a) ∣∣ kG · a = Kh for some h ∈ Hom(Ω,G)}.
Let K/k be a cyclic Kummer extension satisfying (21) as in the above. Then, by (22), for some
h ∈ Hom(Ω,G), K = Kh and so for some element β of Oh = OK , K = kG · β and (Oh)p = A(p)β for
any p|p. Clearly
r(β) =
∑
0i<pn
σ i1(β)σ
−i
1
and r(β) ∈ H(kG). We deﬁne the subset H′(kG) by
H′(kG) = {r(β) ∣∣ for some h ∈ Hom(Ω,G), kGβ = Kh and A(p)β = (Oh)p for all p}. (25)
We remark (H′(kG)) is in general not a subgroup of kG . Moreover, according to McCulloh [4],
we deﬁne groups Λ and kΛ by Λ = Map(G,o) and kΛ = Map(G,k), respectively. Similarly let
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the isomorphisms
Λ×v ∼=
(
o×v
)(pn)
and (kvΛv)
× ∼= (k×v )(pn). (26)
Let J p(kΛ) be the restricted direct product of (kvΛv)× in
∏
v(kvΛ)
× with respect to the sub-
groups Λ×v . Further, let an element f v,σ i1 of (kvΛv)
× be deﬁned by
f v,σ i1
(
σ
j
1
)=
{
πv if j = i > 0,
1 otherwise,
where πv is a prime element of ov . Deﬁne a subset Fv of (kvΛv )× by
Fv =
{
f v
∣∣ f v = f v,σ i1 for 0 some i < pn
}
and a subset F of J p(kΛ) by
f ∈ F ⇔ f ∈ J p(kΛ) and f v ∈ Fv for all v.
Now we denote by q the order of the residue class ﬁeld ov/v and by ωv a primitive (qp
n − 1)th
root of 1 in kv . Clearly the extension kv (ωv ,π
1/pn
v )/kv is tamely ramiﬁed, so the Galois group
Gal(kv (ωv ,π
1/pn
v )/kv ) is generated by elements σv and φv as follows:
σv
(
π
1/pn
v
)= ζπ1/pnv , σv(ωv) = ωv , φv(ωv ) = ωqv and φv(π1/pnv )= π1/pnv .
Then, we know easily that
φvσvφ
−1
v = σv , σ p
n
v = 1 and φp
n
v = 1
and Khv is a subﬁeld of kv(ωv ,π
1/pn
v ) for any hv ∈ Hom(Ωtv ,G).
Next we deﬁne a Q-bilinear map
〈,〉 : QGˆ × QG → Q
by 〈χ i1, σ j1 〉 = res(i j)/pn (with 0 res(i j) < pn) and the map Θ : QGˆ → QG by
Θ
(
χ i1
)= ∑
0 j<pn
〈
χ i1, σ
j
1
〉
σ
j
1 .
Remark 2. In [4, (4.4)], the map κ : Ω → (Z/pnZ)× is deﬁned by ζω = ζ κ(ω) . Let G(n) denote the
group G with Ω-action given by
sω = sκ(ωn) for s ∈ G, ω ∈ Ω.
G(0) denotes G with trivial Ω-action. By ζ ∈ k, κ is trivial, so G(n) = G(0) = G for all n.
Let Θt( f ) = f ◦ Θ for f ∈ kΛ and Θt( f v,σ i1 ) = f v,σ i1 ◦ Θ for f v,σ i1 ∈ kvΛ. By [4, (4.3) Proposition],
we have for α ∈ AGˆ ,
Θ(α) ∈ ZG. (27)
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Θt
(
f v,σ i1
) ∈ H(kvG) = Hom(AGˆ ,k×v ).
Then, from [4, (5.6) Theorem], we can immediately conclude the next theorem.
Theorem 7. (See [4, (5.6) Theorem].) (i) Let hv ∈ Hom(Ωtv ,G). If av is a normal integral basis (n.i.b.)
of (Ohv )/ov , then r(av ) = Θt( f v,σ i1 )uv , where hv(σv) = σ
i
1 ∈ G and uv ∈ H(ovG). (ii) Let σ i1 ∈ G and
uv ∈ H(ovG) and let hv be the image of Θt( f v,σ i1 )uv deﬁned by (23). Then hv(σv) = σ
i
1 and Ohv /ov has
a n.i.b. av for which r(av ) = Θt( f v,σ i1 )uv .
Here we recall facts relating to an embedding: k → kv . For each prime v of k, we choose and ﬁx
an embedding: k → kv , from which we have the corresponding embedding of Ωv into Ω . Then, for
h ∈ Hom(Ω,G),h induces an element hv ∈ Hom(Ωv ,G) and so Khv ∼= kv ⊗k Kh = (Kh)v by [4, (2.1)]
and Ohv ∼= ov ⊗o Oh = (Oh)v by [4, (2.4)]. The inclusion kG ⊆ kvG induces the inclusion H(kG)(=
H(kG)/G) ⊆ H(kvG)(= H(kvG)/G) and hence H′(kG) ⊆ H(kvG). Clearly Λ ⊆ Λv and kΛ ⊆ kvΛv .
Now we are ready to state the next theorem, which is analogous to [4, (6.7) Theorem], and we can
prove in the similar way as in the proof of it.
Theorem 8. Let h ∈ Hom(Ω,G) and assume there exists an element β of Kh such that (Oh)p = A(p)β for
all p. Then (i) and (ii) hold.
(i) There exist elements c ∈ J p(kG), f ∈ F and u ∈ H(Ap(oG)) such that
r(β) ∈ H′(kG) and λ(r(β))rag c = Θt( f )u in H(Ap(kG)),
where λ :H′(kG) → H(Ap(kG)) is the diagonal embedding induced by the inclusion H(kG) ⊆ H(kvG).
Moreover f is uniquely determined by h.
(ii) If c satisﬁes the equation in (i), then j(c) = cl(Oh).
Proof. By the deﬁnition of H′(kG), r(β) ∈ H′(kG). Clearly h is tame, so for any v , there exists a
n.i.b. av of (Oh)v = Ohv and for some element cv ∈ kvG , av = cvβ . As r is an oG-homomorphism,
r(av ) = rag cvr(β). By [4, (2.11)], r(av ) ∈ (ovG)× if and only if Khv is non-ramiﬁed. For almost all v ,
Khv is non-ramiﬁed and β is a n.i.b. of Ohv , hence c = (cv) ∈ J p(kG) and λ(r(β)) ∈ H(Ap(kG)). By
Theorem 7, we have r(av) = Θt( f v)uv for some f v ∈ Fv and uv ∈ H(ovG). Further f v = f v,σ i1 with
hv(σv) = σ i1, and f v is uniquely determined by hv . Thus λ(r(β))rag c = Θt( f )u, where u =
∏
v uv .
Moreover f is uniquely determined by h.
To prove (ii), suppose λ(r(β))rag c = Θt( f )u, where c ∈ J p(kG), f ∈ F and u ∈ H(Ap(oG)).
Then r(β)cv = Θt( f v )uv . Since c−1v ∈ (kvG)× and H′(kG) ⊆ H(kvG), by (23), the image of r(β)
in Hom(Ωtv ,G) is equal to the image of Θ
t( f v)uv and the restriction hv of h. As h is tame,
by Theorem 7, Ohv = ovGav for some n.i.b. av and, if necessary, replacing av , r(av) = Θt( f v)uv
with f v = f v,hv (σv ) = f v,σ i1 . Then kvGβ = Khv = kvGav , so av = c
′
vβ for some c
′
v ∈ (kvG)× and
r(av ) = r(β)rag c′v . Therefore r(β)rag c′v = r(β)rag cv and cv/c′v ∈ G by (23), so j(c) = j(c′) in Cl(A)
since G ⊆ A×p clearly. By the deﬁnition of cl(Oh), cl(Oh) = j(c′), hence j(c) = cl(Oh). 
To prove the last theorem of this section, we ﬁrst recall properties of the generalized ideal group.
Let m = p2no and km = {a ∈ k | a ≡ 1 (mod∗ m)}. Let I(p) be the group of ideals v of k with
(v, (p)) = 1 and Pk(m) the subgroup of I(p) generated by principal ideals (a) with a ∈ km . Then
we have
J p(k)/
((∏
o×v
)
(km)
)
∼= I(p)/Pk(m)v
3476 Y. Miyata / Journal of Algebra 320 (2008) 3461–3480(cf. [3, p. 147]). By the generalized Dirichlet theorem for primes in arithmetic progressions, each ray
class mod m of I(p)/Pk(m) contains inﬁnitely many prime ideals of relative degree one in k. By (26),
for g ∈ J p(kΛ), g(σ i1) ∈ J p(k). Therefore there exist prime elements πv(i) of prime ideals v(i) for
0 < i < pn such that
g
(
σ i1
)≡ πv(i)
(
mod
(∏
v
o×v
)
km
)
.
Let f i = f v(i),σ i1 for i > 0 and f0 = 1. Clearly the product f =
∏
0i<pn f i belongs to F and f (σ
i
1) =
f v(i),σ i1
(σ i1) = πv(i) . Then, for some u(σ i1) ∈
∏
v o
×
v and some a(σ
i
1) ∈ km ,
g
(
σ i1
)= f (σ i1)u(σ i1)a(σ i1) for 0 < i < pn.
Let u(σ 01 ) = 1 and a(σ 01 ) = 1, so u ∈
∏
v Λ
×
v and a ∈ J p(kΛ). Remarking 〈α,σ i1〉 ∈ Z for α ∈ AGˆ by
(27), we have
Θt(g)(α) =
∏
0i<pn
g
(
σ i1
)〈α,σ i1〉
= g(σ 01 )〈α,1〉
∏
0<i<pn
f
(
σ i1
)〈α,σ i1〉u(σ i1)〈α,σ i1〉a(σ i1)〈α,σ i1〉
= 1 · (Θt(u))(α)(Θt( f ))(α)(Θt(a))(α), (28)
because 〈α,1〉 = 0. By (24), Θt(u) ∈ H(Ap(oG)). Next we treat a(σ i1). Deﬁne an element bi of k by
bi =
∏
0l<pn
a
(
σ l1
)res(li)/pn
for 1 i < pn,
and an element b of Hom(ZGˆ,k×) by
b
(
χ i1
)= bi for i > 0 and b(χ01 )= 1.
Then, we have for χ i1 − iχ1 ∈ AGˆ ,
b
(
χ i1 − iχ1
)= bib−i1 = Θt(a)(χ i1 − iχ1) ∈ 1+ p2no(p). (29)
By Proposition 4, Θt(a)(α) = b(α) for α ∈ AGˆ and by (27) and (28),
Θt(g)(α) = Θt( f )(α)Θt(u)(α)λ(b)(α). (30)
Here we remember the deﬁnition of R(A):
R(A) = {cl(Oh) ∣∣ h ∈ Hom(Ω,G), (Oh)p ∼= A(p) for all p|(p)}
and deﬁne a subset R(A) of J p(kG) by R(A) = j−1(R(A)). Then we have the next theorem, which is
analogous to [4, (6.17) Theorem].
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rag c ∈ λ(H′(kG))−1λ(ragA×(p))H(Ap(oG))Θt( J p(kΛ)).
Proof. First suppose c ∈ R(A). Then, by Theorem 8, there exist h ∈ Hom(Ω,G), f ∈ F , u ∈ H(Ap(oG))
and c′ ∈ J p(kG) such that Kh = kGβ and (rag c′)λ(r(β)) = uΘt( f ). Moreover, cl(Oh) = j(c), hence
c′c−1 ∈ λ(A×(p))Up(oG) since j(c′) = cl(Oh). By (24), rag(Up(oG)) ⊆ H(Ap(oG)), so rag c ∈ rag c′ ·
λ(ragA×(p))H(Ap(oG)) and
rag c ∈ λ(H′(kG))−1λ(ragA×
(p)
)H(Ap(oG))Θt( J p(kΛ)),
since Θt(F ) ⊆ Θt( J p(kΛ)).
Conversely suppose rag c = λ(r(β))−1λ(rag a)uΘt(g) for a ∈ A×
(p),u ∈ H(Ap(oG)), g ∈ J p(kΛ) and
r(β) ∈ H′(kG). By the deﬁnition of H′(kG), for some h ∈ Hom(Ω,G), Kh = kGβ and (Oh)p = A(p)β .
By (30), Θt(g) = Θt( f )u′λ(b) with u′ ∈ H(Ap(oG)), hence
(rag c)λ
(
r(β)
)= λ(rag a)uu′Θt( f )λ(b).
Now β can be written in the form: β = α0+α1+· · ·+αpn−1, where elements αi satisfy σ1(αi) = ζ iαi .
Then
(
r(β)
)(
χ
j
1
)= ∑
0i<pn
σ i1(β)χ
j
1
(
σ−i1
)= ∑
0l<pn
(∑
i
ζ (l− j)i
)
αl = pnα j .
Let β ′ be β ′ = α0 + b−11 α1 + · · · + b−1pn−1αpn−1. By the deﬁnition of bi,b−1i αi ∈ k with (b−1i αi)p
n ∈ k.
By (29), bi = wibi1 for some wi ∈ 1 + p2no(p) and αi = xiαi1 for some xi ∈ k, since σ1(αi1) = ζ iαi1.
Then b−1i αi = w−1i xi(b−11 α1)i , so b−1i αi ∈ k(b−11 α1) and (b−11 α1)p
n ∈ k. We may deﬁne the action σ1
on k(b−11 α1) by σ1(b
−1
1 α1) = ζb−11 α1. Then (r(β ′))(χ j1 ) = pnb−1j α j = b−1(χ j1 )(r(β)(χ j1 )), so
(rag c)λ
(
r
(
a−1β ′
))= Θt( f )uu′,
because r and λ are kG-homomorphisms. Since bp
n
1 ∈ 1+ p2no(p) ⊆ 1+ p2nop and 1+ p2nop ⊆ (k×p )p
n
,
we know kp(b
−1
1 α1) = kp(α1). Let h′ denote the element of Hom(Ω,G) corresponding to r(a−1β ′) in
(22). Then (Oh′ )p ∼= A(p), so r(a−1β ′) ∈ H′(kG). Hence, by Theorem 8, we have j(c) = cl(Oh′ ) and
c ∈ R(A). By uu′ ∈ H(Ap(oG)),
rag c ∈ λ(H′(kG))−1λ(ragA×(p))H(Ap(oG))Θt( J p(kΛ)).
The proof of Theorem 9 is completed. 
4. Stickelberger ideal
As in Section 3, let k be an algebraic number ﬁeld with ζ ∈ k and L be the ﬁxed totally ramiﬁed
Kummer extension. Let A[μE ] be the quotient algebra of A and SC be the Stickelberger ideal which
are deﬁned later. In this section, we obtain the relation between Cl(A[μE ])SC and R(A[μE ]).
First, we recall the deﬁnition of the bilinear form given in [4, (7.1)]:
[ , ] : Hom(ZGˆ,ZG) × J p(kΛ) → J p(kG)
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L = End(ZG) ◦ Θ ∩Hom(ZGˆ,ZG).
By the assumption of L, there exists an element βL of L satisfying (OL)p ∼= ApβL for all p|(p). Then,
by Theorem 8, there exist cL ∈ J p(kG), f L ∈ F and uL ∈ H(Ap(oG)) such that
cL = λ
(
r(βL)
−1)Θt( f L)uL .
Applying the arguments stated in the proof of [4, (7.6) Theorem], we have
Theorem 10.
[L, J p(kΛ)]⊆ c−1L R(A).
Proof. Following to the arguments in the proof of [4, (7.6) Theorem], we have for Φ ∈ L and g ∈
J p(kΛ),
rag
(
Φt(g)
) ∈ Θt( J p(kΛ)).
Then cLΦt(g) ∈ J p(kG), so
rag
(
cLΦ
t(g)
)= λ(r(βL)−1)Θt( f L)uL rag(Φt(g)).
By Theorem 9, for some element c of R(A),
rag
(
cLΦ
t(g)
)= rag c,
from which the proof of Theorem 10 is completed. 
Let E = End(G) and C = E× . Then E = (Z/pnZ) and C = (Z/pnZ)× . To avoid confusing the element
i of E with the element i of Z, we denote i of E by [i]. For [i] ∈ E , we can uniquely write [i] = [pm(i)i0]
with i0 ∈ C and 0m(i) n. Deﬁne the involution of E by [i] = [pm(i)i−10 ] for [i] of E . Here a map
φ : ZG → ZGˆ is deﬁned by φ(σ i1) = χ
pm(i) i−10
1 = χ [i] . E acts on Gˆ by
χ [i] = χ i(= χ ◦ [i]),
so ZGˆ = Zχ1E . Then we easily verify
([
i−10
]− i0)Θ(χ j1)= ([i−10 ]− i0)
( ∑
0l<pn
res( jl)
pn
σ l1
)
=
∑
l
res( jl) − i0res(i−10 jl)
pn
σ
i−10 l
1 . (31)
Hence ([i−10 ] − i0)Θ(χ j1 ) ∈ ZG . Then we have
Proposition 5. For i0 ∈ C, ([i−10 ] − i0)Θ ∈ L.
Next, we deﬁne the projection pr : Zχ1E → Zχ1C by
pr
(
χ i1
)=
{
0 if [i] /∈ C ,
χ i if [i] ∈ C ,1
Y. Miyata / Journal of Algebra 320 (2008) 3461–3480 3479and the algebra k[μE ] by k[μE ] = ∑i0∈C ken(i0)(= Map(χ1C,k)). Let A[μE ] be the image of A in
k[μE ]. R(A[μE ]) is deﬁned to be the image of R(A) in Cl(A[μE ]) under the restriction from χ1E to
χ1C . Moreover, let θ be the Stickelberger element:
θ =
∑
i0∈C
i0
pn
[
i−10
]
and let SC = ZCθ ∩ ZC . Now, from [8, Lemma 6.9 (p. 93)], we have
Proposition 6. Let I =∑i0∈C−[1] Z([i0] − i0) + Zpn. Then SC = Iθ .
We can easily verify that for ( j0, p) = 1,
χ
j0
1 ◦
(([i0] − i0)θ)= χ j01 ◦
(∑
l0∈C
(
l0 − i0res(i−10 l0)
pn
)[
i0l
−1
0
])
=
∑
l0
(
res( j0l0) − i0 res(i−10 j0l0)
pn
)
χ
i0l
−1
0
1
and so
([i0] − i0)θ ∈ ZC . (32)
Therefore, by (31) with the deﬁnitions of φ and pr, for c ∈ J p(k[μE ]) and j with ( j, p) = 1,
prt(c)
(
φ
(([
i−10
]− i0)Θ(χ j1)))= prt(c)
( ∑
0l<pn
res( jl) − i0 res(i−10 jl)
pn
χ
i0 l¯
1
)
= c
(∑
l0
(
res( jl0) − i0 res(i−10 jl0)
pn
)
χ
i0l
−1
0
1
)
= c(χ j1 ◦ (([i0] − i0)θ)), (33)
where l¯ = pm(l)l−10 for l = pm(l)l0. From Theorem 10 with Proposition 5, it follows
[([
i−10
]− i0)Θ,prt(c)]⊆ c−1L R(A). (34)
The action of C on J p(A[μE ]) is written in the form: c[i0](χ) = c(χ [i0]). By Theorem 6, we see
[i0]
(
A×(p)
)⊆ A×(p).
Clearly [i0](Up(oG)) ⊆ Up(oG), so the action of C on Cl(A[μE ]) can be deﬁned and for c ∈ J p(kG),
j
(
cα
)= ( j(c))α for α ∈ SC .
Then, by (34), we have the next theorem, which is analogous to [4, (7.49) Theorem].
3480 Y. Miyata / Journal of Algebra 320 (2008) 3461–3480Theorem 11. Let SC = ZCθ ∩ ZC. Then Cl(A[μE ])SC ⊆ j(c−1L )R(A[μE ]).
Proof. Let c ∈ J p(k[μE ]) and α ∈ SC . By Proposition 6, for α ∈ SC ,α = βθ with β ∈ I . Then by (32)
and (33),
prt(c) ◦ φ ◦ (([i−10 ]− i0)Θ)= c ◦ (([i0] − i0)θ)= c([i0]−i0)θ
and so
prt(c) ◦ φ ◦ (βΘ)(χ j1)= cα(χ j1) for ( j, p) = 1,
since pr(φ(pnΘ(χ j1 ))) = χ j1 ◦ (pnθ). Then j(c)α = j(cα) ∈ j(c−1L )R(A[μE ]) by (34). The proof of Theo-
rem 11 is completed. 
Remark 3. In [5], for n = 1, we deﬁne a map N from the genus Γ (OL) to Cl(A) in the different
way and obtain N(OL) ∈ Cl(A[μE ])SC for a wildly ramiﬁed extension L/k of degree p. We have
Cl(A[μE ])SC = R(A[μE ]) [5, Theorem 3].
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