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SUMMARY 
A new approach to the design  and  analysis of linear  multivari- 
able  systems is given.  Several  applications of one rather  simple 
basic result,  called  the  structure  theorem,  are  presented. This 
theorem  allows  us  to  combine  time  and  frequency  domain  information 
in a  compact,  concise  expression  for  the  transfer  matrix  of  a 
linear  multivariable  system. This expression  and  the  definitions 
required to formulate it are used  to  establish  new results, which, 
for  the  most  part,  can  be  classified as design  algorithms  that  can 
be implemented by  using  pencil  and  paper methods alone, if  the 
system  order  is  relatively low, or by employing  rather  simple 
computer  programs. 
given  the  transfer  matrix  of  a  system,  is  introduced. A direct, 
constructive  technique  for  arbitrarily  assigning  all  eigenvalues 
(closed  loop  poles)  of  a  controllable  multivariable  system by us- 
ing  linear  state  variable  feedback  is  also  given. A simplified 
expression  for  the  characteristic  equation  of  a  system  compensated 
by  linear output  feedback  is  discussed  from  the  viewpoint  of  pole 
assignment.  Questions  pertaining  to  linear  optimal  control  are 
considered,  and  improvements  are  made  over  prior  work  in  the  areas 
of  spectral  factorization  and  the  root-square  locus.  Specifically, 
a  solution  to  the  output  regulator  problem  is  formulated  in  the 
frequency  domain,  and  spectral  factorization is employed  to  obtain 
the  optimal  control  law  solution. A simplified  expression  is given 
for  formulating  and  plotting  the  root-square  locus.  Various  ques- 
tions  pertaining  to  the  design  of  noninteracting  control  systems 
are  also  considered, and a  procedure  is  given  for  determining  which 
poles  cannot  be  altered  while  decoupling  a  system  using  linear 
feedback. A design  algorithm  for  achieving  naximum  pole  assign- 
ment  under  linear  decoupling  feedback  is  presented. All systems 
which  can be decoupled by  using  input dynamics  are  characterized, 
and an  algorithm  is  outlined  for  achieving  an  asymptotically 
stable  decoupled  design  with  arbitrary  pole  placement.  Two  design 
algorithms  for  achieving  a  noninteractive  design  via  linear  state 
variable  feedback  are  given. The design  of  a  helicopter  stability 
augmentation  system  based on desired  handling  qualities is pre- 
sented.  Many  of  the  results  are  applied,  and  pencil  and  paper 
methods  are  employed  to  achieve  the  final  control  system  used. 
In  particular,  a  new  technique  for  obtaining  realizations, 
" 
*The  research  reported  has  been  carried out under  the  supervision 
of Prof. Peter L. Falb  and  has  also  been  submitted to Brown  Univer- 
sity  as  a  dissertation in partial  fulfillment  of  the  requirements 
for  the  degree of Doctor of Philosophy  in the Electrical  Sciences. 
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1. INTRODUCTION 
We have  witnessed  a  radical  change in the  methods  used for 
the  design  and  analysis of control  systems during the  past  decade. 
Control  systems engineers, who  once  relied almost entirely on 
classical  frequency  domain  techniques  such as the  root  locus, 
Bode  plots,  and  Nyquist  diagrams,  are  gradually  adopting  the 
modern  state  space  approach  to  system  des.ign.  This  is  primarily 
due  to  the  rapid  theoretical  advances  made  over  the  past  few 
years, especially  in  the  area of optimal control, and  to  the evo- 
lution  of  the  high speed, easily  accessible  digital  computer. 
Designs  which  once  took  weeks of effort involving  excessive  multi- 
loop  analysis and elaborate  trial and error  simulation  can ow be 
obtained  in  a  matter of minutes or even  seconds. Today’s control 
literature  is  filled  with  applications of modern  control theory, 
via  computational  algorithms,  to  the  design  and  analysis of dy- 
namical  systems  and  the  end  is  not  in  sight.  However,  we  cannot 
be  overly  optimistic  in  evaluating  the impact of modern  control 
theory on practical  system  design.  Many  systems  are  still  too 
complex for even  the  latest  theory  or  computational  algorithms  to 
handle,  and  trial and  error  simulation  and  evaluation  appear to 
be  the  only  alternative  in  achieving  a  satisfactory  design. 
Furthermore,  computational  algorithms  employing  modern  control 
principles do not always  lead to a  satisfactory  design  or a de- 
sign  which  can  easily  be  altered.  Frequency  domain  techniques 
still  retain  certain  advantages over state  space  methods,  espe- 
cially  for  single input, single  output  systems.  In  the  case of 
multivariable systems, however, time  domain  methods  have  thus f a r  
been  dominant. 
The  primary  purpose  of  this  report  is  to  present  new  insight 
into  the  design and  analysis of linear  multivariable  systems. 
This is accomplished  by  presenting  a  number of applications of 
one  rather  simple  basic result, called  the  structure  theorem. 
This theorem, which can easily  be  stated  and  established,  allows 
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US t o  combine t i m e  domain and frequency domain information in one 
c o n c i s e  e x p r e s s i o n  f o r  t h e  t r a n s f e r  m a t r i x  o f  a l i n e a r  m u l t i -  
va r i ab le  sys t em.  We u s e  t h i s  c o m p a c t  t r a n s f e r  m a t r i x  e x p r e s s i o n  
t o  e s t a b l i s h  s e v e r a l  new r e s u l t s ,  which represent  the main con-  
t r i b u t i o n  o f  t h i s  r e p o r t .  T h e s e  r e s u l t s ,  f o r  t h e  most p a r t ,  c a n  
b e  c l a s s i f i e d  as des ign  a lgo r i thms .  An i m p o r t a n t  f e a t u r e  o f  many 
o f  t hese  a lgo r i thms  i s  that  they can be implemented by using 
penc i l  and  pape r  me thods  a lone ,  i f  t he  sys t em o rde r  is r e l a t i v e l y  
low.   For   higher   order   systems,   appropriate   computer   a lgori thms 
can be employed t o  s i m p l i f y  t h e  d e s i g n  p r o c e s s .  
W e  i n t r o d u c e   t h e   s t r u c t u r e  theorem i n  S e c t i o n  2 .  S e c t i o n s  
3 ,  4 ,  and 5 are,  f o r  t h e  most   par t ,   mutua l ly   independent ,   and  
r e p r e s e n t  a v a r i e t y  o f  r e s e a r c h  areas where t h e  s t ruc tu re  theo rem 
has   been   success fu l ly   app l i ed .   Sec t ion  6 ,  which d e a l s   w i t h  a 
p r a c t i c a l  d e s i g n  p r o b l e m ,  u s e s  t h e  r e s u l t s  o b t a i n e d  i n  most of  
t h e  p r i o r   s e c t i o n s .  Each s e c t i o n   c o n t a i n s   a n   i n t r o d u c t i o n   a n d  
severa l  examples  t o  assist t h e  r e a d e r  i n  u n d e r s t a n d i n g  t h e  v a r i o u s  
s t e p s   t a k e n .  A l i s t  of symbols   and   spec ia l   no ta t ions  are inc luded  
as Appendixes A and B r e s p e c t i v e l y .  
2 .  A STRUCTURE THEOREM FOR LINEAR MULTIVARIABLE SYSTEMS 
The pr imary purpose of t h i s  s e c t i o n  i s  t o  s ta te  and  prove a 
s i m p l e  b a s i c  r e s u l t  w h i c h  u n d e r l i e s  t h e  r e m a i n d e r  o f  t h i s  r e p o r t .  
T h i s  r e s u l t ,  which w i l l  b e  c a l l e d  t h e  s t ruc tu re  theo rem,  enab le s  
one t o  e x p r e s s  t h e  t r a n s f e r  m a t r i x  o f  a n y  l i n e a r ,  t i m e - i n v a r i a n t  
dynamical   system  in  a c o n c i s e  and  compact  manner. T h i s  expres s ion  
f o r  t h e  t r a n s f e r  m a t r i x  i s  based on a canonical  form f o r  t h e  
dynamica l   equa t ions   which   charac te r ize   the   sys tem.  The s t r u c t u r e  
theorem then  provides  a means f o r  d i r e c t l y  e x p r e s s i n g  the t r a n s f e r  
m a t r i x  o f  t h e  s y s t e m  i n  terms of  t h e  canon ica l  equa t ions  o f  mot ion .  
The e f f e c t  o f  l i nea r  s ta te  v a r i a b l e  f e e d b a c k  o n  t h e  t r a n s f e r  m a t r i x  
o f  t he  sys t em i s  a l s o  c l a r i f i e d .  A l l  o f  t h e s e  p o i n t s  are d i s c u s s e d  
i n  r e f e r e n c e  1 and w i l l  b e  c o v e r e d  i n  d e p t h  i n  S e c t i o n s  2 . 1 ,  2 . 2 ,  
and 2 . 3 .  
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I n  S e c t i o n  2 .1 ,  w e  d e f i n e  t h e  class of sys tems cons idered  
a n d  d i s c u s s  l i n e a r  s ta te  var iab le  feedback  and  i t s  i m p l i c a t i o n s .  
S e c t i o n  2 . 2  s e r v e s  t o  i n t r o d u c e  t h e  s t r u c t u r e  t h e o r e m  for t h e  case 
of  systems  which are c o m p l e t e l y   c o n t r o l l a b l e .  The g e n e r a l  s t r u c -  
tu re  theorem i s  p r e s e n t e d  i n  S e c t i o n  2 . 3 .  
2 . 1  T r a n s f e r  Matrices and S t a t e  V a r i a b l e  . Feedback 
The class of systems which w i l l  b e  c o n s i d e r e d  i n  t h i s  r e p o r t  
- . .  
can  be  de f ined  in  t h e  following manner:  
where x - i s  an n v e c t o r ,   c a l l e d   t h e  s ta te :  u - i s  an m v e c t o r ,   c a l l e d  
t h e   i n p u t ;  y i s  a p v e c t o r ,   c a l l e d   t h e   o u t p u t ;   a n d  A ,  " B ,  and C - are 
c o n s t a n t  matrices o f   t he   app ropr i a t e   d imens ion .  We assume t h a t  
t h e  m i npu t s  and  p o u t p u t s  a r e  l i n e a r l y  i n d e p e n d e n t ,  i . e . ,  B - and 
C - are o f  fu l l  r ank .*  Fur the rmore ,  a s suming  z e r o  i n i t i a l  condi-  
t i o n s  on t h e  s t a t e  x ,  - w e  can determine and express  the open loop 
t r a n s f e r  m a t r i x ,  T ( s ) ,  r e l a t i n g  t h e  L a p l a c e  t r a n s f o r m  of t h e  
o u t p u t  y ( s ) ,  t o  t h e  L a p l a c e  t r a n s f o r m  o f  t h e  i n p u t ,  ~ ( s ) ,  of
E q .  (11, i n  terms o f   t h e   t r i p l e  {A, " -  B ,  C }  as 
-0 
We w i l l  b e  i n t e r e s t e d  i n  t h e  e f f e c t  of l i n e a r  s ta te  v a r i a b l e  
f eedback   on   t he   t r ans fe r   ma t r ix   o f   t he   sys t em.   In   pa r t i cu la r ,  
suppose  tha t  
where w i s  an  m-dimens iona l  ex terna l  input ,  and  F and G a re  con-  
s t a n t  matrices o f   app ropr i a t e   d imens ion .   Subs t i t u t ing  E q .  ( 3 )  
- - - 
* T h i s  c o n d i t i o n  s h o u l d  h o l d  i n  most cases. I f  it does  no t ,  w e  
merely reduce the dimension of B and/or  C u n t i l  it does.  - - 
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f o r  u - i n t o  E q .  (1) , a n d  s o l v i n g  f o r  y ( s )  i n  terms o f  w ( s )  , w e  
o b t a i n  ' t h e  c l o s e d  l o o p  t r a n s f e r  matr ix ,  
. .  - 
T ( s )  = C ( s I  - A - BFj'IBG -FIG - -- ( 4 )  
" 
-- 
Paramount t o  the development  of t h e  s t r u c t u r e  t h e o r e m  i s  t h e  
o b s e r v a t i o n  t h a t  t h e  t r a n s f e r  m a t r i x  o f  a l i n e a r  s y s t e m  r e p r e -  
s e n t s  a n  i n p u t / o u t p u t  r e l a t i o n s h i p  a n d ,  c o n s e q u e n t l y ,  s h o u l d  b e  
independent   o f   the   choice   o f  " s ta te"  f o r   t h e   s y s t e m .   I n   p a r t i c u -  
l a r ,  i f  w e  c o n s i d e r  t h e  e f f e c t  o f  a l t e r i n g  t h e  s ta te ,  x ,  - o f  t h e  
system  (Eq. (1)) v i a   a n   ( n x n )   n o n s i n g u l a r   s i m i l a r i t y   t r a n s f o r m a -  
t i o n  Q ,  - by s e t t i n g  
I .  
- = @ 
w e  o b t a i n  an  "equ iva len t "  sys t em 
o r  
where A; = QAQ , = 91, and C = . W e  now e s t a b l i s h   a n  i m -  
p o r t a n t  w e l l  known p r o p o s i t i o n  ( ~ 1 ) :  
A -1 A A -1 
P1: T r a n s f e r  matrices of e q u i v a l e n t  s y s t e m s  a r e  i d e n t i c a l .  
Proof:  S imply   no t ing   t ha t  
- .- 
= CQ (SI_ - Q2Q 1 QB = c ( S E  - A) - 
( 8 )  
-I -1 -I -1; 
" "
We c a n  a c t u a l l y  g o  o n e  s t e p  f u r t h e r  a n d  e s t a b l i s h  t h e  
e q u a l i t y  of t r a n s f e r  m a t r i c e s ' o f  e q u i v a l e n t  s y s t e m s  a f t e r  t h e  
a p p l i c a t i o n   o f   l i n e a r  s ta te  v a r i a b l e   f e e d b a c k .   I n   p a r t i c u l a r ,  
5 
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W e  n o t e  t h a t  Eq.  (9) i s  a r e l a t i v e l y  s i m p l e  e x p r e s s i o n  f o r  t h e  
c l o s e d  l o o p  t r a n s f e r  m a t r i x  of t h e  s y s t e m  i n  terms of  i t s  time 
domain r e p r e s e n t a t i o n .  However, t h e   r e d u c t i o n  of Eq. ( 9 )  t o  a 
(pxm) m a t r i x  of t r a n s f e r  f u n c t i o n s  r e q u i r e s  t h e  i n v e r s i o n  o f  t h e  
(nxn)   mat r ix  ( s ;  - A - BF) o r  (s; - e - BF).   Furthermore,   the  
e f f e c t  o f  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k  o n  t h e  pm terms compris- 
i n g  t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  i s  n o t  a t  a l l  appa ren t .  The 
s t ructure  theorem, which w i l l  be i n t r o d u c e d  i n  t h e  n e x t  s e c t i o n ,  
s i g n i f i c a n t l y  corrects t h e s e  d e f i c i e n c i e s .  
A A A  
- -- " 
I n  d e v e l o p i n g  t h e  s t r u c t u r e  t h e o r e m  f o r  m u l t i v a r i a b l e  s y s t e m s ,  
w e  w i l l  f irst c o n s i d e r  s i n g l e  i n p u t  ( m  = 1) systems,  sometimes 
r e f e r r e d  t o  as s c a l a r  s y s t e m s .  The d i s c u s s i o n  d e a l i n g  w i t h  t h i s  
class of  sys tems i s  no t  i n t ended  t o  be r i g o r o u s ,  s i n c e  a l l  o f  t he  
s ta tements  which  w i l l  be  made h e r e  e i t h e r  h a v e  b e e n  e s t a b l i s h e d  
elsewhere or  w i l l  b e  e s t a b l i s h e d  f o r  t h e  more g e n e r a l  ( m u l t i -  
v a r i a b l e )  class o f  sys t ems  in  Sec t ion  2 . 2 .  
For scalar  sys tems,  it i s  w e l l  known ( re f .  2 )  t h a t  (1) l i n e a r  
s ta te  va r i ab le   f eedback   (u  - = -- f x  + w )  - a f f e c t s   o n l y   t h e  closed loop  
p o l e s  o f  t h e  t r a n s f e r  f u n c t i o n ,  a n d  ( 2 )  any  c losed loop conf igu ra -  
t i o n  c a n  be a c h i e v e d  v i a  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k  i f  t h e  
p a i r  { A , b )  " i s  c o m p l e t e l y   c o n t r o l l a b l e .   I n   p a r t i c u l a r ,   i f   t h e   p a i r  
{A,bl  i s  comple t e ly  con t ro l l ab le ,  one  can  f ind  a s i m i l a r i t y  t r a n s -  
formation Q ,  - which   t ransforms  the   pa i r  { A , b )  " t o  a c o n t r o l l a b l e  
companion  form (ref .  3 ) ,  a f t e r  w h i c h ,  t h e  e f f e c t  o f  s ta te  feed- 
back i s  i m m e d i a t e l y   a p p a r e n t .   T h i s   p o i n t   c a n   e a s i l y   b e   i l l u s t r a t e d  
by   example .   Cons ider   the   fo l lowing   comple te ly   cont ro l lab le   pa i r  
{A,b} " r e p r e s e n t i n g  a scalar system  whose  equat ions  of   motion  are  
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given by Eq. (1) , w i t h  
A =  2 - 2 7  1' O 2  
L l  1 3  
The o u t p u t  y (and hence c )  - can  be  chosen  a rb i t r a r i l y  and  p l ays  no 
i m p o r t a n t  r o l e  a t  t h i s  p o i n t .  S u p p o s e  w e  are r e q u i r e d  t o  s tudy  
t h e  e f f e c t s  o f  l i nea r  s ta te  va r i ab le  f eedback  on the  c losed  loop  
t r a n s f e r   f u n c t i o n   o f   t h i s   s y s t e m .  We n o t e  t h a t  t h e  c l o s e d  l o o p  
p o l e s  ( z e r o s  of t h e  denomina to r  o f  t he  t r ans fe r  func t ion )  o f  t he  
sys t em a re  equa l  t o  the  e igenva lues  o f  (A - + b f )  " ( r e f .  2 ) .  Fu r the r -  
more, t h e  numerator of t h e  t r a n s f e r  f u n c t i o n  i s  una f fec t ed  by - f ,  
t he   f eedback   vec to r   ( r e f .  2 ) .  The e f f e c t   o n  t h e  c losed   l oop   po le s  
o f  t he  sys t em ( the  e igenva lues  o f  (A + GI)), due t o  v a r i a t i o n  o f  
- f ,  i s  n o t  a t  a l l  a p p a r e n t  i n  terms o f  t he  g iven  pa i r  {fi,b). How- 
ever ,   suppose  w e  t r ans fo rm  the   pa i r   {A ,b}  " t o   c o n t r o l l a b l e  cornpan- 
i o n   f o r m   u s i n g   t h e   s i m i l a r i t y   t r a n s f o r m a t i o n  Q, - where 
1 -1 1 
a =[: ; 41 
Techn iques  fo r  f ind ing  a s u i t a b l e  Q - a r e  g i v e n  i n  r e f e r e n c e s  4, 5 ,  
6 ,  and 7 ,  f o r   c o m p l e t e l y   c o n t r o l l a b l e   s c a l a r   s y s t e m s .   I n  terms 
o f  t h e  new s t a t e  z = Qg, w e  o b t a i n  t h e  d i f f e r e n t i a l  e q u a t i o n s  
5: = QIQ-lz + Qbu = Az + bu, where A A - "- " "
A [  
0 1 0  
F;= 0 0 1  
1 0 2  
I f  one now d e a l s  w i t h  t h e  new s ta te  z and the  cor responding  
h A  
- 
pa i r   {A,b ] ,  - -  it i s  c lear  t h a t   l i n e a r  s ta te  va r i ab le   f eedback ,  
7 
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A 
u = fz + w, where  f = I:? , $ I ?  I I yields the closed  loop  matrix 
" - 1 2 3  
n 
1 
0 
A 
z3+2 :I 
Clearly,  one can select  the  feedback  vector  f  to  achieve any de- 
sired  third  (final)  row of the  companion matrix (i + g i ) .  Since 
the  characteristic  polynominal of a  companion  matrix  is  expressed 
directly  in  terms of the  elements  comprising  the  final row (ref. 8), 
that is, 
n 
- 
I s &  - A - = s 3  - (?3 + 2)s - f2s - fl - 1 A 2 A  A - " 
it follows  that  all  three  eigenvalues of (A + bf) can be  arbi- 
trarily  chosen.  Furthermore,  since ( f i  - + 6:) -- = Q ( A  - -  + bf)Q-', " - 
A A A  
- "
where  f = f a ,  the  eigenvalues  of (A + bf)  are  the  same  as  those A - - "
of (i - + G z )  " (ref. 8 ) .  Therefore, we conclude  that  the  effect  of 
linear  state  variable  feedback on the eigenvalues of (A - + bf), " 
actually on the  coefficients of the  characteristic  equation of 
the  given  scalar system, can  easily be understood by considering 
the  equivalent  companion  form  system. A similar  result  holds  for 
multivariable  systems and, as  we  will show, forms  the  basis of 
the  structure  theorem. 
2.2 A Structure  Theorem  for  Controllable  Systems 
In  the  case  of  multivariable systems, we are  interested  in 
finding  a  similarity  transformation Q ,  which  transforms  the  given 
system  to  a  canonical  form  similar  to  the  companion  form for 
scalar  systems. A s  we will show, an appropriate Q - always  exists 
and  can  be  found  if  the  pair {A,B) - -  is completely  controllable by 
first  considering  the  (nxnm)  matrix K = [ B , A B , .  . . ,A E ] .  
Clearly, K - has  rank  n  if  the  pair {A,!) is  completely  controllable, 
and it is possible  to  define  a "lexicographic" basis  for R con- 
n-1 - - " 
n 
8 
sisting of the  first  n  linearly  independent  columns of 5 possibly 
reordered  (ref. 7). We let L - be the  matrix  whose  columns  are  the 
elements  of  the  "lexicographic"  basis so that 
[ 
0 -1 1 02-1 L - = b _ l r A f i l r  - r F ,  +Q21...IA G 2 I  IA -a -lb ] (10) m -m 
where glI...'b are  the  columns of B. Setting -m - 
k 
do = 0 , dk = E o i  k = 1,2,...Im 
i=l 
and  letting Rk be  the  dk-th row of L-lI - we can see  that  the 
matrix Q given by 
represents  a  similarity  transformation  for  which E q . (7) is  in 
"companion1'  form  (refs. 7 and 9 ) .  More  precisely,  in  terms of 
the  transformed  state E q .  (7) I = (aij)  is  a  block  matrix  of  the 
form 
A A 
9 
wi th  Aii a ( a .  x a .  ) companion m a t r i x  
A 
- 1 1  
L 
g iven  by 
... 0 
0 
0 
A 
a ( a .  xo . ) m a t r i x   g i v e n  by 
and % 1 7  
... 0 
a 
h 
di ,di- l  
... d i ,d  a 
j 
f o r  i # j and  with B = ( b .  . )  an (nxm) m a t r i x  g i v e n  A h - 1 7  
B =  
A 
- 
- 
0 0  0 ... 0 . .  . .  . .  
0 0  0 0 . .  . .  
. .  . .  . .  
0 0  6 
b 
x 
d2 , m  
i 
I 
Since  6 - as g iven  by E q .  ( 1 6 )  has  ze ro  rows e x c e p t  f o r  t h e  
d l - th ,  d2 - th ,  ..., dmth rows, w e  need only c a l c u l a t e  t h e  c o r r e s p o n d -  
i n g  columns of (SI - 4 - €33) i n  o r d e r  t o  o b t a i n   t h e   t r a n s f e r  
m a t r i x  TF ( s )  = g (sz  - 8 - BE) 'B = C (SI - A - I33) _. Moreover , 
&? " has   ze ro  rows e x c e p t   f o r   t h e  d - t h ,   d 2 - t h , .  . . ,dm-th rows and 
so  A + BF i s  a g a i n  a b lock  ma t r ix  of e x a c t l y  t h e  same form as A .  
A A  -1 
A - A A A  -1; - - -  - 
A A A  1 A 
- " - 
10 
In other words, f i  + g? = (@ij) is a  block matrix of the  form 
+ 
... 
... 
where gii is a(o.xo.) companion  matrix  given by 
1 1  
1 
0 
0 
... ... 
... 
and - Qij is  a (0~x0.) matrix  given by 
1 7  
for  i # j. These two simple  observations  are  basic  to  the 
structure  theorem  (Tl) : 
T1:  Suppose  that  the  pair  (A,B)is - controllable  and 
let T,(s) = C (SI - A - l33) be the  transfer  matrix 
- - " - 
of thz system & = (A - + BF)x " - + Bw,y = gx. Then -
11 
A 
where C - = CQ " I - ~ ( s )  is
1 
S 
-1 
Ol 
S 
0 
0 
0 
the 
0 
0 
0 
1 
u -1 2 
S 
(nxm) matrix  given by 
0 
... ... 
-F 6 (s) is  the  (mxm)  matrix (6F,ij ( S I )  
b? 
-L 
6 ( s )  = det(s1 - @ ) and 6F F,ii -0 i -ii - I ij 
- 
'di Id j-l+l-s'di Id -1+2 
-... - s  
A 
Em is the ( m x m )  matrix  given by 1 
- 
0 
0 
0 
0 
0 
u -1 m 
S - 
with  entries  given 
( s )  = 
'di,d. for  i # j, and I" .- 
A "I 1 
12 
Proof :   In   v i ew  o f   t he   p ropos i t i on  (Pl), w e  need  only show 
t h a t  C ( S I  - A - BF)-'; = C S ( S ) ~ , ~ ( S ) B _ ~ .  T o  do t h i s ,  it w i l l  be  
s u f f i c i e n t  t o  show t h a t  
- A  A A  A A 
" - " - " - 
o r ,  e q u i v a l e n t l y ,   t h a t  
But Eq. ( 2 4 )  i s  an  immediate  consequence of t h e  d e f i n i t i o n s  o f  
- S ( s )  and i F ( s ) .  Thus the theorem i s  e s t a b l i s h e d .  - 
T h i s  seemingly innocuous and esai ly  proved theorem has,  as  
w e  s h a l l  see, a number of s ign i f i can t   consequences .  For a begin-  
i n g ,  w e  h a v e  t h e  c o r o l l a r y  ( C 1 )  : 
C 1 :  L e t  A F ( s )  = d e t ( s 1  - A - B F ) ,  and C * ( s )  = c S _ ( s ) .  
A 
- - - " - -
Then, A F  ( E )  = d e t  ( 6  ( s )  ) and if p = m ,  t hen  - -F - 
where TF(s) = N (s)/AF(s) ( i . e .  N (s) i s  t h e  numera- 
t o r  o f  t h e  t r a n s f e r  m a t r i x ) .  
-F - -E 
Proof :  B y  t h e   d e f i n i t i o n   o f  TF(s), w e  have T,(s) = 
- - - NF (s)/AF(s) . I t  fo l lows  f rom the  tgeorem t h a t  - - 
where iF ( s )  = I I F ( s ) / d e t ( f i F ( s ) ) .  However, A,(s) and d e t ( i F ( s ) )  
are bo& monic polynomials-of  degree (n)  and-the entr ies  i n  €$ (s)  
-1 
- 
13 
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are po lynomia l s   o f ,  a t  most, deg ree  (n-1).  I t  f o l l o w s   t h a t  
AF(s) = d e t  (cYF(s)) a n d ,   h e n c e ,   t h a t  Eq. ( 2 5 )  h o l d s   ( s i n c e  
A 
de t ($ , ' ( s ) )  = i / d e t  ( 6  ( s )  ) and d e t  im = 1). - 
A A A  -E A A h  
Now l e t  ( A  - + BE), = fim + B F be d e f i n e d  as t h e  (mxn) m a t r i x  -m- 
cons is t ing  of  the  m-ordered  d - t h  (k = 1,2,. . .m)  rows of  (A + BF)  , 
and d e f i n e  d i a g [ s o i ]  as t h e  (mxm) d i a g o n a l  m a t r i x  whose ii e n t r i e s  
are s'i. W e  t hen   have   t he   fo l lowing   co ro l l a ry  ( '22):  
A * A  
k - "
0 A A A h  
C 2 :  iF (s )  = d i a g [ s  i1 - ilms(s) - BmFS_(s) 
- 
T h i s  c o r o l l a r y  c a n  e a s i l y  b e  e s t a b l i s h e d  by d i r ec t  s u b s t i t u t i o n  
by  us ing  the  de f in i t i ons  g iven  above .  
Proof :  It  t h e n   f o l l o w s   t h a t  
0 A 
-0 
6 ( s )  = diagEs i ]  - A S ( s )  -m- 
and consequent ly  tha t  
We n o t e ,  i n  p a r t i c u l a r ,  t h a t  t h e s e  l a t t e r  t h r e e  r e l a t i o n s h i p s  
h i n g e  o n  t h e  f a c t  t h a t  o n l y  t h e  m dk- th  rows of A and B c o n t a i n  
the  mos t  pe r t inen t  i n fo rma t ion  r ega rd ing  the  dynamics  o f  t he  
system. The l a s t  equa t ion  (Eq. ( 2 8 ) )  can be e s t a b l i s h e d   d i r e c t l y  
by  using Eq .  ( 2 4 ) .  
A A 
- - 
We o b s e r v e  t h a t  e n t i r e l y  a n a l o g o u s  r e s u l t s  c a n  b e  o b t a i n e d  
for observable  systems by a c o n s i d e r a t i o n  of the  dua l  sys tem 
( r e f s .  3 and 10) 
which i s  c o n t r o l l a b l e  i f  and  only i f  E q .  (1) i s  observable .   While  
w e  w i l l  n o t  derive t h e  r e s u l t s  f o r  o b s e r v a b l e  s y s t e m s  h e r e ,  w e  
w i l l  u se  them w i t h o u t  f u r t h e r  ado i n  t h e  s e q u e l .  
14 
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2.3 A General  . .  S t r u c t u r e  Theorem 
Cons ider  the  sys tem,  Eq. (11, and again l e t  K - = [B,&B, ... 
An-l - E]  .. However, w e  no   longer   assume  tha t  Eq. (1) i s  c o n t r o l l a b l e  
and so ,  t h e  (nxnm) m a t r i x  K - has  rank  r wi th  r 5 n. To o b t a i n  a 
s t r u c t u r e  t h e o r e m  i n  t h i s  g e n e r a l  c o n t e x t ,  w e  s h a l l  c o n s i d e r  a 
c o n t r o l l a b l e  e x t e n s i o n  of Eq .  (1) and  apply   the   theorem ( T l ) .  
With t h i s   i n  mind, w e  l e t  q = n-r and W be the r-dimensional  sub-  
space  o f  Rn spanned  by  the  columns  of E. Denoting the o r thogona l  
complement o f  W by W1 so t h a t  Rn = W @) W a n d   l e t t i n g  El,. . . , gq 
be a bas i s  o f  W', w e  cons ide r  t he  sys t em 
-
1 
where B i s  t h e  (n  x (m+q) ) mat r ix   g iven  by Be = [E,@ , e  ] . The -e 1 q  
system, Eq. ( 7 ) ,  i s  c o n t r o l l a b l e  a n d  there i s  a Lyapunov t r a n s -  
formation Qe - which c a r r i e s  Eq. ( 7 )  into block companion form. We 
n o t e   t h a t  Q i s  a nons ingular   (nxn)   mat r ix .  I t  fo l lows  t h a t  t h e  
system 
-e 
A 
where 5 = Qil&Qe , = Q B ,  and C = cQe i s  e q u i v a l e n t  t o  Eq. (1). 
Moreover, t h e  m a t r i x  e i s  i n  b l o c k  companion form, t h e  l a s t  n- r  
rows of  B a r e  0, and t h e  lower   l e f t -hand   b lock   (n- rxr )  of i s  0,  
Thus, t h e  l a s t  n - r  rows of f i  c a n n o t  b e  a l t e r e d  by s ta te  v a r i a b l e  
feedback of  t h e  form u = Fz + w. We now have t h e  fo l lowing  
theorem ( T 2 )  : 
A A -1 
-e- - 
A 
- - - 
- 
A 
- "
T2: L e t  TF(S) = C(SI - e - BE) b e   t h e   t r a n s f e r  
ma t r ix  o f - the  sys t em x = (A + BF)x + Bw, y = ~ 5 .  
-1 -
* - - " "
15 
I 
Then 
where C = CQe , S, ( s )  i s  t h e  
A -1 
- (nxm) ma t r ix  g iven  by  
1 
S 
... 0 
0 
-cy1 
S 
0 
0 
0 
'0*-1 
S 0 0 
- 0  -1 m 
S 0 0 
0 0 0 - 
(with  bl  I Abl I ... I - b l I  ... I & b a 01-1 a -1 - -m - 
" l e x i c o g r a p h i c "  b a s i s  of t h e  r a n g e  of K so t h a t  
m 
k 
16 
for i = m+l I ... I m+q I and A + = (Gij) = [ a .  . I ,  
so that 
- -- - 1 3  
-F 6 (s) = - 
0 - 
-~ Proof:  Clearly, we now need  only  show  that 
controllable  system 
+ i ~  I cu(s) involves  only  constant  terms and  the  off-diagonal  terms 
iii 6 (s) are constant. -F,u - 
17 
wi th  Be = Q B and applying the theorem (T1) . h -e-e 
L e t  - = F -e-e Q -' where Fe =E] so t h a t  ee =E]. Since  
B = [I3fi1,. .. , B  ] I w e  have, by d e f i n i t i o n  o f  Q, -e -q 
B A = [i I\-] 0 
-e 
q 
n n  A A  A A A  n 
and EeFe = BF. I t  f o l l o w s  t h a t  (sz - $ - BF) = (SI_ - A - 6 $ ) 
a n d , h e n c e ,  t h a t  t h e  t r a n s f e r  m a t r i x  of Eq. ( 3 5 )  under   the  feed-  
" " - -e-e 
back v = Fez + w i s  g iven  by ?(SI - A - BE) A - - " - A A  -% . However, t h e  -e 
sys tem represented  by Eq. ( 3 5 )  i s  c o n t r o l l a b l e  a n d  t h u s  by 
theorem (Tl), 
where S (s)  i s  g iven  by  -e 
-e 
I 
and B i s  t h e  (m+q x m+q) ma t r ix   g iven  by -e, m+q 
By e q u a t i n g  t h e  a p p r o p r i a t e  blocks i n  Eq. ( 3 7 )  a n d  n o t i n g  t h a t  
1 8  
where adj ( - )  denotes the adjoint of a  martix, we deduce Eq. (32). 
Thus, the  theorem is established. 
Corollary C3: (s) is independent of E and the uncontrol- 
lable-_poles  of the system x - = (A - + BF)X " - + BW " , Y = CX 
the  zeros  of AF,u(s) [= L I ~ , ~ ( S ) I  
. 
- - 
C3:  is  simply  a  statement  of  the  fact  that  the  uncontrollable 
poles  cannot  be  altered by state variable  feedback. We also  note 
that  the  factorization (Eq.(32)) involves  the  well-known  pole-zero 
cancellation of the  uncontrollable  portion of the  system  (ref. 11). 
Then  now  state  corollaries (C4, C5, and  C6): 
A 
C4: The matrices C , (s) and Em are  invariant  under 
state  variable  feedback. 
C5: Let p = m and  C* (s) = CS_ (s) . Then  the  inverse 
system  exists  if  and ""only if C * ( s )  is non-singu- 
lar. 
C6:  Let p = m and let AF(s) = det iF(s). Then 
det(T (s)) = (det c*(~)Y(A~,~(s))/Ai(s) where -F . 
A 
- ____ ." 
~ . - - - " - 
* 
c_ 
- -
-
- "- 
( S I =  'F,u - (')'F,c - ( s ) .  
- - - 
We again  observe  that  entirely  analogous  results can be ob- 
tained  for  systems  which  are not observable by a  consideration of 
the dual system (Eq. (29)). We use  these  results  without  further 
ado  in  the  sequel. 
3. DIRECT  APPLICATIONS  OF THE STRUCTURE  THEOREM 
Now  that  the  structure  theorem has been  established, we can 
investigate  its  application  to  various  questions  concerning  the 
analysis  and  synthesis of linear  multivariable  systems. In parti- 
1 9  
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c u l a r ,  i n  t h i s  s e c t i o n  w e  w i l l  d i s c u s s  t h r e e  " d i r e c t "  a p p l i c a t i o n s  
of the   s t ruc tu re   t heo rem.  We u s e  t h e  t e r m  ' ' d i r e c t "  t o  i m p l y  t h a t  
t h e   a p p l i c a t i o n s   a r e   r e l a t i v e l y   s t r a i g h t f o r w a r d   a n d   r e q u i r e   o n l y  
m i n o r  m o d i f i c a t i o n  o f  t h e  r e l a t i o n s h i p s  e s t a b l i s h e d  i n  S e c t i o n  2 .  
I n  Sec t ion   3 .1 ,  w e  c o n s i d e r  t h e  q u e s t i o n  o f  r e a l i z a t i o n .  I n  
S e c t i o n  3 . 2 ,  c e r t a i n  q u e s t i o n s  r e l a t e d  t o  pole  ass ignment  v ia  
l i n e a r   s t a t e   v a r i a b l e   f e e d b a c k   a r e   d i s c u s s e d .  The f i n a l  s e c t i o n  
!3 .3)   dea ls  w i t h  l i n e a r   o u t p u t   f e e d b a c k   f o r   p o l e   a s s i g n m e n t .  An 
example i s  g i v e n  i n  t h e  l a s t  s e c t i o n  t o  c l a r i f y  c e r t a i n  o f  t h e  
s t a t emen t s  made. 
3 .1  The Problem of R e a l i z a t i o n  
The f i r s t  a p p l i c a t i o n  w e  w i l l  d i s c u s s  i n v o l v e s  t h e  u s e  o f  
t h e  s t r u c t u r e  t h e o r e m  t o  o b t a i n  an  a l g o r i t h m  f o r  s o l v i n g  t h e  
p rob lem  o f   r ea l i za t ion  ( r e f s .  3 and 1 2 ) .  More p r e c i s e l y ,  w e  con- 
s i d e r  t h e  fo l lowing  & 
REALIZATION PROBLEM: " L e t  T ( s )  be  a (pxm) m a t r i x  whose 
en t r ies ,  ( s ) ,  are r a t i o n a l  " f u n c t i o n s   o f  s .  Suppose t h a t  
T i j  ( s )  = n i j  ( s ) / d i j  ( s )  where n i j  ( s )  d i j  ( s )  are r e l a t i v e l y  " 
prime and degree n i j  ( s )  < degree  d i j  ( s )  . Then de termine  a t r i p l e  
{ g , B , C )  o f  m a t r i c e s  s u c h  t h a t  
T i j  
and {A,B_) i s  c o n t r o l l a b l e  and ( A , C )  i s  obse rvab le .  Such a t r i p l e  
i s  c a l l e d  a min ima l   r ea l i za t ion   o f  T ( s )  ( r e f s .  3 and 1 2 ) .  
c_ 
- "
" .. - 
- 
D 
H o  and Kalman ( r e f .  1 2 )  p r o v e d  t h a t  t h e  r e a l i z a t i o n  p r o b l e m  
has  a so lu t ion  and  provided  a c o n s t r u c t i v e  p r o c e d u r e  f o r  d e t e r m i n -  
i n g  a m i n i m a l   r e a l i z a t i o n .  Here, w e  p r e s e n t   a n  a l te rna te  con- 
20  
structive  algorithm  for  determining  minimal  realizations  analogous 
to a  recent  result of Mayne (ref. 13). A computer  program  has 
been  developed for applying the algorithm. 
The basic  steps in the  algorithm  are: 
STEP 1: Calculation of the least common  multiple of 
the  denominator  polynomials {d ( s )  , . . .d ( s )  1 in 
each  column of T ( s )  . Ij p j  
STEP 2: Construction of a  standard  controllable 
realization  (Ac,Bc,Cc) - (not  necessarily  minimal). 
- 
STEP 3 :  Construction  of  a  minimal  realization by 
applying  a  suitable  transformation  to {AA,gi,BA}. - 
We shall  examine  each of these  steps,  in  detail,  paying  particular 
attention  to  step 2. 
NOW  let g.(s) be  the  least  common  multiple of the  denominator 
3 
polynomials {d (s) , . . . ( s )  1 (which  are  assumed,  for  conven- 
ience,  to  be  monic). Let h  denote  the  degree of g.(s) and  let 
T* - ( s )  be the  (pxm)  matrix  given by 
Ij rdpj 
j 3 
T*(s) - = 
where  n* ( s )  = n (s)gj  (s)/dij(s).  In other  words, T_*(s) is ob- 
tained  from T - ( s )  by multiplying  each  numerator  n (s) by 
gj (s) /di ( s )  and  replacing  each  denominator di ( s )  by gj ( s )  . The 
construction of T*(s) - completes  step 1. 
Let nl = C h .  and  p = C h Since g. (s) is  the  least 
ij 
ij 
m k 
k 1 j' j=1 3 3 
common  multiple of {d ( S I  ,. . . (s) 1 and  degree  ni ( s )  < degree 
di j 
11 fdpj 
(s) and  the dij (s) are  assumed monic, we have 
h h.-1 
g. ( s )  = s j 
3 + Y j l S  
' + ... 
i- 'jhj ( 4 3 )  
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h , -1 h.-2 
n* (s)  = v i j l  i j  + ' i j 2  s '  s 3 + ... + v i j h  
j 
- , j  fo r  a l l  i , j  and s u i t a b l e  c o n s t a n t s  y j k  v i j k  . L e t  Ac be a 
companion matr ix  corresponding t o  g . < S I  so t h a t  
3 
' 0  1 . . .  0 
0 0 -  0 
0 0 1 
( 4 4 )  
and l e t  A b e  t h e  ( n  xn ) b lock  d i agona l  ma t r ix  g iven  by 
-C 1 1  
A c , 2  . . I  ] A 0 % 
- -c ,m 
If Bc - i s  the  (n  xm) m a t r i x  w i t h  z e r o  e n t r i e s  i n  a l l  b u t  t h e  p k - t h  
rows, each of which i s  z e r o  e x c e p t  f o r  a 1 in  the  k - th  co lumn,  
then  t h e  p a i r  {A ,Bc) i s  c o n t r o l l a b l e .  W e  now have   the   p ropos i -  
1 
-C 
t i o n  (P2) : 
P 2 :  L e t  Cc b e  t h e  (mxn ) m a t r i x  g i v e n  by - * 1 - 
I '21hl V 21hl-1 . . v 2 1 1  
c c = I  
I  V12h2 . * '  1 2 1  I 
I V  I 22h2 ". 2 2 1  I 
I I 
I .  
I 1 :  
I 
I I 
I 
' p l l  I 'p2h2 . . . p21 I 
I 
I 
V V 
Pml 
I 
... v l m l  
V 2 m l  
( 4 7 )  
t hen  {Acl E&, C c l  i s  c o n t r o l l a b l e   r e a l i z a t i o n  of  T ( s )  - - 
2 2  
Proof: Since {Ac,BC) - is controllable, it follows  from  the 
structure  theorem (Tl) and  the  definitions of AC,BC,CC that - 
where B = I  S- ' (S)  = diag[l/g,(s),...,l/gm(s)l , and & ( s )  = 
(nij(s)). Since n* (s)/gj(s) = nij(s)/dij ( s )  , we deduce  that 
* 
* -c,m -m ' -c 
ij 
CC(SI - Ac' -'B -c = (nij(s)/dij(s)) = T ( s ) .  Thus, the  proposition - 
is  established. This proposition  completes the descriptiogof 
step 2. 
As  regards  step 3,  we consider  the  triple {A',CA,BA) and 
-C 
apply a  similarity  transformation Q of the  type  used  in  Section 
2.3,to  it. Letting n be  the  rank 0: ["&ACA ...&A $1 and 
setting A; = Q A'Q-' , $ = Q C' , = B'Q , we  have 
-e' nl-1 
A A -1 - -e-c-e  -e-c  -c-e 
- 
- [B'rm,nl-n ] where C' - is  (nxp), A' - is (nxn),  and B' - is 
Since  T(s) - = C (SI - A )-'B it  follows  that T I  (s) = 
A 
-c - -c "c' - 
- +;) -'?I - = B' - (SI - - A')-lC' - - or, equivalently,  that 
C-lg C ( s ;  - A . Thus, {A,B,C) is a  realization of T(s) . But - -  - - -  
{A,B,C) " -  is  both  controllable  and  observable and, hence, is a 
minimal  realization  (ref.  12).  The  triple  {A,B,C) " -  is in  "observ- 
able  canonical  form." The actual  available  program  also  produces 
a  minimal  realization in "controllable  canonical form'' as well as 
all the  relevant  similarity  transformations. 
3.2 Pole Assignment  via Linear State  Variable  Feedback 
Several  recent  papers have dealt with the utilization of 
state  variable  feedback  for  closed  loop  pole  assignment in linear 
multivariable  systems  (refs. 14, 15, and 16). The main result 
established in all of these  papers  was  first  presented in 
___" - 
2 3  
r e f e r e n c e  1 6  and i s  summarized  below. 
L e t  A = {X,,X,, ..., X 1 b e  a n  a r b i t r a r y  se t  of n complex n 
numbers X , which  appear as conjugate   pa i r s   whenever  I m ( A i ) f O .  
From theorem (T3), 
i 
T3: The p a i r  {A,B) " i s  c o n t r o l l a b l e   i f  and  only i f ,  
f o r  e v e r y  c h o i c e  o f  t h e  set  A , t h e r e  i s  a m a t r i x  
F - s u c h   t h a t  A - + BF " has  A f o r  i t s  set  o f   e igenva lues .  
The s u f f i c i e n c y  p o r t i o n  o f  t h e  p r o o f  was e s t a b l i s h e d  i n  
I 
- ~. -~ 
~~ 
r e f e r e n c e  1 6  by u s i n g  a r e s u l t  o f  Langenhop ( r e f .  1 7 1 ,  However, 
a s i m p l e  c o n s t r u c t i v e  p r o c e d u r e  f o r  e s t a b l i s h i n g  n e c e s s i t y  d i d  
n o t   a p p e a r   u n t i l  Heymann ( r e f .  1 5 ) .  The p u r p o s e   o f   t h i s   s e c t i o n  
w i l l  b e  t o  p r e s e n t  a n  a l t e r n a t i v e  c o n s t r u c t i v e  p r o c e d u r e  fo r  
a r b i t r a r i l y   a s s i g n i n g  a l l  n e i g e n v a l u e s   o f  ( A  - + BF) " based  on  the 
s t ruc tu re  theo rem.  
The c o n s t r u c t i v e  p r o c e d u r e  w e  w i l l  employ invo lves  two 
r e l a t i v e l y   s i m p l e   o b s e r v a t i o n s :  (1) t h e  e igenva lues   o f   s imi l a r  
m a t r i c e s  a r e  i d e n t i c a l  ( r e f .  8 ) ,  and ( 2 )  t h e  m dk-th rows of 
(F, + BF)  c a n  b e  c o m p l e t e l y  a n d  a r b i t r a r i l y  s p e c i f i e d  v i a  F.  By 
(l), w e  know t h a t  i f  an F can be found such that  a l l  n e igenva lues  
o f  ( A  - + BF)  " b e l o n g   t o   t h e  set  A , t h e n  w e  a r e   f i n i s h e d :  i . e .  by 
(l), a l l  n e i g e n v a l u e s  o f  (A + B F ) ,  where F = FQ,  w i l l  a l so  be long  
t o  A .  However, by ( 2 ) ,  w e  n o t e  t h a t  F can  be  chosen  such t h a t  
(A - + B F )  " i s  a companion m a t r i x   w i t h   a n y   a r b i t r a r y   f i n a l   ( n - t h )  
row. I n  p a r t i c u l a r ,  w e  can  choose  the l a s t  row o f  (A + I331 t o  
c o r r e s p o n d  t o  t h e  c o e f f i c i e n t  of t h e  polynominal whose z e r o s  a r e  
t h e  numbers  of A : i . e . ,  i f  
A A A  A 
"
A 
- 
A A A  
- 
A 
- " - " 
A 
A A A  
- 
A A A  
n 
TT ( s  - A . )  = s + a s ... + a s + a 
i=l 
n n-1 + 
1 n-1 1 0 
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then we can select  F so that 
A 
- 
A +  
A 
- 
1 
0 
-al 
0 ... 
1 0  
... 
... 
... 
- 
0 
0 
1 
-a n-1 - 
because  all  nm  terms  comprising  the  m  dk-th  rows  of A + BF can  be 
completely  and  arbitrarily  selected by  using  linear  state  variable 
feedback.  Clearly,  the  eigenvalues  of A + are  the  members of 
A and  all  that  is  required is an  explicit  expression  for F.  If 
we  define  Am  as  the  (mxn)  matrix  consisting of the  m-0rdered.d  -th 
A k 
rows of A, - and  A*  an  (mxn)  matrix  consisting of the  m-ordered -m 
dk-th  rows of - + BF, we  observe  that 
A A A  
- "
A A A  
A 
A 
- 
A 
- 
" 
A A h  A 
em + B F = A *  -m-  -m 
or  that 
Necessity  in  theorem T3 is thus  constructively  established. 
We  note  at  this  point  that,  in  general, Eq. ( 5 3 )  represents 
only one of an  infinite  number of choices  for  F , and  consequently 
F - , for  pole  assignment  in  multi-input  systems. By altering  or 
linearly  combining  the  column  vectors of before  transforming 
the  system to canonical  form  via Q, - we can  achieve  any  number of
appropriate  feedback  matrices.  While  this  might  appear  to  present 
the  system  designer  with  an  impossible  task of selecting  the 
"best"  F - for  feedback  compensation,  we  note  that  this  is  not 
generally  the  case  in  practice  for  a  number of reasons.  In  gen- 
eral,  practical  system  constraints  are  present  which  prevent 
A 
- 
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a r b i t r a r y   s e l e c t i o n  of t h e   f i r s t   f e e d b a c k   m a t r i x  F - which produces 
a d e s i r a b l e   c l o s e d   l o o p   p o l e   c o n f i g u r a t i o n .   F o r   e x a m p l e ,  two 
d i f f e r e n t  f e e d b a c k  matrices may y i e l d  t h e  same p o l e  c o n f i g u r a t i o n ,  
bu t  one  of  t h e s e  may b e  f a r  s u p e r i o r  from the  po in t  o f  v i ew o f  
r e d u c i n g   s y s t e m   s e n s i t i v i t y   t o   p a r a m e t e r   v a r i a t i o n s .   A l o n g   t h e s e  
same l i n e s ,  t h e  f e e d b a c k  d e s i g n  w h i c h  r e d u c e s  s e n s i t i v i t y  m i g h t  
b e  o p t i m a l  i n  t h e  s e n s e  o f  a quadra t i c  pe r fo rmance  index ,  w h i l e  
t he  o the r  need  no t  be ,  a l though  bo th  des igns  y i e ld  the  same c l o s e d  
l o o p   p o l e s .   C o n s t r a i n t s   m i g h t   a l s o  be p laced   on   the   a l lowable  
magn i tudes  o f  f eedback  ga ins  in  o rde r  t o  conse rve  sys t em power o r  
a v o i d   n o i s e   a m p l i f i c a t i o n .  A c e r t a i n   f o r m   f o r   t h e   c l o s e d   l o o p  
t r a n s f e r  m a t r i x ,  s u c h  as be ing  d i agona l  (decoup led ) ,  migh t  be  
d e s i r a b l e ;  i n  w h i c h  c a s e ,  t h e  class o f  a l lowab le  f eedback  ma t r i ces  
would  be s i g n i f i c a n t l y  r e d u c e d .  I f  t h e  e n t i r e  s ta te  o f   t h e  s y s t e m  
were not  d i rec t ly  measurable ,  one  might  want  t o  i n v e s t i g a t e  t h e  
f e a s i b i l i t y  o f  e m p l o y i n g  o u t p u t  r a t h e r  t h a n  s t a t e  f eedback  to  
achieve  a s a t i s f a c t o r y   c l o s e d   l o o p   d e s i g n .   O t h e r   c o n s t r a i n t s ,   o r  
a combination of c o n s t r a i n t s ,  c a n  s i g n i f i c a n t l y  r e d u c e  t h e  a l low- 
a b l e  class o f  f eedback  ma t r i ces ,  pe rhaps  to  the  po in t  where  l i nea r  
feedback   a lone   would   be   unsa t i s fac tory .  Most o f  t h e s e  p o i n t s  w i l l  
b e  d i s c u s s e d  i n  more d e t a i l  i n  t h e  r e m a i n d e r  of t h i s  r e p o r t .  
3 . 3  Pole  Assicrnment via  Output  Feedback 
A t  t h e  c o n c l u s i o n  o f  t h e  p r e v i o u s  s e c t i o n ,  w e  n o t e d  t h a t  t h e  
e n t i r e  s t a t e  of  a g iven  sys tem might  no t  be  d i rec t ly  measurable .  
I n  p a r t i c u l a r ,  i n  many p r a c t i c a l  s y s t e m s ,  v a r i o u s  s e n s o r s  m u s t  b e  
used t o  o b t a i n  t h e  p h y s i c a l  " s t a t e "  o f  t h e  s y s t e m  o r  some p o r t i o n  
of  it. Feedback  designs  which  involve the e n t i r e  s ta te  of  t he  
system are o f t e n  d i f f i c u l t  t o  a c h i e v e  i n  p r a c t i c e  u n l e s s  a d d i -  
t i o n a l   s e n s o r s  o r  s t a t e  estimators ( f i l t e r s )  a r e  employed. T h i s ,  
o f  cour se ,  i nvo lves  add i t iona l  cos t s  wh ich  may be avoided i f  a l -  
t e r n a t i v e  d e s i g n s  a r e  u s e d .  The purpose of t h i s  s e c t i o n  i s  t o  
d i s c u s s  a p r o c e d u r e  f o r  s p e c i f y i n g  c l o s e d  l o o p  p o l e  l o c a t i o n s  by 
u s i n g  l i n e a r  o u t p u t  f e e d b a c k .  The t echn ique  w e  w i l l  employ i n -  
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vo lves  a d i r e c t  a p p l i c a t i o n  o f  t h e  s t r u c t u r e  t h e o r e m  a n d ,  i n  
p a r t i c u l a r ,  c o r o l l a r i e s  C 1  and C2.  I t  s h o u l d  b e  n o t e d  t h a t  t h e  
q u e s t i o n  w e  are c o n s i d e r i n g  h e r e  h a s  a r a t h e r  e l e g a n t  s o l u t i o n  i n  
t h e  scalar case, namely t h e   f a m i l i a r   r o o t   l o c u s .   U n f o r t u n a t e l y ,  
t he re  does  no t  appea r  t o  be  a s i m p l e  p i c t o r i a l  s o l u t i o n  t o  t h e  
q u e s t i o n  of ou tpu t  f eedback  compensa t ion  in  the  mul t iva r i ab le  
case due t o  the  d imens iona l i ty  o f  t he  p rob lem:  i .e .  i n s t e a d  of 
f eedback  f rom one  ou tpu t  va r i ab le  to  one  inpu t  t e rmina l , .  w e  con- 
s ider  feedback  f rom p o u t p u t s  t o  m i npu t s  and ,  consequen t ly ,  a 
t o t a l  o f  pm i n d i v i d u a l  g a i n s ,  i n s t e a d  o f  o n e .  W e  remark  here  
t h a t  r e c e n t  r e s u l t s  p e r t a i n i n g  t o  t h i s  q u e s t i o n  h a v e  b e e n  o b t a i n e d  
by us ing  a p i c t o r i a l   n e s t e d   r o o t   l o c u s   a p p r o a c h   ( r e f .  1 8 ) .  The 
approach taken here, however, w i l l  no t  i nvo lve  any  g raphs  o r  
p l o t s .   I n   p a r t i c u l a r ,   c o n s i d e r  t h e  mul t iva r i ab le   sys t em,  Eq. (l), 
and suppose w e  w i s h  t o  c a l c u l a t e  t h e  e f f e c t  o n  t h e  c l o s e d  l o o p  
e i g e n v a l u e  i f  o u t p u t  f e e d b a c k  i s  used ,  i . e . ,  i f  
u = HCx + Gw - "- " ( 5 4 )  
The choice   o f  G - d o e s   n o t   a f f e c t   t h e   e i g e n v a l u e   o f  ( A  - + BHC) -" and 
can   be   neglec ted .  A l s o ,  as i n  t h e  c a s e   o f  s t a t e  feedback,  w e  w i l l  
cons ide r  t h e  c a n o n i c a l   e q u a t i o n s  of  motion  (Eq. ( 7 ) )  r a t h e r  t h a n  
t h e  ac tua l   sys t em;  i . e . ,  t he   e igenva lue   o f  ( A  + BHC) . Note t h a t  
H ,  - t h e  (mxp) ou tpu t  f eedback  ma t r ix  i s  u n a f f e c t e d  by a t ransforma-  
t i o n  of c o o r d i n a t e s .  The e igenva lue   o f  (A + BHC) and,  consequent- 
A A A  
- -" 
A A A  
- "- 
l y ,   o f  (A + BHC) "- c a n   t h e r e f o r e   b e   d e t e r m i n e d   d i r e c t l y   i n  terms o f  
t h e  a c t u a l  H - which i s  employed. According t o  c o r o l l a r i e s  C l  and 
C 2 ,  t h e s e  e i g e n v a l u e s  are e q u a l  t o  t h e  z e r o s  of de t ( rSHC(s ) ) ,  where  
" 
-HC 6 (SI = 6 ( s )  -0 (55)  
The e v a l u a t i o n  o f  t h e  d e t e r m i n a n t  of Eq. ( 5 5 )  d i r e c t l y  p r o d u c e s  
t h e  c h a r a c t e r i s t i c  p o l y n o m i a l  of the  ou tpu t  f eedback  s ta te  m a t r i x  
(A - + BHC) -" i n  t e r m s  of t h e  pm elements   compris ing E. 
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This  point  will  now  be  demonstrated by example. In  particu- 
lar,  consider  the  following  triple {A,B,C) representing  the  system 
(Eq. (1)). 
-1 0 0 -6  3 -1 
1 -2 1 0 -1  -1 
1 1  0 6 - 2  1 
1 0 0 0 0 0  
-1 2 - 1  0 2 1 
-1 0 - 1  0 0 1 
0 1  
-1 -2 
0 -1 
0 0  
1 2  
0 0  .;[: 1 O O O ]  
0 0 0 0  
If  one  transforms  the  above  triple  via  the  similarity  transforma- 
tion Q , where 
- 7 
1 0 1 0 0 0  
0 1 0 0 1 0  
0 0 0 0 1 0  
0 0 0 1 0 0  
1 0 0 0 0 0  
0 0 0 2 0 1  
Q =  
- 
the  resulting  triple { A , B , C )  is  in  companion  canonical  form as 
A A A  
- "  
desired; i.  e. 
I 
0 1 0 1 0  0 0 
-1 2 0 1 - 2  0 1 
""" + ""- 
0 0 3 ! - 4  -1 1-1 
0 0 1 ; o  0 0 
0 0 0 1 0  1 1 0  
I"" 
0 0 0 0 0 1-1 
4" 
I 
E =  
A 
0 0  
0 0  
1 2  
0 0  
0 1  
0 0  
""
"" 
"" 
"- - 
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and 
0 0 0 1 0  
We  note  that  this  system is not completely  controllable; i.e. 
*F,U(~) - = *HC,u " ( s )  = ( s  + 1) . Also, 
[s' - 2s + 1, 2 
We  can  simplify  the  computations 
ant of cHc(s)  = i o ( s )  - 6 HC^S(S) 
" 
-m--- 
A 
i.e. 
s 2  + s + 4 1  
S 
= [  
2 
0 
required  to  compute  the  determin- 
still  further by defining 
= [:; 
1 
Solving f o r  the  determinant  of iHC(s) in  terms of the  unspecified 
elements of H* , we  obtain " - 
det GHC ( s )  = s 5  + (hl + h4 + 1)s 4 
" 
+ (hl + hlh4 + h2(3 - h3) + 2)s 3 
+ (4hl - 2h3 - 2h4 + 5)s2 + (h4 - 7 ) s  + 4 
By inspection, we note  that h4,  hl, and h3 can be  chosen  succes- 
sively, in order, to  arbitrarily  specify  the  coefficients of s I  
s4, and  s2. Furthermore, if h3 # 3 ,  h2 can  then be chosen to 
29 
s p e c i f y  t h e  c o e f f i c i e n t  of t h e  s3 term. We also n o t e  t h a t  t h e  
c o n s t a n t  t e r m  i s  4 ,  and it c a n n o t  b e  a l t e r e d  b y  H* - ; i .e. ,  t h e  
product  of t h e  f ive  c o n t r o l l a b l e  p o l e s  o f  t h e  o u t p u t  f e e d b a c k  
system  must   equal  -4.  L e t  u s  c a r r y  t h e  a n a l y s i s  t o  i t s  conc lus ion  
by  assuming t h a t  w e  wish t o  choose  c losed  loop  po le s  ( e igenva lues  
of (A - + B H C ) )  "- a t  s = -1, - 2 ,  -1/2, and -3. The f i f t h   c o n t r o l l a b l e  
po le  mus t  be  -4 /3  in  o rde r  t o  s a t i s f y  t h e  r e q u i r e m e n t  t h a t  t h e  
p r o d u c t  o f  t h e  f i v e  c o n t r o l l a b l e  p o l e s  b e  -4 .  The d e s i r e d  c l o s e d  
l o o p  c h a r a c t e r i s t i c  p o l y n o m i a l  i s  t h u s  s 
55 
"s + 4 .  S o l v i n g   f o r   h 4 ,   h l ,   a n d   h 3   i n   s u c c e s s i o n ,  w e  o b t a i n :  
h 4 - F , h l - - -  - 76  , and  h3 = - 599 
6 
s o l v e   f o r  h t o   c h o o s e  - a s  t h e  c o e f f i c i e n t  of t h e  s term: i . e .  
+ 6 
4 68 3 18lS2  + 
3 6 4 7 s  +-s + -  
-. Since   h3  # 3 ,  w e  can 
68 1 2  3 
2 3 - 
h 2  - 635 6 0 9 4  . The ac tua l  ou tpu t  f eedback  ga in  ma t r ix ,  H ,  - can now 
be  de te rmined  s ince  Em i s  nons ingu la r ;  i . e .  H = G - l H * ,  and i n  
terms o f   t he   e l emen t s   o f  H* - which w e  have computed, 
* 
- -m - 
-81.33 
4 9 . 9 2  -25.33 
Th i s  cho ice  fo r  t he  ou tpu t  f eedback  ga in  ma t r ix  w i l l  y i e l d  c l o s e d  
loop  po le s  a t  s = -1, - 2 ,  -1 /2,  -3,  and  -4/3, i n  a d d i t i o n  t o  t h e  
u n c o n t r o l l a b l e  p o l e  a t  s = -1. 
4 .  LINEAR OPTIMAL CONTROL 
Over t h e  p a s t  few y e a r s ,  o p t i m a l  c o n t r o l  t h e o r y  h a s  p r o v e n  
t o  b e  a u s e f u l  t o o l  f o r  d e s i g n i n g  l i n e a r  f e e d b a c k  c o n t r o l  s y s t e m s .  
I n  t h i s  s e c t i o n ,  w e  w i l l  d i s c u s s  many o f  t h e  i m p l i c a t i o n s  o f  a 
feedback   des ign   based   on   l inear   op t imal   cont ro l .  We s t a t e  h e r e  
t h a t  few new r e s u l t s  w i l l  be  p re sen ted .  What w e  w i l l  emphasize 
are c e r t a i n  c o m p u t a t i o n a l  s i m p l i f i c a t i o n s  w h i c h  c a n  b e  made over  
previous work,  i f  one  fo rmula t e s  t h i s  p rob lem in  the  f r equency  
domain and then employs the structure theorem. 
I n  S e c t i o n  4 . 1 ,  w e  s t a t e  t h e  opt imal  cont ro l  problem cons id-  
e r e d .  We t h e n  p r e s e n t  a known t i m e  domain s o l u t i o n  a n d  d i s c u s s  
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c e r t a i n  c h a r a c t e r i s t i c s  of an   op t ima l   f eedback   des ign .   In   t he  
n e x t  s e c t i o n  (4 .2 )  w e  employ t h e  t i m e  domain s o l u t i o n  o f  S e c t i o n  
( 4 . 1 )  t o  d e r i v e  a f r equency  domain  so lu t ion  based  on  the  s t ruc tu re  
theorem. W e  t h e n  employ t h i s  s o l u t i o n  t o  e s t a b l i s h  c e r t a i n  f r e -  
quency  domain r e l a t i o n s h i p s  i m p l i e d  b y  a n  o p t i m a l  d e s i g n .  I n  t h e  
f i n a l  s e c t i o n  ( 4 . 3 )  w e  d i s c u s s  a f r equency  domain  so lu t ion  to  the  
op t ima l  con t ro l  p rob lem by  us ing  spec t r a l  f ac to r i za t ion ,  and  con-  
c lude  wi th  a d i s c u s s i o n  o f  t h e  r o o t - s q u a r e  l o c u s .  
4 . 1  Problem  Formula t ion   and   Pr ior   Resul t s  
"". 
The par t icu lar  problem which  w e  w i l l  c o n s i d e r  i n  t h i s  s e c t i o n  
i s  t h e   s o - c a l l e d   o u t p u t   r e g u l a t o r   p r o b l e m   ( r e f .  1 9 ) .  That i s ,  
g i v e n  t h e  l i n e a r  m u l t i v a r i a b l e  s y s t e m ,  
f i n d  a c o n t r o l  u* - , which minimizes  the quadrat ic  performance 
index  J ,  where 
The assumptions are t h a t  (1) t h e   p a i r  { A , B )  " i s  c o n t r o l l a b l e ,  ( 2 )  
t h e   p a i r  { A , C )  " i s  o b s e r v a b l e ,  ( 3 )  B - i s  of  fu l l   rank   mjn ,   and  ( 4 )  
R i s  a p o s i t i v e  d e f i n i t e  m a t r i x ;  i . e .  R = T T f o r  some nonsingu- 
l a r  m a t r i x  T .  - The ou tpu t  r egu la to r  p rob lem,  thus  fo rmula t ed ,  i s  
a t i m e  domain ( s t a t e  space)  problem. I t  w a s  i n i t i a l l y   p r e s e n t e d  
and  solved  by Kalman ( r e f .  2 0 )  f o r  sca la r  systems,  and l a t e r  ex- 
t e n d e d ,  i n  p a r t ,  t o  i n c l u d e  m u l t i v a r i a b l e  s y s t e m s  by  Anderson 
( r e f .  211 ,  who g e n e r a l i z e d  many o f   K a l m a n ' s   o r i g i n a l   r e s u l t s .  I t  
s h o u l d  b e  n o t e d  t h a t  t h e  d e t e r m i n a t i o n  o f  g * ,  t h e  o p t i m a l  c o n t r o l  
which minimizes J ,  w a s  n o t  t h e  o n l y  f a c t o r  d i s c u s s e d  by Kalman 
and   Ander son .   In   pa r t i cu la r ,  as w e  w i l l  show, a feedback   des ign  
b a s e d  o n  l i n e a r  o p t i m a l  c o n t r o l  t h e o r y  e x h i b i t s  c e r t a i n  d e s i r a b l e  
p r o p e r t i e s  w h i c h  c a n  e a s i l y  b e  e x p r e s s e d  i n  t e r m s  o f  a frequency 
- 
T 
- - "
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domain r e p r e s e n t a t i o n  for  the  system. For t h i s   r e a s o n ,   l i n e a r  
op t ima l  con t ro l  t heo ry  p rov ides  an  impor t an t  l i nk  be tween  the  
classical  (frequency  domain)  and  modern (time domain)  approaches 
t o  l i n e a r  s y s t e m  a n a l y s i s  and des ign .  
W e  w i l l  now summarize t h e  main c o n t r i b u t i o n s  o f  Kalman and 
Anderson r e l a t i v e  t o  t h e  s t a t e d  o u t p u t  r e g u l a t o r  p r o b l e m ,  and 
l a t e r  o f f e r  an  a l t e r n a t i v e  a p p r o a c h  a n d  s o l u t i o n  v i a  t h e  s t r u c t u r e  
t h e o r e m .   I n   p a r t i c u l a r ,  w e  s t a t e ,  w i thou t   p roo f ,   t he   fo l lowing  
theorem ( T 4 )  and two c o r o l l a r i e s  (C7  and C 8 ) .  
T4 ( r e f .  2 0 ) :  Consider t h e  system x - = Ax " + Bu , y = 
Cx " , where (1) the  pa i r  {&,B)  i s  c o n t r o l l a b l e ,  ( 2 )  t h e  
p a i r  { A , C )  i s  obse rvab le ,  ( 3 )  B i s  o f  f u l l  r a n k  mcn, 
and ( 4 )  R i s  a p o s i t i v e   d e f i n i t e   m a t r i x .  The c o n t r o l  
u*,  which m i n i m i z e s  J =Jm{xTC Cx + u R u l d t ,  e x i s t s  
and i s  unique,  and can be expressed as a l i n e a r  
f u n c t i o n  of t h e  s t a t e  x ; i . e .  
"
c"r 
- 
"
___. - -  * - 
" 
T T 
- 0 - - - -  - -- 
I " 
"I_ ._  " . -. .~ - 
where K - i s  t h e   u n i q u e ,   p o s i t i v e   d e f i n i t e   s o l u t i o n   t o  - 
- t h e  m a t r i x  R i c c a t i  e q u a t i o n ,  
Furthermore,  t h e  closed l o o p   ( o p t i m a l )   p o l e s   o f   t h e  
sys t em  a re  t he  z e r o s   o f   d e t ( s 1  - - A - + B R - l B T g ) ,  " and 
l i e  i n  t h e  h a l f - p l a n e  R e ( s )  < 0 : i . e .  t h e   o p t i m a l  
system i s  a s y m p t o t i c a l l y  s t a b l e .  
-
" 
~ . . . . . . . . . . . . . " 
C 7  ( r e f s .  2 0  and 2 1 )  : If R - = I ,  
c - 
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i . e . ,  o p t i m a l i t y  i m p l i e s  t h a t  - " 
f o r  a l l  real  w . 
[ = I *  i s  used  he re  t o  d e n o t e  t h e  c o n j u g a t e  t r a n s p o s e  o'f t h e  
. 
p o s t m u l t i p l y i n g  m a t r i x  [I  + B K ( j w I  - A ; ) - l E ] ,  and > 0 i s  a s h o r t -  
h a n d  n o t a t i o n  f o r  n o n n e g a t i v e  d e f i n i t e .  
T 
" - 
An a d d i t i o n a l  f r e q u e n c y  domain r e l a t i o n s h i p  i m p l i e d  by an 
opt imal  des ign  i s  the  fo l lowing :  
C 8  ( r e f .  2 0 )  : L e t  _ A(s) = d e t  ( s ;  - A )  and A *  ( S I  = 
d e t ( s 1  - A + BR-'BTK) denote  t h e  open  and  closed 
loop  (op t ima l )  t r ans fe r  ma t r ix  denomina to r  po ly -  
nomia l s   r e spec t ive ly .   Then ,  
- -  
- - " - - "~ 
..... . . ......... "_ 
. .  .- . . . . . . .  "" - 
f o r  a l l  r ea l  w . 
Equat ions ( 6 1 )  and ( 6 2 )  r e p r e s e n t  t w o  i m p o r t a n t   r e l a t i o n -  
s h i p s   w h i c h   a l l   l i n e a r   f e e d b a c k   d e s i g n s   s a t i s f y .  I t  should  be 
n o t e d  t h a t  E q .  ( 6 2 )  was e s t a b l i s h e d  f o r  t h e  s c a l a r  c a s e  o n l y  i n  
r e f e r e n c e  2 0  (when m = 1) .  
The q u a n t i t y  I + B K ( s 2  - f i ) - I B  r e p r e s e n t s  t h e  r e t u r n  d i f f e r -  T - " - 
e n c e   i n   m u l t i v a r i a b l e   s y s t e m s  ( refs .  20,  2 1 ,  and 2 2 ) .  Furthermore,  
Eq. ( 6 1 ) ,  a n  e x p r e s s i o n  i n v o l v i n g  t h e  r e t u r n  d i f f e r e n c e ,  h a s  b e e n  
shown t o  r e p r e s e n t  a n e c e s s a r y  c o n d i t i o n  f o r  o p t i m a l i t y .  We can 
now g i v e  a h e u r i s t i c  i n t e r p r e t a t i o n  o f  Eq. ( 6 1 ) ;  i . e . ,  op t ima l  
s t a t e  v a r i a b l e  f e e d b a c k  d i m i n i s h e s  t h e  e f f e c t  o f  p l a n t  p a r a m e t e r  
v a r i a t i o n s  ( s e n s i t i v i t y )  o n  t h e  c l o s e d  l o o p  p e r f o r m a n c e  of t h e  
sys tem.   This   po in t  i s  c o v e r e d  i n  d e t a i l  i n  r e f e r e n c e  20  and w i l l  
no t   be   dwel led   on   here .  W e  p o i n t   o u t ,   h o w e v e r ,   t h a t  E q .  (611, 
wi th  s t r ic t  i n e q u a l i t y  s i g n ,  r e p r e s e n t s  a s u f f i c i e n t  c o n d i t i o n  for 
3 3  
o p t i m a l i t y  of a l i n e a r   f e e d b a c k   d e s i g n  (ref.  2 1 ) .  The  theorem 
and corol lar ies  p r e s e n t e d  i n  t h i s  s e c t i o n  summarize some impor tan t  
a s p e c t s  o f  l i n e a r  o p t i m a l  c o n t r o l .  W e  can now use  theorem T4 t o  
d e r i v e  a n  a l t e r n a t i v e  ( f r e q u e n c y  d o m a i n )  s o l u t i o n  t o  t h e  o u t p u t  
r egu la to r   p rob lem.   Th i s   so lu t ion  w i l l  t h e n  be u s e d   t o   e x t e n d  
c o r o l l a r y  C 7  t o   i n c l u d e  cases when R - # I - and t o   e x t e n d   c o r o l l a r y  
C8 t o  i n c l u d e  m u l t i v a r i a b l e  as w e l l  as scalar  systems. 
4 . 2  O p t i m a l  C o n t r o l   v i a   t h e   S t r u c t u r e  Theorem 
I n  o r d e r  t o  p r e s e n t  a f r equency  domain  so lu t ion  to  the  ou t -  
p u t  r e g u l a t o r  p r o b l e m ,  w e  w i l l  formulate  an ' ' equivalent ' '  opt imi-  
z a t i o n  p r o b l e m  i n  terms o f  t h e  c a n o n i c a l  s t a t e  - z ( t )  (Sec t ion  2 . 2 ) .  
A f requency domain solut ion w i l l  t hen  be  g iven  fo r  t he  "equ iva -  
len t"   p roblem.  T h i s  s o l u t i o n  w i l l  t h e n  b e  r e l a t e d  t o  t h e  o r i g i n a l  
o u t p u t   r e g u l a t o r   p r o b l e m ,   d e f i n e d   i n  terms o f   t h e  s t a t e  x ( t ) .  - 
I n  p a r t i c u l a r ,  i f  Eq. ( 7 )  i s  u s e d  t o  d e f i n e  t h e  system  dy- 
namics ,   then 
where C = GQ-' and z = Qg. The o p t i m a l  c o n t r o l ,  g* ( z )  , which 
minimizes  (Eq. ( 6 3 ) ) ,  s u b j e c t   o   t h e   c o n s t r a i n t   ( E q .  ( 7 ) )  i s  
unique ( r e f .  2 0 ) .  Consequently,  it must be re la ted t o  u* " (x), 
as given  by Eq. ( 5 8 ) ,  s i n c e  t h e  two opt imiza t ion   problems are 
"equ iva len t . "   Th i s  i s  indeed t h e  case, as w e  w i l l  now show. I n  
p a r t i c u l a r ,  w e  use theorem T 4 ,  a n d  n o t e  t h a t  i n  t h e  case of  mini-  
mizing  (Eq. ( 6 3 ) ) ,  
A 
- 
U* = u * ( z ~  = -R B K Z  -1"T" 
where K i s  t h e  u n i q u e  p o s i t i v e  d e f i n i t e  s o l u t i o n  t o  t h e  m a t r i x  
R icca t i  equa t ion  
A 
- 
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It can be  shown  (ref. 2 3 )  that K and K (given  by Eq. ( 5 9 ) )  are 
related  through  the  transformation  matrix Q ; i.e. 
A 
- - 
- 
Substituting E q .  ( 6 6 )  in E q .  ( 6 4 ) ,  and recalling  that gT = E T T  Q ,
establishes  the  desired  relationship; i.e. 
- 
For  convenience,  define F* = R-IgTK and E* = R - - - 5. Clearly, if 
~ * ( g )  = -F*z - -  can  be  determined,  then u*( l f )  - =-F*x can  easily  be 
obtained  since E* = r*Q. With  this  in  mind,  the  main  result of
this  section  can  now  be  stated an established, as  follows  in 
theorem T 5 .  
A - l A T A  
A 
"
A 
T5:  Consider  the  completely  controllable  and  ob- _. . . , ~ .  ~ n" 
A 
servable  canonical  system,  z = Az + Bu , y = Cz, 
and  performance  index J =y (z  C Cz + u Ru) dt , 
. .  . . . " . - .. . .- - - -- " " 
T A T A  T 
-" 0 - - - -  - " 
where R is  positive  definite. Let u * ( g )  = -F*z 
represent  the  optimal  feedback  control  vector 
which  minimizes J . gF* (s) = 6 (s) + BmF*S(s) 
and  then satisfies  the-relationship  (note: 6 ( s )  
is  shorthand  for do (s)) : 
A 
- "__ 
- "" . ". . - ... _. ." "" - . , - . - - . " 
A A  
b- 
- 
- "- 
Proof: We will  use  theorem T4 to  establish  this  frequency 
domain  characterization  for  the  optimal  system. 
Rewrite E q .  ( 6 5 )  in a  more  convenient  form--namely 
- K A - A K = C C - K B R   B K  *TA ^TA A A  -1ATA 
A A  
Add  and  subtract  Ks. 
A 
- 
( 6 9  1 
Premultiply  and  postmultiply  Eq.  (70) by (-SI - iT)-' and 
(SI. - 5) E, respectively; 
AT 
" - 1 A  - 
Now use  Eq. (23) I noting  that  if = 0 I (-SI - A) 'B = S ( - s )  A - A  
A - - - - - 
- 6-l (-s)Bm I and  consequently,  that 
Using  Eqs. ( 1 5 )  and  (72) I we  can  rewrite Eq. (71) as 
Premultiply  and  postmultiply  Eq. (73) by gT(-s)B-T  and Em 6 (s), 
respectively,  to  obtain 
-1 
-m - 
Noting  that 
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s u b s t i t u t e  Eq. ( 7 4 )  i n t o  Eq. (75) t o  o b a t i n  
Now r e c a l l  t h a t  
o r  
S u b s t i t u t i n g  Eq. ( 7 8 )   i n t o  Eq. ( 7 6 )  y i e l d s  Eq. (68)   and  thus 
e s t a b l i s h e s  t h e  t h e o r e m .  
Equation ( 6 8 )  r e p r e s e n t s  a concise   f requency  domain  solut ion 
t o  t h e  o p t i m a l  o u t p u t  r e g u l a t o r  p r o b l e m .  As we will show i n  t h e  
n e x t  s e c t i o n ,  Eq. ( 6 8 )   c a n   b e   u s e d   t o   d i r e c t l y   s o l v e   f o r   t h e   o p t i -  
m a l  f eedback  mat r ix  F , and  consequen t ly  fo r  E, v i a  s p e c t r a l  f a c -  
t o r i z a t i o n .   F u r t h e r m o r e ,   v a r i a t i o n s   i n   t h e   o p t i m a l   c l o s e d   l o o p  
p o l e   l o c a t i o n s ,   a s  C - and R - are  va r i ed ,   can   ea s i ly   be   de t e rmined   by  
us ing  Eq. ( 6 8 )  w i t h o u t  f i r s t  s o l v i n g  t h e  e n t i r e  o p t i m i z a t i o n  p r o -  
b l em.   Be fo re   cons ide r ing   t hese   app l i ca t ions  of the  theorem, how- 
e v e r ,  w e  w i l l  p r e s e n t  a n  a l t e r n a t i v e  s t a t e m e n t  a n d  p r o o f  o f  c o r o l -  
l a r y  C 7 ,  a n d  e s t a b l i s h  c o r o l l a r y  C 8  f o r  t h e  g e n e r a l  m u l t i v a r i a b l e  
case. I n  terms of t h e   s t r u c t u r e   t h e o r e m   a n d   t h e  resu1t.s d e r i v e d  
t h u s  f a r ,  c o r o l l a r y  C7 c a n  b e  e x t e n d e d  t o  i n c l u d e  t h e  case when 
R - # I. - I n   p a r t i c u l a r ,  w e  h a v e   t h e   c o r o l l a r y  ( C 9 ) :  
" *  A - 
C9:  An op t ima l  f eedback  des ign  (ou tpu t  r egu la to r  
p r o b l e m )  i m p l i e s  t h a t  t h e  f o l l o w i n g  r e l a t i o n s h i p  
h o l d s  f o r  a l l  r ea l  w . 
" ". ____". . . 
" -. ". . . - . . . . - . - . . , , . _" 
Proof:  We p remul t ip ly   and   pos tmul t ip ly  E q .  (71) by TmT and - 
T - l ,  - r e s p e c t i v e l y .  W e  t h e n  s u b s t i t u t e  t h e  r e s u l t i n g  e x p r e s s i o n  
i n t o  t h e  f o l l o w i n g  r e l a t i o n s h i p :  
We then  employ E q .  ( 2 3 ) ,  w h i c h  y i e l d s  t h e  r e s u l t  
If w e  t hen  l e t  s = j w  I w e  o b t a i n  
[-]*(I + T -T B "T" K S ( j w ) S - ' ( j w ) B  T - l ]  - 2 = [.]*[Cs(jw)c-l(jw)i T - I ]  
A A 
- - - -m- -m- 
(82)  
C l e a r l y ,  t h e  r i g h t  s i d e  o f  Eq. (82) i s  a n o n n e g a t i v e   d e f i n i t e  
ma t r ix .  The c o r o l l a r y  i s  t h u s   e s t a b l i s h e d .  When R = I and 
T - = T - = - I ,  Eq. ( 8 2 )   e x a c t l y   c o r r e s p o n d s   t o   t h e  r e s u l t s  g i v e n   i n  
r e f e r e n c e s  20  and 2 1 .  
T 
- - 
We can now e s t a b l i s h  c o r o l l a r y  C 8  f o r  t h e  g e n e r a l  m u l t i -  
v a r i a b l e   c a s e .   I n   p a r t i c u l a r ,  w e  f i rs t  wr i te  Eq.  ( 7 7 )  i n  a more 
convenient  form,  namely 
We t h e n  t a k e  t h e  d e t e r m i n a n t  o f  b o t h  s i d e s  of E q .  (83) I o b t a i n i n g  
I f  w e  now take t h e   d e t e r m i n a n t   o f  E q .  ( 8 1 ) ,  s u b s t i t u t i n g  E q .  (84)  
38 
A 
where M ( w )  = [ - 1  *CS ( j w )  6 - I  ( j w )  B T - l ,  a nonnegat ive d e f i n i t e  -m- 
m a t r i x .  S i n c e  t h e  d e t e r m i n a n t  o f  t h e  sum o f  I and a nonnegat ive 
d e f i n i t e  m a t r i x  i s  a l w a y s  g r e a t e r  t h a n  o r  e q u a l  t o  1 ( r e f .  8 ) ,  
Eq. ( 8 5 )  imp l i e s  Eq. ( 6 2 )  d i r e c t l y ,   a n d   t h u s   e s t a b l i s h e s   c o r o l l a r y  
C8 f o r  t h e  g e n e r a l  m u l t i v a r i a b l e  case. 
A 
- " - 
 
A f i n a l  p o i n t  t o  b e  c l a r i f i e d  i n  t h i s  s e c t i o n  c o n c e r n s  cer- 
t a i n  e r r o n e o u s  s t a t e m e n t s  made i n  r e f e r e n c e  2 0  r ega rd ing  s t r ic t  
inequa l i ty   o f   Eqs .  ( 6 1 )  and ( 6 2 )  r e p r e s e n t i n g  a necessary   condi -  
t i o n  f o r  o p t i m a l i t y  i n  t h e  s c a l a r  case. I n   p a r t i c u l a r ,   C o n d i t i o n  
(11) i n  r e f e r e n c e  2 0  s t a t e s  t h a t  a s t a b l e  c o n t r o l  l a w  may be 
o p t i m a l  o n l y  i f  t h e  r e t u r n  d i f f e r e n c e  i s  g r e a t e r  t h a n  1 f o r  a l l  
real  w . The f o l l o w i n g   e x a m p l e   r e f u t e s   t h i s  claim as w e l l  as 
o ther  e r roneous  s ta tements  which  were based on Condition (11). 
Cons ide r  t he  scalar  system, x = Ax + bu , y = c_g, where - -- - 
A = [O l], = [:I, and c = [0,21.  Suppose w e  now wish t o  f i n d  
t h e  o p t i m a l  c o n t r o l  u* ( 5 )  , which minimizes J = 1 (4x2 + u ) d t .  
W e  n o t e  t h a t  t h e  p a i r  { A , b )  i s  c o n t r o l l a b l e  a n d  t h a t  R = 1 i s  a 
scalar .  Theorem T 4  c a n   t h e r e f o r e   b e   a p p l i e d   d i r e c t l y .  The r e a d e r  
c a n  e a s i l y  v e r i f y  t h a t  K ,  t h e  s o l u t i o n  t o  t h e  m a t r i x  Riccat i  
-1 0 a3 
2 
0 2 
" - 
~ - 
equa t ion ,  KA + ATK - Kbb 5 = -c c i s  e q u a l  t o  2 1 .  Hence, T T 
" " "_ "- " 
u*(x )  = -b_ = -2x2.  According t o   c o r o l l a r y  C 7  and, i n   p a r t i c u -  
l a r ,  Eq. ( 6 1 ) ,  o p t i m a l i t y   i m p l i e s   t h a t  [ - 1  * [ I  - + B T K ( j w 1  - & ) - l B l  
- " I > 0 .  F o r  t h e  e x a m p l e ,  t h i s  c o n d i t i o n  i m p l i e s  t h a t  
'I' 
" - 
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or 
4 w  
( 1 - w  1 
2 
2 2  C l e a r l y ,  
t h a t  4 w L  
( 1 - w  1 2 2 ' O  
4 w  2 > 0 f o r  a l l  r e a l  w 
( 1 - w 2 )  
- 
i s  indeed 2 - 0 f o r  a l l  r e a l  w . However, w e  n o t e  
a t  w = 0 ,  o r  t h e  r e t u r n  d i f f e r e n c e  
1 + i s  e q u a l   t o  1 a t  w = 0 .  Hence,  Condition (11), Eqs. 2 ' w  i 1 - w  1 
( 3 4 )  and ( 1 7 )  o f   r e f e r e n c e  2 0  f a i l  t o   h o l d   i n   g e n e r a l .  
4 . 3  S p e c t r a l   F a c t o r i z a t i o n  and the  Root-Square  Locus 
Perhaps  the  most  s ign i f icant  aspec t  of  theorem T5 i s  t h a t  
u * ( x )  - can  be  ob ta ined  d i r ec t ly  f rom Eq .  ( 6 8 )  v i a  s p e c t r a l  f a c t o r i -  
z a t i o n   ( r e f .  2 4 ) .  T h i s  f a c t  had  been  noted  previously by  Chang 
( r e f .   2 5 ) ,  Kalman ( re f .  2 0 ) ,  and  Rynaski  and  Whitbeck (ref.  2 6 ) .  
However, t h e i r   e x p r e s s i o n s ,   c o r r e s p o n d i n g  t o  Eq .  ( 6 8 )  i n  t h i s  
r e p o r t ,  were n o t  i n  a s  c o m p a c t  a form as Eq. ( 6 8 )  a n d ,  i n  t h e  
m u l t i v a r i a b l e  case, inc luded  t h e  u n a l t e r e d  t e r m  (SI - - &)-lB. - We 
n o t e  t h a t  t h e  r i g h t  s i d e  of Eq. ( 6 8 )  r e p r e s e n t s  t h e  sum of two 
(mxm) m a t r i c e s .   F u r t h e r m o r e ,   t h e   e n t r i e s   o f  each o f   t h e s e  t w o  
ma t r i ces  a re  on ly  po lynomia l s  i n  the  Lap lace  ope ra to r  s ( n o  r a t i o s  
o f  po lynomia l s  appea r ,  a s  i n  the  term (SI - - &)-lB). - I t  would 
t h e r e f o r e  a p p e a r  t h a t  a s p e c t r a l  f a c t o r i z a t i o n  s o l u t i o n  t o  Eq. ( 6 8 )  
would be easier t o  a c h i e v e  t h a n  p r i o r  s p e c t r a l  f a c t o r i z a t i o n  
solutions.   Indeed,  Rynaski  and  Whitbeck ( ref .  2 6 )  d i smis s   pec -  
t r a l  f a c t o r i z a t i o n  a s  a " t e d i o u s  c h o r e "  a n d ,  i n s t e a d ,  a d o p t  a 
' ' d i r e c t "  method f o r   o b t a i n i n g  U* " (x ) .   Th i s   "d i . r ec t "   me thod ,  l a t e r  
r e f i n e d  by  Whitbeck ( r e f .  2 7 ) ,  i n v o l v e s  some r a t h e r  cumbersome 
t r a n s f e r   m a t r i x   m a n i p u l a t i o n s .  The o p t i m a l   c o n t r o l   u * ( s )  " , i s  
a l s o   e x p r e s s e d   i n  terms of t h e   i n i t i a l   s t a t e  x ( 0 )  - i n s t e a d  of F*x. "
F u r t h e r m o r e ,  t h e i r  t e c h n i q u e  i n v o l v e s  a n  i n i t i a l  s p e c t r a l  f a c t o r i -  
L 
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z a t i o n  i n  o r d e r  t o  de te rmine  the  op t ima l  c losed  loop  po le s  of t h e  
system. I t  a p p e a r s  t h a t  t h e i r  " d i r e c t "  method i s  n o t  t o t a l l y  
amenable t o  automatic  computat ion and involves  more in fo rma t ion  
f t han   eces sa ry  t o  o b t a i n   u * ( g ) .   N e v e r t h e l e s s ,  it has  been demon- 
s t r a t e d  t h a t  t h e i r  method does produce the opt imal  feedback matr ix ,  
F*, - and the  merits o f  t h e i r  t e c h n i q u e ,  re la t ive  t o   o t h e r   s o l u t i o n s  
t o  the  output  regula tor  problem,  remain  a d e b a t a b l e  s u b j e c t .  
W e  observed ear l ie r  t h a t  Eq. ( 6 8 )  r e p r e s e n t s  a compact f r e -  
quency  domain s o l u t i o n  t o  t h e  ou tpu t  r egu la to r  p rob lem.  W e  w i l l  
now e s t a b l i s h  t h i s  f a c t  by demons t r a t ing  tha t  CF*(s) and ,  t he re -  
f o r e ,  F* and F* = E*Q can be determined by a s p e c t r a l  f a c t o r i z a -  
t i o n   o f  Eq. ( 6 8 ) .  L e t  u s   d e f i n e   t h e   r i g h t   s i d e   o f  Eq. ( 6 8 )  as 
@ ( s )  ; 
A A 
- - - 
W e  w i l l  now employ  two r e s u l t s  d u e  t o  Y o u l a  ( r e f .  2 4 ) .  
(I) Consider  t h e  m a t r i x  @ ( S I .  If (1) @ ( - j w )  = @ ( j w )  and 
( 2 )  z ( j w )  i s  n o n n e g a t i v e  d e f i n i t e  f o r  a l l  r e a l  w, then  - @(s) can 
b e  w r i t t e n  a s  t h e  product  of  two m a t r i c e s ,  W (-SI and W ( s ) ;  i . e .  
T 
- - - 
T 
where W ( s )  - and i t s  e n v e r s e  a r e  b o t h  a n a l y t i c  i n  t h e  h a l f - p l a n e  
R e  s > 0 ,  and W ( - s )  and i t s  i n v e r s e  a r e  b o t h  a n a l y t i c  i n  t h e  
h a l f - p l a n e  R e  s - > 0.  
T 
- - 
(11) Cons ide r   t ha t   any  two s o l u t i o n s ,  W,(s) and VJ2 ( s ) ,  of 
t h e  " s p e c t r a l  f a c t o r i z a t i o n "  of @ ( s )  - which s a t i s f y  Eq. (871, are 
o r t h o g o n a l l y   e q u i v a l e n t  ( re f .  8 ) ;  i . e .  
f o r  some o r thogona l   ma t r ix  U ( r e f .  1 8 ) ,  where U g = I. ? ( S I ,  t h e  T - - - 
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r i g h t   s i d e  of Eq.  ( 6 8 ) ,  c l e a r l y  satisfies (1) and ( 2 )  of ( I ) .  
Fur the rmore ,   s ince  16 ( s ) l  = 0 o n l y   i n   t h e   h a l f - p l a n e  R e  S < 0 
( i . e . ,  t h e  c l o s e d  loop opt imal  sys tem i s  a s y m p t o t i c a l l y  s t a b l e  
(refs.  1 9  and 2 o ) ,  it  f o l l o w s   t h a t  sFx(s)  and i t s  i n v e r s e   a r e  
b o t h  a n a l y t i c  i n  t h e  h a l f - p l a n e  R e  s 3 0 .  The m a t r i x  Tgm -F* 
t h u s  q u a l i f i e s  as a s o l u t i o n  o f  t h e  s p e c t r a l  f a c t o r i z a t i o n  of 
@(s) ; i . e . ,  if one  determines a s o l u t i o n  W ( S )  of Eq. ( 8 7 )  v i a  
s p e c t r a l  f a c t o r i z a t i o n ,  t h e n  by ( 1 1 1 ,  
-F* 
"1 - (S 1 
- 
f o r  some o r thogona l  ma t r ix  U .  - The problem of  solving Eq. ( 6 8 )  
f o r  cFx(s )  and,   consequent ly ,  F* and F* = F*Q, t h u s  r e d u c e s  t o  t w o  
d i s t i n c t  s t e p s :  (1) t h e  s p e c t r a l   f a c t o r i z a t i o n   o f  Q(s), t h e  r i g h t  
s i d e   o f  Eq. ( 6 8 ) ;  and ( 2 )  the   implementa t ion   of  Eq. ( 8 9 )  once 
W(s), a s o l u t i o n   t o  (l), has  been  found. The f i r s t  o f  these 
s t e p s  i s ,  by f a r ,  t h e  more d i f f i c u l t .  The s p e c t r a l   f a c t o r i z a t i o n  
problem i s  i m p o r t a n t  i n  o t h e r  r e l a t e d  r e s e a r c h  a r e a s ,  s u c h  a s  
f i l t e r i n g   ( r e f .   2 8 )  and   ne twork   synthes is   ( re f .  2 9 ) ,  and  has 
b e e n  t h e  s u b j e c t  of a number o f  t e c h n i c a l  r e p o r t s  o v e r  t h e  p a s t  
few yea r s .   Seve ra l   i nves t iga to r s   have   p roposed   va r ious   so lu t ions  
t o  t h e  s p e c t r a l  f a c t o r i z a t i o n  p r o b l e m  ( r e f s .  24 ,  3 0 ,  and  391,  and 
w e  w i l l  not   dwell   on t he i r  r e l a t i v e  merits i n  t h i s  r e p o r t .  I t  
should be noted, however,  that  computer programs which perform 
t h e   f a c t o r i z a t i o n   h a v e   b e e n   d e v e l o p e d   ( r e f .  3 1 ) .  
A A A 
- - "
Once W ( s )  - , a s o l u t i o n   t o   t h e   s p e c t r a l   f a c t o r i z a t i o n   o f  @ ( s ) ,  - 
has   been   ob ta ined ,   t he  task of implementing Eq. ( 8 9 )  t o  d e t e r m i n e  
-F* 6 ( s )  remains.  I n  o ther  words ,  -m- T-'U - m u s t  be  de t e rmined  in  
o r d e r  t o  s o l v e  Eq. ( 8 9 )  f o r  cv* ( s ) .  F* - can t h e n  be determined by 
employ ing   t he   r e l a t ions ,  6 ( s )  = 6 ( s )  + B F * S ( s )  , o r  F * S ( s )  = 
^-1 E (gF* ( s )  - i(s)), and F*-= F*Q. The de te rmina t ion  of B T - b ,  -m 
howevgr, i s  surpr i s ing ly  s imple ,  and  does  not  depend on t h e  f a c t s  
t h a t  B and T - l  are a l r e a d y  known, and U i s  an   o r thogonal   mat r ix .  
We simply r eca l l  t h a t ,  by c o r o l l a r y  C 2  and Eq. ( 2 7 ) ,  
I A A  A 
-F* A - -m- " A 
- " -m- - 
A 
-m - - 
4 2  
- A  
6 ( s )  = 6 (s) + B F * S ( s ) ,  where i 0 ( s )  = $ ( S I  = diag[s -F* -0 -m- 
A 
We now note  that  the  coeffecients of sui appearing in each of the 
m  i-th  colunns of W ( s )  - are  precisely  the  entries  which  appear in 
each of the  m  i-th  columns of U'TT, . Consequently, g T G i l  can 
be  determined  directly  from  W(sj - by inspection,  since u is  the 
m ~ - 1  T 
- 
i 
highest power of s which  appears  in  each of the  m  i-th  colunns of 
!(SI. Once rJ TBm has  been  determined,  its  inverse B T-lLT, can T "-1 
A 
- " 
A -m- - 
then  be  used  to  obtain CF* ( s )  via E q .  (89). F * S ( s )  " is  then  given 
by 
- 
F* can  then  be  obtained  by  inspection  and F* = g*Q. An  example 
A A 
- - 
which  demonstrates  these  procedures  will  now  be 
particular,  consider  the  system  x - = &x + , y 
formance  index 
m 
J = ( ( 5  C Cx + T T  
1 0  
-1 -1 
1 1  
0 0  
3 2  
0 0 0  
1 0 0  
0 0 0  
uTRu) - " dt, 
0 0  
-2  
0 1  
0 0  
where 
R =  
0 
0 
-1 
0 
0 
' 2  
,o  
We must  now  find :*(x) = F*x "which  minimizes J, 
presented.  In 
= C x ,  and  per- 
"
0 
3 
- 3  
0 
1 
"1 1 
using  spectral 
factorization. The first  step  is  to  find  a Q- which  transforms 
this  given  system  to  controllable  canonical  form  as  represented 
4 3  
by E q s .  (7) and (13) through (16). Using the technique  outlined 
in  Section 2.2 gives 
and 
'0 1 1 0. 0 
1 0 0 0 0  
0 1 0 0 0  
0 0 0 1 0  
0 0 0 0 1  1
0 1 0 1 0  0 1  
0 0 1 1 0  0 
-1 0 0 ' 2  -3 
I 
"I "" 
0 0 0 1 0  1 
2 -2 1 1 0  OJ 
A 
C - = CQ- l  " is  given by 
0 2 0 0  
A 
Qj=B= 
A 
- 
0 0 '  
0 0  
1 3  
0 0  
"" 
since o - 3, o2 = 2, dl = 3, and  d2 = 5 = n.  By inspection, 1 -  
=[: :I A -m 0 -2 
- 3 1  0 
S ( s )  is then  determined by using Eq. (27); 
Using  the  above  relationships, we can  now  also  use Eq. (86) to 
determine - Q ( s )  ; i.e. 
44 
- 2 s  4 -44s   +8s   +102 ,   6s5 -25s4-16s3-20s   +18s -28  6 4 2  2 
@ ( s )  = - 
- 6 s 5 - 2 5 s  4 + 1 6 s 3 - 2 0 s 2 - 1 8 s - 2 8  I 1 9 s  4 2  + 5 s  +8 
@ ( s )  can  then  be used as t h e  i n p u t  t o  T u e l ' s  p r o g r a m  ( re f .  3 1 ) ,  
modif ied t o  y i e l d  $ ( s )  d i r e c t l y  v i a  s p e c t r a l  f a c t o r i z a t i o n  o f  
A 
" @ ( s )  and   mu l t ip l i ca t ion   by  ErnZ-'g; i .e .  
s + 5 . 7 4 8 ~   + 1 7 . 7 6 4 ~ + 3 1 . 0 1 8 ,   1 . 6 7 6 ~ - 8 . 3 7 0  3 2 
-E* 6 ( s )  = 
. 4 1 7 ~   + 6 . 2 0 3 ~ + 9 . 6 ,  s + . 8 2 ~ - 2 . 4 6 1  2 2 1 
g * S ( s )  i s  de termined  next  by us ing  E q .  ( 9 1 )  ; 
A 
1 . 4 9 7 s   + 5 . 1 5 5 ~ - 4 . 7 8 2 ,   - 3 . 7 8 4 ~ + 1 . 0 1 3  2 
A 
F * S ( s )  = 
" 
1 . 4 1 7 s   + 4 . 2 0 3 ~ + 1 1 . 6 ,   . 8 2 ~ - 2 . 4 6 1  2 I 
L 
A 
and F*can - then  be  determined by i n s p e c t i o n   s i n c e  S ( s )  - i s  known. 
- 4 . 7 8 2   5 . 1 5 5   . 4 9 7  1.013 - 3 . 7 8 4  
F* = [ A - 
1 1 . 6  4 . 2 0 3  1 . 4 1 7   - 2 . 4 6 1   . 8 2  I 
and s ince F* = F*Q 
A 
- "
F* = [ 5 . 1 5 5   - 3 . 2 8 5   - 4 . 7 8 2  1.013 - 3 . 7 8 4  - 
4 . 2 0 3   1 3 . 1 7   1 1 . 6   - 2 . 4 6 1   . 8  I 
There fo re ,  F* - I t h e  feedback g a i n  m a t r i x  a s s o c i a t e d  w i t h  t h e  
o p t i m a l  s y s t e m  h a s  b e e n  d e t e r m i n e d  v i a  s p e c t r a l  f a c t o r i z a t i o n .  
I t  s h o u l d   b e   c l e a r   t h a t  F* - = R-IETgI  - where K - i s  t h e  s o l u t i o n   t o  
E q .  ( 5 9 ) .  
4 5  
The final  topic we will  discuss in this  section is the  "root- 
square locus." In  particular, it is desirable, in certain  appli- 
cations  of  linear  optimal  control  theory, to readily  determine 
the  effect on the  closed  loop  optimal  poles  caused  by  changes in 
the  elements  comprising  the  performance  index  weighting  matrices 
C - and R - (or T). - A plot of optimal  pole  location  changes  caused 
by  weighting  matrix  changes is known as the  root-square  locus. 
It was  first  introduced  by  Chang  (ref. 25) to  study  optimal  scalar 
systems. The root-square  locus  was  refined  somewhat  by  Kalman 
(ref. 2 0 ) ,  and later  extended  to  include  multivariable  systems  by 
Rynaski  and  Whitbeck  (ref. 26). In  all  cases  mentioned,  the  root- 
square  locus  was  a  frequency  domain tool, and  its  implementation 
depended on the  ability  to  formulate  a  solution  to  the  regulator 
problem  in  the  frequency  domain  and  then  to  find  the  characteris- 
tic  polynomial  representing  the  closed  loop  optimal  system  without 
first  determining  u*(x) - -  ; i.e. E*. Rynaski  and  Whitbeck  (ref. 26) 
appear  to  be  the  only  investigators  who  have  sought  an  expression 
for  the  root-square  locus  in  the  general  (multivariable)  case. 
In  particular,  they  show ( E q .  (7-33) in reference 26) that  if 
W(s) = C(s1 "- A) 'B, - then - 
where AF,(s) is the  characteristic  polynomial  associated  with  the 
optimal  system:  i.e.,  note  that AF* (s) = 1 gF* (s) I = i s &  - + BF* " I ,  
and  A(s) is the open loop  characteristic  poiynomial.  We  point 
out also  that  the  evaluation of the  determinant  of E + W (-s)W(s) 
involves  some  rather  cumbersome  polynomial  manipulations  which 
can  be  significantly  reduced  if  the  structure  theorem  is  employed. 
In  particular,  by  simply  taking  the  determinant of both  sides of 
Eq. ( 6 8 1 ,  we  obtain  the  following  relationship: 
T 
- 
4 6  
Clearly, Eq. (93) also  represents  a  means of obtaining  the  root- 
square  locus,  since  the  characteristic  polynomial of the  optimal 
system, A ( s ) ,  is  expressed  directly in terms of known  quantities 
which  inciude  the  performance  index  weighting  matrices R and C = 
C,Q. The  latter  expression,  moreover,  is  significantly  easier  to 
evaluate,  as  the  reader  can verify.  Equation (93) thus  represents 
an  alternative  expression  which  can  be  employed to  plot  the  root- 
square  locus  in  the  general  multivariable  case.  We  finally  note 
that Eq. (93) directly  reduces  to  the  scalar  root-square  locus 
expression  given by Kalman (Eq. ( 4 5 )  in  reference 2 0 )  for  the  case 
when  m = 1. 
F* 
A 
- - 
We  will now present an example  to  illustrate  the  application 
of  Eq. (93) in  determining  closed  loop  optimal  pole  variations 
corresponding  to  variations  in  the  weighting  matrices C - and R. - In 
particular,  consider  the  system  x - = Ax + , y = C_x, and  per- 
formance  index O O T T  T J = I  (x C Cx + u Ru) dt, where - - " - "
0 
A= - 
and 
[; "- 3 "1 
0 1  0 
-I" [: ;] 
It has  been  shown  that  if  r > 0, the  optimal  control  law,  u*(g), - 
which  minimizes J, is given by ;*(x) = -E gx = -F*x, where K 
is the  unique  positive  definite  solution  to  the  matrix  Riccati 
equation (Eq. (59)). The closed  loop  poles  associated  with  the 
optimal  system  are  therefore  equal to the  zero of Is1 - - A - + 
BR-IBTKI " - - = A*(s) .  However, Eq. ( 9 3 )  can  be used  to  determine  the 
closed  loop  optimal  poles  without  first  solving  for  u*(x); i.e. 
-1 T - - 
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F* - need not be  known. For this  example, an expression  for  the 
optimal  poles, in terms of the  positive  scalar r, will  now  be 
obtained. 
We  first  note  that  the  system is already  in  controllable 
companion  form  (no  transformation of state  is required). There- 
fore, by inspection, 
If  we  now  use Eq. (93), we  obtain 
or 
This  expression  can  now  be  used to plot  the  root-square  locus by 
using  the  conventional  root  locus  (ref. 3 2 ) .  In particular,  con- 
sider  the  following  block  diagram: 
INPUT s" 2 
s6-s4 
."--- 
CUTPUT EQUIVALENT BLOCK 
DIAGRAM. 
. 
The  root  locus  (ref. 3 2 )  can  be  employed  to  plot  the  variation f
the  closed  loop  poles  of  this  system  with  respect  to r. Further- 
more,  note  that  the  poles  of  this  closed  loop  system  are  equal to 
I 
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t h e  zeros o f  ( s 6  - s4 + --(s2 - 2)) which, i n  t u r n ,  e q u a l  t h e  zeros 
o f  A *  (-s)A* ( s )  . For  the  example ,  t he  op t ima l  po le s  and  the i r  
mirror images are t h u s  e q u a l  t o  p o l e s  o f  t h e  s y s t e m  shown i n  t h e  
block  diagram. An approx ima te   roo t - locus   p lo t   o f   t h i s   sys t em i s  
g i v e n  i n  F i g u r e  1.. The arrows i n d i c a t e  t h e  d i r e c t i o n  o f  i n c r e a s -  
i n g  r; i . e . ,  as r + m , A * ( s )  +- s 2 ( s  + 1). Note f u r t h e r ,  t h a t  t h e  
o p t i m a l  p o l e s  d i s p l a y  a B u t t e r w o r t h  c o n f i g u r a t i o n ,  as noted  pre-  
v i o u s l y  i n  r e f e r e n c e  2 0 .  
1 
J W  
Figure  1.- Root-square  locus  p lo t  of  the  example  
5. TRANSFER MATRIX FORMS AND NONINTERACTION 
I n  t h i s  s e c t i o n ,  w e  app ly  the  s t ruc tu re  theo rem t o  o b t a i n  
some r e s u l t s  p e r t a i n i n g  t o  t r a n s f e r  matrix forms. We provide  
a n s w e r s  t o  c e r t a i n  q u e s t i o n s  d e a l i n g  w i t h  t h e  n o n i n t e r a c t i o n  o f  
v a r i o u s  i n p u t / o u t p u t  p a i r s .  The m o t i v a t i o n  f o r  t h i s  work should  
be  r a the r  obv ious  t o  t h o s e  who h a v e  d e a l t  w i t h  t h e  a n a l y s i s  a n d  
des ign  of l i n e a r   m u l t i v a r i a b l e   s y s t e m s .  I t  i s  almost always 
d e s i r a b l e  t o  isolate  var ious segments  of a m u l t i v a r i a b l e  s y s t e m  
i n  o r d e r  t o  d e a l  w i t h  t h e  smaller and less complex subsystems 
ind iv idua l ly .   Fu r the rmore ,  a n o n i n t e r a c t i v e  o r  decoupled  system 
i s  u s u a l l y  easier t o  c o n t r o l .  The c o n t r o l  l i t e r a t u r e  of t h e  p a s t  
s e v e r a l  y e a r s  c o n t a i n s  a r a t h e r  s i g n i f i c a . n t  number of  a r t ic les  
d e a l i n g  w i t h  n o n i n t e r a c t i v e  d e s i g n  a n d  a d d i t i o n a l  r e s u l t s  still 
a p p e a r  q u i t e  f r e q u e n t l y .  
I n  t h i s  s e c t i o n ,  w e  w i l l  combine c e r t a i n  p r i o r  r e s u l t s  w i t h  
t h e  s t r u c t u r e  t h e o r e m  i n  o r d e r  t o  o b t a i n  a n s w e r s  t o  a number of  
ques t ions  dea l ing  wi th  non in te rac t ion  wh ich  have ,  t hus  f a r ,  re- 
mained   unreso lved .   In   Sec t ion  5.1,  w e  w i l l  c o n s i d e r   v a r i o u s  
q u e s t i o n s  p e r t a i n i n g  t o  d e c o u p l i n g  m u l t i v a r i a b l e  s y s t e m s  t h r o u g h  
t h e  use  of l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k .  I n  terms of t h e  t r a n s -  
f e r  m a t r i x  of the  sys t em,  decoup l ing  w i l l  be  used  to  deno te  com- 
p l e t e  n o n i n t e r a c t i o n  o f  o f f - d i a g o n a l  i n p u t / o u t p u t  p a i r s ;  i . e .  
t h e  t r a n s f e r  m a t r i x  of a decoupled system i s  s t r i c t l y  d i a g o n a l  
and   nons ingu la r .   I n   Sec t ion  5 . 2 ,  w e  ex tend  the r e s u l t s  of S e c t i o n  
5.1 and  d iscuss  decoupl ing  v ia  " input  dynamics ' '  as well as s t a t e  
va r i ab le   f eedback .  Roughly  speaking,  "input  dynamics I' i n v o l v e s  
t h e  a d d i t i o n  o f  a dynamical system t o  t h e  i n p u t  of the  sys t em w e  
wish t o  d e c o u p l e .  
I n  Sect ion 5 . 3 ,  a more g e n e r a l  t y p e  of n o n i n t e r a c t i o n  i s  
d i s c u s s e d .  Here, w e  a r e   n o t   n e c e s s a r i l y   i n t e r e s t e d   i n   c o m p l e t e  
o f f - d i a g o n a l  n o n i n t e r a c t i o n ,  b u t  r a t h e r ,  i n  a c h i e v i n g  a c losed  
l o o p  t r a n s f e r  m a t r i x  which d i s p l a y s  a s i g n i f i c a n t  number of z e r o  
e n t r i e s .  We w i l l  p r e s e n t  a s imple  example  here   and  carry it 
t h r o u g h o u t   t h e   r e m a i n d e r   o f   t h i s   s e c t i o n .   I n   p a r t i c u l a r ,   c o n s i d e r  
t h e  system x - = Ax " + Bu , y = C_x, where 
" 
,"] 1 
-2 
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Clearly,  the  pair { A , B }  is  in  multi-input  companion form (Section 
2.1) and,  consequently,  the  structure  theorem  can be employed 
directly  (without)  transformation of coordinates) ; i.e. , 
0 = O2 = 2 ,  B 1 -m - = I, 
det(CS(s)) = s + 
or 
Consequently , 
I 1  S 1 
CS(s) -- = 
I 
[-::] 
cl 
- 6 ( s )  = diag[s  i] - Am_S(s) 
0 I! 1 S 0 0 -1 -2 
1 
s +3 2 
I 
1 
(s+l) ( s  +3) 2 
0 
1 
(s+l) 
I 2 
The  open  loop  transfer  matrix  of  this  system,  C(s2 - A) 'B = 
- 
- - - 
s +2s+2 1 
(s+l) ( s  + 3 )  
2 
2 I (S+1l2 
s -s 2 2 
(s+l) (s2+3) I (S+l) 2 
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Note t h a t  t h e  o p e n  l o o p  t r a n s f e r  m a t r i x  of t h i s  s y s t e m  d i s p l a y s  
c o m p l e t e  i n t e r a c t i o n  of a l l  i n p u t / o u t p u t  terms; i . e . ,  no e lements ,  
t i j  ( s ) ,  of T ( s )  - are zero.  
5 .1  Decoupl ing   v ia   L inear  State  Variable   Feedback 
We now a p p l y  t h e  s t r u c t u r e  t h e o r e m  t o  o b t a i n  some r e s u l t s  
r e l a t e d  t o  t h e  p r o b l e m  of d e c o u p l i n g  u s i n g  l i n e a r  s ta te  v a r i a b l e  
feedback.   This   problem  has   been  examined  previously by a number 
of a u t h o r s  ( r e f s .  33 through 3 6 )  and a number o f   r e l evan t   ques -  
t i ons   have   been   r e so lved .  More p r e c i s e l y ,   c o n s i d e r   t h e   f o l l o w i n g .  
DECOUPLING PROBLEM: L e t  = Ax + Bu , y = Cx be  an m i n p u t ,  
" -- " " - 
m output   sys tem.  Does t h e r e  e x i s t  a p a i r  o f  matrices { F , G }  s u c h  
t h a t  t h e  t r a n s f e r  m a t r i x  
i s  d i agona l   and   nons ingu la r?   ( In   o the r   words ,   does   t he   s t a t e  
va r i ab le   f eedback  g = Fx " + Gw " ' Idecouple"  the  system?) 
c __.___. - 
A n e c e s s a r y  a n d  s u f f i c i e n t  c o n d i t i o n  f o r  t h e  e x i s t e n c e  o f  a 
d e c o u p l i n g   p a i r  was f irst  g i v e n  i n  r e f e r e n c e  3 4 .  I n  p a r t i c u l a r ,  
it has been shown t h a t  t h e  system 
x = A x + B u , y = C x  - " " -- ( 9 5 )  
can be decoupled by u s i n g  l i n e a r  s ta te  v a r i a b l e  f e e d b a c k  i f  a n d  
o n l y   i f  B* - i s  nonsingular ,  where B* - i s  t h e  (mxm) ma t r ix  g iven  by 
w i t h  ci, - t h e   i - t h  
B* - and the f i   c an  
row of C, and f i  = m i n [ { j :  cifiJE # 01,  
a l s o  b e  c h a r a c t e r i z e d  i n  t h e  f o l l o w i n g  
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( r e f .  3 5 ) :  l e t  TF,G,i ( s )  b e  t h e  i - t h  row o f  t h e  t r a n s f e r  m a t r i x  
TF,G ( s ) ;  t h e n   f i  = m i n [ C j ; & $  s j+l TE,G,i ( S I  # 0 1 ,  n - 1 1  
a;d-B*G " = l i m A ( s ) T  ( s )  where A ( s )  i s  a d i a g o n a l  m a t r i x  w i t h  
" 
s+m- -F,G 
" 
- 
J 
f i+l 
e n t r i e s  s . ~t can  be shown ( r e f s .  34 and   35)   tha t  B* - and  the 
f i  are i n v a r i a n t  u n d e r  state va r i ab le  f eedback .  
Here, w e  s h a l l  u s e  t h e  s t r u c t u r e  t h e o r e m  t o  answer the 
fo l lowing  ques t ions :  
1. Assuming t h a t   t h e   s y s t e m   r e p r e s e n t e d  by Eq. (95)  
can be decoupled, what is t h e  maximum number of  
c l o s e d  l o o p  p o l e s  w h i c h  c a n  b e  a r b i t r a r i l y  s p e c i -  
f ied  whi le  s imul taneous ly  decoupl ing  the  sys tem? 
2 .  Assuming t h a t   t h e  s y s t e m  r e p r e s e n t e d  by  Eq. (95)  
can b e  d e c o u p l e d ,  w h i c h  c l o s e d  l o o p  p o l e s  a r e  i n v a r i a n t  
unde r  decoup l ing  s t a t e  va r i ab le  f eedback?  
3. How can a decoup l ing   pa i r   wh ich   spec i f i e s   t he  
maximum number of  c losed loop poles  be implemented? 
While t h e s e  q u e s t i o n s  a r e  t o  some degree  r e so lved  i n  r e f e r -  
ences  3 4 ,  35,  and 3 6 ,  w e  provide  a complete  and  elementary  answer 
t o  them here. 
L e t   T ( s )  - b e   t h e   t r a n s f e r   m a t r i x  of E q .  ( 9 5 ) .  Then T ( s ) =  - 
A I\ 
( s ) g m  where C * ( s )  - = C S ( s )  " by t h e  s t r u c t u r e  
theorem T2 .  We r e c a l l  t h a t  C *  - (s) and A ( s )  a r e  i n v a r i a n t  u n d e r  
s ta te  va r i ab le   f eedback .  Now w e  l e t  p .  ( s )  b e  t h e  g r e a t e s t  common 
d iv isor  of  the  polynomia ls  which  are t h e  e n t r i e s  i n  t h e  i - t h  r o w  
C z ( s )  - of  C* ( s ) .  We n o t e  t h a t  p .  ( s )  i s  i n v a r i a n t  u n d e r  s t a t e  
U 
1 
1 
var i ab le   f eedback .  W e  l e t  ri be   t he   deg ree  of P i (s )   and  w e  u se  
t h e  n o t a t i o n  a t o  deno te   t he   deg ree  of a po lynomia l   ( thus ,  
P - 
r = a ) . We now have  the  theorem (T6) : i P i  
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T6:  Suppose t h a t  t h e  system (Eq .  ( 9 5 )  ) can  be  de-  
coupled.  Then (1) t h e  maximum number u of t h e   c l o s e d .  
loop  poles  which  can  be a r b i t r a r i l y  s p e c i f i e d  w h i l e  
decoupl ing  i s  g iven  by 
" .. . - . . __ " . " . . _. - 
"____ " " - . _. . "" ___ 
-._ ." - 
"." " -. . " ". . . . .". . . ~  
m 
u = (ri + f i  + 1) ( 9 7 )  
i=l 
and ( 2 )  t h e  invar ian t   po les   under   decoupl ing   feedback  
a r e   t h e   z e r o s   o f  AU(s) and Cdet C*(s))/.n ( p i ( s ) .  
_- " . . ~  .. - " m 
1=1 . -. . " -
Proof :  L e t  {F,G) - - be  any  decoupled  pair .   Then T ( s )  = -F , G  
C ( S I  - A - E:) - 'BG i s  a d i a g o n a l   m a t r i x   w i t h  en t r ies  n ( s ) / d i i ( s )  
"
" - " ii 
where n ( s )  and  ii ( s )  a r e   r e l a t i v e l y   p r i m e .  We n o t e   t h a t ,  
s i n c e  f = min{ j : l i m  s 
ii 
i ; F , G , i  (SI # e l , *  a n  
j + l  = a  - f i  - 1. 
s + w  " ii dii 
I t  fo l lows  f rom coro l la ry  C6 and t h e  d e f i n i t i o n  of t h e  p i ( s )  t h a t  
where C*II ( s )  i s  t h e  m a t r i x  w i t h  rows STI ( s )  = ___ C_r(s). S ince  1 pi (SI 
AF(s) = A u ( s ) A  ( S I ,  w e  have - F , c  - 
m 
a F , c  = (ri + f i  + 1) + 
i=l 
where a *  i s  t h e   d e g r e e   o f   d e t  C;I(s) and a I1 - i s  t h e  degree   o f  F , c  
( s ) .  NOW, it i s  clear   f rom  theorem T2 t h a t  
a n d ,  h e n c e ,  t h a t  n i i ( s )  i s  a common d i v i s o r  o f  t h e  en t r i e s  i n  
*Note t h a t  B* - is  nons ingu la r .  
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G ( s )  ( s i n c e   n i i ( s )   a n d   d i i ( s )  are r e l a t i v e l y   p r i m e ) .   I n  other 
words, n ( s )  mus t   d iv ide  pi ( s )  and so a n  - < r  Since  no more ii  i' ii m m 
than  a d  p o l e s  are a s s ignab le   t h rough  { F , G }  " and a = 
i=l ii i=l d i i  
m m 
i=l ii i=l 
C (an  + f i  + l), w e  d e d u c e   t h a t  a t  most v = (ri + f i  + 1) 
p o l e s  are a s s ignab le  wh i l e  decoup l ing .  
Wri t ing  !l?F,G ( s )  as a d i a g o n a l  m a t r i x  w i t h  e n t r i e s  q i i  (s)/A, ( S I =  
n ( s ) / d i i ( s )  ,-wg deduce t ha t  q i i ( s )  m u s t  d i v i d e  p .  (s)A,(s) o r ,  ii 1 - 
e q u i v a l e n t l y ,  t h a t  
f o r  i = I, ..., m and  polynomials q , ( s )  w i t h  3 = r + f i  + 1. I t  
1 q, i 
m m I 
fo l lows  t h a t  d e t  T ( s )  = II ( p i ( s ) ) /  IT (q i ( s ) )   and ,   hence ,   f rom -F,G i=l i=l 
E q .  ( 9 8 )  t h a t  
m 
= det  CTI(s)A U ( s )de t  II qi ( s )  
i=l 
det  C* ( s )  m 
- A ( s )de t  G II qi ( s )  
m U - i=l II Pi(S)  
i=l 
Since  CfI(s)  i s  invar ian t   under   decoupl ing   feedback ,  it fo l lows  
t h a t  t h e  zeros of A U ( s )  and d e t  CpI (s)  are inva r i an t  po le s  unde r  
decoupl ing  feedback .  
Thus, t o  complete t h e  proof  w e  need  on ly  cons t ruc t  a de- 
c o u p l i n g  p a i r  {_F,G)  - s u c h  t h a t  t h e  r e s u l t i n g  p o l y n o m i a l s  q i ( s )  are 
a r b i t r a r y  p o l y n o m i a l s  of degree  ri + f i  + 1. To  begin  w i t h ,  w e  
n o t e  t h a t  t r a n s f e r  m a t r i x  
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where P ( s )  - i s  a d i a g o n a l  m a t r i x  w i t h  e n t r i e s  p i ( s ) .  S e t t i n g  
t h a t  - = l i m n , ,  (s)TII ( s )  = B* - where A ( s )  i s  a d i agona l  ma t r ix  
S-+m 
-11 
r . + f . + l  
w i t h  e n t r i e s  s 1 1  ( n o t e   t h a t   t h e  p: ( s )  are monic).  Moreover, 
A I 
as C * ( s )  - i s  g iven  by C S ( s )  " and   p i ( s )  i s  t h e   g r e a t e s t  common d i v i -  
s o r  o f  t h e  e n t r i e s  i n  c-2 ( s )  , w e  can write C* ( s )  i n  t h e  form 
A * -11 
GI, ( s )  f o r  some c o n s t a n t   m a t r i x  C (where S ( s )  i s  g iven  by Eq. 
( 3 3 ) ) .  In  o the r  words ,  TII ( s )  i s  the t r a n s f e r  m a t r i x  o f  t h e  
system G = AX + BU , - " " YII -11- -11- - = C x where CII = C Q and Q i s  t h e  
Lyapunov t r a n s f o r m a t i o n  c o r r e s p o n d i n g  t o  Eq. ( 9 5 ) .  S i n c e  P ( s )  - i s  
d iagona l  it w i l l  b e  s u f f i c i e n t  t o  c o n s t r u c t  a d e c o u p l i n g  p a i r  
{ F I G )  " f o r   t h e   s y s t e m  
-11 - 
A 
s u c h   t h a t  t h e  c l o s e d   l o o p   p o l e s   a r e   a r b i t r a r i l y   p l a c e d .  However, 
l e t t i n g  di = r + f i  and   apply ing   the   synthes is   p rocedure   o f  
r e f e r e n c e  3 4  (p .  655)  , w e  f i n d  t h a t  Eq. ( 1 0 4 )  can  be  decoupled 
and a l l  i t s  c losed  loop  po le s  a s s igned .  
To be more e x p l i c i t ,  i f  q i ( s )  = s - m . s  , t h e n  the  de-  
c o u p l i n g  p a i r  i s  g iven  by 
i 
d . + l  di * 
1 i j  
j=O 7 
where d = max d i ,  t he  blk are d i a g o n a l  m a t r i c e s  w i t h  e n t r i e s  m 
*Clea r ly ,  it i s  enough t o  c o n s i d e r  t h e  c a s e  o f  a monic q i ( s ) .  
i 
k 
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di+l  
r o w  o f  A* i s  given by SI1 . A  
f 1 -  
) .  This   comple t e s   t he   p roo f .  
W e  are now i n  a p o s i t i o n  t o  determine whether  o r  n o t  t h e  
sys t em p resen ted  a t  the  beg inn ing  o f  t h i s  s ec t ion  can  be  decoup led  
via  l i n e a r  s ta te  va r i ab le   f eedback .   I f   t he   answer  i s  y e s ,   s e v e r a l  
r e l a t e d   q u e s t i o n s   c a n   a l s o   b e   r e s o l v e d .  W e  f i r s t   n o t e   t h a t  B*, - 
as d e f i n e d  by Eq. (96), fo r  t he  example  i s  [' '1 and,  consequent ly ,  
i s  s i n g u l a r .  Hence the  sys t em canno t  be  decoup led  by  us ing  l i nea r  
s t a t e   v a r i a b l e   f e e d b a c k   a l o n e .   T h i s   p r o v i d e s  some mot iva t ion  
f o r  t h e  n e x t  s e c t i o n .  
5 . 2  Decoup l ing   v i a   Inpu t  Dynamics 
I n  t h e  p r e v i o u s  s e c t i o n ,  w e  cons ide red  the  ques t ion  of de- 
~- ~~ ~~ 
c o u p l i n g ,  u s i n g  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k .  W e  may  now r a i s e  
some p e r t i n e n t  q u e s t i o n s  r e l a t e d  t o  decoup l ing  v i a  s ta te  v a r i a b l e  
f eedback .   In   pa r t i cu la r ,   suppose  E* were s i n g u l a r .  Would it 
still be  poss ib l e  to  decoup le  the  sys t em by us ing  some a l t e r n a t i v e  
technique?  Also, s u p p o s e  t h a t  c e r t a i n  o f  t h e  p o l e s  w h i c h  c o u l d  
no t  be  a l t e r ed  by  decoup l ing  s t a t e  va r i ab le  f eedback  were u n s t a b l e .  
Could t h e  system s t i l l  be  decoupled  and  s imul taneous ly  s tab i l ized  
by   u s ing   an   a l t e rna t ive   decoup l ing   t echn ique?  The p u r p o s e  o f  t h i s  
s e c t i o n  i s  to  p rov ide  answers  t o  t h e s e  two q u e s t i o n s .  
Thus f a r ,  w e  have  de f ined  decoup l ing  in  a somewhat r e s t r i c t e d  
sense ,  name ly  decoup l ing  v i a  l i nea r  s t a t e  va r i ab le  f eedback .  
Recent ly ,  it has been shown t h a t  it i s  p o s s i b l e  t o  d e c o u p l e  a 
l a r g e r  class of  systems than those which can be decoupled via  
s ta te  var iab le  feedback  a lone ,  th rough the  use  of  " input  dynamics"  
( r e f .  3 7 ) .  Roughly  speaking, w e  w i l l  now p e r m i t  t h e  a d d i t i o n  o f  
dynamics t o  t h e  i n p u t  o f  t h e  s y s t e m  ( r e p l a c e  G i n  t h e  c l o s e d  l o o p  
t r a n s f e r  m a t r i x  b y  G ( s ) ,  - a k- th  order  dynamica l  sys tem) .  I t  w i l l  
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be  shown tha t  ce r t a in  sys t ems  which  canno t  be  decoup led  v ia  s ta te  
va r i ab le  f eedback  can  be  decoup led  by  appropr i a t e  s e l ec t ion  o f  
G ( s ) .  I n   p a r t i c u l a r ,   t h e   e x a m p l e   p r e s e n t e d  a t  the   beg inn ing  of 
t h i s   s e c t i o n   f a l l s   i n t o   t h i s   c a t e g o r y .   F u r t h e r m o r e ,   i n   c e r t a i n  
cases, poles  which are inva r i an t  unde r  decoup l ing  s ta te  v a r i a b l e  
f e e d b a c k  c a n  b e  a l t e r e d  i f  a n  a p p r o p r i a t e  G ( s )  - i s  employed. It  
shou ld  be  s t r e s sed  tha t  decoup l ing  v ia  input  dynamics  involves  
s t a t e  v a r i a b l e  f e e d b a c k  as w e l l  as G ( s )  - i n   t h e  most  general  case. 
T h i s  p o i n t  w i l l  b e  c l a r i f i e d  i n  t h e  r e m a i n d e r  of t h i s  s e c t i o n .  
We s t a r t  by d e f i n i n g  t h e  class of  systems w e  w i l l  c o n s i d e r  
and exac t ly  wha t  w e  mean by  " inpu t  dynamics . "  In  pa r t i cu la r ,  w e  
w i l l  cons ider  sys tems whose  dynamics  can  be  expressed  by E q .  ( 9 5 ) .  
B - and C - are assumed t o   b e  of f u l l   r a n k  m ,  where m 5 - n. 
We next  def ine  " input  dynamics ' '  as  the  k-d imens iona l  l inear  
system whose dynamical equations can be expressed i n  t h e  t i m e  
domain as 
q = K q  + Lv 
u = M q  + Nv -e - 
- "
" 
where g i s  a k v e c t o r  c a l l e d  t h e  s t a t e ,  v - an m v e c t o r  c a l l e d  t h e  
input ,   and  u an m v e c t o r   c a l l e d   t h e   o u t p u t .  K ,  L ,  M ,  and N are 
c o n s t a n t  matrices o f   t he   app ropr i a t e   d imens ions .  The t r a n s f e r  
m a t r i x  r e l a t i n g  t h e  Lap lace  t r ans fo rm o f  the  ou tpu t ,  u ( s ) ,  t o  
t he  Lap lace  t r ans fo rm o f  the  inpu t ,  y ( s ) ,  of E q .  ( 1 0 6 )  w i l l  be  
d e f i n e d  as G ( s ) ,  - the  input  dynamics ;  i . e .  
-e " -  - 
-e 
We can now d e f i n e  a composite  system  by  combining  systems  (Eqs. 
( 9 5 )  and ( 1 0 7 ) )  v i a  t h e  r e l a t i o n s h i p  
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The composite  system of total  order  (n+k)  can ow be  expressed  in 
time  domain  as 
x = Ax + BU - " "
Y = crr: 
If we define X 
"c 
= Cijl as 
u = Mz + Ny -e -- 
the 
written  more  succinctly as 
X 
"c = [; 
composite state, 
x +  
"c 
yc = y = [c_,o_Ix, 
be 
Pictorially,  we  have  the  following  block  diagram  representation 
(Figure 2 )  for  the  composite  system. 
"""""""" -l """""""" 1 
Figure 2.- Block  diagram of composite  system 
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C l e a r l y ,  t h e  c o m p o s i t e  t r a n s f e r  m a t r i x  T (s)  r e l a t i n g  t h e  o u t p u t ,  
y ( s )  , t o  t h e  new i n p u t ,  ~ ( s )  , c a n  b e  w r i t t e n  as 
"c 
where G ( s )  - i s  g iven  by Eq. ( 1 0 ' 7 ) -  
We can  now def ine  the  concept  of  "decoupl ing  v ia  input  dy-  
namics"   as   fo l lows .   Cons ider   the   composi te   sys tem,  Eq. ( 1 1 0 ) .  
We w i l l  s a y  t h a t  t h e  sys tem (Eq. (95) )  can  be  decoupled  v ia  input  
dynamics i f  t h e r e  e x i s t s  a p a i r  o f  m a t r i c e s  { F , G ( s ) ) ,  where G ( s )  
i s  g iven  by Eq. ( 1 0 7 ) ,  such   t ha t   t he   compos i t e   sys t em,  Eq. (110), 
can  be  decoup led  v i a  l i nea r  s t a t e  va r i ab le  f eedback .  
- 
" - 
Some o b s e r v a t i o n s  w i l l  now be made. F i r s t ,  it should   be  
n o t e d  t h a t  i f  system, Eq. (95) ,   can   be   decoupled  by u s i n g  l i n e a r  
s ta te  v a r i a b l e  f e e d b a c k  ( i f  B* - i s  nons ingu la r ) ,  t hen  inpu t  dynamics  
a r e   n o t   r e q u i r e d  t o  decouple  t h e  system. However, w e  r eca l l  t h a t  
c e r t a i n   e i g e n v a l u e s   o f  ( A  - + B F )  " are inva r i an t   unde r   decoup l ing  
s t a t e  va r i ab le  f eedback ,  namely  the  ze ros  o f  A U  ( s )  and d e t  (cfI ( s )  ) . 
These e i g e n v a l u e s   ( p o l e s )   a p p e a r   i n   " c a n c e l l e d "   p o l e - z e r o   p a i r s  
i n  t h e  f i n a ' l  d e c o u p l e d  t r a n s f e r  m a t r i x .  If one or  more o f  t h e s e  
p o l e s  l i e  i n  t h e  h a l f - p l a n e  R e  s>O, - t he  r e su l t i ng  decoup led  sys t em 
w i l l  be   uns t ab le .   The re fo re ,   a l t hough  E* i s  nons ingular ,   decoupl -  
i n g  v i a  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k  may p roduce  an  uns t ab le  
system. One migh t   t he re fo re  ask i f  it i s  p o s s i b l e  t o  employ i n -  
put  dynamics in  these s i t u a t i o n s  i n  o r d e r  t o  d e c o u p l e  t h e  system 
a n d  a l s o  e n s u r e  s t a b i l i t y .  The a n s w e r  t o  t h i s  q u e s t i o n  i s  y e s ,  
provided AU(s) i s  H u r w i t z  ( i . e . ,  t h e   u n s t a b l e   r o o t s   a r e  zeros  
of d e t  (s;I(s)) o n l y ) .   C l e a r l y ,   i f  A ( s )  i s  non-Hurwitz,  any 
l i nea r   f eedback   sys t em w i l l  f a i l  t o  a c h i e v e  s t a b i l i t y .  These  
p o i n t s  w i l l  b e  cove red  in  more d e t a i l  i n  t h e  r e m a i n d e r  o f  t h i s  
s e c t i o n .  
U 
A p i c t o r i a l  r e p r e s e n t a t i o n  o f  t h e  d e f i n i t i o n  o f  d e c o u p l i n g  
v ia   input   dynamics  i s  now i n  o r d e r .  I n  p a r t i c u l a r ,  a c c o r d i n g  t o  
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the  definition,  linear  state  variable  feedback  may  be  employed 
twice in order  to  achieve  decoupling  via  input dynamics. First, 
we  seek a pair  {F,G(s) " 1 ,  which  defines  the open loop  composite 
system (Eq. (110)), a system  which can then  be  decoupled  via 
linear  state  variable  feedback.  Once  the  pair {F,G_(s)} is  chosen, 
an  additional  pair {_Fc,Gc) can then  be  used  to  actually  decouple 
the  system (Eq. (110)). The employment of the  second  pair, 
{_Fc,cc},  is not  always  required,  as  we  will show.  Figure 3 is a 
pictorial  representation  for  decoupling  via  input  dynamics by 
modifying  Figure 2 to  include  the  additional  pair {_Fc,Gc). The 
subscript c denotes  composite  feedback  and  feedforward  for  the 
(n+k)  dimensional  system (Eq. (110)). 
U 
Figure 3 . -  Decoupled  composite  system 
Summarizing,  we  note  that  decoupling via  input  dynamics 
involves  two  steps: (1) selection of a pair {F,G(s)) " which  in- 
creases  the  dimension of the state, resulting  in a composite 
system of dimension  (n+k),  which  can  then  be  decoupled  via  compo- 
site  linear  state  variable  feedback,  and ( 2 )  selection of the 
constant  decoupling  pair  {Fc,G I 1 which  then  decouples  the  compo- 
site  system.  We  also  remark  that  once  step (1) has  been  accom- 
plished,  the  techniques  outlined  in  Section 5.1 can  be  employed 
to  accomplish  step ( 2 )  . 
-C 
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W e  w i l l  now c h a r a c t e r i z e  t h e  class of systems  (Eq. ( 9 5 ) )  
which  can  be  decoupled via i n p u t  d y n a m i c s .  C l e a r l y ,  t h i s  c lass  
must  inc lude  those  sys tems which  can  be  decoupled  by  us ing  l inear  
s ta te  v a r i a b l e   f e e d b a c k .   F o r t u n a t e l y ,   t h i s  class can  be  charac-  
t e r i zed   r ead i ly   by   u s ing   t he   s t ruc tu re   t heo rem.   Fu r the rmore ,  w e  
can a lso s a y  s o m e t h i n g  a b o u t  t h e  s t a b i l i t y  of systems which can be 
decoup led   v i a   i npu t   dynamics .   In   pa r t i cu la r ,  w e  can now s ta te  and 
prove the fol lowing theorem ( T 7 )  : 
T7:  L e t  x = Ax + , y = Cx denote   an  m-input ,  m-OUtpUt 
system whose t r a n s f e r  m a t r i x  i s  ( i n  terms o f  t h e  s t r u c -  
t u re   t heo rem)  CS(s)S-'(s)6 " - A ( s ) tAu(s ) .  There e x i s t s  a -m u 
p a i r  of  matrices { _ F , G ( s )  1 such  tha t  t h i s  sys t em can  be  
decoup led   v i a   i npu t   dynamics   i f   and   on ly   i f  C S ( s )  " i s  
nons ingu la r ;  i . e .  i f  and only i f  t h e  s y s t e m  i s  i n v e r t i b l e .  
F u r t h e r m o r e ,  i f  AU(s) i s  H u r w i t z ,  t h e  p a i r  {F ,G_(s ) )  - can 
always be chosen t o  ensu re  t h e  e x i s t e n c e  o f  a p a i r  {_Fc,_Gc) 
w h i c h - d e c o u p l e s o G i t e '  sys t em a id  s imul t aneous ly  
e n s u r e s  t h a t  a l l  (n+k)  c losed  loop  po le s  l i e  i n  t h e  h a l f -  
p l ane  R e  s<O. 
proof:  I n  o r d e r  t o  e s t a b l i s h   n e c e s s i t y   o f  t h e  f i r s t  s ta te -  
" " " __c 
A 
.~ 
A 
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ment, w e  w i l l  assume t h a t  a s u i t a b l e   p a i r   { F , G ( s ) )  " e x i s t s .  The 
t ransfer  mat r ix  of  the  open  loop  composi te  sys tem i s  then  g iven  
by E q .  (111); i . e .  
T ( 5 )  r e p r e s e n t s  t h e  t r a n s f e r  m a t r i x  o f  a system which can now 
b e   d e c o u p l e d   v i a   l i n e a r  s t a t e  var iab le   feedback .   Consequent ly ,  
T ( s )  i s  n o n s i n g u l a r   a n d   i n v e r t i b l e .   C l e a r l y ,   t h i s   i m p l i e s   t h a t  
7c 
C S ( s )  " i s  a l s o  n o n s i n g u l a r  a n d  i n v e r t i b l e .  I n  o r d e r  t o  e s t a b l i s h  
t h e  f a c t  t h a t  t h e  n o n s i n g u l a r i t y  o f  C S ( s )  i s  s u f f i c i e n t  t o  ach ieve  
an  a sympto t i ca l ly  s t ab le  decoup led  sys t em v ia  inpu t  dynamics ,  a 
c o n s t r u c t i v e  a l g o r i t h m  w i l l  be   employed.   Since  the  a lgori thm i s  
-C 
A 
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rather  involved,  no  interpretation f the  various  steps  taken  will 
be given  until  the  theorem has been  established. At that  time, 
we will demonstrate  its  application  by  example and comment on the 
more  important  steps  which  were  employed. The steps  will  be  num- 
bered  for  convenience  and  later  interpretation. 
STEP (1) : We begin  by  considering T (s) , the  transfer  matrix 
-52 
of the  composite  system. We then  factor C S ( s )  " as in  Section 5.1; 
i.e. 
where P(s) - is a  diagonal  matrix  consisting of the  ordered  greatest 
common  divisors,  pi (s) , of each row  of C S ( s ) .  We  now  consider  the 
A 
- 
altered  transfer  matrix, ( s )  , obtained by  factoring P ( s )  - out 
of Tc(s) or, equivalently,  premultiplying  TC(s)  by  P ( s ) ;  i.e. 
%I -1 - 
STEP (2) : We will  now  obtain d pair {_F,G_(s) 1 which  diagon- 
* 
alizes  Eq. (113). Solving  Eq. (113) for B G ( s ) ,  we  obtain -m- 
NOW, ( C ; , ( S ) )  = adj (C;,(s)tlC* ( s )  I ,  where  adj ( - )  denotes  the -11 
adjoint,  and 1 . 1  the  determinant of a  square  matrix.  Note  that 
-1 
this  step is possible  since C S ( s )  -- was  assumed  to be nonsingular. 
STEP ( 3 )  : Next, we factor (s) I as the  product of two 
monic  polynomials,  ps(s)  and  pu(s),  and  some  constant c, where 
ps(s)  and  pu(s)  represent  the  stable  and  unstable (or conditionally 
stable)  zeros of IC:I(s) I respectively; i.e. 
I 
S u b s t i t u t i n g  t h i s  e x p r e s s i o n  i n t o  E q .  (114) , w e  o b t a i n  
0 
6 ( s )  = d i a g  [ ( s  + X )  i ]  
-E 
where X i s  a p o s i t i v e  c o n s t a n t  e q u a l  t o  o n e  o f  t h e  z e r o s  of p ( s ) ,  
i f  p o s s i b l e .  T h i s  c h o i c e   f o r  J F ( s )  ensu res  t h e  a s y m p t o t i c   s t a b i -  
l i t y  o f  t h e  o r i g i n a l  p o r t i o n  o f - t h e  c o m p o s i t e  s y s t e m ,  p r o v i d e d  
A ( s )  i s  Hurwitz .   Simultaneously,  a c e r t a i n  amount of   po le-zero  
c a n c e l l a t i o n  w i l l  be p o s s i b l e ' i n  r e d u c i n g  Eq. ( 1 1 6 )  t o  s i m p l e s t  
terms. P o l e - z e r o   c a n c e l l a t i o n  i s  d e s i r a b l e  i f  w e  expec t  t o  keep 
k, the  dimension of  G ( s ) ,  - as low as p o s s i b l e .  
S 
U 
STEP ( 5 )  : Since  G ( s )  - m u s t  a l s o  r e p r e s e n t  t h e  t r a n s f e r  m a t r i x  
o f  a s t a b l e   s y s t e m ,  T ( s )  w i l l  now be set  e q u a l  t o  a d i agona l  
matr ix  which cancels  t h e  u n s t a b l e  p o l y n o m i a l ,  p u ( s ) ,  now appear ing  
i n  t h e  denominator  of G - ( s )  ; i .e. , w e  l e t  
- G I  
Zc ( s )  = d i a g  
-11 
The i n t e g e r s ,  q i ,  i = 1 , 2 , . . . , m ,  have  ye t  t o  be  de t e rmined .  
STEP ( 6 )  : Equat ions ( 1 1 7 )  and ( 1 1 8 )  a r e  now s u b s t i t u t e d  i n t o  
Eq. ( 1 1 6 )  i n  o r d e r  t o  o b t a i n  G ( s )  - i n  terms o f  t h e  u n s p e c i f i e d  
i n t e g e r s  , q i '  G - ( s )  can t h e n  be w r i t t e n  as 
6 4  
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STEP ( 7 ) :  The q i ' s  are chosen as small as p o s s i b l e ,  c o n s i s -  
t e n t   w i t h   t h e   r e q u i r e m e n t   t h a t  G ( s )  - r e p r e s e n t   t h e   t r a n s f e r   m a t r i x  
of  a phys ica l ly   r ea l i zab le   sys t em,   name ly  Eq. ( 1 0 6 ) .  The a c t u a l  
input  dynamics w e  u s e  t o  decouple  the  sys tem can  now be chosen t o  
be a m i n i m a l   r e a l i z a t i o n   o f   t h e   t r a n s f e r   m a t r i x  (Eq.  (119)). The 
a lgo r i thm has  now b e e n  c a r r i e d  f a r  enough t o  e s t a b l i s h  t h e  t h e o r e m .  
I n  p a r t i c u l a r ,  w e  n o t e  t h a t  af ter  a l l  p o l e - z e r o  c a n c e l l a t i o n s  are 
made i n  Eq. (119), t h e  o n l y  p o l e s  r e m a i n i n g  are e i t h e r  e q u a l  t o  
- A ,  o r  are z e r o s  of  the Hurwitz polynomials ps ( s )  . Since  b F ( s )  I 
and A ( s )  are Hurwitz  polynomials,  the l a t t e r  by assumption,  the 
composite  system ( E q .  ( 1 1 0 ) )  de f ined  by Eq. (117)  and a minimal 
r e a l i z a t i o n   ( S e c t i o n  3 . 1 )  o f  E q .  ( 1 1 9 )  i s  a s y m p t o t i c a l l y   s t a b l e .  
Furthermore,  t h e  t r a n s f e r  m a t r i x ,  TJs), of  the  open  loop  com- 
p o s i t e  s y s t e m  i s  g iven  by 
- 
U 
a d i agona l  ma t r ix  ( a  decoup led  sys t em)  wi th  po le s  in  t h e  h a l f -  
p l ane  R e  s<O. The theroem i s  t h u s   e s t a b l i s h e d .  
I n  g e n e r a l ,  w e  do not want a m u l t i p l e  r o o t  a t  s = - X .  
R a t h e r ,  w e  would l i k e  t o  a r b i t r a r i l y  s p e c i f y  a s  many c losed  loop  
p o l e s   o f  t he  decoupled  composite s y s t e m  as p o s s i b l e .  T h i s  i s  
where the   composi te  s t a t e  v a r i a b l e  feedback, {Fc,c , ) ,  e n t e r s  i n t o  
c o n s i d e r a t i o n .  The open  loop  sys tem,  obta ined  by s e l e c t i n g  F - and 
G ( s )  a c c o r d i n g  t o  t h e  a l g o r i t h m  j u s t  o u t l i n e d ,  i s  a l ready  decoupl -  
ed. Therefore ,   composi te  s t a t e  va r i ab le   f eedback ,  {Fc,Gc) can how 
b e  u s e d  t o  a d j u s t  ( C q . )  of t h e  c l o s e d  l o o p  p o l e s  of t h e  composite 
system (see S e c t i o n  5 .1)  . 
rn 
1 1  
The example presented a t  t h e  beginning  of t h i s  s e c t i o n  c a n  
now be used t o  i l l u s t r a t e  t h i s  p o i n t  a n d  t h e  v a r i o u s  s t e p s  em- 
p l o y e d   i n   o u t l i n i n g   t h e   a l g o r i t h m .  I n  p a r t i c u l a r ,  w e  n o t e d  a t  
t he  conc lus ion  o f  Sec t ion  5 . 1  t h a t  t h e  example represented a 
6 5  
system which could not  be decoupled by u s i n g  l i n e a r  s t a t e  v a r i a b l e  
feedback  a lone.  However, f o r   t h e   e x a m p l e ,  w e  n o t e   t h a t  I C S ( s ) l  = 
A 
" 
.ICS(s) " 1 = ( s  + 4 ) ;  i . e . ,  s i n c e  C S ( s )  " i s  nons ingu la r ,   i npu t   dynamics  
can  be  employed to  decoup le  the  sys t em.  We w i l l  now go through  the  
s e v e n  s t e p s  o u t l i n e d  i n  t h e  a l g o r i t h m  i n  o r d e r  t o  d e r i v e  a feedback 
p a i r ,  C F , G ( s ) ) ,  which  decouples   the  given  system. 
STEP (1) : N o  f u r t h e r   f a c t o r i z a t i o n   o f  C S ( s )  " i s  p o s s i b l e ;  
i . e .  P ( s )  - = I - and C;I(s) = C s ( s ) .  
STEP ( 2 )  : Here, w e  c a l c u l a t e  t he  i n v e r s e   o f  CTI ( s )  , or  C S ( s )  " 
i n  t h e  case of the  example  under  cons idera t ion :  i . e .  
Fur the rmore ,   no te   t ha t   i n   t he   example  A ( s )  = 1 and B = I. 
Hence,  according t o  Eq. (1141, 
A 
U -m - 
STEP ( 3 )  : For  example,   ps(s)  = ( s  + 4 )  and p u ( s )  = c = 1. 
T h i s   s t e p  i s  necessa ry  so t h a t  any   uns t ab le   roo t s   o f  IC;I(s)I - 
can   be   i so la ted   and  l a t e r  c a n c e l l e d  by Tc ( s ) .  
-11 
STEP ( 4 ) :  For   the  example,  t h e  choice  of X i s  obvious ;  i . e . ,  
s ince ps ( s )  = ( s  + 4 ) ,  X should  be  chosen  equal  to  4 and 
(s+4) , 0 2 
-F - = [ o  , ( s + 4 ) 2 ]  
T h i s   p a r t i c u l a r   c h o i c e   f o r  i F ( s )  accomplishes  two t h i n g s .   F i r s t ,  
it p a r t i a l l y   a s s u r e s   u s   o f   a - s t a b l e   c o m p o s i t e   s y s t e m .  I t  a l s o  
r e s u l t s  i n  e v e n t u a l  p o l e - z e r o  c a n c e l l a t i o n s  i n  t h e  c o m p u t a t i o n  o f  
G ( s ) ,  - the  added dynamics.  This  maintains  k ,  the dimension of 
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G ( s )  , at a relatively  low value. 
STEP ( 5 ) :  We now employ Eq. (118); i.e. 
Tc (SI = 
-11 
If pu(s) # 1, this  step  would  have  resulted in pole-zero  can- 
cellation of unstable  roots  which  otherwise  would  have  appeared 
in  the  denominator  polynomial of G ( s )  - . 
STEP ( 6 ) :  We now employ  Eq. (119) to  obtain  a  frequency- 
domain  description of G ( s ) ;  - i.e. 
or 
2 
-s+2 s+l # - I  
r 
STEP ( 7 ) :  We now select  the qi’s as small  as  possible,  con- 
sistent  with  the  requirement  that G ( s )  - represent  a  physically 
realizable  system. By inspection,  this  implies  that  q1 = q2 = 2 
or that 
2 
s+4 [-L s+4 [,’ -:I 
s+4 
+ [-: 
6 7  
Note t h a t   w i t h  G ( s )  - equa l  to t h e  a b o v e  a s y m p t o t i c a l l y  s t a b l e  
system and 
a n o t h e r   a s y m p t o t i c a l l y   s t a b l e   s y s t e m ,   t h e   o p e n   l o o p   t r a n s f e r  
m a t r i x  of t h e  composite  system, CS ”
[ 
1 
(s+4 1 
0 
2 
B G ( s )  -m- 
0 
1 
(s+4)  
, i s  
a r e s u l t  which can be obtained ei ther  by pe r fo rming  the  mul t i -  
p l i c a t i o n  i n d i c a t e d  above or   s imply  employing Eq .  (118). 
We w i l l  now c o n t i n u e  o u r  a n a l y s i s  of  t h i s  example  by  comput- 
i n g  k ,  t h e  dimension of a min ima l  r ea l i za t ion  of G ( s )  - and then 
d e s c r i b e  how c o m p o s i t e  s t a t e  v a r i a b l e  f e e d b a c k  c a n  b e  u s e d  t o  
a r b i t r a r i l y  r e a s s i g n  c e r t a i n  of  t h e  c l o s e d  loop p o l e s  of  t h i s  
decoupled system. 
Employing t h e  r e s u l t s  of  S e c t i o n  3 . 1 ,  w e  c a n  r e a d i l y  o b t a i n  
a min ima l   r ea l i za t i cn   o f  G ( s ) ;  - i . e .  
where 
a s c a l a r  
L - = [ 2  -13 
6 8  
and 
as no ted  p rev ious ly .  G ( s )  - t h u s  r e p r e s e n t s  t h e  t r a n s f e r  m a t r i x  o f  
a f i r s t   o r d e r   s y s t e m ;  i . e .  k = 1. A t i m e  domain r e p r e s e n t a t i o n  
fo r  t he  compos i t e  decoup led  f i f t h  o rde r  sys t em can  now b e  w r i t t e n  
d i r e c t l y :  
B =  
"c 
and 
0 1 1  0 0 0  
-16 -8 ,  0 0 1  
I 
I ""_ L """ 
0 0 1  0 
I q o  
I I 0 0 I -16  -81  3 
I 
"""t" 
0 0 0  0 I - 4  
9 
0 0  
0 0  
0 0  
.1 1 
2 -1 
."- 
Using t h e  r e s u l t s  of t h e  p r e v i o u s  s e c t i o n  (5.1), w e  can 
e a s i l y  v e r i f y  t h a t  t h i s  c o m p o s i t e  f i f t h  o r d e r  s y s t e m  c a n  b e  de- 
c o u p l e d  v i a  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k ;  i . e .  
* 
B = C A B  = I  -c -c-c-c - 
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Consequent ly ,  four  of t h e  f i v e  closed loop  po le s  o f  t he  decoup led  
s y s t e m  c a n  b e  a r b i t r a r i l y  s p e c i f i e d  v i a  t h e  a l g o r i t h m  g i v e n  i n  
r e f e r e n c e  34  and   r epea ted   i n   Sec t ion  5 . 1  ( E q .  ( 1 0 5 )  ) . I t  can a l so  
be shown t h a t  t h e  s i n g l e  p o l e  w h i c h  c a n n o t  b e  a l t e r e d  w h i l e  d e -  
coupl ing  i s  s = - 4 .  However, t h i s  pole  w i l l  not  app'ear i n  t h e  
f i n a l  c l o s e d  l o o p  t r a n s f e r  m a t r i x  b e c a u s e  o f  p o l e - z e r o  c a n c e l l a -  
t i o n .  
5 . 3  Two Nonin terac t ion   Algor i thms 
I n  t h i s  s e c t i o n ,  w e  w i l l  o u t l i n e  two algori thms which can be 
~~ __ " - - -. 
used t o  a c h i e v e  a d e g r e e  o f  n o n i n t e r a c t i o n  i n  l i n e a r  m u l t i v a r i a b l e  
systems. We h a v e   j u s t   p r e s e n t e d  a f a i r ly   comprehens ive  review of 
d e c o u p l i n g   ( c o m p l e t e   o f f - d i a g o n a l   n o n i n t e r a c t i o n ) .   I n   c e r t a i n  
systems, however, w e  migh t  no t  be  wi l l i ng  to  add  dynamics  in  o rde r  
t o  achieve  decoupl ing  or  t o  s t a b i l i z e  a system which can be de- 
c o u p l e d   v i a   l i n e a r   s t a t e   v a r i a b l e   f e e d b a c k .  However, w e  might 
want t o  z e r o  c e r t a i n  c l o s e d  l o o p  i n o u t - o u t p u t  p a i r s ,  i f  p o s s i b l e ,  
u s i n g   l i n e a r  s ta te  va r i ab le   f eedback .  The s t ruc ture   theorem  can  
b e  u s e d  t o  p r o v i d e  p a r t i a l  a n s w e r s  t o  q u e s t i o n s  i n v o l v i n g  t h e  non- 
i n t e r a c t i o n  o f  v a r i o u s  i n p u t - o u t p u t  p a i r s .  The r e a d e r  w i l l  n o t e  
t h a t   t h i s   s e c t i o n   l a c k s   t h e   f o r m a l i s m   o f   p r e v i o u s   s e c t i o n s .  We 
w i l l  mere ly  p re sen t  two des ign  a lgo r i thms  fo r  non in te rac t ion  and  
demonstrate them v ia  the  example  presented  e a r l i e r  i n  S e c t i o n  5 .  
Both o f  t h e  a l g o r i t h m s  employ the  s t ruc ture  theorem and,  conse-  
q u e n t l y ,  d e p e n d  o n  t h e  a b i l i t y  t o  e x p r e s s  t h e  c l o s e d  l o o p  t r a n s -  
f e r  m a t r i x  o f  a , s y s t e m  as 
A -1 A Au(s) T ( s )  = CS ( s )  gF ( s ) B  G ~- - F , G  " 
" - -m- A ( s )  U 
We s t i l l  assume t h a t  t h e  s y s t e m  h a s  m l i n e a r l y  i n d e p e n d e n t  i n p u t s  
and m o u t p u t s .  
The purpose of t h e  f i r s t  a l g o r i t h m  ( s i n g l e  row a l t e r e d )  i s  
t o  d e m o n s t r a t e  a technique which can be employed to  achieve almost  
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d i a g o n a l   n o n i n t e r a c t i o n   ( d e c o u p l i n g ) .  The excep t ion  i s  t h a t  a 
c e r t a i n  r o w  o f  t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  w i l l  n o t  c o n t a i n  
j u s t  o n e  n o n z e r o  e n t r y  b u t  c o u l d ,  i n  g e n e r a l ,  c o n t a i n  a l l  nonzero 
e n t r i e s .  T o  d e m o n s t r a t e  t h i s  a l g o r i t h m ,  w e  o b s e r v e  t h e  e f f e c t  o f  
a l t e r i n g  a s i n g l e  r o w  of C; i . e . ,  w e  l e t  
A 
where R - i s  an (mxn) c o n s t a n t  m a t r i x  w i t h  ( m - 1 )  zero rows and only 
one nonzero row ( the  q - th  row) .  W e  would l i k e  t o  c h o o s e  R - i n  s u c h  
a way t h a t  C S ( s )  h a s  c e r t a i n  d e s i r a b l e  p r o p e r t i e s  from t h e  p o i n t  
of  view  of t h e  decoup l ing   Sec t ion  5 .1 .  I n  p a r t i c u l a r ,  w e  would 
l i k e  t o  c h o o s e  R s u c h  t h a t  (1) the  polynomia l  I C  S ( s )  I i s  Hurwitz,  
and ( 2 )  t h e  m a t r i x  B* ( d e f i n e d  i n  t h e  same way as B* ( S e c t i o n  5.1) , 
b u t  w i t h  C r e p l a c i n g  C) i s  n o n s i n g u l a r .   I f   t h i s  i s  p o s s i b l e ,  t h e  
system x - = Ax " + Bu " , Yq = C -q- x ,  where Cq = K g ,  can  be  decoupled 
v i a  l i n e a r  s t a t e  v a r i a b l e  f e e d b a c k ;  i . e . ,  by a p p r o p r i a t e  c h o i c e  o f  
t h e  p a i r  { F , G ) ,  C S(s)gF ( s ) B  G w i l l  be  d iagonal  and  nons ingular ,  -m- 
and a l l  z e r o s  o f  q S F ( s )  T w i l l  l i e  i n  t h e  h a l f - p l a n e  R e  s<O. 
-9- 
A 
- -q- 
-q - 
. -q - A 
A -1 
" - -  
- 
Now, by  Eq. ( 1 2 2 ) ,  t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  o f  t h e  
ac tua l  sys tem w e  a r e  dea l ing  wi th  can  be  expres sed  a s  
where R S  ( s ) i F  ( s ) B  G i s  an ( m x m )  m a t r i x  o f  t r a n s f e r  f u n c t i o n s  
w i t h  zero  en t r i e s  everywhere   bu t   the   q - th  row. Consequently,  
t h e  c l o s e d . l o o p  t r a n s f e r  m a t r i x  of the  g iven  sys t em d i sp lays  
comple t e  o f f -d i agona l  non in te rac t ion  wi th  the  excep t ion  o f  t he  
q- th  row. Our des ign  ob jec t ive  has  thus  been  m e t  provided R - can 
-1 A 
" -m- 
be  su i tab ly  chosen .  
W e  w i l l  now demons t r a t e  t h i s  a lgo r i thm,  us ing  the  example  
g i v e n  a t  t h e  b e g i n n i n g  o f  S e c t i o n  5.  I n  p a r i t u c l a r ,  i n  t h e  e x -  
ample, 
7 1  
I f  w e  now a l t e r  t h e  f i r s t  row (q = 1) of C by s e t t i n g  - 
[-1 ;/4 - 1 / 2  -11 
E =  
0 0 0 
t hen  
A =[ 0 9 / 4  ;/2 -11 
c = c  
-q -q 
-2 1 0 
In  o the r  words ,  
9/4s -s + 1 / 2  
-q- s(s) = [ s - 2  2 ] 
and 
a H u r w i t z  polynomial .   Furthermore,  B* = C B and,  i n  t h i s  case, 
i s  e q u a l  t o  
-q -q- 
a nons ingu la r  ma t r ix .  The a l t e r e d  s y s t e m  c a n  t h e r e f o r e  b e  d e -  
coupled   v ia  l i nea r  s t a t e   v a r i a b l e   f e e d b a c k .  Two o f   t h e   f o u r  
c losed  loop  po le s  of t h e  decoup led  sys t em can  be  a rb i t r a r i l y  
s e l e c t e d  ( t h e  o t h e r  two a r e  s = -1 s ince  I C  S ( s )  1 = (s+l) ) . I f  
w e  se lec t  b o t h  o f  t h e s e  p o l e s  a t  s = - 2 ,  Eq. ( 1 0 5 )  can  then  be 
used t o   f i n d   t h e   r e q u i r e d   f e e d b a c k   p a i r   { F , G ) ;  " f o r   t h i s   e x a m p l e ,  
2 
-q- 
= B* [s0gq - A * ] ,  where -1 
-q 
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Solving f o r  F ,  - w e  obtain 
7 0  - 4  -2 
E = [ 7/8 -7 - 4 ]  
The re fo re ,  
r s 2 - 4  2s+4 1 
and 16 ( s )  I = (s+l) ( s + 2 )  as r equ i r ed .   S ince  G = B* , w e  can  
wr i t e  t h e  c l o s e d  loop t r a n s f e r  m a t r i x  o f  t h e  a l t e r e d  s y s t e m ;  
2 -1 
-F - -q 
We now use  Eq. (123) t o   d e t e r m i n e   t h e   c l o s e d  loop t r a n s f e r  
m a t r i x  of t h e  a c t u a l  s y s t e m  w e  are  d e a l i n g  w i t h :  
and 
s + 4 ,  s 2  + 1 1 / 4  s - 
0 , (s+l) -1 
" C S ( s ) r J F  ( S I B  El*-' = -m-q (s+l) ( s + 2 )  s+2 
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I11111. 
We  have  thus  succeeded  in  obtaining  noninteraction  in  all 
off-diagonal  elements of the  closed  loop  transfer  matrix  with  the 
exception of those in the  first  row. 
ALGORITHM 2 (Row  Combination) 
The second  algorithm is a  modification of the  first. It 
A 
also  relies on an alteration  of C - and  utilization of the  results 
in Section 5.1. To demonstrate  this  algorithm, we observe  the 
effect  of  premultiplymng  C - by a  nonsingular  matrix P; i.e., 
linearly  combining  various  rows  of C .  In particular, we let 
A 
A 
- 
A 
c = PC 
-P -- 
A 
(124) 
where  P - is a  nonsingular  (mxm)  matrix.  We  would  like  to  choose 
P - in  such  a  way  that  the  system & - = Ax + Bu, = C s ,  where 
" " Yp 
A -P cp = acp, can be  decoupled  via  linear  state  variable  feedback. 
In  other  words, we would  like  the  matrix  B*  (defined  as  in 
Section 5.1 ,  but  with  C  replacing C) to  be  nonsingular.  Suppose 
we can  decouple  the  altered  system  via  linear  state  variable  feed- 
back.  This  means  that  the  closed  loop  transfer  matrix of the 
altered  system,  PCS(s)CF ( s ) B  G, will  be  diagonal  and  nonsingular. 
We  obtain  the  closed  loop  transfer  matrix of the  actual  system 
under  consideration  by  premultiplying PCS ( s )  CF ( s ) 6  G by P . 
Note  that  the  nonzero  entries of P-l - will  produce  corresponding 
nonzero  entries  in  the  closed  loop  transfer  matrix of the  actual 
system, since premultiplies the diagonal transfer matrix. 
Hence  the  choice of P, and  therefore  P , directly  determines 
whether  the  various  entries of T ( s )  will  be  zero or nonzero. 
-P 
-P - 
A -1 A "- -m- 
A -1 -1 "- -m- - 
-1 
-1 
- - 
-F,G 
"
We will now demonstrate  this  algorithm,  using  the  example 
given  at  the  beginning of Section 5. We recall  again  that B* - is 
singular  and  that 
7 4  
Suppose w e  choose P_ = -:] so t h a t  P - = [,' :] . By Eq. ( 1 2 4 ) ,  [ 
c = PC =[-2 "1 A h O A A -P -- 1 2 0  -P- 
Note t h a t  P cannot  a l t e r  t h e  z e r o s  a s s o c i a t e d  w i t h  I C S ( s ) l  i . e .  
IC  S ( s ) l  = Ip!lCC(s)l, where ! P I  is, of   cou r se ,  a scalar.  B* i s  
A 
A 
- " 
A 
-P- - -P 
t h u s   e q u a l   t o  
[ 
3 -1 
1 0  
a nons ingu la r   ma t r ix .  The a l t e r ed   sys t em  can   t he re fo re   be   de -  
coup led  v i a  l inear  s t a t e  v a r i a b l e  f e e d b a c k ,  a n d  t h r e e  o f  t h e  f o u r  
c losed  loop  po le s  of the  decoup led  sys t em can  be  a rb i t r a r i l y  
s p e c i f i e d   ( S e c t i o n  5 . 1 ) .  We w i l l  choose   t hese   po le s  a t  s = -1, 
- 2 ,  and -3  i n  o r d e r  t o  d e m o n s t r a t e  a n  a l t e r n a t e  m e t h o d  ot determ- 
i n i n g  F ,  - t he  f eedback  ma t r ix .  I f  
w e  can write t h e  f i n a l  c l o s e d  l o o p  t r a n s f e r  m a t r i x  o f  t h e  a l t e r e d  
s y s t e m  d i r e c t l y ;  
C S ( s ) i F  ( S I B  B* - -1  -1 - 
-P- - -m-p 
1 
s +3s+2  2 
0 "I s + 4  s + 4  -1 s+ 3 
Since  a l l  q u a n t i t i e s  a r e  known w i t h  t h e  e x c e p t i o n  of CF(s) , w e  
s o l v e  t h e  a b o v e  e q u a t i o n  f o r  CF (s) ; 
- 
- 
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or 
0 1 s +3s+2 ,  
-F - = [-. -:I 
which y i e l d s  
S i n c e  6 ( s )  = 6 ( s )  - B F S ( s )  = 6 ( s )  - B F S ( s ) ,  i n   t h i s   e x a m p l e ,  
and Em = - I ,  F S ( s )  = - 6 ( s )  - $ , ( s ) ,  o r  
A A  
-F - - -m-- - -m-- 
- 
- 2 s - 6  
F S ( s )  " = [ :1:3, - 7 s - 1 9  1 
o r  
= [ -6 - 2 1  
2 3  5 - 1 9  -7 
The c l o s e d  l o o p  t r a n s f e r  m a t r i x  of t h e  a l t e r e d  s y s t e m  c a n  b e  
p r e m u l t i p l i e d  by P - l  - t o   y i e l d   t h e   c l o s e d  loop t r a n s f e r   m a t r i x  of 
t h e  given system: 
W e  have  the re fo re  succeeded  in  ob ta in ing  a t r a n s f e r  m a t r i x  whose 
nonzero en t r ies  co r re spond   t o  those  of . -1 
The two a lgo r i thms  w e  have now p r e s e n t e d  do n o t ,  of c o u r s e ,  
r e p r e s e n t  t h e  t o t a l i t y  of s t ruc ture  theorem a lgor i thms which  can  
be employed t o   a c h i e v e   c l o s e d   l o o p   n o n i n t e r a c t i o n .  The 
r e a d e r  w i l l  u n d o u b t e d l y  n o t e  t h a t  c e r t a i n  b a s i c  m o d i f i c a t i o n s  c a n  
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be made. For  example, t w o  r o w s  of C can  be  a l t e r ed  in s t ead  o f  one  
and P can  be  replaced  by g ( s )  i n  c e r t a i n  c a s e s .  The  two a lgo r i thms  
can  a l so  be  combined ,  and  the  combina t ion  modi f ied  in  a number of 
ways.  Space l imi ta t ions ,   however ,   p revent   us   f rom  cover ing   these  
p o i n t s  i n  more d e t a i l .  
A 
- 
- 
6 .  A HELICOPTER STABILITY AUGMENTATION SYSTEM 
I n  t h i s  s e c t i o n  o f  t h e  r e p o r t ,  w e  w i l l  a p p l y  s e v e r a l  o f  t h e  
r e s u l t s  p r e s e n t e d  e a r l i e r  i n  o r d e r  t o  d e s i g n  a s t a b i l i t y  augmen- 
t a t i o n  s y s t e m ,  f o r  a hove r ing  he l i cop te r ,  based  on  des i r ed  hand l -  
i n g  q u a l i t i e s .  I n  p a r t i c u l a r ,  w e  c o n s i d e r   t h e   l i n e a r i z e d   e q u a -  
t i ons  o f  mot ion  (n in th  o rde r )  o f  a hove r ing  he l i cop te r ,  and  p ro -  
c e e d  t o  d e s i g n  a l i n e a r ,  s t a t e  v a r i a b l e  f e e d b a c k  c o n t r o l  s y s t e m  
which s a t i s f i e s   c e r t a i n   c o n d i t i o n s .   T h e s e   c o n d i t i o n s   a r e   e x p r e s s -  
ed i n  terms o f  t h e  t r a n s f e r  m a t r i x  o f  t h e  system; i . e . ,  i n  terms 
of  t h e  des i r ed  c losed  loop  t r ans fe r  func t ions  wh ich  compr i se  t h e  
( 6 x 4 )  t r ans fe r   ma t r ix   o f   t he   sys t em.  The s t e p s   t a k e n   t o   a c h i e v e  
the  f ina l  f eedback  des ign  a re  enumera ted  here i n  o r d e r  t o  f a c i l i -  
t a t e  t h e  review of t h e  design method employed. 
1. A b r i e f  d i s c u s s i o n  o f  t h e  v e h i c l e  w h i c h  w i l l  be  
cons idered  i s  g i v e n   a n d   o u r   o v e r a l l   d e s i g n   o b j e c t i v e  
i s  compared w i t h  a n  a l t e r n a t i v e  d e s i g n .  
2 .  A c o r o l l a r y  t o  t h e  s t r u c t u r e  t h e o r e m  i s  p r e s e n t e d ,  
w h i c h  e n a b l e s  u s  t o  d e a l  d i r e c t l y  w i t h  t h e  p h y s i c a l  
s t a t e  o f  t h e  system throughout  t h e  e n t i r e  des ign  pro-  
cess. I n  t h i s  way, o u r   e n g i n e e r i n g   i n s i g h t   c a n   b e  
employed a t  v a r i o u s  s t a g e s  i n  t h e  d e s i g n  t o  m o t i v a t e  
the  va r ious  ma themat i ca l  s t eps  t aken .  
3 .  The l i n e a r i z e d  e q u a t i o n s  o f  m o t i o n  o f  t h e  v e h i c l e  
are p resen ted ,  and  the  phys ica l  s t a t e  o f  t he  sys t em 
i s  d e f i n e d .  
4 .  A q u a l i t a t i v e  d i s c u s s i o n  o f  t h e  p r o p e r t i e s  which 
w e  d e s i r e  i n  t h e  f i n a l  c l o s e d  l o o p  s y s t e m  i s  p resen ted  
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and  a  quantitative  interpretation of these  properties 
is given in terms of a  desired  closed loop transfer 
matrix. 
5. The practical  considerations  which  constrain our 
design are presented--first  qualitatively  and  then 
quantitatively. 
6. A design of an  initial  feedback  control  system, 
based on the  corollary  to  the  structure  theorem,  is 
presented.  Use  is  made of certain  characteristics 
of  the  particular  vehicle  considered. 
7. The deficiencies of this  initial  design  are  dis- 
cussed  and  corrected in order  to  satisfy  the  con- 
straints  imposed. 
8. A final  design  is  then  obtained. This design  is 
discussed on its  own  merits,  and  then  compared  with 
the  feedback  system we were  hoping  to  achieve. 
The helicopter we consider  is  the  Sikorsky SH-3D Sea  King, 
whose  primary  mission is to detect  submerged  submarines  through 
the  use of a  sonar ball, which  is  lowered  into  the  water  while 
the  helicopter  is  hovering  at  an  altitude of approximately 40 ft. 
The  linearized  equations  of  motion  of  this  vehicle,  as  well  as  an 
alternate  feedback  stabilization  system,  are  given  in  reference 
38. We  point out that  the  stabilization  system  obtained  in  refer- 
ence 38 is  based on linear  optimal  control,  the  objective  there 
being  to  maintain  the  vehicle  about  a  fixed  point in the  presence 
of  disturbances.  Our  design  objective,  however,  is  based on de- 
sired  handling  qualities; i.e., the  ability  to  design  a  feedback 
control  system  which  ensures  "acceptable  manual  control"  of  the 
helicopter a t r - . : - ! C  the  equilibrium  point  (the  hovering  position). 
The  primary  design  tool  we  employ  is  the  structure  theorem. As
we  will shoW, however,  certain  practical  constraints,  such  as 
limited  feedback  gains  and  the  inability  to  combine  mechanical 
7 8  
i n p u t s ,  p r e v e n t  t h e  direct  a p p l i c a t i o n  o f  t h e  s t ruc tu re  theo rem.  
Furthermore,  when d e a l i n g  w i t h  p r a c t i c a l  s y s t e m s ,  it i s  d e s i r a b l e  
t o  a v o i d  any  t ransformat ion  of c o o r d i n a t e s  ( l i n e a r  c o m b i n a t i o n s  
of  s ta te  v a r i a b l e s ) .  I t  i s  u s u a l l y  p r e f e r a b l e  t o  work w i t h  the 
a c t u a l  s ta te  va r i ab le s   wh ich   de f ine   t he   sys t em.   Fo r  th is  r eason ,  
w e  w i l l  i n t r o d u c e  a c o r o l l a r y  t o  t h e   s t r u c t u r e   t h e o r e m .  The 
c o r o l l a r y  i s  most  usefu l  when a s i g n i f i c a n t  number of  s ta te  v a r i -  
ables a r e  d e r i v a t i v e s  o f  o t h e r  s t a t e  v a r i a b l e s ,  a condi t ion which 
o c c u r s  q u i t e  f r e q u e n t l y  i n  p r a c t i c e .  I n  p a r t i c u l a r ,  w e  have t h e  
f o l l o w i n g  c o r o l l a r y  (C10) : 
C 1 0 :  Consider  t h e  system x - = Ax " + Bu " y = Cx. 
Suppose A ,  - an  (nxn)  mat r ix ,  i s  i n  m u l t i - i n p u t  companion 
form as d e f i n e d  by Eqs. ( 1 3 )  I (14), and (15): i . e . ,  A 
can  b e  p a r t i t i o n e d  i n t o  m d i agona l  b locks ,  each  a com- 
panion   mat r ix  of dimension 0 where i = 1, 2 ,  ... m. 
Fu r the rmore ,  suppose  tha t  B ,  - an  (nxq)  mat r ix ,  has  zero  
en t r i e s  everywhere but  t h e  m dk rows, where dK = 
- - 
L "
- 
- " 
i ' 
i - ., ~- "" __ 
U "
m. If S ( s )  - i s  now d e f i n e d  by Eq. ( 2 1 )  ; 
c - .  ." " 
S ( s )  = - 
1 0 
S 
0 -1 
S l o  
0 1 
S 
0 -1 2 
S 
0 
0 0 
... 
... 
... 
0 
0 
0 
0 
0 -1 m 
S 
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and S ( s )  = diag[so i ]  - A S ( s ) ,  where Gm i s  t h e  ( m x n )  -- -m- -__ 
mat r ix  cons i s t ing  o f  t he  m-orde red  dK- th  rows o f  A,  and 
B as t h e  (mxq) m a t r i x   c o n s i s t i n g  of  the  m-ordered  dK-th -m - __. -- - -. ._ . .. "" _" 
rows  of B ,  t h e n  
" 
- - 
- 
F u r t h e r m o r e ,  i f  u = Fx + Gw, t hen  - . - " "- -
T ( s )  = c _ ( S I  - A - ~ g )  'BG = cs (s)g,'(s)~ G - -F,G - - " " - -m- 
where 
.- 
6 ( s )  = 6 ( s )  - B FS(s) -F - - -m-- 
P roof :  The proof i s  a d i rec t   consequence   of   theorem T 1  and 
c o r o l l a r y  C 2 .  
We now p r e s e n t  t h e  l i n e a r i z e d  e q u a t i o n s  of mot ion  of  the  
SH-3D h e l i c o p t e r .  The s t a t e  v a r i a b l e s   d e f i n i n g   t h e   s y s t e m   h a v e  
been  reordered  and  numbered  d i f fe ren t ly  than  in  re ference  38 i n  
o r d e r  t o  a l l o w  d i r e c t  a p p l i c a t i o n  of t h e   a b o v e   c o r o l l a r y .   I n  
p a r t i c u l a r ,  w e  c o n s i d e r  t h e  system x - = Ax + Bu 
" "
A =  - 
-. 0 1 6  
0 
1 . 9 7  
0 
0 
2 . 6 1  
0 
. 0 1 6  
. 0 0 4 7  
-. 05 .0025 
0 1 
0 -. 542 
0 .00018 
0 0 
0 - 1 . 9 4  
0 0 
0 -. 0083 
0 -. 0 0 2 4  
0 0 -.0001 
0 0 0  
1 0 .548 
-.3242 0 0 
0 0 1  
-.163 0 - 1 . 9 6  
0 0 0  
-.193 0 -.0043 
- . 0 0 0 7  .05  -.0025 
, y = gx, where 
0 0  -. 004 
0 0  0 
0 0  .736 
0 0  0 
0 0  0 
0 .01 -7.25 
0 1  0 
0 -.303 5.59 
0 . 0 0 0 9  -.033 
8 0  
B =  - 
and 
- 
. 0 5  . 0 0 5  0 0 1  
0 0 0 0 
-6.15 .69 0 0 
0 - . 424  0 0 
0 0 0 0 
0 - 2 . 1 3  2 1 . 8 1  . 3 4 7 5  
0 0 0 0 
0 5 . 1 2  . 1 7 4  - 7 . 4 8  
0 . O l  . 0 5  . 0 2 2  - 
c =  - 
- 
1 0 0 0 0 0 0 0 0  
1 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 1 0 0  
L 0 0 0 0 0 0 0 0 1  - 
T h e   n o r m a l i z e d  s t a t e  x and c o n t r o l  u are de f ined  as fol lows:  - - 
x1 - l o n g i t u d i n a l  ve loc i ty  
x2 - p i t c h  
x - p i t c h  r a t e  
x4 - v e r t i c a l  v e l o c i t y  
x - r o l l  
x - rol l  r a t e  
x - yaw 
x - yaw rate  
x9 - l a t e ra l  v e l o c i t y  
u1 - l o n g i t u d i n a l  cyclic p i t c h  
u - main ro to r  collective 
3 
5 
6 
7 
8 
2 
8 1  
u - l a t e ra l  c y c l i c   p i t c h  
u4 - t a i l  ro to r  c o l l e c t i v e  
Given t h i s  open  loop  sys tem,  our  objec t ive  i s  t o  d e s i g n  a 
3 
l i n e a r  f e e d b a c k  c o n t r o l  s y s t e m  b a s e d  o n  c e r t a i n  d e s i r e d  h a n d l i n g  
q u a l i t i e s  a n d  c o n s t r a i n e d  b y  c e r t a i n  p r a c t i c a l  c o n s i d e r a t i o n s .  
We f i r s t  d i s c u s s  t h e  d e s i r e d  h a n d l i n g  q u a l i t i e s .  
I n  p a r t i c u l a r ,  w e  would l i k e  t o  a c h i e v e  a f i n a l  " d e c o u p l e d "  
f eedback  des ign  where  long i tud ina l  ve loc i ty  and  p i t ch  (x l ,  x 2 ,  
and x ) a r e  a f f e c t e d  by l o n g i t u d i n a l  c y c l i c  p i t c h '  ( u  ) a lone .  3 1 
Simul taneous ly ,  it would b e  d e s i r a b l e  i f  v e r t i c a l  v e l o c i t y  ( x , )  
were a f f e c t e d  by main r o t o r  col lect ive i n p u t  (u  ) a lone ,  r o l l  and 
l a t e r a l  v e l o c i t y  (x5, x6,   and   x9)  w e r e  a f f e c t e d  by l a t e r a l  c y c l i c  
p i t c h  i n p u t  ( u  1 a lone ,   and  yaw (x7 and  x8)  were a f f e c t e d  by t a i l  
r o t o r  col lect ive (u,) a l o n e .  I n  a d d i t i o n   t o   t h e s e   r e q u i r e m e n t s ,  
w e  would a l s o  l i k e  t o  se lec t  t h e  p o l e s  a s s o c i a t e d  w i t h  v a r i o u s  
i n p u t / o u t p u t   t r a n s f e r   f u n c t i o n s   a s   f o l l o w s .   L o n g i t u d i n a l   v e l o -  
c i t y  ( y l ) , ,  l a t e r a l  v e l o c i t y  ( y , )  , and yaw (y , )   should   be   a f fec ted  
by  ul,  u3,  and u v i a   p u r e   i n t e g r a t i o n .   F u r t h e r m o r e ,   t h e   t r a n s f e r  
f u n c t i o n s   r e l a t i n g   p i t c h   ( y , )   a n d  roll ( y  ) t o  l o n g i t u d i n a l  c y c l i c  
p i t c h  (u,) and l a t e r a l   c y c l i c   p i t c h   ( u , )   s h o u l d   r e p r e s e n t   s e c o n d  
o r d e r   s y s t e m s   w i t h   c r i t i c a l  damping ( r e f .   3 2 )  ( 5  = . 7 0 7 )  and  an 
undamped na tu ra l   f r equency   ( r e f .   32 )   o f  3 r ad / sec   ( an  = 3 ) .  A l l  
o t h e r   s p e c i f i e d   p o l e s   s h o u l d  l i e  i n  t h e  h a l f - p l a n e  R e  s<O. These 
cond i t ions  r ep resen t  t he  haRdl ing  qua l i t i e s  wh ich  w e  hope t o  a- 
ch ieve ,   u s ing  a l i n e a r   f e e d b a c k   c o n t r o l   s y s t e m .   I n  terms o f   t h e  
c l o s e d   l o o p   t r a n s f e r   m a t r i x ,  C " (SI - A - - BF)-lBG, " r e l a t i n g   t h e   s i x  
o u t p u t s  t o  t h e  f o u r  i n p u t s ,  t h e s e  c o n d i t i o n s  would  be s a t i s f i e d  
i f  
2 
3 
4 
4 
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rill ( s )  
0 
s ( s 2 + 4 .  2 4 s + 9 )  
n21 ( S I  
2 0 s + 4 . 2 4 s + 9  
0 t3* (SI 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
s L + 4 . 2 4 s + 9  
0 
n 51 -
S 
n63 (SI 
2 0 s ( s  + 4 . 2 4 s + 9 )  
w h e r e  t h e  p o l e s  a s s o c i a t e d  w i t h  t 3 2 ( s )  l i e  i n  t h e  h a l f - p l a n e  
R e  s<O and  the  numerator  polynomials n ( s )  , n21(s)  , n 4 3 ( s )  , and 
n ( s )  c o n t a i n   n o   r o o t s  a t  s = 0 .  
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A s  s t a t e d  ear l ie r ,  w e  a l s o  h a v e  some c o n s t r a i n t s  a s s o c i a t e d  
wi th   t he   p rob lem.   Ac tua l ly ,   t he re  are two c o n s t r a i n t s ,   b o t h   o f  
which are g i v e n  i n  r e f e r e n c e  38 and  repea ted  here  for  convenience .  
A s  s t a t e d  i n  r e fe rence  38 ,  t h e  a m p l i t u d e  o f  t h e  c o n t r o l l e r  o u t p u t  
( f eedback  ga ins )  i s  l i m i t e d  t o  + l o %  of  t h e  t o t a l  a v a i l a b l e  r a n g e  
o f  t h e  m e c h a n i c a l  i n p u t  ( e x t e r n a l  i n p u t  w ) .  - Fur thermore ,  phys ica l  
coup l ing  o f  t he  mechan ica l  i npu t s  i s  n o t  p e r m i t t e d  ( G  must  equal  
- I ) .  The f i r s t  o f  t h e s e  t w o  c o n s t r a i n t s  w i l l  e n s u r e  t h a t  t h e  p i l o t  
can  r ecove r  success fu l ly  f rom a h a r d o v e r  f a i l u r e  i n  t h e  augmenta- 
t ion   sys tem.  The s e c o n d ,  a l t h o u g h  n o t  e x p l i c i t l y  s t a t e d  as a con- 
s t r a i n t  i n  r e f e r e n c e  38 ,  ensures  a cons i s t en t  open  loop  mechan ica l  
s y s t e m  t h r o u g h o u t  t h e  e n t i r e  r a n g e  o f  o p e r a t i o n  of t h e  h e l i c o p t e r .  
The requi rement  f o r  add i t iona l  ha rdware  des ign  i s  also e l i m i n a t e d .  
M a t h e m a t i c a l l y  s t a t e d ,  t h e s e  t w o  c o n s t r a i n t s  i m p l y  t h a t  g must  be 
of   the   form,  u - = + w ,  and a l l  e lements   compris ing  the  feedback 
mat r ix   mus t   be  less t h a n  o r  equa l  t o  2 i n   a b s o l u t e   v a l u e s .   T h i s  
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l a t t e r  mathemat ica l  cons t ra . in t  i s  t h e  a u t h o r ' s  own i n t e r p r e t a t i o n  
o f  t h e  + l o %  c o n t r o l l e r  o u t p u t  c o n s t r a i n t  a n d  i s  based on t h e  f i n a l  
f eedback  des ign  g iven  in  r e fe rence  3 8 .  
The problem has now been  comple te ly  formula ted ,  and  our  task  
i s  t o  d e s i g n  a feedback  cont ro l  sys tem which  matches  the  des i red  
c l o s e d  l o o p  t r a n s f e r  m a t r i x  a s  c l o s e l y  a s  p o s s i b l e .  We n o t e  here 
t h a t  a n  e x a c t  m a t c h  i n  i m p o s s i b l e ,  a s  w e  w i l l  l a t e r  show. 
We now r e c a l l   c o r o l l a r y  C10; i . e .  TF(s)  = C S ( s ) i F  ( s ) B m ,  
where 6 ( s )  = 6 ( s )  - B F S ( s ) .  Fo r   t h i s   example ,  C S ( s ) - =  2 and 
-1 
-F - - -m-- 
.005 0 0 
. 6 9  0 0 1 
5 . 1 2  . 1 7 4  -7 .48  
. O l  .05 . 0 2 2  J 
Note t h a t  t h e  e l e m e n t s  c o m p r i s i n g  t h e  f i r s t  and l a s t  rows of  Em 
are cons ide rab ly  sma l l e r  t han  those  con ta ined  in  the  r ema in ing  
rows.  Also r e c a l l  t h a t  E, t h e  feedback   mat r ix ,  i s  c o n s t r a i n e d  
i n  magnitude.  Consequently,  w e  conclude t h a t  t h e  e f f e c t  of feed-  
back w i l l  be  cons ide rab ly  more s i g n i f i c a n t  on the  midd le  fou r  
rows  of 6 ( s )  t h a n  on t h e  f i r s t  and l a s t  rows. Our des ign  w i l l  
t he re fo re -be   based   on   p rope r ly   a l t e r ing   t hese   midd le   fou r  rows 
of  i F ( s ) .  The e f f e c t  on t h e  o t h e r  two  rows  should  be  re la t ively 
i n s i g n i f i c a n t .  
-F 
P r e v i o u s l y ,  w e  s t a t e d  t h a t  i n  v i e w  o f  t h e  c o n s t r a i n t s ,  t h e  
des i r ed  t r ans fe r  ma t r ix  cou ld  no t  be  ach ieved  v i a  the  f eedback  
u - = Fx " + w. We w i l l  now be more s p e c i f i c   r e g a r d i n g   t h i s   f a c t .  
I n  p a r t i c u l a r ,  s ince  C_S_(s) = 2, t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x ,  
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C ( s 1  "- A - - BF)-'g " = S - l ( s ) F m .  I f  w e  now reca l l  t h e   d e f i n i t i o n   o f  
B* - g i v e n   i n   S e c t i o n  5T1, i .e. 
-F 
' F  
A 
L m - 
B 
;I B -
where f i  = min[ { j :C . A ~ B  # 0 )  , n-11 , w e  n o t e   t h a t   f o r   t h i s   e x -  
ample, B* - = B Furthermore,  B* i s  i n v a r i a n t   u n d e r   l i n e a r  s t a t e  
v a r i a b l e   f e e d b a c k   ( r e f s .  34 and  35) .   Since G - i s  c o n s t r a i n e d  t o  
e q u a l  2 ,  every  nonzero  en t ry  of  E* o r  Em r e p r e s e n t s  a nonzero 
e n t r y   i n   t h e   c l o s e d   l o o p   t r a n s f e r   m a t r i x ,  C ( s 1  "- A - - B F ) - l B ,  " - of 
the  system. However, w e  can   ach ieve  a c e r t a i n  number o f  z e r o s  i n  
t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  ( p a r t i a l  d e c o u p l i n g )  by j u d i c i o u s  
cho ice  of the  f eedback  ma t r ix  F. - I n   p a r t i c u l a r ,  if w e  se lec t  F -
i n  s u c h  a way t h a t  t h e  m i d d l e  f o u r  rows o f  6 ( s )  are d i agona l ,  
t h e n  s e v e n  e n t r i e s  i n  T ( s )  w i l l  be zero- -namely ,   those   en t r ies  
c o r r e s p o n d i n g   t o   t h e   z e r o   e n t r i e s   i n   t h e   m i d d l e   f o u r  rows of Bm. - 
I n   p a r t i c u l a r ,   s u p p o s e  F - were chosen so t h a t  
-1- - 
-m' - 
-F 
-F 
rv v v v  V v l  
A + B F =  - " 
0 0 1  0 0 0  0 0 0  
0 -9 - 4 . 2 4  0 0 0 0 0 0  
0 0 0  -1 0 0 0 .  0 0  
0 0 0  0 0 1  0 0 0  
0 0 0  0 -9 - 4 . 2 4  0 0 0  
0 0 0  0 0 0  0 1 0  
0 0 0  0 0 0  0 -10 0 
v v v  v v v  V v v  - 
w h e r e  t h e  v ' s  d e n o t e  u n i m p o r t a n t  ( f o r  t h e  moment) e n t r i e s  c o r -  
r e s p o n d i n g   t o   t h e  F - s e l e c t e d .   T h i s  (A - + B F )  " i s  p o s s i b l e   t o  
8 5  
ach ieve  s ince  the  midd le  fou r  r o w s  of Bm c o n s t i t u t e  a nons ingu la r  
ma t r ix .  The cor responding  6 (s)  would  then  be 
-E - 
v v  V V V 
0 s + 4 . 2 4 s + 9  0 0 0 
0 0  s+l 0 0 
0 0  0 s + 4 . 2 4 s + 9  0 0 
0 0  0 0 s ( S + l O )  0 
2 
6 ( s )  = -F - 2 
v v  V V V V - :I 
I f  w e  now compute t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  TF ( s )  : CS ( s ) ~ , ,  
it i s  c lear  t h a t   t h e   ( 2 , 3 ) ,  ( 2 , 4 ) ,  ( 3 , 1 ) ,   ( 3 , 3 ) ,  (3,4), ( 4 ; 1 ) ,  and 
( 5 , l )  en t r ies  of T ( s )  w i l l  be  z e r o .  T h e r e   a r e  two t h i n g s  wrong 
w i t h  t h i s  c h o i c e  07 F ,  - however. F i r s t ,  if w e  a c t u a l l y  compute 
F ,  - t h e  f e e d b a c k  m a t r i x  c o r r e s p o n d i n g  t o  t h i s  c h o i c e  of c F ( s ) ,  w e  
w o u l d   d i s c o v e r   t h a t   c e r t a i n  en t r i e s  of  F - have  an  absolu te  va lue  
g r e a t e r  t h a n  2 ,  a v i o l a t i o n  o f  o n e  of t h e  two d e s i g n  c o n s t r a i n t s .  
S e c o n d l y ,  t h i s  c h o i c e  o f  6 ( s )  would  produce a c l o s e d  l o o p  t r a n s -  
f e r  m a t r i x  w i t h  s(s+lO) as- the denominator  polynomial  of  t he  ( 5 , 2 ) ,  
( 5 , 3 ) ,   a n d   ( 5 , 4 )   t r a n s f e r   f u n c t i o n s :  i . e . ,  t h e   t r a n s f e r   f u n c t i o n s  
r e l a t i n g  yaw t o  main r o t o r  c o l l e c t i v e  and l a t e r a l  c y c l i c  p i t c h  
would c o n t a i n  p u r e  i n t e g r a t o r s  w i t h  r e l a t i v e l y  h i g h  g a i n .  T h i s  
would be a n  u n d e s i r a b l e  c o n d i t i o n ,  s ince t h e  h e l i c o p t e r  would yaw 
a t  c o n s t a n t  r a t e  i f  e i t h e r  o f  t h e s e  two c o n t r o l s  were d i s p l a c e d  
from t h e i r  e q u i l i b r i u m  p o s i t i o n s .  A t  t h i s  p o i n t  i n  t h e  d e s i g n ,  
t h e  s t ruc ture   theorem  proves   mos t   usefu l .  We f i r s t  r e d u c e  t h e  
e n t r i e s   o f  F - by a l t e r i n g  t h e  i n i t i a l   r e q u i r e m e n t   t h a t   t h e   t r a n s f e r  
f u n c t i o n s  r e l a t i n g  y 2  a n d  y 4  t o  u1 and  u3 ,  r e spec t ive ly ,  con ta in  
t h e  denominator  polynomial s 2  + 4 . 2 4 s  + 9 .  We still ma in ta in  
c r i t i c a l  damping ( 5  = . 7 0 7 ) ,  b u t  r educe  the  undamped n a t u r a l  fre- 
quency t o  2 .5   i n s t ead   o f  3 rad /sec .   This  still r e p r e s e n t s   a n  
a c c e p t a b l e   f r e q u e n c y   f o r  t h e  human o p e r a t o r  t o  c o n t r o l .  We now 
c o n c e n t r a t e  o n  t h a t  p o r t i o n  o f  t h e  6 ( s )  block  which  produces  the 
-1 
-F 
-F 
-F 
-F - 
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u n d e s i r a b l e  i n t e g r a t o r  t r a n s f e r  f u n c t i o n s  r e l a t i n g  yaw t o  main 
rotor  collective and l a t e ra l  c y c l i c   p i t c h .   I n   p a r t i c u l a r ,   s u p p o s e  
t h a t  
- 
v v  V V V V 
0 s +3.53s+6.25 0 0 0 0 
1 
I O  
I 
2 
-"""""""" 
0 0  I s+l 0 0 
I I o  
0 0  I C  a s+b  s 2 + 1 0 s  I 0 
6 ( s )  = I 2 -F - 0 0  I O  s +3.53s+6.25 0 
I 
I """"""""" I 
v v  V V V v ,  
where a ,  b ,   and c a r e ,   a s   y e t ,   u n s p e c i f i e d   c o n s t a n t s .  The i n -  
v e r s e  of the   do t t ed   (3x3)   submat r ix  of c,(s) i s  now de termined;  
1 
s+l 
- 
0 
- 
0 0 
0 
s +3.53s+6.25 2 
-C -as-b 1 
'('+') (s+lo) s(s+lO) ( s  +3.53s+6.25) 2 s ( s + 1 0 )  
P o s t m u l t i p l y  t h i s  e x p r e s s i o n  by t h e  a p p r o p r i a t e  p o r t i o n  of Em, 
namely 
r - . 4 2 4  0 
O 1  
y i e l d s  t h e  a p p r o p r i a t e  b l o c k  ( s u b m a t r i x )  of t h e  c l o s e d  l o o p  
t r a n s f e r   m a t r i x ,  TF ( s )  ; - 
- -. 4 2 4  
s+l 0 0 
-2.13  21.81  .34 75 
s2+3.53s+6.25 s +3.53s+6.25 s +3.53s+6.25 2 2 
(SI ( S )  
TF5 I 3 'llF 
( S )  
-5,4 
where 
(.424c+5.12s+5.12) (s2+3.53s+6.25) + 2.13(_s+l) (as+b) 
TF ( s )  = 
____ . " . .  1 . 
-5,2 s ( s+ l )  (s+10) ( s  +3.535s+6.25) 2 
The c o n s t a n t  term i n   t h e   n u m e r a t o r   o f  !TF ( s )  i s  equa l  t o  2 . 6 5 ~  + 
2.13b + 32. I f  t h i s  q u a n t i t y  i s  s e t  e q u a l  t o  z e r o  w e  w i l l  ach ieve  
a p o l e - z e r o  c a n c e l l a t i o n  a t  s = 0 a n d ,  h e n c e ,  e l i m i n a t e  t h e  p u r e  
i n t e g r a t o r   i n   t h i s   t r a n s f e r   f u n c t i o n .   S i m i l a r l y ,  
-5,2 
-21.81(as+b)  + . 1 7 4 ( s  +3.53s+6.25) 2 
TF 
( s )  = ~ " ~. ~ ~ " .  . " 
-5,3 s(s+lO) ( s  +3.53s+6.25) 2 
a n d  t h e  i n t e g r a t o r  c a n  b e  c a n c e l l e d  by se l ec t ing  -21 .81b  + 
1.0875 = 0 .  T h e r e f o r e ,   t o   a v o i d   p u r e   i n t e g r a t i o n   i n   t h e   t r a n s f e r  
m a t r i x  e l e m e n t s  r e l a t i n g  yaw t o  b o t h  m a i n  r o t o r  c o l l e c t i v e  a n d  
l a t e r a l  c y c l i c  p i t c h ,  w e  se t  b = . 0 4 9 9  and c =-12.115.  Further- 
more, i f  a i s  set  e q u a l  t o  z e r o ,  T 
t r a n s f e r  f u n c t i o n  ( i n c l u d e s  p u r e  i n t e g r a t i o n )  r e l a t i n g  yaw t o  
-F5,4 S(S+lO) 
-  -7 .48  a d e s i r a b l e  
t a i l  r o t o r   c o l l e c t i v e .   I n  
on  the  middle  four  rows  of  
TF(s) = gF ( s ) g m .  We have -1 
summary, t h u s  f a r  w e  have  concent ra ted  
t h e  c l o s e d  loop t r a n s f e r  m a t r i x  
shown t h a t  i f  
88 
- - 
v v  V V V V V v v  
0 0  1 0 0 0 0 0 0  
0 -6.25 -3.535 0 0 0 0 0 0  
0 0  0 -1 0 0 0 0 0  
0 0  0 0 0 1 0 0 0  
0 0  0 0 -6.25 -3.535 0 0 0  
0 0  0 0 0 0 0 1 0  
0 0  0 12 .115  - .0499 0 0 -10 0 
v v  V V V V V v v  - - 
t h e n  t h e  r e s u l t i n g  c l o s e d  l o o p  t r a n s f e r  m a t r i x  w i l l  pos ses s  cer- 
t a i n   d e s i r a b l e   f e a t u r e s .   B e f o r e   d i s c u s s i n g   t h i s   p o i n t   a n y   f u r t h e r ,  
w e  w i l l  c a l c u l a t e  F ,  the  feedback  mat r ix  i n  o r d e r  t o  e n s u r e  t h a t  
a l l  e l e m e n t s  h a v e  a n  a b s o l u t e  v a l u e  less t h a n  o r  e q u a l  t o  2 and 
a l s o  t o  e v a l u a t e  t h e  e f f e c t  o f  F on t h e  f i r s t  and l a s t  rows o f  
TF ( s )  . To o b t a i n  E, w e  n o t e  t h a t  t h e  t h i r d ,  f o u r t h ,  s i x t h ,  a n d  
ezghth rows of  both A - and ( A  - + B F )  are known. Denot ing these 
rows  of A ,  - (A - + B F )  " , and B - a s  A r ,  - ( A  - + BF) , ,  " and E,, r e s p e c t i v e l y ,  
w e  n o t e   t h a t  ( A  - + = Ar + B F; i . e .  ( A  + - Ar = Err, 
and s ince  Br i s  n o n s i n g u a l r ,  F = B [(A + - A r l .  Now, 
- 
- 
"
-r- - -1 
- -r 
(A - + B F ) r  -- - Ar - 
- 
-1 .97   -6 .25   -2 .993 -1 0 - .548 0 0 - .736 
0 0 - .00018  - .6758 0 0 0 0  0 
- 2 . 6 1  0 1 .94   . 163   -6 .25   -1 .575  0 - . 0 1  7.25 
- .016 0 . 0 0 8 3   1 2 . 3 0 8   - . 0 4 9 9   . 0 0 4 3  0 9.607  -5 .59 - 
and 
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B -r 
-1 
There fo re ,  
- . 2 6 4 6  
- 2 . 3 5 8 5  
-. 2 0 4 5  
- 1 . 6 2  
0 
0 
. 0 4 5 8  
.001 
0 
0 
. 0 0 2 1  
-. 1 3 3 6  
. 3 2 0 3   1 . 0 1 6   . 4 8 6 7   . 3 4 1 4  0 . 0 8 9 1  0 0 
0 . 0 0 0 4   1 . 5 9 4  0 0 0 0  0 
- . 1 1 9 5  0 . 0 8 8 8  . 1 7 1 9   - . 2 8 6 3  - . 0 7 2 1  0 - .02  . 3 2 0 2  
- . 0 0 0 5  0 . 0 0 1 2  - . 5 4 9 5  . 0 0 0 4  - . 0 0 1 1  0 1 . 2 8  . 7 5 4  
and w e  n o t e   t h a t  a l l  e lements  of s a t i s f y   t h e   c o n s t r a i n t   t h a t  
l f i j l  = < 2 .  I n  f a c t ,  t h e  l a r g e s t  is 1 . 5 9 4 .  Once F - has been de- 
termined,  w e  can  compute A - + BF " e x p l i c i t l y ;  i.e. 
A + B F =  - -- 
- 
0 0 . 0 2 7 5   . 0 1 7  0 . 0 0 4 4  0 0 . 0 0 1  
0 0 1 0 0 0 0 0 0  
0 - 6 . 2 5  -3.535 0 0 0 0 0 0  
0 0 0 -1 0 0 0 0 0  
0 0 0 0 0 1 0 0 0  
0 0 0 0 -6 .25  -3.535 0 0 0  
0 0 0 0 0 0 0 1 0  
0 0 0 1 2 . 1 1 5   - . 0 4 9 9  0 0 -10 0 
- . 0 0 1 3  0 . 0 0 2   . 0 1 2  . 0 4  - . 0 0 6  0 . 0 2 8 1  0 
- 
and, by i n s p e c t i o n ,  
9 0  
-F 6 ( s )  = - 
and 
- 
S -. 0 2 7 5 s   - . 0 1 7  - . 0 0 4 4 ~  0 - . 0 0 1 3 1  
0 s +3.535s+6.25 0 0 0 0 
0 0 S+l 0 0 0 
0 0 0 s +3.535s+6.25 0 
2 
2 0 
0 0 -12 .115 . 0 4 9 9  s(s+lO) 0 
.0013  - . 0 0 2 ~  
- 
-. 012 . O O ~ S - .  0 4  - . 0 2 8 1 ~  s 
.0275 .017 . 0 0 4 4  
s2+3.  535s+6.25 (’+’) s2+3.535s+6.25 
2 
1 0 
s +3.535s+6.i5 
0 
0 0 - 1 s+ 1 0 
1 
s2+3.  535s+6.25 
CE (SI 2 -1 
0 0 0 ___- 
0 
.0013 
0 O I  
0 0 
0 0 
l o  0 12.115 ” -. 0 4 9 9  1 ’(’+’) (s+lo) s(s+lO) ( s  +3.535s+6.25 s(s+lo) 2 r T  s2+3.535s+6.25 .002  .012s+. 46 - . 0 0 6 ~ + . 0 4  .0281 1 s (S+lO) s 2 (s+lo) s ( s  +3.535s+6.25 
Once cil(s) has  been  calculated,  the  overall  (6x4)  closed loop 
transfer matrix TF(s) = CF (SIB,  can  be  determined,  as follows: -1 
- - 
T (5) = 
- E  
.05s2+.0077s+.3175 
s (s2+3.  535s+6.25) 0 
-6.15 .69 
s2+3.535s+6.25  s2 3 535s+6.25 
0 
-.424 
s+l 
0 
-2.13 
s2+3.535s+6.25 
.096 
s2+3.535s+6.25 
0 
LONG. 
0 PITCH 
0 0 VERT. 
VEL. 
ROLL 21.81 .3475 
s2+3.535s+6.25 s2+3.  5355+6.25 
~ -~ 
0 5.12s2+28.36s+68.37 .174s+.615 
(s+l) ( s + 1 0 )  (s2+3.535s+6.25) (s+10) (s2+3.535s+6.25) s(s+lo) 
YAW 
-.0123 .01s4+.297s3+1.05s2+.804s-.55 .05s2+.046s+1.19 
s2+3.535s+6.25 s(s+l) (s+lO) (s2+3.535s+6.15  s(s2+3.53 s+6.25) VEL. 
LONG.CYCLIC 
PITCH 
MAIN  ROTOR  COLLECTIVE  LATERAL  CYCLIC  PITCH  TAIL ROTOR 
COLLECTIVE 
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This  T ( S I  i s  proposed as t h e  f i n a l  c l o s e d  l o o p  t r a n s f e r  
mat r ix .  If w e  compare t h i s  t r a n s f e r  m a t r i x  w i t h  t h e  o r i g i n a l  
d e s i r e d  c l o s e d  l o o p  t r a n s f e r  m a t r i x ,  w e  can make s e v e r a l  o b s e r v a -  
t i o n s .  F?rst, t h e   r e q u i r e m e n t   t h a t   p u r e   i n t e g r a t i o n s   a p p e a r   i n  
t h e  t r a n s f e r  f u n c t i o n s  r e l a t i n g  l o n g i t u d i n a l  v e l o c i t y  t o  l o n g i -  
t u d i n a l  c y c l i c  p i t c h ,  l a t e ra l  v e l o c i t y  t o  l a t e ra l  c y c l i c  p i t c h ,  
and yaw t o  t a i l  r o t o r  c o l l e c t i v e  h a s  b e e n  m e t .  Fur thermore,  by 
a p p r o p r i a t e   s e l e c t i o n   o f   t h e   f e e d b a c k   m a t r i x  F, - w e  have el imin-  
a t e d  p u r e  i n t e g r a t i o n s  i n  almost a l l  o f  t h e  o t h e r  t r a n s f e r  f u n c -  
t i o n s .  The o n l y   e x c e p t i o n s   a r e   t h e   t r a n s f e r   f u n c t i o n s   r e l a t i n g  
l a t e r a l  v e l o c i t y  t o  t h e  main ro to r  and  t a i l  ro tor  c o l l e c t i v e  i n -  
p u t s .  We no te ,   however ,   t ha t  t h e  g a i n s   a s s o c i a t e d   w i t h   t h e   i n -  
t e g r a t o r  p o r t i o n  o f  these two t r a n s f e r  f u n c t i o n s  are qu i t e  l ow,  
r e l a t i v e  t o  t h e  l a t e r a l  c y c l i c  p i t c h  i n p u t .  We were u n a b l e   t o  
achieve  t h e  undamped na tu ra l  f r equency  o f  3 r a d / s e c  r e l a t i n g  p i t c h  
and r o l l  t o  l o n g i t u d i n a l  c y c l i c  p i t c h  and l a t e ra l  c y c l i c  p i t c h ,  
r e s p e c t i v e l y ,  b e c a u s e  o f  t h e  c o n s t r a i n t  p l a c e d  on t h e  magnitude 
o f  t h e  elements compr is ing  the  feedback  mat r ix  F. - A r e d u c t i o n  o f  
t h i s  des i r ed  f r equency  t o  2 . 5  rad/sec,  however ,  was found t o  be 
ob ta inab le   w i thou t   excess ive   f eedback   ga ins .   Con t inu ing   ou r  
a n a l y s i s ,  w e  n o t e  t h a t  w e  have achieved as much decoupl ing  as 
p o s s i b l e ,   c o n s i s t e n t   w i t h   t h e   c o n s t r a i n t   t h a t  G - = - I .  ( T h i s  p o i n t  
was d i s c u s s e d  i n  c o n s i d e r a b l e  d e t a i l  e a r l i e r . )  We a l s o  n o t e  t h a t  
l o n g i t u d i n a l  c y c l i c  p i t c h  a f f e c t s  p i t c h  a n d  l o n g i t u d i n a l  v e l o c i t y  
a l m o s t   e x c l u s i v e l y .  Vertical  v e l o c i t y  i s  a f f e c t e d  by  main r o t o r  
c o l l e c t i v e   o n l y .   L a t e r a l   c y c l i c   p i t c h   a f f e c t s   l a t e r a l   v e l o c i t y  
and r o l l ,  as  d e s i r e d ,  w i t h  some unavo idab le  c ros s -coup l ing  in to  
yaw. The main i n p u t  a f f e c t i n g  yaw i s  t a i l  r o t o r  c o l l e c t i v e ,  a s  
d e s i r e d .  
-E 
Although not a l l  d e s i g n  o b j e c t i v e s  were m e t ,  it a p p e a r s  t h a t  
t h i s  des ign  i s  a b o u t  a s  c l o s e  t o  t h e  d e s i r e d  d e s i g n  a s  p o s s i b l e ,  
c o n s i s t e n t  w i t h  t h e  c o n s t r a i n t s  o n  F and G .  I f  t h e r e  were no 
c o n s t r a i n t s  on F - o r  G ,  w e  could have achieved almost  a p e r f e c t  
- - 
- 
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match  be tween des i red  and  ac tua l  c losed  loop  t ransfer  matrices. 
The on ly  excep t ions  wou ld  be  nonze ro  en t r i e s  appea r ing  in  a l l  
e lements  of  the  f i rs t  and las t  rows o f  t h e  c l o s e d  l o o p  t r a n s f e r  
m a t r i x ,  i n  g e n e r a l .  
7. CONCLUDING REMARKS 
We have  in t roduced  the  s t ruc tu re  theo rem,  a new a n d  r a t h e r  
bas i c  i dea  wh ich  w a s  shown t o  h a v e  b r o a d  i m p l i c a t i o n s  i n  t h e  a n a l -  
y s i s   a n d   d e s i g n   o f   l i n e a r   m u l t i v a r i a b l e   c o n t r o l   s y s t e m s .  The 
unde r ly ing  idea  beh ind  the  s t ruc tu re  theo rem i s  t h e  a b i l i t y  t o  
combine t i m e  and frequency domain information in  a compact  and 
conc i se   exp res s ion   t h rough  a t r a n s f o r m a t i o n  ( r e s t r u c t u r i n g )  o f  
t h e  dynamical  equat ions of  motion which character ize  the system. 
A s i g n i f i c a n t  number of  new resul ts  w e r e  ob ta ined ,  and  cer- 
t a i n  p r i o r  r e s u l t s  were g iven  a new i n t e r p r e t a t i o n .  I n  p a r t i c u l a r ,  
i n  S e c t i o n  3 w e  p r e s e n t e d  a n e w  method f o r  o b t a i n i n g  r e a l i z a t i o n s ,  
g i v e n  t h e  t r a n s f e r  m a t r i x  o f  a l i n e a r  m u l t i v a r i a b l e  s y s t e m .  W e  
a l s o  d e r i v e d  a d i r e c t ,  c o n s t r u c t i v e  t e c h n i q u e  f o r  a r b i t r a r i l y  
a s s i g n i n g  a l l  n e igenva lues  of  a c o n t r o l l a b l e  m u l t i v a r i a b l e  s y s t e m  
u s i n g  l i nea r  s t a t e  v a r i a b l e  f e e d b a c k .  The q u e s t i o n   o f   p o l e   p l a c e -  
ment  v ia   ou tput   feedback  was t h e n  cons ide red .  We p r e s e n t e d  a 
compac t  expres s ion  fo r  t he  c losed  loop  cha rac t e r i s t i c  equa t ion  
( c losed  unde r  l i nea r  ou tpu t  f eedback)  o f  a m u l t i v a r i a b l e  s y s t e m ,  
and then demonstrated how t h i s  r e s u l t  c o u l d  b e  u s e d  t o  o b t a i n  
c e r t a i n  d e s i r e d  c l o s e d  l o o p  p o l e s .  
I n  S e c t i o n  4 ,  v a r i o u s  q u e s t i o n s  p e r t a i n i n g  t o  l i n e a r  o p t i m a l  
c o n t r o l  were cons ide red .  F e w  new i d e a s  were p r e s e n t e d  h e r e ,  b u t  
a number of improvements were made over  prev ious  work .  In  par -  
t i c u l a r ,  w e  demonstrated how a s o l u t i o n  t o  t h e  o u t p u t  r e g u l a t o r  
problem  could   be   formula ted   in   the   f requency   domain .   This   resu l t  
l e d  t o  t w o  new e x p r e s s i o n s  f o r  c h a r a c t e r i z i n g  a n  o p t i m a l  f e e d b a c k  
des ign .  W e  then   demonst ra ted  how s p e c t r a l  f a c t o r i z a t i o n  c o u l d  b e  
used t o  o b t a i n  a s o l u t i o n  t o  the regulator  problem, and concluded 
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b y  d i s c u s s i n g  a new t echn ique  fo r  fo rmula t ing  the  roo t - squa re  
l o c u s .  
W e  cons ide red  the  des ign  o f  non in te rac t ing  con t ro l  sys t ems  
i n  S e c t i o n  5 .  A number o f  new r e s u l t s  a n d  d e s i g n  a l g o r i t h m s  w e r e  
p r e s e n t e d .  We gave a procedure   for   de te rmining   what   po les   could  
n o t  b e  a l t e r e d  w h i l e  d e c o u p l i n g  v i a  l i n e a r  s t a t e  v a r i a b l e  f e e d -  
back. We a l s o  p r e s e n t e d  a d e s i g n  a l g o r i t h m  f o r  a c h i e v i n g  maximum 
pole   ass ignment   under   l inear   decoupl ing   feedback .  We then   char -  
ac te r ized  those  sys tems which  can  be  decoupled  v ia  input  dynamics,  
and  p resen ted  an  a lgo r i thm fo r  ach iev ing  an  a sympto t i ca l ly  s t ab le  
decoupled   des ign   wi th   a rb i t ra ry   po le   p lacement .  Two des ign   a lgo -  
r i t h m s  f o r  a c h i e v i n g  a n o n i n t e r a c t i v e  d e s i g n  v i a  l i n e a r  s t a t e  
va r i ab le  f eedback  were then given and demonstrated by  example. 
I n  S e c t i o n  6 ,  w e  c o n s i d e r e d  t h e  d e s i g n  o f  a h e l i c o p t e r  
s t ab i l i t y  augmen ta t ion  sys t em based  on  des i r ed  hand l ing  qua l i t i e s .  
Many o f  t h e  r e s u l t s  o b t a i n e d  i n  t h e  ea r l i e r  s e c t i o n s  were a p p l i e d .  
Here, it w a s  shown t h a t  p e n c i l  and  paper  methods  can  be  employed 
to  ach ieve  an  accep tab le  f eedback  con t ro l  sys t em.  
Preliminary computer programs have been devised to implement 
much o f   t h e   t h e o r y   d e v e l o p e d   i n   t h i s   r e p o r t .  Some o f   t h e s e   p r o -  
grams were m e n t i o n e d   b r i e f l y .   C u r r e n t l y ,   t h e r e  i s  a n  e f f o r t  
underway t o  combine these prel iminary programs in  a h i g h l y  i n t e r -  
a c t i v e  man-computer  system  which w i l l  f a c i l i t a t e  t h e  a n a l y s i s  and 
des ign  of  complex  mul t ivar iab le  sys tems.  
Although a s i g n i f i c a n t  amount o f  work has been accomplished, 
much remains   to   be   done .  Answers t o  a d d i t i o n a l  q u e s t i o n s  are  re- 
q u i r e d  i n  m o s t  o f  t h e  areas already mentioned as w e l l  as i n  re- 
l a t e d  r e s e a r c h  a r e a s  s u c h  as model  matching, s t a t e  e s t i m a t i o n ,  
s e n s i t i v i t y   r e d u c t i o n ,   a n d   n o n d e t e r m i n i s t i c   s y s t e m s .  The s t r u c -  
ture   theorem,  which w e  h a v e  i n t r o d u c e d  i n  t h i s  r e p o r t ,  a p p e a r s  t o  
o f f e r  a v a l u a b l e  d e s i g n  a n d  a n a l y s i s  t e c h n i q u e  f o r  a c h i e v i n g  
f u r t h e r  r e s u l t s  i n  t h e s e  areas and  o the r s .  
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X - 
A - 
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C - 
S 
W - 
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A 
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F 
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D e f i n i t i o n  
The n-dimensional state of a l i n e a r  s y s t e m  
The cons t an t   (nxn)  state m a t r i x  
The c o n s t a n t  (nxm) i n p u t   m a t r i x  
The cons t an t   (pxn)   ou tpu t   ma t r ix  
The p-dimensional  output  of a l i n e a r  s y s t e m  
The m-dimensional input of a l i n e a r  s y s t e m  
The o p e n  l o o p  t r a n s f e r  m a t r i x  
The Lap lace  t r ans fo rm o f  the  ou tpu t  y 
The Laplace  t ransform of  t h e  i n p u t  u - 
The L a p l a c e  o p e r a t o r  s = a+jw 
An m-dimens iona l  ex terna l  input  
A c o n s t a n t  (mxn) s t a t e  va r i ab le   f eedback   ma t r ix  
A c o n s t a n t  ( m m )  feedforward   mat r ix  
The c l o s e d  l o o p  t r a n s f e r  m a t r i x  
An ( n x n )   n o n s i n g u l a r   s i m i l a r i t y   t r a n s f o r m a t i o n  
m a t r i x  
The a l t e r e d  s t a t e  u n d e r  Q, Qg 
The a l t e r e d  s t a t e  m a t r i x  u n d e r  Q ,  QAQ-l 
The a l t e r e d  i n p u t  m a t r i x  u n d e r  Q ,  Qg 
The a l t e r e d  o u t p u t  m a t r i x  u n d e r  2, Q 
The altered feedback matr ix  under  Q ,  I?? 
The altered closed l o o p  t r a n s f e r  m a t r i x  u n d e r  Q 
- -" 
-1 
-1 - 
- 
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Symbol D e f i n i t i o n  
The (nxnm) c o n t r o l l a b i l i t y   m a t r i x  (see K ,  - 
pp. 32  and 58 a l so)  
The (nxn)  nons ingu la r  ma t r ix  ob ta ined  by a 
" l e x i c o g r a p h i c "  o r d e r i n g  o f  t h e  f i r s t  ( n )  
independent  columns of K -
L - 9 
The (nxn)  "companion1'  form  closed  loop s ta te  
m a t r i x  
11 
11 
12 
The c l o s e d   l o o p   t r a n s f e r   m a t r i x  when G - = I -
An (nxm) m a t r i x  of monic s i n g l e  t e r m  polynomials  
i n  s u s e d  i n  d e f i n i n g  t h e  c l o s e d  loop t r a n s f e r  
m a t r i x  v i a  t h e  s t r u c t u r e  t h e o r e m .  
An  (mxm)  m a t r i x  of p o l y n o m i a l s  i n  s u s e d  i n  
d e f i n i n g  t h e  closed l o o p  t r a n s f e r  m a t r i x  v i a  t h e  
s t ruc tu re  theo rem.  
1 2  
A 
An ( m x m )  uppe r - t r i angu la r  ma t r ix  ob ta ined  f rom 
B - and used i n   d e f i n i n g   t h e   t r a n s f e r   m a t r i x   v i a  
t h e  s t r u c t u r e  t h e o r e m  
A 
B -m 1 2  
13 The c h a r a c t e r i s t i c  p o l y n o m i a l  o f  t h e  c l o s e d  loop 
system 
S h o r t h a n d   n o t a t i o n   f o r  ?S "(s) 13 
13 A (pxm) m a t r i x  o f  p o l y n o m i a l s  i n  s--the 
numerator of t h e  c l o s e d  l o o p  t r a n s f e r  m a t r i x  
An ( m x m )  ma t r ix  o f  po lynomia l s  i n  s e q u a l  t o  t h e  13 
a d j o i n t  o f  GF(s) 
An (nxm) mat r ix  obta ined  f rom A and  used i n  
- 
A 
- 
A 
14 
o b t a i n i n g  cF ( s )  - 
14 An ( m x m )  m a t r i x  o f  p o l y n o m i a l s  i n  s u s e d  i n  
d e f i n i n g  t h e  o p e n  l o o p  t r a n s f e r  m a t r i x  v i a  t h e  
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1 5  
1 5  
1 5  
15  
15  
1 5  
16 
17 
1 8  
1 8  
1 8  
2 0  
A 2 4  
A; 25 
Definition 
structure  theorem; i.e. 6 ( s )  = 6 ( s )  when E = 0 
An r-dimensional  subspace of % 
The n-dimensional  Euclidean  space 
The orthogonal  complement of W 
One of the basis  vectors of W 1 
An  extension of B - which  includes  the  basis 
vectors,  pi, of w1 
An  (nxn)  similarity  transformation  matrix 
defined in terms of the  extended  input  matrix 
Be 
The  characteristic  polynomial  associated  with 
the  "uncontrollable"  part of the  closed  loop 
state  matrix 
An  (mxm)  matrix of polynomials ill s associated 
with  the  "controllable"  part of the  closed  loop 
state  matrix 
An  (m+qxn)  extension of the  Feedback  matrix F 
An (m+q)  x(m+q)  extension f the  input  matrix Em 
An nx(m+q)  extension of s ( s )  
A given  (pxm)  transfer  matrix--also  shorthand 
notation  for To ( s )  
A  controllable  realization of the  transfer  matrix 
-0 -F 
A 
- 
A 
A  modified  version f T ( s )  - used in obtaining  a 
controllable  realization 
An  arbitrary  set of (n)  complex  numbers 
A  special  form of em+BmF  used  for  arbitrary 
pole  placement  via  state  variable  feedback 
A A A  
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An (mxp) cons t an t   ou tpu t   f eedback   ma t r ix  H - 
A quadra t i c  pe r fo rmance  index  J 3 1  
An (mxm) p o s i t i v e  d e f i n i t e  i n p u t  w e i g h t i n g  
m a t r i x  (see p. 7 1  a l so)  
The " squa re  root" o f  R ;  i .e .  5 = T T T - "
R - 3 1  
T - 
u* 
K - 
31 
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32 
The opt imal  control  which minimizes  J 
The p o s i t i v e  d e f i n i t e  s o l u t i o n  t o  t h e  m a t r i x  
Riccat i  equa t ion  (see E, pp. 8 and 58 a l s o )  
A f r equency  in  r ad ians / second  33 
33 The cha rac t e r i s t i c  po lynomia l  o f  t he  open  loop  
system 
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opt imal   system 
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The op t ima l  s ta te  va r i ab le  f eedback  ma t r ix  
Shor thand  no ta t ion  fo r  io ( s )  
A symmetric ( m m )  ma t r ix  o f  po lynomia l s  i n  s 
A " s p e c t r a l   f a c t o r i z a t i o n "   o f  Q ( s )  - : i . e .  @ ( s )  - = 
KT(-s)K(s) 
An o r thogona l   ma t r ix  U = 
An (mxm)  m a t r i x  u s e d  i n  d e c o u p l i n g  m u l t i v a r i a b l e  
s y s  tems 
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54 The maximum number o f  s p e c i f i a b l e  p o l e s  u n d e r  
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An (mxm) d i a g o n a l  m a t r i x  of p o l y n o m i a l s  i n  s 
o b t a i n e d   b y   f a c t o r i n g  C * ( s ) ;  - i .e .  C_*(s) = 
p I (SI c;I (SI 
The open loop t r a n s f e r  matr ix  of the  sys tem 
A mod i f i ed   ou tpu t   ma t r ix  C Q S ( s )  = G:I(s) 
The o u t p u t  CIIx 
A d i a g o n a l  m a t r i x  u s e d  i n  o b t a i n i n g  a decoupl ing  
s ta te  v a r i a b l e  f e e d b a c k  m a t r i x  f o r  a r b i t r a r y  
pole  placement  
-1 
-11- 
An (mxn) m a t r i x  u s e d  i n  o b t a i n i n g  a decoupl ing  
s t a t e  va r i ab le  f eedback  ma t r ix  
The (mxm)  t r a n s f e r  m a t r i x  of a dynamical  system 
used for decoupl ing  v ia  " input  dynamics"  
The k-d imens iona l  s ta te  of  the  sys tem whose 
t r a n s f e r   m a t r i x  i s  G ( s )  - 
The o u t p u t  o f  t h e  s y s t e m  whose t r a n s f e r  m a t r i x  
i s  G ( s )  - 
The i n p u t  t o  t h e  s y s t e m  whose t r a n s f e r  m a t r i x  
i s  G ( s )  - 
The s t a t e  of  the  composi te  sys tem cons is t ing  of 
G ( s )  i n  series wi th  the  g iven  sys tem 
The quadruple  of c o n s t a n t  matrices d e f i n i n g  t h e  
k - th  o rde r  sys t em 
G ( s )  ; i .e .  G ( s )  = 
and 32 also) 
The o u t p u t  o f  t h e  
to Y 
whose t r a n s f e r  m a t r i x  i s  
M(sI-K)-~&+P~ - " (see K, pp. 8 
composi te  system--equivalent  
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c+g (see p. 3 1  a l s o )  
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The m a t r i x  E* (see p. 5 2 )  d e f i n e d  i n  terms o f  
C r a t h e r   t h a n  e 
-q 
An  a l t e r a t i o n  of t h e  m a t r i x  C - u s e d   i n   a c h i e v i n g  
n o n i n t e r a c t i o n  
An (mxm)  m a t r i x  w h i c h  p r e m u l t i p l i e s  C t o  p roduce  
A 
A 
A 
A 
C 
-P 
7 4  
P - 7 4  
A 
C - i . e .  C = PC 
-P ' -P " 
A A 
B* 
-P 
The m a t r i x  B* - (see p.  5 2 )  d e f i n e d  i n  terms of 
C r a t h e r   t h a n  C_ 
-P 
The damping r a t i o  a s s o c i a t e d  w i t h  a second order  
l i n e a r  s y s t e m  
The undamped n a t u r a l  f r e q u e n c y  a s s o c i a t e d  w i t h  a 
second  o rde r  l i nea r  sys t em 
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Appendix B 
SPECIAL NOTATION 
NOTE : 
I 
'F 
p. ;. 
a or  A -i -i 
a 
a o r  A -i j -i j 
6' or A T 
A 
A 
.. . 
i j  
- 
-1 
-T 
- 
- 
a d j  (A) 
Underl ined let ters r e f e r  t o  vectors or  matrices 
R e  s 
Im X 
A > O  
1- " I 
- -  
The 
The 
The 
The 
The 
The 
The 
The 
The 
A -1 
The 
- 
( p x p )  i d e n t i t y  m a t r i x  , 
d e r i v a t i v e   o f  x - w i t h   r e s p e c t  t o  t i m e  
i - t h  r o w  of t h e   m a t r i x  A -
i j - t h   e l e m e n t   o f   t h e   m a t r i x  A -
~ . I  
i j - t h   b l o c k  of a p o r t i o n e d   m a t r i x  A -
t r a n s p o s e   o f   t h e   m a t r i x  A -
i n v e r s e  of t h e   m a t r i x  A -
t r a n s p o s e  o f  A-1 o r  t h e  i n v e r s e  of A 
a d j o i n t  of t h e   m a t r i x  A: - i . e .  
= a d j  (A) + / A I  - 
de te rminan t  of t h e   m a t r i x  A -
T - - 
A d i agona l  ma t r ix  whose e n t r i e s  are a 
The p roduc t  A ( - s ) A ( s )  
The real  p a r t  o f  s ;  i . e .  a i f  s = a+jw 
i 
T - - 
The imag ina ry  pa r t  of the complex number X 
A n o n n e g a t i v e  d e f i n i t e  m a t r i x  
The ( k - i + l ) x ( l - j + l )   s u b m a t r i x   o f   c o n s i s t i n g  of 
those  e l emen t s  common t o  t h e  i through k- th  
rows and j th rough  1- th  columns of  A -
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