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iAbstract
In this thesis turbulent ﬂow ﬁelds are theoretically analyzed from a geometric point
of view. The objects of interest are streamlines based on instantaneous realizations
of homogeneous incompressible turbulent ﬂow ﬁelds. First, streamlines are treated as
parameterized space curves which are locally characterized by diﬀerent measures of the
streamline curvature. In particular, three diﬀerent measures are statistically analyzed
and moments of their probability density functions (pdf) are related to characteristic
length scales of turbulent ﬂows. The scaling of the tails of the pdfs are related to
stagnation points in the ﬂow ﬁeld where locally curvatures assume very large values.
In a next step, the a-priori inﬁnitely long streamlines are partitioned into streamline
segments based on local extrema of the absolute value of the velocity ﬁeld u. It is shown
that all end points of the ensemble of streamlines segments deﬁne an extremal surface
in space which also contains all zero gradient points of the instantaneous kinetic energy
ﬁeld k = 1/2u2. Stagnation points which are a sub-class of the local minimum points
are treated separately as they are critical points of the velocity ﬁeld. The theory of
streamline segments is connected by the extremal surface to the one of dissipation ele-
ments previously introduced for diﬀerent turbulent scalar ﬁelds as dissipation elements
end and begin in zero gradient points of the underlying scalar ﬁeld. The extremal
surface is treated by means of a level-set approach and the corresponding displacement
speed is derived based on the Navier-Stokes equations.
Streamline segments are then parameterized by their arclength l and the velocity
diﬀerence between their end points Δ. The two parameters are random variables and
their joint as well as marginal distributions are analyzed based on four diﬀerent direct
numerical simulations (DNS) at various Reynolds numbers. The marginal distribution
of the length of streamline segments is shown to be universal and Reynolds number
independent once it is normalized with the mean length of the segments. This mean
length turns out to scale with the geometric mean of the Taylor microscale and the Kol-
mogorov scale, a scaling which is derived theoretically based on Kolmogorov’s scaling
theory.
Next, the theory of pdf transport equations for stochastic processes with so called
fast and slow changes is derived. While the slow changes translate into convective and
diﬀusive terms in the evolution equation for the pdf, the fast changes result in collision
like integral terms. The diﬀerent terms are modeled based on theoretical reasoning
and DNS analyses. First, the equation for the marginal distribution of the normalized
length of streamline segments is derived, solved numerically and validated against the
DNS results. Then, a model for the joint pdf of the length and the velocity diﬀerence
is derived based on the model for the marginal distribution. It is also validated against
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the DNS results. Due to the kinematic stretching of positive and the compression
of negative streamline segments the resulting joint pdf is asymmetric with respect to
the parameter Δ. This asymmetry is shown to be intrinsically related to the negative
skewness of the pdf of longitudinal velocity gradients in turbulent ﬂow ﬁelds and is
explicitly taken into account in the modeling of the joint pdf.
iii
U¨bersicht
Ziel der vorliegenden Doktorarbeit ist die theoretische Analyse turbulenter Stro¨mungs-
felder auf der Basis intrinsischer Geometrien. Untersucht werden Stromlinien in in-
stantanen Realisierungen homogener inkompressibler Turbulenzfelder. Stromlinien
werden zuerst als parametrisierte Raumkurven behandelt. Diese sind lokal unter an-
derem durch verschiedene Maße ihrer Kru¨mmung charakterisiert. Drei verschiedene
Kru¨mmungsmaße werden statistisch untersucht und Momente ihrer Wahrscheinlich-
keitsverteilungen werden zu charakteristischen La¨ngenskalen der Turbulenz in Bezug
gesetzt. Die Skalierung der Schwa¨nze der Wahrscheinlichkeitsdichtefunktionen wird
mit Hilfe von lokalen Staupunkten im Stro¨mungsfeld erkla¨rt, wo die Kru¨mmungen
sehr große Werte annehmen.
In einem na¨chsten Schritt werden die a-priori unendlich langen Stromlinien auf der
Basis lokaler Extremalpunkte des absoluten Geschwindigkeitsfeldes entlang der Strom-
linie in Segmente unterteilt. Es wird gezeigt, dass alle Anfangs- und Endpunkte der
Stromliniensegmente eine Extremalﬂa¨che im Raum deﬁnieren, welche auch lokale Null-
gradientenpunkte des instantanten kinetischen Energiefeldes k = 1/2u2 beinhaltet.
Staupunkte, die eine Unterklasse der lokalen Minimapunkte formen, werden geson-
dert behandelt, da sie kritische Punkte des Geschwindigkeitsfeldes sind. Die Theorie
der Stromliniensegmente ist u¨ber die Extremalﬂa¨che mit der der Dissipationselemente
verbunden. Diese Theorie wurde in fru¨heren Arbeiten auf der Basis verschiedener
skalarer Felder vorgestellt, wobei ein Dissipationselement in zwei Extremalpunkten
des skalaren Feldes endet. Die Extremalﬂa¨che wird mit Hilfe eines Level-set-Ansatzes
analysiert und ein Ausdruck fu¨r ihre lokale Geschwindigkeit wird auf der Basis der
Navier-Stokes-Gleichungen hergeleitet.
Stromliniensegmente werden in einem na¨chsten Schritt mit Hilfe ihrer Bogenla¨nge
l und der Geschwindigkeitsdiﬀerenz Δ an den Endpunkten charakterisiert. Die bei-
den Parameter sind Zufallsvariablen und ihre multivariaten sowie ihre marginalen
Wahrscheinlichkeitsverteilungen werden, basierend auf vier direkten numerischen Simu-
lationen (DNS) turbulenter Geschwindgkeitsfelder bei verschiedenen Reynoldszahlen,
analysiert. Es wird gezeigt, dass die marginale Wahrscheinlichkeitsverteilung der nor-
mierten La¨nge der Stromliniensegmente (normalisiert mit der mittleren La¨nge) uni-
versell und von der Reynoldszahl unabha¨ngig ist. Die mittlere La¨nge skaliert mit dem
geometrischen Mittel aus Taylorla¨nge und Kolmogorovla¨nge. Diese Skalierung wird
auf der Basis der Kolmogorov’schen Skalierungsgesetze theoretisch besta¨tigt.
Im folgenden werden Transportgleichungen fu¨r Wahrscheinlichkeitsverteilung von
Zufallsvariablen mit so genannten schnellen und langsamen A¨nderungen betrachtet.
Hierbei zeigt sich, dass die langsamen A¨nderungen zu konvektiven und diﬀusiven
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Termen in der Transportgleichung der Wahrscheinlichkeitsverteilung fu¨hren, wa¨hrend
die schnellen Prozesse zu Integraltermen fu¨hren. Die verschiedenen Terme werden,
basierend auf theoretischen U¨berlegungen und DNS Analysen, modelliert. Zuerst
wird die Gleichung fu¨r die marginale Wahrscheinlichkeitsverteilung der normalisierten
La¨nge der Stromliniensegmente hergeleitet, numerisch gelo¨st und mit Hilfe der DNS
Daten validiert. Dann wird basierend auf den vorangegangen Herleitungen ein Modell
fu¨r die multivariate Wahrscheinlichkeitsverteilung vorgestellt, das auch mit Hilfe der
DNS validiert wird. Auf Grund der kinematischen Streckung positiver Segmente und
der kinematischen Kompression negativer Segmente ist die multivariate Wahrschein-
lichkeitsverteilung in Bezug auf die Variable Δ asymmetrisch. Es wird gezeigt, dass
diese Asymmetrie intrinsisch mit der negativen Schiefe der Wahrscheinlichkeitsverteilung
longitudinaler Gradienten turbulenter Geschwindigkeitsfelder zusammenha¨ngt und die
Asymmetrie wird explizit in die Modellierung einbezogen.
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1. Introduction
In this chapter a brief text book like introduction to the study of turbulent ﬂows is
given. The Navier-Stokes equations for incompressible turbulent ﬂows are introduced,
followed by a brief discussion of their properties. Then, the main characteristics of
turbulent ﬂows are listed and their complexity is shown. We review the main meth-
ods used to analyze turbulent ﬂows followed by a broader discussion of geometries in
turbulent ﬂows. The chapter ends with an outlook on the topics covered in this thesis.
1.1. Basic Equations of Fluid Motion
In the continuum limit, that is in the limit where the smallest scales present in the
velocity ﬁeld are much larger than the mean free path of the molecules of the ﬂuid
under investigation, the momentum equations that govern the evolution of the velocity
ﬁeld ui at all points in time and space can be written in diﬀerential form as
∂ρui
∂t
+ uj
∂ρui
∂xj
=
∂τij
∂xj
+ ρfi, (1.1)
where ρ denotes the ﬂuid density, τij denotes the stress tensor that accounts for all
forces acting on the surfaces of an inﬁnitesimal ﬂuid volume and fi denotes volume
forces. In eq. (1.1) and, if not stated otherwise, in the rest of this thesis, Einsteins
summation rule applies for repeated indices. The momentum equations have to be
complemented with the equation for mass conservation (and for compressible ﬂows
with an energy transport equation)
∂ρ
∂t
+ uj
∂ρ
∂xj
= 0. (1.2)
The stress tensor τij in eq. (1.1) can be split up into an isotropic and an anisotropic
part yielding
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τij = −pδij + τij,a (1.3)
where δij denotes the Kronecker symbol and p the pressure. For a Newtonian ﬂuid the
anisotropic part of the stress tensor is assumed to be proportional to the local gradients
of the velocity and the viscosity of the ﬂuid, yielding
τij,a = μ
(
∂ui
∂xj
+
∂uj
∂xi
)
(1.4)
with the dynamic viscosity μ. Such an approximation can be shown to be valid if the
time scale on which ﬂuid molecules react to changes of the imposed velocity gradients
are much smaller than the time scale on which the gradient itself changes in the ﬂow.
This is usually given for any practical ﬂow situation and ﬂuid. The present thesis is
only concerned with so called incompressible ﬂows, an assumption which is justiﬁed if
the ﬂow velocity is much smaller than the local speed of sound in the ﬂuid. In this
limit eq. (1.2) reduces to the continuity equation
∂ui
∂xi
= 0, (1.5)
meaning that the density of the ﬂuid can be considered constant. Evoking continu-
ity in the expression for the Newtonian stress tensor and replacing the latter in the
momentum equations we obtain the so called incompressible Navier-Stokes equations
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xj
+ ν
∂2ui
∂x2j
+ fi, (1.6)
where ν = μ/ρ denotes the kinematic viscosity, which will be the mathematical basis for
the turbulent ﬂows considered in this thesis. Although up to this point two assumption
have been made, namely the assumption of a Newtonian ﬂuid closing the a-priori
unknown stress tensor and the assumption of incompressibility, yielding a constant
ﬂuid density, the above set of equations are found to be an excellent model of reality.
Taking the divergence, i.e. application of ∂/∂xi on eq. (1.6), yields the so called
Poisson equation for the pressure ﬁeld,
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1
ρ
∂2p
∂x2i
= −∂ui
∂xj
∂uj
∂xi
, (1.7)
which, given the velocity ﬁeld at any instant in time, can be solved using Green’s
method to obtain the corresponding pressure ﬁeld
p(xi, t) = p
h(xi, t)− 1
4π
∫∫∫
V
(
∂ui
∂xj
∂uj
∂xi
)
dyi
|xi − yi| , (1.8)
where ph(xi, t) is a harmonic function which depends on the boundary conditions.
Eq. (1.8) shows that the pressure at a given point in space is dependent on every other
point in the ﬂow ﬁeld. This has serious consequences in the analysis of turbulent ﬂow
ﬁelds as the coupling of distant points in space through pressure renders incompressible
ﬂows non-local in space.
1.2. Properties of the Navier-Stokes Equations
The Navier-Stokes equations are a set of partial diﬀerential equations which possess
certain transformation properties. We will only quickly review two of them at this
point and for a complete list the reader is referred to Pope (2000). Let us normalize
the Navier-Stokes equations with a reference velocity U and a reference length L to
obtain
∂u˜i
∂t˜
+ u˜j
∂u˜i
∂x˜j
= − ∂p˜
∂x˜j
+
1
ReL
∂2u˜i
∂x˜2j
+ f˜i, (1.9)
with x˜i = xi/L, u˜i = ui/U , t˜ = tL/U , p˜ = p/(ρU
2) and f˜i = L/U
2. It is remarkable
to note that in the limit of incompressible ﬂows only one non-dimensional number,
namely the Reynolds number ReL = UL/ν appears. This is called the Reynolds
number invariance of the Navier-Stokes equations. However, in order to obtain the
velocity ﬁeld of a ﬂuid ﬂow problem, the speciﬁc initial and boundary conditions of the
problem have to be formulated to complement the Navier-Stokes equations as well as
the continuity equation and to form a mathematically well posed problem. Boundary
and initial conditions introduce further parameters so that the simple Reynolds number
similarity of the pure Navier-Stokes equations gets lost. However, the Reynolds number
(of which in general a multitude can be deﬁned based on diﬀerent reference velocity
and length scales), still plays a predominant role in the analysis of ﬂuid ﬂows and often,
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locally, the inﬂuence of boundary and initial conditions is assumed to be small so that
ﬁnal results are obtained as a function of the Reynolds number only.
Another important property of the Navier-Stokes equations is the so called Galilean
invariance, which states that the equations remain unchanged when written in a coordi-
nate system moving with a ﬁxed velocity. However, while the Navier-Stokes equations
are Galilean invariant, the ﬂow ﬁeld itself (and thus all geometrical properties of the
ﬂow ﬁeld) is not.
1.3. Characteristics of Turbulent Flows
So far we have not distinguished between laminar and turbulent ﬂows. Let us interpret
the Reynolds number as the ratio of inertial to viscous forces acting on a ﬂuid element
of size L. This amounts to an order of magnitude analysis of the non-linear (in fact
bilinear) convective term on the l.h.s. and the viscous term on the r.h.s. of eq. (1.9).
When the Reynolds number is small (below a certain critical value which is diﬀerent for
diﬀerent ﬂow conﬁgurations) the viscous forces will damp perturbations and the ﬂow
remains deterministic. Such ﬂows are called laminar and due to their deterministic
nature they can be treated quite easily using analytical approaches (for simple ﬂow
situations) or numerical approaches (for more complex ﬂow situations). However, above
the critical Reynolds number, the ﬂow becomes unstable and small perturbations (in
the initial or boundary conditions) yield large velocity ﬂuctuations. Then the ﬂow
becomes what is called a turbulent ﬂow which is not deterministic any more. At this
point it is important to note that the Navier-Stokes equations are a set of deterministic
equations. This means that if one could perfectly control the boundary and initial
conditions which complement the equations for a given problem as it is for example
possible in numerical computations, the exact same solution will be obtained when
repeating the computation. However, in reality (such as in experiments) the boundary
and initial conditions can never be perfectly controlled so that small perturbations
which are naturally present will yield a diﬀerent solution at every repetition. Due
to the non-linear convective term in the Navier-Stokes equations the transition from
laminar to turbulent ﬂows is up to date still poorly understood which is mainly due
to a lack of mathematical tools for non-linear partial diﬀerential equations such as the
Navier-Stokes equations.
It is not easy to give an exact deﬁnition of a turbulent ﬂow. In the following a brief
list of features (most of which can also be found in any text book on turbulence) present
in turbulent ﬂows will be given which is however far from being comprehensive.
• Randomness: Turbulent ﬂows are intrinsically irregular and random and thus
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can only be treated by statistical methods.
• Diﬀusivity: Turbulent ﬂows diﬀuse velocity ﬂuctuations into surrounding non-
turbulent ﬂuid. This is why in a turbulent ﬂow mixing is greatly enhanced as
compared to a laminar ﬂow.
• Three-dimensionality (3D): Turbulence is always 3D and trying to extrapolate
from simpler lower dimensional problems to real 3D turbulence often fails. Mainly,
the reason is that only in 3D the so called vortex stretching mechanism, which is
a distinct feature of real turbulent ﬂows, is present.
• Vorticity: Turbulence is intrinsically rotational with large vorticity ﬂuctuations
present in the ﬂow. This is linked to the point above.
• Dissipation: Turbulent ﬂows are, due to the presence of viscous damping at the
smallest scales, always dissipative. Without an external forcing the ﬂuctuations
in turbulent ﬂows decay rapidly.
As has already been said in the context of the Poisson equation, incompressible ﬂuid
ﬂows are non-local, as the pressure term couples distant points to each other. On the
other hand, turbulent ﬂows exhibit a large number of degrees of freedom which manifest
themselves in a wide range of interacting time and length scales. This renders the
numerical treatment of turbulent ﬂows extremely expensive and a complete numerical
solution of the Navier-Stokes equations, which is called direct numerical simulation
(DNS) is only feasible for moderate Reynolds numbers, cf. discussion in chapter 2.
To illustrate this point, let us list the diﬀerent characteristic length scales present in
turbulent ﬂows:
• Integral scale lt: The largest scale, whose size is comparable to the size of
the boundaries of the problem (diameter of the nozzle for a jet ﬂow, width of a
channel, size of an airplane, etc.) is deﬁned as lt = u
3
rms/〈ε〉, where urms denotes
the root-mean-square (r.m.s.) of the velocity ﬂuctuations and 〈ε〉 the mean energy
dissipation.
• Taylor microscale λ: An intermediate length scale, which is the source of quite
some controversies in the turbulence community. Originally believed to be the
smallest relevant scale in turbulent ﬂows, its importance is questioned by many
researchers today. The Taylor microscale can be deﬁned based on the two-point
correlation function yielding λ = (10ν〈k〉/〈ε〉)1/2, where 〈k〉 denotes the mean
turbulent kinetic energy.
• Kolmogorov microscale: This is the smallest scale present in turbulent ﬂows
and is based on the viscous cut-oﬀ at small length scales deﬁned as η = (ν3/〈ε〉)1/4.
One should note that the above deﬁned length scales are mean length scales so that
locally within a turbulent ﬂow much smaller scales can exist which are attributed to
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the highly intermittent character of the instantaneous dissipation ﬁeld. For a detailed
discussion on this topic see for instance Sreenivasan (2005), Schumacher et al. (2007),
Schumacher (2007) and Bailey et al. (2009). Apart from characteristic length scales
one can also deﬁne characteristic time scales associated with the length scales, which
are summarized in the following:
• Integral time scale τint: The time scale associated with the integral length scale
deﬁned as τint = 〈k〉/〈ε〉. This time scale is the slowest characteristic time scale
in turbulent ﬂows.
• Tennekes sweeping time tl: This time scale appears as an intermediate time
scale deﬁned as tl = urms〈ε〉−3/4ν1/4 = (τintτη)1/2, where τη is deﬁned below. It
corresponds to a Lagrangian correlation time and the total time derivative in the
Navier-Stokes equations scales with this time scale, cf. Tennekes (1975)
• Kolmogorov time τη: The fastest time scale in turbulent ﬂows associated with
the Kolmogorov microscale is deﬁned as τη = (ν/〈ε〉)1/2.
Based on the above length scales one can determine the so called scale separation,
i.e. the ratio of the largest to the smallest relevant scale in turbulent ﬂows, namely
lt
η
∝ Re3/4 ∝ Re3/2λ , (1.10)
where the second Reynolds number is the Taylor based Reynolds number deﬁned as
Reλ = urmsλ/ν and will be used frequently in this work to characterize a turbulent
ﬂow. Eq. (1.10) shows that the scale separation in a turbulent ﬂow grows rapidly with
the Reynolds number.
1.4. Approaches to Analyze Turbulent Flows
During the last century diﬀerent approaches have been taken to tackle the obviously
extremely diﬃcult problem of turbulent ﬂows. Due to the vast amount of time spent
by researchers only main methods will be brieﬂy sketched to give an overview on the
approaches that have been taken so far and the most well known results reported based
on these approaches:
• Direct mathematical approach: Based on the exact Navier-Stokes equations,
exact equations for statistical quantities are derived. This approach is the most
elegant one, however the Navier-Stokes equations being a set of non-linear partial
diﬀerential equations are very diﬃcult to treat analytically. Only one exact result
has been reported by Kolmogorov (1941b) based on the von Ka´rma´n-Howarth
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equation, cf. von Ka´rma´n & Howarth (1938), which is the scaling of the third-
order structure function in homogeneous isotropic decaying turbulence in the limit
of vanishing viscosity and for the limit of vanishing correlation distance, namely
the 4/5th law
〈Δu3〉(r) = −4/5〈ε〉r. (1.11)
• Dimensional analysis: Assuming only a certain number of parameters to be
relevant for a problem, one can, based on dimensional arguments relate the depen-
dent variables on groups of non-dimensional parameters of the independent ones
(this is also referred to as the ’Buckingham Π theorem’). If the number of vari-
ables and the number of dimensions allow for a unique relationship, one obtains
a result up to a non-dimensional numerical constant. This constant is unique if
the chosen parameters fully describe the problem. However, often the totality of
the parameters is not known so that the obtained scaling relations do not involve
all relevant parameters. Then the ’constant’ turns out to be non-universal with a
more or less weak dependence on the missing (known or even unknown) param-
eters. The paramount examples in turbulence research are the two Kolmogorov
similarity hypotheses (from here on referred to as K41 theory), cf. Kolmogorov
(1941a,b). The ﬁrst hypothesis states that the statistics of velocity increments of
locally isotropic turbulence are uniquely deﬁned by the mean energy dissipation
〈ε〉 and the viscosity ν. The second hypothesis states that for separation distances
much larger than the viscous scales but smaller than the energy containing, large
scales, the same statistics are uniquely determined by only the mean energy dis-
sipation 〈ε〉. Based on these hypothesis many dimensional analyses have been
performed to obtain scaling laws and maybe the best known is the −5/3 scaling
of the energy spectrum in wavenumber space. However, today we know that there
exist serious deviations from this theory, in particular from the second hypothe-
sis, yielding that there must be more parameters involved than merely the mean
energy dissipation. These deviations have been termed ’anomalous scaling’ and
have puzzled turbulence researchers for several decades now, cf. Frisch (1995).
• Asymptotic invariance: If a result is obtained by dimensional analysis (or any
other method), asymptotic invariance suggests that in the limit of one (or more)
parameters tending to very large values (formally inﬁnity) the solution of the
dependent variable should become independent of these parameters. In turbulent
ﬂows this limit is often invoked for the high Reynolds number limit in which
quantities become independent of the Reynolds number. A case at hand is the
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non-dimensional drag coeﬃcient of a sphere in turbulent ﬂows. Another case is
Kolmogorov’s second hypothesis where the limit Re → ∞ is invoked. However,
this limit is delicate and caution has to be exercised when it is assumed, especially
as its consequences cannot be tested in the absence of exact mathematical and
analytical solutions to the Navier-Stokes equations. It is up to date not clear
whether solutions to initially smooth ﬁelds which evolve according to the Navier-
Stokes equations remain well behaved in this limit.
Apart from the above mentioned methods, which will all be used in one way or
another throughout this work, other approaches have been devised which will not be
discussed at this point.
1.5. Geometries in Turbulent Flows
As shown above, the turbulent motion of ﬂuids is a highly complex and still unresolved
problem which owes its complexity mainly to the interaction of a wide range of spatial
and temporal scales. Today, even for the most canonical of all turbulent ﬂows, namely
homogeneous isotropic decaying turbulence, no closed theory exists, cf. Krogstad &
Davidson (2011), Valente & Vassilicos (2011) and Schaefer et al. (2011b) (and refer-
ences therein). However, despite its overall complexity and randomness, turbulent ﬂow
ﬁelds are not structureless. On the contrary, diﬀerently from a random Gaussian ﬁeld,
there exist spatial organizations in turbulent ﬂows which are a distinct feature. These
are referred to as coherent structures ﬁrst identiﬁed by Brown & Roshko (1974) and are
often associated with vortical motions. Historically, profound insights into the statisti-
cal structure of homogeneous isotropic turbulence have mostly been gained by means
of the two-point correlation function and its transport equation, the von Ka´rma´n-
Howarth equation, cf. von Ka´rma´n & Howarth (1938), or its alternative formulation,
the Kolmogorov equation, cf. Kolmogorov (1941a,b). However, in such an approach
the local dynamics of the turbulent ﬁeld have been averaged out. In addition, one may
ask whether the ’artiﬁcial’ Cartesian frame in which such theories are developed can be
replaced by a more ’natural’ frame based on the ﬂow ﬁeld itself. Corrsin (1971) asked
the question What types (of geometry) are naturally identiﬁable in turbulent ﬂows? In
this spirit, vortex structures have been identiﬁed and analyzed for instance by She et al.
(1990) and Kaneda & Ishihara (2006) who identiﬁed tube-like structures in regions of
high vorticity, while sheet-like structures were found in regions of low vorticity. How-
ever, vortex tubes and sheets do not allow a unique and space-ﬁlling decomposition of
the ﬂow ﬁeld into unambiguous sub-ensembles. This problem was overcome by Wang
& Peters (2006) in their concept of dissipation elements, an approach which has its
roots in early works by Gibson (1968) who analyzed the role of extreme points in tur-
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bulent scalar mixing processes. This concept, based on gradient trajectories, allows the
decomposition of turbulent scalar ﬁelds into smaller sub-units. By calculating gradient
trajectories in direction of ascending and descending scalar gradients, local minimum
and local maximum points are reached. Dissipation elements may then be deﬁned as
the spatial region from which all gradient trajectories reach the same pair of maximum
and minimum points in a scalar ﬁeld. They may be parametrized by the linear distance
between and the scalar diﬀerence at the extreme points. By exploring the two-point
correlation of the scalar gradient along such trajectories, it was found that for large
elements the mean velocity increment scales linearly with the arclength distance along
the trajectory, cf. Wang (2009). The analysis was ﬁrst done based on a passive scalar
ﬁeld, where the derivation is quite straight forward, and later extended to other ﬁelds,
such as that of the instantaneous kinetic energy, where matters are more complicated
due to source/sink terms in the governing equation, cf. Wang & Peters (2010). The
physical picture behind this new scaling turned out to be that gradient trajectories
proceed along smooth parts of the scalar ﬁelds, so that dissipation elements represent
regions that are diﬀusively connected. The linear scaling along gradient trajectories is
new and fundamentally diﬀerent from the classical Kolmogorov scaling. This has con-
sequences for the modeling of the length distribution of dissipation elements. However,
while the velocity increment along gradient trajectories scales diﬀerently from the K41
theory, the conditional mean of the scalar diﬀerence between extremal points follows
the classical scaling laws.
The probability density function (pdf) of the length of dissipation elements is non-
Gaussian, a feature shared with the pdf of other turbulent quantities, such as for ex-
ample the pdf of the velocity or scalar increment, cf. Sreenivasan & Antonia (1997) and
Warhaft (2000). While for the former it is not clear whether the tails are exponential,
stretched exponential or algebraic, the ones of dissipation elements are clearly exponen-
tial. Based on the dynamics of dissipation elements, which are subject to continuous
(slow) as well as discrete (fast) changes in time, cf. Schaefer et al. (2009), a model
equation for the afore mentioned pdf could be derived by Wang & Peters (2006, 2008b).
This gave evidence for the exponential tails, as large elements are mainly subject to
fast changes which were interpreted as a Poisson-like cutting/reconnection process. As
the velocity diﬀerence at the end points of dissipation elements scales linearly with the
separation distance and with the inverse of the integral time scale, cf. Wang (2009);
Wang & Peters (2010), the combination of this time scale with the diﬀusivity that
governs the disappearance of small elements, allowed to identify the Taylor microscale
as the relevant length scale of the mean length of dissipation elements. When properly
normalized, the pdf turns out to be independent of the Reynolds number as well as
of the type of turbulent ﬂow considered. The statistics of dissipation elements can
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thus be considered universal. This universality has been studied in detail for a variety
of diﬀerent ﬂow conﬁgurations by Gampert et al. (2011, 2012), where the underlying
scalar ﬁeld was chosen to be that of the instantaneous kinetic energy. For further
details and applications of the theory, see Schaefer et al. (2010b, 2011) and for experi-
mental results see Schaefer et al. (2010a) and Soliman et al. (2012). As the theory of
dissipation elements has led to the above mentioned new insights into the physics of
turbulent scalar ﬁelds the goal of this thesis is now to ﬁnd a similar approach to the
turbulent velocity ﬁeld itself.
1.6. Outline of the Thesis
This thesis is based on the idea ﬁrst formulated by Wang (2010) to consider streamlines
as natural geometries in turbulent ﬂow ﬁelds which characterize the turbulent velocity
ﬁeld itself. The thesis is theoretical in nature and uses diﬀerent DNS to compare the
theoretical analyses with computational results. In chapter 2 the diﬀerent numerical
algorithms of our highly parallelized MPI ﬂow solver are discussed and the main char-
acteristics of the DNS cases are summarized. In chapter 3 streamlines are treated as
parametrized space curves. Based on a coordinate system, which is locally attached to
streamlines, the arising curvature ﬁelds are statistically analyzed. The pdfs of these
ﬁelds and a scaling of the ﬁrst two moments as well as the tails of the latter with char-
acteristic turbulent lengths scales is theoretically derived and the result is compared
with the DNS which conﬁrms the theory. Streamline segments, which partition stream-
lines into segments of ﬁnite length are then introduced based on work done by Wang
(2010) as an analogon to dissipation elements in turbulent scalar ﬁelds. Streamlines
are proposed to be parameterized with their arclength and the velocity diﬀerence at
the end points. In chapter 4 it is shown that all streamline segments begin and end
in a unique surface to be called extremal surface. The properties of this surface are
analyzed based on theoretical considerations as well as visualizations from the DNS.
The relationship to previous work on local extreme points and dissipation elements
in the instantaneous kinetic energy ﬁeld are shown. Stagnation points are a sub-class
of extreme points of the instantaneous kinetic energy ﬁeld and critical points of the
velocity ﬁeld. The surface is theoretically analyzed in the vicinity of the latter. As the
dynamics of streamline segments (and dissipation elements) are closely related to the
motion of the surface, the latter is treated by a level-set method and an approximate
equation for its displacement speed is derived based on the Navier-Stokes equations.
Chapter 5 is devoted to a statistical analysis of the two parameters chosen to char-
acterize streamline segments. The joint pdfs as well as the marginal pdfs of the two
parameters are obtained from all DNS cases. The pdfs are analyzed qualitatively and
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quantitatively in terms of their moments. Special attention is paid to the asymmetry of
the jpdf with respect to the mean length of positive and negative streamline segments
due to their kinematic diﬀerence. The ﬁrst moment of the velocity diﬀerence and simi-
larities to the new scaling found along gradient trajectories are shown. Its scaling with
the separation distance is compared with classical scaling relations based on the K41
theory and found to strongly deviate from it. An indication for the deviations is given
based on theoretical considerations. A model for the normalized pdf of the length of
streamline segments, which quantiﬁes the distribution of length scales in physical space
along a streamline, is put forward in chapter 6. First, an analysis based on Lagrangian
particles as starting points for streamlines is conducted which reveals the existence of
slow and fast changes in the time series of the two parameters characterizing streamline
segments. These are then characterized by frequencies which are obtained from the
Lagrangian analysis. The slow and fast changes of streamline segments translate into
distinct terms in the evolution equation for the pdf of the length of the latter. Closures
for the drift velocities in phase space as well as the fast integral terms are proposed
and the model solution is compared with the DNS results. The mean length of stream-
line segments is found to be the only relevant length scale which allows a collapse of
the pdfs for diﬀerent Reynolds numbers. The chapter is concluded with a theoretical
scaling of the mean length of streamline segments with characteristic turbulent length
scales. In chapter 7 the model for the marginal pdf is extended to a model for the joint
pdf of both parameters which gives simultaneous access to the statistical behavior of
both parameters. To this end the mean proﬁle within the segment is expanded in a
single term Fourier series. The numerical result of the model is compared with the
DNS data. Apart from the modeling issues the chapter ends with a discussion on the
relationship of the asymmetry of the jpdf with the negative skewness of longitudinal
velocity gradients in turbulent ﬂows. The two features are shown to be intrinsically
related to each other. Finally, the work is ﬁnished with a brief summary of the main
results in chapter 8.

2. Direct Numerical Simulation
In this chapter a brief overview over direct numerical simulations (DNS) is given and
the numerical procedures used for the diﬀerent DNS cases of this thesis are summarized.
Speciﬁc characteristic mean quantities of the cases are given.
2.1. Introduction to DNS
Due to the lack of analytical results in turbulence research, there is a strong need
to validate theoretical predictions against ’reality’. In principle, there exist two ap-
proaches to obtain ’real’ turbulent ﬂow data: experiments and nowadays DNS. While
with experiments, one can reach very high Reynolds numbers and does not use any
assumptions at all (not even the modeled Navier-Stokes equations). This approach
has shortcomings when it comes to the quality of the recorded data in terms of noise
contamination which has to be removed by post-processing algorithms. In addition,
experimental set-ups seldom allow to obtain 3D data sets of large ﬂuid volumes with
a high spatial and temporal resolution. Instead, one point or planar measurements
are feasible which are then extended to 3D data sets by use of Taylor’s hypothesis. In
addition, one can never perfectly control the initial and boundary conditions of the
experiment which introduces further uncertainties.
This is diﬀerent for DNS, where the full Navier-Stokes equations (eq. (1.6)) are solved
for a given problem. Orszag & Patterson (1972) were the ﬁrst to numerically study
homogeneous turbulence in a period box by use of so called pseudo-spectral methods.
The latter employ highly accurate spectral methods to calculate the spatial derivatives
in the Navier-Stokes equations in wavenumber space instead of using ﬁnite diﬀerence
schemes (or alike) and the ﬂow ﬁeld is advanced in time in wavenumber space. How-
ever, due to the computational cost, the non-linear convective term is evaluated in
physical space and then converted back to wavenumber space. This produces so called
aliasing errors, where unphysical energy is accumulated at the largest wavenumbers
which continuously has to be removed by ﬁltering to assure a physical solution of the
Navier-Stokes equations. Since the pioneering work in 1972, many advances have been
made, including better numerical algorithms and in particular the use of massively par-
allelized codes to spread the calculation over millions of CPUs and thus obtain shorter
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calculation times. For a very good overview on the advances of DNS and in particular
pseudo-spectral codes since its introduction the reader is referred to Ishihara et al.
(2009) and references therein. The most serious shortcoming of DNS is the accessible
Reynolds number, which even with todays highly advanced and massively parallelized
computers remains low compared to ’real life’ turbulence. Using the scale separation
derived in chapter 1 together with an estimate on the time step and the total time
needed for a simulation to be statistically converged, one obtains the following esti-
mate of the number of ﬂoating-point operations (FLOPS) M required for a DNS at a
given Reynolds number, cf. Pope (2000),
M ≈ 0.55Re6λ. (2.1)
This very steep rise with the Reynolds number clearly indicates that even in the fore-
seeable future, ﬂows with a Taylor based Reynolds number far beyond a value of Reλ =
O (103) will probably not be feasible. The fastest super computer in the world (as of
June 2012), Sequoia installed in the USA, reaches a theoretical computational power
of about 20.1 petaFLOPS while the fastest one installed in Germany, the SuperMUC,
performs at about 3.2 petaFLOPS. The highest Reynolds number achieved to present
on a grid with 40963 grid points is Reλ ≈ 1200, cf. Kaneda & Ishihara (2006). Com-
pared to e.g. atmospheric turbulence with Reynolds numbers on the order of Reλ =
O (104) and larger this is still small. In this context one can question the use of DNS
when it comes to predictions invoking the asymptotic invariance in the high Reynolds
number limit. An example at hand is the approach of the −4/5 scaling of the third
order structure function. Lundgren (2002) has shown based on asymptotic matching
of the viscous with the inertial range in the von Ka´rma´n-Howarth equation that the
asymptotic limit is very slowly reached, with the viscous eﬀect being proportional to
Re
−2/3
λ . Based on this analysis, a Reynolds number of Reλ ≈ 1100 must be achieved
in order for the theoretical constant of 4/5 to be reached within an error of 10%. This
shows that certain statistics are, even at the highest Reynolds numbers achievable in
DNS today, still seriously contaminated by viscous eﬀects. One should however not
conceal that ﬁnite Reynolds number eﬀects are also present in experimental data, see
Antonia & Burattini (2006) for a discussion on the same topic. Despite all the deﬁcien-
cies discussed above, DNS has become an indispensable tool in turbulence research.
This is mainly because one can exactly control the boundary and initial conditions of
the simulation and even more importantly, one has access to not only the instantaneous
ﬂow at an arbitrarily high resolution (at the cost of a low Reynolds number) but also
to any ﬁeld derived thereof, such as the instantaneous pressure, vorticity, dissipation
2.2. Numerical Algorithms 15
ﬁeld etc.. This has led to tremendous new insight into the small scale features of turbu-
lence which were previously not accessable through experimental data. For two recent
examples, see Kaneda et al. (2003) and Kaneda & Ishihara (2006).
This thesis is based on four diﬀerent DNS: two DNS of homogeneous isotropic de-
caying turbulence, one of forced turbulence and one of homogeneous shear turbulence.
The cases were chosen such that a considerably wide range of Reynolds numbers rang-
ing from Reλ = 50− 300 is covered. Also, the cases cover diﬀerent types of ﬂows. The
ﬁrst two cases are decaying, meaning that they are unsteady in time and do not con-
tain any artiﬁcial forcing term to sustain the turbulence intensity. Compared with the
forced case, these cases are considered to represent the purest turbulence ﬁelds in this
work and thus are sometimes used preferentially (compared to the other cases) to test
hypotheses. However, one shortcoming of decaying turbulence is that the length scale
associated with the large scale motion grows with time, while the Reynolds number
decreases. It is thus diﬃcult to obtain a high Reynolds number ﬂow ﬁeld which has
iterated long enough to be quasi-independent of the initial conditions and at the same
time possess an integral length scale that is considerably smaller than the box size, cf.
Pope (2000). The two cases represent a compromise between these two counteracting
eﬀects. In forced turbulence on the other hand one can easily control the size of all
scales and obtain a statistically steady state at the cost of an artiﬁcial forcing term
which contaminates the largest scales in the ﬂow as the latter are non-physically sus-
tained at a constant energy. While the ﬁrst three cases are homogeneous and isotropic,
homogeneous shear turbulence is anisotropic due to the constant shear gradient in one
direction that sustains the mean turbulent kinetic energy. Theoretically, the integral
length scale grows exponentially in homogeneous shear turbulence so that this case is
not statistically steady. This is remedied at the point where the integral scale reaches
the size of the box and the mean turbulent kinetic energy as well as the mean energy
dissipation rate break down. The shear case in this thesis has been chosen at a point in
time far enough from the breakdown so that the large scales are not yet contaminated
by ﬁnite box size eﬀects.
2.2. Numerical Algorithms
In the following we will list the speciﬁc numerical procedures used for the diﬀerent cases.
All cases have in common that a pseudo-spectral method in space is used. While for all
three isotropic cases a second-order Adam-Bashforth method in time is used, a third
order Runge-Kutta scheme is used for the shear case. The computations are performed
in a periodic box of length 2π and aliasing errors are eliminated by isotropic truncation
using the 2/3 rule. Computations were performed on an IBM BlueGene/P machine at
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Figure 2.1.: Temporal decay of the mean turbulent kinetic energy and its dissipation for two
diﬀerent initial velocity ﬁeld distributions following eq. (2.2).
the research center Ju¨lich.
• Homogeneous isotropic decaying turbulence: For the two decaying turbu-
lence cases the initial velocity ﬁeld is random and isotropic and is generated so
that it satisﬁes a prescribed energy spectrum. The initial energy spectrum is
taken from Mansour & Wray (1993) and has the form
E(κ) =
3
2A
κσ
κσ+1p
exp
(
−σ
2
(
κ
κp
)2)
, (2.2)
where
A =
∫ ∞
0
κσ exp(−σκ2/2)dκ. (2.3)
For the computations the values κp = 10 (ﬁxing the wavelength at which the
spectrum reaches its maximum) and σ = 2 as well as σ = 4 (the slope of the
spectrum for κ → 0) were chosen. While the mean turbulent kinetic energy
decays monotonically with time, the mean energy dissipation reaches a maximum
before it starts to decay. During this initial period the ﬂow needs to adjust
itself from the artiﬁcial initial conditions to those of fully developed turbulence
where the solutions have reached an asymptotic state with the decay of the mean
turbulent kinetic energy following an algebraic power law with constant exponent
n ≈ 1.4, cf. ﬁgures 2.1a and 2.1b. This value for the decay exponent lies well in
the range of values reported in the literature, cf. Wray (1998), de Bruyn Kops
& Riley (1998), Antonia & Orlandi (2004) and Burattini et al. (2006). As the
statistics for both initial spectra are very similar, the ones with σ = 2 were chosen
for the present work.
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Figure 2.2.: Temporal evolution of the mean turbulent kinetic energy and its mean dissipation
for the statistical steady state of forced homogeneous isotropic turbulence (case
3).
• Homogeneous isotropic forced turbulence: For the forced case we employ a
forcing scheme proposed by Overholt & Pope (1998) which is designed to quickly
allow for a statistically stationary turbulent ﬂow. The DNS of the forced case
reaches this stationary state after several hundred iterations at which all statistical
quantities ﬂuctuate around a mean value, cf. ﬁgure 2.2. As can be observed the
ﬂuctuations of the instantaneous mean quantities (averaged within the box) are
of the order of around 30% of the long time mean values which is somewhat
larger than the ﬂuctuations reported by Overholt & Pope (1998), probably as
the original work was based on a DNS with a Taylor based Reynolds number of
Reλ ≈ 27.
• Homogeneous shear turbulence: With a mean shear gradient in one ﬂow
direction, cf. ﬁgure 2.3a, the velocity ﬁeld is not periodic any more so that pseudo-
spectral methods cannot be used on the total velocity ﬁeld. To this end we use
a coordinate transformation with a moving frame attached to the mean ﬂow to
remedy this problem, cf. Rogallo (1981). However, to reset the distortion of the
attached grid a remeshing procedure is periodically applied which is schematically
shown in ﬁgure 2.3b. A skew-symmetric form of the convective term in the Navier-
Stokes equations is chosen for this case as it provides better numerical stability and
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lower aliasing errors, cf. Feiereisen & Ferziger (1981). For a detailed description
of the algorithm see Wang (2008).
(a) Imposed mean shear gradient in y−
direction. (b) Remeshing procedure.
Figure 2.3.: Set-up of the homogeneous shear DNS with an imposed mean velocity U¯ = Sx2.
(Figures taken from Wang (2008).)
The most important parameters characterizing the DNS are summarized in table 2.1.
The four DNS cases span a range of Taylor based Reynolds numbers from 50 to 300,
thus from a merely turbulent state with a very high grid resolution to a fully turbulent
state with a slightly lower resolution.
Table 2.1.: Parameters of the diﬀerent DNS cases.
DNS case 1 2 3 4
Flow type Decaying Decaying Forced Shear
No. of grid cells 10243 10243 10243 10243
Reynolds number Reλ 50 116 206 300
Viscosity ν 5 · 10−4 1 · 10−4 2.0 · 10−3 5 · 10−4
Mean turbulent kinetic
energy 〈k〉
4.9 · 10−2 3.4 · 10−2 12.0 3.07
Dissipation 〈ε〉 1.3 · 10−2 5.9 · 10−3 11.3 1.39
Kolmogorov scale η 0.01 3.6 · 10−3 5.2 · 10−3 3.1 · 10−3
Taylor length λ 0.139 7.6 · 10−2 0.146 0.105
Integral time τint 3.88 5.76 1.06 2.21
Kolmogorov time τη 0.196 0.130 0.013 0.019
Resolution Δx/η 0.610 1.69 1.19 1.98
Mean shear S - - - 1.5
3. Basic Properties of Streamlines in
Turbulent Flows
In this chapter streamlines in turbulent ﬁelds will be introduced and treated as param-
eterized space curves along which a local orthogonal coordinate system can be deﬁned
following Frenet’s formulas. Two scalar ﬁelds arise which are the torsion and curvature
ﬁeld, respectively. These ﬁelds can be expressed in terms of the local velocity ﬁeld and
gradients thereof. Particular attention is paid to diﬀerent measures of the curvature of
streamlines which are statistically analyzed by means of pdfs. An emphasis is put on
the scaling of moments of these pdfs with characteristic length scales of the turbulent
ﬂows.
3.1. Motivation
The geometrical properties of particle paths in turbulent velocity ﬁelds have been
studied by Rao (1978) and by Braun et al. (2006). Streamlines are not Galilei invariant,
meaning that the chosen frame of reference determines the streamline topology. Thus,
one has to choose an appropriate frame of reference when analyzing turbulent ﬂow
ﬁelds based on streamlines. In the course of this work this frame of reference will be
the ﬂuctuating velocity ﬁeld with zero mean for two reasons: ﬁrst, from a geometrical
point of view we are only interested in the geometry and topology of the ﬂuctuating
ﬁeld, which is often used to isolate ’pure’ turbulent physics without the interaction
with solid walls, mean gradients or alike. Second, it has been shown that there exists
a frame, in which the so called streamline persistence is maximized, cf. Goto et al.
(2005). Streamlines are considered persistent if their geometry changes slowly enough
for a particle to approximately follow their path for a signiﬁcantly long time. In that
case, particles initially close to each other will only separate once they approach a
straining stagnation point, where streamlines diverge. For isotropic turbulence it could
be shown that the appropriate frame of reference is the one where all mean velocity
components vanish, i.e. the ﬂuctuating velocity ﬁeld, cf. Goto & Vassilicos (2004). In
this chapter the above geometrical analyses will be extended to the study of streamlines.
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Figure 3.1.: Orthogonal coordinate system locally attached to streamlines in a frozen, instan-
taneous turbulent velocity ﬁeld.
3.2. Geometrical Basics
Integration of
dxi = ui(xj(tˆ), t0)dtˆ, (3.1)
where ui(xj(tˆ), t0) denotes the i-th velocity component of a turbulent velocity ﬁeld at
position xj and time t0 and tˆ a pseudo-integration time, yields a space curve Γ(tˆ) which
is known as a streamline. With eq. (3.1) we obtain the total rate of change (in the
following denoted with a dot) of the velocity along a streamline as
u˙i =
dui
dtˆ
=



0
∂ui
∂tˆ
+ uj
∂ui
∂xj
= uj
∂ui
∂xj
, (3.2)
which corresponds to the convective term in the Navier-Stokes equations, cf. eq. (1.6).
Note, that diﬀerent from a particle path the unsteady term in the total derivative is
zero for a streamline, cf. Braun et al. (2006), as the underlying ﬁeld is the ’frozen’,
instantaneous velocity ﬁeld. Then, all geometrical properties are deﬁned by the local
instantaneous convective term of the Navier-Stokes equations. However, diﬀerent from
a particle path, a more natural parameterization for the space-curve of a streamline is
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its arclength s, whose increment will be denoted with ds. The pseudo-time tˆ and the
arclength s are related by
ds
dtˆ
= u, (3.3)
where u = (uiui)
1/2 denotes the absolute value of the velocity ﬁeld. With this new
parameterization, let us introduce a natural and orthogonal coordinate system attached
to streamlines. We denote with ti the unit tangent vector to streamlines
ti =
dxi
ds
=
dxi
dtˆ
dtˆ
ds
=
ui
u
. (3.4)
The unit normal vector nsi points in direction of the ’acceleration’ along the curve
ns,i =
1
κ
dti
ds
, (3.5)
where κ = |dti/ds| denotes the geometrical curvature of streamlines. The system is
completed with the binormal vector deﬁned as
b = t× ns, (3.6)
where × denotes the cross product. Then, the rate of change of all three vectors with
respect to the arclength coordinate s, is described by Frenet’s formulas, cf. Braun et al.
(2006), yielding
dt
ds
= κns,
dn
ds
= τb− κt,
db
ds
= −τns,
(3.7)
where the curvature κ and the torsion τ are the two scalar ﬁelds which deﬁne the
geometry of streamlines. Figure 3.1 shows the orthogonal coordinate system attached
locally to a streamline. Following Braun et al. (2006), the torsion ﬁeld can be obtained
as
τ =
u · (˙u× ¨u)
u3κ2
. (3.8)
Following Dopazo et al. (2007) we introduce the curvature tensor
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Kij = ∂ti
∂xj
, (3.9)
which characterizes the inﬁnitesimal surface locally perpendicular to the streamline
whose unit normal vector coincides with the tangent vector to streamlines ti. Then,
the two non-zero invariants of the tensor Kij (the third invariant is zero as ti is a unit
vector) fully classify the topology of the surface. The projection of Kij in streamline
direction yields the three principal curvature components of the streamline
κi = tjKij = dti
ds
, (3.10)
while its contraction yields twice the mean curvature of the surface (here denoted with
κg in accordance with Wang (2010))
κg = Kii, (3.11)
which coincides with the divergence of ti. Note that this quantity has been called
Gaussian curvature by Wang (2010). In addition, let us introduce the directional
tensor of streamlines
Tij = titj. (3.12)
Taking the divergence of eq. (3.12), we obtain
∇Tij = ∂Tij
∂xj
=
∂ti
∂s
+ ti
∂tj
∂xj
= κi + tiκg, (3.13)
where we denote with tj∂/∂xj = ∂/∂s the gradient in direction of the streamline. Wang
(2010) has shown that for incompressible ﬂows the mean curvature can be expressed
as
κg = −us
u
, (3.14)
showing that it vanishes at local extrema of the absolute value of u along the streamline,
where the gradient in streamline direction us ≡ ∂u/∂s = 0.
On the other hand we can write the convective term, i.e. the total rate of change
(eq. (3.2)), using the deﬁnition of the unit tangent vector (eq. (3.4)) as
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u˙i = uj
∂ui
∂xj
= u2
(
∂ti
∂s
+ ti
us
u
)
= u2 (κi − tiκg) .
(3.15)
Both eqs. (3.13) and (3.15) relate the two diﬀerent measures of curvature to each
other and to the convective term in the Navier-Stokes equations which determines the
curvature related geometry of streamlines. As, diﬀerent to torsion, the sign of the
curvatures does not have a physical meaning for the geometry of streamlines (this is
diﬀerent from streamtubes, a concept that will also brieﬂy be discussed in this chapter)
we contract eqs. (3.13) and (3.15) to obtain
(
u˙i
u2
)2
= (∇Tij)2 = κ2 + κ2g, (3.16)
where we have used the fact that tiκi = 0 and denote with κ
2 = κiκi. Note, that
the contraction yields curvatures which are scalar ﬁelds (diﬀerent from the vectors in
eq. (3.15)) so that directional information which are possibly present in anisotropic
ﬂows (e.g. homogeneous shear ﬂows with a constant shear gradient) are lost.
Diﬀerent from the approach taken by Braun et al. (2006), where curvatures of particle
paths in turbulent ﬂow ﬁelds were analyzed by calculating particle paths starting from
every grid point and calculating the corresponding curvature based on the obtained
space curves, in the present work the curvatures are treated as ﬁeld variables. This
allows the use of highly accurate spectral methods to calculate the needed gradients in
the expressions for the curvature ﬁelds. In addition, such a treatment ensures a correct
weighting of space in the statistics as a-priori streamlines do not probe space equally
so that their density in the ﬂow ﬁeld varies.
3.3. Statistics of the Curvatures as Fluctuating Variables
In the above analysis two diﬀerent measures for the curvature, namely κi and κg have
been identiﬁed, both of which are a-priori ﬂuctuating variables. While for isotropic
turbulence the statistics of κi are identical, independent of the chosen direction i, this
is not a-priori true for anisotropic ﬂows such as homogeneous shear ﬂows. Let us in a
ﬁrst step analyze moments of the curvatures. It follows for homogeneous ﬂows that
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〈κg〉 = 〈∂ti/∂xi〉 = 0, (3.17)
〈κi〉 = −〈tiκg〉, (3.18)
where the second identity is based on eq. (3.13) and angular brackets denote ensemble
averages. Additionally, if we assume isotropy then
〈tiκg〉 = −〈tiκg〉 = 0, (3.19)
where for the last identity the fact that in isotropic ﬂows averages are axis-symmetric,
has been used. However, the DNS of the homogeneous shear ﬂow (case 4) suggests that
the inﬂuence of anisotropies on the curvatures are small, yielding 〈κi〉 = −〈tiκg〉 ≈
O (10−3). We have thus found that both measures of curvature have zero mean in
homogeneous isotropic turbulence and approximately zero mean in homogeneous shear
ﬂows.
Next, let us consider the second moment of the curvatures. Using Tennekes’ random
sweeping hypothesis, cf. Tennekes (1975), i.e. assuming the small scale gradients to
be randomly swept by the convective large scale velocity ﬂuctuations, we can estimate
the convective term to scale as, cf. Braun et al. (2006),
〈uj ∂ui
∂xj
〉 ∝ urms〈
(
∂u′
∂x
)2
〉1/2 ∝ urms
(〈ε〉
ν
)1/2
=
urms
tη
. (3.20)
Assuming the ﬁeld to be isotropic, ∂u′/∂x stands for one of the three longitudinal
components of the ﬂuctuating (prime) velocity gradient tensor which are all statistically
identical. Averaging eq. (3.16) we obtain the following scaling based on the scaling
approximation of eq. (3.20)
〈
(
u˙i
u2
)2
〉 = 〈(∇Tij)2〉 = 〈κ2〉+ 〈κ2g〉 ∝ (urmstη)−2 ∝ λ−2. (3.21)
Eq. (3.21) suggests that the second moment of the divergence of the directional tensor
scales with the inverse of the Taylor microscale squared. Assuming that the means of
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Figure 3.2.: Scaling of the r.m.s. of the curvatures with the Taylor microscale over the Taylor
based Reynolds number.
the two curvatures on the r.h.s. of eq. (3.21) scale in the same way, each individually
should also scale with the inverse of the Taylor microscale squared. The three propor-
tionality constants are calculated from the DNS cases and are shown in ﬁgure 3.2. As
can be observed, all three are of order unity with, by virtue of eq. (3.21), the sum of
the lower two being equal to the highest. In addition, there is no explicit Reynolds
number dependence thus conﬁrming the above scaling relation. Slight deviations from
the empirical constants (shown as dashed lines) only occur for the shear ﬂow which,
probably due to its anisotropy, yields slightly larger values of the constant for 〈κ2〉
which in turn yields a higher constant for the divergence of the directional tensor.
Of special importance is the proportionality of the variance of the mean curvature κg
with the inverse of the Taylor microscale, as it allows a geometrical interpretation based
on mass conservation in incompressible ﬂows in the context of stream tubes, cf. Wang
(2010). A streamtube is the volume swept by an inﬁnitesimally small surface locally
perpendicular to a streamline whose area along the streamline adjusts such that the
mass ﬂow through the surfaces remains constant. Figure 3.3 shows the contour (dashed
lines) of a stream tube around a streamline (solid line). Three perpendicular surfaces
with varying area are shown that assure a constant mass ﬂow rate. The surfaces are
shown at positions where their area reaches a local extremum, i.e. points where us = 0,
which will be shown in the following. The instantaneous convective mass ﬂow through
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Figure 3.3.: Sketch of a streamtube with three diﬀerent perpendicular surfaces of varying area
to ensure mass conservation.
these consecutive surfaces of area A(s), locally perpendicular to a streamline, is
m˙ = ρu(s)A(s), (3.22)
and is by deﬁnition constant so that
dm˙
ds
= ρ
(
usA(s) +
dA
ds
u(s)
)
= 0, (3.23)
from which we conclude after division by ρA(s)u(s) that
−us
u
= κg =
d lnA
ds
. (3.24)
Eq. (3.24) shows that the mean curvature describes the relative variation of the area of
perpendicular surfaces which yield equal mass ﬂow within a streamtube. In addition,
it becomes obvious that the surface areas reach their extrema at points along the
streamline where us = 0. From the fact that the variance of κg scales as the square of
the inverse of the Taylor microscale we hence conclude that the variance of the relative
(logarithmic) rate of change of the area of perpendicular surfaces also scales with square
of the the inverse of the Taylor microscale yielding that along a streamtube within a
distance of order O (λ) the surface area changes are of order unity.
Let us in a next step consider third order moments which are responsible for devia-
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Figure 3.4.: Normalized pdfs of the gradient in streamline direction P˜ (u˜s) = P (us/σus)σus
from four diﬀerent DNS of turbulent ﬂows.
tions from Gaussian statistics. Their numerical values cannot be theoretically calcu-
lated, however, tendencies can be given. For this we look at the mean curvature which
is proportional to the negative gradient us in streamline direction. One can assume
that just like longitudinal gradients of velocity components the statistics of us are neg-
atively skewed, a common feature of gradients in turbulent ﬂows, cf. Sreenivasan &
Antonia (1997).
Figure 3.4 shows the pdf of the projected gradient for all four diﬀerent DNS cases,
each normalized with the respective standard deviation σus = 〈u2s〉1/2. We note that as
〈us〉 = 〈ti∂u/∂xi〉 = ∂〈ui ln(u)〉/∂xi = 0, (3.25)
the projected gradient has zero mean in homogeneous turbulence. In addition, the
dashed line shows a Gaussian with zero mean and unit standard deviation. While
the Gaussian reproduces the core of the pdf up to values of |us|/σus ≈ 2.5, the tails
deviate strongly from it. The latter are rather, as is observed for velocity gradients
in turbulent ﬂows, stretched exponentials of the form P (us) ∝ exp
(
α|us|β
)
where the
constants α and β depend on the Reynolds number, cf. She (1991) and Kailasnath
et al. (1992), and are subject to non-universal intermittency eﬀects at high Reynolds
numbers, cf. Anselmet et al. (1984) and Castaing et al. (1990). As can be observed
from the larger values of the tails at a ﬁxed point on the abscissa on the negative side,
the pdf is negatively skewed. Table 3.1 shows the values of the standard deviation σus,
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as well as the skewness Sus = 〈u3s〉/σ3us. As can be observed there is a clear trend with
increasing Reynolds number for the isotropic cases towards larger standard deviations.
As expected, the skewness is negative and seems to approach an asymptotic value of
−0.46 for large Reynolds numbers for the isotropic ﬂows, while a larger value of ap-
proximately −0.5 is reached for the shear case. These values for the skewness of the
projected gradient fall well in the range of values observed for the ’standard’ longitu-
dinal velocity derivative skewness in this range of Reynolds numbers, cf. Sreenivasan
& Antonia (1997). From the above discussion on the negative skewness of the pdf of
us we deduce that the mean curvature (eq. (3.14)) being proportional to the negative
gradient should be positively skewed.
Figure 3.5 shows the pdf of the mean curvature, again normalized with its standard
deviation σκg , cf. table 3.1, in a semi-logarithmic plot as well as a double logarithmic
inset. We ﬁrst observe that all curves collapse well in this normalized form. In addi-
tion, we observe the frequent occurrence of very large values of the curvature which
correspond to algebraic tails of the pdf that scale as κ˜−4g . This algebraic scaling is
highlighted in the double logarithmic inset where the negative tail has been mirrored
on the ordinate. The scaling of the tails will be explained in detail in the next section
of this chapter. A calculation of the skewness reveals that the inﬂuence of the negative
skewness of us yields indeed a positive skewness of the mean curvature, cf. table 3.1,
which for the isotropic cases slightly decreases with increasing Reynolds numbers, while
the skewness for the homogeneous shear case is considerably larger but still positive.
Finally, ﬁgure 3.6 shows the pdf of κ1 normalized with σκ1 , which for isotropic ﬂows
is representative for the pdf of any of the three κi. The three directions, of which two
are a-priori statistically diﬀerent, turn out to diﬀer only little so that only one direction
is shown. Again, all curves collapse well and the double logarithmic inset highlights
the algebraic tail proportional to κ˜−41 which we will discuss in the next section. Note
that due to poor statistical convergence third order moments (such as the skewness)
of κi are not discussed here and for this reason numerical values are excluded from
table 3.1.
Table 3.1.: Moments of us, κg and κi.
DNS case 1 2 3 4
σus = 〈u
2
s〉
1/2 1.226 1.916 18.77 13.21
Sus = 〈u
3
s〉/σ
3
us
-0.433 -0.462 -0.461 -0.517
σκg = 〈κ
2
g〉
1/2 6.841 12.40 6.440 8.867
Sκg = 〈κ
3
g〉/σ
3
κg
2.687 2.321 2.152 6.146
σκi = 〈κ
2
i 〉
1/2 13.78 24.99 12.92 18.58
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Figure 3.5.: Normalized pdfs of the mean curvatures κg of streamlines from four diﬀerent
DNS of turbulent ﬂows.
3.4. Probability Density Functions of the Absolute Value of
Curvatures
Diﬀerent from the approach taken in the above section we will now study the absolute
values of the two curvatures in the geometrical context of streamlines where the sign
does not have a well deﬁned meaning any more. The two pdfs are normalized with
their respective mean value and it turns out that such a normalization allows for a very
good collapse of all two curves.
The ﬁrst two lines of table 3.2 show the mean of the absolute value of the curvatures
with which the pdfs have been normalized, while the last line shows the inverse of
the Kolmogorov scale corresponding to the smallest scale to be expected in turbulent
ﬂows. These ﬁgures allow for a comparison of the largest curvatures responsible for the
tails of the pdfs with the smallest scales in the ﬂow. Note that one could be tempted
to argue that based on the scaling of the variances of the ﬂuctuating curvatures with
the inverse of the Taylor scale, a similar scaling of the mean of the absolute values
of the curvatures with the inverse of the Taylor scale exists, i.e. 〈|κ|〉 ∝ 〈|κg|〉 ∝ λ−1.
Strictly, this would be true if the pdfs of the ﬂuctuating curvatures were symmetric
with respect to the ordinate, i.e. higher order odd moments vanished, as for such a
stochastic variable 〈a2〉1/2 ∝ 〈|a|〉 with a universal proportionality constant. However,
due to the proportionality of the curvatures to gradients of the velocity ﬁeld, which
results in Reynolds number dependent tails of the normalized pdfs, such a scaling is
not unique and would result in a Reynolds number dependence of the proportionality
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Figure 3.6.: Normalized pdfs of the curvature κi (i=1..3) of streamlines from four diﬀerent
DNS of turbulent ﬂows.
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constants.
Figure 3.7 shows the normalized pdf of the mean curvature P˜ = P (|κ˜g|)〈|κg|〉, with
κ˜g = |κg|/〈|κg|〉. Especially in the double-log inset two diﬀerent branches of the pdf
are visible: for small values of the curvature the pdf starts oﬀ as a constant, while on
the contrary, it displays an algebraic tail for large values of the curvature which scales
as κ˜−4g . The constant branch for small values of the curvature, which is proportional
to the inverse of a length scale, corresponds to large scale geometrical features of the
turbulent ﬂow and scales as a Gaussian distribution. It turns out that such small values
of the curvature are dominated by regions where |us| ≈ 0 rather than large values
of u so that the observed constant branch for small values is due to the Gaussian
core of the pdf of us, cf. ﬁgure 3.4. As can be observed, cf. table 3.2, the length
scales associated with the mean curvature values are much larger than the smallest
ﬂow inherent length scale, the Kolmogorov scale η. However, the algebraic tails cover
curvature values which correspond to length scales much smaller than the Kolmogorov
scale so that such curvatures cannot correspond to geometrical features of the turbulent
ﬂow ﬁeld. For both curvatures, |κg| as well as |κ|, the algebraic scaling regime begins
in normalized coordinates at values of |κ˜g| (|κ˜|) ≈ O (10). Such extreme values of
curvature correspond to regions around stagnation points, i.e. regions in the ﬂow ﬁeld,
where ui = 0 so that streamlines approaching such points get sharply deﬂected. At
this point caution has to be exercised, as the curvature is not a well deﬁned quantity
at the stagnation points itself. We are interested in the behavior of the curvature κg
as we approach the stagnation point, situated at position s0 following any streamline.
To this end let us analyze the right- and left-sided limit
lim
s→s+,−0
κg = − lim
s→s+,−0
us
u (3.26)
where the superscript stands for the right and left-sided approach of the stagnation
point. While the denominator of eq. (3.26) is well behaved in the sense that u → 0 for
both limits, the behavior of the numerator is not a-priori clear. An expansion of the
velocity around the stagnation points yields
Table 3.2.: Mean curvatures and comparison with turbulent length scales.
DNS case 1 2 3 4
〈|κg|〉 4.06 7.35 3.68 5.01
〈|κ|〉 8.61 15.48 7.73 10.59
η−1 100.00 277.78 192.31 322.58
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ui ≈ Aijxj +O
(|x|2) , (3.27)
where Aij = ∂ui/∂xj denotes the velocity gradient tensor at the stagnation point.
Based on eq. (3.27) we deduce that the absolute value u behaves as
u = (uiui)
1/2 = (AijAikxjxk)
1/2 (3.28)
at the stagnation point. Thus along a streamline with coordinate s we expect u(s) ∝ |s|
in the stagnation point from which we deduce that the above right-sided limit of us
is diﬀerent from the lift-sided one and more importantly we can expect that us does
not vanish in the stagnation point. This yields that as u vanishes, the mean curvature
κg of any streamline approaching the stagnation point diverges and the same is true
for κ. Large values of curvature are thus due to u → 0 rather than |us| → ∞. This
also means that the observation of the tails should be independent of the numerical
resolution (as long as the latter is suﬃcient to resolves the ﬂow ﬁeld). However, the
higher the resolution (at a constant Reynolds number) the closer will be the distance of
the closest grid point to a stagnation point so that more and more extreme large values
can be expected to be among the sample points used for the pdf. As the curvatures
in the current study are obtained as a ﬁeld (rather than by calculating streamlines
and the corresponding curvature of the space curve) the analysis is independent of
interpolation schemes and resolutions chosen for the latter.
Let us consider the joint pdf (jpdf) of the inverse of the absolute value of the velocity
x = u−1 and the absolute value of the gradient in streamline directions |us|: P (x, |us|).
Based on the latter we can express the pdf of the absolute value of the mean curvature
(eq. (3.14)) as
P (|κg|) =
∫∫
δ (x|us| − |κg|)P (x, |us|)dxd|us|. (3.29)
Following Rice (1944, 1945) and Goto & Vassilicos (2009) we assume statistical inde-
pendence of the velocity (here extended to its inverse) and its gradients (here extended
to the gradient in streamline direction) so that we can write P (x, |us|) = Pl(x) ·Ps(|us|),
where the index l denotes large scales and s small scales. Assuming the three veloc-
ity components to be joint Gaussian random variables, an assumption which is quite
accurate in the limit of homogeneous isotropic turbulent ﬁelds (for a recent discussion
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of departures from Gaussianity see Wilczek et al. (2011)), it is quite straight forward
to obtain the scaling of the pdf of the inverse of the absolute value of the velocity
ﬁeld P (x). In a ﬁrst step it follows naturally that the pdf of the instantaneous kinetic
energy k = (uiui) /2 follows a χ
2 distribution with three degrees of freedom yielding
P (k) ∝ k1/2 exp (−k/2). From this P (x) ∝ x−4 exp (−x−2), which for small values of u
(large values of x) scales as P (x)|x→∞ ∝ x−4, can easily be deduced. Then, introducing
κ̂g = |κg|/|us|, the pdf can be expressed as
P (|κg|)||κg |→∞ ∝
∫∫
|us|−1δ (x− κ̂g) x−4Ps(|us|)dxd|us|
∝ |κg|−4
∫
|us|3Ps(|us|)d|us|
∝ |κg|−4〈|us|3〉,
(3.30)
where we assume Ps(|us|) to decay fast enough at inﬁnity for the third moment to
exist. Although eq. (3.30) explains the algebraic scaling of the tail as well as the scaling
exponent, it does not explain why the normalization with the mean value yields such a
good collapse of the curves. In fact, the collapse is almost perfect for the constant part
of the pdf at the low curvature end, while a close inspection of the tails shows that
they tend to shift slightly upwards with increasing Reynolds number. This is probably
due to the proportionality to the third moment of the gradient |us| which is strongly
inﬂuenced by the non-universal and Reynolds number dependent tail of the pdf P (us),
cf. ﬁgure 3.4.
Let us in a next step look at the statistics of the absolute value of the geometric
curvature |κ|, which appears naturally in the derivation of Frenet’s formulas and which
corresponds to the rate of change of the unit tangent vector along the streamline
direction. Figure 3.8 shows the normalized pdfs obtained from the four DNS cases.
Again, one observes an algebraic tail proportional to |κ|−4. |κ| can be expressed as
|κ| = u−1
[(
∂ui
∂s
)2
− u2s
]1/2
, (3.31)
meaning that very large values of |κ| are again dominated by very small values of u
so that a similar analysis as has been carried out above for the mean curvature will
yield the above scaling. However, the behavior of P˜ (κ˜) is diﬀerent for small values,
where it also displays an algebraic scaling proportional to |κ|3/4. This scaling exponent
is slightly smaller than the one identiﬁed in Braun et al. (2006) for the pdf of the
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Figure 3.8.: Normalized pdfs of the curvatures |κ| of streamlines from four diﬀerent DNS of
turbulent ﬂows.
curvature particle paths in the vicinity of the origin, which turned out to scale linearly.
4. The Concept of Streamline Segments and
Properties of their Bounding Extremal
Surface
Streamlines are, diﬀerent from gradient trajectories in a scalar ﬁeld, a-priori inﬁnitely
long, unless they hit a stagnation point, in which all three velocity components vanish
and they diverge. This is why Wang (2010) has proposed to divide streamlines into
segments based on local extreme points of u along the streamline. Segments are then
bound by two extrema, i.e. points where the velocity gradient in streamline direction
us = 0 vanishes. He further characterized streamline segments as positive and negative
ones, depending on the sign of the gradient: within positive segments us > 0, while
within negative segments us < 0. Thus the ﬂow along positive segments is accelerated,
while it is decelerated along negative segments. In three dimensional space all the end
points of streamline segments lie in a surface deﬁned by the condition us = 0. The
properties of this surface and an intimate relation between streamline segments and
dissipation elements (based on the instantaneous kinetic energy ﬁeld) will be established
in the following. Based on this relationship it can be expected that the study of
streamline segments will shed light on the turbulent velocity ﬁeld, similar to the study
of dissipation elements in turbulent scalar ﬁelds. It is further noteworthy that the
study of dissipation elements has revealed that the parts of the ﬁeld dominated by
viscosity are concentrated in a small region around the extreme points, cf. Wang &
Peters (2008b). As all these points lie in the surface, its dynamics will also shed
light on the dynamics of these regions of the ﬂow. To this end an equation for the
displacement speed of the surface will be derived based on a level-set approach. Note
that all visualizations shown in this chapter are based on DNS case 1 as it provides the
best numerical resolution and is representative for all cases. The visualizations (of the
surface, the stagnation points and the scalar extreme points) in this chapter are done
with the open-source software Paraview. The extreme points were identiﬁed using a
gradient trajectory algorithm, which identiﬁes all local extreme points of a given scalar
ﬁeld based on gradient trajectories. For details of the numerical implementation see
Wang (2008).
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Figure 4.1.: Illustration of the concept of streamline segments.
4.1. Relation of the Extremal Surface with Dissipation Elements
We ﬁrst note that the surface divides space into two regions, namely a region, in which
us > 0 containing all positive segments to be denoted with (+) and a region within
which us < 0, containing all negative segments to be denoted with (-). Thus, stream-
lines starting from an arbitrary point in space will intersect the surface, thereby entering
alternatingly into regions denoted with (+) and (-) signs. The situation is illustrated in
ﬁgure 4.1a where the surface as well as a streamline is shown for a turbulent ﬂow ﬁeld.
The streamline enters the box from the top left corner and intersects the corrugated
surface ﬁve times before leaving the box at the lower right corner. The ﬁve intersec-
tions deﬁne the boundaries of four segments along the streamline. Figure 4.1b shows
the corresponding variation of u along the same streamline in a one-dimensional plot,
where the four segments are demarcated with dotted lines whose locations correspond
to the intersections shown in ﬁgure 4.1a. The variation is plotted over the arclength s,
so that the horizontal distance between two dotted lines corresponds to the length l of
the segment, while the velocity diﬀerence at the end points, i.e. the diﬀerence at the
points where the streamline intersects the surface, is labeled Δ.
Figure 4.2 shows a bundle of streamlines passing alternatingly through positive and
negative regions of space. It is well visible that in the positive region (red part of the
streamlines) the streamline bundle (which corresponds to the streamtube introduced
in chapter 3) contracts due to mass conservation, while in the negative region (blue
part of the streamlines) the bundle diverges. As has been shown, the mean curvature
of streamlines can be expressed by virtue of the continuity equation as κg = −us/u,
cf. eq. (3.14), which yields a divergence of bundles in negative regions and a contraction
in positive ones.
Apart from these obvious properties based on streamlines, it follows readily that
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Figure 4.2.: Bundle of streamlines passing alternatingly through positive (red) and negative
(blue) regions of space.
(a) (b)
Figure 4.3.: (a) Local extreme points of the k-ﬁeld. (b) extremal surface (us = 0) containing
all extreme points. Blue dots: minimum points, red dots: maximum points,
green dots: stagnation points.
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Figure 4.4.: Subdivision of the extremal surface (us = 0) into minimal (light grey) and max-
imal (dark grey) surface regions with demarcation line (black). Minimum points
(blue dots) of the k-ﬁeld lie in the light grey region, maximum points (red dots)
in the dark grey region of the surface.
Figure 4.5.: Two examples of dissipation elements embedded in the extremal surface (us = 0)
with local extrema.
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all local extreme points (of the ﬁeld of the absolute value of the velocity u and the
instantaneous kinetic energy k = u2/2), i.e. points where ∇u = ∇k = 0, lie in the
surface, which is why we refer to it as an extremal surface. Figure 4.3 (a) shows the
distribution of extreme points of the instantaneous kinetic energy ﬁeld in space where
red dots mark local maximum points and blue dots local minimum points. Green dots
indicate stagnations points, i.e. critical points of the velocity ﬁeld where locally all
velocity components vanish simultaneously. It is obvious that as u ≥ 0 stagnation
points form a sub-group of local minimum points, namely absolute minima, of the
instantaneous kinetic energy. The behavior of the surface in the vicinity of stagnation
points will be discussed in the course of this section. The surface itself can further be
subdivided into two (not necessarily simply connected; isolated islands can exist) parts,
one of which contains all minimum points (minimal surface), while the other contains all
maximum points (maximal surface). The demarcation line between these two regions
is the ensemble of points where streamlines are tangent to the surface. Formally, this
amounts to the condition t ·n = 0, where ni denotes the unit normal vector to the
surface. Figure 4.4 shows such a partitioning of the surface into minimal (light grey)
containing all local minimum points and a maximal region (dark grey) containing all
local maximum points. From the analysis above it follows that the theory of dissipation
elements, cf. Wang & Peters (2006), Wang & Peters (2008b), Gampert et al. (2011)
and Gampert et al. (2012) (based on the instantaneous u- or k-ﬁeld, respectively) is
closely connected to the surface and thus to the theory of streamline segments, as
dissipation elements start and end in local extreme points which all lie in the surface.
Figure 4.5 shows two examples of such elements and their gradient trajectories based
on the instantaneous k-ﬁeld. Obviously, dissipation elements are corrugated and in-
tertwisted structures which can intersect one or more folds. However, they always (as
they begin in a minimum and end in a maximum) connect a minimal with a maximal
surface. Nonetheless, the fact that the end points must lie in the surface at any instant
implies that the dynamics of extreme points of the ﬁeld are intimately related to those
of streamline segments. It has been shown by Schaefer et al. (2009) that dissipation
elements are subject to fast and slow changes, of which the ﬁrst consist of a diﬀusive
drift of small elements and an extensive strain for large elements. The latter followed a
non-classical linear scaling, cf. Gampert et al. (2011), with the separation distance and
it can be expected, based on the geometrical constraint that local extreme points all
lie in the surface that the temporal evolution of streamline segments and dissipation
elements will be closely related. In his pioneering work on zero gradient points in turbu-
lent scalar ﬁelds Gibson (1968) has proposed that the mean distance between extreme
points in scalar ﬁelds scales with the Taylor microscale. These ﬁndings indicate that
the mean distance between two folds of the surface should also scale with the Taylor
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microscale, from which it readily follows that the mean length of streamline segments
should also scale with the Taylor microscale, a conjecture that will be reﬁned in the
course of this work, cf. chapter 6. Small dissipation elements connect two adjacent
extreme points of opposite sign and will drift towards and annihilate each other once
they join. As both extreme points have to stay on the surface during this process but
on two diﬀerent sides of the demarcation line between minimal and maximal surface
regions, the two will approach the demarcation line until they annihilate each other. In
that sense the demarcation line plays the role of a sink for small dissipation elements.
On the other hand, the gradient trajectories ﬁlling the space of larger elements will be
likely to intersect the surface, as can be observed for the left dissipation element for
example in ﬁgure 4.5 close to the minimum point. The intimate relationship between
streamline segments and dissipation elements as shown above will be used later on in
the analysis of the temporal evolution of streamline segments.
Let us denote with bi = (∂k/∂xi)/|∇k| = (∂u/∂xi)/|∇u| the unit tangent vector of
gradient trajectories in the instantaneous kinetic energy ﬁeld (which are identical with
those of the u− ﬁeld). It then follows that cosφ = biti, the cosine of the angle between
streamlines and gradient trajectories is obtained from
uus = cosφ∂k/∂b (4.1)
and
us = cosφ∂u/∂b, (4.2)
where the derivatives on the r.h.s. of eqs. (4.1) and (4.2) are the gradients in gradient
trajectory direction, thus ∂/∂b = bi∂/∂xi. From eq. (4.2) we conclude that streamlines
and gradient trajectories must be perpendicular to each other when intersecting the
surface, as us = 0 while ∂k/∂b = 0 so that cosφ ≡ 0 which means that locally on the
surface the instantaneous net convective transport of the kinetic energy is perpendicular
to its diﬀusive transport.
All statistical information of the cosine of the angle between streamlines and gradient
trajectories of the instantaneous kinetic energy ﬁeld are contained in the pdf of the
whole ﬁeld which is shown in ﬁgure 4.6 for all four DNS cases. Obviously, the most
probable angle is 90◦, corresponding to the maximum of the pdf at cosφ = 0. With
increasing Reynolds number the pdfs become ﬂatter and the maximum decreases to
lower values. All pdfs are strongly positively skewed, with a second local minimum at
a value of cosφ ≈ 0.9. As positive values correspond to an alignment, while negative
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Figure 4.6.: Pdfs of the cosine of the angle between gradient trajectories of the instantaneous
kinetic energy ﬁeld and streamlines from DNS cases 1-4.
values correspond to an anti-alignment of the two unit vectors ti and bi, we conclude
that gradient trajectories and streamlines have a higher, although not very pronounced
probability to be aligned.
Figure 4.7 shows the cosine of the angle conditioned on the value of the gradient us
over the normalized (with the variance σus) axis for all four DNS cases. As expected, the
angle is equal to zero on the surface. For large values of us, starting at approximately
|us/σus | > 3, the average angle becomes quasi-independent of the value of us and
obtains an asymptotic limit. The two dashed lines in ﬁgure 4.7 indicate a value of
±1/√2 corresponding to a value of 〈φ〉∞ = ±45◦. While for positive values of us this
value is almost exactly obtained in the asymptotic limit, the mean asymptotic angle is
slightly larger (〈φ〉∞ ≈ −47◦) for negative values of us. Around the surface we observe
a thin layer where the mean angle changes abruptly from the negative asymptotic value
to the positive one. Based on eq. (4.2) we can express the conditional mean as
〈cosφ|us〉 = us〈
(
∂u
∂b
)−1
|us〉. (4.3)
Diﬀerentiating (4.3) with respect to us yields
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Figure 4.7.: Conditional mean of the cosine of the angle between gradient trajectories based
on the instantaneous kinetic energy ﬁeld and streamlines from DNS cases 1-4.
∂〈cosφ|us〉
∂us
= 〈
(
∂u
∂b
)−1
|us〉+ us
∂〈(∂u
∂b
)−1 |us〉
∂us
. (4.4)
Based on eq. (4.4) we can expand the conditional mean around the surface up to ﬁrst
order as
〈cosφ|us〉 =
0〈cosφ|0〉+ us〈
(
∂u
∂b
)−1
|0〉+O(u2s),
= Cφ,0us,
(4.5)
where Cφ,0 = 〈
(
∂u
∂b
)−1 |0〉 is the mean value of the inverse of the gradient on the surface
which turns out to be Cφ,0 ≈ 2.2σ−1us for all four DNS cases which explains the linear
proﬁle of the conditional mean at the origin conditioned on values around the surface.
The above analysis shows that in extensive regions where us > 0 the direction of
instantaneous convective (ti) and diﬀusive (bi) transport of instantaneous kinetic energy
tends to be aligned with an asymptotic value of 〈φ∞〉 ≈ 45◦ while in compressive regions
with us < 0 the two are rather anti-aligned with an asymptotic value of 〈φ∞〉 ≈ −47◦.
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4.2. The Local Geometry of the Extremal Surface in the Vicinity
of Stagnation Points
As at a stagnation point by deﬁnition u = 0, such a point is an absolute minimum
point of the ﬁeld of the absolute value of the velocity u (and the instantaneous energy
k). However, we have shown, cf. chapter 3 (as u is an absolute value function) that
the gradient ∂u/∂xi is not well behaved in a stagnation point. This is diﬀerent for
∂k/∂xi = 2u∂u/∂xi
1. In the following we are interested in the local geometry of
the extremal surface in the vicinity of a stagnation point. We formally deﬁne the
extremal surface at this point to be the ensemble of all points deﬁned by us = 0 and
the stagnation points, i.e. all points where ui = 0. This deﬁnition is equal to the
isosurface deﬁned by ∂k/∂s = 0. As stagnation points are critical points of the ﬂow
ﬁeld, geometrical features in its vicinity are of particular interest and not a-priori clear.
Stagnation points have mostly been studied in the context of ﬂow visualization and to
determine the local topology of the turbulent ﬂow ﬁeld. Soria & Cantwell (1994) have
shown based on previous works by Chong et al. (1990) that there exist four diﬀerent
types of stagnation points in incompressible ﬂows (two more types can be identiﬁed
in compressible ones). Without loss of generality let us shift the origin of a local
Cartesian coordinate system at the stagnation point and use the linearization of the
ﬂow ﬁeld, cf. (3.27), around the stagnation point. The velocity gradient tensor Aij in
the stagnation point can be decomposed as Aij = Sij +Wij into a symmetric (Sij) and
an anti-symmetric part (Wij) deﬁned as
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
,
Wij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
.
(4.6)
The three invariants, P,Q,R, of the tensor Aij can be obtained from the characteristic
function of a second order tensor and it turns out that the ﬁrst invariant P ( which is
minus the trace of the tensor) must vanish for incompressible ﬂows. Then the diﬀerent
types of stagnation points are characterized by the two remaining invariants Q and R
and the sign of the determinant D = Q3+27/4R2 yielding four diﬀerent possible types
of stagnation points. For details on the characterization see Soria & Cantwell (1994).
While the surface of a turbulent scalar ﬁeld can be expected to globally possesses
a fractal dimension in the high Reynolds number limit, cf. Mandelbrot (1975), it is
locally diﬀusion controlled and smooth, cf. Schaefer et al. (2012b). However, it remains
1I am thankful to Prof. Klein for pointing out this subtlety in the deﬁnition of the extremal surface.
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to clarify the local topology of the surface in the vicinity of a stagnation point. To this
end we write the us− ﬁeld as
us =
∂u
∂s
= tj
∂u
∂xj
= titj
∂ui
∂xj
. (4.7)
Setting the r.h.s. of eq. (4.7) equal to zero and multiplying with u2 we obtain on the
surface
uiuj
∂ui
∂xj
= 0, (4.8)
where eq. (4.8) is only valid on the surface itself and does not allow the treatment of
us following eq. (4.7) as a ﬁeld any more. Replacing the velocity ﬁelds uiuj in eq. (4.8)
by the expansion (eq. (3.27)) we obtain
us ≈ AikAjlAijxkxl = Bklxkxl = 0. (4.9)
Due to the symmetry of the last equality (Bkl itself is not symmetric), we introduce
the symmetric tensor
B˜kl =
1
2
(Bkl +Blk) =
1
2
Aij (AikAjl + AilAjk) , (4.10)
to ﬁnally obtain
B˜klxkxl = 0. (4.11)
B˜kl can then be diagonalized based on its eigenbasis to show that in the vicinity of
a stagnation point the solution of eq. (4.11) yields a locally quadric surface. Due to
incompressibility at least one (and no more than two) of the real eigenvalues of B˜kl must
be negative so that only a degenerated quadric surface can be solution to eq. (4.11),
namely that of a cone
(
x˜1
a1
)2
+
(
x˜2
a2
)2
−
(
x˜3
a3
)2
= 0, (4.12)
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where we have denoted with a1...a3 the principle axis of the quadric whose lengths
are determined by the absolute value of the eigenvalues of the tensor B˜kl. We thus
conclude from the above analysis that at a stagnation point the surface containing all
local extreme points of the instantaneous kinetic energy ﬁeld posses a singular point
at which two folds of the surface come inﬁnitesimally close to each other. In Schaefer
et al. (2011) it could be shown that the so called secondary splitting, cf. Gibson (1968),
which is one of the main mechanisms yielding the creation of new extreme points in
scalar ﬁelds is due to the combined action of diﬀusion and strain induced by stagnation
points of the turbulent velocity ﬁeld. In that sense the quadric surface marks spots
in the turbulent ﬂow ﬁeld where out of a stagnation point (absolute minimum of the
instantaneous kinetic energy ﬁeld) new extrema can be created. These will also lie in
the surface and give rise to new end points of initially very small dissipation elements.
In addition, from a physical point of view, scalar mixing predominantly takes place in
the vicinity of straining stagnation points so that the quadric character of the surface
can be associated with localized regions of enhanced scalar mixing.
Figure 4.8 (a) shows the surface in the vicinity of a stagnation point in the ﬂuctuating
turbulent velocity ﬁeld. Locally, the surface is clearly a degenerated cone-type quadric
as deﬁned by eq. (4.12), where in the stagnation point two folds of the surface ’touch’
each other. Figure 4.8 (b) shows the local ﬂow structure in terms of streamlines passing
through the stagnation point. The color coding of the streamlines indicates the local
ﬂow acceleration along the streamline in red (us > 0) and a local deceleration in blue
(us < 0). The region with us > 0 corresponds to the volume above and below the
stagnation point, while the one where us > 0 corresponds to the volume between the
two folds of the surface. Following the terminology of Chong et al. (1990) this speciﬁc
type of stagnation point is an unstable-node/saddle/saddle (corresponding to the ﬂow
behavior in the three eigenplanes) characterized by a negative discriminant D which
also yields a negative value of the tensor invariant Q and a positive value of the tensor
invariant R. Such stagnation points characterize a locally strain-rate dominated region.
Figure 4.9 shows the surface at a diﬀerent location in the ﬂow ﬁeld in the vicinity of a
stagnation point which this time corresponds to a stable-focus/stretching characterized
by positive values of D and R and a negative value of R. Such a stagnation point lies
in a ﬂow region which is locally dominated by vortex structures. Again, the surface is
locally a degenerated cone-type quadric.
4.3. Displacement Velocity of the Extremal Surface
As all streamline segments (and dissipation elements) end and begin on the extremal
surface, we are interested in its temporal evolution. To this end, let us treat the motion
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(a) (b)
Figure 4.8.: (a) Local topology of the extremal surface in the vicinity of a straining stagnation
point (green dot). (b) Streamlines passing through the stagnation point color
coded with local sign of local acceleration (red: positive, blue: negative) along
the streamline.
Figure 4.9.: (a) Local topology of the extremal surface in the vicinity of a vortex dominated
stagnation point (green dot). (b) Streamlines passing through the stagnation
point color coded with local sign of local acceleration (red: positive, blue: nega-
tive) along the streamline.
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of the surface deﬁned by us = 0 using a level set method, cf. Sethian (1999). We are
only interested in the condition on the surface itself and the scalar us evolves according
to,
∂us
∂t
= ti
∂
∂t
∂u
∂xi
+
∂u
∂xi
∂ti
∂t
=
∂
∂s
∂u
∂t︸ ︷︷ ︸
1
+
∂u
∂xi
∂ti
∂t︸ ︷︷ ︸
2
.
(4.13)
DNS calculations show that on average on the surface the ﬁrst term on the r.h.s. of
eq. (4.13) is much larger than the second term. Based on eq. (4.13) the relative small-
ness of term 2 is diﬃcult to explain. However, application of ∂/∂t on eq. (4.2) and
noting that as discussed above cosφ ≡ 0 on the surface meaning that streamlines and
gradient trajectories are always perpendicular to each other on the surface, yields
∂us
∂t
=
∂u
∂b
∂ cosφ
∂t
=
∂u
∂b
(
ti
∂bi
∂t
+ bi
∂ti
∂t
)
.
(4.14)
We ﬁrst note that the temporal evolution of the scalar us is directly related to cosφ,
a relationship that is particularly interesting as it relates the evolution of the scalar
ﬁeld us to geometrical properties of streamlines and dissipation elements. The ﬁrst
and second term on the r.h.s. of eq. (4.14) are identical to the terms labeled 1 and 2,
respectively, in eq. (4.13) when evaluated on the surface. As both ti and bi are unit
vectors, they are of the same order of magnitude hence for the second term to be small
compared to the ﬁrst one must have ∂ti/∂t < ∂bi/∂t. Thus, the main contribution
to the time derivative of the angle between streamlines and gradient trajectories is
attributed to time changes of the direction of gradient trajectories bi on the surface
rather than to time changes of the direction of streamlines ti. Physically, small time
changes of ti are interpreted as the persistence of streamlines, cf. Goto et al. (2005)
which is maximized in the frame of reference (zero mean velocity) chosen in this work.
Contrary to streamlines, gradient trajectories are less persistent meaning that they
change their direction on the surface more rapidly. One physical process that yields
large ﬂuctuations of the direction of gradient trajectories in the vicinity of the surface
is the so called secondary splitting of scalar extreme points, cf. Gibson (1968), Wang
& Peters (2008b) and Schaefer et al. (2011) where due to the interplay of diﬀusion and
strain unstable zero gradient surfaces split into new extrema of the scalar ﬁeld. While
in the vicinity of scalar extreme points the direction of gradient trajectories changes
rapidly and thus bi yields large ﬂuctuations in time, the direction of streamlines is not
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aﬀected unless the extremum is a stagnation point of which very few exist, cf. Da´vila
& Vassilicos (2003).
Thus, neglecting the term labeled 2 in eq. (4.13), we obtain on the surface
∂us
∂t
+ ui
∂us
∂xi
= −∂
2p
∂s2
+ νu−1
∂
∂s
[(
∂u
∂xi
)2
−
(
∂ui
∂xj
)2]
+ ν
∂
∂s
(
∂2u
∂x2i
)
. (4.15)
A detailed derivation of eq. (4.15) based on the Navier-Stokes equations is given in the
appendix A.1. We write the last term on the right hand side as
∂
∂s
(
∂2u
∂x2i
)
=
∂2us
∂x2i
− 2 ∂tj
∂xi
∂2u
∂xi∂xj
− ∂
2tj
∂x2i
∂u
∂xj
, (4.16)
and note that the second two terms on the r.h.s. of eq. (4.16), as well as the ﬁrst two
terms on the r.h.s. of eq. (4.13) act as source/sink terms for us, of which only the
pressure term is not proportional to viscosity. We combine all those source/sink terms
proportional to viscosity to one term and write
Πν = ν
[
u−1
∂
∂s
((
∂u
∂xi
)2
−
(
∂ui
∂xj
)2)
−
(
2
∂tj
∂xi
∂2u
∂xi∂xj
+
∂2tj
∂x2i
∂u
∂xj
)]
, (4.17)
to obtain the following transport equation of us valid on the surface
∂us
∂t
+ ui
∂us
∂xi
= −∂
2p
∂s2
+ ν
∂2us
∂x2i
+Πν . (4.18)
Eq. (4.18) is a convection - diﬀusion equation with additional source terms. Based on
the equivalent level-set equation
∂us
∂t
+ ui
∂us
∂xi
= sD|∇us|, (4.19)
Peters (2000) has derived the velocity with which surfaces move as
dx0
dt
= tu+ nsD, (4.20)
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where n = −∇us/|∇us| is the unity normal vector of the surface. The displacement
speed sD due to diﬀusion and the source/sink terms reads
sD =
−∂2p
∂s2
+ ν
(
κiso|∇us|+ ∂2us∂n2
)
+Πν
|∇us| ,
(4.21)
where κiso = ∂ni/∂xi denotes the mean curvature of the surface. The ﬁrst contribution
is due to the pressure term, while the two terms in parenthesis are directly propor-
tional to the local curvature and due to normal viscous diﬀusion across the surface,
respectively. Finally, the last contribution is due to the source/sink terms proportional
to viscosity.
From the r.h.s. of eq. (4.20) we deduce that the surface will on the one hand be
convected along the streamline with velocity u while on the other hand it moves with a
displacement speed sD in normal direction of the surface. For locally smooth parts of
the surface, where the curvature assumes relatively small values, the dominant terms
in eq. (4.21) will be the non-viscous ones. The only term not proportional to viscosity
is the second derivative of the pressure in streamline direction. For the following
discussion let us deﬁne the pressure Hessian Hij = ∂2p/∂xi∂xj. We can then write on
the surface
∂2p/∂s2 = ∇Tij∇p+ TijHij. (4.22)
As laid out in chapter 3 the divergence of the directional tensor is a measure of the
curvature of streamlines as
∇Tij = tj ∂ti
∂xj
+ ti
∂tj
∂xj
=
∂ti
∂s
+ tiκg = κns,i + tiκg. (4.23)
For incompressible ﬂows the mean curvature vanishes on the surface. Hence, the ﬁrst
term on the r.h.s. of eq. (4.22) corresponds to the curvature weighted projection of
the pressure gradient in normal direction, while the second term is proportional to the
pressure Hessian, a quantity mostly studied in the context of the Lagrangian evolution
of the velocity gradient tensor in turbulent ﬂows, cf. Chevillard & Meneveau (2006,
2011).

5. Statistics of Streamline Segments from
Direct Numerical Simulations
Following Wang (2010) one may choose two parameters, namely the arclength distance
l (or the diﬀerence of the pseudo time τ) between and the velocity diﬀerence Δ at
the two extreme points which bound streamline segments to statistically characterize
them. Then, most of the statistical properties are captured in the jpdf P (l,Δ). Based
on Bayes’ theorem, we can relate the marginal pdf of the length of streamline segments
to the joint and conditional pdfs yielding
P (l) =
P (l,Δ)
Pc(Δ|l) , (5.1)
where in eq. (5.1) P (l) denotes the marginal pdf of the arclength of streamline seg-
ments and Pc(Δ|l) the conditional pdf of the velocity diﬀerence conditioned on the
arclength. The choice of these two parameters is not arbitrary but rather inspired
by the historical approach to analyze the structure of turbulent ﬂow ﬁelds by means
of two-point statistics which capture length scale dependent information of the ﬁeld.
However, in the historical approaches of von Ka´rma´n & Howarth (1938) the correla-
tion coordinate (i.e. the distance between the two points) was chosen along arbitrary
axes (mostly along a Cartesian coordinate direction) and thus independent of the lo-
cal ﬂow structure. One of the main diﬀerences of the present approach (and also the
theory of dissipation elements) is that the correlation distance is now ﬂow-dependent
and deﬁned by the distance of critical points along the streamline. In this sense the
correlation distance itself becomes a turbulence intrinsic statistical variable. It is at
this point worthwhile to recall that Kolmogorov (1941a) already considered the sepa-
ration distance r in his two-point analyses as a statistical variable rather than a ﬁxed
one in a Cartesian grid. Despite its overall complexity, there exist regions in turbulent
ﬂow ﬁelds within which the dependent quantities (scalar ﬁeld or velocity ﬁeld) vary
in a quasi-deterministic manner. In general, in ﬂow independent coordinates (i.e. the
Cartesian coordinate system), the length scale associated with these ’regular’ regions
is the Kolmogorov microscale, as locally within regions of the order of this length scale,
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the turbulent ﬁeld is smoothed by diﬀusion and can be linearized, cf. Meneveau (2011).
However, when choosing ﬂow dependent, inherent coordinates one can deﬁne ’regions’
that are considerably larger (on the order of the Taylor microscale) and still quasi-
deterministic such that the proﬁle within can on average be expressed by a single-term
expansion involving the parameters (the length l and velocity diﬀerence Δ) chosen to
characterize the region. In this chapter the four DNS cases are statistically analyzed
based on streamline segments. We begin with a brief discussion of statistical weighting
issues of streamlines in turbulent ﬂow ﬁelds followed by a description of the numeri-
cal algorithms to identify the streamlines. The following qualitative discussion will be
based on DNS case 1 exemplary for all DNS cases. It comprises a discussion of the jpdfs
of both parameters (P (l,Δ) and P (τ,Δ)). Next, the marginal pdfs (P (l) and P (τ))
are compared for positive, negative and all streamline segments and general remarks
are given about the shape of these pdfs. In a next step, a suitable normalization of
the marginal pdfs with the mean length of streamline segments lm is shown to yield
quasi-universal curves which are Reynolds number and ﬂow type independent. Then,
all relevant mean quantities are summarized and related to characteristic length and
time scales of the turbulent ﬂow ﬁelds. The chapter is concluded with a discussion of
the conditional mean velocity diﬀerence 〈|Δ||l〉, which is the analogon to a ﬁrst order
structure function.
5.1. Numerical Issues of the Statistical Analyses
We obtain streamlines numerically by integration of eq. (3.1) using a third order Runge-
Kutta scheme for the pseudo-time integration and a tri-cubic interpolation scheme in
space. The integration was performed in direction of ti(xj, t0) and −ti(xj, t0) and was
stopped in both directions once the streamline intersects the extremal surface. Starting
points for the integration are the homogeneously distributed grid points of the Carte-
sian grid used for the calculation of the DNS. This automatically ensures a proper
volume weighting of space, as the streamline density, i.e. the number of streamlines per
unit volume is not constant in a turbulent ﬂow ﬁeld and due to continuity the density
varies locally as u−1. In regions of accelerating ﬂow the density is thus lower than in
regions of decelerating ﬂow, a feature which has been discussed in the context of the
streamline curvatures in chapter 3. One could also identify streamline segments along
one (or more) streamlines starting from arbitrary points in space, however, then each
streamline segment would have to be weighted with the local streamline density to
obtain the same statistics. This is not only cumbersome and numerically time consum-
ing, as the streamline density ﬁeld cannot easily be expressed in terms of known ﬁeld
variables, but would also introduce numerical errors. In addition to this volume weight-
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Figure 5.1.: P (l,Δ) for case 1.
ing due to the varying streamline density, another eﬀect when taking homogeneously
distributed grid points as starting points has to be taken into account as the latter ap-
proach counts streamline segments weighted with their length. This becomes evident
when a linear array is considered where the number of grid points within a segment
is proportional to its length. Thus, the obtained data set contains a weighting factor
which is assumed to be linearly proportional to the length of the streamline segment l.
While Wang (2010) used this weighting to reconstruct volume weighted averages of the
whole ﬁeld, in the present work we are interested in geometrical features of streamline
segments, such as their individual lengths, so that the weighting was removed when
the data is analyzed and statistics are produced. Thus, although the concept is the
same as in Wang (2010) the statistics in this thesis are diﬀerent. To obtain converged
statistics even for large segments more than 4.5 · 108 sample points have been analyzed
for each case.
5.2. Joint Probability Density Functions
Figure 5.1 shows the jpdf P (l,Δ) which displays distinct wings that correspond to
positive and negative streamline segments, cf. Wang (2010). One feature that directly
becomes apparent is the asymmetry of the two wings with respect to the sign of the
velocity diﬀerence Δ: the lower wing, corresponding to negative streamline segments is
shorter than the upper one corresponding to positive streamline segments. From this
we conclude that the mean length of positive streamline segments should be larger than
the mean length of negative ones. This ﬁnding has already qualitatively been remarked
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Figure 5.2.: P (τ,Δ) for case 1.
Wang (2010) and related to the kinematic diﬀerence of positive and negative streamline
segments: due to the velocity diﬀerence at the end points, Δ, negative streamline
segments will on average be compressed while positive ones will on average be stretched.
The jpdf shows a distinct and well localized maximum at l ≈ 0.25 and around Δ ≈ 0.
Note, that theoretically there exist two maxima at either side of the line Δ = 0. This
is due to the fact that small segments must be locally tangential to the surface so that
with Δ → 0 also l → 0, so that theoretically P (l,Δ = 0) = 0. Numerically, however,
the two maxima are smeared into one. In addition, the conditional mean velocity
diﬀerences of positive (dashed line) and negative (dashed-dotted line) segments are
shown. These are responsible for the kinematic stretching and compression of the
segments and thus determine to a large extent the asymmetric shape of the two wings.
Diﬀerent from Wang (2010) the two curves are nearly symmetric with respect to the
abscissa. Wang (2010) found that the negative branch has a considerably steeper slope
than the positive one, which is most likely due to the diﬀerent weighting of streamline
segments in this work. In addition, one remarks that the two wings are well separated
for large values of l indicating that very few individual segments exist which are long
and at the same time possess a small velocity diﬀerence.
In comparison, ﬁgure 5.2 shows the jpdf of the second parameterization with the
pseudo-time diﬀerence τ and the velocity diﬀerence Δ, P (τ,Δ). Although qualita-
tively similar, the two jpdfs diﬀer in detail. First, the two wings are less separated,
indicating that more segments with a large value of τ and still a small value of Δ
exist. In addition, by visual inspection the asymmetry seems to be less pronounced
for the parameterization indicating that at least part of it stems from the non-local
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Figure 5.3.: Dimensional marginal pdf of the arclength of positive, negative and all streamline
segements for case 1.
relation of eq. (3.3). Regarding the conditional mean velocity diﬀerence of the positive
and negative branch, the latter are again symmetric with respect to the abscissa, how-
ever, diﬀerent from the parameterization with the arclength, the two branches seem
to approach a constant value for large values of τ . This is not the case for the ﬁrst
parameterization where the two branches both still have a considerable positive slope
(in terms of its absolute value) and thus keep rising (falling) even for the largest values
of l observed. A detailed discussion of the conditional mean velocity diﬀerence and
their scaling with l (and τ) follows in the last sub-section of this chapter.
5.3. Marginal Probability Density Functions
By integration of the joint pdfs over Δ one obtains the marginal pdf of the arclength
P (l) and the one of the pseudo-time diﬀerence P (τ). These can be further subdivided
into the marginal pdf of only positive and only negative streamline segments which,
as discussed above behave diﬀerently due to the diﬀerent kinematic constraints. The
ensemble of positive and negative streamline segments of course yields all streamline
segments.
Figure 5.3 shows the marginal pdf of the length l while ﬁgure 5.4 shows the one of
the pseudo-time diﬀerence τ of streamline segments separately for positive, negative
and all segments based on DNS case 1. Qualitatively all curves show a linear rise at
the origin for small segments and an exponential tail for large segments. The exponen-
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Figure 5.4.: Dimensional marginal pdf of the pseudo-time diﬀerence of positive, negative and
all streamline segements for case 1.
tial character of the tails is highlighted in the semilogarithmic inset and is present for
both parameterizations. These features will be discussed and qualitatively explained
in chapter 6. Close to the origin, which in physical space corresponds to small seg-
ments, the pdfs are dominated by viscous drift which does not discriminate between
positive and negative segments so that all curves collapse and display nearly the same
slope. However, when approaching the maximum value of the positive curve, the latter
deviates considerably from the other two curves, as here the diﬀerence in strain due
to the velocity diﬀerence at the end points of streamline segments becomes important
and thus the eﬀect of positive segments getting stretched and negative ones getting
compressed yields a considerably lower maximum value of the pdf of positive segments
as compared to the other two curves while the location of the maxima of the diﬀerent
curves occur at approximately the same location. Due to the normalization condition,
the exponential slope of the positive segments in the tail of the pdf is lower than the
other two. This means, that while qualitatively the curves agree, the mean length of
positive segments is larger than the one of negative ones, while the mean length of all
segments is of course embedded in between the two. This observation turns out to be
correct for the parameterization with the arclength l as well as with the pseudo-time
diﬀerence τ where the eﬀect is even more pronounced in pseudo-time than it is in
arclength.
We conclude the discussion of the individual, dimensional jpdfs and pdfs with ta-
ble 5.1 which summarizes the mean values obtained from the four diﬀerent DNS cases.
An important ﬁnding is the scaling of the mean length of streamline segments. A scal-
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Table 5.1.: Statistics of the parameters of streamline segment from DNS cases 1 - 4.
DNS case 1 2 3 4
Flow type Decaying Decaying Forced Shear
No. of grid cells 10243 10243 10243 10243
Reynolds number Reλ 50 116 206 300
Mean length pos. l+m 0.116 0.050 0.083 0.062
Mean length neg. l−m 0.103 0.043 0.073 0.054
Mean length all lm 0.109 0.047 0.078 0.058
Mean time pos. τ+m 0.579 0.251 0.042 0.062
Mean time neg. τ−m 0.417 0.219 0.020 0.034
Mean time all τm 0.445 0.235 0.021 0.036
Ratio lm/λ 0.780 0.618 0.534 0.552
Ratio lm/η 10.90 13.10 15.00 18.70
Ratio lm/(λη)
1/2 2.924 2.841 2.831 3.215
Ratio τm/τint 0.115 0.041 0.020 0.016
Ratio τm/tη 2.27 1.81 1.62 1.89
ing of the mean length of streamline segments with neither the Kolmogorov scale nor
the Taylor microscale seems to yield a Reynolds number independent proportionality
constant for the four cases under consideration. This suggests that a mixed scaling of
the two quantities might be correct, a point which will be picked up again in chapter
6.
In analogy to dissipation elements it is desirable to ﬁnd a normalization such that
the normalized marginal pdfs of the length of streamline segments become Reynolds
number and ﬂow type independent. This would render them more amenable to a
universal modeling approach. Indeed, when normalized with its mean length, P˜ (l˜) =
lmP (l/lm) (P˜ (τ˜) = τmP (τ/τm)), where lm (and τm) denote the mean length in terms of
the arclength and pseudo-time, respectively, the curves become quasi-independent of
the Reynolds number. Figure 5.5 and 5.6 show the curves for both parameterizations
and for all four DNS cases. Apart from slight deviations, the curves collapse well
for all cases and even for positive, negative and all segments, suggesting that the
normalized pdfs are quasi-universal. The maximum occurs for both parameterizations
at approximately l˜ ≈ 0.7 − 0.8 (τ˜ ≈ 0.7 − 0.8) with a value of P˜max ≈ 0.7 − 0.8.
The normalized pdfs of the length are thus very close in shape and values to the ones
already obtained for dissipation elements based on for instance the passive scalar and
the instantaneous kinetic energy ﬁeld, cf. Wang & Peters (2008b) and Gampert et al.
(2011).
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Figure 5.5.: Normalized marginal pdfs of the arclength for positive, negative and all stream-
line segments for all DNS cases.
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Figure 5.6.: Normalized marginal pdfs of the pseudo-time diﬀerence for positive, negative and
all streamline segments for all DNS cases.
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5.4. Conditional Means
As mentioned above, one of the most remarkable features of the jpdfs is their asym-
metry due to the intrinsic kinematic diﬀerence of positive and negative streamline
segments which will again and in more detail be discussed in chapter 7. This is why
the conditional mean velocity diﬀerences whose diﬀerence in sign is the formal source
of the asymmetry, deserve special attention. In addition, the latter are ﬁrst order mo-
ments of the velocity diﬀerence and thus their scaling with the separation distance is
of interest in the context of classical two-points velocity statistics. Based on Bayes’
theorem we deﬁne the conditional pdfs
P (Δ|l) = P (l,Δ)
P (l)
, (5.2)
P (Δ|τ) = P (τ,Δ)
P (τ)
, (5.3)
from which the conditional mean velocity diﬀerences 〈Δ|l〉 and 〈Δ|τ〉 follow as the ﬁrst
moments which can be interpreted as two-point structure functions in the streamline
segment context. Le´veˆque et al. (2007) analyzed three diﬀerent types of two-point
statistics in DNS calculations of turbulent ﬂows, namely the classic case in the Eule-
rian frame, where the position of the two-points is ﬁxed in advance, the so called static
case, which corresponds to our streamline analysis with the diﬀerence that two-point
statistics are taken continuously along streamlines and not at the end points of stream-
line segments and the classic Lagrangian case, where the statistics are taken along the
particle paths of Lagrangian particles. One of the results of the paper is that the static
case and the Eulerian case yield similar statistics which are coupled by Tennekes’s
random-sweeping argument, cf. Tennekes (1975). Based on dimensional arguments in
the spirit of the K41 theory one expects a scaling
〈|Δ||l〉 ∝ (〈ε〉l)1/3 . (5.4)
However, such a scaling is not observed in the DNS results and the scaling exponent
is signiﬁcantly larger than 1/3. In the same spirit, one would expect for a pseudo-time
diﬀerence τ large enough to be independent of viscous eﬀects and small enough to be
independent of the large scale structure of the ﬂow
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〈|Δ||τ〉 ∝ (〈ε〉τ)1/2 . (5.5)
Applying the random sweeping hypothesis on the Eulerian statistics, Le´veˆque et al.
(2007) rather found a scaling
〈|Δ||τ〉 = Cτ (〈ε〉urms)1/3 τ 1/3. (5.6)
Eq. (3.3) shows that there exists an integral relation between the pseudo-time and the
arclength along the streamline which depends on the velocity along the space-curve.
Let us approximate the functional form of the velocity proﬁle within a streamline
segment (cf. ﬁgure 4.1 (b)) by a linear function around its midpoint. We then have
u(s) = u0 +
Δ
l
s, (5.7)
where Δ = u1 − u0 is the velocity diﬀerence at the end points and l the length of the
streamline segment. Integration of eq. (3.3) with the linear approximation of eq. (5.7)
then yields
∫ l
0
ds
u0 +Δ/ls
=
∫ τ
0
dτˆ , (5.8)
which is an instantaneous, approximate (in the limit of a linear proﬁle) relation between
the two parameters l and τ
τ =
l
Δ
ln
(
u1
u0
)
. (5.9)
Introduction of eq. (5.9) into eq. (5.5) and (5.6), respectively, yields after rearranging
〈Δ|l〉 ∝ (〈ε〉l)1/3 〈ln
(
u1
u0
)
〉1/3 ∝ (〈ε〉l0)1/3
(
l
l0
)ζl
, (5.10)
〈Δ|l〉 ∝ (〈ε〉urms)1/4 l1/4〈ln
(
u1
u0
)
〉1/4 = Cl (〈ε〉urmsl0)1/4
(
l
l0
)ζl
, (5.11)
where ζl denotes the overall scaling exponent, which for the similarity scaling (eq. (5.5))
would yield ζl =
1+n
3
, while for the second scaling (eq. (5.6)) it yields ζl =
1+n
4
. In addi-
tion, we have introduced a suitable length scale l0 and assumed that the dimensionless
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logarithmic velocity diﬀerence scales as 〈ln(u1/u0)〉 ∝ (l/l0)n, where the exponent n
needs to be determined from DNS calculations. Caution has to be exercised when inter-
preting eqs. (5.10) and (5.11), where we have applied a double averaging and replaced
the conditional average on τ with the one on l on the l.h.s.. Strictly, this is only true
if there exists a deterministic relationship between τ and l. However, eq. (5.9) con-
tains ﬂuctuating quantities so that replacing the conditional average on one parameter
by the other is only true if these ﬂuctuations are small in the sense that the binning
of the data remains approximately the same. Under this restriction eqs. (5.10) and
(5.11) will rather give an indication of how the change from the pseudo-time τ to the
arclength l will aﬀect the assumed scaling of the conditional means and the derivations
from a purely dimensional scaling. With this restriction we see that the non-linear
relation between the pseudo-time diﬀerence τ and the arclength l of streamline seg-
ments yields a higher overall exponent in the parameterization with the arclength l.
DNS calculations (for all cases) show that the logarithmic velocity diﬀerence scales as
〈Δ ln u|l〉 ∝ (l/l0)2/3, yielding an overall exponent of ζl = 5/9 for the purely dimen-
sional case and ζl = 5/12 for the assumption of random sweeping. As indicated above,
eqs. (5.10) and (5.11) do not constitute a strict mathematical relationship so that these
numbers have to be understood as a tendency rather than an exact value showing that
the scaling exponent should be larger than the expected 1/3 from purely dimensional
analysis.
Following eq. (5.6), ﬁgure 5.7 shows the compensated positive and negative condi-
tional mean velocity diﬀerences based on the pseudo-time parameterization. It turns
out that a much better collapse of the curves is obtained following eq. (5.6) than
eq. (5.5), meaning that the link between the Eulerian scaling and the scaling along
streamlines is well described by the sweeping hypothesis. The curves show a plateau
extending from roughly 1.0 ≤ τ˜ ≤ 4 after which all curves decrease as the non-
compensated curves tend to a constant value for large values of τ . This is a fundamental
diﬀerence compared to the parameterization with l where the conditional mean veloc-
ity diﬀerences does not turn towards a constant but rather keeps rising following an
algebraic scaling law as will be shown in the following. The proportionality constant
in eq. (5.6) takes on a value ranging from 1.5 ≤ Cτ ≤ 2.1 and is increasing with the
Reynolds number indicating that probably the asymptotic high Reynolds number limit
is not yet reached in the DNS calculations.
Figure 5.8 shows the compensated mean velocity diﬀerence based on the arclength pa-
rameterization for all cases and for positive and negative segments following eq. (5.10).
While for cases 1-3 a value of ζl = 2/3 was chosen, the best ﬁt for case 4 was ζl = 5/9.
Note that these values are larger than the scaling based on dimensional grounds fol-
lowing eq. (5.4) for which ζl = 1/3. The values for all cases also turn out to be larger
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Figure 5.7.: Compensated conditional mean velocity diﬀerence (positive and negative branch)
for parameterization with pseudo-time.
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Figure 5.8.: Compensated conditional mean velocity diﬀerence (positive and negative branch)
for parameterization with arclength. For cases 1 - 3: ζl = 2/3, for case 4:
ζl = 5/9.
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than the theoretical value of ζl = 5/12. Diﬀerent from the parameterization with the
pseudo-time, where the curves tend towards a constant for large values of τ , the alge-
braic scaling of the curves with arclength parameterization spans the range 1 ≤ l˜ ≤ l˜∞,
where l˜∞ corresponds to the largest segments in the dataset. This gives in compen-
sated form a wide plateau and a proportionality constant in (5.11) of Cl ≈ 1.1. A
similar behavior was found for the conditional mean scalar diﬀerence of dissipation
elements, cf. Wang & Peters (2008b), where for a passive scalar a Kolmogorov scaling
was found, while for the individual velocity components slight deviations are present.
However, all structure functions showed an extension of the ’inertial’ scaling range to
values of l much smaller than for conventional structure functions with algebraic scal-
ing laws extending to the largest separation distances (largest dissipation elements)
found in the ﬂow. In addition, the previous authors as well as Aldudak & Oberlack
(2012) found that structure functions based on dissipation elements already display a
Kolmogorov scaling behavior at comparatively low Reynolds numbers in contrast to
standard two-point statistics, cf. Sreenivasan (1991, 1996) and Lundgren (2002). The
present ﬁndings are new in the sense that a classical Kolmogorov 1/3 scaling law of the
conditional mean velocity diﬀerence with the separation distance l does not exist for
streamline segments. One indication of this deviation has been presented here based
on results on the scaling of the two-time velocity diﬀerence along streamline presented
in the literature, cf. Le´veˆque et al. (2007). The latter result together with the non-local
relation between the arclength and the velocity proﬁle has indicated that the scaling
exponent should be larger than the expected 1/3. However, an exact value could not
be derived from ﬁrst principles. A non-dimensional correction to the proposed theoret-
ical scaling however yields a value of 2/3 for which a wide plateau could be observed
for the four DNS cases. The approach is reminiscent of the corrections to the K41
scaling laws of longitudinal structure functions, where intermittency corrections to the
dimensional scaling are proposed based on models for intermittency corrections or DNS
observations, cf. Frisch (1995).

6. A Model for the pdf of the Length of
Streamline Segments
The statistical analysis of the four DNS cases based on streamline segments has re-
vealed that when normalized with the mean length lm the marginal pdf of the length
of streamline segments assumes a quasi-universal, Reynolds number independent form.
The following chapter is devoted to the derivation and validation of a model for the
normalized pdf. In a ﬁrst step the dynamics governing the length of streamline seg-
ments in turbulent ﬂows are investigated and it is concluded that streamline segments
are subject to so called slow and fast changes. These eﬀect are then translated into a
transport equation for the normalized pdf. Analytical expressions for the drift veloci-
ties in phase space which correspond to the slow changes are given, based on theoretical
analyses of the displacement speed of the bounding extremal surface. The fast changes
are associated with the random cutting/reconnection of streamline segments due to
the motion of turbulent eddies and the latter are modeled as a random Poisson cut-
ting/reconnection process in analogy to the approach for the modeling of the length
distribution of dissipation elements, cf. Wang & Peters (2006). The model is solved
numerically and is shown to be in good agreement with the DNS data. The analysis
of the drift velocities is limited to the two homogeneous isotropic decaying cases as
these do not contain any artiﬁcial large scale forcing or anisotropies due to a mean
shear gradient. However, the comparison of the model with the DNS and the fact that
all four DNS cases yield quasi-universal normalized length distributions allows us to
conclude that the model is also valid for those cases. In order to render the model
useful to reconstruct the real, dimensional pdfs of the length of streamline segments
of any turbulent ﬂow, a theoretical scaling law for the mean length, which is the only
parameter used to collapse the pdfs, with mean turbulent quantities is proposed and
the scaling with the geometric mean of the Taylor microscale and the Kolmogorov scale
lm ∝ (λη)1/2 found based on DNS is theoretically conﬁrmed.
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6.1. Dynamics of Streamline Segments in Turbulent Flows
In chapter 5 streamlines are calculated in the frozen turbulent ﬁeld from homogeneously
distributed (equally spaced) points in direction of the vector ti and in its opposite
direction −ti. Then, the length of streamline segments l is identiﬁed and the pdf P (l)
is calculated. However, the dynamics of streamline segments cannot be obtained from
the analysis of a frozen turbulent ﬁeld. We thus, instead of analyzing a frozen turbulent
ﬁeld, will conceptually imagine streamline segments passing through ﬁxed points in
space at many subsequent time-steps. This shift in perspective from the statistics
of the frozen turbulent ﬁeld to a time series observation will allow us to identify the
mechanisms responsible for the temporal evolution of the length of streamline segments
and derive a transport equation for the marginal pdf P (l), which is linked to the local
dynamics of the turbulent ﬁeld itself.
We will in the following discern two diﬀerent eﬀects that will inﬂuence the evolution
of the length l(t) over time. The above diﬀer by the magnitude of the jump Δl that
they entail within Δt. First, there will be continuous changes, to which we will refer
as slow changes. These occur, when the streamline passing through a ﬁxed point
reaches approximately the same position on the surface, the latter has not changed
in an abrupt manner (such that a new intersection of the streamline and the surface
is formed on the way) and the streamline geometry remains approximately the same,
i.e. the directional ﬁeld has not changed dramatically. For this case, jumps in the
streamline length Δl are considered to be small (as compared to the value of l itself)
so that O (Δl)  l. Such changes are attributed to the continuous evolution of
the surface as well as the directional ﬁeld by convection and diﬀusion. These eﬀects
are considered as a morphological evolution of a streamline segment, as it only gets
stretched or compressed but no cutting or reconnection occurs. Second, however, there
will be discontinuous, fast changes, where the value of l will abruptly change by a value
Δl, which can be on the order of the instantaneous length itself (of course the lower
bound l ≥ 0 cannot be violated) so that O (Δl) = l. Such changes will occur, if either
the surface, previously already close to the streamline along its way to the intersecting
point now intersects at an intermediate point, or the directional ﬁeld changes thus
leading to an intersection which is not close to the old one any more. In the variation
of u along the streamline such a fast process corresponds to the disappearance or a
new formation of an extreme point.
Fast changes can further be discerned by the sign of the jump Δl, where we refer for
sgn(Δl) < 0 to it as a cutting process, while for sgn(Δl) > 0 the process is referred to
as an attachment process. We will discuss the physical picture behind the fast process
based on the two-dimensional illustration of a cutting process shown in ﬁgure 6.1 (Note
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Figure 6.1.: (a) Illustration of a scenario that leads to a cutting. (b) Time series of l(t)
through a ﬁxed grid point displaying the fast change Δl when a cutting occurs.
that an attachment process would correspond to the same picture with reversed time).
In ﬁgure 6.1 (a) the X marks the ﬁxed grid point through which at two consecutive time
steps a streamline passes (line with arrow head). The solid lines denote the situation
at time t0 while the dotted lines correspond to the situation at t0 + Δt. As can be
observed, while the right boundary of the segment has changed little, the left boundary
has abruptly changed due to a new intersection of the streamline with the surface, which
has shifted in space. The illustration in ﬁgure 6.1 (b) shows the corresponding abrupt
jump in the time series of the streamline segment length registered at grid point X.
Before and after the cutting the segment only changes slowly. Note that such fast
changes are not an artifact of ﬁnite time steps in numerical simulations or alike, but
rather are an intrinsic feature resulting from the topological nature of the ﬂow analysis
based on streamline segments.
In order to validate the above made qualitative picture of slow and fast changes which
determine the temporal evolution of streamline segments, we propose to use Lagrangian
particles, which have already been used by Schaefer et al. (2009) to identify slow and
fast changes acting on dissipation elements. Diﬀerent from the view developed in the
previous section, where streamline segments are started from ﬁxed grid points, we will
track Lagrangian particles through the ﬂow ﬁeld in time and at each time step we will
use the position of the Lagrangian particle, which evolves according to
dxi(t)
dt
= ui(xj(t), t), (6.1)
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Table 6.1.: Parameters of the two DNS cases used for the Lagrangian analysis
DNS case L-1 L-2
Flow type Forced Forced
No. of grid cells 5123 5123
Reynolds number Reλ 106.6 143.7
Viscosity ν 5.5 · 10−4 4.0 · 10−4
Mean turbulent kinetic
energy 〈k〉
10.40 11.05
Mean energy dissipa-
tion 〈ε〉
11.53 9.91
Kolmogorov scale η 0.01 0.01
Taylor length λ 0.22 0.21
Integral time τint 0.9 1.12
Kolmogorov time τη 6.91 · 10−3 6.35 · 10−3
Resolution Δx/η 1.12 1.37
Simulation time τsim 1.74 2.23
No. of particles Np 31 · 103 8 · 103
as the starting point for a streamline segment in the frozen turbulent ﬂow ﬁeld. This
procedure yields time series of the arclength l(t) as well as the velocity diﬀerence Δ(t)
of each streamline segment. The advantage of using Lagrangian particles compared
with ﬁxed grid points as starting points for the streamline is that Lagrangian particles
follow the local ﬂow ﬁeld and thus will stay for a longer time in regions of ﬁxed sgn(us)
while the same regions get convected over the ﬁxed grid point such that its ’residence
time’ within it is considerably smaller. As the time series is only meaningful until the
starting point crosses the extremal surface (then an artiﬁcial jump in all parameters
will be recorded), the analysis based on Lagrangian particles is expected to yield much
longer usable data sets, than the one based on ﬁxed grid points. In addition, evoking
the ergodic theorem, cf. Van Kampen (1992), the long term statistics based on ﬁxed grid
points and those based on Lagrangian particles should be identical for homogeneous
turbulence.
We will in the following use two DNS calculations of homogeneous isotropic forced
turbulence at two diﬀerent Reynolds numbers. These two cases will only be used in this
section and only for the Lagrangian analysis. Diﬀerent from the other DNS of this work,
they are calculated on a 5123 grid. The advantage is that this allows to use an open-
MP parallelized code instead of an MPI parallelized one for the Lagrangian particle
tracking which greatly simpliﬁes the communication between the processors and allows
the use of an existing in-house code. Forced, and thus statistically steady turbulence
allows to acquire long time statistics on the order of the integral time scale and larger.
The most important parameters of the two cases are summarized in table 6.1.
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Figure 6.2.: Example of slow and fast changes of a streamline segment attached to a La-
grangian particle from DNS case L-1.
Figure 6.2 shows the time series of the arclength l(t) (top), the velocity diﬀerence
Δ(t) (middle) and the sign of us(t) recorded at the position of the particle (bottom) of
one exemplary streamline segment attached to a Lagrangian particle taken from DNS
case L-1. One clearly observes in the signal of both parameters distinct regions within
which the latter evolve continuously (slow changes) interrupted by large (positive and
negative) jumps. A comparison of the jumps with the signal of sgn (us) shows that a
considerable fraction of these fast processes is due to the crossing of the Lagrangian
particle of the extremal surface. These jumps are unphysical and have to be excluded
from further analyses. Diﬀerent from the analogous analysis by Schaefer et al. (2009)
where ’satellite particles’ were seeded around the central one to detect unphysical jumps
when the central particle leaves the dissipation element, such a complicated procedure
is not necessary in our case as the sign of us plays the role of such an indicator. Time
in ﬁgure 6.2 is normalized with the integral time τint and a close inspection of the
signal of sgn(us) reveals that the particle stays within one region of the same sign for
only a fraction of the integral time. However, within this residence time there exist
large jumps in the signal of l(t) and Δ(t) which correspond to the above proposed
physical fast changes that have to be taken into account when modeling the pdf P (l).
Two examples of such jumps are marked in the signal of l(t) where we observe a
reconnection at t/τint ≈ 0.15 and a cutting at t/τint ≈ 0.65.
Apart from this purely qualitative analysis which proves the existence of slow and
fast changes of the two parameters (l and Δ) characterizing streamline segments, it is
desirable to quantify the latter by means of speciﬁc frequencies at which the cutting
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and reconnection occur. These will be used in the modeling of the pdf of the length
in the following section. Let us deﬁne the frequencies as the ’probability of a jump
per unit time conditioned on the length class l’. Depending on the sign of the jump
we further discriminate between a cutting λc(l) and a reconnection frequency λa(l)
which due to the conditioning on the length class are a-priori functions of the length.
Formally, we can express these frequencies as
λc(l) =
Nc
τsim
Pc(l)
P (l)
= λc,0l, (6.2)
λa(l) =
Na
τsim
Pa(l)
P (l)
= λa, (6.3)
where τsim is the total simulation time based on which the statistics have been obtained,
Nc (Na) denotes the total number of cuttings (reconnections) registered during the
simulation time and Pc(l) (Pa(l)) is the pdf of the these lengths conditioned on the fact
that a large negative jump will occur (a large positive jump will occur) at the next
time step. In addition, P (l) is the pdf of all lengths of the ensemble. Figures 6.3a
and 6.3b highlight the regions around the reconnection and cutting marked in ﬁgure
6.2, respectively. In particular, those values of l(t) which are used for the pdfs Pc(l)
and Pa(l) are marked with a red circle around them. The last identities of eqs. (6.2)
and (6.3) are functional approximations, namely that the cutting frequency depends
linearly on the segment length while the reconnection frequency is independent of it,
which are justiﬁed in the following. Note that the prefactor in front of the ratio of
the two pdfs assures that the deﬁnition is independent of the temporal resolution of
the simulation: while the total number of samples depends on the sampling frequency,
the total number of cuttings (reconnections) registered within a ﬁxed time τsim does
not, as these are singular events in the sense that they are inﬁnitely fast. Under the
condition of converged statistics, eqs. (6.2) and (6.3) are thus independent of numerical
resolution eﬀects.
However, the calculation of the frequencies requires the deﬁnition of a threshold
which distinguishes between length changes Δl within a time Δt that are considered
as fast processes and those which are considered as slow processes. The value of such a
threshold is a-priori not clear and we propose to deﬁne it based on the pdf of |Δl/Δt|
including the entire signal (apart from the unphysical jumps). As the fast processes
correspond to large length changes Δl, they should predominantly show up in the tail
of the pdf.
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Figure 6.3.: Enlarged view of a cutting and reconnection corresponding to ﬁgure 6.2. Lengths
which are used for the conditional pdfs Pa(l) and Pc(l) are highlighted with a
red circle.
Figure 6.4 shows the normalized pdf P˜ (˜|Δl/Δt|), normalized with the mean 〈|Δl/Δt|〉
for both DNS cases in a double-logarithmic plot. A distinct plateau extending from
roughly 6 ≤ ˜|Δl/Δt| ≤ 30 corresponding to the scale separation between slow and fast
changes is well visible. After the plateau, the tails of the pdfs drops sharply. This
part of the tails corresponds to the fast changes of the length of streamline segments.
However, as a deﬁnite, single value for the threshold cannot easily be determined,
we rather choose three diﬀerent values based on which jumps in the length l(t) are
identiﬁed on streamlines. If the scale separation physically describes the distinction
between slow and fast changes, then the frequencies following eqs. 6.2 and 6.3 should be
rather insensitive to the chosen value. For both of the present DNS cases we propose the
following thresholds, which are shown as vertical dashed lines in ﬁgure 6.4: ˜|Δl/Δt| =
40, 45 and 50. Although these values are arbitrary, they are chosen such that they
are embedded between the separating plateau and the tail corresponding to the fast
jumps.
Based on the data acquired from 31,000 Lagrangian particles over a total time of
τsim/τint = 1.93 for case L-1 and 8,000 Lagrangian particles over a total time of
τsim/τint = 1.99 for case L-2, the two frequencies following eqs. 6.2 and 6.3 are cal-
culated for all three thresholds deﬁned above. These are shown in ﬁgures 6.5 and 6.6
over the normalized length l/lm for DNS case L-1 and L2, respectively. Apart from a
thin layer at the origin where obviously no jumps can be identiﬁed due to the thresh-
old, we observe an almost constant reconnection frequency λa and a linearly increasing
cutting frequency λc up to values of l/lm = 5. From this we deduce that the probability
to get cut is proportional to the length of a segment, while its probability to be recon-
nected with an adjacent segment is independent of its length, justifying the expression
proposed in eqs. (6.2) and (6.3). The inﬂuence of the threshold is also shown and
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Figure 6.4.: Normalized Pdf P˜ (˜|Δl/Δt|) for both DNS cases and the three chosen thresholds
shown as dashed vertical lines.
seems to be small within the interval of thresholds chosen here. While the slope of the
cutting frequency is almost independent of the threshold, the reconnection frequency
decreases with increasing threshold. This is to be expected, as following eq. (6.3), the
number of identiﬁed reconnections must decrease with increasing threshold while all
other quantities in its deﬁnition remain unchanged. A comparison of the two cases
shows that these observations are valid for both of them. However, an increase of the
threshold by 40% only yields a decrease of the frequency of about 5% so that indeed
the frequencies are rather insensitive to the chosen threshold.
Finally, let us discuss the three diﬀerent pdfs which show up in the deﬁnition of the
reconnection and cutting frequency in eqs. 6.2 and 6.3. These are shown based on a
value of the threshold of 45 in ﬁgures 6.7 and 6.8 for the two DNS cases, respectively.
Obviously, apart from a diﬀerence in convergence (there are a lot less reconnections
than total samples) the pdf of all segments length P (l) and the one of the reconnections
Pa(l) coincide, verifying the fact that the reconnection frequency is to a large extend
independent of the length of streamline segments. Both pdfs show a linear rise at the
origin and an exponential tail for large segments, which is highlighted in the log-lin
inset. In comparison, the pdf of cuttings is shifted to larger lengths, indicating that
cutting is mainly active for larger segments. Again, we observe a thin layer at the
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Figure 6.5.: Frequencies obtained from DNS case L-1 for three diﬀerent thresholds to identify
jumps.
origin where the pdf is identical to zero due to the threshold which excludes small
length from the analysis.
Based on the pdfs of all streamline segments P (l), as well as based on the conditional
pdfs of reconnection Pa(l) and cutting Pc(l) we can calculate three characteristic mean
length scales: the mean length scale of all streamline segments lm, the characteristic
length scale of cutting lmc as well as the one of reconnection lma. As the reconnection
frequency λa is independent of l, eq. (6.3) suggests that the reconnection length scale
coincides with the mean length scale. On the other hand, the characteristic cutting
length scale is larger than the mean length scale so that the cutting is mainly acting on
large streamline segments. Based on the observation that the cutting frequency scales
approximately linearly with l, eq. (6.2) suggests that we can express Pc(l) as
Pc(l) ∝ lP (l), (6.4)
so that
Pc(l) =
l
lm
P (l) (6.5)
where the normalization condition
∫
Pc(l)dl = 1 determines the proportionality con-
stant to be the inverse of the mean length l−1m , cf. eq. (6.5). With this we can express
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Figure 6.6.: Frequencies obtained from DNS case L-2 for three diﬀerent thresholds to identify
jumps.
the characteristic cutting length scale as
lmc =
∫ ∞
0
lPc(l)dl =
1
lm
∫ ∞
0
l2P (l)dl =
〈l2〉
lm
, (6.6)
which turns out to be the ratio of the raw second moment of the length distribution
of streamline segments 〈l2〉 to the mean length lm. In the context of a purely 1D
problem it can be shown by balancing the total number of ending points that appear
and disappear in a small time interval, cf. Wang (2008), that
λa
lmλc
=
1
2
. (6.7)
Table 6.2 shows these values as well as the frequencies, where for the latter the value
corresponding to a threshold of 300 have been chosen. The ratio of the two cases
is almost identical and lies slightly below the theoretical prediction of 0.5. Possible
reasons for the deviations are the choice of the threshold to distinguish jumps from
the slow compressions and stretching of the segments, numerical inaccuracies in the
DNS calculations as well as the post-processing of the data and the fact the streamline
segments in turbulent ﬂows are three dimensional space curves where in the above
reasoning their behavior has been reduced to that of a one- dimensional array.
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Figure 6.7.: Pdfs obtained from DNS case L-1 for threshold ˜|Δl/Δt| > 45.
Table 6.2.: Frequencies obtained from DNS
Case L-1 L-2
Reλ 106.6 143.7
μc 145 203
μa 11.0 11.6
lm 0.17 0.14
lmc 0.36 0.30
lma 0.16 0.13
μa/(lmμc) 0.45 0.41
6.2. Theory of pdf Transport Equations with Fast and Slow
Changes
Having considered a streamline segment passing through a ﬁxed point in space as
well as through a Lagrangian particle has theoretically and based on DNS analyses
revealed the presence of fast and slow changes acting on the evolution of the streamline
segment length in time. We will in the following make use of this knowledge to derive a
transport equation for P (l, t). As streamlines are one-dimensional objects, we will base
the following considerations on a one-dimensional model. To this end we assume a one-
dimensional array which is partitioned into streamline segments just as a streamline
passing through three dimensional space would be, cf. ﬁgure 4.1 (b). Assuming an
evenly spaced grid along the array, the time rate of change of the number of grid
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Figure 6.8.: Pdfs obtained from DNS case L-2 for threshold ˜|Δl/Δt| > 45.
points belonging to a class of segments of length l is ∂ [nlP (l, t)] /∂t and obeys the
following gain-loss equation,
∂
∂t
[nlP (l, t)] dl =
[∫
W (l|y)nyP (y, t)dy
]
︸ ︷︷ ︸
gain
dl −
[∫
W (y|l)nlP (l, t)dy
]
︸ ︷︷ ︸
loss
dl, (6.8)
where W (l|y) and W (y|l) are the transition probability densities per unit time from
y → l and l → y, respectively. As the grid along the array is evenly spaced, the number
of grid points, nl is proportional to the length of the segment l itself. Eq. (6.8) is a
generic description of the problem and all the physics are contained in the transition
probability densities on the r.h.s. We have identiﬁed fast and slow processes in the
temporal evolution of streamline segments, which are characterized by large and small
jumps of the length of a segment within a small time step Δt. Accordingly, we will
split up the transition densities on the r.h.s. of eq. (6.8) into those that account for the
slow processes (index s) and those that account for the fast processes (index f), where
without loss of generality we have divided eq. (6.8) by nldl yielding
∂
∂t
[P (l, t)] =
∫
y
l
Ws(l|y)P (y, t)dy −
∫
Ws(y|l)P (l, t)dy
+
∫
y
l
Wf (l|y)P (y, t)dy −
∫
Wf (y|l)P (l, t)dy.
(6.9)
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Assuming for the slow processes small changes in the transition between state x and
y, we introduce their diﬀerence, also denoted as the jump length ζ = x− y and write
the transition probabilities as a function of the starting point and the jump length as
Ws(l|y) = Ws(y; l − y) = Ws(y; ζ),
Ws(y|l) = Ws(l; y − l) = Ws(l;−ζ).
(6.10)
Assuming that the slow processes only entail small jumps (where O (ζ)  l, y) so
that y ≈ l and that the solution P (l, t) varies slowly with l, we can deal with the ﬁrst
integral on the r.h.s. by means of a Taylor expansion, cf. Van Kampen (1992), yielding
∫
y
l
Ws(l − ζ; ζ)P (l − ζ, t)dy =∫
Ws(l; ζ)P (l, t)dy −
∑ 1
n!
∂n
∂ln
P (l, t)
∫
ζnWs(l; ζ)dζ.
(6.11)
In fact, the ﬁrst term of eq. (6.11) cancels with the second term on the r.h.s. in eq. (6.9).
We will express the integrals in eq. (6.11) with the aid of the n-th order jump moments,
an(l) =
∫
ζnWs(l; ζ)dζ. (6.12)
Truncating the Taylor series at order n = 2, as it is done for the Fokker-Plank equation,
we obtain the following equation for the evolution of P (l, t)
∂P (l, t)
∂t
+
∂
∂l
[a1,l(l)P (l, t)] =
1
2
∂2
∂l2
[a2,l(l)P (l, t)] +∫
y
l
Wf (l|y)P (y, t)dy −
∫
Wf (y|l)P (l, t)dy.
(6.13)
In the course of this chapter it will be shown based on theoretical considerations as
well as DNS data that in fact a2,l  a1,l for large Reynolds numbers, thus justifying
the truncation of the Taylor expansion at O (2). The function a1,l(x) can be identiﬁed
as the drift velocity of the segments length l while the function a2,l(l) corresponds to
ﬂuctuations of l. From a time series of x through the ﬁxed point in space, the functional
form of these can be derived based on a conditional average (conditioned on the length
class l) within a small time step, cf. Van Kampen (1992), as
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a1,l(l) = 〈Δl
Δt
|l〉, (6.14)
and
a2,l(l) = 〈Δl
2
Δt
|l〉. (6.15)
Expressions for a1,l and a2,l will be derived in the following sub-section based on the
dynamics of streamlines and the motion of the surface in turbulent ﬂows.
6.3. The pdf Model
We will in the following introduce normalized coordinates, using the mean value of the
length lm =
∫
lP (l)dl as the normalization parameter, yielding
l˜ =
l
lm
, r˜ =
r
lm
, τ = t, (6.16)
and seek to ﬁnd similarity solutions of the form P˜ = Plm. In any statistically non-
stationary ﬂow, such as for instance decaying turbulence, the mean length of streamline
segments lm is a function of time, which has to be taken into account when the nor-
malized coordinates are introduced. In particular, this yields for the unsteady term
∂P
∂t
=
1
lm
(
∂P˜
∂t
− d ln lm
dt
P˜
)
, (6.17)
while the derivative operators transform as
∂
∂t
=
∂
∂τ
+
dl˜
dt
∂
∂l˜
=
∂
∂τ
− d ln lm
dt
l˜
∂
∂l˜
∂
∂l
=
1
lm
∂
∂l˜
,
(6.18)
so that the unsteady term becomes in normalized coordinates
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∂P
∂t
=
1
lm
(
∂P˜
∂τ
− d ln lm
dt
∂l˜P˜
∂l˜
)
. (6.19)
The logarithmic time rate of change of the mean length lm corresponds to a char-
acteristic time scale of the turbulent ﬂow, which, as lm is a mean length scale, must
scale with the integral time scale. For the moment, we will call this length scale τlm .
Although one could use τlm to non-dimensionalize the time, we will instead use the
asymptotic slope of the strain rate a∞ = 〈Δ|l〉/l at the ending points of streamline
segments. This choice may seem arbitrary at this point, however this function turns
out to play an important role in determining a1,l(l) and we conclude in the following
sub-section that it scales linearly in the limit l → ∞. Since the strain rate is the inverse
of a time scale we introduce the non-dimensional time τˆ = τa∞. Such a normalization
will lead to a universal form of the function a1,l for diﬀerent Reynolds number and we
obtain
∂P˜ (l˜, τˆ)
∂τˆ
+
∂
∂l˜
[
(a˜1,l(l˜)− (τlma∞)−1l˜)P˜ (l˜, τˆ)
]
=
1
2
∂2
∂l˜2
[
a˜2,l(l˜)P˜ (l˜, τˆ)
]
+∫
y˜
l˜
W˜f (l˜|y˜)P˜ (y˜, τˆ)dy˜ −
∫
W˜f P˜ (l˜, τˆ)dy˜,
(6.20)
where
W˜ = W
lm
a∞
, a˜1,l(l˜) =
a1,l(l˜)
lma∞
, a˜2,l(l˜) =
a2,l(l˜)
l2ma∞
. (6.21)
Based on the picture derived at the beginning of this chapter, where the fast changes
have been attributed to a newly formed intersection of the streamline with the extremal
surface, we propose to model the fast transition integrals for the one-dimensional array
based on a random Poisson cutting/reconnection process. In fact, such a process has
already successfully been considered Wang & Peters (2006) for the modeling of the pdf
of the length of dissipation elements. Although the physical picture behind streamline
segments and dissipation elements is diﬀerent, the modeling of the random cutting
events coincided in form with the one proposed by Wang & Peters (2006), so that we
will not go into further details and adapt their derivation leading to the following four
contributions
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∫
W˜f (l˜|y˜)P˜ (y˜, τˆ)dy˜ −
∫
W˜f P˜ (l˜, τˆ)dy˜
= Λc
(
2
∫ ∞
0
P˜ (l˜ + z˜, τˆ)− l˜P˜ (l˜, τˆ)
)
+ 2Λa
(∫ l˜
0
y˜
l˜
P˜ (l˜ − y˜, τˆ)P˜ (y˜, τˆ)dy˜ − P˜ (l˜, τˆ)
)
,
(6.22)
where Λc = (λc,0lm)/a∞ is the normalized cutting frequency per unit length and time,
while Λa = λa/a∞ denotes the normalized attachment frequency per unit time. We
obtain the ﬁnal evolution equation for P˜ (x˜, τˆ)
∂P˜ (l˜, τˆ)
∂τˆ
+
∂
∂l˜
[
(a˜1,l(l˜)− l˜
τlma∞
)P˜ (l˜, τˆ)
]
=
1
2
∂2
∂l˜2
[
a˜2,l(l˜)P˜ (l˜, τˆ)
]
+
Λc
(
2
∫ ∞
0
P˜ (l˜ + z˜, τˆ)dz˜ − l˜P˜ (l˜, τˆ)
)
+
2Λa
(∫ l˜
0
y˜
l˜
P˜ (l˜ − y˜, τˆ)P˜ (y˜, τˆ)dy˜ − P˜ (l˜, τˆ)
)
,
(6.23)
where for the ﬁnal steady state the coeﬃcient Λc is an eigenvalue of the problem to
be obtained from the normalization condition
∫
l˜P˜ dl˜ = 1. It will in addition be shown
that Λa is related to the slope of the pdf at the origin and that Λ = Λc = 2Λa as has
already been shown during the analysis based on Lagrangian particles. For a derivation
of this relation see appendix A.2.
In the following, we will derive functional expressions for the drift velocity and the
diﬀusion term based on the local instantaneous dynamics of streamline segments in
turbulent ﬂows.
6.4. Jump Moments of the Length of Streamline Segments
Following ﬁgure 6.1 let us conceptually distinguish two eﬀects (which in reality will
always occur simultaneously) that yield a slow change of the length of a streamline
segment: ﬁrst, we assume that the extremal surface does not change, while the ve-
locity ﬁeld does. Then, ﬂuctuations perpendicular to the streamline will result in its
displacement as well as a change in the geometry of the streamline and thus a change
of its length. In the second case, however, we assume there is no displacement of the
streamline and only the extremal surface changes. In that case changes in the length of
6.4. Jump Moments of the Length of Streamline Segments 81
streamline segments are only due to the relative motion of the two bounding extrema
on the streamline where it intersects the extremal surface. As we are only considering
slow changes, we can assume for the ﬁrst case that the displacement of the streamline
on the surface, i.e. at the intersection, is small. Then the surface can be linearized in
the vicinity of the intersection so that the change in length of a streamline segment due
to the displacement will depend linearly on the amplitude of the perpendicular velocity
ﬂuctuations. It then follows that if the velocity ﬂuctuations are randomly distributed
the net eﬀect of the displacement of streamlines after averaging will be small. We can
then study the drift term based on the relative motion of the surface alone, which is
on average compressive for negative segments and extensive for positive ones. The
surface is then assumed to sweep over the ’ﬁxed’ streamlines so that the ﬁrst order
jump moment can be analyzed based on the level-set approach derived in chapter 4.
We will theoretically discern two regions, corresponding to the limit l → 0 and l → ∞,
where the latter is strain and pressure dominated while the ﬁrst is diﬀusion dominated
and responsible for a linear rise of P (l) at the origin.
Eq. (4.20) will be the basis for the derivation of the drift velocities of streamline
segments. Projection along ti, taking the diﬀerence and averaging yields for the average
rate of change of the streamline segment length
〈Δl
Δt
|l〉 = 〈Δ
(
t · dx0
dt
)
|l〉 = 〈Δ|l〉+ 〈Δ(cosαsD)〉, (6.24)
where cos(α) = niti denotes the cosine of the angle between the normal vector of the
surface and the tangent vector to the streamline. For large segments, viscous terms in
eq. (4.21) can be neglected, so that in the limit l → ∞ we write
〈Δl
Δt
|l〉 |l→∞= 〈Δ|l〉+ vP (l), (6.25)
with
vP (l) = 〈Δ
(
− cosα|∇us|∂
2p/∂s2
)
|l〉. (6.26)
The ﬁrst term on the r.h.s of eq. (6.25) corresponds to the conditional mean strain rate
due to the velocity diﬀerence at the ending points of segments, while the second term
is due to the pressure related part of the displacement speed in eq. (4.20).
For small segments, however, the velocity diﬀerence will be small and the displace-
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Figure 6.9.: Illustration of the geometrical features of small streamline segments in the limit
l → 0 and their interaction with the extremal surface.
ment speed will be dominated by viscosity. A small streamline segment will lie in the
vicinity of a locally highly curved surface to which the streamline is almost tangent,
meaning that niti ≈ 0. Based on eq. (6.24) we conclude that the change of the seg-
ment’s length is due to the perpendicular motion of the surface in direction n with
speed dx0/dt = sD. Figure 6.9 shows an enlarged 2D illustration, where the surface is
locally approximated up to second order by a circle of radius r, which is related to the
curvature of the surface r ∝ κ−1iso. The Pythagorean theorem yields
(r − x)2 +
(
l
2
)2
= r2. (6.27)
Diﬀerentiating eq. (6.27) with respect to time, yields
dl
dt
=
4
l
[
r
dx
dt
+ x
(
dr
dt
− dx
dt
)]
. (6.28)
The local radius of the surface is subject to viscous eﬀects resulting in a growing radius
but also straining eﬀects of the velocity eﬀect which can result in either a growing or a
shrinking of the radius. However, we can assume that the two eﬀects roughly balance
each other at small scales resulting in a net dr/dt that is small compared to (or at least
not larger than) dx/dt. In addition, the limit l → 0 implies x → 0 so that x  r and
we can neglect the second term in parenthesis on the r.h.s. of eq. (6.28) to obtain
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dl
dt
=
4r
l
dx
dt
. (6.29)
With dx/dt = −sD and for a locally highly curved surface, such that sD ≈ νκiso, and
with κisor = const., we arrive at an expression for the time rate of change of the length
of very small segments as
〈dl
dt
〉|l→0 = vD(l) = −ceν
l
, (6.30)
where vD denotes the diﬀusion induced drift with proportionality constant ce. With
the normalization introduced in the previous chapter (l˜ = l/lm), we arrive at the
normalized drift velocity
v˜D(l˜) = −ce ν
l2ma∞
1
l˜
= −cl,ν
l˜
, (6.31)
where we have absorbed the proportionality constant ce in the normalized viscosity
cl,ν , which appears as a model parameter of order unity in the pdf transport equation
that takes complex three-dimensional eﬀects of the surface into account that have been
neglected so far, cf. Wang & Peters (2008b). Note that eq. (6.31) shows that the
diﬀusion controlled drift of small segments is singular at the origin, leading to the
linear rise of the pdf at the origin already observed in chapter 5. In addition, eq. (6.31)
allows us to express the normalized attachment frequency in terms of the slope of the
pdf at l˜ → 0 as
Λa = cl,ν
∂P˜
∂x˜
|x˜→0, (6.32)
cf. Wang & Peters (2006) for details. From eqs. (6.25) and (6.30) we conclude that the
macroscopic drift of streamline segments consists of three contributions, namely a drift
term dominated by viscosity for small segments, while large segments are dominated
by the strain and pressure induced motion of the surface. We thus write in normalized
coordinates
a˜1,l = v˜D +˜〈Δ|l〉+ v˜P , (6.33)
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where all three contributions are a function of the normalized length l˜ and their func-
tional dependence will be determined from the DNS data.
The diﬀusion term a2,l cannot easily be derived from ﬁrst principles but will rather
be discussed in the following based on scaling arguments and the general picture of
turbulent ﬂows as being a multi length-, multi time-scale problem. Physically, a2,l
describes small scale ﬂuctuations superimposed on the mean compression or elongation
of segments.
For l → ∞ small scale ﬂuctuations will be due to the motion of the smallest eddies in
the turbulent ﬂow, namely of eddies on the order of the Kolmogorov scale η. Therefore
we propose to write
a2,l(l) = 〈Δl
2
Δt
〉 = 〈Δl
Δt
Δl〉 ∝ 〈|Δl
Δt
|〉η ∝ |a1,l(l)|η. (6.34)
The underlying assumptions for the above reasoning is that for large segments the
value of Δl becomes statistically decorrelated from Δl/Δt. Normalizing a1,l and a2,l
as in eq. (6.21) yields for their ratio
a˜2,l(l˜)
|a˜1,l(l˜)|
∝ η
ls
∝ Re−nλ , (6.35)
where ls denotes an average straining length scale. As will be shown in the following,
strain is mostly active for very large segments, larger than the mean length lm. At
the end of this chapter a theory for the scaling of the mean length with the geometric
mean of the Taylor microscale and the Kolmogorov scale will be presented and we set
the straining length scale proportional to the Taylor microscale (and thus to be larger
than lm) to obtain n = 1/2. This scaling derived here on phenomenological grounds
is well supported by the DNS shown in the following sub-section. Based on the above
reasoning, we conclude that for all values of l, a2,l  a1,l in the limit of large Reynolds-
numbers, which justiﬁes a truncation of the Taylor series at O (2) in the derivation of
the pdf transport equation.
6.5. Drift Velocity and Diﬀusion from DNS data
Starting from ﬁxed grid points, streamlines are traced in direction of ti and −ti until
they intersect with the surface. From this, the length (as the arclength of the stream-
line segment) l(t) attributed to each of the grid points is obtained. This procedure is
repeated at two consecutive times. From this data we calculate the drift and diﬀu-
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Figure 6.10.:˜〈Δ|l〉 and v˜D(l˜) + v˜P (l˜) over the normalized length for cases 1 and 2.
sions terms from eqs. (6.14) and (6.15). However, as the latter are attributed to slow
processes only, large jumps have to be excluded. To this end, values where |Δl/Δt| is
larger than a threshold are excluded from the sampling, where the threshold is taken
to be a few multiples of the mean 〈|Δl/Δt|〉 (including fast processes). As large jumps
due to fast processes are by at least an order of magnitude larger than slow processes,
the procedure is rather insensitive to the value of the threshold. Apart from physically
relevant fast changes, artiﬁcial large jumps are introduced to the data when the surface
swipes over the grid point, so that the latter does not remain within a region of same
sgn(us). These, too, have to be excluded from the sampling. To reduce the number of
such exclusions and to resolve the drift velocity of very small segments, the temporal
separation between the two ﬁelds was chosen to be approximately Δt = 0.2tη for both
cases, which yields an exclusion of about 0.2% of the sample points.
Based on eq. (6.33) we expect three contributions to the macroscopic drift of stream-
line segments. While the conditional mean velocity diﬀerence˜〈Δ|l〉 as well as the sum
of all contributions are easily accessible from the DNS data, the drift velocity v˜D and
the pressure induced velocity v˜P are more diﬃcult to obtain. We thus propose to calcu-
late the sum (v˜D+ v˜P ) from the balance of eq. (6.33). Figure 6.10 shows the normalized
conditional mean velocity diﬀerence and the above mentioned sum calculated from the
balance. As can be observed in normalized coordinates (for details of the values used
for the normalization see table 6.3 the curves for the two cases collapse in the entire
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range.
At this point the conditional mean velocity diﬀerence at the ending points of stream-
line segments deserves special attention, as it can be interpreted as a two-point, ﬁrst
order structure function in the context of local streamline coordinates. This allows a
comparison with the classical Kolmogorov scaling theory of two-point structure- and
correlation functions. We observe that the conditional mean velocity diﬀerence starts
oﬀ ﬂat in the origin which can be explained by a Taylor expansion (of the dimensional
expression), yielding
〈Δ|l〉|l→0 = 〈us〉l + 1
6
〈∂
3u
∂s3
〉l3 +O(l5), (6.36)
where terms in even powers of l have been omitted for symmetry reasons. For homo-
geneous turbulence, 〈us〉 = 〈ti∂u/∂xi〉 = ∂〈uiln(u)〉/∂xi = 0, which yields to leading
order a cubic expansion in the origin. The value of the coeﬃcient 〈∂3u/∂s3〉, which is
the mean value of the third derivative in streamline direction cannot be derived from
ﬁrst principles. However, the DNS data suggests that it determines to leading order
the ﬁrst branch of the conditional mean velocity diﬀerence for 0 ≤ l˜ < 1.5. However,
for large separation distances of l˜ > 1.5 we observe positive values of ˜〈Δ|l〉 with a
linear increase. This is interesting to note, as obviously the scaling of the two-point
velocity diﬀerence along streamlines based on their ending points for large separation
distances on the order of the Taylor microscale does not follow a classical, inertial
Kolmogorov scaling as 〈Δ|l〉 ∝ (〈ε〉l)1/3 but rather a linear scaling. Note, that diﬀer-
ent from the ﬁrst order moment of the absolute value analyzed in chapter 5 in this
modeling context the conditional ﬁrst order moment of Δ (including sign) is relevant.
On dimensional grounds a linear scaling yields a scaling with the inverse of a time
scale, where a good candidate is the integral time scale. Based on this linear regime
the slope a∞ for the normalization was determined, which should also scale with the
integral time scale. This is even more interesting, as the separation distances are on the
order of a few Taylor microscales. It seems that conditioning on streamlines, similar to
the conditioning on gradient trajectories, allows for an ’inertial scaling’ (in the sense
of a non-viscous scaling) to values of l smaller than the classical inertial range. The
same scaling has been found for the velocity increment along gradient trajectories and
at the ending points of dissipation elements, based on passive scalar ﬁelds as well as
those based on the instantaneous kinetic energy. For details on the observations and
a theoretical discussion, see Wang (2009), Gampert et al. (2011) and Gampert et al.
(2012). The scaling can now be explained in the context of the analysis in chapter 4,
where we have shown that the dynamics of dissipation elements and streamline seg-
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ments are intimately related based on the fact that the extremal surface deﬁned by the
ending points of all streamline segments in space also contains all local extreme points
of the instantaneous kinetic energy ﬁeld, which are connected by gradient trajectories
and constitute the ending points of dissipation elements. It can thus be expected that
since the velocity diﬀerence at the ending points of dissipation elements scales linearly
with the separation distance, streamline segments, lying in the same surface, exhibit
a similar scaling. Physically, the velocity diﬀerence at the ending points of streamline
segments thus has a zero net eﬀect for small segments, while intermediate segments
are compressed and large segments are subject to extensive strain.
The second curve in ﬁgure 6.10 shows the sum of the diﬀusion induced drift of small
segments and the eﬀect of the pressure related term in eq. (6.33). While v˜P (0) = 0, as it
is a two-point diﬀerence, we cannot draw a ﬁnal conclusion on its form for intermediate
segments, as here the inﬂuence of the diﬀusion induced drift may not be negligible.
However, from theoretical considerations we know that the diﬀusion term v˜D must
vanish for large segments, so that v˜P also scales linearly, though with a negative slope,
for large separation distances. This contribution thus counteracts the stretching eﬀect
of the mean velocity diﬀerence for large segments. A detailed discussion of these eﬀects
is presented in chapter 7.
Figure 6.11 shows a˜1,l as a function of the normalized coordinate l˜ for both the high
and the low Reynolds number case. We observe, as could be expected from the above
discussion, a very good collapse of the two curves. Three regions can be distinguished,
in which a˜1,l(l˜) scales diﬀerently: First, in the region 0 < l˜ < 0.5 we observe the vis-
cosity dominated drift of small segments, which leads to their annihilation and whose
scaling conﬁrms eq. (6.31). Second for 0.5 < l˜ < 2.5 a region in which the drift is
negative and almost a constant. Third for l˜ > 2.5 a region in which the drift scales
linearly with l˜. The inset shows a zoom into the viscous dominated region where a
higher resolution was used, and which shows the dimensional drift velocity in com-
pensated form (vD(l)l/ν). Apart from a region very close to the origin, where due to
numerical resolution inaccuracies the curve tends to zero, we observe a wide plateau
which conﬁrms the theory derived in chapter 4.1. The value of the proportionality
constant in eq. (6.30) turns out to be ce ≈ 2.5 for both cases, which based on eq. (6.31)
yields a value of cl,ν = 0.09 and cl,ν = 0.08 for cases 1 and 2, respectively. These values
however have to be treated with caution and rather represent a lower bound, as due
to the singularity of v˜D at the origin large contributions to the diﬀusion dominated
drift cannot be resolved with the DNS data separated by a ﬁnite time step Δt. Phys-
ically, the diﬀusion induced drift at the origin leads to the anhiliation of very small
elements. Intermediate and larger elements (l˜ < 3) are on average compressed due to
the combined action of the pressure and velocity induced motion of the surface, while
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Figure 6.11.: a˜1,l(l˜) over the normalized length for cases 1 and 2.
Table 6.3.: Parameters of the marginal pdf model.
Case 1 2
τlm 9.69 16.68
a∞ 1.2 1.5
ce −2.5 −2.5
cl,ν 0.09 0.08
only large elements (l˜ > 3) are on average stretched.
In order to numerically solve the pdf transport equation, eq. (6.23), we need to
provide an analytical expression for a˜1,l. We propose to model each of the three diﬀerent
contributions separately and write for 〈Δ˜|l〉 and v˜P
〈Δ˜|l〉 =αu l˜
3
l˜2 + βu
,
v˜P =αp
l˜3
l˜2 + βp
.
(6.37)
The above chosen ansatz is a simple linear blending of the two physically motivated
asymptotic scalings of the conditional mean velocity diﬀerence for small and large
separation distances, i.e. the cubic expansion in the origin (eq. (6.36)) and the linear
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scaling for large separation distances. The same form of ansatz is chosen for the
pressure induced velocity v˜p. A ﬁtting of the ansa¨tze with the DNS results following
eq. (6.33), where the value cl,ν = 0.08 (corresponding to the DNS result of case 2) was
used, yields for the model parameters αu = 1 (as by deﬁnition the conditional mean
velocity diﬀerence has unity slope in non-dimensional form ), βu = 6, αp = −2/3 and
βp = 1.25. This curve is shown as the solid black line in ﬁgure 6.11 and is in good
agreement with the DNS data.
Figure 6.12 shows the normalized function a˜2,l over the normalized length l˜ for both
cases. We observe three diﬀerent regions : a thin layer at the origin where a˜2,l(0) = 0
counteracts a steep rise followed by a linear increase. Based on eq. (6.34) we can
explain these regions: for l˜ → ∞ it will scale linearly with l˜ following the linear scaling
of a˜1,l, for l˜ → 0, a˜2,l → 0 as the ending points of very small segments will be so close
to each other that the ﬂow ﬁeld can be considered locally laminar so that ﬂuctuations
must vanish. Finally, for intermediate values of l˜, where a˜1,l is dominated by the drift
velocity |v˜D| ∝ 1/l˜ a steep rise of a˜2,l is present. In addition, we note that the order
of magnitude analysis from eq. (6.35) proofs to be correct for the strain as well as the
diﬀusion dominated region as the scaling with Re
−1/2
λ can be conﬁrmed. This again
justiﬁes the truncation of the Taylor expansion in the derivation of the pdf transport
equation at order O(2). The solid lines show an ansatz of the form
a˜2,l(l˜) = Re
−1/2
λ
(
cl,ν
l˜
+ al˜ +
(
Re
1/6
λ − b
))
f(l˜)
f(l˜) = 1− exp (−(35l˜)3),
(6.38)
which takes the diﬀusion controlled scaling with l˜−1 for small values of l˜ as well as the
linear scaling for large values of l˜ into account. The function f has been introduced as
a damping function to correctly ensure the return to zero at the origin. The values of
the parameters used for the ansatz are a = 0.15 and b = 2.1. The solid lines in ﬁgure
6.12 show that the approximations are in good agreement with the DNS data.
6.6. The Marginal pdf of Streamline Segments
Figure 6.13 shows the normalized marginal pdf of the length of all streamline segments
P˜ (l˜) over the normalized length l˜. Although the Reynolds number diﬀers by a factor
of two, an almost perfect collapse of the pdfs can be observed. In addition, both pdfs
show a steep, linear rise at the origin which is due to the diﬀusion induced drift velocity
that leads to the annihilation of small segments. The maxima of both curves occur
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Figure 6.12.: a˜2,l(l˜) over the normalized length for cases 1 and 2.
at approximately l˜ ≈ 0.6 with a value of the pdf of P˜max ≈ 0.75. For large values of
l˜ we observe an exponential decay of the tail of the pdfs. Such an exponential tail is
characteristic for an underlying Poisson process, which has been taken into account for
the modeling of the integral terms corresponding to the fast processes.
The solid, dashed and dotted lines correspond to the steady state solution of eq. (6.23).
The equation was solved using a ﬁnite diﬀerence scheme for the drift and diﬀusion
term with the corresponding functions a˜1,l and a˜2,l chosen along the above introduced
ansa¨tze. For the numerical solution the theoretical expression of eq. (6.31) for the
diﬀusion induced drift velocity is written as
v˜D(l˜) = −cl,ν
l˜
(
1− c(1− exp (−2l˜))
)
, (6.39)
where the ﬁrst factor is based on the theoretical derivation of the motion of small
segments, while the second factor is based on considerations in Wang & Peters (2006)
and extends the theoretically accessible limit l˜ → 0. The constant c is determined
during the numerical procedure and ensures that the net eﬀect of the drift velocity is
zero on average. Note that the value cl,ν = 0.5 was chosen for the numerical solution,
which is larger than the value from the DNS analysis. However, as discussed above,
the latter can only be seen as a lower bound. The value of the product τlma∞ was
taken from the DNS data and turns out to be large for both cases so that its inﬂuence
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Figure 6.13.: P˜ (l˜) from DNS and model with cl,ν = 0.5.
in the model, where the inverse appears, becomes small. The solution was iterated
in time until the steady state was reached. The obtained pdf was normalized at each
time step and the value of the eigenvalue Λ was chosen so that the ﬁrst moment of
the normalized pdf becomes identical to one. The numerical values of the solution
are given in table 6.4. We ﬁrst note that the model seems to be rather insensitive to
the Reynolds number showing that its inﬂuence is indeed a higher order eﬀect. We
have included the numerical solution for the limiting case of inﬁnite Reynolds numbers
in ﬁgure 6.13, for which a˜2,l = 0. The product of the time scales for this case was
chosen to be identical to the one of case 2. With increasing Reynolds numbers we only
observe a slight shift of the maximum value of P˜ (l˜), which for the considered Reynolds
numbers is P˜max ≈ 0.82 and occurs at l˜ ≈ 0.5. The same trend is also observed in the
DNS data, although the model slightly over predicts the maximum of the DNS data,
which has a value of about 0.8 for case 1 and 0.75 for case 2. Apart from the slight
overshoot at the maximum the model is in very good agreement with the DNS data,
reproducing the linear increase for small values of l˜ due to the diﬀusion controlled drift
of small segments as well as the exponential decay for large segments. The exponential
tail for large values of l˜ is further highlighted in the log-lin inset in ﬁgure 6.13, where
only for values of l˜ > 3 the model over predicts the exponential decay. Based on the
above model and the fact that the only two terms in the normalized eq. (6.23) which
are ﬂow dependent, namely the term proportional to (τlma∞)−1 and the diﬀusive term
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Table 6.4.: Parameters of the numerical solution of eq. (6.23)
Case 1 2 -
Reλ 50 116 ∞
Λ 2.343 2.541 2.554
c 1.822 1.856 1.904
cl,ν 0.5 0.5 0.5
are small, we assume that similar to dissipation elements, the normalized statistics of
streamline segments also exhibit a quasi-universal character.
6.7. Scaling of the Mean Length
Based on the analysis of the DNS cases in chapter 5, the pdf of the length l of stream-
line segments becomes quasi-universal and independent of the ﬂow type and Reynolds
number when it is normalized with the mean length lm. Based on this observation a
model which is in good agreement with the DNS results has been proposed. In order to
reconstruct the dimensional pdf of a particular ﬂow from the normalized quasi-universal
model solution one needs the scaling of the mean length lm with characteristic mean
turbulent quantities. Such a scaling is proposed in the following based on dimensional
grounds.
Along a streamline the arclength s serves as a one-dimensional coordinate and the
variation of the absolute value u(s) can be viewed as a one-dimensional variation along
s. Let us in this context determine the life-time of an extreme point. The vicinity of an
extreme point is mainly diﬀusion controlled so that in a coordinate system moving with
it (Lagrangian view) we can model the evolution of the u proﬁle by a simple diﬀusion
equation
Du
Dt
≈ ν ∂
2u
∂s2
. (6.40)
Within this framework we can estimate its characteristic life-time ta as
ta ∝ l
2
a
ν
, (6.41)
where la denotes its characteristic size. Note that the inverse of the time scale ta
must be proportional to the reconnection frequency λa (which corresponds to the non-
dimensional frequency Λa in the model pdf (eq. (6.23)) yielding
t−1a ∝ λa, (6.42)
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Figure 6.14.: Local expansion of the u proﬁle in an extremum along the streamline coordinate
s.
as the disappearance of an extreme point along the streamline yields the reconnection
of the two adjacent segments. The size of the extreme point la can be estimated as
follows by an expansion of the scalar u ﬁeld around it, yielding
u = u0 +
1
2
uss(s− s0)2 +O
(
s3
) ≈ u0 [1 + uss
2u0
(s− s0)2
]
≈ u0
[
1 +
(
(s− s0)
la
)2]
,
(6.43)
where u0 is the value of the scalar at the extreme point and uss = ∂
2u/∂s2 its second
derivative in direction of the streamline evaluated at the extreme point which is located
at s0. Figure 6.14 illustrates the scenario along a streamline and displays all relevant
scales. In particular, it becomes obvious that the size of the extremum la is proportional
to the size of the segment l under consideration.
From the last identity we see that the instantaneous characteristic size of an extreme
point can be estimated as
l2a ∝
u0
uss
. (6.44)
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and the new scaling (eq. (6.50)) over the Taylor based Reynolds number from
DNS cases 1 - 4.
Assuming statistical independence of u0 (being a large scale quantity) and uss (being
a small scale quantity) at the extreme point let us average over all extrema to obtain
〈la〉 ∝
( 〈u20〉1/2
〈u2ss〉1/2
)1/2
. (6.45)
Note the similarity to the result obtained by Rice’s theorem, cf. Rice (1944, 1945),
for the mean distance between zero crossings of u, i.e. the mean distance of stagnation
points. However, in our case the second derivative comes into play as we are considering
the zero crossings of the gradient of u rather than of u itself.
Following Kolmogorov’s similarity hypothesis (Kolmogorov (1941a,b)), the r.m.s. of
the second derivative uss, being a purely small scale quantity, should scale solely with
the mean energy dissipation 〈ε〉 and the viscosity ν yielding
〈u2ss〉1/2 ∝ 〈ε〉3/4ν−5/4. (6.46)
Note that a similar scaling, namely that of the variance of the solenoidal part of the
acceleration in the Navier-Stokes equations (i.e. the viscous term) has been conﬁrmed
by Vedula & Yeung (1999). Additionaly, we have
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〈u20〉1/2 ∝ urms, (6.47)
so that with eq. (6.46) we obtain the following scaling of the mean size of extrema of
u along streamlines
〈la〉 ∝
(
urms〈ε〉−3/4ν5/4
)1/2 ∝ λRe−1/4λ ∝ (λη)1/2 (6.48)
with the Kolmogorov scale η and the Taylor microscale λ. At this point we only have
to show that indeed the mean size of the extrema scales with the mean length of the
streamline segments (with a numerical constant that is independent of the Reynolds
number). To this end let us use eq. (6.42) in combination with eq. (6.32) to obtain
t−1a ∝ μa ∝ ν
∂P
∂l
|l→0 ∝ ν
l2m
∂P˜
∂l˜
|l˜→0 ∝
ν
l2m
, (6.49)
where the slope in the origin of the compensated pdf ∂P˜ /∂l˜ is a universal, Reynolds
number independent constant (or in other words, the non-dimensional frequency Λa is
Reynolds number independent). Comparison of eq. (6.49) with eq. (6.41) yields ﬁnally
〈la〉 ∝ lm ∝ λRe−1/4λ = Clm (λη)1/2 . (6.50)
Introduction of eq. (6.50) into 6.49 yields for the reconnection time ta (which is also
the average life-time of an extremum)
ta ∝ urms〈ε〉−3/4ν1/4, (6.51)
which corresponds to the Tennekes Lagrangian time tl, cf. Tennekes (1975). We can
at this point even estimate the numerical value of the proportionality constant Clm in
eq. (6.50). To this end, let us assume that the proportionality constants in eqs. (6.46)
and (6.47) are unity. Then, assuming the mean proﬁle within a streamline segment to
be determined by a single term sine-expansion (which will be conﬁrmed in chapter 7),
we directly have Clm = π, so that it should be of order 3.
Table 6.5 shows that the above scaling of the mean length of streamline segments is
valid for all four cases under consideration and thus seems to hold over a broad range
of Reynolds numbers. While the ratio of lm with neither the Kolmogorov length scale
nor the Taylor microscale yields a Reynolds number independent constant, the value
of the constant for a normalization following the scaling of eq. (6.50) yields a constant
Clm ≈ 2.9 close to the theoretical value of pi for all three cases where only the shear
case, probably due to the anisotropic inﬂuence of the constant shear gradient, yields a
slightly larger value than the three other cases. This ﬁnding is further highlighted in
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Table 6.5.: Statistical parameters of the streamline segment analysis.
DNS case 1 2 3 4
Flow type Decaying Decaying Forced Shear
Reynolds number Reλ 50 116 206 300
mean length all lm 0.109 0.047 0.078 0.058
ratio lm/λ 0.780 0.618 0.534 0.552
ratio lm/η 10.90 13.10 15.00 18.70
ratio lm/(λη)
1/2 2.924 2.841 2.831 3.215
ﬁgure 6.15 where the ratio lm/λ and the ratio lm/ (λη)
1/2 is shown over the Taylor based
Reynolds number in a double logarithmic plot, indicating a clear scaling with Re
−1/4
λ
of the former and a Reynolds number independent constant of the latter. With this
scaling relation and the model solution of the pdf the length distribution of streamline
segments P (l) of any turbulent ﬂow can be reconstructed.
7. A Model for the Joint Pdf
Fast and slow changes which determine the temporal evolution of streamline segments
have been shown to translate into a pdf transport equation for the normalized marginal
pdf of the arclength of streamline segments. The latter reveals information about the
spectrum of length scales involved in turbulent ﬂows. Diﬀerent from the conventional
view in wave-number space where for example the energy spectrum contains infor-
mation about the mean energy per wave number, the length spectrum of streamline
segments is local in physical space and corresponds to regions within which the veloc-
ity varies monotonically. This allows us to approximate the velocity proﬁle within the
region by a single term expansion and will be used to formulate, based on the model
for the marginal pdf of the length, a joint pdf model for the length l and the velocity
diﬀerence Δ of streamline segments. Similar to classical two-point analyses the joint
pdf contains simultaneous information about length scale dependent velocity ﬂuctua-
tions. The model will be validated against DNS cases 2 and 3, as the Reynolds number
of DNS case 1 turns out to be too low to be used for a two-point analysis. As DNS
case 3 is a forced case the comparison also shows that the modeling is independent of
the ﬂow type. The intrinsic asymmetry of positive and negative streamline segments
will be discussed and will be shown to be intrinsically related to the negative skewness
of longitudinal velocity gradients in turbulent ﬂows.
7.1. The Joint pdf Model Equation
A detailed analysis of the temporal evolution of the length of streamline segments in
turbulent ﬂows has been conducted in chapter 6 and will be extended to the modeling
of the joint pdf in the following
Due to the temporal evolution of the ﬂow ﬁeld (and thus the extremal surface) in
space, both the arclength l as well as the velocity diﬀerence Δ, characterizing individual
streamline segments, evolve in time. This temporal evolution shows two very distinct
mechanisms, which were identiﬁed to be fast and slow changes of streamline segments.
In the context of the model for the marginal pdf of the length of streamline segments
the latter two eﬀects were modeled as a Poisson-like cutting/reconnection process.
Figure 7.1 shows a schematic of a cutting (reconnection) process of a positive and a
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Figure 7.1.: Schematic of cutting and reconnection process for a positive and a negative seg-
ment in physical space.
negative streamline segment. We assume that when a segment with parameters l0 and
Δ0 is cut (by a newly formed intersection with the extremal surface in physical space
along the streamline) into two new segments (with parameters l1, l2 and Δ1,Δ2) the
following equalities hold
l0 = l1 + l2, (7.1)
and
Δ0 = Δ1 +Δ2. (7.2)
The same is assumed to be true for the reconnection process where two segments
form a new and longer one with a larger velocity diﬀerence. This means that the
cutting/reconnection process is conservative in the overall l and Δ and corresponds to
the fact that in physical space the cutting/reconnection is a continuous slow process
where a new intersection with the extremal surface is formed. The (inﬁnitesimally)
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Figure 7.2.: Schematic of the balance in phase space for the cutting/reconnection process of
a positive and a negative segment.
small segment that appears between the two newly formed ones (in the case of a
cutting) or (in the case of a reconnection) is not taken into account, however as positive
and negative segments always alternate, the small segment in between must have a
diﬀerent sign (in Δ) than the two larger ones under consideration. This yields that the
fast changes always involve either two positive or two negative segments or in other
words, a cutting of a segment yields the appearance of two new segments of the same
sign as does the reconnection only occur for two segments of the same sign yielding a
new segment of the same sign.
Figure 7.2 shows the corresponding eﬀects in phase space for a positive as well as
a negative segment. At this point it becomes obvious why the cutting/reconnection
process is a fast process as it is non-local in phase space corresponding to large jumps
of l as well as Δ, cf. ﬁgure 6.2. In addition, it becomes obvious that the fast eﬀects act
separately on positive and negative streamline segments as has been described above.
In other words, the upper and the lower plane of phase space do not interact with each
other through fast processes.
With these observations and placing ourselves again in the context of a one-dimensional
problem, we can put forward the following model equation for the joint pdf of the ar-
clength l and the velocity diﬀerence Δ of streamline segments
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∂P (l,Δ, t)
∂t
+
∂
∂l
[a1,l(l,Δ)P (l,Δ, t)] +
∂
∂Δ
[a1,Δ(l,Δ)P (l,Δ, t)] =
λc
⎛⎜⎜⎝2 ∫ ∞
0
∫ l
0
δ(δk(l/y)−Δ)P (y, δ, t)dydδ︸ ︷︷ ︸
GC
− lP (l,Δ, t)︸ ︷︷ ︸
RC
⎞⎟⎟⎠+
2λa
⎛⎜⎜⎝∫ Δ
0
∫ l
0
y
l
P (l − y,Δ− δ, t)P (y, δ, t)dydδ︸ ︷︷ ︸
GR
−P (l,Δ, t)︸ ︷︷ ︸
RR
⎞⎟⎟⎠ ,
(7.3)
which is based on the marginal pdf model for the distribution of the length of streamline
segments formulated in chapter 6 and the joint pdf model for the length and scalar
diﬀerence of dissipation elements formulated by Wang & Peters (2008a). The ﬁrst
term on the r.h.s. of eq. (7.3) denotes the unsteady term which for the present work
vanishes when a steady solution of the joint pdf is reached. The second and third term
on the r.h.s. are drift terms in phase space in direction of l and Δ, respectively. The
convective velocities in phase space correspond to the slow changes, cf. Schaefer (2012)
and Van Kampen (1992) of the variables l and Δ and can be expressed as conditional
averages based on time signals of l(t) and Δ(t), respectively, yielding
a1,l(l,Δ) = 〈Δl
Δt
|l,Δ〉
a1,Δ(l,Δ) = 〈Δ(Δ)
Δt
|l,Δ〉.
(7.4)
Note that higher order diﬀerential terms (which correspond to diﬀusion in phase space)
have been omitted as is has been shown that in the context of streamline segments they
are of higher order small for large Reynolds number ﬂows, cf. eq. (6.35).
The four terms on the r.h.s. are the corresponding fast (integral) terms due to the
Poisson-like cutting/reconnection process of streamline segments. They are labeled:
• generation by cutting (GC): the source term in phase space describing the forma-
tion of two smaller segments by the cutting of a larger one. It is the only of the
four fast terms that is essentially unclosed as the (conditional) mean velocity dis-
tribution within a segment of given length l, k(l) needs to be known to determine
the new velocity diﬀerence Δ1 (from which Δ2 follows) given the point where the
segment is cut.
• removal by cutting (RC): the sink term corresponding to the GC term.
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• generation by reconnection (GR): the source term in phase space describing the
appearance of the newly formed larger segment when two smaller ones reconnect.
• removal by reconnection (RR): the sink term corresponding to the GR term.
The only non-local term (in terms of Δ) is the term labeled GR which is essentially
a convolution term. However, detailed inspection of the term reveales that it only
involves operations of either only positive or negative segments, respectively, meaning
that the model takes into account that the fast term never involves two segments of
opposite sign simultaneously.
Let us introduce normalized coordinates, where for the normalization we use the
mean length lm(t) of streamline segments and the variance of the velocity diﬀerence
σ(t) = 〈Δ2〉1/2 yielding the following normalized coordinates
τ = t,
Δ˜ =
Δ
σ
,
l˜ =
l
lm
,
(7.5)
from which we deduce the transformation for the diﬀerential operators as
∂
∂t
=
∂
∂τ
− l˜
τlm
∂
∂l˜
− Δ˜
τσ
∂
∂Δ˜
,
∂
∂l
=
1
lm
∂
∂l˜
,
∂
∂Δ
=
1
σ
∂
∂Δ˜
,
(7.6)
where
1
τlm
=
1
lm
dlm
dt
,
1
τσ
=
1
σ
dσ
dt
,
(7.7)
denote the inverses of time scales related to the temporal evolution of the mean length
lm and the variance of the velocity diﬀerence σ of streamline segments, respectively.
These quantities are time dependent in decaying turbulence, but must vanish for sta-
tionary turbulent ﬁelds. Note that τlm > 0 as length scales grow over time in decaying
turbulence, while τσ < 0 as velocity ﬂuctuations will decay over time. It has already
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been shown in chapter 6 that τlm is large, cf. Schaefer (2012) compared to the other
time scales in the problem, however, the scaling of τlm as well as τσ with mean tur-
bulent quantities is a-priori unknown. We can express both the mean length lm and
the variance σ as a function of the (constant) viscosity ν, the mean turbulent kinetic
energy 〈k〉 and the mean energy dissipation 〈ε〉 yielding
lm = f(ν, 〈k〉, 〈ε〉),
σ = g(ν, 〈k〉, 〈ε〉),
(7.8)
from which we deduce that the associated times scales (eq. (7.7)) are independent of
viscosity and with the remaining dependence on only 〈k〉 and 〈ε〉 must be proportional
to the integral time scale deﬁned as τint = 〈k〉/〈ε〉 on dimensional grounds. Thus the
overall decay of the velocity ﬁeld takes place on a time scale much larger than the
time scales at which streamline segments instantaneously evolve. Then the two ﬂow-
dependent terms in eq. (7.7) can be neglected in the pdf equation so that it becomes
identical for unsteady and steady turbulent ﬂow ﬁelds as the large scale decay is only a
slow background eﬀect. This interpretation is somewhat reminiscent of the view on the
(quasi-) universal behavior of statistics in the inertial range of turbulent ﬂows where
as the only parameter the mean energy dissipation rate 〈ε〉 determines to leading order
the statistics. In the case of decaying turbulent ﬂows, the mean energy dissipation is
balanced by the unsteady decay of the mean turbulent kinetic energy ∂k/∂t which is a
large scale term. On the other hand, in the case of steady forced turbulence, the mean
energy dissipation is determined by the average forcing term 〈uifi〉 which again is a
large scale term. As the temporal decay is a slow process the statistics in the inertial
range in the limit of large Reynolds numbers remain unaﬀected by the large scale
behavior and to leading order forced and decaying turbulence become (at least in this
range of scales) for certain statistics identical. Formally, this can be seen for example
in the von Ka´rma´n-Howarth equation which provides the mathematical background
for the derivation of the 4/5th scaling law of the third order structure function. The
equation yields the same scaling for homogeneous isotropic decaying turbulence and
forced turbulence as for the ﬁrst case the energy dissipation comes out of the balance
∂〈k〉/∂t = −〈ε〉 while for the latter case it comes out of the balance 〈uifi〉 = −〈ε〉.
In both cases the unsteady term involving the second order structure function are
dismissed as they vary on time scales much larger than the remaining terms and the
statistics become (quasi-) steady.
Let us now normalize time as
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τˆ = τ
σ
lm
, (7.9)
to obtain
∂P˜ (l˜, Δ˜, τˆ)
∂τˆ
+
∂
∂l˜
[
a˜1,l˜(l˜, Δ˜)P˜ (l˜, Δ˜, τˆ)
]
+
∂
∂Δ˜
[
a˜1,Δ˜(l˜, Δ˜)P˜ (l˜, Δ˜, τˆ)
]
=
Λc
⎛⎜⎜⎝2 ∫ ∞
0
∫ l˜
0
δ(δ˜ − Δ˜k(l˜/y˜))P˜ (y˜, δ˜, τˆ)dy˜dδ˜︸ ︷︷ ︸
GC
− l˜P˜ (l˜, Δ˜, τˆ)︸ ︷︷ ︸
RC
⎞⎟⎟⎠+
2Λa
⎛⎜⎜⎝∫ Δ˜
0
∫ l˜
0
y˜
l˜
P˜ (l˜ − y˜, Δ˜− δ˜, τˆ)P˜ (y˜, δ˜, τˆ)dy˜dδ˜︸ ︷︷ ︸
GR
− P˜ (l˜, Δ˜, τˆ)︸ ︷︷ ︸
RR
⎞⎟⎟⎠ ,
(7.10)
where the non-dimensional drift velocities are
a˜1,l˜(l˜, Δ˜) =
a1,l(l,Δ)
σ
a˜1,Δ˜(l˜, Δ˜) = a1,Δ(l,Δ)
lm
σ2
(7.11)
and the non-dimensional frequencies are
Λc = λc,0
l2m
σ
Λa = λa
lm
σ
.
(7.12)
Finally, let us note some characteristics of the model eq. (7.10). Due to the normal-
ization constraint of a joint pdf and the further normalization with the mean length
lm and the variance σ, the solution to eq. (7.10) must satisfy the following constraints
and boundary conditions:
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∫ ∞
−∞
∫ ∞
0
P˜ dl˜dΔ˜ = 1 (a)∫ ∞
−∞
∫ ∞
0
l˜P˜ dl˜dΔ˜ = 1 (b)(∫ ∞
−∞
∫ ∞
0
Δ˜2P˜ dl˜dΔ˜
)1/2
= 1 (c)
P˜ (0, Δ˜) = 0 (d)
lim
Δ˜→±∞
P˜ (l˜, Δ˜) = 0 (e)
lim
l˜→∞
P˜ (l˜, Δ˜) = 0 (f).
(7.13)
As has already been shown by Wang (2010), integration of eq. (7.10) over Δ˜ yields
the model equation of the normalized marginal pdf P˜ (l˜). Note that in chapter 6, time
was normalized diﬀerently (with the asymptotic strain rate a∞ acting on streamline
segments) for the model of the marginal pdf of the arclength as this normalization
yielded a universal form of the strain rate which however in the joint pdf model is
in closed form. This yields for the steady state the same solution to the equation,
however, the time normalization shows up in the non-dimensional frequencies which
consequently will turn out diﬀerently in the present study as compared to the previous
work. As has already been shown, cf. A.2, for the steady state solution of eq. (7.10)
further integration of the normalized marginal pdf model equation yields the following
relationship between the two normalized frequencies
Λ = Λc = 2Λa, (7.14)
which will be used later on for the numerical solution of eq. (7.10). At this stage
there is a need to provide expressions for the form function k and the normalized drift
velocities a˜1,x and a˜1,Δ to close eq. (7.10). This will be done in the following.
7.2. The Inner Structure of Streamline Segments
Based on the Navier-Stokes equations, the following equation for the temporal evolution
of the absolute value of the velocity u of a turbulent velocity ﬁeld ui can be derived,
cf. Wang (2010) and Schaefer (2012)
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∂u
∂t
+ u
∂u
∂s
= −∂p
∂s
+ ν
(
∂2u
∂x2j
)
+ ν
[
χ− ε
u
]
. (7.15)
In eq. (7.15) essentially all terms on the r.h.s. are unclosed. Nonetheless, it gives
indications to relevant physical mechanisms determining the evolution of streamlines
segments and the two chosen parameters l and Δ. First, the convective term on the
l.h.s. of eq. (7.15) is quadric and of Burger’s type, cf. Burgers (1972), thus we can
expect an asymmetry with respect to positive (Δ > 0 and us > 0) and negative
(Δ < 0 and us < 0) segments as there will be a tendency for positive segments to
be stretched and negative ones to be compressed. Diﬀerent from the pure Burgers’
equation however, which is known to develop ﬁnite in time shocks, the essentially
three dimensional character of eq. (7.15) as well as the pressure gradient term on the
r.h.s. will counteract such shock formation in real turbulence. The pressure term is the
most complicated term in eq. (7.15) as the pressure ﬁeld in incompressible ﬂows is non-
local and can thus not easily be modeled in a one-dimensional context. Analyses based
on DNS cases reveal that χ < ε, such that the last two terms on r.h.s of eq. (7.15) are
essentially a dissipation term, which however is instantaneously small compared to the
other terms. With this we propose to study the average inner structure of streamline
segments based on the following model equation
∂u
∂t
+ u
∂u
∂s
= −∂p
∂s
+ ν
∂2u
∂s2
, (7.16)
which is a viscous Burgers’ equation with an a-priori unknown pressure gradient term.
A streamline segment extends along the s coordinate from one local extreme point
with us = 0 to the next neighboring extreme points with us = 0, so from one local
maximum (minimum) to one local minimum (maximum) point. Then, we can write
the velocity distribution within the segment as
u(s) = um(t) + Δ(t) · k (s˜, t) , (7.17)
where um(t) = (u0(t) + u1(t))/2 is the mean velocity within the segment with u0 the
velocity at the left end point and u1 the one at the right end point, cf. ﬁgure 7.3,
and k(s˜, t) is the non-dimensional velocity distribution within the segment which we
assume to be a function of the non-dimensional coordinate s˜ = (s− sm(t))/l(t), where
sm(t) = (s0(t) + s1(t))/2 denotes the mid-point of the segment. Then, by deﬁnition
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Figure 7.3.: Illustration of the local coordinate system attached to a streamline midpoint.
−0.5 ≤ s˜ ≤ 0.5 and −0.5 ≤ k ≤ 0.5. With the new coordinates
s˜ → s
l
, τ → t, (7.18)
the diﬀerential operators transform as
∂
∂t
=
∂
∂τ
− 1
l
(
um +
dl
dt
s˜
)
∂
∂s˜
∂
∂s
=
1
l
∂
∂s˜
∂2
∂s2
=
1
l2
∂2
∂s˜2
.
(7.19)
With eq. (7.18) we have placed ourselves in a coordinate system attached to the
streamline-midpoint which moves with the mean velocity um = dsm/dt so that we
obtain from eq. (7.16) with eq. (7.17)
dum
dt
+ k
dΔ
dt
+Δ
∂k
∂τ
+
Δ
l
(
Δk − dl
dt
s˜
)
∂k
∂s˜
= −1
l
∂p
∂s˜
+
νΔ
l2
∂2k
∂s˜2
. (7.20)
7.2. The Inner Structure of Streamline Segments 107
Eq. (7.20) is an evolution equation for the non-dimensional form function k which
describes the inner structure of streamline segments. It is second order in space and
thus needs to be complimented with two boundary conditions, namely
∂k(s˜, τ)
∂s˜
|−0.5 = ∂k(s˜, τ)
∂s˜
|0.5 = 0 (a)
k(0, τ) = −0.5 (b)
k(1, τ) = 0.5 (c),
(7.21)
which are eqs. (7.21) (a), the zero-gradient boundary condition at the end points of
streamline segments and the ﬁxed value at the boundaries due to the normalization
eq. (7.21) (b,c). We seek to expand k(s˜, t) in a harmonic series similar to an approach
by Bourlioux et al. (2006) yielding
k(s˜, τ) =
∞∑
j=1
aj(t) sin(jπs˜), (7.22)
where due to the boundary conditions a constant term (j = 0) as well as terms in cosines
are omitted. Let us distinguish two diﬀerent limits, namely that of small (l → 0) and
that of large segments (l → 0). In the ﬁrst limit the evolution of the inner proﬁle will
mostly be determined by viscous eﬀects. Then, the leading order balance of eq. (7.20)
will be
k
dΔ
dt
=
νΔ
l2
∂2k
∂s˜2
, (7.23)
where for symmetry reasons we assume that dum/dt ≈ 0. Then ∂k/∂τ = 0 and an
analytical solution of eq. (7.23) with the given boundary conditions is
k(s˜) =
1
2
sin (πs˜) , (7.24)
thus yielding, based on the expansion eq. (7.22), a1 = 1/2 with all higher order terms
vanishing. This solution also ﬁxes the rate
dΔ
dt
= −π2νΔ
l2
, (7.25)
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with which the velocity diﬀerence decays due to viscous diﬀusion in this simpliﬁed 1D
case. Eq. (7.25) will be used again in the following when functional forms for the drift
velocities in phase space are introduced.
In the limit of larger lengths no analytical solution to eq. (7.20) can be given. This is
mainly due to the strong non-linearity of the convective term as well as the unknown
pressure gradient term. However, based on the solution of the purely viscous case one
can hope that higher order terms in eq. (7.22) remain small even for larger values of l.
Figure 7.4 shows the normalized function k(s˜) for four diﬀerent lengths classes, namely
0 ≤ 0.25lm, 0.25lm ≤ l ≤ 0.5lm, 0.5lm ≤ l ≤ 1.5lm and l > 1.5lm. All four curves
have been obtained based on case 2 and a curve ﬁtting based on expansion eq. (7.22)
shows that indeed apart from the leading order viscous balance eq. (7.23), higher order
corrections remain small and that the amplitude of these higher order corrections are
a function of the length of segments. Table 7.1 shows the values obtained from the
curve ﬁtting so that indeed aj  a1 for j > 1 with aj → 0 for l → 0 in line with the
above analysis.
With this, higher order coeﬃcients become a small parameter and a function of l/lm
and we only retain a2(l/lm)  1/2 so that
k(s˜, τ) ≈ 1
2
sin(πs˜) + a2(l/lm) sin(2πs˜), (7.26)
with liml/lm→0 a2(l/lm) = 0, consistent with the viscous solution. As the inﬂuence of the
higher order corrections is small we use the leading order (a2 = 0) solution (eq. (7.24))
for the modeling of the joint pdf in the following which can be interpreted as a regular
asymptotic limit of eq. (7.26).
7.3. Drift Velocities in Phase space
In the course of this section analytical forms for the two drift velocities which appear
in the derivation of the joint pdf model equation are provided. The distinction of
Table 7.1.: Coeﬃcient of the expansion obtained from DNS.
length class a2(l/lm)
0 ≤ 0.25lm −1.734 · 10−3
0.25lm < l ≤ 0.5lm −5.959 · 10−3
0.5lm < l ≤ 1.5lm −2.505 · 10−2
l ≥ 1.5lm −7.392 · 10−2
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Figure 7.4.: Averaged non-dimensional proﬁle k(s˜) from DNS case 2 for diﬀerent lengths
classes and comparison with the viscous solution (7.24).
limiting cases (especially the limits of small and large segments) allows to separate
viscous contributions to the drift velocities from non-viscous ones. While the functional
form of the viscous contributions can be derived analytically (up to a proportionality
constant), physical reasoning in combination with dimensional analysis is required to
propose physically reasonably expressions for the drift velocities at the large scale
regimes.
7.3.1. Drift in l-Direction
The drift in l, a1,l(l,Δ) must be the same as the one already proposed for the evolution
equation of the marginal pdf in chapter 6, cf. eq. (6.20). This drift velocity was derived
based on the relative motion of the bounding extremal surface and was found to be
viscously dominated in the limit l → 0 and convection and pressure dominated in the
limit l → ∞. With this, the following expression for the normalized drift velocity was
obtained, cf. eq. (6.33).
a˜1,l = v˜l,D +˜〈Δ|l〉+ v˜P , (7.27)
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where v˜l,D denotes the viscous drift,˜〈Δ|l〉 the conditional mean velocity diﬀerence at
the end points of streamline segment and v˜P the pressure inﬂuence in the displacement
speed of the bounding extremal surface.
In the context of the present study the viscous drift must be the same (apart from
the normalization which is chosen diﬀerently) yielding
v˜D ∝ − ν
σlm
1
l˜
= −cl,ν 1
l˜
. (7.28)
Diﬀerent from the model for the normalized marginal pdf P˜ (l˜), where the mean velocity
diﬀerence at the end points was an unclosed quantity that required the use of a ﬁtting
ansatz based on the analyses of DNS data, the velocity diﬀerence at the end points of
streamline segments is now a known quantity in the context of a joint pdf of the length
and the velocity diﬀerence so that it is closed and equal to Δ. However, the pressure
induced velocity term, which is repeated here, cf. eq. (6.26),
vP (l,Δ) = 〈Δ
(
cosα
|∇us|(−∂
2p/∂s2)
)
|l,Δ〉, (7.29)
where cosα denotes the cosine of the angle between the tangent vector to streamlines
and the normal vector of the surface at the point where the streamline intersects the
surface, ∂2p/∂s2 the second derivative of pressure in streamline direction and ∇us the
gradient of the us ﬁeld at the intersection point, needs to be modeled in the context
of the present model. It has already been shown that the pressure induced velocity
counteracts the eﬀect of the velocity diﬀerence at the end points. Phenomenologically,
this can be explained by looking at the average balance of the diﬀerent terms of the
exact eq. (7.15) governing the velocity proﬁle along a streamline coordinate s. Ne-
glecting viscous terms, the leading order balance of eq. (7.15) amounts to the unsteady
Bernoulli equation whose steady state version states that the convective acceleration
is balanced by the (negative) pressure gradient. Although the unsteady case is more
complicated, one can assume that within a streamline segment (of length class) l the
(average) sign of ∂u/∂s will determine the (average) sign of the pressure gradient (or
vice versa). In addition, the pressure gradient will on average be small at the end
points (for the Bernoulli case this is exactly true) and obtain its maximum somewhere
in the middle of the segment.
Figure 7.5 shows the three terms calculated and averaged based on DNS case 2.
Diﬀerent from the idealized case discussed above the mean negative pressure gradient
〈−∂p/∂s〉 is not symmetric and the mean negative second derivative of the pressure
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(a) All positive segments.
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Figure 7.5.: Averaged velocity, pressure gradient and gradient thereof along positive and neg-
ative streamline segments averaged over all lengths.
〈−∂2p/∂s2〉 is even more asymmetric. Nonetheless, the sign of the latter is on average
indeed such that its inﬂuence in the displacement speed of the surface counteracts the
eﬀect of the velocity diﬀerence as it now becomes obvious that for positive as well
as negative segments, the pressure induced velocity of the end points of streamline
segments, whose sign following eq. (7.29) is only determined by the sign of the second
derivative of pressure along the streamline coordinate (cosα is bound between 0 and 1,
as for geometric reasons a streamline can at most be tangent to the surface), counteracts
the relative convective motion of the end points due to their velocity diﬀerence Δ. In
particular, a positive segment will be stretched at the rate Δ > 0 due to the velocity
diﬀerence at the end points, while at the same time it will be compressed at an a-priori
unknown rate equal to vP (l,Δ > 0) < 0, and vice versa for a negative streamline
segment.
With this we propose to model the drift velocity in l direction as
a˜1,l = −cl,ν
l˜
(
1− cs(1− exp(−2l˜))
)
+ Δ˜− cpΔ˜,
= −cl,ν
l˜
(
1− cs(1− exp(−2l˜))
)
︸ ︷︷ ︸
fl(l˜)
+CΔΔ˜, (7.30)
where the ﬁrst contribution is due to the viscous induced drift of small segments which
has been complimented, cf. Schaefer (2012), by a function fl(l˜) to assure that the
net viscous eﬀect on the stretching rate is zero, the second one is due to the velocity
diﬀerence at the end points and the third one is due to the pressure induced motion of
the surface. The latter term is only relevant for large scales l˜ so that it is assumed to
be independent of l˜ and, on dimensional grounds, proportional to Δ. We assume that
CΔ = 1 − cp lies in the range 0 < CΔ < 1 so that on average the kinetic asymmetry
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due to the velocity diﬀerence remains but is attenuated by the pressure eﬀect. In the
course of this section it will be shown that this modeling constant is intimately related
to the negative velocity gradient skewness in turbulent ﬂows and due to the Reynolds
number independence of the latter also a Reynolds number independent quantity.
7.3.2. Drift in Δ-Direction
The drift velocity in Δ-direction in phase space corresponds in physical space to source
and sink terms of velocity ﬂuctuations along streamlines. In the context of the analysis
of the non-dimensional velocity distribution k, it has already been shown that for
very small segments, whose evolution is viscous dominated, there exists a drift of Δ
induced by viscosity according to eq. (7.25) which corresponds to the overall decay of
velocity ﬂuctuations Δ due to viscous dissipation. This continuous decay of velocity
ﬂuctuations must be counteracted by a source term to maintain a statistically (quasi-
) steady state. As has already been mentioned, we assume that the overall decay
of the velocity ﬁeld in three-dimensional space for the case of homogeneous isotropic
decaying turbulence takes place on time scales much larger than the local time scales
which induce velocity ﬂuctuations along a streamline. Along such a one-dimensional
line inertial forces in the ﬂow ﬁeld as well as the distributing character of the pressure
gradient term in the Navier-Stokes equations act as source terms which counteract
the small scale viscous dissipation of ﬂuctuations Δ. Then, as statistically seen along
a streamline, homogeneous isotropic turbulence (whose overall state is statistically
unsteady) and homogeneous forced turbulence (whose overall statistical state is steady)
yield the same statistics taken over suﬃciently small times (as compared to the overall
integral time on which decaying turbulence decays). In fact this is reminiscent of
Tennekes’ sweeping hypothesis, cf. Tennekes (1975), where small scale structures are
swept by large scales (whose time scales correspond to the overall turbulence decay
time scales) and due to the large scale separation the small scales remain unaﬀected
by the large ones and are merely convected without being distorted.
With this, we propose to distinguish the limit of small and large segments and write
the drift velocity as
a1,Δ = vΔ,D(l,Δ) + vΔ,∞(l,Δ), (7.31)
where vD,Δ(l,Δ) is the viscous contribution active for small segments and vΔ,∞(l,Δ)
the one for large segments, independent of viscosity. Based on eq. (7.25) we propose
to write the viscous contribution as
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vΔ,D(l,Δ) ∝ −νΔ
l2
. (7.32)
In the limit of large length scales l, the drift in Δ direction corresponds to a (large scale)
source term which continuously provides ﬂuctuations Δ to maintain a statistically
steady state. We assume that it will become independent of length l (as assumed by
Wang (2010)) so that we can expand the drift velocity in terms of Δ and write
vΔ,∞(Δ) = sgn(Δ)K +Δ/τ+,−. (7.33)
Note, that to ensure that the constant K acts either as a source or a sink term simul-
taneously for positive and negative segments, the sign function has been introduced.
The second term in the expansion turns out to be crucial and needs to be explained in
more detail as its form is intimately related to the asymmetry of positive and negative
streamline segments induced by the stretching (respectively compression) of positive
(negative) segments due to the quadratic convective term in the Navier-Stokes equa-
tions. Starting from a symmetric velocity proﬁle along a streamline, the latter will, by
the action of the convective term in eq. (7.15), develop an asymmetric, skewed pro-
ﬁle. Negative streamline segments get compressed, yielding on average a smaller mean
length than positive segments which will be stretched. In terms of viscous dissipation
and thus the decay of velocity ﬂuctuations Δ this means that negative ﬂuctuations
would decay more rapidly than positive ones. However, due to homogeneity the overall
mean, 〈Δ〉 = 0, must remain zero. This is also consistent with the formulation of
the drift in l as the overall net stretching rate must be equal to zero to maintain a
constant length L of the array (streamline) under consideration, cf. eq. (7.30) where
the constant cs is determined such that dL/dt = 0. Multiplication of eq. (7.3) with Δ
and integration yields the temporal evolution of the mean of Δ
〈Δ˙〉 = d〈Δ〉
dt
=
∫ ∞
−∞
∫ ∞
0
a1,Δ(l,Δ)P (l,Δ, t)dldΔ = 0, (7.34)
which must vanish. Note that by deﬁnition, as the Poisson process is constructed in
such a way to maintain the overall Δ and l, cf. eqs. (7.1) and (7.2), the integral over
the r.h.s. of eq. (7.3) must vanish. The same is true for the drift term in l direction as it
does not have any inﬂuence on the temporal evolution of Δ. As positive and negative
streamline segments do not interact with each other in phase space, we can write the
114 Chapter 7. A Model for the Joint Pdf
temporal evolution of the mean 〈Δ˙〉 separately, yielding
〈Δ˙+〉 = −
〈ε+
Δ
〉︷ ︸︸ ︷
ν
∫ ∞
0
∫ ∞
0
Δ
l2
P (l,Δ, t)dldΔ+
1
2
K +
〈Δ+〉
τ+
,
〈Δ˙−〉 = − ν
∫ 0
−∞
∫ ∞
0
Δ
l2
P (l,Δ, t)dldΔ︸ ︷︷ ︸
〈ε−
Δ
〉
−1
2
K +
〈Δ−〉
τ−
,
(7.35)
where the superscript + (−) denotes integration over only positive (negative) values
of Δ, i.e. conditional averages taken over positive (negative) segments only. With
〈Δ〉 = 〈Δ+〉 + 〈Δ−〉 = 0 we automatically have 〈Δ+〉 = −〈Δ−〉. Addition of the two
eqs. (7.35) yields,
0 = −〈ε+Δ〉 − 〈ε−Δ〉+
〈Δ+〉
τ+
+
〈Δ−〉
τ−
. (7.36)
With CΔ = 0, i.e. the symmetric case, we have 〈ε+Δ〉 = 〈ε−Δ〉 and thus τ+ = τ−.
However, for CΔ > 0 negative segments will on average get compressed yielding a
smaller mean length and thus a larger mean dissipation 〈ε−Δ〉 > 〈ε+Δ〉 which results in
a larger decay of 〈Δ−〉 as compared with 〈Δ+〉, from which we conclude that τ+ > τ−
to maintain the overall balance of eq. (7.36). Note that these observations are not
only a modeling issue related to the speciﬁc chosen form of the drift velocity for large
scales l and thus the source term of ﬂuctuations in physical space, but rather hint at
a general diﬀerence in conditional statistics in turbulent ﬂow ﬁelds. A ﬂow ﬁeld can
unambiguously be subdivided into two separate regions, one in which instantaneously
us > 0 and the other in which us < 0. The two regions are separated by the surface on
which streamline segments end and begin: us = 0. Let us introduce two conditional
time scales, namely
τ+us = 〈u2s|us > 0〉−1/2,
τ−us = 〈u2s|us < 0〉−1/2,
(7.37)
which are essentially the inverses of the variance of the gradient us conditioned on
positive values and on negative values. Then, we can express the ratio of the two time
scales τ−us/τ
+
us based on eq. (7.37) as
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τ−us
τ+us
∝
(〈u2s|us > 0〉
〈u2s|us < 0〉
)1/2
. (7.38)
Based on eq. (7.38) one observes that the r.h.s is a surrogate expression for the skewness
of the velocity gradient, as with vanishing skewness the two conditional averages be-
come equal and thus the two time scales do so as well. On the other hand, with a nega-
tive skewness of the gradient, as is the case in turbulent ﬂows, 〈u2s|us < 0〉 > 〈u2s|us > 0〉
so that the time scale associated with the compressive volume must be larger than the
one associated with the stretched volume. This, in combination with the above made
modeling of the joint pdf of streamline segments hints at the fact, that the kinematic
stretching and compression of positive and negative streamline segments, which yields
larger mean length for negative segments as compared to positive ones and thus a higher
inﬂuence of local viscous dissipation on velocity ﬂuctuations, is intimately related to
the existence of the negative velocity derivative skewness in turbulent ﬂows. These
assumption will be discussed again at the end of this chapter and the corresponding
time scales calculated from the DNS cases will be compared to the value obtained from
the model solution.
With the above made analysis, the drift velocity in Δ-direction reads in non-dimensional
form
a˜1,Δ = −cΔ,ν Δ˜
l˜2
exp(−3l˜) + sgn(Δ˜)K˜ + Δ˜
˜τ+,−
, (7.39)
where cΔ,ν = ν/σlm is the non-dimensional normalization constant of the viscous con-
tribution which has been complimented by the exponential function following Wang
& Peters (2008a) and K˜ = Klm/σ
2 and ˜τ+,− = τ+,−σ/lm are the non-dimensional
constant and the non-dimensional time scales.
7.4. Model Validation
With the above derived analytical expressions for the drift velocity, eq. (7.10) is closed
and can be solved numerically. Due to its excellent numerical stability (unconditionally
stable in the value of the numerical time step Δt) a classical ADI scheme, cf. Karaa &
Zhang (2004), has been employed to numerically solve eq. (7.10) on a structured Carte-
sian grid. The ADI scheme is essentially an operator split method, where the equation
is ﬁrst solved in one direction along lines on which the corresponding convective term is
discretized implicitly and then the other direction is treated in the same manner. The
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Table 7.2.: Parameters of the joint pdf model.
cl,ν 0.5
CΔ 0.1
cl,Δ 1.0
K˜ 0.05
Λ = Λc = 2Λa 1.155
cs 1.847
τ˜+ 4.695
τ˜− 7.633
time integration is an Adam-Bashforth scheme. This yields easy to solve tridiagonal
matrices along the lines when up-wind discretization schemes are used for the convective
terms. The source terms on the r.h.s stemming from the Poisson process are treated ex-
plicitly. Basically, the upper and the lower wing of the joint pdf (positive and negative
part) are solved independently from each other. After each time step the correspond-
ing part of the joint pdf is normalized such that
∫∞
0
∫ 0
−∞ Pdl˜Δ˜ =
∫∞
0
∫∞
0
Pdl˜Δ˜ = 1/2,
where the value 1/2 stems from the fact that as streamline segments are alternatingly
positive and negative, their number must be equal. Table 7.2 summarizes all numerical
model constants.
The ﬁrst four values have to be chosen and are ﬁxed while the other ones are part of
the solution. The value of the frequency Λ is determined during the numerical iteration
in such a way that the ﬁrst moment of the normalized marginal pdf P˜ (l˜) is equal to
one. To this end, the solution of the joint pdf is numerically integrated after each
iteration in time to obtain the marginal pdf from which the ﬁrst moment is calculated,
then the value of Λ is varied to ensure the above condition. This procedure is applied
until a steady solution is obtained. The value cs is computed from the condition that
the net eﬀect of the viscous drift is zero on the length evolution of the marginal pdf,
i.e.
∫ ∞
0
v˜l,DP˜ (l˜)dl˜ = 0, (7.40)
is solved after each time step to obtain the new value of cs. Finally, the two time
scales are written as τ˜+ = τ˜ − Δτ˜ and τ˜− = τ˜ + Δτ˜ meaning that as there is only
one value of CΔ which introduces an asymmetry in the solution for both positive and
negative segments, we write the time scales with an equal oﬀset for positive and negative
segments. Then, the value of τ˜ is used to ensure the second normalization condition,
i.e. the second moment of the normalized jdpf in Δ direction must equal 1, while the
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Figure 7.6.: Steady state solution of eq. (7.10) with parameters as given in table 7.2.
oﬀset Δτ˜ is used to ensure that the mean of Δ remains at zero. Based on an initial
proﬁle satisfying all the boundary conditions and constraints discussed in chapter 3,
the solution is numerically integrated with the above mentioned schemes until a steady
solution is obtained. Figure 7.6 shows the steady solution of the numerical model with
the above given parameters.
One ﬁrst observes the typical, butterﬂy like structure of the two ’wings’ corresponding
to positive and negative segments which has ﬁrst been shown by Wang (2010) and was
discussed in great detail in chapter 4. The intrinsic asymmetry due to the stretching
of positive and compression of negative segments is well visible and manifests itself
in a negative ’wing’ that is slightly shifted towards smaller values of l˜. The solution
possesses two maxima, one above and one below the dividing line of Δ˜ = 0, both
located at a value of l˜ = 0.2 with a value of 2.57 on the positive side and 2.53 on
the negative side. On the line Δ˜ = 0 the value of the joint pdf is equal to zero as
physically segments with vanishing velocity diﬀerence Δ but non-zero length l cannot
exist. This becomes obvious when a streamline segments is seen as the intersection
with the extremal surface. In the limit Δ → 0 the streamline curve becomes more
and more tangent to the surface meaning that with Δ → 0 also l → 0. In addition to
the isocontours of the normalized joint pdf, the curve of the conditional mean velocity
diﬀerence (dashed line) is shown. Based on Bayes’ theorem we decompose the joint
pdf into the marginal pdf and the conditional pdf, c.f. (5.1) to obtain by integration
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Figure 7.7.: Joint pdf of the arclength and the velocity diﬀerence of streamline segments
P˜ (l˜, Δ˜) from DNS case 2.
˜〈Δ|l〉 =
∫ ∞
−∞
Δ˜P˜c(Δ˜|l˜)dΔ˜, (7.41)
which is nothing else than the ﬁrst order structure function. This quantity is of special
interest, as it showed up as an unclosed quantity in the modeling of the normalized
marginal pdf, cf. eq. (7.27). The curve displays the characteristic shape already dis-
cussed in the context of dissipation elements by Wang & Peters (2006, 2008b) and
Schaefer et al. (2010b), gradient trajectories, cf. Wang (2009), Gampert et al. (2011)
and Gampert et al. (2012) and streamline segments, cf. Schaefer et al. (2012a) which
yields an overall compression of small streamline segments up to a value of l˜ ≈ 1 and
a stretching of larger segments.
Figure 7.7 and 7.8 show the two obtained normalized joint pdfs from DNS case 2 and
3, respectively. We ﬁrst note that despite the diﬀerence in the Reynolds number as
well as case 2 being decaying turbulence while case 3 is forced, no apparent diﬀerences
are obvious from ﬁrst sight. Both joint pdfs display the two ’wing’ character with
the one corresponding to negative segments being compressed towards smaller length
scales. Both conditional mean velocity diﬀerences are ﬁrst negative and then rise with
an almost linear slope towards positive values. Both joint pdfs based on the DNS cases
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Figure 7.8.: Joint pdf of the arclength and the velocity diﬀerence of streamline segments
P˜ (l˜, Δ˜) from DNS case 3.
display only one distinct maximum (as opposed to two for the numerical model) which
lies on the line Δ˜ = 0 and is possibly due to numerical inaccuracies which occur during
the integration of eq. (3.1) for very small l which are not well resolved any more. This
yields a smearing of the theoretically two distinct maxima into one. For case 2 the
location of the maximum is l˜ ≈ 0.26 with a value of approximately 2.46 while for case
3 it is l˜ ≈ 0.20 with a value of 2.36. A ﬁrst comparison based on the contour plots
reveals no distinct diﬀerences between the two normalized joint pdfs thus indicating
that with this normalization they seem to be quasi Reynolds number independent. In
addition, the assumption that the large scale diﬀerences in decaying turbulent ﬂows
and forced ones are not apparent on the scales considered here given the Reynolds
number is large enough which seems to be the case. A ﬁrst comparison of the solution
with the numerical model shows good agreement in the overall shape and tendencies of
the asymmetry. In addition, the position of the maxima as well as the value is almost
the same. However, slight diﬀerence are obvious when comparing the upper right hand
side of the tip of the positive ’wing’ which in the DNS is slightly ﬂatter indicating an
even stronger stretching towards larger values of l˜. On the other hand the slightly
diﬀerent form of the negative ’wing’ is well captured in the model joint pdf.
As contour plots tend to be misleading and a better judgment of the accuracy of the
proposed model can only be made by looking at lines plots, ﬁgure 7.9 shows the nor-
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Figure 7.9.: Comparison of the normalized ﬁrst conditional moment˜〈Δ|l〉 from DNS case 2
and 3 with the model solution.
malized conditional mean strain rate˜〈Δ|l〉 obtained by integration following eq. (7.41).
An expansion of the ﬁrst order moment at the origin for small values of l has revealed
that it should start oﬀ cubic, cf. eq. (6.36). In the context of this model, the ﬂat start
can be explained by looking at the drift terms in phase space. In the limit l˜ → 0 these
are symmetric in l˜ as well as in Δ˜, so that the positive contribution to the conditional
mean and the negative one must be equal yielding a horizontal line up to scales where
the asymmetry becomes relevant. The average compression of negative segments yields
due to length conservation more smaller negative than positive segments so that the
ﬁrst moment becomes negative. However, as
〈Δ˜〉 =
∫ ∞
0
P˜ (l˜)˜〈Δ|l〉dl˜ = 0, (7.42)
the negative part whose minimum occurs at roughly l˜ ≈ 1.1 with a value of˜〈Δ|l〉 ≈
−0.2 needs to be compensated by a positive part where the zero crossing occurs at
l˜ ≈ 1.8. A comparison of the two diﬀerent Reynolds numbers shows a slight decrease
of the positive slope with increasing Reynolds number while the model lies in between
cases 2 and 3.
By integration over l˜ we obtain from the joint pdf the normalized marginal pdf P˜ (Δ˜)
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Figure 7.10.: Comparison of the normlized marginal distribution of P˜ (Δ˜) from DNS case 2
and 3 with the model solution.
which is shown in a semi-logarithmic plot for the two DNS cases as well as for the
model in ﬁgure 7.10. The curves for the two DNS cases collapse almost perfectly thus
not showing any large dependence on the Reynolds number. The model follows the
DNS closely up to values of Δ/σ ≈ 3.5 on the positive side and Δ/σ ≈ 3.0 on the
negative side. Both the DNS cases as well as the model display exponential tails of the
marginal pdf which, however, display a diﬀerent slope that is slightly underpredicted
by the model. The reason for these deviations most likely lies in the expressions chosen
for the drift velocity in Δ direction. Especially the a-priory complicated pressure term
might have a residual dependence on the length l which has been neglected in the
modeling.
Finally, let us compare cuts through the normalized conditional pdfs P˜c(Δ˜|l˜). Figure
7.11 shows three cuts at diﬀerent locations l/lm = 0.5, l/lm = 1.5 and l/lm = 2.0 in
semi-logarithmic axes. At all three locations the model is in very good agreement with
the DNS data with the collapse becoming better for larger l˜. In addition, as expected
from the above discussion, the two curves form the diﬀerent DNS cases collapse almost
perfectly at all three instances. The model captures well the asymmetry becoming
apparent for larger separation distances l˜ where the value of the maximum of the
negative branch of the pdfs is lower than the one of the positive branches. The model
also describes the decay of the conditional pdf towards zero for Δ˜ → 0 for larger values
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Figure 7.11.: Comparison of cuts through the normalized conditional pdf P˜c(Δ˜|l˜) from DNS
case 2 and 3 with the model solution.
of l˜ which is reminiscent of the separation of the two wings from the l-axis visible in
the joint pdfs in ﬁgures 7.7 and 7.8.
7.5. Kinematics of Streamline Segments and the Skewness of
Longitudinal Velocity Gradients
Wang (2010) analyzed the negative skewness of the pdf of the velocity gradient in tur-
bulent ﬂow ﬁelds in the context of streamline segments. Based on volume weighted
(note again that in the current work the volume weighting has been removed to analyze
purely geometrical properties such as the length l) statistics of positive and negative
streamline segments, he calculated the mean skewness contribution from positive and
negative streamline segments and concluded that to a large extent the negative skew-
ness of the longitudinal velocity gradient in a Cartesian frame stems from negative
streamline segments. If the velocity signal is segmented along a one-dimensional array
(streamlines or Cartesian xi direction) according to local extrema of the signal then
it follows naturally that within positive segments the gradient is positive, while it is
negative within negative ones. If the gradient is negatively skewed, then the following
inequality (which can be viewed as a surrogate of the deﬁnition of the skewness) holds
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| 〈us|us > 0〉 |<| 〈us|us < 0〉 | . (7.43)
Basically, eq. (7.43) means that the absolute value of the mean of the sub-ensemble of
negative gradients is larger than the one of positive gradients. Dividing both sides of
eq. (7.43) by the total number of points N = N+ + N− of the ensemble, where N+
(N−) denote the number of grid points along the array where the gradient is positive
(negative), we can express eq. (7.43) by means of the standard pdf of the gradient
P (us), cf. ﬁgure 3.4, as
|
∫∞
0
|us|P (us)dus
N+
|<|
∫ 0
−∞ |us|P (us)dus
N−
|, (7.44)
from which we deduce
l−m
l+m
=
N+
N−
<
∫∞
0
|us|P (us)dus∫ 0
−∞ |us|P (us)dus
. (7.45)
where the ﬁrst equality is due to the fact that the number of grid points within a given
segment is (for a homogeneous Cartesian grid) directly proportional to its length so that
the total number of grid points of positive (negative) segments is directly proportional
to the mean length of positive (negative) segments. However, as the total mean of
the gradient (for homogeneous ﬁelds) is equal to zero, i.e. 〈us〉 = 0, it follows that∫∞
0
|us|P (us)dus =
∫ 0
−∞ |us|P (us)dus so that we ﬁnally have
l−m
l+m
< 1, (7.46)
which only in the limit of zero skewness becomes an equality. The ratio of the two mean
length scales of positive and negative streamline segments can also be determined from
the solution of the model equation, yielding
l−m
l+m
=
∫ 0
−∞
∫∞
0
l˜P˜ (l˜, Δ˜)dl˜dΔ˜∫∞
0
∫∞
0
l˜P˜ (l˜, Δ˜)dl˜dΔ˜
= f(CΔ), (7.47)
where in the context of the model the ratio is only a function of the modeling constant
CΔ. For CΔ = 0 we regain the unskewed case whereas for 0 < CΔ < 1 the real turbulent
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Table 7.3.: Statistical values of streamline segments from the two diﬀerent DNS cases.
DNS case 1 2 Model
Flow type Decaying Forced -
No. of grid cells 10243 10243 -
Reynolds number Reλ 116 206 ∞
Mean length all lm 0.047 0.078 -
Mean length positive l+m 0.050 0.083 -
Mean length negative l−m 0.043 0.073 -
Ratio pos. to neg. l−m/l+m 0.860 0.879 0.909
Neg. volume fraction V−/V 0.470 0.471 0.476
Pos. volume fraction V+/V 0.530 0.529 0.524
Skewness S = 〈u3s 〉/〈u2s 〉3/2 -0.462 -0.461 -0.5991
Ratio of time scales τ+/τ− 1.18 1.17 1.62
Ratio of velocity scales σ/urms 0.632 0.556 -
case is modeled. As the skewness is quasi-independent of the Reynolds number of the
turbulent ﬂow in the limit of large Reynolds numbers, this suggests that CΔ as the
only parameter introducing an asymmetry in the model should also be independent
of the Reynolds number and thus be a universal model constant. Table 7.3 shows the
values of lm, l
+
m, l
−
m and their ratios from the two DNS cases as well as the ratio (the
individual values cannot be predicted by the normalized model equation) determined
by the model. In addition, the table shows the compressive volume fraction (calculated
as the fraction of space in which instantaneously us > 0) and expansive volume fraction
(calculated as the fraction of space in which instantaneously us < 0).
A comparison of the DNS cases shows that the ratio of the negative to the positive
mean length increases marginally with the Reynolds number with the model solution
being slightly larger than the largest Reynolds number case in line with the fact that
the model has been formulated in the limit of inﬁnite Reynolds number. The fraction of
space that is instantaneously compressed (V −/V ) and the part that is instantaneously
stretched (V +/V ) is constant for both Reynolds numbers and the model predicts values
very close to those obtained from DNS. The skewness of the gradient us in streamline
direction is also given and turns out to be almost a constant for both cases so that one
can assume that the high Reynolds number limit of the gradient skewness has been
attained in the simulations.
The table also shows the ratio of the two conditional time scales introduced for the
modeling of the drift in Δ-direction. The ratio of the positive to the negative time scale
is larger than one with the two values obtained from DNS being almost independent
of the Reynolds number and smaller than the value obtained from the model.
1Note that here we used Smodel = 〈(Δ/l)
3〉/〈(Δ/l)2〉3/2.
8. Summary
In this thesis the structure of diﬀerent turbulent ﬂow ﬁelds obtained from DNS have
been analyzed based on streamlines and their geometrical features. First, streamlines
are viewed as parametrized space curves which can be characterized by two scalar ﬁelds,
namely torsion and curvature. The curvature ﬁeld characterizes not only the local
geometry of neighboring streamlines but also the one of the inﬁnitesimal surface locally
perpendicular to the streamline which corresponds to a streamtube. The statistical
analysis of these diﬀerent curvature ﬁelds which are connected to each other by the
convective term of the Navier-Stokes equations yields that their variance scales with the
inverse of the square of the Taylor microscale. In addition, the analysis of the pdfs of
the curvature ﬁelds display pronounced algebraic tails extending to very large values of
curvature which correspond to length scales much smaller than the Kolmogorov scale.
The scaling of these tails can be explained by the presence of stagnation points in the
ﬂow ﬁeld where locally the curvature of streamlines diverges. Streamlines are further,
as they are a-priori inﬁnitely long, partitioned in segments based on local extrema
of the absolute value of the velocity ﬁeld along the streamline so that within these
segments the velocity varies monotonically. To characterize streamline segments two
parameters are introduced, namely their length and the velocity diﬀerence at the end
points. The latter deﬁnes by its sign if a segment is called positive or negative.
It is shown that all end points deﬁne an extremal surface which divides space into
two distinct regions where within one part locally the ﬂow ﬁeld along the streamline is
accelerated while in the other part it is decelerated. The surface not only contains all
the end points of streamline segments, but also those of dissipation elements based on
the instantaneous kinetic energy ﬁeld. This creates an intimate link between dissipation
elements and streamline segments. The surface also contains all stagnation points of
the ﬂow ﬁeld which are absolute minima of the instantaneous kinetic energy ﬁeld. A
local expansion in the vicinity of a stagnation point shows that the surface is always
a degenerated quadric, namely a cone where two folds touch each other. As the end
points of streamline segments lie in this surface, its motion also determines the slow
compression and stretching of streamline segments, which is described by a level-set
approach derived based on the Navier-Stokes equations.
Based on the two parameters, the DNS data is analyzed statistically by means of
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the joint pdf of the length and the velocity diﬀerence which gives, similar to standard
two-point analyses, access to length scale dependent information of the velocity ﬂuc-
tuations. The analysis reveals that due to the kinematic stretching and compression
of positive and negative streamline segments, the mean length of negative ones is on
average shorter than the mean length of positive ones. A normalization with the overall
mean length yields a very good collapse of the marginal pdf of the length for diﬀerent
Reynolds numbers and ﬂow conﬁgurations. Further, the two-point velocity diﬀerence
displays a scaling with the separation distance that is diﬀerent from the K41 hypothe-
ses. A more detailed analysis yields a 2/3 rather than a 1/3 scaling with the separation
distance.
Due to their non-local nature, streamline segments are subject to fast and slow
changes during their temporal evolution. This is analyzed by means of Lagrangian
particles which serve as starting points in the ﬂow ﬁeld. The analysis reveals the pres-
ence of the slow and fast changes of which the latter are characterized by a reconnection
and a cutting frequency. Based on these observations, a model equation for the pdf of
the length of streamline segments is proposed. In the model, the slow changes translate
into convective terms in phase space, while the fast ones are modeled as a Poisson cut-
ting/reconnection process. It is shown that the Reynolds number independent model is
in good agreement with the DNS data. The only parameter needed to reconstruct the
speciﬁc pdf of a turbulent ﬂow with the model is the mean length. To this end a theo-
retical scaling with the geometric mean of the Taylor microscale and the Kolmogorov
scale is proposed and found to be in good agreement with the DNS data.
Finally, the marginal pdf model is extended to a joint pdf model including the velocity
diﬀerence. It is made use of the fact that within the segment the velocity ﬁeld varies
monotonically so that it can on average be expanded in a Fourier series. It is shown
that already the ﬁrst term in the expansion is in very good agreement with the mean
proﬁle. This, in combination with the marginal pdf model for the length, yields a model
which is in good agreement with the DNS data and reproduces well the asymmetry
of positive and negative streamline segments. In this context the relationship between
asymmetry and the negative skewness of longitudinal velocity gradients in turbulent
ﬂow ﬁelds is discussed and it is found that the two are intimately related.
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A. Appendices
A.1. The Evolution Equation for the Extremal Surface
In the following we will lay out the steps to obtain eq. (4.15) from the Navier-Stokes
equations
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
+ ν
∂2ui
∂x2j
. (A.1)
Introducing ui = uti into Eq. (A.1) and multiplying with ti yields
titi
∂u
∂t
+ uti
∂ti
∂t
+ utitj
(
u
∂ti
∂xj
+ ti
∂u
∂xj
)
= −ti ∂p
∂xi
+ νti
∂2uti
∂x2j
. (A.2)
With titi = 1 we note that ti∂ti/∂xj = 0 as well as ti∂ti/∂t = 0. In addition, we denote
with ti∂/∂xi = ∂/∂s the gradient in streamline direction and obtain
∂u
∂t
+ u
∂u
∂s
= −∂p
∂s
+ ν
(
∂2u
∂x2j
+ uti
∂2ti
∂x2j
)
. (A.3)
The last term on the r.h.s. of Eq. (A.3) can be rewritten with
ti
∂2ti
∂x2j
= − ∂ti
∂xj
∂ti
∂xj
= −
(
∂ti
∂xj
)2
, (A.4)
and
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(
∂ti
∂xj
)2
= u−4
(
u
∂ui
∂xj
− ui ∂u
∂xj
)2
= u−4
[
u2
(
∂ui
∂xj
)2
− 2uui ∂ui
∂xj
∂u
∂xj
+ u2
(
∂u
∂xj
)2]
= u−2
[(
∂ui
∂xj
)2
−
(
∂u
∂xj
)2]
,
(A.5)
as
νuti
∂2ti
∂x2j
= νu−1
[(
∂ui
∂xj
)2
−
(
∂u
∂xj
)2]
, (A.6)
so that we ﬁnally obtain
∂u
∂t
= −u∂u
∂s
− ∂p
∂s
+ ν
(
∂2u
∂x2j
)
+ νu−1
[(
∂u
∂xj
)2
−
(
∂ui
∂xj
)2]
. (A.7)
Note that Eq. (A.7) has already been derived in a similar form by Wang Wang (2010).
Application of ∂/∂s on Eq. (A.7) and introduction of us ≡ ∂u/∂s yields
∂
∂s
∂u
∂t
+ u
∂us
∂s
=− u2s −
∂2p
∂s2
+ ν
∂
∂s
(
∂2u
∂x2j
)
+ νu−1
∂
∂s
[(
∂u
∂xj
)2
−
(
∂ui
∂xj
)2]
− ν us
u2
[(
∂u
∂xj
)2
−
(
∂ui
∂xj
)2]
.
(A.8)
Only under the assumption that the term labeled two in Eq. (4.13) is negligible on the
surface we can write
∂
∂s
∂u
∂t
=
∂us
∂t
, (A.9)
so that we ﬁnally obtain Eq. (4.15) where we have set us = 0
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∂us
∂t
+ ui
∂us
∂xi
= −∂
2p
∂s2
+ νu−1
∂
∂s
[(
∂u
∂xi
)2
−
(
∂ui
∂xj
)2]
+ ν
∂
∂s
(
∂2u
∂x2i
)
. (A.10)
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A.2. Steady State Relation of the Cutting to the Reconnection
Frequency
As has already been shown by Wang (2008) for the case of dissipation elements, we
will show in the following that the cutting and reconnection frequency of the 1D model
equation are uniquely linked to each other in a steady state situation. To this end let
us integrate the normalized transport equation eq. (7.10) for the length of streamline
segments to obtain for the diﬀerent terms
∫ ∞
0
∂P˜ (x˜, τˆ)
∂τˆ
dx˜ = 0∫ ∞
0
∂
∂x˜
[
(a˜1(x˜)− x˜
τlma∞
)P˜ (x˜, τˆ)
]
dx˜ = −
∫ ∞
0
∂
∂x˜
(
−cl,ν P˜
x˜
)
dx˜ = cl,ν
P˜
x˜
= cl,ν
∂P˜
x˜
|x˜→0 = Λa∫ ∞
0
1
2
∂2
∂x˜2
[
a˜2(x˜)P˜ (x˜, τˆ)
]
dx˜ = 0
2Λc
∫ ∞
0
∫ ∞
0
P˜ (x˜+ z˜, τˆ)dz˜dx˜ = 2Λc
−Λc
∫ ∞
0
x˜P˜ (x˜, τˆ)dx˜ = −Λc
2Λa
∫ ∞
0
∫ x˜
0
y˜
x˜
P˜ (x˜− y˜, τˆ)P˜ (y˜, τˆ)dy˜dx˜ = Λa
−2Λa
∫ ∞
0
P˜ (x˜, τˆ)dx˜ = −2Λa
(A.11)
Based on the balance of eq. (7.10) we thus obtain that 2Λa = Λc.
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A.3. Numerical Treatment of Field Variables
In the context of the analysis of geometries in turbulent ﬁelds, one has regularly to deal
with derivatives of complicated ﬁeld variables, such as unity normal vectors, curvatures
etc.. The highest accuracy of these derivatives is achieved when they are computed in
wavenumber space which is however often not possible due to the structure of these
ﬁelds (which are periodic but may not be steady due to absolute values). However, these
ﬁelds can always be decomposed in such a way, that the derivative can be expressed
in terms of derivatives of simpler ﬁeld variables. Some of these decompositions which
may be cumbersome to work out, are summarized in the following.
The gradient of the absolute value ﬁeld u = (ujuj)
1/2:
∂u
∂xi
= tj
∂uj
∂xi
. (A.12)
The gradient of the unit tangent vector tj = uj/u:
∂tj
∂xi
=
1
u
(
∂uj
∂xi
− tjtk ∂uk
∂xi
)
. (A.13)
The gradient of a surface unit normal vector: nj =
∂φ
∂xj
/| ∂φ
∂xj
| = ∂φ
∂xj
/|∇φ|,
where φ denotes any scalar ﬁeld. Let us ﬁrst derive an expression of the gradient of
the absolute value of the gradient which we deﬁne as
|∇φ| =
(
∂φ
∂xk
∂φ
∂xk
)1/2
, (A.14)
yielding
∂|∇φ|
∂xi
= nk
∂2φ
∂xkxi
, (A.15)
which can now be used in the derivation of the gradient of the surface normal vector
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∂nj
∂xi
=
1
|∇φ|
(
∂2φ
∂xixj
− nj ∂|∇φ|
∂xi
)
=
1
|∇φ|
(
∂2φ
∂xixj
− njnk ∂
2φ
∂xkxi
)
.
(A.16)
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