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Samenvatting
“Het is onmogelijk niet te communiceren.”
– Paul Watzlawick
De dag van vandaag is digitale communicatie alomtegenwoordig en maakt
ze een groot deel uit van eenieders leven. Digitale communicatie houdt in dat
de over te brengen informatie eerst wordt omgezet naar digitale data, zoals bits.
Steeds meer toestellen per persoon worden aangesloten op het internet, bijvoor-
beeld digitale televisie decoders, smartphones, smart TVs, tablets, sporthor-
loges, digitale weegschalen... Kortom het internet is overal. Daardoor is er een
vraag naar steeds meer bandbreedte wat overeenkomt met het verzenden en
ontvangen van meer data per tijdseenheid. Ook het stijgend aantal toepassin-
gen die communiceren over het internet, zoals radio and video streaming, en de
stijgende video en audio kwaliteit zorgen ervoor dat het dataverkeer toeneemt.
In dit doctoraatsonderzoek hebben we ons hoofdzakelijk gefocust op het
toegangsnetwerk tot het internet. Dit toegangsnetwerk treedt op als bottleneck
voor de bereikbare toegangssnelheid. Al vele jaren spreekt men over de fiber-
to-the-home (FTTH) connectie die elke huis rechtstreeks via onzettend snelle
glazvezel met het glasvezel kernnetwerk verbindt. Maar in België en vele an-
dere landen in Europa (Portugal is de enige uitzondering) bestaat enkel het
xvii
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kernnetwerk uit glasvezel. De eindgebruiker is ermee verbonden via een toe-
gangsnetwerk van koperen kabels, zoals coaxkabel of telefoonkabel bestaande
uit getwiste paren, soms gevolgd door een draadloos toegangsnetwerk, zoals Wi-
Fi of 4G. Ons onderzoek concentreert zich op het verzenden over telefoonkabel,
namelijk de DSL lijn, en Wi-Fi. De reden waarom de installering van het FTTH
netwerk uitblijft, is de uitzonderlijk hoge kost die gepaard gaat met het uitrollen
van de glasvezelkabels, meer specifiek voor de nodige wegenwerken, het open-
leggen van voetpaden en opritten,... Momenteel wordt de kost gespreid over
meerdere jaren en is er een graduele uitrolling van glasvezel bezig. Daardoor
wordt het stuk koper of het toegangsnetwerk dat de eindverbruiker verbindt
met het glasvezel kernnetwerk wel steeds korter. Het kortere toegangsnetwerk
brengt verschillende opportuniteiten met zich mee. Op een kortere koperdraad
is de verzwakking van de hogere frequenties lager en doordoor kan er een grotere
bandbreedte worden gebruikt dan voorheen.
Doorgaans liggen de kabels die buren in eenzelfde straat bedienen naast
elkaar in een binder. Doordat de kabels dicht bij elkaar liggen treedt er vaak
overspraak op, dit wil zeggen dat het signaal afkomstig uit de ene kabel in-
terfereert met het signaal in de andere kabels. Voor lage frequenties is deze
overspraak meestal klein, maar voor de hogere frequenties kan het voorkomen
dat de overspraak, afkomstig van de andere kabels in de binder, sterker is dan
het rechtstreeks of oorspronkelijk signaal. Dit kan worden opgelost met een
techniek die precoding heet. We bekijken twee soorten precoding, nl. lineaire
en niet-lineaire. Ons doel is om een zo hoog mogelijke bitsnelheid te halen bin-
nen bepaalde vooropgelegde limieten in vermogen. Om dit te bereiken hebben
we twee algoritmes voorgesteld, namelijk het column-norm scaling (CNS) al-
goritme en het extended Zanatta-Filho (EZF) algoritme, die de bits verdelen
over de beschikbare dragers op zo een wijze dat er met het beschikbaar ver-
mogen zoveel mogelijk bits worden verstuurd. Dit is niet voor de hand liggend
omdat bits alloceren op een drager voor een bepaalde gebruiker gevolgen heeft
op de andere tonen en voor de andere gebruikers (zijn buren) omwille van de
overspraak.
Natuurlijk willen we dat de verzonden bits correct aankomen bij de ont-
vanger en dat de ontvangen informatie overeenkomt met wat verstuurd was.
Het optreden van bitfouten wordt veroorzaakt door witte ruis en impuls ruis
op de koperkabel. Op het draadloos netwerk kan het signaal verzwakt wor-
den door het optreden van fading. Dit alles bemoeilijkt het detecteren van de
bits. Om binnen zulke omstandigheden toch op een betrouwbare manier in-
formatie te verzenden, beschouwen we verschillende foutcorrigerende codes en
retransmissieprotocols om de verzonden data te beschermen en analyseren hun
prestatie.
Op de DSL lijn kunnen we concluderen dat het gebruik van de niet-lineaire
precoder resulteert in hogere bitsnelheden dan de lineaire precoder. Daarnaast
prefereren we het CNS bitallocatie algoritme boven het EZF algoritme, ook al
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halen we er iets lagere bitsnelheden mee, de bitverdeling gebeurt aan een veel
lagere rekencomplexiteit. Bovendien halen we voordeel uit het toevoegen van
error controle aan ons systeem in vergelijking met ongecodeerde transmissie.
Low-density parity-check (LDPC) codes halen het van de andere vooropgestelde
beschermingsstrategieën (trellis-coded modulation (TCM), de opeenvolging van
TCM met byte interleaver en RS code). We bekomen de hoogste bitsnelheden
met de LDPC codes van hoge coderate, i.e. R = 5/6, 16/18 en 20/21, waarbij
het afhangt van het niveau van impulsruis welke coderate verkozen wordt.
Ook de toepassing van retansmissieprotocols bevordert de connectiesnelheid.
Het vernietigende effect van het occasioneel optreden van impulsruis wordt ver-
holpen door gebruik van selective-repeat automatic-repeat-request (SR-ARQ);
pakketten die verloren zijn worden opnieuw verzonden. In de afwezigheid van
impulsruis halen we een klein bitsnelheidsvoordeel bij de mogelijkheid tot één
retransmissie. Indien er wel impulsruis optreedt, halen we een serieus voordeel
in bitsnelheid indien een maximum van 4 retransmissies is toegestaan.
In het geval van draadloze communicatie wordt de betrouwbaarheid ver-
hoogd door een hogere diversiteit. Dit wil zeggen dat verschillende versies van
het zelfde bericht de ontvanger bereiken via verschillende paden. Diversiteit
kan verkregen worden door gebruik te maken van multiple-input multiple-output
(MIMO) systemen, wat overeenkomt met meerdere zend- en ontvangstantennes,
in combinatie met orthogonale spatio-temporele blokcodes (OSTBCs) en door
het gebruik van SR-ARQ. Beide systemen brengen kosten met zich mee, namelijk
respectievelijk een hardware kost bij een toename van het aantal antennes, en de
kost van een groter buffergeheugen. Een afweging kan gemaakt worden tussen
beide technieken om de vereiste diversiteit te bereiken.
We beëindigen dit proefschrift met een samenvatting van de belangrijkste
resultaten en stellen enkele onderwerpen voor om dit onderzoek verder uit te
breiden, zoals Hybrid ARQ en Raptor codes.
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Summary
“One cannot not communicate.”
– Paul Watzlawick
Nowadays digital communication is ubiquitous and largely present in ev-
eryone’s lifes. Digital communications implies that prior to transmission, the
information to be transferred is converted to digital data, like bits. More and
more devices per user are connected to the internet, e.g., digital television de-
coders, smart phones, smart TVs, tablets, sport watches, digital scales,. . . To
put it briefly, the internet is everywhere. This causes an increase for ever more
bandwidth, corresponding to the transmission and reception of more data per
time unit. Also the growing number of applications that communicate over the
internet, like radio and video streaming, and the increasing quality of audio and
video make that the data traffic increases.
In this dissertation, we are mainly focused on the access network to the
internet. This access network serves as a bottleneck to the achievable access
speed. Already for many years, fiber-to-the-home (FTTH) is mentioned as the
link that connects every house directly via immense fast fiber to the fiber core
network. But in Belgium and many other countries in Europe (Portugal is the
only exception), only the core network consists of fiber links. The end user is
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connected to it through an access network consisting of copper cables, like coax
and twisted-pair telephone-cable, sometimes followed by a wireless access net-
work like Wi-Fi or 4G. The reason for the delay of the FTTH network installa-
tion is the exceptional high costs associated with deployment of the fiber cables,
i.e. the required roadworks, breaking up pavements and driveways,. . . Currently,
this cost is spread over several years and there is a gradual deployment of fiber.
This makes that the copper link that connects the end user with the fiber core
network, is getting shorter. The shorter access network has several opportuni-
ties. The higher frequencies are less diminished and this lets us use a larger
bandwidth than before.
Usually cables that serve neighbours in a single street are co-located in a
binder. The presence of nearby cables in the binder causes the occurrence of
crosstalk. This means that the signal from one cable interferes with the signal
in the other cables. Crosstalk is usually small at the lower frequencies. At the
higher frequencies, it is possible that the crosstalk originating from the other
cables in the binder, is stronger than the original signal. This crosstalk can
be canceled by applying a technique called precoding. We consider both linear
and non-linear precoding. We target a maximization of the bit rate, subject
to power limitations. To achieve this, we propose two bitloading algorithms,
i.e. the column-norm scaling (CNS) algorithm and the extended Zanatta-Filho
(EZF) algorithm, that allocate the bits on the available tones such that as
many bits as possible are transmitted with the available power. This is not at
all obvious, as allocating bits on one tone has consequences for the other tones
and users (his neighbours) due to the crosstalk.
Of course, it is desired that the transmitted bits reach the receiver without
errors and that the received information matches with what was transmitted.
The occurrence of bit errors is caused by white noise and impulsive noise on the
copper cable. On the wireless channel, the signal might be distorted due to the
occurrence of fading. All this complicates the detection of the bits. To be able
to reliably transmit information in these circumstances, we consider different
error correcting codes and retransmission protocols to protect the transmitted
data and we analyze their performance.
On the DSL line, we conclude that the use of the non-linear precoder results
in higher bit rates than the linear precoder. Furthermore, we prefer the CNS
algorithm above the EZF algorithm. Although, it achieves a minor lower bit
rate, the algorithm runs at a major computation complexity reduction. More-
over, we obtain advantage from the addition of error control to our system as
compared to uncoded transmission. Low-density parity-check (LDPC) codes
beat the other proposed protection strategies (trellis-coded modulation (TCM),
the concatenation of TCM with byte-interleaver and RS code). We achieve the
highest bit rates with the LDPC codes of higher rate, i.e. R = 5/6, 16/18
en 20/21, where it depends on the level of impulsive noise which code rate is
preferred.
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Also, the application of retransmission protocols improves the connection
speed. The destroying impact of the occasional occurrence of impulsive noise
is tackled by the use of selective-repeat automatic-repeat-request (SR-ARQ);
lost packets are retransmitted. In the absence of impulsive noise, we obtain a
small increase in bit rate by the allowance of one retransmission. If impulsive
noise is present, a huge advantage is possible in bit rate if a maximum of 4
retransmissions is allowed.
In the case of wireless communication, the reliability is increased by a higher
diversity. This implies that different replicas of the same message reach the
destination through different paths. Diversity can be obtained by the use of
multiple-input multiple-output (MIMO), which corresponds to several send and
receive antennas, in combination with orthogonal space-time block codes (OS-
TBCs) and through the use of SR-ARQ. Both systems come with a cost, i.e.
respectively a hardware cost associated with an increase of antennas and the cost
of a larger retransmission buffer. A trade-off exists between both techniques, in
order to achieve the required diversity order.
We finish this dissertation with a concluding summary of the most important
results and propose some subjects for future research, such as Hybrid ARQ and
Raptor codes.
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2
1
Introduction
In this dissertation, we study the effect of error protection strategies and pre-
coding techniques on the error performance and quality of service of the end
application. We present some bitloading algorithms to maximize the error free
throughput. This doctoral thesis consists of two separate although related parts.
In the first part, we consider transmission over DSL channels and examine
which precoding and protection strategy is preferred to obtain the highest pos-
sible throughput. In the second part, the topic is shifted to the transmission of
video over an indoor wireless channel subject to Rayleigh fading.
In Section 1.1, we give some background on the notion ’digital communica-
tion system’. Section 1.2 gives the motivation for this work and the outline of
this thesis is presented in Section 1.3.
1.1 Background
In a digital communication system, a transmitter wants to transmit information
bits over a transmission medium to a receiver as visualized in the block diagram
in Figure 1.1. The information bits may originate from an analog or digital
3
1. INTRODUCTION
Transmitter 
Transmission 
Medium 
Receiver 
information bits 
retrieved 
information bits 
Figure 1.1: Block diagram of a general digital communication system.
source, and from any kind of application such as a website, a music station, a
video game, telephone or e-mail. In the case of a telephone call, the voice comes
typically from an analog source (a human) and is converted to information
bits by an analog to digital converter (ADC). Also the transmission medium
or channel can be of all kinds; e.g., the twisted-pair telephone line, coax cable,
fiber, satellite connection, Wi-Fi network,... Our work is focused on two of these
channels; i.e. the twisted-pair telephone line in Part I and the Wi-Fi network
in Part II of this dissertation.
The transmitter transforms the information bits into a physical signal (e.g.,
optical signal, electromagnetic signal,...) that needs to be transmitted over the
channel. The receiver observes the physical signal at the output of the channel,
tries to reconstruct the information bits and outputs them to the application.
On the channel, several sources of distortion may disturb the transmitted sig-
nal, like interference from other signals and noise. Therefore, the signal at the
receiver side is likely to differ from the original transmitted signal. In this way,
it is possible that the recovered information bits at the receiver are not equal
to the original information bits at the transmitter.
In a good communication system, the system is designed so that with high
probability the recovered information bits equal the original transmitted bits.
Various techniques can be applied. For example, redundancy can be added to
the transmitted information bits, so that, in spite of some erroneous bits at the
receiver, the information bits can still be recovered (forward error correction
(FEC)). Also retransmissions may be scheduled if the received bits are detected
to be erroneous (automatic repeat request (ARQ)); the transmitter sends after
notification a new copy of the original transmitted information bits.
Of course, transmitting information requires energy. An increase of power
improves the received signal quality. But increasing the transmission energy is
not always desirable, as it causes the transmitted signal to interfere more with
other signals, and using less power is considered beneficial in a "green" world.
Also, the transmit power of wireless communications is subject to regulations
designed to limit the exposure to protect the public health. We want to use the
transmission medium as efficient as possible; i.e., to achieve the required QoS
with the least possible transmit energy.
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1.2 Motivation
Prediction states that IP traffic will grow with 23 % from 2014 to 2019 [1].
Clearly, the bit rate demand is still increasing fast. The average number of
devices per user grows, and expected is a growth in especially IP traffic from
other devices than PCs; i.e. smartphones, TVs, tablets,...
Already many years ago, fiber-to-the-home (FTTH) was mentioned as the
next very high-speed (speed of several Gbps) internet connection as fiber can
carry data at very high speed over large distances. But due to the excessive
costs that are needed to install fiber into all homes (breaking open pavements
and driveways, road works,...), the fiber installation is spread over a longer
time period and the deployment is gradually. The current broadband network
infrastructure consists mainly of a fiber aggregation network with a copper ac-
cess network that connects the end user with the fiber termination. The access
network is the bottleneck to the achievable bit rate that the end user experi-
ences. Thanks to the gradual deployment of fiber in the network, the access
network becomes shorter and shorter and new challenges and opportunities to
employ the channel become available. The shorter copper loop allows to use a
higher bandwidth, so that new techniques can be applied to efficiently exploit
the increased bandwidth.
In the second part of this thesis, we deal with a different challenge but use
similar techniques as in the first part. Transmission over a wireless channel is
subject to fading which may cause bursts of erroneous bits if a deep fade arises.
The transmission of video, more specifically high definition television (HDTV)
must meet severe restrictions on latency and only a limited number of visual
distortions per time interval is allowed, in order to satisfy the required quality
of service (QoS).
1.3 Outline
This dissertation is organized as follows.
Chapter 2 presents some general and basic concepts of forward error correction
schemes and automatic repeat request protocols.
Part I
Chapter 3 gives an introduction on the transmission over the DSL channel. It
gives an overview of the history of DSL and discusses two sources of noise from
which transmission over DSL suffers.
Chapter 4 describes the system model as it is used throughout Part I of this
thesis. A mathematical description of the system with crosstalk is provided,
and the different precoding techniques to deal with this crosstalk are presented.
Furthermore, the reader will find in this chapter an overview of the constellation
5
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types used and a statistical model for the impulsive noise.
Chapter 5 investigates the error performance with linear and nonlinear pre-
coding for uncoded transmission and various types of coded transmission.
Chapter 6 presents two bitloading algorithms for linear and nonlinear precod-
ing under simultaneous aggregate transmit power and power spectral density
constraints.
Chapter 7 provides the resulting error free throughputs for the system without
impulsive noise and application of the different precoders, bitloading algorithms
and coding schemes and concludes how the system should be designed in the
absence of impulsive noise.
Chapter 8 extends the results from Chapter 7 by including impulsive noise,
and concludes which error protection scheme is preferred in presence of impul-
sive noise.
Part II
Chapter 9 analyzes application layer ARQ for the protection of video packets
over an indoor MIMO-OFDM link with correlated block fading. We examine
a suitable form of error control to protect video packets against losses and to
maintain a sufficient quality of experience for the end user watching the video.
Chapter 10 summarizes the conclusions of the obtained results. Furthermore,
it proposes some topics for future research, that fell outside the scope of this
dissertation. This chapter wraps up with a complete list of our publications.
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Error Control
In this chapter, we introduce some general concepts of forward error correction
(FEC) schemes and automatic request (ARQ) protocols. In Section 2.1, we start
with uncoded transmission, the performance of which we will use as a bench-
mark for coded transmission. Sections 2.2 and 2.3 provide some background
information about respectively trellis-coded modulation (TCM) and low-density
parity-check (LDPC) codes. Reed-Solomon (RS) coding is introduced in Section
2.5. Sections 2.6 and 2.7 discuss respectively interleaving and ARQ. Section 2.8
presents the performance indicators which will be used in this dissertation.
2.1 Uncoded Transmission
In uncoded transmission, there is no channel encoder present and no redundancy
is added to the information bit stream to be transmitted. The information bit
stream is mapped to constellation symbols, modulated on waveforms and trans-
mitted over the channel. On the channel, the signals are subject to noise and
interference. Besides the Euclidean distance between the constellation points,
that for a given constellation depends on the symbol energy, there is no protec-
tion that might increase the reliability of the transmitted data. At the receiver,
7
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the received signals are demodulated, yielding noisy complex symbols. Hard
decision on the noisy symbols is performed: the receiver assumes that the con-
stellation point closest (in terms of Euclidean distance) to the received noisy
symbol value was transmitted.
The addition of reduncancy by a channel encoder serves to increase the
reliability of the received data but, unlike uncoded transmission, decreases the
information bitrate for a given signal constellation.
2.2 Basic Principles of TCM
Trellis-coded modulation (TCM) is a commonly applied technique for combined
coding and modulation in bandwidth-constrained channels. A coding gain can
be achieved without increasing the signal bandwidth, compared to uncoded
transmission. The redundancy introduced by the code is achieved by expand-
ing the constellations. The modulation and coding are jointly optimized to
maximize the Euclidean distance between coded symbol sequences by using set
partitioning as described in Section 2.2.1.
TCM was first proposed in 1976 by Ungerboeck [2], but became well adopted
and researched in 1982 only, when a more detailed publication of Ungerboeck [3]
appeared.
Figure 2.1: Gottfried Ungerboeck (born March 15, 1940, Vienna, Austria).
Since then, TCM has been employed in many digital transmission systems
with higher-order constellations, i.e., modulation schemes that transmit more
than one bit per channel use, such as PSK and QAM. As far as digital subscriber
line (DSL) systems are concerned, TCM has been adopted first in the single-
pair high-speed DSL (SHDSL) standard [4], and remains an essential ingredient
in the transceivers up to the most recently deployed very high speed DSL 2
(VDSL2) standard [5]. For more information about the DSL standards, the
reader is referred to Section 3.1.
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2.2.1 Set Partitioning
To maximize the minimum Euclidean distance between the coded symbol se-
quences in TCM, an appropriate mapping of the coded bits to constellation
symbols has to be determined. Such a mapping method was developed by
Ungerboeck [3], called set partitioning.
Consider a trellis encoder, which encodes m incoming information bits to
m + 1 encoded bits. These coded bits are mapped on constellation symbols
from a symbol constellation A, containing 2m+1 symbol points. This symbol
constellation is partitioned into subsets in a way that the minimum Euclidean
distance between the points in a subset is increased with each partitioning step.
The subsets resulting from a given partitioning step have equal size. This tech-
nique is illustrated in Figure 2.2 for 16-QAM.
1 
1 1
 
1 1 1
 1 
1 1 1
 1 1 1 1 1 
0 
0 0 
0 0 0 0 
0 0 0 0 0
 0 0 0 
0000 1000 0100 1100 0010 1010 0110 1110 0001 1001 0101 1101 0011 1011 0111 1111 
Figure 2.2: Set partitioning of 16-QAM.
In a first step, the 16-QAM constellation is partitioned into two subsets
of 8 points each, by assigning two neighbouring points at minimum distance
to different subsets. This way, the minimum squared Euclidean distance is
increased from d2 (for the original constellation) to 2d2. Each partitioning step
in a squared constellation doubles the minimum squared Euclidean distance
in the resulting subsets. Further partitioning of each subset divides again the
points alternating in two separate subsets and the minimum squared Euclidean
distance is increased to 4d2. After the fourth and last partitioning, each of the
16 subsets contains one remaining constellation point. The minimum squared
Euclidean distance in these subsets is defined to be +∞. In this example, the
partitioning consists of four steps, until no further partitioning is possible and
each subset contains one symbol point. In general the partitioning can stop
after less than he maximum possible number of steps, as explained in Section
2.2.2.
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Figure 2.3: General structure of TCM encoder.
2.2.2 General Structure of TCM Encoder
Figure 2.3 shows the general structure of the TCM encoder, which transforms
m information bits into a symbol from a constellation A that contains 2m+1
points. From the m information bits u(ℓ) = (u
(ℓ)
m ,u
(ℓ)
m−1, . . . ,u
(ℓ)
1 ) that enter
the encoder at time ℓ, the K least significant bits (u
(ℓ)
K ,u
(ℓ)
K−1, . . . ,u
(ℓ)
1 ) are
encoded using a rate K/(K + 1) binary convolutional encoder, with K ≤ m.
The encoder produces K + 1 coded bits c(ℓ) = (c
(ℓ)
K+1, c
(ℓ)
K , . . . , c
(ℓ)
1 ). A number
of K + 1 partitioning steps are applied to the constellation A, yielding 2K+1
subsets, each containing 2m−K constellation points. When K < m, the m−K
most significant bits u′(ℓ) = (u(ℓ)m ,u
(ℓ)
m−1, . . . ,u
(ℓ)
K+1) remain uncoded and are
sent together with the coded bit vector c(ℓ) to the symbol mapper. The symbol
mapper converts (u′(ℓ), c(ℓ)) into a constellation symbol that belongs to A. The
subset S
c(ℓ)
of the constellation A is selected by the coded bit vector c(ℓ), while
u′(ℓ) picks the resulting constellation point among the 2m−K symbols in the
subset S
c(ℓ)
.
2.2.3 Convolutional Encoding
Convolutional codes were first proposed by Elias in 1955 [6]. A convolutional
encoder of rate Rc = K/N is shown in Figure 2.4. The encoder contains K
shift registers, each containing L− 1 delay blocks; L is called the constraint
length of the code. The N coded bits are obtained as modulo-2 sums of bits
from the K shift registers; these sums are defined by the N generator sequences
g
(j)
i = (g
(j)
i,0 , g
(j)
i,1 , . . . , g
(j)
i,L−1)
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Figure 2.4: General rate K/N convolutional encoder.
Figure 2.5: Peter Elias (November 23, 1923, New Jersey – December, 7 2001).
with i = 1, . . . ,K, j = 1, . . . ,N and g
(j)
i,l ∈ {0, 1}. These generator sequences
determine which of the delay-block outputs are connected to which modulo-2
adders, as visualized in Figure 2.4. For g
(j)
i,l = 1, the l
th delay block output from
the ith register is connected to the jth modulo-2 adder. For g
(j)
i,l = 0, there is
no connection. Taking l = 0 refers to the current input without delay.
The register is initialized to all-zero. The information bit sequence is de-
multiplexed by a serial-to-parallel convertor (S/R) into K lower-rate sequences
which are fed to the K registers. At discrete instant ℓ, the ith register contains
the L information bits (u
(ℓ)
i , . . . ,u
(ℓ−L+1)
i ), and a N bit output vector is pro-
duced by applying a parallel-to-serial convertor (P/S) to the N modulo-2 sums
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Figure 2.6: Example of a rate 1/2 convolutional encoder.
of the current register bits, computed according to
c
(ℓ)
j =
K∑
i=1
L−1∑
l=0
g
(j)
i,l u
(ℓ−l)
i (2.1)
for j = 1, . . . ,N .
For TCM in particular, a convolutional encoder is used with N = K + 1
coded bits. Adding one redundant bit by means of coded modulation is a solid
choice as Ungerboeck states that the largest gain in SNR at a mutual information
of m bits is made by doubling the signal constellation from size 2m to 2m+1,
while the additional gain resulting from further constellation expansion is rather
small [3].
2.2.4 Trellis Decoding
Convolutional code An alternative way to specify a convolutional code is by
its trellis diagram. The trellis contains a number of nodes at each time instant
equal to the number of possible states (at most 2K(L−1) states), determined by
the ’past’ information bits in the shift registers. An edge connects two states
at successive time instants if there exists an input bit sequence that causes the
transition from the first state to the next. Each state has 2K incoming edges
and 2K outgoing edges. Each outgoing edge from one state corresponds to a
different input bit sequence. The total of all nodes at two successive instants
and the connecting edges is called a trellis section. The structure of the trellis
diagram is repetitive, it is a repetition of consecutive trellis sections. A simple
example is shown in Figures 2.6 and 2.7. In Figure 2.6, a rate 1/2 convolutional
decoder with 2 delay blocks is depicted. Figure 2.7 gives the corresponding
trellis section with 4 states. To the left of the trellis, in front of each state, we
mention the decimal input values u
(ℓ)
1 corresponding to the outgoing branches
from top to bottom. To the right of the trellis, behind each state we mention
the decimal values of (c
(ℓ)
2 , c
(ℓ)
1 ) corresponding to the incoming branches in the
state from top to bottom.
The Viterbi algorithm [7] performs efficient maximum-likelihood sequence
decoding of convolutional codes. It exploits the structure of the trellis dia-
gram to determine the codeword with minimum distance to the received word.
12
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Figure 2.7: Trellis section corresponding to the convolutional encoder in the
example from Figure 2.6.
Figure 2.8: Andrew Viterbi (born March 9, 1935, Bergamo, Italy).
A search of possible paths through the trellis has to be completed. On each
edge, the metric for this search is the corresponding squared Euclidean distance
between the noisy received symbols and the output symbols for the current tran-
sition. If two or more paths enter the same state, only the path with minimum
cumulated squared Euclidean distance is kept.
TCM In TCM, the presence of uncoded bits gives rise to parallel transitions
in the trellis diagram. The trellis diagram of TCM is given by the trellis from
its convolutional code where each state transitions turns into 2m−K parallel
transitions, as the state transition is solely determined by the current state and
the current input bits of the convolutional encoder. If two input vectors u
(ℓ)
1
and u
(ℓ)
2
differ only in the uncoded bits (u
(ℓ)
m ,u
(ℓ)
m−1, . . . ,u
(ℓ)
K+1), they will result
in the same state transition. Thus, all symbol points from one subset S
c(ℓ)
correspond to parallel transitions in the trellis diagram. Figure 2.9 shows an
example for TCM with the convolutional encoder from Figure 2.6 with 4 bits at
the output. The corresponding set partitioning of 16-QAM is depicted in Figure
2.10. The constellation points are labeled by the decimal value of the two bits
(c
(ℓ)
2 , c
(ℓ)
1 ) according to the subset they belong to.
The Viterbi algorithm is analogues for TCM as for a convolutional code. The
presence of parallel transitions is solved by only retaining the transition with
minimum Euclidean distance from all parallel transitions between two states.
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Figure 2.9: Example of TCM with 2 encoded bits and 2 uncoded bits, with
convolutional encoder from Figure 2.6.
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Figure 2.10: Mapping of subsets in 16-QAM.
2.3 LDPC Codes
A low-density parity-check (LDPC) code is a linear error-correcting block code
characterized by a sparse parity-check matrix H. LDPC codes are capacity-
approaching. Shannon proved [8] that block codes exist that achieve arbitrarily
low error rate at any information rate up to capacity. Practical LDPC codes
exist that operate close to the Shannon limit. LDPC codes are popular because
they are equipped with fast encoding and decoding algorithms.
Figure 2.11: Robert G. Gallager (born 29 May 1931, Philadelphia).
LDPC codes were first invented by Gallager [9] in 1963 but were not consid-
ered useful because too complex to be implemented with the available hardware
at that time. It took until 1996 before the LDPC codes were rediscovered by
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MacKay and Neal [10,11].
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Figure 2.12: Bipartite graph of an LDPC code.
The LDPC code for rate Rc = K/N can be visualized by a bipartite graph,
as shown in Figure 2.12, which is determined by the (N −K)×N check matrix
H. A binary vector c = (c1, ..., cN ) is a valid codeword if and only if c satisfies
the constraint cHT = 0, which represents N −K parity-check equations. The
graph consists of N nodes (the variable nodes) on the left and M = N −K
nodes (the check nodes) on the right, with an edge interleaver in between. The
nth variable node is connected by means of an edge to the mth check node if
Hm,n = 1. The nth variable node represents the nth bit in the codeword. This
bit participates to d
(n)
v parity checks (i.e., the nth column of H contains a 1
at d
(n)
v positions), so that this variable node is connected to d
(n)
v check nodes.
We will refer to d
(n)
v as the degree of the nth variable node. Each check node
represents a parity-check equation. Themth check node has d
(m)
c incident edges,
indicating that d
(m)
c variable nodes are involved in its parity-check equation (i.e.,
the mth row of H contains a 1 at d
(m)
c positions). We will refer to d
(m)
c as the
degree of the mth check node.
2.3.1 Iterative Decoding
Iterative decoding or belief propagation is performed by passing messages be-
tween the variable nodes and the check nodes along the edges. We consider
three decoders, which operate on soft information.
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2.3.1.1 Sum-Product Algorithm
The sum-product algorithm (SPA) was developed by MacKay and Neal [11]
and gives excellent decoding results. The algorithm operates on log-likelihood
ratios (LLRs), which represent soft information of the coded bits, derived from
observing the channel output. At initialization, all messages on the edges of the
Figure 2.13: David MacKay (April 22, 1967, Stoke-on-Trent, U.K. – April 14,
2016).
Tanner graph are set to 0. Next, the LLRs of the N coded bits are computed
from the channel observations; this operation is referred to as soft demapping.
Let us consider an AWGN channel characterized by y = x+ w, where x is a
symbol drawn from a constellationA representing b bits (among which the coded
bit cn), and w is complex-valued additive white Gaussian noise with variance
2σ2. The LLR Lch→n related to the nth coded bit cn is defined as
Lch→n = ln
p(y|cn = 0)
p(y|cn = 1) n = 1, . . . ,N (2.2)
where p(y|cn) is the conditional probability density of the channel output y
given the value of the coded bit cn. For the considered channel model, (2.2)
reduces to
Lch→n = ln
∑
x′∈Acn=0
exp
(
− 1
2σ2
|y− x′|2
)
∑
x′∈Acn=1
exp
(
− 1
2σ2
|y− x′|2
) (2.3)
where Acn=0 and Acn=1 represent the subsets of the symbol constellation A,
corresponding to cn = 0 and cn = 1, respectively.
We denote by N (m) = {n : Hm,n = 1} the set of variable nodes that are
connected by an edge to check node m, and by M (n) = {m : Hm,n = 1} the
set of check nodes that are connected by an edge to variable node n.
We iterate from variable nodes to check nodes and back until some stopping
condition is fulfilled. A decoding iteration consists of following two steps:
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• Update messages Ln→m from variable node n to check node m:
Ln→m = Lch→n +
∑
m′∈M(n)\m
L′m′→n (2.4)
• Update messages L′m→n from check node m to variable node n:
L′m→n = 2 tanh
−1

 ∏
n′∈N(m)\n
tanh
(
Ln′→m
2
) (2.5)
The output messages of the decoding process are computed as follows after every
iteration:
• Update messages Ln→out from variable node n to the output:
Ln→out = Lch→n +
∑
m∈M(n)
L′m→n (2.6)
which corresponds to the logarithm of the a posteriori probability ratio of
the nth coded bit cn.
The decoder makes a hard decision for the nth coded bit; this decision is equal to
0 if Ln→out > 0 and 1 otherwise. The iterations are stopped when the vector of
N decisions is a valid codeword (i.e., when this vector satisfies the parity-check
equations), or when the maximum number of iterations is achieved.
Note that during the iterations, the values of the LLR messages Lch→n do not
change: the soft demapping is not iterative. In principle, the decoding perfor-
mance can be improved by performing iterative soft demapping. In this case, the
messages Lch→n are updated with each iteration, based on the messages L′m→n′
for all m ∈M (n′) and all n′ for which the corresponding coded bits cn′ belong
to the same constellation symbol as the considered bit cn. However, applying
iterative soft demapping considerably increases the computational complexity
of the decoding process (especially when using large constellations), whereas it
can be shown that in the case of Gray mapping the performance gain is very
small. In this dissertation we consider Gray mapping (or a close approximation
thereof), and restrict our attention to non-iterative soft demapping in order to
limit the computational complexity.
Two major drawbacks of the SPA are: (i) the noise variance must be known;
and (ii) its computational complexity is high (even with non-iterative soft demap-
ping), especially for large constellations, because of the tanh(.) and tanh−1(.)
operations and the computation (2.3) of the LLRs.
2.3.1.2 Min-Sum Algorithm
The min-sum algorithm (MSA) [12] is similar to the SPA, with a few adjustments
to reduce the complexity and to make the computations independent of the noise
variance.
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• First of all, the LLRs are approximated as
Lch→n = min
x′∈Acn=1
∣∣y− x′∣∣2 − min
x′∈Acn=0
∣∣y− x′∣∣2 (2.7)
Note that the above LLR approximation does not depend on the noise
variance.
• Secondly, the computation at the check nodes is replaced by a simple min-
imum operation: Update messages L′m→n from check node m to variable
node n:
L′m→n =

 ∏
n′∈N(m)\n
sgn(Ln′→m)

 · min
n′∈N(m)\n
|Ln′→m| (2.8)
The computation of the messages Ln→m and Ln→out is the same as for the
SPA. This MSA has the advantage that (i) it is low in complexity and is thus
very fast as compared to SPA; and (ii) no knowledge about the noise variance
is required. However, the resulting error performance is worse, compared to the
SPA.
2.3.1.3 Scaled Min-Sum Algorithm
The scaled min-sum algorithm (SMSA) that we consider here is the simplified
variable-scaled min sum algorithm proposed in [13]. To improve the performance
of the basic MSA, a scaling factor α < 1 is introduced which increases with every
decoding iteration and eventually reaches its final value 1. This scaling factor
α is computed as
α = 1− 2−⌈i/S⌉ (2.9)
where i is the iteration index and the scaling factor S is the only design param-
eter of the algorithm.
• The update of the messages L′m→n from check node m to variable node n
is adjusted as follows:
L′m→n = α ·

 ∏
n′∈N(m)\n
sgn(Ln′→m)

 · min
n′∈N(m)\n
|Ln′→m| (2.10)
SMSA can be considered as a fine-tuned version of MSA: the decoding per-
formance is improved, but the decoding complexity remains low compared to
SPA.
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2.3.2 EXIT charts
Extrinsic information transfer (EXIT) charts [14, 15] are used to analyze the
iterative decoding performance and convergence behavior of LDPC codes, and to
design new LDPC codes. This method is not as accurate as density evolution [16]
but its accuracy is reasonably good and the complexity is much lower.
An EXIT chart consists of two EXIT functions, which are related to how the
messages during the decoding iterations are processed by the variable nodes and
the check nodes, respectively. The variable node EXIT function and the check
node EXIT function give IE,V as a function of IA,V , and IE,C as a function of
IA,C , respectively, where
• Variable node EXIT function: IE,V is the average (over the N coded
bits) of the mutual information I(cn;Ln→m), between the coded bit cn
(corresponding to the considered variable node n) and the "extrinsic"
message Ln→m leaving the variable node, when the mutual informations
I(cn;L′m′→n) for all m
′ ∈ M (n)\m, between the coded bit cn and the "a
priori" message L′m′→n entering the variable node, are equal to IA,V ;
• Check node EXIT function: IE,C is the average (over the N coded
bits) of the mutual information I(cn;L′m→n), between the coded bit cn
(correponding to a variable node n connected to the considered check
node m) and the "extrinsic" message L′m→n leaving the check node, when
the mutual informations I(cn′ ;Ln′→m) for all n′ ∈ N (m)\n, between the
coded bit cn′ and the "a priori" message Ln′→m entering the check node,
are equal to IA,C .
The reader is referred to [14] and [15] for the detailed information on how
the EXIT curves are obtained. The EXIT functions depend on the degree
distributions of the variable nodes and the check nodes of the considered LDPC
code. An example of an EXIT chart is shown in Figure 2.14 for an LDPC
code of rate 2/3, that we will use in Chapter 5. The EXIT chart shows IE,V
(ordinate) as a function of IA,V (abscissa) and IE,C (abscissa!) as a function of
IA,C (ordinate!). The check node EXIT function typically starts in the origin
(0,0) and ends in the point (1,1). The variable node EXIT function has a
starting point
(
0, IE,V
∣∣
IA,V =0
)
and ends in the point (1,1). It can be shown
from (2.4) that the mutual information IE,V
∣∣
IA,V =0
equals the average Iavg
(over the N coded bits) of the mutual information I(cn;Lch→n) between the
coded bit cn and the corresponding LLR Lch→n; Iavg depends on the SNR
and the considered constellation. Considering that the extrinsic message at the
output of a variable node (check node) is the a priori message at the input of a
check node (variable node), the exchange of extrinsic information between the
variable nodes and the check nodes can be visualized as a decoding trajectory
in the EXIT chart. The decoding trajectory starts at (0,Iavg), and ends at the
crossing point of the two EXIT curves. When the two EXIT curves cross only
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Figure 2.14: EXIT chart for the LDPC code of rate 2/3.
at the point (1,1), the "tunnel" between the two curves is said to be open; in
this case the decoding trajectory converges to the point (1,1), indicating that
the decoding error probability converges to zero. When the EXIT curves have
an additional crossing point different from (1,1), this point corresponds to a
mutual information less than 1; in this case the tunnel is said to be closed, and
the decoding trajectory converges to this unwanted crossing point, indicating
that the decoding error probability converges to a nonzero probability. It should
be noted that although the EXIT chart analysis involves several approximations
and assumes infinitely long codewords, its results describe fairly accurately the
decoding behavior of finite-length LDPC codes.
2.4 Space-Time Codes
An alternative method to improve the reliability of data transmission is by appli-
cation of space-time coding [17–19]. The transmitter and receiver are equipped
with multiple antennas, which gives rise to a multiple-input multiple-output
(MIMO) channel. A system with Ntr transmit and Nr receive antennas al-
lows the introduction of space-time coding. Whereas an uncoded single-input
single-output system, that is, Ntr = Nr = 1, provides only one link between the
transmitter and receiver, the number of links provided by an orthogonal space-
time block-coded (OSTBC) MIMO system equals NrNtr, which is referred to
as the physical layer diversity of the MIMO system. As compared to a SISO
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system, the larger number of links resulting from OSTBC MIMO gives rise to
a considerably higher robustness against fading (because of the smaller proba-
bility that all links are simultaneously in a deep fade), and a much better error
performance [18,20].
Unlike most channel codes without spatial redundancy, the OSTBC MIMO
system does not require additional bandwidth as compared to the uncoded SISO
system, but comes at a substantial hardware cost that increases with the number
of antennas. Optimum decoding of OSTBC MIMO reduces to linear processing
and simple symbol-by-symbol detection at the receiver. In this dissertation,
we will consider the Alamouti space-time code [17], which requires 2 transmit
antennas (and an arbitrary number Nr of receive antennas). Alamouti space-
time coding involves the transmission of two symbols during two consecutive
intervals on two antennas, according to the scheme of Table 2.1, where s1 and
s2 represent two symbols, and (.)∗ denotes complex conjugate. Hence, the
symbol si reaches the receiver via 2Nr links (i.e. Nr links for si and Nr links for
±s∗i ).
Table 2.1: Transmitter configuration for Alamouti space-time code.
antenna 1 antenna 2
interval 1 s1 s2
interval 2 −s∗2 s∗1
2.5 Reed-Solomon Codes
Reed-Solomon (RS) codes are linear error-correcting block codes presented first
in a paper in 1960 by Irving Reed and Gus Salomon [21]. RS codes are frequently
used in several fields of application: data storage (compact discs, blu-ray discs),
QR codes, deep space communication (Voyager, Galileo), DSL,...
The RS code is defined over the Galois Field GF(2q), which implies that a
RS information symbol and code symbol represents q bits; typically, q = 8, in
which case a symbol corresponds to a byte. The RS codewords have N = 2q − 1
coded symbols.
Here we restrict our attention to systematic RS codes, so that the informa-
tion part of the codeword can always be interpreted by the receiver, even in
absence of a RS decoder. Per group of K information symbols, the RS(N ,K)
code computes N −K parity symbols resulting in a systematic codeword of N
coded symbols.
The RS(N ,K) code is maximum distance separable (MDS), i.e., the mini-
mum Hamming distance between codewords equals N −K + 1, which cannot
be outperformed by any other code with the same number N −K of parity
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Figure 2.15: Irving Reed (12 November 1923, Washington – 11 September 2012)
and Gus Salomon (27 October 1930, Brooklyn — 31 January 1996).
symbols [22, 23]. Hence, the code can correct a combination of e1 symbol er-
rors and e2 symbol erasures, provided that 2e1 + e2 ≤ N −K. In the absence
of erasures, up to t =
⌊
N−K
2
⌋
errors can be corrected, and in the absence of
errors, ν = N −K erasures can be resolved. Algebraic algorithms for decoding
RS codes can be found in [23–27]. These decoding algorithms look for a valid
RS codeword which differs from the received codeword in at most
⌊
N−K−e2
2
⌋
non-erased positions, with e2 denoting the number of erased symbols; when no
such codeword is found (because of a too large number of errors/erasures), a
decoding failure is declared.
In practice, shortened systematic RS codes are often used. A shortened sys-
tematic RS(n, k) codeword is equivalent to a systematic RS(N ,K) codeword
with K − k information symbols set to zero; these K − k zero information sym-
bols are not transmitted, yielding a RS(n, k) codeword with the same number
of parity symbols as the original code, so that n = k+ (N −K). The minimum
Hamming distance between codewords of the shortened RS code is the same as
for the original RS code, and equals N −K + 1 = n− k + 1, which indicates
that also the shortened RS codes are MDS; hence, t =
⌊
n−k
2
⌋
errors can be
corrected in the absence of erasures, and ν = n− k erasures can be resolved
in the absence of errors. The decoding algorithm for the RS(N ,K) code can
also be used for decoding the RS(n, k) code, by simply adding K − k zero infor-
mation symbols to the received RS(n, k) codeword, and performing decoding of
the resulting RS(N ,K) codeword.
In the absence of erasures, a decoding error occurs when the number of sym-
bol errors exceeds t =
⌊
n−k
2
⌋
. Assuming that symbol errors occur independently
22
2.6. INTERLEAVING
with probability Ps, the decoding error probability Pe,RS is given by [22,23]
Pe,RS =
n∑
j=t+1
n!
(n− j)! j! P
j
s (1− Ps)n−j (2.11)
For small Ps, we have Pe,RS ∝ P t+1s . When the RS decoder declares a decoding
failure, in some applications the k information bytes from the received codeword
are forwarded unaltered to the destination; in this case the resulting byte error
rate (ByteER) is obtained as [22,23]
ByteERRS =
n∑
j=t+1
(n− 1)!
(n− j)! (j − 1)! P
j
s (1− Ps)n−j (2.12)
because the probability that a specific byte is erroneous equals j/n when the
codeword has j byte errors.
When only erasures occur, the RS codeword cannot be recovered when the
number of erasures exceeds ν = n− k. Assuming that symbol erasures occur in-
dependently with probability Ps,e, the probability Punrec,RS of an unrecoverable
codeword is given by
Punrec,RS =
n∑
j=ν+1
n!
(n− j)! j! P
j
s,e (1− Ps,e)n−j (2.13)
For small Ps,e, we have Punrec,RS ∝ P ν+1s,e .
2.6 Interleaving
Interleaving (combined with error correction) is a means to cope with burst
errors that exceed the error correcting capability of the code. The information
bit stream is split up into information words, which are sent to a FEC encoder.
Typically, a high number (say, Nint) of resulting codewords is then broken up
into smaller parts (bits/bytes/symbols) that are shuﬄed by an interleaving pro-
cess such that the parts originating from any one of the original codewords
are widely separated in time. At the receiver, the received parts are reshuﬄed
(’de-interleaved’) so that their original order is restored. The quantity Nint is
referred to as the interleaving depth.
Interleaving aims at spreading each burst of errors over a large number of
codewords such that the resulting number of errors in each codeword is small,
and can hopefully be corrected by the code. Burst of errors can be caused
by impulsive noise as discussed in Section 3.3 or by the inner decoder in a
concatenated coding arrangement, as can happen with trellis decoding using a
Viterbi decoder. Figure 2.16 illustrates the principle.
23
2. ERROR CONTROL
1) no interleaving 
A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 Transmitter: 
A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 Receiver: 
burst of errors 
2) with interleaving 
A1 B1 C1 A2 B2 C2 A3 B3 C3 A4 B4 C4 Transmitter: 
A1 B1 C1 A2 B2 C2 A3 B3 C3 A4 B4 C4 Receiver: 
burst of errors 
A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 
deinterleaver 
A1 A2 A3 A4 B1 B2 B3 B4 C1 C2 C3 C4 
interleaver 
Figure 2.16: Illustration of an interleaver in the occurrence of a burst of errors.
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1 
1 2 3 2 4 2 
1 2 3 2 4 2 Transmitter 
Receiver 
Figure 2.17: Transmitting with SR-ARQ.
The larger the interleaving depth, the more effective the interleaver. How-
ever, the interleaver introduces a latency of Nint codewords, so that the in-
terleaving depth is limited by the maximum allowed latency of the particular
application.
2.7 Automatic Repeat Request Protocols
The automatic repeat request (ARQ) protocol is an adaptive error-control pro-
tocol with retransmissions. In this dissertation, we will restrict our attention
to selective-repeat ARQ (SR-ARQ). SR-ARQ enables the receiver to request
the retransmission of a packet or data transfer unit (DTU) that has been erro-
neously received. Each DTU contains (apart from the data) a header including
a sequence number and a cyclic redundancy check (CRC). The CRC enables
the receiver to detect errors in the received DTU. If a transmitter sends a DTU
to a receiver, the following scenarios may occur as illustrated in Figure 2.17:
• The DTU is delivered without errors to the receiver. A positive acknowl-
edgment (ACK) is sent to the transmitter.
• The DTU is delivered at the receiver but the CRC fails (shaded DTUs in
Figure 2.17). The receiver removes the erroneous DTU and sends a nega-
tive acknowledgment (NAK) to the transmitter with the sequence number
of the erased DTU. Typically a maximum number of retransmissions per
DTU is allowed, given by Nretr. Upon reception of this retransmission re-
quest, and if the maximum number of retransmissions is not yet reached,
the transmitter issues the retransmission of a copy of the DTU.
The addition of ARQ as protection strategy leads to an increase of latency. The
largest latency occurs when the maximum number of retransmissions Nretr is
required (i.e., the first transmission and the subsequentNretr−1 retransmissions
of the DTU are erroneous) and is given by
Tlat = TDTU +Nretr (TDTU + TRTT) (2.14)
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where TDTU is the transmission time of the DTU and TRTT is equal to the
round-trip delay time given by
TRTT = 2Tprop + Tproc + Tack (2.15)
with Tprop, Tproc and Tack respectively equal to the propagation time, the total
processing time at transmitter and receiver and the transmission time of an ac-
knowledgment message. A constraint on the maximum latency can be imposed
by the application and will be enforced by limiting the maximum number of
retransmissions Nretr.
The use of SR-ARQ requires a buffer at both the transmitter and the receiver
side. The transmitter keeps a copy of each DTU in its buffer and only removes
a DTU either if it receives a positive acknowledgment for the DTU or if the
maximum number of retransmissions is reached. At the receiver, the buffer is
needed to rearrange the DTUs such that they are passed in correct order to the
higher layer.
Assuming that erroneous DTUs occur independently with probability Pe,DTU,
the probability P
(Nretr)
unrec,DTU that a DTU is erroneous after Nretr retransmissions
is given by
P
(Nretr)
unrec,DTU = P
Nretr+1
e,DTU (2.16)
which is the probability that the DTU is erroneous after the first transmis-
sion and the Nretr subsequent retransmissions. Similarly, the BER after Nretr
retransmissions is given by
BER(Nretr) = PNretre,DTUBER
(0) (2.17)
where BER(0) is the BER corresponding to the single transmission of a DTU and
PNretre,DTU is the probability that the DTU is erroneous after the first transmission
and the Nretr − 1 subsequent retransmissions.
The average overhead (expressed in packets) introduced by ARQ is given by
ovh = Pe,DTU
1− PNretre,DTU
1− Pe,DTU
(2.18)
Note that ovh ≈ Pe,DTU for Pe,DTU ≪ 1.
In some situations (e.g., in the presence of impulsive noise or fading), the
errors of a DTU and its copies are not necessarily independent. In these cases,
a more refined analysis is necessary to determine the error performance and
overhead.
ARQ is, in particular, suitable to combat occasionally large noise levels such
as impulsive noise. The additional overhead and latency caused by retransmis-
sions occur only when the noise level occasionally exceeds the error correcting
capability of the code, causing the DTU to be erased by the receiver. In the
absence of ARQ, using error correcting codes to cope with impulsive noise in a
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static configuration of code settings would require the coding to be dimensioned
to handle large noise levels that occur rather rarely, thereby introducing a large
parity overhead and/or a large interleaving delay.
2.8 Performance Indicators
In this dissertation, various performance indicators of error control schemes will
be considered, such as the bit error rate (BER), the word error rate (WER) and
the goodput (GP).
The BER denotes the ratio of the average number of information bits which
have been erroneously detected, to the total number of information bits trans-
mitted. The WER is the ratio of the average number of codewords which have
been erroneously detected, to the total number of codewords transmitted. Con-
sidering a codeword containing k information bits, and assuming that the de-
coder outputs valid codewords, we have WER/k ≤ BER ≤ WER. We obtain
BER = WER/k when each erroneously decoded codeword contains exactly one
information bit error, and BER = WER when in each erroneously decoded code-
word all k information bit are wrong. In a similar way, one can define related
performance measures such as the byte error rate, the packet error rate,...
The performance of error control schemes depends on a number of design
parameters, such as the number of parity bits in a codeword, and the con-
stellation sizes used when mapping codewords to data symbols. These design
parameters also affect the resulting information bitrate. Typically, for a given
signal bandwidth, the transmitted information bitrate increases when reducing
the number of parity bits and increasing the constellation sizes, at the expense
of a worse error performance. Hence, there is a trade-off between information
bitrate and error performance. The goodput (GP) is a performance indicator
involving both the transmitted information bitrate and the error performance:
the GP denotes the rate of information bits associated with correctly decoded
codewords. Denoting by Rb and WER the transmitted information bitrate and
the WER for a given set of design parameters, we obtain
GP = Rb(1−WER) (2.19)
It is interesting to note that the GP does not depend on whether or not
ARQ has been used. Let us denote by K0 the number of codewords transmit-
ted for the first time, and by Kn the number of these codewords that must be
retransmitted for the nth time (because they have been erroneously decoded
during the first transmission and the subsequent n− 1 retransmissions). Table
2.2 indicates that, of the Kn codewords (re)transmitted (n = 0, ...,Nretr), Kn+1
of them are erroneously decoded, and the remaining Kn −Kn+1 of them are
correctly decoded; note that K0 ≥ K1 ≥ ... ≥ KNretr+1. The total number of
codewords transmitted (including retransmissions) equals Ktot =
∑Nretr
n=0 Kn,
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Table 2.2: Determination of total number of transmitted, correct and erroneous
DTUs, respectively.
# DTUs transm. # correct DTUs # erroneous DTUs
1
st transm. K0 K0 − K1 K1
1
st retransm. K1 K1 − K2 K2
. . . . . . . . . . . .
N
th
retr retr. KNretr KNretr − KNretr+1 KNretr+1
total Ktot =
∑
Nretr
i=0 Ki K0 − KNretr+1 Ke =
∑
Nretr
i=0 Ki+1
of which K0 −KNretr+1 are correctly decoded and Ke =
∑Nretr+1
n=1 Kn are erro-
neously decoded, with Ktot = (K0 −KNretr+1) +Ke. Hence, the ratio of the
number of information bits associated with the correctly decoded codewords to
the time duration corresponding to the total number of codewords transmitted
is given by
k(K0 −KNretr+1)
k
Rb
Ktot
= Rb
(
1− Ke
Ktot
)
(2.20)
where k is the number of information bits per codeword, Rb is the transmitted
information bitrate and k/Rb is the duration of a codeword. When the number
of transmitted codewords tends to infinity, the ratio Ke/Ktot converges to the
WER, yielding GP = Rb(1−WER), independently of the maximum number
of retransmissions Nretr; hence, the same result is obtained for Nretr = 0, i.e.,
in the absence of ARQ. The difference between using ARQ and not using ARQ
is in the ratio of the number of codewords correctly decoded to the number of
codewords transmitted for the first time. This ratio equals 1− (KNretr+1/K0)
when using ARQ and 1− (K1/K0) in the absence of ARQ; hence, using ARQ
yields the larger number of correctly decoded codewords. When decoding errors
occur independently, the ratio
1− KNretr+1
K0
= 1−
Nretr∏
i=0
Ki+1
Ki
(2.21)
converges to 1−WERNretr+1 when the number of transmitted codewords goes
to infinity.
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Transmission over the DSL
Channel
29

3
Introduction to DSL Com-
munication
This chapter gives an introduction on the transmission over Digital Subscriber
Line (DSL) channels. We provide in Section 3.1 a brief history about its origin
and evolution. The transmission over DSL channel is prone to noise ingress such
as crosstalk and impulsive noise. In Sections 3.2 and 3.3, we explain how these
noise sources arise, and which actions are taken to maintain a good performance.
3.1 History
In this dissertation, our algorithms and protection strategies are applied to
a recent DSL technology, called Fast Access to Subscriber Terminals or G.fast.
This G.fast technology has been preceded by a whole series of DSL technologies,
of which we present here a brief history.
DSL stands for a group of technologies that are commonly used to provide
broadband internet access by transmitting digital data over telephone lines [28].
The public switched telephone netword (PSTN) was originally designed to carry
voice signals. Each home is connected to the telephone network by twisted pair,
invented by Alexander Graham Bell. Twisted pair consists of two isolated copper
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wires which are twisted to reduce interference from external noise sources. The
bandwidth of the voice signal is limited to the frequency range from 0.3 to 3.4
kHz. A number of twisted pairs is bundled in a cable binder.
Figure 3.1: Alexander Graham Bell (March 3, 1847, Scotland – August 2, 1922).
The digital data is transmitted in a frequency band higher than the voice
band. At the customer premises, the data is filtered from the voice service.
A general diagram of a DSL system is depicted in Figure 3.2. The DSL loop
corresponds to the twisted pair loop between the local central office and the
customer premises, and a DSL modem is required at each end of the loop. The
DSL access multiplexer (DSLAM) in the CO contains several DSL modems
serving multiple customers. The DSLAM connects the twisted pair to both the
data network and the PSTN.
We give here a brief outline of a selection of some notable DSL technologies
from the past until today:
• A precursor of DSL is integrated services digital network (ISDN), offering
160 kb/s over distances up to 5.5 km [29]. The data rates are limited
due to the large near-end crosstalk (NEXT) caused between signals in
telephone lines traveling in opposite directions.
• High-bitrate digital subscriber line (HDSL) provides the symmetric bitrate
of 1.544 Mbit/s to customers over two copper twisted pairs. It operates in
the baseband and it does not allow for coexistence with telephone traffic.
It is typically used to serve sites with business customers. HDSL2, a
successor of HDSL, includes TCM as error correction code to enhance
performance.
• NEXT is circumvented in asymmetric DSL (ADSL) by applying frequency
division duplexing (FDD); the upstream and downstream frequency bands
are separated. The term ’asymmetric’ is used because of the different data
rates in upstream (low data rate up to 896 kb/s) and downstream (high
data rate up to 8 Mb/s) directions [29]. Generally, upstream transmission
uses the frequency band from 25 kHz up to 138 kHz and downstream
transmission goes from 138 kHz up to 1.1 MHz.
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Figure 3.2: Generic DSL architecture block diagram.
In the 1990s, discrete multitone transmission (DMT) was proposed by
John Cioffi, known as ’the father of DSL’. DMT transmission refers to
a multi-carrier system with variable constellation sizes that makes DSL
highly adaptive to the variation in loop length and external noise sources.
Multi-carrier systems partition the available bandwidth into a (large) num-
ber of subchannels, called tones; each tone supports a number of bits de-
pending on its SNR and the desired bit error probability. During each
DMT symbol period, a multi-carrier signal is transmitted, which contains
one constellation symbol per tone. More details about DMT transmission
are given in Section 4.1.
Figure 3.3: John Cioffi (November 7, 1956, Illinois).
• Very-high bit rate DSL (VDSL) uses a bandwidth up to 12 MHz. As signal
attenuation increases with frequency, the distances that can be covered
become shorter. The network is upgraded by introducing optical fiber.
The resulting network architecture consists of a fiber link between the
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central office and a optical network unit in the street, needed to convert the
optical signal to an electrical signal. The remaining distance (typically less
than 1 km) to the customer premises is covered using VDSL transmission
over twisted copper pair. Due to this hybrid fiber-copper connection with
the central office, the length of the copper loops is shortened and higher
bit rates are achieved (up to 52 Mb/s downstream and 6.4 Mb/s upstream
transmission for a 300 m loop). Thanks to these higher speeds, VDSL is
able to support capacity-demanding applications such as HDTV.
• VDSL2 is currently the highest-speed DSL variant available and uses the
frequency band up to 30 MHz on loop lengths similar to those used with
VDSL [5]. A signal coordination technique called vectoring can be used to
cancel the far-end crosstalk (FEXT), caused by signals on telephone lines
traveling in the same direction. VDSL2 typically achieves a throughput
of 30-40 Mb/s in the presence of crosstalk, which is increased beyond 100
Mb/s if the crosstalk is removed by vectoring [30, 31]. The VDSL2-based
DMT modulation uses for frequencies up to 12 MHz, a tone spacing of
4.3125 kHz and a DMT symbol rate of 4000 symbols/s. For frequencies
up to 30 MHz, a tone spacing of 8.625 kHz is used and a DMT symbol
rate of 8000 symbols/s.
Users continue to increase the bit rate demand for many different applications.
As the core network mainly consists of fiber, the twisted pair access network
to the core network has become a bottleneck that limits the available data
rates, as the fiber network has a capacity far beyond the capacity of the copper
network [32]. The ultimate goal is fiber access for every user, also called fiber-to-
the-home (FTTH). The bandwidth offered by FTTH would be enough to even
satisfy the most demanding user. But the cost of the installation is considerable;
the twisted pair access network is the major part of the installed network and
replacing it with fiber is very expensive. A full FTTH network will not be
achieved in the near future, the investments are rather spread over a longer
time period. Therefore, internet service providers expressed interest to further
boost the capacity of copper access networks to enable fiber-like speeds without
full FTTH deployment.
• Fast Access to Subscriber Terminals (G.fast), is a copper technology for
fiber-to-the-distribution-point (FTTdp) deployments with copper loops of
30 m to 250 m, targeting a 1 Gb/s downstream bitrate on very short loops
and several hundred Mb/s for longer loops (e.g., 500 Mb/s and 200 Mb/s
on 100 m and 200 m, respectively) [33–35]. Optical fiber connects the
central office with distribution points in street cabinets or basements of
buildings, located very close to the user as visualized in Figure 3.4.
The existing copper telephone wiring provides the connection from the
distribution points to the homes. This FTTdp architecture is continuing
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Figure 3.4: FTTdp architecture with a fiber core network and a twisted pair
access network.
the gradual deployment of fiber, making the fiber termination move closer
to the home, and hence reducing the length of the twisted pair segment.
On short DSL loops, higher bit rates can be achieved through higher signal
bandwidths, because signal attenuation increases less with frequency as
compared to longer loops.
The G.fast-based DMT modulation uses frequencies up to 212 MHz, a
tone spacing of 51.75 kHz and a DMT symbol rate of 48000 symbols/s. It
carries up to 12 (coded) bits per tone in the DMT symbol. As opposed to
previous DSL technologies, G.fast uses time division duplexing (TDD) to
separate downstream and upstream traffic.
In the next chapters of this first part of the dissertation, we will apply our
results and algorithms to this type of channel.
3.2 Crosstalk and Precoding
As multiple copper pairs are usually bundled in binders, the transmission suffers
from crosstalk among twisted pairs. Crosstalk is the primary noise source in
DSL systems [29]. Vectoring can substantially cancel the crosstalk by means
of proper signal coordination [36]. In downstream communications, the trans-
mitting modems are co-located in the same distribution point, allowing for the
joint processing of the signals before transmission. The customer premises of
the end users are geographically separated, which makes joint processing of the
received signals infeasible. Before transmission, the signals are precoded in such
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a way that the combination of the precoding and crosstalk cancels out. The
resulting gain can be significant; e.g., VDSL2 typically achieves a throughput
of 30-40 Mb/s in the presence of crosstalk; this throughput is increased beyond
100 Mb/s if the crosstalk is canceled by means of precoding [30,31].
In the case of linear precoding (LP), the columns of the precoding matrix are
made proportional to the columns of the inverse of the channel matrix. In the
spectrum range of VDSL2, which is limited to 30 MHz, the channel matrix and
the corresponding precoder are diagonally dominant, in which case the linear
precoder is near-optimal in terms of data rate [37]. However, as in G.fast the
spectrum band goes up to 212 MHz, the channel matrix is no longer diagonally
dominant [38]; in this case the large off-diagonal elements of the linear precoding
matrix (i.e. the additional power used by the crosstalk precompensation signals)
increase the transmit power spectral density (PSD), hence deteriorating the
resulting data rate under a given transmit PSD constraint. This problem can be
circumvented by using nonlinear precoding (NLP), which reduces the transmit
PSD as compared to LP by introducing a modulo operation at the transmitting
side [36]; however, NLP requires also a modulo operation to be applied at the
receiving side, which to some extent degrades the error performance of the
receiver since the modulo operation creates additional nearest neighbours for
the outer constellation points. This will be elaborated in Chapter 4.
3.3 Impulsive Noise
Impulsive noise (IN) manifests itself as occasional short noise pulses of significant
energy. This type of noise is typically caused by electrical power switching
originating from human activity near the user’s premises. E.g., the switching of
a fluorescent lamp, an electrical traction motor like used in trams, trains and
trolley buses, telephone ringing... Also weather conditions such as lightning
can cause the occurrence of IN. The shape, duration, energy and inter arrival
time of the pulses vary widely. There is no commonly accepted model for the
noise impulses, in this dissertation we will use a simple model, the parameters
of which are fitted to the experimental data reported in [39] and [40].
The reduction of the DMT symbol duration in G.fast increases the vulner-
ability to impulsive noise as compared to VDSL2, because an individual noise
impulse is likely to hit consecutive DMT symbols in G.fast. Error-control tech-
niques that have proven useful for long DMT symbols (as used in VDSL2)
might be inadequate for short DMT symbols. This motivates the investigation
of error-control techniques for short DSL loops.
When using a static configuration of error correcting codes to cope with
non stationary impulsive noise, the coding must be dimensioned to handle large
noise levels that occur only occasionally, thereby introducing a large parity
overhead and/or a large interleaving delay. This can be avoided by using an
adaptive error-control protocol such as a retransmission protocol (automatic
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repeat request (ARQ) protocol). ARQ enables the receiver to request the re-
transmission of a packet or data transfer unit (DTU) that has been erroneously
received. With ARQ, the additional overhead and latency caused by retransmis-
sions occur only when the noise level occasionally exceeds the error correcting
capability of the code. For a VDSL2 system with frequencies used up to 17
MHz and TDMT = 250 µs, it has been shown in [41] that using ARQ instead of
interleaving can considerably reduce the latency.
The reader is referred to Section 4.5 for more information about the statis-
tical model used for the IN.
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DSL System Description
In this chapter, we describe the system model as it is used throughout the first
part of this dissertation about the transmission over the DSL channel. Section
4.1 provides a mathematical description of the communication over the channel
that suffers from crosstalk. Section 4.2 gives an overview of the constellation
types used. The crosstalk in DSL transmission is tackled by means of precod-
ing. Section 4.3 addresses linear precoding (LP), which is adequate in moderate
crosstalk environments. When the crosstalk is strong, we might require nonlin-
ear precoding (NLP), which is presented in Section 4.4. Section 4.5 provides a
statistical model for the impulsive noise.
4.1 DSL Channel Model
We consider the downlink transmission from a distribution point (DP) to Nu
users at different locations; each user is connected to the DP by means of a
twisted pair cable. Denoting by xi(t) and yi(t) the signals transmitted and
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received on the ith twisted pair cable (i = 1, ...,Nu), we have
yi(t) =
Nu∑
j=1
∫
hi,j(t− u)xj(u)du+ ni(t) (4.1)
where hi,j(t) is the impulse response from the input of the jth cable to the
output of the ith cable, and ni(t) represents stationary Gaussian noise1; the
noise terms corresponding to different user indices are statistically independent.
The impulse responses hi,i(t) correspond to the direct channels, whereas the
impulse responses hi,j(t) with j Ó= i denote the crosstalk channels. We assume
causal impulse responses with a finite duration not exceeding Tch, i.e., hi,j(t) = 0
for t < 0 and for t > Tch.
The Nu transmitters at the DP make use of discrete multitone (DMT) mod-
ulation which includes a cyclic prefix to avoid interference between successive
DMT symbols. Basically, the signal xi(t) consists of blocks of duration TDMT;
these blocks are referred to as DMT symbols. During the lth DMT symbol, a
vector xi(l) =
(
x
(1)
i (l), ...,x
(Nt)
i (l)
)
of Nt zero-mean uncorrelated components
is transmitted, with each component modulating a different subcarrier or tone.
The frequencies of the Nt tones are multiples of a frequency spacing F . The
quantities TDMT and F are related by TDMT = TCP +
1
F , with TCP > Tch;
typically, we select F such that TCPF ≪ 1 (in G.fast, we have TDMT = 1/48000
s = 20.833 µs and F = 51.75 kHz, so that TCP = 1.510 µs and TCPF = 0.078).
The real-valued transmit signal during the lth DMT symbol interval is given by
xi(t) =
√
2
TDMT
Nt∑
k=1
ℜ
(
x
(k)
i (l)e
j2πkFt
)
t ∈ [lTDMT, (l+ 1)TDMT) (4.2)
with kF denoting the frequency of the kth tone. As the signal segments in the
intervals t ∈ [lTDMT, lTDMT + TCP) and t ∈ [(l+ 1)TDMT − TCP, (l+ 1)TDMT)
are identical, the first segment of duration TCP is referred to as the cyclic prefix
of the DMT symbol.
The normalization factor
√
2
TDMT
in (4.2) ensures that the transmit energy
on the kth tone during the lth DMT symbol equals E[|x(k)i (l)|2]. Assuming that
E[|x(k)i (l)|2] does not depend on the DMT symbol index l, the transmit power
associated with the kth tone equals E[|x(k)i |2]/TDMT, and the aggregate transmit
power (sum over all tones) on the ith cable equals
∑Nt
k=1 E[|x
(k)
i |2]/TDMT. The
(two-sided) power spectral density Sxi(f) of xi(t) is given by
Sxi(f) =
1
2
Nt∑
k=1
E[|x(k)i |2] (S(f − kF ) + S(k+ F )) (4.3)
1The occurrence of impulsive noise will be considered in Section 4.5.
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where
S(f) =
(
sin(πfTDMT)
πfTDMT
)2
is concentrated near f = 0, and has a mainlobe width of 2/TDMT. Taking into
account that TCPF ≪ 1 yields S(mF ) ≪ S(0) for any nonzero integer m, it
follows that Sxi(kF ) = Sxi(−kF ) ≈ 12E[|x
(k)
i |2]. Hence, the one-sided power
spectral density (defined as 2Sxi(f) for f ≥ 0 and zero otherwise) at f = kF is
accurately approximated by E[|x(k)i |2].
The response yi,j(t) of the ith cable to the transmitted DMT signal xj(t) is
obtained by convolving xj(t) with the impulse response hi,j(t). At the receiver,
the cyclic prefix of each DMT symbol is discarded, and only the remaining part
(of duration 1F ) of each DMT symbol is processed; hence, the useful part of the
lth DMT symbol at the receiver is obtained as
yi,j(t) =
∫
hi,j(t− u)xj(u)du t ∈ [lTDMT + TCP, (l+ 1)TDMT) (4.4)
Because of discarding the cyclic prefix at the receiver, the transmitted DMT
symbols having an index less than l do not contribute to yi,j(t) in (4.4) dur-
ing the considered interval; similarly, transmitted DMT symbols with an in-
dex larger than l do not contribute either, because the impulse responses are
causal. Hence, only the lth transmitted DMT symbol must be taken into ac-
count, so that the integration in (4.4) can be restricted to the interval u ∈
[lTDMT, (l+ 1)TDMT). As the duration of hi,j(t) is less than TCP, (4.4) can be
transformed into
yi,j(t) =
√
2
TDMT
Nt∑
k=1
ℜ
(
Hi,j(kF )x
(k)
j (l)e
j2πkFt
)
t ∈ [lTDMT+TCP, (l+ 1)TDMT)
(4.5)
where Hi.j(f) is the Fourier transform of hi,j(t). The received signal yi(t)
during the useful part of the lth DMT symbol is then obtained as
yi(t) =
Nu∑
j=1
yi,j(t) + ni(t) (4.6)
where yi,j(t) is given by (4.5).
The receiver performs a demodulation according to
y
(k)
i (l) =
√
2TDMTF
(l+1)TDMT∫
lTDMT+TCP
yi(t)e
−j2πkFtdt (4.7)
Taking into account that F
∫
1/F
ej2πmFtdt = δm with δm denoting the Kro-
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necker delta function, we obtain
y
(k)
i (l) =
Nu∑
j=1
Hi,j(kF )x
(k)
j (l) + n
(k)
i (l) (4.8)
Considering that ni(t) is zero-mean stationary Gaussian noise with (two-sided)
power spectral density Sni(f), the complex random variables n
(k)
i (l) are zero-
mean Gaussian and circular symmetric with E
[
n
(k)
i (l)
(
n
(k′)
i (l)
)∗]
= N
(k)
0,i δk−k′ ,
where N
(k)
0,i = 2(1+ TCPF )Sni(kF ). Hence, the noise contributions n
(k)
i (l) are
independent across tones, with variances N
(k)
0,i . When ni(t) is white Gaussian
noise, Sni(f) does not depend on f , so that N
(k)
0,i becomes independent of the
tone index k (and will be denoted N0,i; in this case, the noise contributions
n
(k)
i (l) are i.i.d. across tones, with variance N0,i).
As there is no interference between consecutive DMT symbols, we will drop
the DMT symbol index for notational convenience. The resulting observation
model can be compactly represented as
y(k) = H(k)x(k) + n(k) (4.9)
where the superscript k refers to the tone index (k = 1, ...,Nt), the received vec-
tor y(k), the transmitted vector x(k) and the noise vector n(k) have dimension
Nu × 1, and the channel matrix H(k) has dimension Nu ×Nu. The ith compo-
nents (i = 1, ...,Nu) of the vectors x(k), y(k) and n(k) represent the quantities
x
(k)
i , y
(k)
i and n
(k)
i , respectively. The elementH
(k)
i,j ofH
(k) equalsHi,j(kF ). The
components of n(k) are zero-mean statistically independent circular symmetric
Gaussian random variables with E
[
|n(k)i |2
]
= N
(k)
0,i .
In a practical implementation, the modulation (4.2) is replaced by first ob-
taining the N -point IFFT of the vector(
0,x
(1)
i (l), ...,x
(Nt)
i (l), 0, ...0,
(
x
(Nt)
i (l)
)∗
, ...,
(
x
(1)
i (l)
)∗)
consisting of a zero, the Nt constellation symbol values of the considered DMT
symbol, N − 2Nt− 1 zeroes, and the complex conjugates of the Nt constellation
symbol values in reversed order (implying that N must satisfy the inequality
N ≥ 2Nt+ 1). Next, a vector of N + ν samples is constructed by prepending the
last ν samples of the IFFT to the beginning of the IFFT, and finally these N + ν
samples are applied at a rate 1/T to a transmit filter. The sampling interval
T satisfies T = 1/(NF ) with F denoting the tone spacing, and ν should be
selected such that νT > Tch; the resulting durations of the DMT symbol and
the cyclic prefix are TDMT = (N + ν)T and TCP = νT , respectively. The
demodulation operation (4.7) is replaced by applying yi(t) to a receive filter,
sampling the receiver filter output at the rate 1/T , keeping the N samples that
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correspond to the useful part of the considered DMT symbol, and performing
an N -point FFT on these samples. Typically, N is an integer power of 2. The
resulting observation model can again be represented by (4.9).
Each of the Nu transmit signals is subject to a maximum power spectral
density (PSD) and a maximum aggregate transmission power (ATP) constraint
per line. These constraints translate into
E
[
|x(k)i |2
]
≤ E(k)PSD all (i, k) (4.10)
Nt∑
k=1
E
[
|x(k)i |2
]
≤ EATP all i (4.11)
where E
(k)
PSD is the maximum one-sided PSD at frequency kF , and EATP =
PATP/TDMT, with PATP denoting the maximum aggregate transmit power.
4.2 Constellation Types
The information bit sequences to be sent to the Nu users are (possibly) encoded
for increased robustness against transmission errors, and the resulting coded bits
are mapped to constellation symbols. The constellation symbol for the ith user
sent on the kth tone is denoted a
(k)
i , and belongs to a constellation A
(k)
i with
M
(k)
i = 2
b
(k)
i points. For mathematical convenience, we consider normalized
constellations, i.e., the constellation symbols have unit energy: E[|a(k)i |2] = 1;
a non-normalized constellation symbol with energy E
(k)
i is then denoted as√
E
(k)
i a
(k)
i . The number of points in the constellations A
(k)
i and the constella-
tion symbol energies E
(k)
i are design parameters. For further use, we introduce
the Nu × 1 vector a(k), the ith component of which equals a(k)i (i = 1, ...,Nu)
and the Nu ×Nu diagonal matrix E(k) with
(
E(k)
)
i,i
= E
(k)
i ; the vector of
non-normalized symbols is then given by
(
E(k)
)1/2
a(k).
If we simply set x
(k)
i =
√
E
(k)
i a
(k)
i , the users would suffer from crosstalk,
because of the nonzero off-diagonal elements of the channel matrix H(k) from
(4.9). As the users are at different locations, they cannot cooperate to cancel this
interference. Therefore, we allow the Nu transmitters at the DP to cooperate in
order to avoid interference at the users’ receivers. This transmitter-side signal
coordination (or vectoring) is referred to as precoding; the corresponding x
(k)
i
is a function of a(k) rather than only a
(k)
i .
We restrict our attention to quadrature amplitude modulation (QAM) con-
stellations CM containing M = 2b points, with b ∈ {1, 2, ..., bmax}; b represents
the number of coded bits per constellation symbol. The real and imaginary
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Figure 4.1: Constellations for 4-QAM and 16-QAM.
parts of the constellation points are odd multiples of the quantity ∆. Now we
discuss the different QAM constellations in more detail.
4.2.1 Square-QAM
A square-QAM constellation consists of M = 2b points, where b is an even
integer. The set of constellation symbols for theM -QAM constellation (M = 2b)
is given by CM = {((2m+ 1) + j(2n+ 1))∆;m,n ∈ {−
√
M/2, . . . ,
√
M/2−
1}}, with minimum distance d between constellation points given by d = 2∆.
The average energy per symbol associated with this constellation is equal to
EM =
1
M
∑
a∈CM
|a|2
=
2
3
(M − 1)∆2 (4.12)
For a normalized constellation, we have EM = 1, yielding
d2 =
6
M − 1 (4.13)
Figure 4.1 shows the constellations for 4-QAM (b = 2) and 16-QAM (b = 4).
4.2.2 Cross-QAM
A cross-QAM constellation consists of M = 2b points, where b is an odd integer
larger than 3. The set of constellation points for the 2b-QAM constellation is
given by CM = CM ,1 ∪CM ,2 ∪CM ,3 with
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Figure 4.2: Constellation for 32-QAM.
CM ,1 = {((2m+ 1) + j(2n+ 1))∆;
m ∈ {−3
4
M ′, . . . ,
3
4
M ′ − 1},n ∈ {−1
2
M ′, . . . ,
1
2
M ′ − 1}}
CM ,2 = {((2m+ 1) + j(2n+ 1))∆;
m ∈ {−1
2
M ′, . . . ,
1
2
M ′ − 1},n ∈ {−3
4
M ′, . . . ,−1
2
M ′ − 1}}
CM ,3 = {((2m+ 1) + j(2n+ 1))∆;
m ∈ {−1
2
M ′, . . . ,
1
2
M ′ − 1},n ∈ {1
2
M ′, . . . ,
3
4
M ′ − 1}}
where we have set M ′ =
√
M
2 for conciseness; these constellations are referred
to as cross-QAM. The minimum distance d between constellation points is given
by d = 2∆. For the average energy per symbol we obtain
EM =
2
3
(
31
32
M − 1
)
∆
2 (4.14)
For a normalized constellation, we have EM = 1, yielding
d2 =
6
31
32M − 1
(4.15)
Figure 4.2 shows the 32-QAM constellation (b = 5).
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Figure 4.4: Two types of 8-QAM constellations: 8-QAM-VDSL (left) and 8-
QAM-G.fast (right).
4.2.3 2-QAM
The 2-QAM constellation (b = 1) is shown in Figure 4.3, with C2 = {(1 +
j)∆,−(1+ j)∆}. The minimum distance d between constellation points is given
by d = 2
√
2∆. For the average energy per symbol, we obtain
E2 = 2∆
2 (4.16)
For a normalized constellation, we have E2 = 1, yielding d2 = 4.
4.2.4 8-QAM
We consider two types of 8-QAM constellations, referred to as 8-QAM-VDSL
and 8-QAM-G.fast, which are shown in Figure 4.4.
The 8-QAM-VDSL constellation is part of the DSL standards since the intro-
duction of DMT transmission in ADSL and still used in the VDSL standard [5].
The minimum distance d between constellation points is equal to d = 2∆. For
the average energy per symbol, we obtain
E8,VDSL = 6∆
2 (4.17)
For a normalized constellation, we have E8,VDSL = 1, yielding d
2 = 2/3.
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Figure 4.5: Block diagram of the system with linear precoder.
The 8-QAM-G.fast constellation has been proposed for the G.fast standard
[42]. The minimum distance d between constellation points is equal to d =
2
√
2∆. For the average energy per symbol, we obtain
E8,G.fast = 10∆
2 (4.18)
For a normalized constellation, we have E8,G.fast = 1, yielding d
2 = 4/5.
4.3 Linear Precoding
4.3.1 Derivation of Linear Precoding Structure
In the case of linear precoding (LP), we counteract the crosstalk generated by
the off-diagonal elements of H(k) by applying at the transmitter a linear trans-
formation to the non-normalized constellation symbol vector
(
E(k)
)1/2
a(k),
i.e., the transmit vector x(k) is given by x(k) = P(k)
(
E(k)
)1/2
a(k), where P(k)
is a Nu ×Nu precoding matrix.
We select the precoding matrix P(k) such that the crosstalk is completely
canceled at the users’ receivers; this is referred to as zero-forcing (ZF) linear pre-
coding. First we consider the QR decomposition of
(
H(k)
)H
, i.e.,
(
H(k)
)H
=
Q(k)R(k), where Q(k) is a unitary matrix (
(
Q(k)
)H
Q(k) = Q(k)
(
Q(k)
)H
= I)
and R(k) is an upper triangular matrix. From this, we obtain the following
decomposition of H(k): H(k) = L(k)
(
Q(k)
)H
, with L(k) =
(
R(k)
)H
denoting
a lower triangular matrix. Next, we decompose L(k) as L(k) = D
(k)
L
(I+B(k)),
where D
(k)
L
is a diagonal matrix with
(
D
(k)
L
)
i,i
= L
(k)
i,i , I denotes the identity
matrix, and B(k) is a lower triangular matrix with zeroes on its diagonal. This
yields H(k) = D
(k)
L
(I+B(k))
(
Q(k)
)H
. Now we select the precoding matrix as
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P(k) = Q(k)(I+B(k))−1; this gives rise to H(k)P(k) = D(k)
L
, which indicates
that the cascade of the precoder P(k) and the channel H(k) acts as a diagonal
channel matrix D
(k)
L
, so that crosstalk is indeed eliminated.
Because of the particular structure of the precoding matrix, the trans-
mit vector can be represented as x(k) = Q(k)x′(k), with (I + B(k))x′(k) =(
E(k)
)1/2
a(k). Considering that B(k) is lower triangular with zero diagonal,
the elements of x′(k) can be computed recursively as follows:
x
′(k)
1 =
√
E
(k)
1 a
(k)
1 (4.19)
x
′(k)
i =
√
E
(k)
i a
(k)
i −
i−1∑
j=1
B
(k)
i,j x
′(k)
j (i > 1) (4.20)
The resulting system with linear precoding is shown in Figure 4.5.
At the input of the receiver of the ith user we obtain
y
(k)
i = L
(k)
i,i
√
E
(k)
i a
(k)
i + n
(k)
i (4.21)
The symbol energy E
(k)
i is a design parameter, which should be selected such
that the resulting E
[
|x(k)i |2
]
satisfy the constraints (4.10) and (4.11). De-
fine N
(k)
0 as the diagonal matrix with
(
N
(k)
0
)
i,i
= N
(k)
0,i . For mathematical
convenience, we apply to y(k) a reversible transformation z(k) = T(k)y(k),
consisting of a rotation and a scaling of the components y
(k)
i , i.e., z
(k)
i =
y
(k)
i exp(−j arg(L
(k)
i,i ))/
√
N
(k)
0,i ; hence, T
(k) is a diagonal matrix with
(T(k))i,i = exp(−j arg(L(k)i,i ))/
√
N
(k)
0,i (4.22)
Because of the reversibility of the transformation, z(k) and y(k) contain the same
information about the constellation symbol vector a(k). The resulting z
(k)
i can
be decomposed as
z
(k)
i =
√
SNR
(k)
i a
(k)
i +w
(k)
i (4.23)
where
SNR
(k)
i =
|L(k)i,i |2E
(k)
i
N
(k)
0,i
(4.24)
denotes the SNR on the kth tone at the input of the ith receiver, and E[|w(k)i |2] =
1.
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4.3.2 Transmit Energy
Considering that the components of a(k) are uncorrelated, the energy of the
components of the transmit vector x(k) = P(k)a(k) at the output of the precod-
ing matrix can be computed as
E
[
|x(k)i |2
]
=
Nu∑
j=1
|P (k)i,j |2E
(k)
j (4.25)
Hence, in view of (4.25), when some components of the precoding matrix P(k)
have a large magnitude, some of the E
(k)
i should be small in order to satisfy
the constraints (4.10)-(4.11), yielding small values of the corresponding SNR
(k)
i ;
in this case, only small constellation sizes can be used to achieve a satisfactory
error performance at small SNR
(k)
i , which limits the information bitrate. This
problem can be circumvented by using nonlinear precoding, which is described
in the next section.
4.3.3 Alternative Linear Precoding Structure
An alternative formulation of the zero-forcing linear precoding involves decom-
posing the channel matrix as H(k) = D
(k)
H
(
I+C(k)
)
[36], where D
(k)
H
is a
diagonal matrix with
(
D
(k)
H
)
i,i
= H
(k)
i,i , I denotes the identity matrix, and the
diagonal elements of C(k) are zero; the off-diagonal elements of C(k) are indica-
tive of the coupling between the twisted pair cables. The precoder is selected as
P′(k) =
(
I+C(k)
)−1
, which yieldsH(k)P′(k) = D(k)
H
. Denoting in this alterna-
tive formulation the non-normalized symbol related the kth tone and the ith user
as
√
E
′(k)
i a
(k)
i , it is easily verified that the original formulation and the alterna-
tive formulation are equivalent (i.e., they yield the same transmit and receive
vectors x(k) and y(k), so they satisfy the same transmit power constraints and
achieve the same error performance) when
√
E
′(k)
i =
√
E
(k)
i L
(k)
i,i /H
(k)
i,i . The
alternative system avoids the QR decomposition of
(
H(k)
)H
, but requires the
inversion of I+C(k). In the case of small to moderate crosstalk, this inverse
can be approximated by truncating the infinite series expansion(
I+C(k)
)−1
=
∑
l≥0
(−1)l
(
C(k)
)l
to only a few terms, e.g.,
(
I+C(k)
)−1 ≈ I−C(k). However, such approxima-
tion is no longer accurate in the presence of strong crosstalk; moreover, when
C(k) has one or more eigenvalues with a magnitude exceeding 1, the above
infinite series does not converge.
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Table 4.1: Values of d2 for the 2b-QAM constellations with b = 1, . . . , 12.
b 1 2 3 (VDSL) 3 (G.fast) 4 5 6
d2 4 2 2/3 4/5 2/5 1/5 2/21
b 7 8 9 10 11 12
d2 2/41 2/85 2/165 2/341 2/661 2/1365
4.3.4 Comparison of Different Constellations
Considering (4.23), we will show in Chapter 5 that the error performance for
uncoded transmission and for TCM is mainly determined by the minimum dis-
tance between the scaled constellation symbols
√
SNR
(k)
i a
(k)
i , with a
(k)
i ∈ A
(k)
i ;
this distance equals
√
SNR
(k)
i d
(k)
i , where d
(k)
i is the minimum distance of the
normalized constellation A(k)i . For a given channel matrix H(k), let us replace
for all (i, k) the normalized constellations A(k)i (with minimum distance d
(k)
i )
and the symbol energies E
(k)
i by the normalized constellations A
′(k)
i (with min-
imum distance d
′(k)
i ) and the symbol energies E
′(k)
i . In order that the transmit-
ted energies E
[
|x(k)i |2
]
from (4.25) remain the same, we select E
′(k)
i = E
(k)
i ,
yielding SNR
′(k)
i = SNR
(k)
i (see (4.24)). Hence, compared to the constellation
A(k)i scaled by the factor
√
SNR
(k)
i , the minimum distance associated with the
constellation A′(k)i scaled by the factor
√
SNR
′(k)
i is increased by the factor
d
′(k)
i /d
(k)
i . Table 4.1 summarizes the values of d
2 for the various constellations.
Comparing 8-QAM-VDSL (with d2 = 2/3) and 8-QAM-G.fast (with d2 = 4/5),
it follows that the latter has an advantage of 10 log(6/5) = 0.79 dB over the
former, in terms of Euclidean distance of the scaled constellations.
4.4 Nonlinear Precoding
4.4.1 Derivation of Nonlinear Precoding Structure
We consider zero-forcing nonlinear precoding (NLP) of the Tomlinson-Harashima
type [36]. This type of precoding makes use of modulo operations at the trans-
mitter.
For any real-valued u and any positive divisor A, we define u modulo A
as [u]A = u+ lA, where l is the unique integer such that −A/2 ≤ u+ lA <
A/2. This definition is easily extended to complex-valued u, by defining [u]A =
[ℜ(u)]A + j[ℑ(u)]A. For α > 0, we have the relation [αu]αA = α[u]A. The
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Figure 4.6: Block diagram of the system with nonlinear precoder.
modulo operation on a complex-valued vector u corresponds to the component-
wise application of the modulo operation; denoting by Ai the divisor related to
ui, the ith component of u, we have ([u]A)i = [ui]Ai , with (A)i = Ai.
The only difference between the nonlinear precoder and the linear precoder
from Figure 4.5 is in the way x′(k) is obtained. In the case of NLP, we have
x
′(k)
1 =
[√
E
(k)
1 a
(k)
1
]√
E
(k)
1
A
(k)
1
(4.26)
x
′(k)
i =

√E(k)i a(k)i − i−1∑
j=1
B
(k)
i,j x
′(k)
j

√
E
(k)
i
A
(k)
i
(i > 1) (4.27)
The selection of the quantity A
(k)
i will be discussed shortly. Because of the mod-
ulo operation, the real and imaginary parts of x
′(k)
i have a magnitude not ex-
ceeding
√
E
(k)
i A
(k)
i /2, which indicates that the value of A
(k)
i affects E[|x
′(k)
i |2].
Alternatively, x
′(k)
i can be represented as
x
′(k)
1 =
√
E
(k)
1
(
a
(k)
1 + l
(k)
1 A
(k)
1
)
(4.28)
x
′(k)
i =
√
E
(k)
i
(
a
(k)
i + l
(k)
i A
(k)
i
)
−
i−1∑
j=1
B
(k)
i,j x
′(k)
j (i > 1) (4.29)
where l
(k)
i = l
(k)
R,i + jl
(k)
I,i , and l
(k)
R,i and l
(k)
I,i are the unique integers such that
the real and imaginary parts of the right-hand sides of (4.28) and (4.29) are
in the interval
[
−
√
E
(k)
i A
(k)
i /2,
√
E
(k)
i A
(k)
i /2
)
. Considering the similarity be-
tween (4.28)-(4.29) and (4.19)-(4.20), it follows that the receive vector y(k) is
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determined by
y
(k)
i = L
(k)
i,i
√
E
(k)
i
(
a
(k)
i + l
(k)
i A
(k)
i
)
+ n
(k)
i (4.30)
Applying to y(k) the same transformation matrix T(k) as in the case of LP
yields z(k) = T(k)y(k), with
z
(k)
i =
√
SNR
(k)
i
(
a
(k)
i + l
(k)
i A
(k)
i
)
+w
(k)
i (4.31)
where SNR
(k)
i is given by (4.24) and E[|w
(k)
i |2] = 1. The corresponding system
with NLP is shown in Figure 4.6.
4.4.2 Selection of A
(k)
i
When a
(k)
i belongs to anM
(k)
i -QAM constellation A
(k)
i , then a
(k)
i + l
(k)
i A
(k)
i be-
longs to a periodically extendedM
(k)
i -QAM constellation (extension with period
A
(k)
i in the horizontal and vertical directions), which we denote as A
(k)
ext,i. The
value of A
(k)
i affects the Euclidean distance between points of the constellation
A(k)ext,i. We take the smallest A
(k)
i for which the minimum Euclidean distance
in A(k)ext,i is the largest possible, i.e., equal to the minimum Euclidean distance
in the original constellation A(k)i . A larger A
(k)
i would maintain the minimum
Euclidean distance in A(k)ext,i, but yield an increase of E[|x
′(k)
i |2] and of the re-
sulting transmit power. When M
(k)
i = M = 2
b, we take A
(k)
i = A, according
to
A =


4∆ b = 1
8∆ b = 3 (VDSL,G.fast)
2
√
M∆ square
3
√
M
2 ∆ cross
(4.32)
which is illustrated in Figures 4.7-4.11 for the different constellation types. Note
that the 2b-QAM constellations are enclosed by a square with side A from (4.32),
so that in (4.26) the modulo operation can be dropped and, equivalently, in
(4.28) we have l
(k)
1 = 0.
4.4.3 Transmit Energy
For given k, the quantities x
′(k)
i are well approximated as independent random
variables which, for i > 1, are uniformly distributed inside a square with side√
E
(k)
i A
(k)
i [36]. This yields
E
[
|x(k)i |2
]
=
Nu∑
j=1
|Q(k)i,j |2E
[
|x′(k)j |2
]
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D+ 3
D+
D- D+ D+ 3
D-
D-3
D-3D- 5 D+ 5
D+ 5
D- 5
Figure 4.7: Illustration of the modulo operation for 2-QAM.
where
E
[
|x′(k)i |2
]
=
{
E
(k)
1 i = 1
ρ
(k)
i E
(k)
i i > 1
(4.33)
and ρ
(k)
i =
(
A
(k)
i
)2
/6. When M
(k)
i = M = 2
b, we obtain ρ
(k)
i = ρ, with
ρ =


4
3 b = 1
16
9 b = 3,VDSL
16
15 b = 3,G.fast
M
M−1 square
9
8
M
31
32
M−1 cross
(4.34)
The factor ρ
(k)
i is the ratio of the energy of x
′(k)
i to the energy of
√
E
(k)
i a
(k)
i ; we
note from (4.34) that the maximum value of this ratio amounts to 16/9 (2.5 dB),
which occurs for 8-QAM-VDSL. For square and cross constellations, ρ decreases
with increasingM , and converges to 1 (0 dB) and 36/31 (0.65 dB), respectively.
4.4.4 Comparison of Constellations
Considering (4.31), we will show in Chapter 5 that the error performance
for uncoded transmission and for TCM is mainly determined by the mini-
mum distance between the scaled constellation symbols
√
SNR
(k)
i a
(k)
i , with
a
(k)
i ∈ A
(k)
i ; this distance equals
√
SNR
(k)
i d
(k)
i , where d
(k)
i is the minimum
distance of the normalized constellation A(k)i . For a given channel matrix H(k),
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D-3
D+ 9
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D- 5
D-7D-9D-11
D+ 7
D+11
D+ 7 D+ 9 D+11
D-7
D-9
D-11
Figure 4.8: Illustration of the modulo operation for the 8-QAM-VDSL constel-
lation with A = 8∆.
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D-3
D+ 9
D+ 3
D+
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D-3D- 5 D+ 5
D+ 5
D- 5
D-7D-9D-11
D+ 7
D+11
D+ 7 D+ 9 D+11
D-7
D-9
D-11
Figure 4.9: Illustration of the modulo operation for the 8-QAM-G.fast constel-
lation.
55
4. DSL SYSTEM DESCRIPTION
D-3
D+ 9
D+ 3
D+
D- D+ D+ 3
D-
D-3D- 5 D+ 5
D+ 5
D- 5
D-7D-9D-11
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Figure 4.10: Illustration of the modulo operation for square constellations.
56
4.4. NONLINEAR PRECODING
D-3
D+ 9
D+ 3
D+
D- D+ D+ 3
D-
D-3D- 5 D+13
D+ 5
D- 5
D-7D-9D-11
D+ 7
D+11
D+ 7 D+ 9 D+11
D-7
D-9
D-11
D+ 5 D+15 D+17D-17 D-15 D-13
D-13
D-17
D-15
D+15
D+17
D+13
Figure 4.11: Illustration of the modulo operation for cross constellations.
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Table 4.2: Values of d2/ρ for the 2b-QAM constellations with b = 1, . . . , 12.
b 1 2 3 (VDSL) 3 (G.fast) 4 5 6
d2/ρ 3 3/2 3/8 3/4 3/8 1/6 3/32
b 7 8 9 10 11 12
d2/ρ 1/24 3/128 1/96 3/512 1/384 3/2048
let us replace for all (i, k) the normalized constellations A(k)i (with minimum
distance d
(k)
i ) and the symbol energies E
(k)
i by the normalized constellations
A′(k)i (with minimum distance d
′(k)
i ) and the symbol energies E
′(k)
i . In order
that the transmitted energies E
[
|x(k)i |2
]
from (4.33) remain the same, we select
E
′(k)
1 = E
(k)
1 and E
′(k)
i = (ρ
(k)
i /ρ
′(k)
i )E
(k)
i for i > 0, yielding SNR
′(k)
1 = SNR
(k)
1
and SNR
′(k)
i = (ρ
(k)
i /ρ
′(k)
i )SNR
(k)
i (see (4.24)). Hence, compared to the con-
stellation A(k)i scaled by the factor
√
SNR
(k)
i , the minimum distance associated
with the constellation A′(k)i scaled by the factor
√
SNR
′(k)
i is increased by the
factor
(
d
′(k)
i /
√
ρ
′(k)
i
)
/
(
d
(k)
i /
√
ρ
(k)
i
)
for i > 1. Table 4.2 summarizes the
values of d2/ρ for the various constellations. Comparing 8-QAM-VDSL (with
d2/ρ = 3/8) and 8-QAM-G.fast (with d2/ρ = 3/4), it follows that the latter
has an advantage of 10 log(2) = 3 dB over the former in terms of Euclidean
distance of the scaled constellations; this is a strong motivation to use 8-QAM-
G.fast instead of 8-QAM-VDSL in the case of NLP.
Strictly speaking, for 8-QAM-VDSL, A = 6∆ (instead of A = 8∆ from
(4.32)) is the smallest value that maintains d2 = 2/3 for the extended constel-
lation, as shown in Figure 4.12; this yields ρ = 1 and d2/ρ = 2/3 (instead
of ρ = 16/9 and d2/ρ = 3/8) for 8-QAM-VDSL, so that the corresponding
advantage of 8-QAM-G.fast over 8-QAM-VDSL in the case of NLP becomes
10log((3/4) · (3/2)) · (3/2)) = 0.51 dB (instead of 3 dB for A = 8∆). In the
case of uncoded transmission (where the error performance is determined by the
minimum Euclidean distance in the extended constellation), A = 6∆ would be
the proper choice for 8-QAM-VDSL. However, for trellis-coded modulation, we
will point out in Section 5.2 that the error performance is determined by the
minimum Euclidean distance in extended subsets of the original constellation.
For 8-QAM-VDSL it can be verified that taking A = 6∆ actually reduces the
minimum Euclidean distance in the extended subset as compared to the original
subset; it turns out that A = 8∆ is needed in order not to reduce the distance
in the extended subsets. For the other QAM constellations, the minimum value
of A (given in (4.32)) that maintains the distance in the extended constellation
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D-3
D+ 9
D+ 3
D+
D- D+ D+ 3
D-
D-3D- 5 D+ 5
D+ 5
D- 5
D-7D-9
D+ 7
D+ 7 D+ 9
D-7
D-9
Figure 4.12: Illustration of the modulo operation for the 8-QAM-VDSL constel-
lation with A = 6∆.
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also maintains the distance in the extended subsets.
4.5 Impulsive Noise
Accurate modeling of impulsive noise (IN) is very difficult, because IN measure-
ments made on different locations and/or at different times can show strong
variations of the IN statistics regarding pulse duration, inter-arrival times, pulse
energy and spectral content. For this reason, we will consider in this dissertation
a simple IN model with only a small number of parameters. Although simple,
the model captures the main features of IN, and, therefore, serves to assess the
robustness of various error control schemes against IN, rather than to accurately
predict system performance in an actual IN environment.
We model the IN as gated white Gaussian noise [43–45], which is switched
on and off at DMT symbol boundaries, and is added to the received signal yi(t)
from (4.1). Hence, a DMT symbol is either not hit by IN, or hit by IN during the
entire DMT symbol duration; such model implies that the average duration of
a noise impulse exceeds the DMT symbol duration, which is the case in G.fast.
Taking IN into account, the demodulator output y
(k)
i (l) from (4.8) should be
replaced by
y
(k)
i (l) =
Nu∑
j=1
Hi,j(kF )x
(k)
j (l) + n
(k)
act,i(l) (4.35)
In (4.35),
n
(k)
act,i(l) = n
(k)
i (l) + I(l)n
(k)
imp,i(l) (4.36)
denotes the instantaneous noise on the considered tone, consisting of the station-
ary noise contribution n
(k)
i (l) and the IN contribution I(l)n
(k)
imp,i(l). We have
I(l) = 1 when the considered DMT symbol interval is hit by IN and I(l) = 0
otherwise. The quantity n
(k)
imp,i(l) is zero-mean Gaussian and circular symmetric
with E
[
n
(k)
imp,i(l)
(
n
(k′)
imp,i(l)
)∗]
= N0,imp,iδk−k′ ; note that the variance N0,imp,i
of n
(k)
imp,i(l) does not depend on the tone index k, because of the assumption
that the IN is white when present. The instantaneous variance N
(k)
0,act,i(l) of
n
(k)
act,i(l) is given by N
(k)
0,act,i(l) = N
(k)
0,i + I(l)N0,imp,i. The noise term n
(k)
act,i(l)
is distributed according to a mixture of two zero-mean Gaussian distributions,
with variances N
(k)
0,i (when I(l) = 0) and N
(k)
0,i +N0,imp,i (when I(l) = 1), re-
spectively; the instantaneous noise contributions n
(k)
act,i(l) are independent across
tones.
When considering the lth DMT symbol interval in the case of LP or NLP,
we have to replace in Sections 4.3 and 4.4 the noise variance N
(k)
0,i by the instan-
taneous noise variance N
(k)
0,act,i(l) in order to take the IN into account. Conse-
quently, the observation equations (4.23) and (4.31) for LP and NLP are still
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Figure 4.13: Two-state Markov IN model.
valid, provided that SNR
(k)
i is replaced by the instantaneous SNR given by
SNR
(k)
act,i =
|L(k)i,i |2E
(k)
i
N
(k)
0,act,i
(4.37)
(the DMT symbol index l is suppressed for notational convenience). The in-
stantaneous SNR can be expressed as
SNR
(k)
act,i =


SNR
(k)
i if DMT is not hit by IN
SNR
(k)
i
1+ κ
(k)
i
if DMT is hit by IN
(4.38)
where SNR
(k)
i is given by (4.24) and denotes the SNR in the absence of IN, and
κ
(k)
i =
N0,imp,i
N
(k)
0,i
(4.39)
denotes the strength of the IN relative to the stationary noise for the considered
tone and user.
Whether or not a DMT symbol is hit by IN is governed by the 2-state
Markov model shown in Figure 4.13, which captures the burstiness of the IN
process [46,47]. The states 1 and 0 indicate that a DMT symbol is hit (I(l) = 1)
and not hit (I(l) = 0) by IN. Denoting the state of the lth DMT symbol by sl,
we define the following state transition probabilities
Pr[sl+1 = 0|sl = 0] = 1− ρ0
Pr[sl+1 = 1|sl = 0] = ρ0
Pr[sl+1 = 0|sl = 1] = ρ1
Pr[sl+1 = 1|sl = 1] = 1− ρ1
where ρ0 and ρ1 denote the probabilities of leaving the states 0 and 1, respec-
tively. Defining the state probabilities corresponding to the lth DMT symbol as
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p0(l) = Pr[sl = 0] and p1(l) = Pr[sl = 1], we introduce the state probability
vector p(l) with (p(l))0 = p0(l) and (p(l))1 = p1(l). The state probabil-
ity vectors corresponding to the lth and (l+ 1)th DMT symbol are related by
p(l+ 1) = Πp(l), where
Π =
(
1− ρ0 ρ1
ρ0 1− ρ1
)
is referred to as the stochastic matrix of the Markov model. The steady-state
probability vector p satisfies p = Πp, which yields p0 = ρ1/(ρ0 + ρ1) and
p1 = ρ0/(ρ0 + ρ1). The state probability vectors corresponding to the lth and
(l+ i)th DMT symbol are related by p(l+ i) = Πip(l). Using the eigenvalue-
decomposition Π = VΛV−1, we obtain Πi = VΛiV−1. For the case at hand,
the two eigenvalues of Π are 1 and λ = 1− ρ0 − ρ1; note that |λ| < 1 (when
excluding the pathological cases corresponding to ρ0 = ρ1 = 0 and ρ0 = ρ1 = 1,
which give rise to λ = 1 and λ = −1, respectively). This yields
Π
i =
1
ρ0 + ρ1
(
ρ1 + ρ0λi ρ1(1− λi)
ρ0(1− λi) ρ0 + ρ1λi
)
Hence, when the lth DMT symbol is hit by IN, the probability Pr[sl+i = 1|sl =
1], that the (l+ i)th DMT symbol is also hit by IN, equals ρ0+ρ1λ
i
ρ0+ρ1
, which for
large i converges to the steady-state probability p1 =
ρ0
ρ0+ρ1
. Similarly, when
the lth DMT symbol is not hit by IN, the probability Pr[sl+i = 0|sl = 0], that
the (l+ i)th DMT symbol is also not hit by IN, equals ρ1+ρ0λ
i
ρ0+ρ1
, which for large
i converges to the steady-state probability p0 =
ρ1
ρ0+ρ1
.
The IN is characterized by an alternation of on-intervals (during which the
IN is present) and off-intervals (during which the IN is absent). The proba-
bility that an on-interval has a duration of non DMT symbol intervals is given
by (1− ρ1)non−1ρ1 (non = 1, 2, . . . ), which indicates that non has a geomet-
rical distribution; the corresponding average duration of an on-interval equals
TDMT/ρ1. Similarly, the probability that an off-interval has a duration of noff
DMT symbol intervals is given by (1− ρ0)noff−1ρ0 (noff = 1, 2, . . . ), so that
the average duration of an off-interval equals TDMT/ρ0. Hence, according to
this model, the average duration of a noise impulse is TDMT/ρ1, and the av-
erage inter-arrival time of the noise impulses is TDMT(ρ
−1
0 + ρ
−1
1 ). We select
the probabilities ρ0 and ρ1 so that the resulting average IN duration and inter-
arrival time match with experimental IN data. Measurements reported in [39,40]
show an average noise impulse duration and inter-arrival time of 35 µs and
1.3 ms, corresponding to 1.68 TDMT and 60.73 TDMT, respectively (for G.fast,
1/TDMT = 48000 s
−1, so TDMT = 20.83 µs ); this yields the transition proba-
bilities ρ0 = 0.016, ρ1 = 0.595, the eigenvalue λ = 0.389, and the steady-state
probabilities p0 = 0.974, p1 = 0.026. Figures 4.14 and 4.15 show as a function
of l the probabilities Pr[sl+i = 1|sl = 1] and Pr[sl+i = 0|sl = 0], respectively,
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Figure 4.14: The probability Pr[sl+i = 1|sl = 1] versus i along with its steady-
state value p1.
along with their steady-state values p1 and p0; we observe that the steady-state
probabilities are reached after about 8 DMT symbol intervals.
At the transmitter, the constellation sizes on the individual tones are deter-
mined from the per-tone SNRs. These SNRs are measured at the receiver, and
fed back to the transmitter. The SNR measurement is affected by the presence
of IN. Taking into account that the SNR measurement is obtained as the ratio
of the average signal power over the average noise power, each averaged over
many DMT symbol intervals, we obtain
SNR
(k)
avg,i =
SNR
(k)
i
1+ κ
(k)
i p1
(4.40)
where SNR
(k)
avg,i is the average SNR related to the k
th tone of the ith user, which
is measured by the receiver. In (4.40), SNR
(k)
i is the SNR on the same tone for
a system without IN, and κ
(k)
i = N0,imp,i/N
(k)
0,i is given by (4.39). Indicating
by SNR
(k)
act,i the instantaneous SNR related to the k
th tone of the ith user for a
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Figure 4.15: The probability Pr[sl+i = 0|sl = 0] versus i along with its steady-
state value p0.
particular DMT symbol, SNR
(k)
act,i can be expressed in terms of SNR
(k)
avg,i:
SNR
(k)
act,i =


(1+ κ
(k)
i p1)SNR
(k)
avg,i if DMT is not hit by IN
1+ κ
(k)
i p1
1+ κ
(k)
i
SNR
(k)
avg,i if DMT is hit by IN
(4.41)
Hence, the measured SNR, denoted by SNR
(k)
avg,i, overestimates (underestimates)
the instantaneous SNR, denoted by SNR
(k)
act,i, when the DMT is hit (is not hit)
by IN.
64
5
Error Performance with Lin-
ear and Nonlinear Precoding
In this chapter, we investigate uncoded transmission and various types of coded
transmission in the presence of linear precoding (LP) or nonlinear precoding
(NLP), as described in Sections 4.3 and 4.4. We use a single-carrier and single-
user model. The obtained results will be used in Chapters 7 and 8, where we
investigate the performance and goodput of the G.fast system, which corre-
sponds to a multi-carrier (different SNR per tone) and multi-user scenario.
In the absence of IN, the resulting observation model for a given user (for
notational convenience, we remove the user index) in the case of LP is
z(k) =
√
SNR(k)a(k) +w(k) (5.1)
where k is the tone index, SNR(k) is the SNR for the considered user and tone at
the input of the receiver; we recall the normalizations E[|a(k)|2] = E[|w(k)|2] = 1
for all k. In the case of NLP, the observation model becomes
z(k) =
√
SNR(k)
(
a(k) + l(k)A(k)
)
+w(k) (5.2)
where l(k) ∈ Z + jZ. Z + jZ denotes the set of complex numbers with integer
real and imaginary parts, A(k) is the divisor related to the modulo operation
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at the transmitter, and the remaining quantities are the same as in (5.1). In
the presence of IN, the above observation models are still valid, provided that
SNR(k) is replaced by SNR
(k)
act, the instantaneous SNR given by (4.38).
For both cases of LP and NLP, we outline for uncoded transmission and for
each type of coded transmission the algorithm for detecting from {z(k), k =
1, ...,Nt} the information bits associated with the data symbols {a(k), k =
1, ...,Nt}, and investigate the resulting bit error rate (BER) using analytical ap-
proximations and computer simulations. Whereas the observation model (5.1)
for LP gives rise to “conventional” detection algorithms, we point out that for
NLP some modifications to these detection algorithms are needed in order to
cope with the occurrence of the unknown {l(k), k = 1, ...,Nt} in the observation
model (5.2). As far as the BER is concerned, we show that for given SNR the
BER for NLP is (slightly) worse than for LP. However, in order to achieve a
given SNR, LP and NLP require a different level of transmit power; typically, in
the case of strong crosstalk, NLP requires less transmit power, compared to LP.
A performance comparison in terms of given transmit power will be conducted
in Chapters 7 and 8, where the findings from the present chapter will be used
as an intermediate result.
5.1 Uncoded Transmission
In the case of uncoded transmission, the kth tone conveys a symbol a(k) from
a normalized M (k)-QAM constellation A(k), which represents log2(M (k)) infor-
mation bits. For now we restrict our attention to the case where IN is absent;
the effect of IN will be considered in Section 5.4.
An approximate analytical expression for the error performance of uncoded
transmission is derived in Sections 5.1.1 and 5.1.2, for LP and NLP respectively.
Section 5.1.4 presents some numerical results.
5.1.1 Linear Precoding
5.1.1.1 Detection Algorithm
First we consider the case of linear precoding, as explained in Section 4.3.
Maximum-likelihood (ML) detection of the symbol a(k) based on the obser-
vation z(k) from (5.1) yields the symbol decision aˆ(k), with
aˆ(k) = arg min
a˜∈A(k)
∣∣∣z(k) −√SNR(k)a˜∣∣∣2 (5.3)
where the minimization is over all points of the normalized constellation A(k).
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5.1.1.2 Error Performance
Denoting the minimum Euclidean distance between points of the normalized
M (k)-QAM constellation as d(k), the corresponding BER related to the detection
of the symbol a(k) is well approximated as [20]
BER(k) ≈ 1
M (k)
∑
a ∈ A(k), aˆ ∈ A(k)
|aˆ− a| = d(k)
Nbit(a, aˆ)
log2(M
(k))
Q


√(
d(k)
)2
2
SNR(k)


(5.4)
In the above expression, the summation is over constellation points a and aˆ
which are at distance d(k) from one another, and Nbit(a, aˆ) denotes the number
of bits in which the binary labels of the constellation points a and aˆ are different.
Note that d(k) depends on the type and size of the considered constellation (see
Section 4.2). The BER averaged over all Nt tones is obtained as
BER =
∑Nt
k=1 log2(M
(k))BER(k)∑Nt
k=1 log2(M
(k))
(5.5)
When allNt tones have the same constellation and the same SNR, i.e., SNR(k) =
SNR and M (k) = M for all k, we obtain
BER = BER(k) ≈ 1
M
∑
a ∈ CM , aˆ ∈ CM
|aˆ− a| = d
Nbit(a, aˆ)
log2(M )
Q
(√
d2
2
SNR
)
(5.6)
with d denoting the minimum Euclidean distance of the normalized M -QAM
constellation CM .
For 2-QAM, 8-QAM-VDSL and square-QAM constellations, we use Gray
mapping, which yields Nbit(a, aˆ) = 1 for all constellation points a and aˆ satis-
fying |aˆ− a| = d(k), hence minimizing (5.4). For 8-QAM-G.fast and cross-QAM
constellations, a Gray mapping does not exist. For 8-QAM-G.fast we use the
mappings shown in Figures 5.1 and 5.2 for LP and NLP, respectively. For cross-
QAM with 2n+ 1 bits (n ≥ 2), we first apply Gray mapping to a rectangular
2n× 2n+1 QAM constellation, and subsequently turn the 2n× 2n+1 rectangular
QAM constellation into a 22n+1 cross-QAM constellation, by rotating over 90
degrees the leftmost and rightmost 2n−2 columns (each column containing 2n
constellation points), changing the order of the points as explained in [48, 49]
and moving them above and below the 2n center columns, respectively; this
procedure is illustrated for 32-QAM in Figure 5.3. The resulting mapping min-
imizes the average number of bit differences between labels associated with
constellation points at minimum distance.
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D+
D- D+ D+ 3
D+ 3
D-
D-3
D-3
100 101 
000 110 
010 111 
001 011 
Figure 5.1: Mapping for the 8-QAM-G.fast constellation for uncoded transmis-
sion with LP.
D+
D- D+ D+ 3
D+ 3
D-
D-3
D-3
101 110 
111 000 
010 001 
100 011 
Figure 5.2: Mapping for the diamond 8-QAM constellation for uncoded trans-
mission with NLP.
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ß
Figure 5.3: Transformation of a rectangular 32-QAM constellation into a cross
32-QAM constellation.
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5.1.2 Nonlinear Precoding
5.1.2.1 Detection Algorithm
In the case of nonlinear precoding, as explained in Section 4.4, the scaled and
rotated observation z(k) is given by (5.2) where a(k)+ l(k)A(k) can be interpreted
as a symbol belonging to the periodic extension of the normalized M (k)-QAM
constellation A(k); this extended constellation is denoted A(k)ext. The symbol
decision aˆ(k) is given by
aˆ(k) = arg min
a˜∈A(k)
(
min
l˜∈Z+jZ
∣∣∣z(k) −√SNR(k) (a˜+ l˜A(k))∣∣∣2) (5.7)
= arg min
a˜∈A(k)
(
min
l˜∈Z+jZ
∣∣∣∣[z(k)]√SNR(k)A(k) −
√
SNR(k)
(
a˜+ l˜A(k)
)∣∣∣∣2
)
(5.8)
It follows from (5.8) that
[
z(k)
]
√
SNR(k)A(k)
, which results from a modulo oper-
ation on z(k), is a sufficient statistic for performing the ML decision.
5.1.2.2 Error Performance
The resulting BER related to the detection of the symbol a(k) is given by an
expression similar to (5.4), i.e.,
BER(k) ≈ 1
M (k)
∑
a ∈ A(k), aˆ ∈ A(k)ext,i
|aˆ− a| = d(k)
Nbit(a, aˆ)
log2(M
(k))
Q


√(
d(k)
)2
2
SNR(k)


(5.9)
The difference between (5.4) and (5.9) is in the summation over aˆ: for LP and
NLP, aˆ belongs to the original constellation A(k) and to the extended constella-
tion A(k)ext, respectively; hence, for given constellation sizes and SNRs per tone,
NLP yields the larger BER because A(k) ⊂ A(k)ext. The BER averaged over all
Nt tones is given by (5.5), with BER
(k) given by (5.9).
5.1.3 Rule of Thumb
The approximate BER expressions (5.4) for LP and (5.9) for NLP indicate
that the selection of the constellation affects the error performance through
the minimum distance d(k) of the normalized constellation and through the
factor in front of the function Q(.). For large SNR(k), the dependence of d(k)
on the constellation is the more important factor. Hence, when replacing the
normalized constellation A(k) with minimum distance d(k) by the normalized
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constellation A′(k) with minimum distance d′(k), one should change the SNR
from SNR(k) to SNR′(k) = (d(k)/d′(k))2SNR(k) in order to maintain essentially
the same BER at high SNR.
For normalized square-QAM constellations with large M , (4.13) simplifies
to d2 ≈ 6/M . For normalized cross-QAM with large M , (4.15) also yields
d2 ≈ 6/M , taking into account that 31/32 ≈ 1. Hence, when increasing the
constellation size fromM = 2b toM ′ = 2b′ with b′ > b, the error performance is
maintained when increasing the SNR by a factor M ′/M , which corresponds to
an increase (expressed in dB) of 10 log(M ′/M ) = 10 log(2) · (b′− b) ≈ 3(b′− b).
Hence, when increasing the number of bits per QAM symbol by 1 (i.e., when
doubling the number of constellation points), the resulting SNR penalty for
maintaining a certain error performance equals about 3 dB.
5.1.4 Numerical Results
In the remainder of this dissertation, we will use the G.fast constellation in the
case of 8-QAM, unless explicitly mentioned otherwise.
Considering the observation models (5.1) and (5.2) for LP and NLP, Fig-
ure 5.4 and Figure 5.5 show the corresponding BER for uncoded transmission
for QAM constellations with b = 1, ...., 12. We observe that the BER approx-
imations (5.4) and (5.9), accurately match the simulations results. For large
constellation sizes, the BER curve for 2b+1-QAM is obtained by shifting the
BER curve for 2b-QAM by about 3 dB to the right; this is according to the
rule of thumb from Section 5.1.3, stating that adding 1 bit to the constellation
gives rise to a SNR penalty of about 3 dB. Actually, taking the factor 31/32
occuring in the expression (4.15) for the minimum distance for cross-QAM into
account, we have for large constellation sizes d2
22n
/d2
22n+1
= 31/16 (2.87 dB))
and d2
22n+1
/d2
22n+2
= 64/31 (3.14 dB); hence, for small BER, the BER curve for
22n+1-QAM is not exactly halfway the curves for 22n-QAM and 22n+2-QAM,
but slightly closer to the curve for 22n-QAM.
Figure 5.6 shows the BER for NLP with uncoded transmission using the
following 8-QAM constellations: 8-QAM-G.fast, 8-QAM-VDSL with A = 8∆
and 8-QAM-VDSL with A = 6∆. 8-QAM-G.fast gives the best performance
at high SNR, as the minimum Euclidean distance between constellation points
d is larger for G.fast (d2 = 4/5) as compared to VDSL (d2 = 2/3, for both
A = 8∆ and A = 6∆). The better performance of 8-QAM-VDSL with A = 8∆
as compared to A = 6∆ is caused by the larger number of neighbours at minimal
distance when A = 6∆.
Table 5.1 lists the SNR values that are required to achieve BER = 10−7
for the various constellation sizes, for both linear and nonlinear precoding. We
observe that nonlinear precoding needs a slightly larger SNR, because the ex-
tended constellation A(k)ext,i has more neighbours at minimum Euclidean distance
from the transmitted symbol, when the latter is an outer point of the original
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Figure 5.4: BER for LP and uncoded transmission for QAM constellations
with b = 1, . . . , 12; simulations (solid lines with markers) versus approximation
(dashed lines).
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Figure 5.5: BER for NLP and uncoded transmission for QAM constellations
with b = 1, . . . , 12; simulations (solid lines with markers) versus approximation
(dashed lines).
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Figure 5.6: BER for NLP, uncoded transmission and the proposed 8-QAM
constellations; simulations results.
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Table 5.1: Required SNR (in dB) to achieve the target BER of 10−7 for uncoded
transmission with LP and NLP.
b 1 2 3 4 5 6
LP 11.3 14.3 18.3 21.2 24.2 27.4
NLP 11.7 14.5 18.5 21.3 24.3 27.4
b 7 8 9 10 11 12
LP 30.3 33.4 36.2 39.3 42.2 45.3
NLP 30.3 33.4 36.2 39.4 42.2 45.3
constellation A(k); this effect decreases with increasing constellation size, be-
cause of the decreasing relative importance of the outer constellation points of
A(k).
5.2 Trellis-Coded Modulation
In Section 5.2.1, we describe the trellis code used in G.fast and in the VDSL
standard. The detection algorithm and an approximate analytical expression
for the error performance of TCM is derived in Sections 5.2.2 and 5.2.3, for
linear and nonlinear precoding, respectively. Numerical results are presented in
Section 5.2.5. Here we restrict our attention to the case where IN is absent; the
effect of IN will be considered in Section 5.4.
5.2.1 Trellis Code Description
The trellis codes introduced by Ungerboeck typically make use of 2m+1-point
complex-valued constellations, such as PSK or QAM constellations, to convey
m information bits per constellation; these constellations are referred to as two-
dimensional (2-D), because they involve two "real" dimensions. The concept of
TCM has been extended to convey m information bits per 2m+1-point 2Ndim-
dimensional constellations (with Ndim > 1), which are obtained as the cartesian
product of Ndim 2-D constellations [50]. For a given number of information bits
per 2-D symbol, multi-dimensional TCM can be shown to provide a better error
performance, because of the smaller number of parity bits (i.e. (1/Ndim) parity
bits) per 2-D symbol (see Section 5.2.4).
The trellis code, depicted in Figure 5.7, is defined in ITU-T Recommendation
G.993.2 [5] and is similar to Wei’s 16-state 4-dimensional trellis code [50]; only
the symbol mapping is different. At the ℓth trellis section, the trellis encoder
transforms an input vector u(ℓ) of z(ℓ) information bits into z(ℓ) + 1 coded bits,
i.e., one redundant bit is added. These z(ℓ) + 1 coded bits are split into a set
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Figure 5.7: Structure of the trellis encoder in G.fast.
of z(ℓ) + 1 − y(ℓ) coded bits and a set of y(ℓ) coded bits, which are grouped
in the output vectors v(ℓ) and w(ℓ), respectively. The vectors v(ℓ) and w(ℓ)
are mapped to symbols from a 2z
(ℓ)+1−y(ℓ) -QAM constellation and a 2y(ℓ) -QAM
constellation, respectively, which are transmitted using two tones of the DMT
system. As the output of the trellis encoder consists of two QAM symbols
per trellis section, the trellis code is referred to as 4-dimensional (the real and
imaginary parts of a QAM symbol are considered as two separate dimensions).
The redundant bit u
(ℓ)
0 in Figure 5.7 is produced by a 16-state systematic
recursive rate 2/3 convolutional encoder, the block diagram of which is shown
in Figure 5.8. The trellis section for the 16-state convolutional code from Fig-
ure 5.8 is given in Figure 5.9. The next state (S
(ℓ+1)
3 ,S
(ℓ+1)
2 ,S
(ℓ+1)
1 ,S
(ℓ+1)
0 )
is determined solely by the current state (S
(ℓ)
3 ,S
(ℓ)
2 ,S
(ℓ)
1 ,S
(ℓ)
0 ) and the input
(u
(ℓ)
2 ,u
(ℓ)
1 ) at time instant ℓ; the two information bits (u
(ℓ)
2 ,u
(ℓ)
1 ) which enter
the convolutional encoder are referred to as the encoded information bits, while
the remaining z(ℓ) − 2 information bits which bypass the convolutional encoder
are termed the uncoded information bits. Each state has 4 outgoing edges cor-
responding to the 4 possible values of (u
(ℓ)
2 ,u
(ℓ)
1 ), that end in 4 different states;
similarly, each state has 4 incoming edges that originate from 4 different states.
The values to the left of the trellis section, in front of each state, list the decimal
input values of (u
(ℓ)
2 ,u
(ℓ)
1 ) corresponding to the outgoing branches from top to
bottom. Similarly, to the right of the trellis, behind each state, the decimal val-
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Figure 5.8: Rate-2/3 16-state systematic convolutional encoder for TCM in
G.fast.
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Figure 5.9: Trellis diagram for the 16-state convolutional code.
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Figure 5.10: Set partitioning of the 4-D constellation A4 = A2 × A2 as in
VDSL2.
ues of (u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ) are indicated that correspond to the incoming branches
in the state from top to bottom.
Figure 5.10 illustrates the set partitioning of the 4-D constellation A(4) =
A(2)1 ×A(2)2 , where A(2)1 and A(2)2 are 2-D constellations with 2b1 and 2b2 points,
respectively, so that the 4-D constellation has 2b1+b2 points; b1 and b2 are
short-hand notations for z(ℓ) + 1 − y(ℓ) and y(ℓ). This set partitioning re-
sults in 16 subsets {C(4)n ,n = 0, ..., 15} from the original 4-D constellation,
each containing 2b1+b2−4 points. Each of the 4-D subsets C(4)n is obtained
as C
(4)
n = C
(2)
1,m1
× C(2)2,m2 , where C
(2)
1,m1
and C
(2)
2,m2
are subsets resulting from
two levels of set partioning of the 2-D constellations A(2)1 and A(2)2 ; the sub-
sets C
(2)
1,m1
and C
(2)
1,m2
contain 2b1−2 and 2b2−2 points. The indices n, m1, and
m2 are the decimal values corresponding to (u
(ℓ)
3 ,u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ), (v
(ℓ)
1 , v
(ℓ)
0 ) and
(w
(ℓ)
1 ,w
(ℓ)
0 ), respectively; the remaining bits (v
(ℓ)
b1−1, ..., v
(ℓ)
2 ) and (w
(ℓ)
b2−1, ...,w
(ℓ)
2 )
determine which points from the 2-D subsets C
(2)
1,m1
and C
(2)
2,m2
are actually trans-
mitted. Figure 5.11 illustrates the set partitioning of the 2-D constellations for
64-QAM; the constellation points are labeled by the decimal value of the two
bits (either (v
(ℓ)
1 , v
(ℓ)
0 ) or (w
(ℓ)
1 ,w
(ℓ)
0 )) according to the subset they belong to.
Representing by d the minimum Euclidean distance of the 2-D constellation,
we note that the minimum distance within a same subset equals 2d, and the
minimum distance between subsets determined by the decimal values 0 and 3
(or 1 and 2) equals
√
2d.
The trellis encoder output bits (v
(ℓ)
1 , v
(ℓ)
0 ) and (w
(ℓ)
1 ,w
(ℓ)
0 ) are obtained from
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Figure 5.11: Mapping of 2-D subsets in 64-QAM.
the bits (u
(ℓ)
3 ,u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ) according to the following modulo-2 additions:
v
(ℓ)
1 = u
(ℓ)
1 ⊕ u(ℓ)3
v
(ℓ)
0 = u
(ℓ)
3
w
(ℓ)
1 = u
(ℓ)
0 ⊕ u(ℓ)1 ⊕ u(ℓ)2 ⊕ u(ℓ)3
w
(ℓ)
0 = u
(ℓ)
2 ⊕ u(ℓ)3
The remaining z(ℓ)− 3 trellis encoder output bits are equal to the z(ℓ)− 3 infor-
mation bits that are obtained by removing the information bits (u
(ℓ)
3 ,u
(ℓ)
2 ,u
(ℓ)
1 )
from the information bit vector u(ℓ).
From the above description, it follows that the minimum number of infor-
mation bits in a trellis section equals three (i.e., the bits (u
(ℓ)
3 ,u
(ℓ)
2 ,u
(ℓ)
1 )), which
corresponds to two 4-QAM symbols, determined by the bits (v
(ℓ)
1 , v
(ℓ)
0 ) and
(w
(ℓ)
1 ,w
(ℓ)
0 ), respectively. When some of the tones convey 2-QAM symbols, two
such symbols are ’paired’ to form a 4-QAM symbol. More specifically, denot-
ing the two (normalized) 2-QAM symbols as a2QAM,l = αl(1+ j)/
√
2 where
αl ∈ {−1, 1} and l = 1, 2, the corresponding (normalized) 4-QAM symbol ob-
tained after pairing is given by a4QAM = (α1 + jα2)/
√
2.
The QAM symbols from the TCM codeword are transmitted using the DMT
communication system. Each subcarrier of the DMT system conveys a QAM
symbol from the TCM codeword. The number of QAM symbols in the TCM
codeword equals the number of tones in the DMT symbol, so that one TCM
codeword corresponds to one DMT symbol.
For the square-QAM and cross-QAM constellations, we use the mappings as
proposed in [42]. In Figure 5.2, we show the mapping for 8-QAM-G.fast, where
the last two bits represent either (v
(ℓ)
1 , v
(ℓ)
0 ) or (w
(ℓ)
1 ,w
(ℓ)
0 ), which determine the
2-D subset to which the constellation point belongs.
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5.2.2 Linear Precoding
5.2.2.1 Detection Algorithm
We consider the observation model (5.1) in the case of LP, with the user in-
dex removed for notational convenience. Applying ML sequence detection,
the detected symbol sequence aˆ =
(
aˆ(1), aˆ(2), ..., aˆ(Nt)
)
is obtained as aˆ =
argmin
a˜∈C
DLP(a˜), where
DLP(a˜) =
Nt∑
k=1
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2 (5.10)
a˜ =
(
a˜(1), a˜(2), ..., a˜(Nt)
)
and the minimization is over the set C of valid coded
symbol sequences. This minimization is executed efficiently by applying the
Viterbi algorithm to the trellis that describes the operation of the trellis en-
coder. As the state transition at the ℓth trellis section is determined only
by the current state (S
(ℓ)
3 ,S
(ℓ)
2 ,S
(ℓ)
1 ,S
(ℓ)
0 ) and the information bits (u
(ℓ)
2 ,u
(ℓ)
1 ),
it follows that for a given current state the different information bit vectors
u(ℓ) which have the same (u
(ℓ)
2 ,u
(ℓ)
1 ) give rise to the same state transition.
Hence, each state transition in the trellis of the rate 2/3 convolutional code
(see Figure 5.9) turns into 2z
(ℓ)−2 parallel transitions (corresponding to the
uncoded information bits) in the trellis of the trellis code. Each of these par-
allel transitions corresponds to a different 4-D symbol; these 4-D symbols have
the bits (u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ) in common. The branch metric to be used in the
Viterbi algorithm for a given state transition at the ℓth trellis section is given
by min
a˜(2ℓ),a˜(2ℓ+1)
(
D
(2ℓ)
LP (a˜
(2ℓ)) +D
(2ℓ+1)
LP (a˜
(2ℓ+1))
)
, where
D
(k)
LP (a˜
(k)) =
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2 (5.11)
and the minimization is over the 4-D symbols (a˜(2ℓ), a˜(2ℓ+1)) associated with
the parallel transitions corresponding to the considered state transition. In the
case where a 4-QAM symbol a(k) is the result of the pairing of two 2-QAM
symbols a(k1) and a(k2) with associated observations z(k1) and z(k2) , we have
D
(k)
LP (a˜
(k)) =
∣∣∣z(k1) −√SNR(k1)a˜(k1)∣∣∣2 + ∣∣∣z(k2) −√SNR(k2)a˜(k2)∣∣∣2
where a˜(k1) = (1+ j)ℜ(a˜(k)) and a˜(k2) = (1+ j)ℑ(a˜(k)).
5.2.2.2 Error Performance
The pairwise error probability PEP(aˆ|a) = Pr[DLP(aˆ) < DLP(a)|a] is an upper
bound on the probability that the ML decision equals aˆ, when the transmitted
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symbol vector equals a. It is easily verified that
PEP(aˆ|a) = Q


√√√√1
2
Nt∑
k=1
|∆a(k)|2SNR(k)

 (5.12)
where ∆a(k) = aˆ(k) − a(k). The resulting BER is upper bounded as
BER ≤
∑
a,aˆNinfo(a, aˆ)PEP(aˆ|a)Pr[a]∑Nt
k=1
(
log2(M
(k))− 1/2) (5.13)
where the summation in the numerator is over all allowed coded symbol se-
quences a ∈ C and aˆ ∈ C, Ninfo(a, aˆ) denotes the number of information bits that
are different between the coded sequences a and aˆ, Pr[a] = 2Nt/2
∏Nt
k=1
(
M (k)
)−1
is the a priori probability that the transmitted coded sequence equals a, and the
denominator of (5.13) equals the number of information bits within the DMT
symbol.
Now we restrict our attention to the case where the constellations and the
SNRs are the same for all Nt tones, i.e., M (k) = M and SNR(k) = SNR for all
k, so that (5.12) and (5.13) reduce to
PEP(aˆ|a) = Q
(√
SNR
2
|∆a|2
)
BER ≤
∑
a,aˆNinfo(a, aˆ)PEP(aˆ|a)Pr[a]
(log2(M )− 1/2)Nt
(5.14)
and Pr[a] =
(√
2/M
)Nt . For a given transmitted coded symbol sequence a, the
upper bound on BER is dominated by the coded symbol sequences aˆ with aˆ Ó= a,
for which the Euclidean distance |∆a|2 is the smallest. Let us consider the case
where aˆ differs from a in the ℓth trellis section only: (aˆ(2ℓ), aˆ(2ℓ+1)) represents
a 4-D symbol on a branch connecting the same states as the branch that carries
the 4-D symbol (a(2ℓ), a(2ℓ+1)), i.e., these two branches correspond to parallel
transitions. Hence, these two 4-D symbols have the bits (u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ) in
common, so they differ only in the uncoded information bits. The following
cases can be distinguished.
1. The two 4-D symbols have also the bit u
(ℓ)
3 in common. The 2-D symbols
a(2ℓ) and aˆ(2ℓ) belong to a same subset C
(2)
1,m1
, and a(2ℓ+1) and aˆ(2ℓ+1)
belong to a same subset C
(2)
2,m2
; a point from either subset has (at most) 4
nearest neighbours at distance 2d (with d representing the minimum Eu-
clidean distance of the M -QAM constellation). Hence, the corresponding
minimum |∆a|2 equals 4d2, which is obtained when either aˆ(2ℓ) = a(2ℓ),
and aˆ(2ℓ+1) is a nearest neighbour of a(2ℓ+1) (at most 4 possibilities for
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aˆ(2ℓ+1) ), or aˆ(2ℓ+1) = a(2ℓ+1), and aˆ(2ℓ) is a nearest neighbor of a(2ℓ) (at
most 4 possibilities for a˜(2ℓ) ). This corresponds to a total of (at most) 8
possibilities to obtain |∆a|2 = 4d2; the number of possibilities is less than
8 when the transmitted 2-D constellation points are near the edges of the
constellation.
2. The bit u
(ℓ)
3 is different for the two 4-D symbols. The 2-D symbols a
(2ℓ)
and aˆ(2ℓ) belong to different subsets C
(2)
1,m1
, with (at most) 4 neighbours
at minimum interset distance
√
2d; the same holds for a(2ℓ+1) and aˆ(2ℓ+1).
Hence, the corresponding minimum |∆a|2 equals 4d2, which is obtained
when aˆ(2ℓ) is at distance
√
2d from a(2ℓ) (at most 4 possibilities), and
aˆ(2ℓ+1) is at distance
√
2d from a(2ℓ+1) (at most 4 possibilities). This
corresponds to a total of (at most) 16 possibilities to obtain |∆a|2 =
4d2; the number of possibilities is less than 16 when the transmitted 2-D
constellation points are near the edges of the constellation.
When aˆ differs from a in more than one trellis section, it can be verified from
the trellis that |∆a|2 ≥ 5d2. Hence, at high SNR, the upper bound (5.14) on
BER is dominated by the coded sequences aˆ that differ from a in one trellis
section only, yielding |∆a|2 = 4d2. Approximating BER by keeping in (5.14)
only the terms with |∆a|2 = 4d2, we obtain
BER ≈
∑
a, aˆ
|∆a| = 2d
Ninfo(a, aˆ)
(log2(M )− 1/2)Nt
Pr[a]Q
(√
2d2SNR
)
(5.15)
A simple estimate of the factor in front of Q
(√
2d2SNR
)
in (5.15) is obtained
by assuming that for each a there are 12Nt sequences aˆ for which |∆a|2 = 4d2
(i.e., Nt/2 trellis sections and 24 parallel transitions at minimum distance from
the correct transition), and that half the number of information bits in the
considered trellis section is wrong (i.e., (log2(M )− 1/2) erroneous information
bits); this yields
BER ≈ 12Q
(√
2d2SNR
)
(5.16)
Note that the factor of 12 involves an overestimation of the number of coded
sequences aˆ at minimum distance from a, especially for small constellations.
5.2.3 Nonlinear Precoding
5.2.3.1 Detection Algorithm
In the case of nonlinear precoding, the observation model (5.2) holds, with
the user index removed for notational convenience. The symbol sequence aˆ =(
aˆ(1), aˆ(2), ..., aˆ(Nt)
)
resulting from ML sequence detection is obtained as aˆ =
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argmin
a˜∈C
DNLP(a˜), where the minimization of DNLP(a˜) is over the set C of valid
coded symbol sequences. DNLP(a˜) is given by
DNLP(a˜) = min{l˜(k)}
Nt∑
k=1
∣∣∣z(k) −√SNR(k)(a˜(k) + l˜(k)A(k))∣∣∣2 (5.17)
= min
{l˜(k)}
Nt∑
k=1
∣∣∣∣[z(k)]√SNR(k)A(k) −
√
SNR(k)(a˜(k) + l˜(k)A(k))
∣∣∣∣2 (5.18)
and the minimization in (5.17) is over the complex numbers with integer real and
imaginary parts. It follows from (5.18) that {
[
z(k)
]
√
SNR(k)A(k)
, k = 1, ...,Nt}
is a sufficient statistic for the detection of a.
The branch metric to be used in the Viterbi algorithm for a given state transi-
tion at the ℓth trellis section equalsmin
a˜(2ℓ),a˜(2ℓ+1)
(
D
(2ℓ)
NLP(a˜
(2ℓ)) +D
(2ℓ+1)
NLP (a˜
(2ℓ+1))
)
,
where the minimization is over the 4-D symbols (a˜(2ℓ), a˜(2ℓ+1)) associated with
the parallel transitions corresponding to the considered state transition, and
D
(k)
NLP(a˜
(k)) = min
l˜(k)
∣∣∣∣[z(k)]√SNR(k)A(k) −
√
SNR(k)(a˜(k) + l˜(k)A(k))
∣∣∣∣2 (5.19)
In the case where a 4-QAM symbol a(k) is the result of the pairing of two 2-
QAM symbols a(k1) and a(k2) with associated observations z(k1) and z(k2), we
have
D
(k)
NLP(a˜
(k)) = min
l˜(k1)
∣∣∣∣[z(k1)]√SNR(k1)A(k1) −
√
SNR(k1)(a˜(k1) + l˜(k1)A(k1))
∣∣∣∣2
+min
l˜(k2)
∣∣∣∣[z(k2)]√SNR(k2)A(k2) −
√
SNR(k2)(a˜(k2) + l˜(k2)A(k2))
∣∣∣∣2
where a˜(k1) = (1+ j)ℜ(a˜(k)) and a˜(k2) = (1+ j)ℑ(a˜(k)).
5.2.3.2 Error Performance
The upper bound on the BER is still given by (5.13), but in the case of NLP
we have
PEP(aˆ|a) =
∑
{l(k)}
Q


√√√√1
2
Nt∑
k=1
|∆a(k) + l(k)A(k)|2SNR(k)


where l(k) (with k = 1, ...,Nt) takes values from Z + jZ, When the constel-
lations and the SNRs are the same for all Nt tones, i.e., M
(k) = M and
SNR(k) = SNR for all k, we obtain again the BER approximation (5.15), but
83
5. ERROR PERFORMANCE WITH LINEAR AND NONLINEAR
PRECODING
now aˆ belongs to the set Cext containing not only all allowed coded symbol se-
quences from C but also the sequences for which the modulo reduction (the kth
component aˆ(k) is reduced modulo A(k), k = 1, ...,Nt) belongs to C. As there
are more sequences in this augmented set Cext at minimum distance 2d from
the transmitted sequence than in the set C, the resulting BER for NLP is larger
than for LP, because of a larger coefficient in front of Q
(√
2d2SNR
)
.
5.2.4 Rule of Thumb
Making a similar reasoning as in Section 5.1.3, it follows from the approximate
BER expression (5.15) that doubling the number of constellation points from
2b to 2b+1 requires the SNR to be increased by about 3 dB in order to maintain
the same TCM error performance (assuming SNR and 2b to be large).
Now let us compare the error performances of TCM and uncoded trans-
mission. Comparing the arguments of the function Q(.) in (5.15) and (5.4) or
(5.9), we observe that for a given constellation, uncoded transmission requires
a 6 dB higher SNR, compared to TCM, in order to achieve the same error per-
formance as TCM (assuming large SNR). However, when uncoded transmission
and TCM use the same constellation, they operate at different information bi-
trates. Taking into account that TCM introduces 1 parity bit per Ndim QAM
symbols (in G.fast, we have Ndim = 2, which is referred to as 4D TCM) a
2b-QAM constellation carries b− (1/Ndim) information bits. Hence, for a fair
comparison, we should compare TCM with a 2b-QAM constellation to uncoded
2b−(1/Ndim)-QAM. It follows from Section 5.1.3 that, compared to uncoded 2b-
QAM, uncoded 2b−(1/Ndim)-QAM requires about 3/Ndim dB less SNR in order
to achieve the same error performance. Hence, comparing TCM using 2b-QAM
to uncoded 2b−(1/Ndim)-QAM (yielding the same information bitrate), the for-
mer has a coding gain of 6− (3/Ndim) dB; for Ndim equal to 1, 2 and 4, the
corresponding coding gains are 3 dB, 4.5 dB and 5.25 dB, respectively, which il-
lustrates the performance advantage of using multi-dimensional TCM compared
to the 2D TCM (i.e., Ndim = 1) originally proposed by Ungerboeck.
When comparing uncoded 2b-QAM to uncoded 2b−(1/Ndim)-QAM, we ap-
plied the rule of thumb from Section 5.1.3 to uncoded QAM in spite of a non-
integer number of information bits (i.e., b− (1/Ndim) bits) per QAM symbol.
In a practical setting, the corresponding information bitrate could be achieved
by time-multiplexing uncoded 2b-QAM and uncoded 2b−1-QAM, with fractions
of the time equal to 1− (1/Ndim) and 1/Ndim, respectively. Denoting by E the
constellation energy needed for uncoded 2b-QAM to achieve a certain error per-
formance, an average constellation energy for the time-multiplexed signal equal
to (1− (1/Ndim))E+ (1/Ndim)(E/2) = (1− (1/(2Ndim)))E yields essentially
the same error performance, but at an SNR which is −10 log(1− (1/(2Ndim)))
dB less than for uncoded 2b-QAM; for Ndim equal to 1, 2 and 4, the correspond-
ing advantage of the time-multiplex compared to uncoded 2b-QAM amounts to
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Figure 5.12: BER performance of TCM with LP for constant constellation size,
simulations (solid lines with markers) versus approximation (dashed lines).
3 dB, 1.25 dB and 0.58 dB. The rule from Section 5.1.3 indicates an advantage
of about 3/Ndim dB for uncoded 2
b−(1/Ndim) compared to uncoded 2b-QAM,
which for Ndim equal to 1, 2 and 4 corresponds to 3 dB, 1.5 dB and 0.75 dB;
note that these results are at most only a few tenths of a dB different from the
results for the time-multiplex.
5.2.5 Numerical Results
In Figure 5.12, the BER performance is shown for TCM with LP under the
assumption that on each tone a 2b-QAM constellation is used, and all tones
have the same SNR. The considered constellations range from 2-bit QAM to 12-
bit QAM. For each constellation size, both the BER resulting from simulations
and the approximated BER is given. For b ≥ 5 we use the approximation
12Q
(√
2d2SNR
)
, which turns out to be quite accurate for small BER. For
b < 5 this approximation is less accurate (the number of codewords at minimum
distance is severely overestimated), so we use (5.15) instead, which provides an
accurate approximation at low BER.
Figure 5.13 shows the BER performance for TCM with NLP; again both the
BER resulting from simulations and the approximated BER is given. Due to the
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Figure 5.13: BER performance of TCM with NLP for constant constellation
size, simulations (solid lines with markers) versus approximation (dashed lines).
augmented set of allowed coded symbol sequences at minimal distance for NLP,
the approximation 12Q
(√
2d2SNR
)
turns out to be accurate at low BER for
smaller constellations (b ≥ 3) than was the case for LP. For b = 1 and b = 2, we
use (5.15) instead. For these constellations, a trellis section represents only the
4 bits (u
(ℓ)
3 ,u
(ℓ)
2 ,u
(ℓ)
1 ,u
(ℓ)
0 ). The only possible parallel transition would result in
an error in bit u
(ℓ)
3 , corresponding to erroneous symbols on both tones in the
trellis section. The number of codewords at minimum distance is 256 for b = 1
and 16 for b = 2, and all 3 transmitted information bits in the trellis section are
in error. Based on these observations, (5.15) yields BER = 256Q
(√
2d2SNR
)
and BER = 16Q
(√
2d2SNR
)
for b = 1 and b = 2 respectively.
To verify the assumption that dominant error events involve only the un-
coded bits corresponding to parallel transitions, we performed some additional
simulations for LP with 16-QAM and Nt = 2048. Figure 5.14 shows the ratio
ηCW of the number of codewords with decoding errors in the uncoded infor-
mation bits only, to the total number of erroneously decoded codewords. We
observe that ηCW increases with increasing SNR, and reaches the value of about
90% for SNR ≈ 16 dB (where BER ≈ 10−7). Figure 5.15 shows the ratio ηinfo of
86
5.2. TRELLIS-CODED MODULATION
10 11 12 13 14 15 16 17
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SNR (dB)
η C
W
Figure 5.14: ηCW for TCM and constant constellation size (b = 4).
the number of erroneous uncoded information bits to the total number of erro-
neous information bits. This ratio increases with increasing SNR, and reaches a
value of about 85% for SNR ≈ 16 dB. These results illustrate that at large SNR
the errors involving coded information bits can be safely ignored compared to
the errors involving only uncoded information bits.
It can be verified from the trellis diagram that paths which leave the orig-
inal path reemerge with the original transmitted path after at least 3 trellis
sections and have a minimal squared distance of 5d2 to the original transmit-
ted sequence, while the parallel transitions have a minimum squared distance
of 4d2. We validate this observation by means of computer simulations. For
LP with normalized 16-QAM (d2 = 2/5) and Nt = 2048, we have obtained
by means of simulation the squared distances
∑Nt
k=1 |∆a
(k)
i |2 for the codewords
containing errors in the encoded information bits. Figure 5.16 shows that the
average squared distance for these erroneous codewords approaches 5d2 = 2 for
large SNR values, which is in agreement with the theoretical analysis.
Again by means of simulations, we have investigated the BER performance
of the trellis code, operating on (5.1) for LP and on (5.2) for NLP, assuming
that the constellation size and the SNR are the same for all tones. Table 5.2
shows SNRLP(b) and SNRNLP(b) that are required to achieve BER = 10
−7 for
LP and NLP, respectively, assuming a constellation size M = 2b. We observe
that SNRLP(b) ≤ SNRNLP(b), indicating that LP yields the better decoder
performance; SNRLP(b) and SNRNLP(b) are essentially the same for large con-
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Table 5.2: Required SNR (in dB) to achieve the target BER of 10−7 for TCM
with LP and NLP.
b 1 2 3 4 5 6
LP 5.4 8.4 12.6 15.8 18.9 22.1
NLP 6.8 9.1 13.1 16.1 19.0 22.2
b 7 8 9 10 11 12
LP 25.1 28.2 31.1 34.2 37.2 40.2
NLP 25.1 28.3 31.1 34.3 37.2 40.3
stellations, but differ by about 0.5-1.5 dB for b ≤ 3. As the BER associated
with the outer constellation points is affected the most by the constellation ex-
pansion caused by the modulo operation, the larger degradation of the smaller
constellations is attributed to their larger fraction of outer points.
We have verified that the BER essentially remains at 10−7 when the con-
stellation sizes differ among the tones, provided that the SNRs at the decoder
input are adjusted such that the SNR for the kth tone (k = 1, 2, ...,Nt) equals
SNRLP(b
(k)) for LP or SNRNLP(b
(k)) for NLP, when the corresponding constel-
lation size is M (k) = 2b
(k)
. For a specific example of this verification, the reader
is referred to Chapters 7 and 8 where the results from this chapter are applied
to transmission on real DSL channels.
5.3 LDPC Codes
In Section 5.3.1, we describe the LDPC codes considered in this dissertation.
The error performance is analyzed by means of EXIT charts in Section 5.3.4.
In Section 5.3.3, we present the relation between LDPC codes and mutual in-
formation. We present some numerical results in Section 5.3.7. Here we restrict
our attention to the case where IN is absent; the effect of IN will be considered
in Section 5.4.
5.3.1 LDPC Code Description
The LDPC codes that we use are the systematic quasi-cyclic LDPC (QC-LDPC)
block codes taken from the G.hn standard [51]. Two possible information block
lengths are available, K = 960 or K = 4320. The LDPC code is defined by its
parity-check matrix H, specified for following code rates Rc ∈ {1/2, 2/3, 5/6}.
Furthermore, puncturing patterns are provided to achieve the higher rate codes
with Rc ∈ {16/18, 20/21}. Those higher rate LDPC codes are obtained from
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the ’mother’ code with rate Rc = 5/6 by discarding both some information and
parity bits. The codeword length is then given by N = K/Rc.
The check matrix of the QC-LDPC code consists of an array of N−Kh × Nh
circulant h× h sub-matrices Bi,j :
H =


B1,1 B1,2 · · · B1,N
h
B2,1 B2,2 · · · B2,N
h
...
. . .
...
BN−K
h
,1
Bi,j · · · BN−K
h
,N
h

 (5.20)
The submatrix Bi,j is equal to either a cyclic column shift of the identity matrix
or a zero matrix.
As illustration we present the compact form of the check matrix Hc (the
subscript c refers to "compact") corresponding Rc = 5/6 and K = 960:
Hc =


−1 13 32 47 41 24 −1 25 22 40 1 31
25 46 15 43 45 29 39 47 23 38 39 12
35 45 45 38 14 16 6 11 −1 18 7 41
9 32 6 22 26 31 9 8 22 32 40 4
8 15 20 15 42 30 13 3 −1 0 −1 −1
−1 21 −1 38 33 0 0 −1 39 0 0 −1
35 17 32 45 41 −1 18 17 0 −1 0 0
18 40 36 −1 −1 23 31 41 39 20 −1 0

 (5.21)
where -1 stands for a zero h×h sub-matrix and each non-negative integer stands
for a cyclic column shift of the identity matrix, with the number of right column
shifts given by the integer.
Next, the bits in the LDPC codeword are randomly interleaved, and finally
the interleaved codeword is mapped to constellation symbols.
5.3.1.1 Encoding Operation
The systematic codeword c = (cN , . . . , c1) = (uK , . . . ,u1, pN−K , . . . , p1) con-
sists of an information part and a parity bit part. For this type of LDPC codes,
the parity part can easily be generated without determining the systematic gen-
erator matrix G from H such that GHT = 0, normally used for encoding. The
codeword c = (u|p) satisfies the parity check equations, i.e. cHT = 0:
(u|p) ·HT = 0 (5.22)
(u|p) ·
(
HT1
HT2
)
= 0 (5.23)
u ·HT1 + p ·HT2 = 0 (5.24)
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where the check matrix HT is decomposed in 2 sub-matrices HT1 and H
T
2 re-
spectively corresponding to the first K and last N −K rows of HT.
Due to the low number of 1’s per row in HT2 , the system can be solved with
low complexity to find the parity bits (pN−K , . . . , p1).
5.3.1.2 Puncturing
For the sake of illustration, we give here the two puncturing patterns necessary
to obtain the high rate codes with Rc = 16/18 and Rc = 20/21, from the
LDPC code defined by the check matrix in (5.21) for K = 960:
pp1080 = [11 . . . 1︸ ︷︷ ︸
720
00 . . . 0︸ ︷︷ ︸
36
11 . . . 1︸ ︷︷ ︸
360
00 . . . 0︸ ︷︷ ︸
36
] (5.25)
pp1008 = [11 . . . 1︸ ︷︷ ︸
720
00 . . . 0︸ ︷︷ ︸
48
11 . . . 1︸ ︷︷ ︸
240
00 . . . 0︸ ︷︷ ︸
96
11 . . . 1︸ ︷︷ ︸
48
] (5.26)
where the puncturing pattern serves as a mask and the jth bit is omitted from
c if ppN ,j = 0.
5.3.2 LDPC Decoding
In the absence of IN, the LDPC decoding is executed according to the SPA using
the exact computation of the LLRs, as explained in Section 2.3.1.1. In the case
of a punctured LDPC code, the decoder executes the SPA on the Tanner graph
of the mother code, with the LLRs of the punctured bits set to zero.
Below we outline the soft demapping (i.e., the computation of the LLRs
Lch→n) in the cases of linear and nonlinear precoding.
5.3.2.1 Linear Precoder
In the case of LP , the exact LLR (2.2) of the nth coded bit cn, which is contained
in the observation z(k) from (5.1), is computed as
Lch→n = ln
∑
a˜(k)∈A(k)
cn=0
exp
(
−
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2)
∑
a˜(k)∈A(k)
cn=1
exp
(
−
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2) (5.27)
where A(k)cn=0 and A
(k)
cn=1
represent the subset of the symbol constellation A(k)
corresponding to cn = 0 and cn = 1, respectively.
We will consider 2b-QAM constellations (with b = 1, 2, . . . , 12) with the same
mapping as for uncoded transmission (i.e., Gray mapping for b = 1 and even
b; close-to-Gray mapping for odd b with b ≥ 3), which minimizes the average
number of bit differences between constellation points at minimum distance.
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5.3.2.2 Nonlinear Precoder
In the case of NLP, the LLR (2.2) of the nth coded bit un, which is contained
in the observation z(k) from (5.2), is computed as
Lch→n = ln
∑
a˜(k)∈A(k)
ext,cn=0
exp
(
−
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2)
∑
a˜(k)∈A(k)
ext,cn=1
exp
(
−
∣∣∣z(k) −√SNR(k)a˜(k)∣∣∣2) (5.28)
where A(k)ext,cn=0 and A
(k)
ext,cn=1
represent the subset of the extended symbol
constellation A(k)ext corresponding to cn = 0 and cn = 1, respectively.
The system with NLP uses the same constellations and mappings as for
LP, with one exception for 8-QAM. For 8-QAM-G.fast, we use the mapping
from Figure 5.2, instead of the mapping from Figure 5.1 as used with LP. This
choice is justified by the fact that the extended symbol constellation with the
mapping from Figure 5.2 yields a lower average bit difference between points at
minimum distance, as compared to the extended signal constellation with the
mapping from Figure 5.1.
5.3.3 Mutual Information of LLRs
Here we consider the average mutual information Iavg between a coded bit cn
and its corresponding LLR Lch→n. We will point out that this mutual informa-
tion plays an important role in the analysis of the LDPC decoding performance.
Assume that the coded bit cn is the jth bit of the symbol a(k) which belongs
to a 2b
(k)
-QAM constellation A(k). For notational convenience, we represent cn
and the corresponding LLR Lch→n by c
(k)
j and L
(k)
j , respectively. The mutual
information I(c
(k)
j ;L
(k)
j ) between c
(k)
j and L
(k)
j depends on the bit index j and
the constellation A(k), and is denoted I
j,A(k) :
I
j,A(k) = I(c
(k)
j ;L
(k)
j ) (5.29)
=
∑
c
(k)
j
∈{0,1}
∫
L
(k)
j
pc,L(c
(k)
j ,L
(k)
j ) log2

 pc,L(c(k)j ,L(k)j )
pc(c
(k)
j ) · pL(L
(k)
j )

dL(k)j (5.30)
Averaging I
j,A(k) over the b
(k) bits of the considered constellation A(k) yields
the average mutual information IA(k) :
IA(k) =
1
b(k)
b(k)∑
j=1
I
j,A(k)
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Finally, taking into account that b(k) coded bits each yield on average a mutual
information equal to IA(k) , the average mutual information Iavg over all coded
bits is obtained as
Iavg =
∑Nt
k=1 b
(k)IA(k)∑Nt
k=1 b
(k)
When Lch→n is computed according to the exact expressions (5.27) for LP or
(5.28) for NLP, Lch→n is a sufficient statistic, implying that Lch→n and z(k)
contain the same information about the coded bit cn. In this case, Ij,A(k) can
be computed as I
j,A(k) = I(c
(k)
j ; z
(k)), which simplifies the computation.
Assuming that all tones use the same constellation and have the same SNR,
Figures 5.17 and 5.18 show Iavg versus SNR for 2
b-QAM (b = 1, . . . , 12) and
respectively LP and NLP; the LLRs are computed according to (5.27) for LP
and (5.28) for NLP. Clearly, there is a degradation of Iavg when NLP is used,
especially for Iavg close to 0. This is due to the periodic extensions of the original
QAM constellation that need to be considered during computation of the LLRs.
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Figure 5.17: Average mutual information per bit Iavg for 2b-QAM (b =
1, . . . , 12), LP.
5.3.4 EXIT Chart Analysis.
The decoding performance of the LDPC codes can be analyzed by examining
their EXIT charts (introduced in Section 2.3.2). To approach very low BER,
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Figure 5.18: Average mutual information per bit Iavg for 2b-QAM (b =
1, . . . , 12), NLP.
the EXIT curves related to the variable nodes and the check nodes must be
matched: the former curve must be located above the latter curve, so that
their only crossing point is (1,1). If this is the case, we say that ’the tunnel
is open’, which implies that a mutual information increase can be realized by
transferring messages between the variable nodes and the check nodes, with the
objective to eventually obtain a mutual information equal to 1. The closer the
curves fit together, the smaller the increase in mutual information per iteration
and the larger the number of decoding iterations that are needed to reach the
convergence point (1,1).
In the following we consider the EXIT charts of the different LDPC codes
considered in this dissertation. The mutual information IE,V
∣∣
IA,V =0
at the
starting point of the variable node EXIT curve equals the average mutual infor-
mation Iavg computed in Section 5.3.3. We assume that all tones use a BPSK
constellation and have the same SNR, and that LP is used; hence, the curve for
b = 1 in Fig. 5.17 shows the relation between Iavg and SNR.
For the LDPC code of rate 1/2, Figures 5.19 and 5.20 give the variable node
EXIT curves (for SNR equal to 1 dB) and the check node EXIT curves, respec-
tively. The considered LDPC codes are irregular, meaning that multiple variable
node degrees and multiple check node degrees occur: the rate 1/2 LDPC code
has variable node degrees dv ∈ {2, 3, 6} and check node degrees dc ∈ {5, 6, 7}.
The variable node EXIT curve is the average, over all occurring degrees dv, of
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Figure 5.19: Variable node EXIT curves for the LDPC code of rate 1/2 at
SNR = 1 dB.
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Figure 5.20: Check node EXIT curves for the LDPC code of rate 1/2.
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Figure 5.21: EXIT chart for the LDPC code of rate 1/2.
the EXIT curves corresponding to an LDPC code with variable nodes of con-
stant degree dv, weighted by the fraction of edges incident to variable nodes of
degree dv [14]. Similarly, the check node EXIT curve is the average, over all
occurring degrees dc, of the EXIT curves corresponding to an LDPC code with
check nodes of constant degree dc, weighted by the fraction of edges incident to
check nodes of degree dc.
In Figure 5.21, we try to fit the EXIT curves for the variable nodes and the
check nodes, by adjusting the SNR value. For SNR = −3 dB, the variable node
EXIT curve crosses the check node EXIT curve at an unwanted point different
from (1,1); decoding will get stuck after a few iterations and will never converge
to a mutual information equal to 1. However, for SNR = −2 dB the tunnel is
obviously open with a clear gap between the two transfer curves. There exist
smaller SNRs for which the tunnel is still open, but for which the curves fit
closer together. This is the case for SNR = −2.3 dB, for which Iavg = 0.54.
This implies that for an unlimited number of decoding iterations and an infinite
codeword length, an arbitrary low BER can be achieved for SNR = −2.3 dB.
Similarly, Figure 5.22 gives the EXIT chart for the LDPC code of rate 5/6.
The tunnel is closed for SNR = 1 dB, corresponding to IE,V(0) = 0.80. The
tunnel opens at SNR = 2 dB, yielding Iavg = 0.86.
Table 5.3 gives for all considered LDPC code rates the minimum Iavg and
the corresponding SNR for BPSK at which the tunnel is open. The EXIT chart
for a certain LDPC code rate is valid for both the shorter block length with
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Figure 5.22: EXIT chart for the LDPC code of rate 5/6.
Table 5.3: SNR and mutual information Iavg for which the tunnel is open in the
EXIT chart for all LDPC code rates.
Rc 1/2 2/3 5/6 16/18 20/21
SNR (for BPSK) -2.3 dB -0.1 dB 2 dB 3 dB 5 dB
Iavg 0.54 0.71 0.86 0.91 0.97
K = 960 and the longer block length with K = 4320 because for a given rate
the longer LDPC codes happen to have the same degree distributions as the
shorter LDPC codes at both the variable nodes and the check nodes.
5.3.5 Analysis of Finite-Length LDPC Codes
In Section 5.3.4 we have pointed out that the value of the average mutual in-
formation Iavg determines whether the tunnel in the EXIT chart is open, which
indicates whether an infinitely long LDPC code, characterized by its variable
node and check node degree distributions, can achieve an arbitrarily low er-
ror probability. By means of simulations, it has been shown in [52] that Iavg
also characterizes the bit error rate (BER) and the word error rate (WER) of
finite-length LDPC codes:
• Consider an LDPC code, with all coded bits mapped to a constellation
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A1 and all resulting constellation symbols operating at SNR = SNR1,
which yields Iavg = Iavg,1. Consider the same LDPC code, with all coded
bits mapped to a constellation A2 and all resulting constellation symbols
operating at SNR = SNR2, which yields Iavg = Iavg,2. When SNR2 is
adjusted such that Iavg,1 = Iavg,2, than it turns out that the configurations
(A1, SNR1) and (A2, SNR2) yield the same BER and the same WER.
• The above result can be generalized to the case where subsets of coded bits
are mapped to different constellations, each operating at different SNRs:
configurations yielding the same value of Iavg give rise to the same BER
and the same WER.
This powerful result from [52] allows the following analysis method.
• Step 1: We consider the case where all bits from the LDPC code are
mapped to a same selected QAM constellation and all resulting constella-
tion symbols operate at the same SNR. By means of computer simulations,
we determine the BER and WER as a function of SNR.
• Step 2: We make use of the relation between Iavg and SNR for the QAM
constellation selected in step 1 to determine the BER and WER from step
1 as a function of Iavg.
• Step 3: Making use of the relations between Iavg and SNR for all 2b-QAM
constellations (b = 1, ..., 12), it is possible to compute Iavg according to
Section 5.3.3 for (i) the configuration where the coded bits are mapped to
a constellation different from the one selected in step 1 and the resulting
constellations symbols operate at a same SNR; or (ii) even for the more
general configuration where subsets of coded symbols are mapped to differ-
ent constellations, which operate at different SNRs. Having obtained the
value of Iavg for the considered configuration, the corresponding BER or
WER follows from the relation expressing the BER or WER as a function
of Iavg, derived in step 2.
Hence, in order to determine the error performance for a very wide range of con-
figurations mentioned in step 3, we only need for each of the considered LDPC
codes a table containing the BER and WER as a function of SNR for a single
QAM constellation, and for each considered QAM constellation we need a table
containing Iavg as a function of SNR. The advantage of this analysis method is
that only a limited number of (time-consuming) LDPC decoder simulations is
needed.
5.3.6 Rule of Thumb
Unlike the cases of uncoded transmission or TCM, for LDPC codes we have no
expression which relates the BER to the minimum distance between the non-
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normalized constellation symbols
√
SNR(k)a(k). Instead, the BER is related to
the mutual information Iavg.
Nevertheless, for a given QAM constellation, we can compare from simu-
lation results the SNRs for LDPC coding and for uncoded transmission which
give rise to a target value of the BER. Suppose that LDPC coding with rate
R = K/N and mapping to 2b-QAM yields an SNR gain (in dB) of GdB,
compared to uncoded 2b-QAM. For the considered LDPC coding, the num-
ber of information bits per QAM symbol equals bR. For a fair comparison,
we should consider the coding gain of LDPC with mapping to 2b-QAM, com-
pared to uncoded 2bR-QAM, so that both systems have the same information
bitrate. Following the same reasoning as in Section 5.2.4, this coding gain equals
GdB − 3b(1−R) dB.
5.3.7 Numerical Results
To analyze the error performance of the proposed LDPC codes, for each rate
and code length, and combined with both LP and NLP, exhaustive simulations
are required. In Figure 5.23, the BER performance is shown for the LDPC
code of rate 5/6 and with K = 960 and LP for 2b-QAM with b = 1, . . . , 12,
under the assumption of constant constellation size and SNR on all tones and
application of SPA decoding. The LDPC decoder is limited to maximum 50
decoding iterations.
From the results depicted in Figures 5.23 and 5.18 (i.e., BER versus SNR
and Iavg versus SNR), we obtain the BER versus Iavg, for each of the considered
constellations. These results are shown in Figure 5.24. Apparently, the BER
versus Iavg is approximately independent of the constellation size 2b, which
confirms the results from [52], mentioned in Section 5.3.5. We have verified
that this result holds for all considered LDPC code rates and block lengths.
Hence, the BER for a certain LDPC code is nearly completely determined by
the average mutual information Iavg. This result can be extended to the WER
as shown in Figure 5.25; the WER versus Iavg is also approximately independent
of the constellation size 2b.
Obtaining the BER of the LDPC decoder as a function of SNR, for BER
values down to a target BER of 10−7, requires very long simulations. In order
to limit the simulation time, we make use of the property that the BER for a
certain value of Iavg is approximately constant for all constellation sizes. As
a reference, we will use the BER versus SNR curve for 26-QAM, which is a
constellation with "average" constellation size because b is limited to 12 bit
maximum. Figure 5.26 shows the BER versus Iavg for 26-QAM, for both the
shorter and longer block lengths with respectively K = 960 and K = 4320
and Rc ∈ {1/2, 2/3, 5/6, 16/18, 20/21}. For a certain rate Rc, the two curves
for K = 960 and K = 4320 first coincide in the region of large BER, but
then diverge from each other. The curve corresponding to the code with K =
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Figure 5.23: BER performance versus SNR of the LDPC code with Rc = 5/6,
K = 960 and LP for constant constellation size, simulations results with SPA
decoding.
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decoding.
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decoding.
4320 decays more rapidly than the shorter code and has therefore a better
performance in the region of low BER.
It is interesting to compare Figure 5.26 with Table 5.3, which contains the
values of Iavg for which the tunnel in the EXIT chart opens. We observe that
the values of Iavg from Table 5.3 are close to the abscissa of the points where
the curves in Figure 5.26 for the short codes and the long codes start to diverge.
Hence, for a code length growing to infinity, we expect the BER curve to descend
very steeply from a point which is close to the point of divergence observed
in Figure 5.26, which is in agreement with this very long code achieving an
arbitrary small BER when Iavg exceeds the value indicated in Table 5.3.
Similar to the system with LP, the BER for the system with NLP can be
obtained from simulations with SPA decoding. In Figure 5.27, we show results
versus SNR for a limited number of constellation sizes (b = 1, . . . , 6), under the
assumption of constant constellation 2b−QAM and SNR on all tones. As ex-
pected, there is a degradation as compared to LP, which decreases for increasing
constellation sizes.
We now combine Figures 5.27 and 5.18, showing respectively the BER versus
SNR and Iavg versus SNR, to obtain the BER versus Iavg for the considered con-
stellations, which is presented in Figure 5.28. Similar as for LP, we can conclude
that the BER versus Iavg for NLP is essentially independent of the constellation
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ing.
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size 2b. Moreover, the curves for LP and NLP virtually coincide. The BER
performance of SPA is thus completely determined by Iavg, irrespective of LP
or NLP.
From the simulation results performed this far, we derive the value of Iavg
which is required to achieve BER = 10−7 for both LP and NLP, assuming the
same constellation size M = 2b and the same SNR on all tones. Results are
given in Table 5.4 for K = 960 and K = 4320. To obtain the SNR values at
which the required Iavg is achieved, Figures 5.17 and 5.18 should be consulted
which give the relation between SNR and Iavg for respectively LP and NLP.
For the sake of illustration, Table 5.5 shows the SNR values required to achieve
BER = 10−7 as a function of the constellation size, for the rate 1/2 LDPC code
with K = 4320 and SMSA decoding, using NLP. For this setting, an increase
of the constellation by 1 bit requires an increase of the SNR by about 2 dB (for
large constellations) to maintain the same BER. This in is contrast with the rule
of thumb for uncoded transmission and TCM, stating that an increase of the
constellation by 1 bit requires a 3 dB higher SNR. Hence, in general this rule of
thumb does not apply to LDPC codes. This can be understood when assuming
that the LDPC code operates close to the Shannon capacity: in this case, for
a rate-Rc code and a 2b-QAM constellation, we have Rcb ≈ log2(1+ SNR) or,
equivalently, SNR ≈ 2Rcb − 1, so that increasing b by 1 bit requires SNR to
increase by a factor of about 2Rc , which corresponds to 3Rc dB; for Rc = 1/2,
103
5. ERROR PERFORMANCE WITH LINEAR AND NONLINEAR
PRECODING
Table 5.4: Required Iavg to achieve the target BER of 10−7 for all proposed
LDPC codes with K = 960 and K = 4320 and SPA, with LP and NLP.
Rc 1/2 2/3 5/6 16/18 20/21
K = 960 0.663 0.822 0.946 0.985 0.988
K = 4320 0.598 0.764 0.904 0.948 0.985
Table 5.5: Required SNRavg (in dB) to achieve the target BERavg of 10−7 for
the rate 1/2 LDPC code with K = 4320 and SMSA, and NLP.
b 1 2 3 4 5 6
NLP 2.4 4.0 7.2 8.5 10.5 12.4
b 7 8 9 10 11 12
NLP 14.4 16.3 18.5 20.3 22.5 24.3
the resulting SNR increment would be 1.5 dB.
5.4 The Effect of IN
Here we consider the effect of IN on the error performance of the considered
uncoded and coded systems with LP and NLP. The IN model and its associated
parameters have been introduced in Section 4.5.
5.4.1 Uncoded Transmission and TCM
5.4.1.1 Detection Algorithm
The detection rules for uncoded transmission ((5.3) for LP and (5.8) for NLP)
and TCM ((5.10) for LP and (5.18) for NLP), which have been derived for the
case where IN is absent, are still valid in the presence of IN, provided that
SNR(k) is replaced by the instantaneous SNR, denoted SNR
(k)
act. This seems to
suggest that the receiver needs to know the instantaneous SNR on each tone, in
order to perform ML detection; however, we will point out that this is not the
case when the instantaneous noise variance N
(k)
0,act is the same for all tones.
Let us concentrate on the detection of TCM in the case of LP. We have
pointed out in Section 4.3 that, for the user considered (user index dropped for
notational convenience), z(k) is a scaled and rotated version of the observation
y(k), i.e., z(k) = y(k) exp(−j arg(L(k)))/
√
N
(k)
0,act, where L
(k) and N
(k)
0,act are
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the diagonal element of L(k) and the instantaneous noise variance, both associ-
ated with the considered user. The function DLP(a˜) from (5.10), with SNR
(k)
replaced by SNR
(k)
act, can be transformed into
DLP(a˜) =
Nt∑
k=1
|L(k)|2E(k)
N
(k)
0,act
∣∣∣∣∣ y
(k)
L(k)
√
E(k)
− a˜(k)
∣∣∣∣∣
2
(5.31)
where N
(k)
0,act = N
(k)
0 or N
(k)
0,act = N
(k)
0 +N0,imp when the DMT symbol interval
is not hit or hit by IN, respectively. Adopting the common assumption that the
stationary Gaussian noise n(t) on the channel for the considered user is white,
N
(k)
0 does not depend on the tone index k, and neither does N
(k)
0,act; hence we set
N
(k)
0 = N0 and N
(k)
0,act = N0,act for k = 1, ...,Nt. In this case, removing N0,act
from (5.31) does not affect the ML detection, so we can redefine DLP(a˜) as
DLP(a˜) =
Nt∑
k=1
|L(k)|2E(k)
∣∣∣∣∣ y
(k)
L(k)
√
E(k)
− a˜(k)
∣∣∣∣∣
2
(5.32)
Hence, it is sufficient that the receiver knows L(k)
√
E(k), and no knowledge
about the instantaneous total noise variance N0,act is needed.
The same reasoning applies to TCMwith NLP, and to uncoded transmission1
(both with LP and NLP). The modifications to be made to the corresponding
decision rules in order to remove N0,act are similar to those for TCM with LP.
5.4.1.2 Error Performance
Let us consider the case where on each tone a 2b-QAM constellation is used,
and all tones have the same value of SNR
(k)
act, i.e., SNR
(k)
act = SNRact. Tak-
ing into account that N
(k)
0,act does not depend on the tone index, this implies
that |L(k)|2E(k) does not depend on the tone index either, which occurs (for
instance) when the channel transfer function is flat and E(k) does not depend
on the tone index. We set SNRact = SNR when the DMT symbol is not hit
by IN, and SNRact = SNR/(1+ κ) when the DMT symbol is hit by IN, with
κ = N0,imp/N0. Hence, the average SNR (i.e., signal power over long-term
average noise power) on each tone is given by SNRavg = SNR/(1+ p1κ), with
p1 denoting the steady-state probability that the considered DMT symbol is hit
by IN. The resulting average BER in the presence of IN is given by
BERavg = p0BER(s = 0) + p1BER (s = 1) (5.33)
where p0 = 1− p1, while BER(s = 0) and BER(s = 1) denote the BER for
the considered system (uncoded transmission or TCM, combined with LP or
1For uncoded transmission, it is not needed that N
(k)
0
is independent of k
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Figure 5.29: BER performance for TCM with NLP, κ = 20 dB, 32-QAM and
4096-QAM.
NLP) when the DMT symbol is not hit (s = 0) and hit (s = 1), respectively.
For given SNRavg, the corresponding instantaneous SNRs are SNRact,s=0 =
(1+ p1κ)SNRavg and SNRact,s=1 =
1+p1κ
1+κ SNRavg. Hence, BERavg is a function
of SNRavg, κ and p1. The relations between the instantaneous BERs (BERs=0
and BERs=1) and their corresponding SNRs (SNRact,s=0 and SNRact,s=1) are
the same as between BER and SNR in the absence of IN; the latter relation has
been investigated in Sections 5.1.4 (for uncoded transmission) and 5.2.5 (for
TCM).
5.4.1.3 Numerical Results
Considering TCM with NLP, for 25-QAM and 212-QAM and assuming p1 =
0.026 and κ = 20 dB, in Figure 5.29 shows BERavg from (5.33) as a function of
SNRavg, along with the contributing terms p0BER(s = 0) and p1BER (s = 1).
For small BER (i.e., BERavg ≪ p1), we notice that BERavg ≈ p1BER (s = 1),
which indicates that the error performance is dominated by the errors that
occur in the DMTs which are hit by IN; we have verified that this observation
also holds for other system parameter values (other constellation sizes, TCM or
uncoded transmission, LP or NLP, κ = 10 dB or κ = 20 dB). Tables 5.6-5.9
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Table 5.6: Required SNRavg (in dB) to achieve the target BERavg of 10−7 for
uncoded transmission with LP and NLP in the presence of IN with p1 = 0.026,
κ = 10 dB.
b 1 2 3 4 5 6
LP 19.4 22.4 26.4 29.2 32.3 35.4
NLP 20.0 22.6 26.7 29.4 32.3 35.5
b 7 8 9 10 11 12
LP 38.3 41.4 44.3 47.3 50.2 53.3
NLP 38.4 41.5 44.4 47.3 50.2 53.3
Table 5.7: Required SNRavg (in dB) to achieve the target BERavg of 10−7 for
uncoded transmission with LP and NLP in the presence of IN with p1 = 0.026,
κ = 20 dB.
b 1 2 3 4 5 6
LP 24.4 27.4 31.4 34.2 37.2 40.4
NLP 25.0 27.6 31.7 34.4 37.3 40.4
b 7 8 9 10 11 12
LP 43.3 46.4 49.3 52.3 55.2 58.3
NLP 43.4 46.5 49.3 52.3 55.2 58.3
show, for uncoded transmission and TCM (both with LP and NLP), the value of
SNRavg (in dB) for which a 2b-QAM constellation (with b = 1, ..., 12) achieves
BERavg = 10−7 in the presence of IN with p1 = 0.026 and κ ∈ {10 dB, 20 dB}.
Because of the presence of IN, the required SNR values are considerably larger
than those from Tables 5.1 (uncoded transmission) and 5.2 (TCM), which refer
to the case where IN is absent. The required SNR is smaller for LP than
for NLP, but the difference gets smaller with increasing constellation size. In
agreement with the rule of thumb, for large constellations the addition of 1 bit
(i.e., doubling the number of constellation points) needs an increase of SNRavg
by about 3 dB in order to maintain BERavg = 10−7.
5.4.2 LDPC Codes
We have pointed out in Section 5.3.2 that LDPC decoding according to the SPA
with the exact LLR computation requires knowledge of the SNR. Assuming
that in a practical scenario the presence or absence of IN cannot be detected
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Table 5.8: Required SNRavg (in dB) to achieve the target BERavg of 10−7 for
TCM with LP and NLP in the presence of IN with p1 = 0.026, κ = 10 dB.
b 1 2 3 4 5 6
LP 13.8 16.8 21.0 24.2 27.4 30.6
NLP 15.5 17.7 21.7 24.7 27.5 30.8
b 7 8 9 10 11 12
LP 33.5 36.7 39.6 42.8 45.6 48.8
NLP 33.7 36.9 39.7 42.8 45.6 48.8
Table 5.9: Required SNRavg (in dB) to achieve the target BERavg of 10−7 for
TCM with LP and NLP in the presence of IN with p1 = 0.026, κ = 20 dB.
b 1 2 3 4 5 6
LP 18.8 21.8 26.0 29.2 32.3 35.6
NLP 20.5 22.7 26.7 29.6 32.5 35.8
b 7 8 9 10 11 12
LP 38.5 41.7 44.6 47.7 50.6 53.7
NLP 38.7 41.8 44.7 47.8 50.6 53.8
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for each individual DMT symbol, the instantaneous SNR is not known to the
receiver. One could still perform LDPC decoding using the average SNR instead
of the instantaneous SNR; however, in this case the decoder is a "mismatched"
(i.e., operating at an SNR which is different from the assumed SNR), yielding
an error performance degradation. Therefore we consider here LDPC decoding
according to the (S)MSA (see Sections 2.3.1.2 and 2.3.1.3) with the approximate
LLR computation, which does not require knowledge of the instantaneous SNR
at the receiver.
5.4.2.1 Approximate LLRs
In the case of LP, the approximate LLR messages (2.7) in the MSA and SMSA
decoding algorithm from respectively Sections 2.3.1.2 and 2.3.1.3 are computed
as
Lch→n = min
a˜(k)∈A(k)
cn=1
∣∣∣y(k) −L(k)√E(k)a˜(k)∣∣∣2− min
a˜(k)∈A(k)
cn=0
∣∣∣y(k) −L(k)√E(k)a˜(k)∣∣∣2
(5.34)
with y(k) from (4.21). In the case of NLP, y(k) is given by (4.30), so that A(k)cn=0
and A(k)cn=1 in (5.34) must be replaced by their extended constellations A
(k)
ext,cn=0
and A(k)ext,cn=1.
The approximate LLRs serve as input to the decoding algorithms from Sec-
tions 2.3.1.2 and 2.3.1.3 for respectively MSA and SMSA.
5.4.2.2 Error Performance
For the error performance analysis of the LDPC codes in the presence of IN we
follow the same reasoning as for uncoded transmission and TCM, outlined in
5.4.1.2.
Considering the case where on each tone a 2b-QAM constellation is used,
and all tones have the same value of SNR
(k)
act, i.e., SNR
(k)
act = SNRact, the ex-
pression (5.33) also holds in the case of LDPC codes. The relations between
the instantaneous BERs (BERs=0 and BERs=1) and their corresponding SNRs
(SNRact,s=0 and SNRact,s=1) are the same as between BER and SNR in the
absence of IN. The latter relation has been investigated in Section 5.3.7, but
only for decoding according to the SPA with exact LLRs. In Section 5.4.2.3 we
will verify that the performance analysis method outlined in Section 5.3.5 still
applies for decoding by means of the (S)MSA with approximated LLRs.
5.4.2.3 Numerical Results
First, we investigate for the approximate LLRs the relation between the average
mutual information Iavg and the instantaneous SNR, for various constellations.
For the approximate LLRs, the mutual information I(c
(k)
j ,L
(k)
j ) from (5.30)
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Figure 5.30: Comparison of Iavg versus SNRact for exact and approximate LLRs
(2b-QAM (b = 5, 6), LP).
is no longer equal to I(c
(k)
j , z
(k)), because the approximate LLRs are not a
sufficient statistic. Figure 5.30 compares Iavg for the exact and the approximate
LLRs, with LP and for both 25-QAM and 26-QAM. The curves corresponding
to a same constellation are very close, indicating that the loss in Iavg for the
approximate LLRs compared to the exact LLRs is very small.
Now, we will compare the decoding performances of basic MSA and scaled
MSA, which have both been introduced in Section 2.3.1. We consider the case
where IN is absent; on all tones we have the same constellation size and the same
SNR, and LP is used. Figure 5.31 compares the BER versus SNR for the LDPC
code of rate Rc = 5/6 and K = 960 with respectively the SPA decoder, the
MSA decoder and the SMSA decoder with parameter S = 13. We considered
S ∈ {7, 10, 13} based on [13], and found the best BER performance results
(with only a minor difference) for S = 13. Notice that there is only a very small
difference between the two BER curves for respectively SPA and SMSA for a
same constellation size. For very small BER, SMSA even slightly outperforms
SPA. MSA performs worst and is therefore no longer considered in the following.
To check whether the error performance is still completely determined by Iavg in
the case of a SMSA decoder which uses approximate LLRs, we derive for various
constellation sizes the BER as a function of Iavg, making use of the BER versus
SNR (on all tones we have the same constellation size and the same SNR) and
Iavg versus SNR. The results are shown in Figure 5.32, for b ∈ {1, 4, 5, 6, 12},
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Figure 5.31: Comparison of the BER performance versus SNR for the LDPC
code of rate Rc = 5/6, K = 960 and LP with respectively SPA decoder, MSA
decoder and SMSA decoder, simulations results.
assuming a rate 5/6 LDPC code with K = 960 and using LP. We observe that
the BER versus Iavg is still approximately independent of the constellation size
2b, indicating the validity of the analysis method from Section 5.3.5 also for
LDPC decoding with SMSA and approximate LLRs.
Table 5.10 shows the value of Iavg which is required to achieve BER = 10−7
for all proposed LDPC codes with K = 960 and K = 4320, and SMSA with
S = 13 and approximate LLRs for both LP and NLP. Comparing with Table
5.4 which holds for SPA with exact LLRs, we see that SMSA for most code
configurations requires a slightly lower Iavg; this confirms the better performance
at BER = 10−7 for SMSA compared to SPA, observed in Figure 5.31 for the
rate 5/6 code with K = 960.
Having verified the validity of the analysis method from Section 5.3.5 for
SMSA with approximate LLRs, we have used this method to determine BERavg
versus SNRavg in the presence of IN (on all tones we have the same constellation
size and the same instantaneous SNR), based on (5.33). As an illustration,
Table 5.11 gives the required SNRavg values for the rate 20/21 LDPC code with
K = 4320 and SMSA decoding (S = 13) to achieve target BERavg equal to
10−7. We consider both LP and NLP. Furthermore, IN of levels κ = −∞ (i.e.,
no IN), 10 dB and 20 dB are considered. We observe that LP outperforms
NLP in terms of SNRavg but the difference in performance becomes negligible
for large constellations. The stronger the IN, the larger the value of SNRavg
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needed to maintain BERavg = 10−7.
5.5 Interleaving against IN
The combination of interleaving with FEC is a means to counteract burst errors
caused by IN.
In the arrangement shown in Figure 5.33, a number of codewords are col-
lected at the output of the FEC encoder, and applied to the interleaver. The
interleaver performs a random permutation on ’parts’ (bits, bytes, constellation
symbols) of the codeword, and the output of the interleaver is sent over the chan-
Table 5.10: Required Iavg to achieve the target BER of 10−7 for all proposed
LDPC codes with K = 960 and K = 4320, and SMSA with S = 13, for both
LP and NLP.
Rc 1/2 2/3 5/6 16/18 20/21
K = 960 0.649 0.805 0.931 0.975 0.996
K = 4320 0.596 0.759 0.893 0.939 0.982
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Table 5.11: Required SNRavg to achieve the target BER of 10−7 for the LDPC
codes with rate 20/21 and K = 960, with SMSA (S = 13), and LP and NLP.
For following cases: absence of IN (κ = −∞ dB), IN with κ = 10 dB and κ = 20
dB.
LP NLP
b κ = −∞ κ = 10 κ = 20 κ = −∞ κ = 10 κ = 20
1 5.4 14.5 19.5 6.7 15.9 20.9
2 8.4 17.5 22.5 9.1 18.3 23.3
3 12.5 21.7 26.7 13.1 22.3 27.3
4 15.1 24.3 29.3 15.4 24.5 29.5
5 18.3 27.4 32.4 18.3 27.4 32.4
6 21.2 30.3 35.3 21.1 30.3 35.3
7 24.2 33.3 38.3 24.2 33.4 38.3
8 27.0 36.1 41.1 27.0 36.2 41.2
9 29.9 39.0 44.0 29.9 39.0 44.0
10 32.8 41.9 46.9 32.8 41.9 46.9
11 35.6 44.7 49.7 35.6 44.7 49.7
12 38.6 47.7 52.7 38.6 47.7 52.7
nel. At the receiver, the de-interleaver applies the inverse permutation to the
parts of the codewords to restore their original order, and the de-interleaver out-
put is applied to the FEC decoder. Because of the interleaving/de-interleaving
operation, a single noise impulse affects multiple codewords (instead of a single
codeword), but in each codeword only a small number of parts is hit by IN, so
that the FEC decoder might be able to correctly decode most of the codewords.
We will point out that the arrangement from Figure 5.33 does not bring
much advantage when the interleaving is applied to TCM. Therefore, in the
case of TCM, we will use the concatenated code arrangement from Figure 5.34
instead, where the TCM inner code and the RS outer code are separated by
an interleaver. In this arrangement, a byte interleaver is applied to the RS
codewords, and the bits at the interleaver output are treated as information
bits by the TCM encoder. Because of the error correcting capability of the RS
decoder, the arrangement from Figure 5.34 also improves the error performance
when IN is absent, compared to using TCM only.
Instead of using the frequency division duplexing (FDD) of the downstream
and the upstream as adopted in VDSL2, the upstream and downstream commu-
nication in G.fast are separated by means of time division duplexing (TDD). In
FDD, different frequency bands are used for upstream and downstream trans-
mission, whereas in TDD different time slots are used for upstream and down-
stream transmission, as illustrated in Figure 5.35. The ratio of time assigned to
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Figure 5.35: TDD cycle with 50% upstream and 50% downstream traffic.
the upstream and the downstream in G.fast is flexible, any ratio between 90%
down/10% up and 30% down/70% up can be configured [53]. In our study, the
TDD frame (including upstream and downstream DMT symbols) has a duration
TTDD = 750 µs and an equal ratio (50%) of the TDD frame is assigned to up-
stream and downstream traffic. With a DMT symbol rate of 48000 symbols/s,
36 DMT symbols can be transmitted during a TDD frame of 750 µs. One DMT
symbol period is reserved as gap [42] and not used to transmit a DMT symbol.
18 DMTs are transmitted during a downstream time slot of 375 µs followed by
17 DMTs which are transmitted during the next upstream time slot.
A major drawback of interleaving is that it adds latency, as the receiver has to
wait until all interleaved symbols are received before deinterleaving and further
processing can start. When interleaving occurs over J downstream slots, the
latency amounts to J downstream slots plus J − 1 upstream slots. In order to
avoid the contribution of upstream slots to the latency, the interleaving should
be limited to a single downstream slot.
Let us assume that as a result of interleaving, an interleaved codeword con-
tains bits from L consecutive DMT symbols, with time indices l, l+ 1, . . . , l+
L− 1. A DMT symbol with time index l is characterized by a state sl which
indicates whether the DMT is hit (sl = 1) or not hit (sl = 0) by IN with
statistics as described in Section 4.5. Representing the conditional BER and
WER after decoding the considered codeword as BER(sl) and WER(sl) with
sl = (sl, sl+1, . . . , sl+L−1), the average BER and WER after decoding are given
by BERavg = E [BER(sl)] and WERavg = E [WER(sl)], where the expection
is over the state vector sl; the probability of sl follows easily from the 2-state
Markov IN model.
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5.5.1 TCM + tone-interleaving
We consider the case where the QAM symbols of a TCM codeword are inter-
leaved over L DMT symbols, and LP is used. Let us assume that, as a result of
the interleaving/de-interleaving operation, n of the Nt symbols of the codeword
originate from DMT symbols which are hit by IN, while the remaining Nt − n
symbols originate from DMT symbols which are not hit by IN. The most likely
decoding errors involve codewords at minimum distance 2d from the correct
codeword, which differ from the correct codeword only at QAM symbol posi-
tions which are hit by IN. In Section 5.2.2 we have shown that these codewords
at distance 2d differ from the correct codeword in only one trellis section (i.e.,
they represent parallel transitions). As it is more likely that only one QAM
symbol from a trellis section is hit by IN, we will ignore the probability that
both QAM symbols from a same trellis section are affected by IN. Considering
decoding errors involving only one QAM symbol error, it follows from Section
5.2.2 that there exist 4 parallel transitions at distance 2d for a given QAM
symbol position. Assuming that on average half of the log2(M )− 1/2 informa-
tion bits associated with the erroneous QAM symbol are in error, the resulting
approximation of the average BER is
BERavg ≈ 2E[n]
Nt
Q
(√
2d2SNRavg
1+ p1κ
1+ κ
)
= 2p1Q
(√
2d2SNRavg
1+ p1κ
1+ κ
)
(5.35)
where we have taken into account that E[n] = p1Nt.
When no interleaving is used, the BER follows from (5.33). Keeping only
the second term, we obtain
BERavg ≈ 12p1Q
(√
2d2SNRavg
1+ p1κ
1+ κ
)
(5.36)
Comparing (5.35) and (5.36), we conclude that tone-interleaving of the TCM
codeword reduces the BER only by a factor of about 6, compared to no inter-
leaving. This rather poor performance in the presence of interleaving is due
to the existence of codewords at minimum distance involving only one QAM
symbol error.
For tone-interleaved TCM with NLP, similar conclusions can be drawn: the
use of interleaving does not improve the argument of the function Q(.) in the
BER expression, but only somewhat reduces the factor in front of the function
Q(.).
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5.5.2 RS + byte-interleaver + TCM
Considering the very limited error performance gain achieved by applying tone-
interleaving to the TCM codewords, DSL transmission typically makes use of
the arrangement from Figure 5.34, involving the concatenation of a RS outer
code and TCM as inner code, with byte-interleaving (transmitter side) and
byte-de-interleaving (receiver side) in between the two encoders and decoders,
respectively. At the receiver, first Viterbi decoding of the TCM is performed,
next the resulting bytes are de-interleaved and supplied to the RS decoder for
possible correction of remaining errors. The byte interleaver is introduced to
counteract the burstiness of byte errors at the TCM decoder output. Section
5.5.2.1 presents the error performance analysis of this system and numerical
results are presented in Section 5.5.2.2.
5.5.2.1 Performance Analysis
The RS code used in G.fast [42] is defined over the Galois field GF(28), where
a RS code symbol consists of 1 byte (q = 8 bits). Per block of K informa-
tion bytes, an additional N −K parity bytes are transmitted. The value of N
can vary from 32 to 255, and N −K must be one of the values from the set
{2, 4, 6, 8, 10, 12, 14, 16}. This RS(N ,K) code is systematic and can correct up
to
t =
⌊
N −K
2
⌋
(5.37)
byte errors.
Taking into account the considerations about the interleaver depth in Section
5.5, we briefly discuss the case where RS codewords are interleaved over 18
DMT symbols (i.e., within one downstream slot of 375 µs). Assuming the use
of the traditional RS(255,239) code (which can correct up to 8 byte errors) and
distributing the bytes of the RS codewords evenly over the 18 DMT symbols,
each DMT contains either
⌊
255
18
⌋
= 14 or
⌊
255
18
⌋
+ 1 = 15 bytes from a given RS
codeword. When only one of the 18 DMT symbols is hit by IN, then in each of
the RS codewords contained within the downstream slot there are 14 or 15 bytes
hit by IN. When the IN is strong, these bytes are likely to be erroneous. As the
RS code can correct only up to 6 byte errors, none of these RS codewords can be
correctly decoded. Hence, interleaving over only 18 DMT symbols does not give
much protecion against IN. As a matter of fact, the situation with interleaving
is even worse than without interleaving, because in the former case the number
of undecodable RS codewords is 18 times as large as in the latter (assuming only
one of the 18 DMT symbols is hit by IN). From this brief analysis it follows that
interleaving within a single downstream slot is not sufficient to provide adequate
protection against IN.
As explained in the beginning of Section 5.5, interleaving over multiple
downstream slots would considerably increase the latency for each codeword.
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Therefore, in this dissertation we will instead focus on a different technique to
counteract IN, i.e., the use of retransmission protocols (see Section 5.6). As far
as interleaving (without ARQ) is concerned, we will restrict our attention to the
traditional concatenation of a RS outer code and TCM inner code; we will con-
sider the limiting case of infinite interleaving, which provides a lower bound on
the error probability, to which the actual error probability will converge when
the interleaving depth increases (at the expense of growing latency).
The input of the RS decoder is the byte de-interleaved output of the TCM
Viterbi decoder. We assume an infinitely large interleaver, such that the byte
errors in the RS codeword can be considered to occur independently with a byte
error probability Pbyte,avg, where Pbyte,avg denotes the average byte error rate
at the TCM decoder output. Similar to (5.33), Pbyte,avg is the average of the
byte error rates corresponding to DMT symbol intervals which are hit and not
hit by IN, respectively. When all tones of the TCM codeword carry the same
constellation and have the same SNR, an approximation of the byte error rate
at the TCM decoder output in the absence of IN can be obtained in a similar
way as the BER approximation (5.16); we obtain
ByteER ≈ 24Q
(√
2d2SNR
)
(5.38)
where the factor in front of Q(.) results from the simplifying assumption that
(i) a trellis section contains an integer number of information bytes; and (ii) all
bytes associated with an erroneous trellis section are in error. In the presence of
IN, we must replace in (5.38) SNR by SNRavg
1+p1κ
1+κ or SNRavg(1+ p1κ), when
the considered DMT symbol is hit by IN or not hit, respectively.
The error performance of the RS decoder solely depends on the RS code
parameters t and N , and on the average byte error probability Pbyte,avg after
TCM Viterbi decoding. The corresponding RS decoding error probability Pe,RS
and the byte error rate ByteERRS at the RS decoder output are given by (2.11)
and (2.12). The BER after RS decoding is then approximated as
BERRS ≈
1
2
ByteERRS (5.39)
assuming that on average half the bits of an erroneous byte are in error.
5.5.2.2 Numerical Results
We consider two RS codes: the traditional RS(255,239) code and the shortened
RS(136,120) code with an information block length equal to the information
block length of the shorter LDPC codes (120 bytes = 960 bits). For both RS
codes, 16 parity bytes are added which implies that up to t = 8 erroneous bytes
can be corrected.
First we consider the byte error rate at the TCM decoder output, in the
absence of IN. Figure 5.36 shows ByteER for LP, constant SNR and the same
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Figure 5.36: Simulated (solid line with markers) and approximate (dashed line)
ByteER at TCM decoder output for LP with b-bit QAM constellations (b =
1, . . . , 12).
QAM constellations on all tones with b = 1, . . . , 12. The solid lines and dashed
lines correspond to the simulations and the approximation (5.38) respectively.
The analytical approximation is less accurate for small constellation sizes, where
multiple tone pairs are needed to transmit a single byte of information bits.
Therefore, in the sequel we take ByteER equal to the simulation result.
Figure 5.37 compares for 26-QAM and LP several error rates versus SNR
(same SNR on all tones) in the absence of IN: the BER for uncoded transmis-
sion, the BER and ByteER for TCM, and the BER for the concatenation of
the RS(255,239) and RS(136,120) outer code and the TCM inner code, with
infinite byte-interleaving. The considered coding schemes bring a substantial
performance improvement w.r.t. uncoded transmission. Note, however, that
the number of information bits per QAM symbol is different for the consid-
ered schemes: for uncoded transmission, TCM only, RS(255,239)+TCM and
RS(136,120)+TCM, the number of information bits per QAM symbol equals 6,
5.5, 5.5 · 239/255 = 5.15 and 5.5 · 120/136 = 4.85, respectively. In order to have
6 information bits per QAM symbol also for the coded systems, their constel-
lation sizes should be increased to (on average) 6.5, 6.9 and 7.3 bits (i.e., info
bits+parity bits) for TCM only, RS(255,239)+TCM and RS(136,120)+TCM, in
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Figure 5.37: Comparison of error performance versus SNR for LP, 26-QAM and
uncoded transmission, TCM, RS(255,239) and RS(136,120).
which case the coding gains observed from Figure 5.37 should be decreased by
about 1.5 dB, 2.7 dB and 3.9 dB, according to the rule of thumb from Section
5.2.4.
In Figure 5.38, the BER performance in the absence of IN is shown for both
RS(255,239) + byte-interleaver + TCM and RS(136,120) + byte-interleaver +
TCM versus SNR with LP; all tones have the same SNR and the same 2b-
QAM constellation, with b = 1, . . . , 12. For each constellation size the fig-
ures shows two curves: the solid line gives the BER for the concatenated code
with RS(255,239), the dashed line corresponds to the concatenated code with
RS(136,120); only a minor difference (in favor of the shorter RS code) is visible
on this scale between each two curves corresponding to the same constellation
size. Similar figures can be obtained for RS + byte-interleaver + TCM with
NLP, but are not shown here for conciseness.
We have investigated the BER performance of the concatenation of RS and
TCM with infinite byte-interleaving, operating on (5.1) for LP and on (5.2)
for NLP, assuming that the constellation size and the SNR are the same for
all tones. Table 5.12 shows, for 2b-QAM, the SNR values that are required to
achieve BER = 10−7 in the absence of IN, for the two considered concatenated
codes with RS(255,239) and RS(136,120). Tables 5.13 and 5.14 show similar
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Figure 5.38: BER performance of RS(255,239)+TCM (solid lines with markers)
and RS(136,120)+TCM (dashed lines), both with LP and for constant constel-
lation size.
121
5. ERROR PERFORMANCE WITH LINEAR AND NONLINEAR
PRECODING
Table 5.12: Required SNR (in dB) to achieve the target BER of 10−7 for RS +
byte-interleaver + TCM with LP and NLP.
b 1 2 3 4 5 6
RS(255,239)
LP 2.4 5.4 9.7 13.1 16.2 19.5
NLP 4.7 6.7 10.7 13.6 16.5 19.8
RS(136,120)
LP 2.2 5.2 9.5 12.9 16.1 19.4
NLP 4.6 6.6 10.5 13.5 16.3 19.6
b 7 8 9 10 11 12
RS(255,239)
LP 22.5 25.6 28.6 31.7 34.5 37.7
NLP 22.6 25.8 28.6 31.8 34.5 37.8
RS(136,120)
LP 22.3 25.5 28.4 31.6 34.4 37.5
NLP 22.4 25.6 28.4 31.6 34.4 37.6
results pertaining to SNRavg for RS + byte-interleaver + TCM, now in the
presence of IN with κ = 10 dB and κ = 20 dB, respectively. From these
tables we observe that the SNR difference between LP and NLP for the same
b is larger as compared to the system with only TCM (see Tables 5.8 and 5.9),
especially for small b; this can be explained by noticing that in the concatenated
arrangement the trellis decoder operates at a much smaller SNR (higher error
rate) than in the case where only TCM is used, and that the degradation, in
terms of SNR, of the trellis decoder performance for NLP compared to LP
increases with increasing error rate. The concatenation involving the shorter
RS code slightly outperforms the concatenation involving the longer RS code;
both codes have the same error correcting capability, but for the longer code
there are more error patterns containing a given number of byte errors. For
large constellations, doubling the constellation size (i.e., increasing b by one bit)
requires an increase of the SNR by about 3 dB to maintain the BER value at
10−7, which is in agreement with the rule of thumb.
5.6 Use of ARQ against IN
In the presence of IN, our system can benefit from the addition of ARQ, as
depicted in the block diagram in Figure 5.39. The receiver is able to request
the retransmission of a packet or data transfer unit (DTU) that has been erro-
neously received by sending a negative acknowledgment (NAK) message to the
transmitter. The occurrence of an occasional large noise impulse will typically
affect several consecutive DTUs and result in a burst of DTU errors. This can
be handled by ARQ; if the cyclic redundancy check (CRC) in the header of
the DTU fails, the receiver will ask for a retransmission and the transmitter
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Table 5.13: Required SNRavg (in dB) to achieve the target BER of 10−7 for
RS + byte-interleaver + TCM with LP and NLP in the presence of IN with
p1 = 0.026, κ = 10 dB.
b 1 2 3 4 5 6
RS(255,239)
LP 11.6 14.6 18.9 22.3 25.5 28.8
NLP 14.0 16.0 19.9 22.9 25.7 29.0
RS(136,120)
LP 11.4 14.4 18.7 22.1 25.3 28.6
NLP 13.8 15.8 19.8 22.7 25.5 28.8
b 7 8 9 10 11 12
RS(255,239)
LP 31.7 34.9 37.8 41.0 43.8 46.9
NLP 31.9 35.0 37.8 41.0 43.8 47.0
RS(136,120)
LP 31.5 34.7 37.5 40.7 43.6 46.7
NLP 31.6 34.8 37.6 40.8 43.6 46.8
Table 5.14: Required SNRavg (in dB) to achieve the target BER of 10−7 for
RS + byte-interleaver + TCM with LP and NLP in the presence of IN with
p1 = 0.026, κ = 20 dB.
b 1 2 3 4 5 6
RS(255,239)
LP 16.6 19.6 23.9 27.3 30.5 33.8
NLP 19.0 21.0 24.9 27.9 30.7 34.0
RS(136,120)
LP 16.3 19.3 23.7 27.1 30.3 33.6
NLP 18.8 20.8 24.8 27.7 30.5 33.8
b 7 8 9 10 11 12
RS(255,239)
LP 36.7 39.9 42.8 46.0 48.8 51.9
NLP 36.9 40.0 42.8 46.0 48.8 52.0
RS(136,120)
LP 36.5 39.7 42.5 45.7 48.6 51.7
NLP 36.6 39.8 42.6 45.8 48.6 51.7
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Figure 5.39: General block diagram for the system with ARQ and interleaver.
issues the retransmission of a copy of the specific DTU. A maximum number of
retransmissions Nretr per DTU is allowed. The use of ARQ implies an increase
in latency, which is maximum when the maximum number of retransmissions
Nretr is necessary to recover a DTU. It is important to note that the latency
caused by retransmissions only applies to packets which have not been correctly
received during the first transmission; hence, the latency of a packet is a ran-
dom variable, depending on how many retransmissions are needed to receive
the packet correctly. This is in contrast with the case without ARQ, where the
latency caused by interleaving (which has to be large in order to be effective
against IN) applies to each packet. Subsection 5.6.1 provides a derivation of
the resulting latency in the system with TDD and interleaving. The theoretical
error performance analysis is presented in Subsection 5.6.2.
5.6.1 Latency Constraint
Here, we want to determine the latency increase caused by ARQ. The use of
TDD in G.fast strictly separates in time the downstream and upstream traffic.
A retransmission request for an erased DTU in a downstream time slot will
be retransmitted at the earliest in the next upstream time slot. We assume
that a TDD frame has a duration TTDD = 750 µs [42]. At a DMT symbol
rate of 48000 symbols/second, 36 DMT symbols can be transmitted during
a TDD frame, where 1 DMT symbol period is reserved as gap and not used
for transmission of a DMT symbol. We assume that an equal ratio of time
is assigned to upstream and downstream traffic. This implies that in 1 TDD
frame 18 DMTs are transmitted during a downstream slot followed by 17 DMTs
transmitted during an upstream slot. Assuming interleaving over L consecutive
DMTs, the RTT depends on the interleaver size L. We investigate the following
two illustrative cases:
L = 9 The system with ARQ and interleaving over L = 9 DMTs is visualized
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Retransmissions of 
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Figure 5.40: Illustration of the system with ARQ and interleaving over L = 9
DMTs.
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Figure 5.41: Illustration of the system with ARQ and interleaving over L = 12
DMTs.
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in Figure 5.40. The retransmission request for an erased DTU will be
transmitted in the next upstream time slot and the copy of the DTU will
be retransmitted in the next downstream time slot. This implies that each
retransmitted copie of a DTU adds one TDD cycle to the latency; the RTT
here is equal to TTDD. (In the upstream time slot consisting of 17 DMT
symbols interleaving is done respectively over 9 and 8 symbols.) Similar
results hold for smaller L, involving more than two sets of interleaved
DTUs per downstream (or upstream) time slot.
L = 18 Here the interleaving occurs over a whole downstream/upstream time
slot as shown in Figure 5.41. The retransmission request can not be sent in
the next directly following upstream time slot because the receiver needs
to perform some post processing of the received DMTs (interleaving and
CRC check) before a retransmissions request can be issued. The data to
be transmitted in the upstream time slot is also interleaved over 18 DMTs
and is ready to be sent in the transmit buffer. The earliest possibility to
send the NAK message is in the subsequent upstream time slot. Similarly,
the copy of the DTU can not be transmitted in the next downstream time
slot but only in the subsequent downstream slot. This implies that each
retransmitted copie of a DTU adds 3 TDD cycles to the latency; the RTT
here is equal to 3 TTDD. (In the upstream time slot consisting of 17 DMT
symbols interleaving is done over all 17 symbols.)
The latency increase caused by adding ARQ is largest when interleaving over
L = 18 DMT symbols; in this case the maximum number of retransmissions
Nretr will be 3 times smaller as compared to interleaving over L = 9 (or less)
DMTs.
As we have argued in Section 5.5.2.1 that interleaving over multiple DMT
symbols within a downstream slot does not bring much advantage against IN, we
will in this dissertation consider ARQ without interleaving over multiple DMT
symbols, and make the comparison with the traditional configuration (without
ARQ) consisting of the RS(255,239) outer code and the TCM inner code, with
(infinite) interleaving in between.
5.6.2 Theoretical Performance Analysis of ARQ
A typical value for the maximum allowed latency in G.fast [42] is given by
Tlat = 10 ms. In this time duration, 13 TDD frames can be transmitted for a
TDD frame of duration TTDD = 750 µs. The retransmission of a DTU occurs
at least 1 TDD frame later than the DMT where it was first transmitted as
we have illustrated in Section 5.6.1. If the number of DTUs that needs to be
retransmitted is large (due to the occurrence of noise impulses), this number
might exceed the capacity of 1 TDD frame, in which case a part of those DTUs
will need to be retransmitted in the second next TDD frame. Therefore, the
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maximum number of retransmissions Nretr,max is limited to 6, in order not to
exceed the maximum latency of Tlat = 10 ms.
Furthermore, in Section 4.5 we showed that after about 8 DMT symbol in-
tervals steady-state values are reached for the probabilities Pr[sl+i|sl], with sl
denoting the state which indicates wheter the lth DMT symbol is hit by IN.
Considering that the RTT exceeds 8 DMT symbols, the original DTU and its
retransmitted copies are hit independently by IN. This implies that the proba-
bility of an erroneous DTU and the BER for ARQ with Nretr retransmissions
can be computed by respectively (2.16) and (2.17), where the error probabilities
must be understood as the averages of the error probabilities with and without
the occurrence of IN, similar to the expression (5.33).
In order to enable the detection of DTU transmission errors, CRC bits are
added to each K-bit information word in case of uncoded transmission and
TCM; in the case of LDPC coding or RS coding a retransmission request might
be issued when the decoder does not provide a valid codeword, in which case no
CRC needs to be added. Adding the CRC bits reduces the information bitrate;
denoting by R′b and Rb the information bitrates for a fixed-bandwidth system
with and without CRC, we now have
R′b = Rb ·
K
K +KCRC
(5.40)
where KCRC denotes the number of CRC bits that protect the K information
bits.
Figure 5.42 shows BER(Nretr), the BER afterNretr retransmissions, forNretr =
0, 1, . . . , 4, in the case of uncoded transmission over an AWGN channel. Also,
the probability of an erroneous DTU, Pe,DTU is shown. A DTU consists of 960
bits and is considered to be erroneous if at least one bit in the DTU is erro-
neous. We observe that the BER curve drops faster when Nretr increases, which
illustrates the beneficial effect of ARQ on the error performance.
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Figure 5.42: BER(Nretr) versus SNR for ARQ with Nretr retransmissions in the
case of uncoded transmission over AWGN channel.
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6
Bitloading Algorithms
A bitloading algorithm determines which constellation is to be used on a tone,
depending on the channel conditions and on some restrictions (power, power
spectral density) on the transmit signal. In this chapter, limits on the bitload-
ing are presented in Section 6.1, which are based on the concepts of mutual
information and capacity from the field of information theory. Next, we present
two bitloading algorithms for LP and NLP which achieve a given target BER
under simultaneous transmit power and transmit PSD constraints. In Section
6.4, we propose a "greedy" algorithm that can be viewed as an extension of
the Zanatta-Filho algorithm from [54]. Section 6.5 gives an adjusted version of
the column norm scaling algorithm from [55], such that the resulting bitloading
table is in compliance with our ATP and PSD constraints. The complexity of
both bitloading algorithms is discussed in Section 6.6.
6.1 Shannon’s Channel Coding Theorem
The observations at the receiver on tone k and for user i for LP and NLP
are respectively given by (4.23) and (4.31). Dropping the indices i and k for
conciseness, we set a′ = a(k)i for LP and a
′ = a(k)i + l
(k)
i A
(k)
i for NLP. The
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Figure 6.1: Claude Shannon (April 30, 1916, Massachusetts – February 24,
2001).
observation becomes
z =
√
SNR a′ +w (6.1)
with SNR given by (4.24) and w is zero-mean complex-valued Gaussian noise
with E[|w|2] = 1. Consider a and z as the realizations of two random variables
A and Z.
As stated by Shannon in the noisy channel coding theorem [8], the maxi-
mum number of information bits per channel use that can be transmitted with
arbitrary small decoding error probability is given by the mutual information
I(A;Z) between the transmitted symbol A and the observation Z, defined as
I (A;Z) =
∫
pA,Z(a, z) log2
(
pA,Z(a, z)
pA(a)pZ(z)
)
dadz
=
∫
pZ|A(z|a)pA(a) log2
(
pZ|A(z|a)
pZ(z)
)
dadz (6.2)
The pdf pZ(z) of the channel output z is computed as
pZ(z) =
∫
pZ|A(z|a)pA(a)da (6.3)
For a given channel transition pdf pZ|A(z|a), the mutual information I(A;Z)
depends only on the a priori pdf pA(a) of the constellation symbol a. The noisy
channel coding theorem states that codes exist for which an arbitrarily small
error rate can be obtained if Rinfo, the number of information bits per channel
use, satisfies Rinfo < I(A;Z). If Rinfo > I(A;Z), it is not possible for any code
to achieve an arbitrarily low bit error rate.
In the case of LP we have a′ = a, in which case the channel transition pdf
pZ|A(z|a) resulting from (6.1) is given by
pZ|A(z|a) =
1
π
exp
(
−|z −
√
SNR a|2
)
(6.4)
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because E[(ℜ [w])2] = E[(ℑ [w])2] = 1/2. To obtain the corresponding chan-
nel capacity C [20], the mutual information I(A′,Z) is maximized over the a
priori input distribution pA(a). For a channel transition distribution pdf given
by (6.4), the input pdf pA′(a
′) that maximizes I(A′,Z) under the restriction
E[|a′|2] = 1 is the distribution of a zero-mean Gaussian complex-valued random
variable, i.e.,
pA(a) =
1
π
exp
(|a|2) (6.5)
The resulting capacity (expressed in information bits per channel use) is given
by
C = log2 (1+ SNR) (6.6)
and serves as upper bound on the maximum number of information bits that
can be transmitted per channel use for a certain SNR.
Figure 6.2 shows the capacity (6.6), along with the mutual information (6.2)
for the 2b-QAM (b = 1, . . . , 12) constellations described in Section 4.2, assuming
LP. Obviously, the capacity curve is above any of the mutual information curves.
The curves for 2b-QAM converge for increasing SNR to a mutual information
equal to b.
A similar reasoning can be applied in the case of NLP (i.e, a′ = a+ lA), for
which u = [z]
A
√
SNR
is a sufficient statistic. Hence, I(A;Z) = I(A;U ), where
I(A;U) is obtained by replacing in (6.2) pZ|A(z|a) by pU |A(u|a), with
pU |A(u|a) =
{
1
π
∑+∞
l=−∞ exp
(
−|u−√SNR (a+ lA)|2
)
|u| < √SNRa
0 else
(6.7)
The results for the mutual information I(A;Z) versus SNR and for the capacity
C versus SNR will differ from those for LP, but are qualitatively similar.
In Section 6.1.1, we will apply information-theoretic bounds on the number
of information bits per tone, for a given SNR.
6.1.1 Information-Theoretic Bounds on Bitloading for Given
SNR
Let us consider DMT transmission over DSL, where SNR(k) is the SNR value
on the kth tone. We denote by I2b−QAM(SNR) the mutual information I(A;Z)
related to the 2b-QAM constellation, considered as a function of SNR. As Fig-
ure 6.2 indicates that for given SNR the mutual information I2b−QAM(SNR) in-
creases with b, the highest information bitrate for which decoding with arbitrar-
ily small error probability is possible, is obtained by selecting on each tone the
largest allowed constellation (i.e., b(k) = bmax), and using on the kth tone (with
k = 1, ...,Nt) a (very powerful) code with rateR
(k)
c = I2bmax−QAM(SNR
(k))/bmax.
As a result, the information bitrate on each tone equals its maximum possible
value (i.e., I2bmax−QAM(SNR
(k)) for the kth tone).
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Figure 6.2: Capacity and mutual information for 2b-QAM (b = 1, . . . , 12) for
LP.
Although conceptually simple, the above strategy has practical disadvan-
tages. First, each tone requires its specific code; hence, the constellation symbols
from a codeword on the kth tone belong to different DMTs, which introduces
a huge latency. Secondly, the code rates to be used are a function of the SNR
profile; the SNR profile changes with line length, noise environment,..., and is
therefore not known in advance.
Instead, practical DMT transmission over DSL makes use of coding across
tones, i.e., the constellation symbols corresponding to a given codeword are on
the different tones of a same DMT symbol, rather than on a given tone in differ-
ent DMT symbols. Therefore, we consider in the information-theoretic analysis
the same code rate for all tones. For a code with rate Rc and a 2b-QAM constel-
lation, the number of information bits per channel use equals Rinfo = Rcb. An
arbitrarily small error rate can be achieved only when Rinfo < I2b−QAM(SNR).
Hence, solving for SNR the equation Rcb = I2b−QAM yields the minimum SNR
for which it is possible to achieve an arbitrarily small error rate with 2b-QAM
and code rate Rc. This minimum SNR, which we denote by SNRmin(b), is the
abscissa of the point on the mutual information curve for 2b-QAM with ordinate
Rcb. The quantities SNRmin(b) for b = 1, ..., bmax increase with increasing b.
Depending on the actual SNR value, the following cases can be considered.
• When SNR < SNRmin(1), no constellation size can give rise to arbitrarily
small error rate.
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• When SNRmin(b) ≤ SNR < SNRmin(b+ 1) and b = 1, ..., bmax − 1, 2b-
QAM is the largest constellation allowing an arbitrarily small error rate;
the corresponding information rate is Rinfo = Rcb bits per channel use.
• When SNRmin(bmax) ≤ SNR, 2bmax-QAM is the largest constellation al-
lowing an arbitrarily small error rate; the corresponding information rate
is Rinfo = Rcbmax bits per channel use.
As a result, Rinfo changes with SNR according to a staircase function, starting
at level zero, increasing by Rc with each step, and ending at level Rcbmax; at
SNR = SNRmin(b), the level jumps from Rc(b − 1) to Rcb. Note that the
above reasoning applies to coded transmission (i.e., Rc < 1) only; for uncoded
transmission (i.e., Rc = 1) and any constellation, we need an infinitely large
SNR in order to achieve an arbitrarily small error probability.
We have determined Rinfo versus SNR for the following code rates:
• Rc ∈ {12 , 23 , 56 , 1618 , 2021}, which are the rates of the LDPC codes from Chap-
ter 5.
• Rc = 1− 12b , Rc = 239255
(
1− 12b
)
and Rc =
120
136
(
1− 12b
)
, which are the
rates of the TCM from Chapter 5, and of the concatenation of TCM as
inner code with RS(255,239) and RS(136,120) as outer code, respectively1.
Note that for TCM (with 1/2 parity bit per constellation symbol) and its
concatenated arrangements the code rates are not constant, but increasing
with the constellation size.
In Figures 6.3 and 6.4, we have superposed the curves showing Rinfo versus
SNR, forRc ∈ {12 , 23 , 56 , 1618 , 2021 , 1− 12b} andRc ∈ {1− 12b , 239255
(
1− 12b
)
, 120136
(
1− 12b
)},
respectively. For Rc = γ
(
1− 12b
)
(here we consider γ = 1, 239255 ,
120
136 ), SNRmin(b)
is the SNR value yielding γ
(
b− 12
)
= I2b−QAM; for SNRmin(b) ≤ SNR <
SNRmin(b + 1) and b = 1, ..., bmax − 1, we have Rinfo = γ
(
b− 12
)
, while for
SNRmin(bmax) ≤ SNR the maximum information rate Rinfo = γ
(
bmax − 12
)
is
achieved. We observe that curves corresponding to different code rates cross
each other multiple times, indicating that there is no single code rate Rc which
yields the largest Rinfo for all SNR. At low SNR (high SNR) the lower-rate
(higher-rate) codes tend to yield the larger Rinfo; the behavior at large SNR is
impacted by the restriction imposed on the constellation size (i.e., b ≤ bmax),
causing the information rate Rinfo to reach at high SNR a limit which increases
with the code rate.
1For b = 1, the code rate for TCM equals 3/4 (i.e., the same as for b = 2), because of the
pairing of two 2-QAM symbols to make a 4-QAM symbol. A similar remark holds for the
code rate of concatenated codes involving TCM.
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6.2 Practical Bitloading as a Function of SNR
The above information-theoretical considerations provide, for a given code rate,
the maximum constellation size (and the corresponding maximum information
rate) versus SNR, which allows to achieve an arbitrarily small decoding error
probability; however, a vanishingly small error probability requires powerful
codes with a length approaching infinity. In a practical setting, finite-length
codes are used, which for a given code rate require a larger SNR to achieve
a small error probability (say, BER = 10−7), compared to the SNR resulting
from information theory. In the following, we consider for this practical setting
two algorithms for determining the maximum constellation size versus SNR for
a given code. The first algorithm (which we will adopt in this dissertation) is
based on the relation between the BER and the SNR, obtained in chapter 5
for the considered codes. The second algorithm is a commonly used algorithm
based on the "SNR gap".
6.2.1 Bitloading Based on BER versus SNR Curves
Based on the tables from Chapter 5, which show the values of SNR correspond-
ing to BER = 10−7 for various codes and constellation sizes, we can obtain for
a specific code the relation between the maximum information rate Rinfo and
the SNR, under the restriction that the BER does not exceed 10−7. The result-
ing curve is a staircase function similar to the information-theoretic curve from
Figures 6.3 or 6.4 for the corresponding code rate; the jumps now occur at the
SNR values from the table from Chapter 5 for the considered code, which are
larger than those from the curve derived from information theory.
Figure 6.5 shows Rinfo versus SNR, for the information-theoretic curve re-
lated to the code rate 1− 12b , and for TCM with target BER of 10−7 for LP
and NLP. The degradation of the curves for TCM compared to the information-
theoretic curve illustrate the limited error correcting capability of TCM com-
pared to the infinite-length powerful code assumed for the former curve. Sim-
ilar curves can be obtained for the other practical codes considered in Chap-
ter 5; when superposed, they show multiple crossings, as was the case for the
information-theory based curves. Hence, also when using practical codes, there
is no code yielding the largest information rate for all SNR.
6.2.2 Bitloading Based on SNR Gap Γ
A commonly used algorithm [56] determines for given SNR the number b of bits
in the constellation according to the following closed-form expression
b = log2
(
1+
SNR
Γ
)
(6.8)
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where Γ is a design parameter referred to as the ’SNR gap’. The corresponding
constellation size is given by
M = 2b = 1+
SNR
Γ
(6.9)
According to (6.8) when SNR doubles (i.e., a 3 dB increase) the number of
bits can be increased by 1 (assuming SNR ≫ Γ). Note that the value of b
resulting from (6.8) is not necessarily integer; hence, for practical use some kind
of rounding to an integer is required.
For Γ = 1, the right-hand side of (6.8) equals the capacity C of an AWGN
channel with given SNR (see (6.6)). For Γ > 1, the curve showing b versus SNR
(in dB) is obtained by shifting to the right by ΓdB = 10 log10(Γ) the curve of C
versus SNR (in dB); therefore, Γ is referred to as the SNR gap to the capacity
curve.
However, the relation of (6.8) with capacity is rather confuse. Suppose we
use a very long and powerful code which operates close to capacity. For such
code, the right-hand side of (6.8), with Γ = 1, denotes the information rate (per
channel use) Rinfo corresponding to the given SNR, whereas the left-hand side
is the number of bits b in the constellation; obviously both sides of the equation
refer to different quantities (because Rinfo = Rcb). A similar remark can be
made for practical codes operating at an SNR gap Γ from capacity. Moreover,
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the capacity formula assumes a Gaussian a priori distribution of the transmitted
symbols, which obviously does not correspond to a QAM constellation.
To some extent, the use of (6.8) can be a justified for uncoded transmission
and for TCM. Following the discussions in Sections 5.1.1.2, 5.1.2.2, 5.2.2.2 and
5.2.3.2, it follows that in both cases, the BER (for both LP and NLP) can be
approximated as
BER ≈ f(M )Q
(√
αd2(M )SNR
)
(6.10)
where d(M ) is the minimum distance in the normalized M -QAM constellation,
and f(M ) is a coefficient depending on the M -QAM constellation, on the pre-
coding (LP or NLP) and on the code (uncoded transmission or TCM); we have
α = 1/2 for uncoded transmission and α = 2 for TCM. Expressions for d(M )
have been provided in Section 4.2; for a square M-QAM constellation we have
d2(M ) =
6
M − 1 (6.11)
Substituting (6.11) into (6.10), and replacing M by (6.9), we obtain BER ≈
f(M )Q
(√
6αΓ
)
, which indicates that the bitloading algorithm (6.8) gives rise
to a BER which depends on the constellation size only through the coefficient
f(M ). It turns out that this coefficient varies only slightly withM ; for instance,
for uncoded transmission and LP, f(M ) decreases monotonically with M , from
f(22) = 1 to f(212) ≈ 0.33. Hence, the BER resulting from the bitloading algo-
rithm (6.8) depends mainly on Γ, and is quasi-independent of the constellation
size; the value of Γ can be selected to achieve some target BER. However, it
should be noted that the target BER is achieved only approximately, not only
because of the slight dependence of the coefficient f(M ) on the constellation
used, but also because (6.11) does not hold for the constellations with an odd
number of bits (for instance, for 8-QAM-VDSL and 8-QAM-G.fast, the expres-
sion (6.11) with M = 8 overestimates the actual minimum distance by about 1
dB and 0.3 dB, respectively).
For LDPC codes, there is no BER approximation similar to (6.10); actually,
the BER for LDPC codes is mainly determined by the mutual information Iavg,
as outlined in Section 5.3.3. Actually, we have pointed out in Section 5.3.7,
that for LDPC codes the increase of SNR required to support an additional
bit in the constellation is in general not equal to 3 dB (for the rate 1/2 code,
the increase is only about 2 dB). Hence, when applying the bitloading algorithm
(6.8) in the case of LDPC codes, the BER would still depend on the constellation
size. Hence, the SNR gap algorithm is not suited when using LDPC codes.
This is illustrated in Figure 6.6, which shows the BER versus Γ for 2b-QAM,
b = 1, . . . , 12 of the rate 1/2 LDPC code, with K = 4320 and NLP, with SMSA
decoding.
Based on the above considerations, we decide to use the bitloading algo-
rithm from Section 6.2.1, which does not involve any of the approximations and
limitations associated with the SNR gap algorithm.
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Figure 6.6: BER performance versus Γ of the LDPC code with Rc = 1/2,
K = 4320 and NLP for constant constellation size, with SMSA decoding.
6.3 Bitloading and Energy Allocation
In the case of DMT transmission over the DSL channel, different tones have dif-
ferent SNR values. For a given SNR profile, the algorithm from Section 6.2.1 can
be used to select for each tone the constellation yielding the largest information
rate under the restriction that the BER does not exceed 10−7; the correspond-
ing maximum total information rate equals the sum of the information rates on
the individual tones. Next, the best code from the set of considered codes can
be determined, which yields the largest maximum total information rate.
However, as explained in Sections 4.3 and 4.4, for LP and NLP, the SNR
on the kth tone associated with the ith user (denoted SNR
(k)
i ) depends on the
corresponding constellation energy E
(k)
i ; the constellation energies in turn de-
termine the transmit energies E
[
|x(k)i |2
]
, which are subjected to constraints
(spectral density constraint per tone and per user (see (4.10)), and total power
constraint per user (see (4.11)). So we are faced with an energy allocation prob-
lem, i.e., we have to determine the constellation energies E
(k)
i such that (i), the
constraints on the transmit energies E
[
|x(k)i |2
]
are satisfied; and (ii) the corre-
sponding SNR
(k)
i are such that the maximum total information rate (under the
restriction that the BER does not exceed 10−7) is the highest possible for the
considered code.
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The energy allocation in vectored systems is much more complicated than in
a single-user context, because the signal transmitted on a specific tone and line
is a function of the constellation symbols of all users on that tone. Moreover,
the number of constraints becomes large, especially when a transmit PSD con-
straint is imposed. For LP, a greedy bitloading algorithm has been introduced
in [54] (for a transmit power constraint per line, but no PSD constraint) and an
efficient algorithm has been presented in [55] (for a transmit PSD contraint per
line, but no transmit power constraint). With regard to NLP, the waterfilling
bitloading algorithm from [36] (for a transmit power constraint per line, but
no PSD constraint) strongly relies on a diagonally dominant channel matrix,
which is a valid assumption for VDSL2 but not for G.fast. In contrast with [36],
the proposed algorithms for NLP take account of the effect of the modulo op-
eration on the error performance of trellis-coded modulation. In the following,
we will extend the algorithms from [54] and [55], so that they can be applied
for both LP and NLP. In order to achieve a target BER for the multicarrier
system, we adjust for a given bitloading the power on each tone such that the
SNR for each tone equals the SNR for which a single-carrier system with the
same constellation yields the target BER. This approach will be validated by
computer simulations in Chapters 7 and 8, and can be justified by noting that
(i) for uncoded transmission and TCM, the minimal distance between received
constellation points is kept (nearly) the same for all tones; and (ii) for LDPC
codes, the average mutual information per bit is kept the same for all tones.
6.4 Extended Zanatta-Filho Algorithm
The first algorithm, which will be referred to as EZF, is an extension of the
Zanatta-Filho bitloading algorithm [54] which in its original form is limited to
LP under only a ATP constraint per line. The EZF is a greedy decremental
bitloading algorithm consisting of two parts. In the first part, power and bit al-
location is performed for each tone individually, under the PSD mask constraint
only. In the second part, it is verified whether the solution from the first part
satisfies the ATP constraint; if not, the bitloading is altered in order to also
satisfy the ATP contraint. The two parts are detailed in Tables 6.1 and 6.2.
In the first part of EZF, for a given bitloading b(k) = (b
(k)
1 , b
(k)
2 , ..., b
(k)
Nu
)
for the kth tone on all lines, the constellation energies E(k) are determined
that yield the corresponding SNRs from the tables in Chapter 5. From these
constellation energies, E
[
|x(k)i |2
]
is computed for i = 1, 2, ...,Nu according to
(4.25) for LP or (4.33) for NLP. Assume that the largest E
[
|x(k)i |2
]
occurs
for i = imax. If E
[
|x(k)imax |2
]
does not satisfy the PSD constraint, one bit is
subtracted from the constellation on line i∗ (and E(k)i∗ is reduced accordingly to
yield the corresponding SNR from the tables in Chapter 5) that provides the
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Table 6.1: The EZF bit allocation algorithm.
PART I: Repeat for all tones k = 1, . . . ,Nt
1. Initialization: Set b
(k)
i = bmax ∀ lines i : 1 ≤ i ≤ Nu;
2. While ∃i : E[|x(k)i |2] > E(k)PSD:
(a) imax = argmaxi
(
E
[|x(k)i |2])
(b) For i = 1, . . . ,Nu : evaluate E
[|x˜(k)imax,i|2], the energy transmitted on
line imax associated with decreasing 1 bit on tone k from line i ;
i. Let b˜
(k)
i = b
(k)
i − 1;
ii. Evaluate the symbol energy E
[|u˜(k)i |2] on line i associated with
b˜
(k)
i ;
iii. Evaluate the transmitted energy E
[|x˜(k)imax,i|2] at line imax, re-
quired for this new allocation on line i;
(c) Find i∗ such that i∗ = argminiE
[|x˜(k)imax,i|2]
(d) Substract one bit at the optimum position: b
(k)
i∗ = b
(k)
i∗ − 1;
(e) Compute E
[|u(k)i |2] and E[|x(k)i |2] (for all i) for this new bit alloca-
tion;
3. End.
142
6.4. EXTENDED ZANATTA-FILHO ALGORITHM
Table 6.2: The EZF bit allocation algorithm.
PART II:While ∃i : ∑Ntk=1 E[|x(k)i |2] > EATP:
1. i′max = argmaxi
∑Nt
k=1
(
E
[|x(k)i |2])
2. For i = 1, . . . ,Nu and k = 1, . . . ,Nt: evaluate E
[|x˜(k)
i′max,i
|2], the energy
transmitted on line i′max associated with decreasing 1 bit on tone k from
line i ;
(a) Let b˜
(k)
i = b
(k)
i − 1;
(b) Evaluate the symbol energy E
(k)
i on line i associated with b˜
k
i ;
(c) Evaluate the transmitted energy at line i′max, E
[|x˜(k)
i′max,i
|2], required
for this new allocation on line i and tone k;
3. Find (i∗, k∗), such that (i∗, k∗) = argmaxi,kE
[|x(k)
i′max
|2]−E[|x˜(k)
i′max,i
|2]
4. Subtract one bit at the optimum position: b
(k∗)
i∗ = b
(k∗)
i∗ − 1;
5. Compute E
(k)
i and E
[|x(k)i |2] (for k∗, all i) for this new bit allocation;
End.
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largest reduction of E
[
|x(k)imax |2
]
. The algorithm is initialized with the maximum
bitloading, and is repeated until all PSD constraints are satisfied. For each
one-bit reduction, the selected line is optimum, in the sense that the energy
E
[
|x(k)i |2
]
that exceeds EATP by the largest amount is maximally reduced.
The second part of EZF is initialized with the bitloading that results from
the first part. Assume that the largest
∑Nt
k=1 E
[
|x(k)i |2
]
occurs for i = i′max.
If
∑Nt
k=1 E
[
|x(k)
i′max
|2
]
does not satisfy the ATP constraint, one bit is subtracted
from the constellation on line i∗ and tone k∗ (and E(k
∗)
i∗ is reduced accordingly
to yield the corresponding SNR from the tables in Chapter 5) that provides the
largest reduction of
∑Nt
k=1 E
[
|x(k)
i′max
|2
]
. The algorithm is repeated until all ATP
constraints are satisfied. For each one-bit reduction, the selected line and tone
are optimum, in the sense that the energy
∑Nt
k=1 E
[
|x(k)i |2
]
that exceeds E
(k)
ATP
by the largest amount is maximally reduced.
6.5 Column Norm Scaling Algorithm
The column norm scaling (CNS) algorithm has originally been presented in the
context of LP under a PSD constraint [55]. Here it is extended to a joint PSD
and ATP constraint, for both LP and NLP.
In a first part, CNS for LP provides in a simple way symbol energies E
(k)
i
that satisfy the PSD constraints. As in [55], for given k the algorithm initially
takes E
(k)
i = α
(k)
(∑Nu
j=1 |P (k)j,i |2
)−1
where α(k) is the largest factor for which
the PSD constraints are satisfied, and computes the corresponding SNR
(k)
i .
The bitloading b
(k)
i is uniquely determined by the inequality SNRLP(b
(k)
i ) ≤
SNR
(k)
i < SNRLP(b
(k)
i + 1), and E
(k)
i is reduced such that the corresponding
SNR
(k)
i equals SNRLP(b
(k)
i ).
In a second part, CNS for LP takes the ATP constraints into account. As-
sume that the largest
∑Nt
k=1 E
[
|x(k)i |2
]
occurs for i = i′max and the largest
E
[
|x(k)
i′max
|2
]
occurs for k = k∗. If
∑Nt
k=1 E
[
|x(k)
i′max
|2
]
does not satisfy the ATP
constraint, one bit is subtracted from the constellations on tone k∗ on all Nu
lines. The algorithm is repeated until all ATP constraints are satisfied.
The extension of CNS to NLP is detailed in Table 6.3 (first part) and Table
6.4 (second part), and follows a same reasoning as for LP. The main differ-
ence is that in the first part (related to the PSD constraints) we start with
E
(k)
i = E
(k)
PSD for all lines. Taking into account that
∑Nt
j=1 |Q
(k)
i,j |2 = 1, these
initial E
(k)
i would result from applying the CNS algorithm (with P
(k) replaced
by Q(k)) when assuming ρ
(k)
i = 1 (see (4.33) and (4.34)); however these ini-
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Table 6.3: The CNS bit allocation algorithm for NLP.
PART I: Repeat for all tones k = 1, . . . ,Nt and all lines i = 1, . . . ,Nu
1. Initialization: Set E
(k)
i = E
(k)
PSD;
2. Compute SNR
(k)
i from (4.24)
3. Determine the value of m for which:
SNRNLP(m) < SNR
(k)
i ≤ SNRNLP(m+ 1)
4. Take b
(k)
i = m and SNR
(k)
i = SNRNLP(m);
5. Compute E
(k)
i and E
[|x′(k)i |2] for this new bit allocation;
6. Check whether E
[|x′(k)i |2] ≤ E(k)PSD
−→ if not: b(k)i = b
(k)
i − 1; update E
(k)
i
End.
Compute E
[|x(k)i |2] (for all i, k) for this new bit allocation.
tial E
(k)
i cause E
[
|x(k)i |2
]
to (slightly) exceed the PSD constraints for all i,
because ρ
(k)
i ≥ 1. Then, b
(k)
i is determined by the inequality SNRNLP(b
(k)
i ) ≤
SNR
(k)
i < SNRNLP(b
(k)
i + 1), with SNR
(k)
i given by (4.24), and E
(k)
i is re-
duced such that SNR
(k)
i = SNRNLP(b
(k)
i ). Finally, we verify for each i whether
E
[
|x′(k)i |2
]
= ρ
(k)
i E
(k)
i exceeds E
(k)
PSD; if yes, we reduce b
(k)
i by one bit, and
reduce E
(k)
i accordingly. This conservative approach yields E
[
|x′(k)i |2
]
≤ E(k)PSD
for all lines; hence all PSD constraints E
[
|x(k)i |2
]
≤ E(k)PSD are satisfied because
the PSD constraints are identical for all lines and
∑Nt
j=1 |Q
(k)
i,j |2 = 1. The second
part (related to the ATP constraint) is the same as for LP.
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Table 6.4: The CNS algorithm bit allocation algorithm for NLP.
PART II: While ∃i : ∑Ntk=1 E[|x(k)i |2] > EATP:
1. i′max = argmaxi
∑Nt
k=1
(
E
[|x(k)i |2])
2. kmax = argmaxk E
[|x(k)
i′max
|2]
3. For all lines, decrease the bitloading on tone kmax by 1 bit: b
(kmax)
i =
b
(kmax)
i − 1 for i = 1, 2, ...,Nu;
4. Compute E
(k)
i and E
[|x(k)i |2] (for kmax, all i) for this new bit allocation;
End.
6.6 EZF and CNS Complexity
In the first part of EZF, we start from the maximum bitloading, and reduce the
bitloading by one bit at a time, until all PSD constraints are met. The first part
requires, per tone and per one-bit reduction, a search over Nu transmit ener-
gies E
[
|x(k)i |2
]
to determine imax, followed by the computation of and a search
over Nu transmit energies E
[
|x(k)imax |2
]
to determine i∗. In the second part of
EZF, we again reduce the bitloading by one bit at a time, until all ATP con-
straints are satisfied. The second part requires, per one-bit reduction, a search
over Nu transmit energies
∑Nt
k=1 E
[
|x(k)i |2
]
to determine i′max, followed by the
computation of and a search over NuNt transmit energies
∑Nt
k=1 E
[
|x(k)
i′max
|2
]
to
determine (i∗, k∗).
In the first part of CNS, the constellation energies E
(k)
i and the correspond-
ing bitloadings b
(k)
i yielding transmit energies E
[
|x(k)i |2
]
that satisfy all PSD
constraints are computed directly, without requiring one-bit reduction nor any
search. The second part of CNS involves reducing by one bit the bitloadings on
all lines for a particular tone; this requires, per such reduction, a search over
Nu transmit energies
∑Nt
k=1 E
[
|x(k)i |2
]
to determine i′max, followed by a search
over Nt transmit energies E
[
|x(k)
i′max
|2
]
to determine kmax.
The above considerations indicate that CNS has a much smaller computa-
tional complexity, compared to EZF.
146
7
Information Rates in the Ab-
sence of Impulsive Noise
In this chapter, we apply the bit allocation algorithms from Chapter 6 to the
DSL communication system described in Chapter 4. We compare the resulting
information bitrates, goodput and computation times for the different precoding
schemes in a G.fast downlink scenario without impulsive noise. We consider
DSL loops of 100 m, 150 m, 200 m and 250 m and apply the different protection
techniques that are described in Chapter 2. A binder consists of 8 parallel
twisted pair lines; the corresponding size-8x8 channel matrices for each tone have
been obtained from measurements. The cable contains foam-skin polyethylene
insulation and the copper diameter is 0.6 mm. Each line is assumed to be
affected by stationary white noise with PSD given by N0 = -140 dBm/Hz. The
G.fast-based DMT modulation uses frequencies up to 212 MHz, a tone spacing
of 51.75 kHz and a DMT symbol rate of 48000 symbols/s. The transmission
power PATP on each line is limited to 4 dBm. The maximum allowed BER is
set to 10−7.
In Sections 7.1, 7.2, 7.3, 7.4 and 7.6 we consider respectively uncoded trans-
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mission, TCM, LDPC codes, the concatenation of RS outer code + byte-interleaver
+ TCM inner code, and ARQ.
7.1 Uncoded Transmission
In the case of uncoded transmission, the bit allocation algorithms make use of
Table 5.1 which contains the SNR levels for which the target BER of 10−7 is
achieved for constellation sizes up to 212-QAM. After applying the bit allocation
algorithms on the different DSL loops, following results are obtained. For an
arbitrary line (i = 4) in the 200 m DSL loop, the PSD mask, the transmit energy
E[|x(k)i |2], the constellation energy E
(k)
i and the corresponding bitloading are
shown as a function of the tone frequency, in Figures 7.1, 7.2, 7.3 and 7.4, for
several combinatons of precoding (LP or NLP) and bitloading (CNS of EZF):
LP-CNS, NLP-CNS, LP-EZF and NLP-EZF, respectively. The results from
these figures can be explained as follows:
• For tones at low frequencies (say, below 40 MHz), crosstalk is negligible
and the channel matrix can be considered diagonal. In this case, the
transmit energy and the constellation energy are essentially the same. The
PSD mask would allow constellation sizes exceeding 12 bit, but the number
of bits per constellation symbol is limited to 12: the transmit energy is
adjusted such that BER = 10−7 for 212-QAM, and is substantially below
the PSD mask.
• For tones in the medium frequency range (say, 40-120 MHz), the chan-
nel matrix has significant off-diagonal elements, indicating the presence of
strong crosstalk. For LP, the off-diagonal elements have a large impact
on the constellation energies resulting from the bitloading, yielding strong
fluctuations in constellation energy compared to the PSD mask. For NLP,
this impact is much less, because of the modulo operation at the trans-
mitter; in this case the constellation energy is much closer to the PSD
mask.
• At high frequencies (say, above 120 MHz), several tones with zero bitload-
ing occur, because of the very large signal attenuation. The correspond-
ing constellation energy E
(k)
i is obviously zero, but the transmit energy
E[|x(k)i |2] on these tones might be nonzero. This is because the transmit-
ted component x
(k)
i on line i depends on the constellation symbol energies
on all lines, according to the type of precoding used.
Table 7.1 compares the EZF and CNS bitloading algorithms in terms of
the resulting average information bitrate per line, for LP and NLP and for
the different loop lengths. We observe that NLP outperforms LP by roughly
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Figure 7.1: PSD values and bitloading for line 4 of the 200 m loop with uncoded
transmission and LP-CNS.
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Figure 7.2: PSD values and bitloading for line 4 of the 200 m loop with uncoded
transmission and NLP-CNS.
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Figure 7.3: PSD values and bitloading for line 4 of the 200 m loop with uncoded
transmission and LP-EZF.
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Figure 7.4: PSD values and bitloading for line 4 of the 200 m loop with uncoded
transmission and NLP-EZF.
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Table 7.1: Average information bitrates (Gbps) per line for uncoded transmis-
sion.
100m 150m 200m 250m
LP-EZF 1.624 1.236 0.842 0.638
LP-CNS 1.575 1.213 0.817 0.615
NLP-EZF 1.764 1.339 0.930 0.695
NLP-CNS 1.741 1.325 0.919 0.688
Table 7.2: Computation time to determine the bitloading for uncoded transmis-
sion and all lines on all tones.
100m 150m 200m 250m
LP-EZF 3.06 s ⊗ 16.74 s ⊗ 13.52 s ⊗ 8.24 s ⊗
LP-CNS 0.07 s 0.06 s 0.08 s 0.06 s
NLP-EZF 3.43 s ⊗ 22.75 s ⊗ 24.99 s ⊗ 16.01 s ⊗
NLP-CNS 0.16 s 0.21 s ⊗ 0.19 s ⊗ 0.16 s
10% in terms of information rate. The differences between EZF and CNS are
considerably less than 10%; EZF outperforms CNS by about 3% and 1.1% for
LP and NLP, respectively.
Table 7.2 shows the computation times for the various combinations of pre-
coding technique and bitloading algorithm, providing an indication of the rel-
ative complexity of the algorithms; the symbol ⊗ indicates that part II of the
algorithm (related to the constraint on the transmission power per line) had to
be executed. We observe that CNS is at least a factor of 20 faster than EZF.
Hence, the slightly higher information bitrate resulting from EZF compared to
CNS comes at the cost of a considerably higher computational complexity.
7.2 TCM
In Chapter 5, Table 5.2 gives SNR values that are required for transmission
with TCM to achieve exactly the target BER equal to 10−7. These SNR values
are determined specifically for TCM codewords with a constant constellation
size on all tones in the DMT. To show that these table values are also valid for
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Figure 7.5: Resulting BER versus target BER for TCM and the 100 m DSL
loop with 8 users.
TCM codewords with different constellation sizes on different tones in the DMT,
simulations are performed on a real DSL loop, where we applied bitloading
for target BER values ranging from 10−2 to 10−7; the SNR tables for target
BER values different from 10−7 were obtained in the same way as those for
BER = 10−7. The actual BER resulting from the bitloading is shown in Figure
7.5 versus the target BER, for the 100 m DSL loop with 8 lines and NLP-EZF.
It is clear that there is a very good agreement between resulting BER and target
BER.
After applying the bit allocation algorithms from Chapter 6 on different DSL
loops, following numerical results are obtained. For an arbitrary line (i = 4) in
the 200 m DSL loop, the PSD mask, the transmit energy E[|x(k)i |2], the con-
stellation energy E
(k)
i and the corresponding bitloading are shown as a function
of the tone frequency, in Figures 7.6, 7.7, 7.8 and 7.9, for LP-CNS, NLP-CNS,
LP-EZF and NLP-ZF, respectively. A similar behaviour as with uncoded trans-
mission is observed.
Table 7.3 compares the EZF and CNS bitloading algorithms in terms of
the resulting average information bitrate per line, for LP and NLP and for
the different loop lengths. We observe that NLP outperforms LP by roughly
10% in terms of information rate. The differences between EZF and CNS are
considerably less; EZF outperforms CNS by about 3.7% and 1.3% for LP and
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Figure 7.6: PSD values and bitloading for line 4 of the 200 m loop with TCM
and LP-CNS.
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Figure 7.7: PSD values and bitloading for line 4 of the 200 m loop with TCM
and NLP-CNS.
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and NLP-EZF.
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Table 7.3: Average information bitrates (Gbps) per line for TCM.
100m 150m 200m 250m
LP-EZF 1.712 1.369 0.941 0.720
LP-CNS 1.665 1.324 0.904 0.690
NLP-EZF 1.846 1.482 1.055 0.786
NLP-CNS 1.825 1.460 1.040 0.775
Table 7.4: Computation time to determine the bitloading for TCM and all lines
on all tones.
100m 150m 200m 250m
LP-EZF 2.28 s 6.62 s ⊗ 8.88 s ⊗ 7.78 s ⊗
LP-CNS 0.14 s 0.11 s 0.15 s 0.14 s
NLP-EZF 2.55 s 8.59 s ⊗ 20.91 s ⊗ 16.11 s ⊗
NLP-CNS 0.21 s 0.22 s 0.36 s ⊗ 0.19 s
NLP, respectively.
Table 7.4 shows the computation times for the various combinations of pre-
coding technique and bitloading algorithm; the symbol ⊗ again indicates that
part II of the algorithm had to be executed. We observe that CNS is at least a
factor of 10 faster than EZF. Similar as for uncoded transmission, the slightly
higher information rate of TCM resulting from EZF compared to CNS comes
at the cost of a considerably higher computational complexity.
7.3 LDPC Codes
In the case of LDPC coding, the bit allocation algorithms make use of tables,
containing the SNR values for which the target BER is achieved for all QAM
constellations up to 212-QAM, for each code rate Rc and block length K; these
tables are similar to Table 5.11, which was specifically obtained for the LDPC
code with Rc = 20/21 and K = 4320. The required SNR values can be com-
puted from the Iavg values given in Table 5.10. Although the LDPC codewords
have different constellation sizes on the different tones in the DMT symbol when
transmitting over the frequency-selective DSL channel, we have verified (in a
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Table 7.5: Average information bitrates (Gbps) per line for all proposed LDPC
codes and loop length equal to 100 m.
100m Rc 1/2 2/3 5/6 16/18 20/21
K = 960
LP-EZF 1.080 1.361 1.604 1.653 1.698
LP-CNS 1.064 1.334 1.566 1.613 1.654
NLP-EZF 1.110 1.430 1.708 1.768 1.830
NLP-CNS 1.104 1.412 1.690 1.751 1.806
K = 4320
LP-EZF 1.096 1.387 1.637 1.702 1.757
LP-CNS 1.082 1.361 1.600 1.660 1.714
NLP-EZF 1.118 1.449 1.736 1.814 1.882
NLP-CNS 1.114 1.432 1.716 1.794 1.864
similar way as for TCM) that these SNR values remain valid to achieve the
BER constraint; this is no surprise, because the error performance is essentially
determined by the Iavg value.
In this section, we show results pertaining to the SMSA decoder only, as
it achieves the target BER at lower SNR values than the SPA decoder and
furthermore, it has a lower computation complexity.
Table 7.5 compares the EZF and CNS bitloading algorithm in terms of the
average resulting information bitrate, for LP and NLP and a loop length of 100
m; note that for a given code rate the longer codes yield the larger information
bitrate, because their better error performance allows to use larger constella-
tions. In Table 7.6 we show results for CNS-NLP and the LDPC code for all
rates and for K = 4320 only. We consider loop lengths of respectively 150 m,
200 m and 250 m. We observe from Tables 7.5 and 7.6 that the more powerful
lower-rate codes are outperformed in terms of information bitrate by the less
powerful higher-rate codes. Compared to higher-rate codes, the lower-rate codes
allow to use larger constellations for given SNR, but these larger constellations
contain a smaller fraction of information bits; the latter effect turns out to be
dominant so that the information rate increases with the code rate. This can be
explained by noting that many tones (at low and medium frequencies) operate
at high SNR, in which case that the higher code rates are more advantageous
in terms of information bitrate (see discussion regarding Figure 6.3).
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Table 7.6: Average information bitrates (Gbps) per line for all proposed LDPC
codes with K = 4320 and loop lengths equal to respectively 150 m, 200 m and
250 m.
Rc 1/2 2/3 5/6 16/18 20/21
150 m
LP-EZF 0.945 1.166 1.354 1.393 1.418
LP-CNS 0.920 1.130 1.307 1.346 1.371
NLP-EZF 0.992 1.242 1.457 1.507 1.538
NLP-CNS 0.982 1.226 1.430 1.481 1.510
200 m
LP-EZF 0.677 0.819 0.946 0.971 0.984
LP-CNS 0.642 0.784 0.899 0.926 0.937
NLP-EZF 0.778 0.945 1.084 1.109 1.113
NLP-CNS 0.748 0.909 1.049 1.076 1.088
250 m
LP-EZF 0.528 0.637 0.728 0.747 0.752
LP-CNS 0.506 0.605 0.694 0.713 0.719
NLP-EZF 0.586 0.710 0.810 0.829 0.829
NLP-CNS 0.562 0.684 0.784 0.805 0.809
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Table 7.7: Average information bitrates (Gbps) per line for RS(255,236) + byte-
interleaver + TCM.
100m 150m 200m 250m
LP-EZF 1.681 1.372 0.958 0.735
LP-CNS 1.641 1.325 0.916 0.703
NLP-EZF 1.795 1.481 1.079 0.806
NLP-CNS 1.776 1.456 1.058 0.790
Table 7.8: Average information bitrates (Gbps) per line for RS(136,120) + byte-
interleaver + TCM .
100m 150m 200m 250m
LP-EZF 1.588 1.298 0.907 0.697
LP-CNS 1.550 1.253 0.867 0.666
NLP-EZF 1.695 1.400 1.022 0.763
NLP-CNS 1.676 1.337 1.003 0.748
7.4 RS + Byte-Interleaver + TCM
In Section 5.5.2, we analyzed the concatenation of RS and TCM assuming a
constant constellation size and constant SNR on all tones, for two RS codes:
RS(255,239) and RS(136,120). Here we apply the bitloading, using the resulting
SNR Table 5.12, for the different DSL loops at our disposal. Figure 7.10 com-
pares the PSD mask with the transmit energy E[|x(k)i |2] and the constellation
energy E
(k)
i for RS(255,236) + byte-interleaver + TCM and LP with the EZF
algorithm, along with the corresponding bitloading, for an arbitrary line (i = 4)
in the 200 m DSL loop. As the concatenated coding scheme is more powerful
than TCM, we can transmit larger constellation symbols, compared to Figure
7.8. This results in a large number of coded bits per DMT symbol.
The resulting average information bitrates per line are given in Tables 7.7 and
7.8 for the concatenated codes with respectively RS(255,239) and RS(136,120).
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7.5 Comparison
Figure 7.11 shows the average information bitrates versus the loop length for
all protection strategies considered so far in this chapter, assuming NLP-EZF.
In order not to overload the figure, the results for the LDPC codes are limited
to the LDPC code of rate 20/21 and K = 4320, as it achieves the largest
information bitrates from Tables 7.5-7.6.
This comparison points out that the rate 20/21 LDPC code outperforms the
other protection strategies for all loop lengths. Depending on the loop length, ei-
ther TCM or RS(255,239) + byte-interleaver + TCM provide the second largest
information bitrates; the former is better for the larger loop lengths, which op-
erate at lower SNR. The RS(136,120) + byte-interleaver + TCM concatenation
performs worse in terms of information bitrate due to the larger encoding over-
head compared to RS(255,239) + byte-interleaver + TCM. Uncoded transmis-
sion achieves the lowest information bitrate for 150 m, 200 m and 250 m loop
lengths, whereas for a 100 m loop the RS(136,120) + byte-interleaver + TCM
concatenation yields the smallest information bitrate. These conclusions also
hold for the other combinations of precoder and bitloading algorithms.
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7.6 ARQ
In this section, we add ARQ on top of the protection strategies from the previous
sections, except for the concatenation of RS and TCM, because the use of the
RS outer code is already considered as an additional protection of TCM.
When using ARQ, the residual BER after Nretr retransmissions can be re-
duced by increasing Nretr (at the expense of increased latency). Hence, under a
BER constraint, the number of information bits per DMT symbol increases with
Nretr. However, as some of the DMT symbols also contain retransmitted data,
we consider the goodput (see Section 2.8) as the proper performance indicator.
Therefore, we will adopt the following approach in the case of ARQ:
1. We apply the bitloading using the SNR tables associated with a target
value of the BER in the absence of ARQ, denoted BER(0). From the
obtained bitloading, we determine for each line the corresponding WER
in the absence of ARQ, along with the associated goodput, denoted re-
spectively WER
(0)
i and GPi for line i; we have GPi = Rb,i(1−WER
(0)
i ),
where Rb,i is the information bitrate on line i. We compute the average
goodput over all lines, denoted GP. This is repeated for several values of
the BER target value, which yields GP as a function of BER(0).
2. We determine the value BER
(0)
opt of BER
(0), such that GP achieves its
maximum value GPopt. The corresponding WER for line i is denoted
WER
(0)
opt,i.
3. Using the expression BER
(Nretr)
opt,i = BER
(0)
opt
(
WER
(0)
opt,i
)Nretr
for the resid-
ual BER on line i when allowing Nretr retransmissions, we compute the
average residual BER over all lines, denoted BER
(Nretr)
opt , as a function of
Nretr. We determine the smallest value of Nretr (denoted Nretr,opt) which
yields BER
(Nretr)
opt ≤ 10−7.
4. The system will be operated using the bitloading corresponding to BER(0) =
BER
(0)
opt, and using ARQ allowing Nretr = Nretr,opt retransmissions. This
way, the resulting average goodput equals the maximum value GPopt, and
the residual BER after Nretr,opt retransmissions does not exceed 10−7. Of
course, one can achieve GP = GPopt with BER
(Nretr)
opt ≤ 10−7 for any
Nretr ≥ Nretr,opt, but selecting Nretr = Nretr,opt yields the maximum av-
erage output with minimum latency.
The word error rateWER
(0)
i (or a close approximation thereof) has been deter-
mined from the symbol error probability in the case of uncoded transmission,
from the trellis section error probability in the case of TCM, from the average
mutual information per bit Iavg in the case of LDPC codes, and from the TCM
byte error rate in the case of the concatenation of RS and TCM.
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Figure 7.12: Average goodput GP versus BER
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The system with ARQ will be compared to a system without ARQ, where
the bitloading is applied using a target BER value BER(0) = 10−7 < BER(0)opt,
yielding GP < GPopt. Hence, the system with ARQ has the larger constellation
sizes.
In order to illustrate the above approach, we consider the system with the
rate 20/21 LDPC code with K = 4320 and NLP-CNS. Figure 7.12 shows the
average goodput, GP, as a function of the average residual BER after Nretr re-
transmissions, BER
(Nretr); the latter is obtained by averaging BER
(Nretr)
i =
BER(0)
(
WER
(0)
i
)Nretr
over all lines. Let us concentrate on the curve for
Nretr = 0, i.e., GP versus the value BER(0) of the target BER. For a better un-
derstanding of the behavior of this curve, we also show BER(0) and WER
(0)
as
a function of Rb in Figure 7.13, and GP as a function of Rb in Figure 7.14;
WER
(0)
and Rb denote the averages over all lines of WER
(0)
i and Rb,i, respec-
tively.
• In the region of small BER(0), we haveWER(0)i ≪ 1, yielding 1−WER
(0)
i ≈
1 for all lines. Hence, in this region of BER(0), GP is close to Rb, and
increases with increasing BER(0).
• In the region of large BER(0), we haveWER(0)i ≈ 1, yielding 1−WER
(0)
i ≪
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Figure 7.13: WER
(0)
and BER(0) versus Rb for the rate 20/21 LDPC code with
K = 4320, NLP-CNS and Nretr = 0.
1. Hence, GP is much smaller than Rb. Increasing BER
(0) yields an in-
crease of Rb but a decrease of 1−WER(0)i . The latter effect is dominant
in the considered region of BER(0), hence GP decreases with increasing
BER(0).
• In between, GP achieves a maximum value GPopt at BER(0) = BER(0)opt.
For Nretr > 1, the maximum goodput value GPopt occurs at BER
(Nretr) =
BER
(Nretr)
opt , which implies that the abscissa of the maximum goodput value
shifts to the left with increasing Nretr. For the case at hand, we have BER
(0)
opt =
1.3 · 10−5 and BER(1)opt = 1.3 · 10−8, so that Nretr,opt = 1.
Tables 7.9-7.12 show for the different protection strategies the maximum
average goodput under the error performance constraint BER ≤ 10−7 for the
cases with ARQ and without ARQ. For uncoded transmission and TCM, the
information word consists of 4320 bits and the LDPC codes have K = 4320
information bits; for the concatenation of the RS outer code, the infinite byte
interleaver and TCM, only the traditional RS(255, 239) code is considered. In
the case of ARQ, the value of Nretr,opt is indicated between parentheses . The
following observations can be made:
• In the case of ARQ, we achieve GP = GPopt for Nretr,opt = 1. The latency
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and NLP-CNS.
constraint Nretr ≤ 6 from Section 5.6.2 does not limit the goodput. The
use of ARQ provides only a small increase of the goodput (less than 1%),
compared to the case where no ARQ is used.
• Among all considered protection strategies, the largest GP is obtained for
the rate 20/21 LDPC code with Nretr = 1. A close second-best protection
strategy is the rate 20/21 LDPC code without ARQ.
• As already discussed in detail in the previous sections, NLP-EZF outper-
forms the other bitloading and precoder combinations. NLP-CNS per-
forms only slightly worse, but has the advantage of a much lower compu-
tational complexity.
• Note that the considered bitloading algorithms are suboptimal and that
the comparison of the codes and precoding schemes is done for those two
specific suboptimal bitloading algorithms. To find an optimal bitloading
solution for all tones and users, an extensive search should be performed
over all possible combinations of bitloadings. This is very computationally
complex and therefore not considered in this dissertation.
• The increase in GP for NLP as compared to LP depends on the applied
code, bitloading algorithm, loop length and whether ARQ is used or not.
E.g., without ARQ, with EZF and loop length equal to 100 m, the increase
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Table 7.9: Average goodput (Gbps) per line for BER ≤ 10−7 for 100 m loop
length.
LP-EZF LP-CNS NLP-EZF NLP-CNS
uncoded, no ARQ 1.616 1.567 1.755 1.733
uncoded, ARQ 1.645 (1) 1.598 (1) 1.783 (1) 1.760 (1)
TCM, no ARQ 1.704 1.657 1.838 1.818
TCM, ARQ 1.731 (1) 1.684 (1) 1.860 (1) 1.841 (1)
LDPC 1/2, no ARQ 1.095 1.081 1.118 1.114
LDPC 1/2, ARQ 1.098 (1) 1.084 (1) 1.118 (1) 1.115 (1)
LDPC 2/3, no ARQ 1.387 1.361 1.449 1.432
LDPC 2/3, ARQ 1.393 (1) 1.367 (1) 1.452 (1) 1.435 (1)
LDPC 5/6, no ARQ 1.637 1.600 1.736 1.716
LDPC 5/6, ARQ 1.644 (1) 1.608 (1) 1.743 (1) 1.722 (1)
LDPC 16/18, no ARQ 1.702 1.660 1.814 1.794
LDPC 16/18, ARQ 1.710 (1) 1.670 (1) 1.820 (1) 1.802 (1)
LDPC 20/21, no ARQ 1.757 1.714 1.882 1.864
LDPC 20/21, ARQ 1.766 (1) 1.723 (1) 1.889 (1) 1.872 (1)
RS(255,239)+TCM, no ARQ 1.681 1.641 1.795 1.776
ranges from 2.1% for the LDPC code of rate 1/2 and K = 4320 up to
8.6% for uncoded transmission. The codes with the smaller code rate have
the smaller advantage of using NLP over LP.
• The increase in GP for EZF as compared to CNS depends on the applied
code, precoding scheme, loop length and whether ARQ is used or not.
E.g., without ARQ, with LP and loop length equal to 100 m, the increase
ranges from 1.3% for LDPC code of rate 1/2 and K = 4320 up to 3%
for uncoded transmission. The codes with the smaller code rate have the
smaller advantage of using EZF over CNS.
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Table 7.10: Average goodput (Gbps) per line for BER ≤ 10−7 for 150 m loop
length.
LP-EZF LP-CNS NLP-EZF NLP-CNS
uncoded, no ARQ 1.231 1.207 1.332 1.319
uncoded, ARQ 1.270 (1) 1.239 (1) 1.376 (1) 1.353 (1)
TCM, no ARQ 1.345 1.317 1.477 1.455
TCM, ARQ 1.377 (1) 1.350 (1) 1.511 (1) 1.486 (1)
LDPC 1/2, no ARQ 0.945 0.919 0.992 0.982
LDPC 1/2, ARQ 0.949 (1) 0.924 (1) 0.995 (1) 0.985 (1)
LDPC 2/3, no ARQ 1.166 1.130 1.249 1.226
LDPC 2/3, ARQ 1.273 (1) 1.137 (1) 1.248 (1) 1.232 (1)
LDPC 5/6, no ARQ 1.354 1.307 1.457 1.430
LDPC 5/6, ARQ 1.363 (1) 1.316 (1) 1.465 (1) 1.439 (1)
LDPC 16/18, no ARQ 1.393 1.346 1.507 1.481
LDPC 16/18, ARQ 1.402 (1) 1.355 (1) 1.515 (1) 1.488 (1)
LDPC 20/21, no ARQ 1.418 1.371 1.538 1.509
LDPC 20/21, ARQ 1.430 (1) 1.381 (1) 1.549 (1) 1.521 (1)
RS(255,239)+TCM, no ARQ 1.372 1.352 1.481 1.456
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Table 7.11: Average goodput (Gbps) per line for BER ≤ 10−7 for 200 m loop
length.
LP-EZF LP-CNS NLP-EZF NLP-CNS
uncoded, no ARQ 0.838 0.813 0.926 0.915
uncoded, ARQ 0.867 (1) 0.839 (1) 0.962 (1) 0.945 (1)
TCM, no ARQ 0.937 0.900 1.051 1.036
TCM, ARQ 0.968 (1) 0.924 (1) 1.087 (1) 1.068 (1)
LDPC 1/2, no ARQ 0.677 0.642 0.778 0.746
LDPC 1/2, ARQ 0.682 (1) 0.647 (1) 0.781 (1) 0.750 (1)
LDPC 2/3, no ARQ 0.819 0.784 0.945 0.909
LDPC 2/3, ARQ 0.825 (1) 0.780 (1) 0.951 (1) 0.916 (1)
LDPC 5/6, no ARQ 0.946 0.899 1.084 1.049
LDPC 5/6, ARQ 0.952 (1) 0.906 (1) 1.093 (1) 1.058 (1)
LDPC 16/18, no ARQ 0.971 0.926 1.109 1.076
LDPC 16/18, ARQ 0.979 (1) 0.932 (1) 1.118 (1) 1.084 (1)
LDPC 20/21, no ARQ 0.984 0.936 1.112 1.088
LDPC 20/21, ARQ 0.993 (1) 0.944 (1) 1.124 (1) 1.097 (1)
RS(255,239)+TCM, no ARQ 0.958 0.916 1.079 1.058
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Table 7.12: Average goodput (Gbps) per line for BER ≤ 10−7 for 250 m loop
length.
LP-EZF LP-CNS NLP-EZF NLP-CNS
uncoded, no ARQ 0.635 0.613 0.692 0.685
uncoded, ARQ 0.658 (1) 0.633 (1) 0.717 (1) 0.703 (1)
TCM, no ARQ 0.717 0.687 0.783 0.778
TCM, ARQ 0.740 (1) 0.710 (1) 0.810 (1) 0.798 (1)
LDPC 1/2, no ARQ 0.528 0.503 0.586 0.562
LDPC 1/2, ARQ 0.531 (1) 0.506 (1) 0.589 (1) 0.566 (1)
LDPC 2/3, no ARQ 0.637 0.605 0.710 0.684
LDPC 2/3, ARQ 0.641 (1) 0.610 (1) 0.715 (1) 0.689 (1)
LDPC 5/6, no ARQ 0.728 0.694 0.810 0.784
LDPC 5/6, ARQ 0.734 (1) 0.700 (1) 0.817 (1) 0.790 (1)
LDPC 16/18, no ARQ 0.747 0.713 0.829 0.805
LDPC 16/18, ARQ 0.753 (1) 0.718 (1) 0.835 (1) 0.811 (1)
LDPC 20/21, no ARQ 0.752 0.719 0.829 0.809
LDPC 20/21, ARQ 0.759 (1) 0.725 (1) 0.838 (1) 0.818 (1)
RS(255,239)+TCM, no ARQ 0.735 0.703 0.806 0.790
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8
Information Rates in the Pres-
ence of Impulsive Noise
In this chapter, we apply the bit allocation algorithms from Chapter 6 to the
DSL channel as described in Chapter 4; we use the same DSL loops as described
in Chapter 7, additionally here we assume the presence of IN on the channel.
We compare the resulting information bitrates and goodput for the different
precoding schemes and bit allocation algorithms in a G.fast downlink scenario
with impulsive noise for different protection techniques. For each protection
technique considered, we distinguish between two cases. First, we assume that
the parameters (p1,κ) of the impulsive noise model are known. In the second
case, we have no information about the impulsive noise model.
In Sections 8.1, 8.2, 8.3, and 8.4 we consider respectively uncoded trans-
mission, TCM, LDPC codes, and the concatenation of RS outer code + byte-
interleaver + TCM inner code, all in the case where the parameters of the IN
model are known. A comparison of the achieved information bitrates is pre-
sented in Section 8.5. Section 8.6 deals with the case where the parameters of
the IN model are unknown. The use of ARQ is investigated in Section 8.7.
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Table 8.1: Average information bitrates (Gbps) per line for uncoded transmis-
sion and IN with κ = 10 dB.
100m 150m 200m 250m
LP-EZF 1.173 0.848 0.587 0.447
LP-CNS 1.031 0.739 0.516 0.402
NLP-EZF 1.281 0.912 0.626 0.471
NLP-CNS 1.271 0.889 0.616 0.462
8.1 Uncoded Transmission
In the case of uncoded transmission and under the assumption that the pa-
rameters of the IN model are known, the bit allocation algorithms make use
of Tables 5.6 and 5.7 which contain the values of SNRavg for which the BER
(averaged over the DMT symbols with and without IN) equals the target BER
of 10−7, for constellation sizes up to 212-QAM and respectively κ = 10 dB and
κ = 20 dB. After applying the bit allocation algorithms on the different DSL
loops, the following results are obtained. Figures 8.1 and 8.2 show the PSD
mask, the transmit energy E[|x(k)i |2] and the constellation energy E
(k)
i for un-
coded transmission with NLP-CNS and respectively κ = 10 dB and κ = 20 dB,
along with the corresponding bitloading, for an arbitrary line (i = 4) in the
200 m DSL loop. Notice that for an increasing level of IN fewer tones are used,
more specifically only the lower-frequency tones remain active. It is clear that
IN has a large impact on the obtainable information bitrate. Tables 8.1 and
8.2 compare the resulting information bitrates for all combinations of precod-
ing types and bitloading algorithms. We observe that NLP outperforms LP by
about 22% and 5.6% for CNS and EZF, respectively. Regarding the difference
between EZF and CNS, EZF outperforms CNS by about 18% and 2.4% for LP
and NLP, respectively.
8.2 TCM
For TCM, similar computations are performed as for uncoded transmission in
the presence of IN and the results are presented in this section. Tables 5.8 and
5.9 give the values of SNRavg that are required to achieve exactly the target BER
equal to 10−7 for respectively κ = 10 dB and κ = 20 dB. These SNR values
are determined specifically for TCM codewords with a constant constellation
size on all tones in the DMT. To show that these table values are also valid for
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Table 8.2: Average information bitrates (Gbps) per line for uncoded transmis-
sion and IN with κ = 20 dB.
100m 150m 200m 250m
LP-EZF 0.734 0.515 0.374 0.276
LP-CNS 0.590 0.414 0.306 0.231
NLP-EZF 0.789 0.544 0.380 0.280
NLP-CNS 0.777 0.515 0.372 0.271
Table 8.3: Average information bitrates (Gbps) per line for TCM and IN with
κ = 10 dB.
100m 150m 200m 250m
LP-EZF 1.336 0.980 0.668 0.510
LP-CNS 1.323 0.843 0.663 0.435
NLP-EZF 1.455 1.053 0.717 0.543
NLP-CNS 1.440 1.038 0.705 0.534
TCM codewords with different constellation sizes on different tones in the DMT,
simulations are performed on a real DSL loop for target BER values ranging
from 10−2 to 10−7. Similarly as for 10−7, we obtained tables with SNR values
for the other target BER values. The resulting BER is shown in Figure 8.3
versus the target BER for the 100 m DSL loop with 8 lines, IN with κ = 10 dB
and NLP-EZF. It is clear that there is a good correspondence between resulting
BER and target BER. Also for TCM, IN has a large impact on the obtainable
information rates. Tables 8.3 and 8.4 show the resulting average information
bitrate for EZF and CNS, for LP and NLP and for respectively κ = 10 dB and
κ = 20 dB. We observe that the combination NLP-EZF achieves the highest
bitrate, but only slightly better than NLP-CNS at the cost of a considerably
higher computational complexity. Compared to NLP-CNS, NLP-EZF yields an
information rate which is only 1.4% and 3.5% larger, for κ = 10 dB and κ = 20
dB, respectively.
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NLP-EZF and the 100 m DSL loop with 8 users.
Table 8.4: Average information bitrates (Gbps) per line for TCM and IN with
κ = 20 dB.
100m 150m 200m 250m
LP-EZF 0.863 0.611 0.439 0.329
LP-CNS 0.787 0.559 0.354 0.270
NLP-EZF 0.933 0.651 0.454 0.337
NLP-CNS 0.902 0.618 0.443 0.337
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8.3 LDPC Codes
When the parameters of the IN model are known, the bit allocation algorithms
make use of tables specified for each rate Rc and block lengthK, similar to Table
5.11, specifically obtained for the LDPC code with Rc = 20/21 and K = 4320.
These tables contain the values of SNRavg for which the target BER of 10−7
is achieved for all QAM constellations up to 212−QAM and κ = 10 dB and
κ = 20 dB. Although the LDPC codes here have different constellation sizes on
the different tones in the DMT symbol, these SNR values remain valid as the
error performance, which is dominated by the occurrence of IN, is completely
determined by the average MI per bit, Iavg.
In the presence of IN, we use the SMSA decoder with simplified LLR com-
putation, which does not require knowledge of the instantaneous SNR. Table
8.5 compares the LDPC code rates in terms of the average resulting information
bitrate, with K = 4320 and NLP-CNS and for respectively a loop length of 100
m, 150 m, 200 m and 250 m. For each loop length, we indicated which code
yields the largest information bitrate (marked in bold). We can conclude that
either the rate 5/6 LDPC code or the rate 16/18 LDPC code provide the largest
information bit rate for κ = 10 dB, depending on the loop length; as both codes
give rise to nearly the same information rate on the 100 m loop, the rate 16/18
LDPC code is a good choice for all loop lengths considered. For κ = 20 dB,
the rate 5/6 code outperforms all other codes. Compared to the case without
IN, where the rate 20/21 LDPC code was optimum, we observe that for higher
noise levels the code rate of the optimum code gets smaller; this is in agreement
with the discussion regarding Figure 6.3. These results can be generalized for
the other combinations of precoder and bitloading algorithm.
8.4 RS + Byte-Interleaver + TCM
For the concatenated code RS + byte-interleaver + TCM, we obtained SNR
tables for the two RS codes RS(255,236) and RS(136,120). The values of SNRavg
required to achieve the target BER equal to 10−7 are given in Tables 5.13 and
5.14, for κ = 10 dB and κ = 20 dB, respectively. The resulting bitloading for
the concatenated code with RS(255,236) is shown together with the transmit
energy E[|x(k)i |2] and the constellation energy E
(k)
i in Figures 8.4 and 8.5 for
an arbitrary line (i = 4) of the 200 m DLS loop with LP-EZF and respectively
κ = 10 dB and κ = 20 dB.
Tables 8.6 and 8.7 give the resulting average information bitrates for all
combinations of precoder and bitloading algorithm. We observe that the com-
bination NLP-EZF with RS(255,239) achieves the highest bitrate, but only
slightly better than NLP-CNS with RS(255,239) at the cost of a consider-
ably higher computational complexity. The information rate for NLP-EZF with
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Table 8.5: Average information bitrates (Gbps) per line for all proposed LDPC
codes with K = 4320 and NLP-CNS and loop lengths equal to 100 m, 150 m,
200 m and 250 m.
Rc 1/2 2/3 5/6 16/18 20/21
κ = 10 dB
100 m 0.997 1.243 1.449 1.484 1.486
150 m 0.792 0.962 1.079 1.093 1.082
200 m 0.548 0.664 0.738 0.743 0.735
250 m 0.410 0.494 0.558 0.564 0.555
κ = 20 dB
100 m 0.795 0.922 0.993 0.986 0.952
150 m 0.566 0.644 0.682 0.677 0.654
200 m 0.390 0.448 0.485 0.482 0.467
250 m 0.290 0.336 0.361 0.357 0.345
RS(255,239) is only 1.1% and 2.7% larger than for NLP-CNS, for κ = 10 dB
and κ = 20 dB, respectively.
For the difference between LP and NLP with RS(255,239); we observe that
NLP outperforms LP by about 15% and 6.4% for CNS and EZF, respectively.
Similar as for the DSL channel without IN, RS(136,120) achieves a lower
average information bitrate for all loop lenghts and levels of IN. The average in-
formation bitrate for RS(255,239) is 5.3% larger than for RS(136,120). Although
the RS(136,120) code allows to load more coded bits on the tones, compared
to RS(255,239), the larger parity overhead of the former gives rise to a smaller
information bitrate.
8.5 Information Rate Comparison
In Figure 8.6, we compare the average information bitrate for all the protection
strategies considered in this chapter so far, for NLP-EZF and respectively no
IN, κ = 10 dB and κ = 20 dB. As far as the LDPC codes is concerned, we
only show the results for the rate 16/18 code (κ = 10 dB) and rate 5/6 code
(κ = 20 dB), which performs (nearly) the best for the considered IN levels. This
conclusion can be generalized over all combinations of precoder and bitloading
algorithm.
Compared to the case where IN is absent (see Figure 7.11), we observe that
the presence of IN causes a considerable reduction of the information bitrate,
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Table 8.6: Average information bitrates (Gbps) per line for RS + byte-
interleaving + TCM and IN with κ = 10 dB.
100m 150m 200m 250m
RS(255,239)
LP-EZF 1.338 0.993 0.677 0.513
LP-CNS 1.310 0.848 0.666 0.502
NLP-EZF 1.454 1.064 0.728 0.549
NLP-CNS 1.442 1.051 0.718 0.543
RS(136,120)
LP-EZF 1.269 0.943 0.642 0.487
LP-CNS 1.241 0.804 0.632 0.477
NLP-EZF 1.378 1.010 0.691 0.522
NLP-CNS 1.367 0.998 0.683 0.516
Table 8.7: Average information bitrates (Gbps) per line for RS + byte-
interleaving + TCM and IN with κ = 20 dB.
100m 150m 200m 250m
RS(255,239)
LP-EZF 0.889 0.634 0.448 0.339
LP-CNS 0.800 0.568 0.415 0.272
NLP-EZF 0.959 0.673 0.467 0.348
NLP-CNS 0.941 0.644 0.458 0.340
RS(136,120)
LP-EZF 0.846 0.604 0.426 0.323
LP-CNS 0.760 0.540 0.393 0.258
NLP-EZF 0.912 0.640 0.445 0.331
NLP-CNS 0.895 0.610 0.436 0.323
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under the constraint that the BER does not exceed 10−7. This is because the
presence of IN imposes the use of smaller constellations in order to meet the
BER constraint.
8.6 Unknown Parameters of IN Model
When the parameters of the IN model are unknown, we perform the bitloading
for the different protection strategies using the SNR tables which are valid in
the absence of IN (i.e., the actual SNR is considered to be equal to SNRavg), but
with a positive offset ∆ (in dB) added to each SNR entry; this corresponds to
shifting the BER curves in the absence of IN to the right by ∆ dB. This offset
serves as a margin against IN, and will be selected such that the bitloading
results in a BER (averaged over the DMT symbols with and without IN and
over all lines) which equals the target BER. In a practical setting, the offset
value ∆ could be adapted according to observed error performance statistics.
As a few examples, we consider uncoded transmission with LP-CNS, TCM
with LP-CNS, and the concatenation (with infinite byte interleaving) of RS(255,
239) + TCM with NLP-EZF. Figures 8.7, 8.8 and 8.9 show the corresponding
BER (average over the DMT symbols with and without IN) versus ∆ for each
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of the 8 lines with DSL loop length 200 m for both κ = 10 dB and κ = 20
dB. We observe that for a given coding scheme, all lines experience virtually
the same BER. The SNR offsets which yield the target BER of 10−7 on all
lines for κ = 10 dB and κ = 20 dB are ∆ = 8.0 dB and ∆ = 13.0 dB for
uncoded transmission, ∆ = 8.5 dB and ∆ = 13.5 dB for TCM, and ∆ = 9.2 dB
and ∆ = 14.2 dB for RS(255, 239) + TCM. When comparing the SNR tables
for the case of no IN (i.e., Tables 5.1, 5.2 and 5.12) with those for κ = 10 dB
(i.e., Tables 5.6, 5.8 and 5.13) and κ = 20 dB (i.e., Tables 5.6, 5.9 and 5.14), we
observe that the differences in SNR for a given coding scheme and precoder type
are very close to the offset value mentioned above, irrespective of the considered
constellation; more specifically, for κ = 10 dB and κ = 20 dB, the mean and
standard deviation of these SNR differences are (8.0 dB, 0.05 dB) and (13.0 dB,
0.05 dB) for uncoded transmission with LP, (8.5 dB, 0.08 dB) and (13.5 dB,
0.05 dB) for TCM with LP, and (9.2 dB, 0.05 dB) and (14.2 dB, 0.05 dB) for
RS(255, 239) + TCM with NLP. Hence, when applying the offset mentioned
above to the SNR values from the table pertaining to no IN, we obtain SNR
values which are very close (within about a tenth of a dB) to the SNR values
from the tables for κ = 10 dB and κ = 20 dB. As a consequence, the bitloadings
resulting from the table pertaining to no IN (after applying the proper offset ∆)
yield the same information bitrates as in the case where the parameters of the
IN model are known. We have verified that the same observation holds for all
combinations of bitloading algorithms and precoder types.
A similar observation holds for LDPC codes. Comparing the SNR values
from Table 5.11 (valid for the rate 20/21 LDPC code) for no IN with those for κ
= 10 dB and κ = 20 dB, we observe that the mean and standard deviation of the
differences in SNR are (9.1 dB, 0.04 dB) and (14.1 dB, 0.04 dB), respectively,
in the case of LP. This indicates that the bitloading using the SNR values for
no IN with an offset of ∆ = 9.1 dB (for κ = 10 dB) or ∆ = 14.1 dB (for κ = 20
dB) gives rise to the corresponding information bitrates from Table 8.5. This
observation also holds for other LDPC codes and other combinations of precoder
type and bitloading algorithm.
The BER averaged over the DMT symbols with and without IN is upper
bounded by the BER related to the DMT symbols with IN. As the instantaneous
SNR for the latter DMT symbols equals SNRavg
1+p1κ
1+κ , the SNR difference be-
tween the SNR values in the table for no IN and those for a given κ are upper
bounded by 10 log
(
1+κ
1+p1κ
)
, which amounts to 9.4 dB and 14.5 dB for κ = 10 dB
and κ = 20 dB, respectively. Compared to uncoded transmission and TCM, the
offset values for the LDPC codes and the RS(255, 239) + TCM concatenation
are closer to these upper bounds, because the latter coding schemes yield the
steeper BER curves.
185
8. INFORMATION RATES IN THE PRESENCE OF IMPULSIVE NOISE
0 5 10 15
10
 8
10
 7
10
 6
10
 5
10
 4
10
 3
10
 2
∆!(dB)
B
E
R
user!1,!κ!=!10!dB
user!2,!κ!=!10!dB
user!3,!κ!=!10!dB
user!4,!κ!=!10!dB
user!5,!κ!=!10!dB
user!6,!κ!=!10!dB
user!7,!κ!=!10!dB
user!8,!κ!=!10!dB
user!1,!κ!=!20!dB
user!2,!κ!=!20!dB
user!3,!κ!=!20!dB
user!4,!κ!=!20!dB
user!5,!κ!=!20!dB
user!6,!κ!=!20!dB
user!7,!κ!=!20!dB
user!8,!κ!=!20!dB
LP CNS
200!m!loop
κ!=!10!dB
κ!=!20!dB
Figure 8.7: BER versus offset value ∆ for 8 lines with DSL loop length 200 m,
uncoded transmission and LP-CNS for both κ = 10 dB and κ = 20 dB.
8.7 ARQ
When the parameters of the IN model are known, we follow the same approach
as in the absence of IN, outlined in Section 7.6. For line i, the residual BER (av-
eraged over the DMT symbols with and without IN) after Nretr retransmissions
(denoted BER
(Nretr)
i ) and the goodput (denoted GPi) are the same functions of
WER
(0)
i and BER
(0) as when IN is absent, with WER
(0)
i and BER
(0) denoting
the BER and WER (both averaged over the DMT symbols with and without
IN) in the absence of ARQ. Averaging BER
(Nretr)
i , WER
(0)
i and GPi over all
lines yields BER
(Nretr), WER
(0)
and GP, respectively.
We first consider as an example the rate 20/21 LDPC code with K = 4320.
Figure 8.10 shows as function of Rb the corresponding WER
(0) and the BER(0)
associated with Nretr = 0, in the cases of no IN and IN with κ = 20 dB. Clearly,
the WER and the BER increase with IN level κ. In the absence of IN, the BER
and WER curves are quite steep; whereas in the presence of IN they have a
rather flat portion over a range of Rb that corresponds to large constellation
sizes yielding a likely decoding error when a DMT symbol is occasionally hit by
IN. Figure 8.11 shows Rb and the average goodput GP as a function of Rb, for
no IN and IN with κ = 20 dB. We see that, for given Rb, the goodput is only
moderately affected by the IN level.
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Figure 8.8: BERavg versus offset value ∆ for 8 lines with DSL loop length 200
m, TCM and LP-CNS for both κ = 10 dB and κ = 20 dB.
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Figure 8.9: BERavg versus offset value ∆ for 8 lines with DSL loop length 200
m, RS(255,239) + byte-interleaver + TCM and NLP-EZF for both κ = 10 dB
and κ = 20 dB.
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The average goodput GP as a function of the average residual BER, BER
(Nretr),
for various Nretr is shown in Figure 8.12 with IN (κ = 20 dB). Comparing Fig-
ure 7.12 (no IN) with Figure 8.12 (κ = 20 dB), we see that in the absence of
IN the maxima of the goodput for the various Nretr are broader (because of the
steeper curves of WER(0) versus Rb) and wider apart. In the presence of IN, we
need Nretr,opt = 4 for the considered example to achieve the maximum average
goodput GPopt under the constraint BER(Nretr) ≤ 10−7.
As discussed in Section 5.6, the latency constraint limits the maximum num-
ber of retransmissions to Nretr,max = 6. For the considered example, the latency
constraint does not restrict the average goodput, as Nretr,opt ≤ Nretr,max.
For the different error control strategies and using NLP-CNS, Tables 8.8 and
8.9 show GP under the error performance constraint BER ≤ 10−7, for κ = 10
dB and κ = 20 dB, considering the cases of ARQ and no ARQ. For uncoded
transmission and TCM, the information word consists of 4320 bits and the
LDPC codes have K = 4320 information bits; for the concatenation of the RS
outer code, the infinite byte interleaver and TCM, only the traditional RS(255,
239) code is considered. When using ARQ, we distinguish between the cases
where there is no constraint on Nretr, and where Nretr has to satisfy the latency
constraint Nretr ≤ Nretr,max, with Nretr,max = 6 (see discussion on latency with
ARQ in Section 5.6.2). When in the case of ARQ one can achieve, for a specific
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Table 8.8: Maximum achievable goodput (Gbps) for BER ≤ 10−7 for NLP-CNS
and IN with κ = 10 dB.
100 m 150 m 200 m 250 m
κ = 10 dB
uncoded, no ARQ 1.264 0.885 0.613 0.460
uncoded, ARQ 1.684 (3) 1.267 (3) 0.872 (3) 0.657 (3)
TCM, no ARQ 1.435 1.034 0.702 0.532
TCM, ARQ 1.722 (4) 1.332 (4) 0.920 (4) 0.685 (4)
LDPC 1/2, no ARQ 0.997 0.792 0.548 0.410
LDPC 1/2, ARQ 1.070 (4) 0.903 (4) 0.679 (5) 0.508 (5)
LDPC 2/3, no ARQ 1.243 0.962 0.664 0.494
LDPC 2/3, ARQ 1.374 (4) 1.134 (4) 0.822 (5) 0.618 (6)
LDPC 5/6, no ARQ 1.449 1.079 0.738 0.558
LDPC 5/6, ARQ 1.630 (4) 1.317 (4) 0.923 (4) 0.688 (4)
LDPC 16/18, no ARQ 1.484 1.093 0.743 0.564
LDPC 16/18, ARQ 1.706 (4) 1.359 (4) 0.955 (4) 0.711 (4)
LDPC 20/21, no ARQ 1.486 1.082 0.735 0.555
LDPC 20/21, ARQ 1.768 (4) 1.388 (4) 0.970 (4) 0.722 (4)
RS+TCM, no ARQ 1.442 1.051 0.718 0.543
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Table 8.9: Maximum achievable goodput (Gbps) for BER ≤ 10−7 for NLP-CNS
and IN with κ = 20 dB.
100 m 150 m 200 m 250 m
κ = 20 dB
uncoded, no ARQ 0.773 0.513 0.370 0.270
uncoded, ARQ 1.562 (4) 1.123 (4) 0.772 (4) 0.575 (4)
TCM, no ARQ 0.898 0.616 0.441 0.324
TCM, ARQ 1.568 (4) 1.162 (4) 0.783 (4) 0.588 (4)
LDPC 1/2, no ARQ 0.795 0.566 0.390 0.290
LDPC 1/2, ARQ 1.052 (4) 0.903 (5) 0.701 (5) 0.527 (5)
LDPC 2/3, no ARQ 0.922 0.644 0.448 0.336
LDPC 2/3, ARQ 1.322 (4) 1.107 (6) 0.842 (6) 0.635 (6)
LDPC 5/6, no ARQ 0.993 0.681 0.485 0.361
LDPC 5/6, ARQ 1.518 (4) 1.184 (5)
0.847 (8)
0.795 (6)
0.637 (8)
0.595 (6)
LDPC 16/18, no ARQ 0.986 0.677 0.482 0.357
LDPC 16/18, ARQ 1.573 (4) 1.204 (5)
0.836 (9)
0.801 (6)
0.628 (9)
0.606 (6)
LDPC 20/21, no ARQ 0.952 0.654 0.467 0.345
LDPC 20/21, ARQ 1.616 (4) 1.208 (4) 0.810 (4) 0.611 (4)
RS+TCM, no ARQ 0.941 0.644 0.458 0.340
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code, GP = GPopt with Nretr,opt ≤ 6, the corresponding entry shows GPopt
along with the value of Nretr,opt. When in the case of ARQ one cannot achieve
GP = GPopt with Nretr,opt ≤ 6 for a specific code, the entry shows (i) GPopt
along with the value of Nretr,opt (which is larger than 6); and (ii) the maximum
value of GP (which is less than GPopt) that can be achieved under the latency
constraint Nretr ≤ 6 , along with the corresponding Nretr (which equals 6). For
each loop length, we indicated in the case of ARQ which code yields the largest
GP, when the latency constraint applies (marked in bold) or when the latency
constraint does not apply (marked with underlining); when no ARQ is used, the
numbers in italic indicate which codes achieve the largest GP, for the considered
loop lengths. We make the following observations:
• Comparing Tables 7.9-7.12 (no IN) with Tables 8.8-8.9, we see that when
ARQ is used, the amount of IN has a rather small effect (less than about
10%) on GPopt, but more retransmissions than in the absence of IN are
needed to achieve GPopt. However, when no ARQ is used, the achieved
GP is considerably smaller than GPopt when IN is present, and strongly
dependent on the IN level. This indicates that ARQ provides considerable
robustness against IN, at the expense of latency caused by retransmissions.
• Compared to ARQ with proper coding, the traditional concatenation of a
RS(255, 239) outer code with a TCM inner code (separated by an infinite
byte interleaver) offers much less protection against IN.
• In the absence of ARQ, (close to) optimum codes are the rate 16/18 and
rate 5/6 LDPC codes, for κ = 10 dB and κ = 20 dB, respectively.
• In the presence of ARQ with a latency constraint Nretr ≤ 6, Figure 8.13
compares the GP for all the protection strategies considered and respec-
tively no IN, κ = 10 dB and κ = 20 dB. As far as LDPC is concerned,
we only show the results for the code rate which performs best for the
considered IN level and loop length. The rate 20/21 LDPC code (4 re-
transmissions) is optimum for κ = 10 dB; for κ = 20 dB, the optimum
codes are the rate 20/21 LDPC code (4 retransmissions) for the 100 m and
150 m loops, and the rate 2/3 LDPC code (6 retransmission) for the 200 m
and 250 m loops, but on these longer loops the rate 20/21 LDPC code (4
retransmissions) is only slightly worse than the latter code. No substantial
increase of GP is achieved when removing the latency constraint.
When the parameters of the IN model are not known, one can perform the
bitloading using the SNR tables for the case without IN, with an offset added
to the SNR values. When ARQ is used, the offset can be selected such that the
average goodput is maximized; the number of allowed retransmissions can be
selected such that the average residual BER does not exceed the target BER of
10−7. When no ARQ is used, the offset can be selected such that the average
BER equals the target BER of 10−7.
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an Indoor MIMO-OFDM Link
with Correlated Block Fad-
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–
The quality of experience (QoE) of IP-packetized streaming video is affected
by both packet loss and packet delay variations. When the network delivering
the video content contains a wireless link, occasional deep fades give rise to
bursts of packet losses. In order to maintain a sufficient video QoE at the end
user, video packets must be protected against losses by means of a suitable form
of error control. In this contribution, we consider an indoor radio MIMO-OFDM
transceiver operating over a Rayleigh block-fading channel with arbitrary corre-
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lation in the time and frequency dimensions, which makes use of an application
layer Automatic Repeat reQuest (ARQ) protocol to provide additional protec-
tion of the video content against packet loss. We analyze the resulting residual
packet loss performance, under a latency constraint imposed by the requirement
of a small TV channel switching delay. This analysis makes direct use of the
fading characterization (correlation functions in time and frequency dimensions)
of the indoor environment, rather than relying on a Markov model that only
approximately describes the packet loss process. Numerical results are obtained
by Monte Carlo integration combined with an efficient importance sampling
technique devised for the problem at hand. Assuming a 2.4 GHz wireless link,
we point out how to select the system parameters (number of antennas, num-
ber of retransmissions) in order to achieve a residual packet loss performance
yielding a satisfactory QoE for HDTV transmission.
9.1 Introduction
The Internet Protocol (IP) allows the provision of a mix of multimedia services
(video, audio, voice, data, gaming, etc.) to an end user, by breaking up the
bit streams generated by the various services into IP packets and sending these
packets over the network. In this part of the dissertation, we consider the
delivery of these multimedia services via a wireless channel, and focus on the
reliability of the received video data.
Wireless channels are frequency-selective and subject to time-varying fading.
These impairments distort the transmitted signal, and give rise to bursts of bit
errors at the receiver when deep fades occur within the signal bandwidth. IP
packets affected by bit errors are erased at the receiver, yielding lost packets
at the destination. In order to achieve a sufficient QoE for (high-quality) video
services, judicious system design should protect the video stream against packet
loss.
The distortion caused by the frequency-selectivity of the channel can be
dealt with by resorting to multicarrier modulation (OFDM) [57], which turns
the frequency-selective channel into a number of parallel frequency-flat channels.
The OFDM signal format has been included in various standards for both wire-
less and wired communications such as ADSL, DVB-T, WiFi and WiMax [58].
Several authors have considered the protection of the video stream against
packet loss by resorting to FEC, to ARQ protocols, or to combinations thereof
(e.g., [59–70]). Most often, in their analysis the packet loss process is described
by a simplified Markov model, which makes abstraction of the fine details of the
underlying phyical processes (fading, noise,. . .) that cause transmission errors,
and, therefore, only approximately captures the packet loss process.
Here, we consider the transmission of a video stream over an indoor radio
channel. The transmitter and receiver are equipped with multiple antennas,
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which gives rise to a multiple-input multiple-output (MIMO) wireless channel.
The diversity offered by the multiple spatial channels between transmitter and
receiver increases the robustness against fading, e.g., by using space-time block
codes on the physical (PHY) layer [17–19]. The frequency-selectivity of the
channel is dealt with by adopting the OFDM signal format. The channel is
described as Rayleigh block fading, with correlation in both the time and fre-
quency dimensions. Additional protection (to the video stream only) is provided
by means of selective-repeat ARQ (SR-ARQ) [71, 72], with the number of re-
transmissions being restricted by a latency constraint. In order to reduce the
cost of the wireless transceiver, the Digital Subscriber Line Access Multiplexer
(DSLAM) operates as the retransmitting node. The resulting round-trip time
between the DSLAM and the wireless receiver is sufficiently small for the SR-
ARQ to be effective; the resulting transmission overhead is considerably smaller
than for FEC, under the same latency constraint [59,61].
In [59], we have investigated to what extent the combination of the RS code
or the SR ARQ protocol with the space-time PHY layer code improves the re-
liability of the video transmission over a wireless channel subject to Rayleigh
fading with frequency-flat transmission channel and independent block fading.
We have pointed out that SR-ARQ and RS erasure coding give rise to a diversity
gain yielding improved error performance, and have presented simple analytical
expressions for this gain. Both SR-ARQ and RS erasure coding yield the same
maximum possible diversity gain. However, when using RS erasure coding this
maximum diversity gain cannot be achieved because of practical limitations on
the allowed transmission overhead. The performance analysis assumes that the
channel state is the same for all OFDM subcarriers. This assumption is valid
when the signal bandwidth does not exceed the 90% coherence bandwidth of
the channel. For the considered 60 GHz indoor radio channel under NLOS con-
ditions, the 90% coherence bandwidth is about 6 MHz [73], so that our analysis
is valid for bitrates up to 12 Mbit/s (assuming QPSK transmission). When the
signal bandwidth is larger than the 90% coherence bandwidth, different subcar-
riers experience different channel states (which could be exploited to increase
the PHY layer diversity by means of frequency-interleaving and coding across
the subcarriers of an OFDM block). In this chapter, we use a more general
fading model with correlation in both frequency and time dimensions over a 2.4
GHz indoor wireless link and we examine the effect of application layer ARQ.
This chapter is organized as follows. In Section 9.2, we provide a system de-
scription involving the packetization of compressed video, the PHY layer of the
MIMO-OFDM system, the Rayleigh fading channel model, and the SR-ARQ
protocol that protects only the video traffic against packet loss. We provide
in Section 9.3 the packet error performance analysis for various scenarios, for
various combinations of the number of transmit and receive antennas, with or
without additional video packet protection from SR-ARQ, under the assump-
tion of correlated block fading in the time and frequency dimensions. Rather
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Figure 9.1: Concatenation of DSL connection and wireless connection.
than resorting to a simplified Markov model for describing the packet loss, we
make in our analysis direct use of the fading correlation function in the time
and frequency dimensions. This analysis is a generalization of [59], where a
frequency-flat transmission channel with independent block fading was consid-
ered. In Section 9.4, we present numerical results, related to High Definition TV
(HDTV) [74] transmission over a 2.4 GHz indoor wireless link; these results have
been obtained by means of an importance sampling technique [75–77], that we
devised for the problem at hand. Finally, in Section 9.5 conclusions are drawn
regarding system performance and complexity, and some remarks are formu-
lated regarding the use, in the considered system, of additional video protection
by means of FEC rather than SR-ARQ. A major conclusion is that SR-ARQ
yields diversity gain, which is limited by the ratio of the allowed latency and
the time interval between retransmissions, at the expense of only a very small
transmission overhead.
9.2 System Description
We consider the case where video content is sent from the video server to the
end user, as shown in Figure 9.1. A source, the video server, broadcasts the
video data. Via an aggregation network, this video data reaches a DSLAM.
The DSLAM sends the data related to a mix of services (video, audio, voice,
data, gaming, etc.), over a Digital Subscriber Line (DSL) [78] to the user Home
Gateway (HG). From the HG, the video data is sent through a wireless LAN to
the Set Top Box (STB).
The video stream is encoded (compressed) by exploiting the temporal and
spatial redundancy that is present in uncompressed video frames [16, 79, 80].
The resulting Transport Stream (TS) consists of a sequence of MPEG-TS pack-
ets, each containing 188 bytes (including a 4-byte header). For transmission
over IP networks, 7 MPEG-TS packets (together with header information) are
encapsulated in an IP packet [81].
On the Medium Acces Control (MAC) sublayer of the data link layer, a
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Cyclic Redundancy Check (CRC) is added. This CRC allows the detection of
packets that are corrupted by transmission errors; corrupted packets are not
forwarded to the network layer, but are discarded (’erased’) and therefore con-
sidered as lost. We assume there are no data link layer retransmissions (because
the adverse affect of fading is reduced by means of space-time channel coding
on the physical layer). Considering the sizes of the payload (7 TS packets) and
of the headers/trailers added by the various protocol layers, the MAC packets
arriving at the HG have a size of 1374 byte (10992 bit).
As far as the physical (PHY) layer is concerned, we only consider the wireless
link between the HG and the STB. On the PHY layer of the HG transmitter, the
L bits to be sent for every data-link-layer packet are mapped onto an M -point
signal constellation. The resultingM -ary data symbols are transmitted at a rate
Rs (in symbols per second) over the wireless channel; hence the duration of a
packet equals L/(Rs log2(M )). The transmission makes use of OFDM [57]. The
sequence of data symbols at rate Rs is demultiplexed into Nt parallel symbol
streams, each of rate Rs/Nt. These Nt symbol streams are modulated onto Nt
distinct tones, that have a frequency separation of (slightly more than) Rs/Nt,
and the sum of these modulated tones is transmitted. The transmitted signal
can be viewed as a sequence of OFDM blocks, each having a duration of Nt/Rs,
and containing Nt data symbols (i.e., one symbol on each of the Nt tones).
The bandwidth occupied by the resulting transmitted signal is (slightly more
than) Rs. The transmission of an L-bit packet involves L/(Nt log2(M )) OFDM
blocks. The OFDMmodulation turns the frequency-selective fading channel into
a set of Nt flat-fading parallel channels.
Each tone of the OFDM system is affected by slow frequency-flat Rayleigh
fading, and the fading on different tones is correlated. We restrict our attention
to the case where the channel coherence time and the channel coherence band-
width are much larger than the packet duration L/(Rs log2(M )) and the tone
spacing Rs/Nt, respectively. Therefore, we assume that
• the fading gain on a given tone is constant over the packet duration, and
the fading gains are correlated from one packet to the next.
• there are NF sets of Nt/NF consecutive tones, with all tones within a
same set experiencing the same fading gain, and the fading gains being
correlated from one set to the next.
This fading model corresponds to correlated block fading in both time and
frequency.
On the PHY layer of the STB receiver, theM -ary data symbols are detected,
and demapped to bits. On the MAC sublayer, the recovered bits are grouped
into packets of size L, and error detection based on the CRC is performed.
When an error is detected, the packet is erased; otherwise, the packet is passed
to the higher layers.
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Because of fading, some of the tone signals are occasionally strongly at-
tenuated. To alleviate the damaging impact of fading on the detection of the
M -ary data symbols, some form of channel coding is used on the PHY layer:
the transmitter introduces some redundancy in the time, frequency and/or spa-
tial dimensions, that is exploited at the receiver to correct transmission errors.
In this chapter, we consider the use of multiple transmit and receive anten-
nas. A MIMO system with Ntr transmit and Nr receive antennas allows the
introduction of space-time coding as discussed in more detail in Section 2.4.
All multimedia services that make use of the wireless link benefit from the
protection against fading, provided by the PHY layer diversity NtrNr. However,
this protection might not be sufficient for achieving a sufficient QoE for video
services. The relation between packet error performance and QoE is rather
complicated: on one hand the video decoder has error concealment capabilities,
but on the other hand the effect of a single packet loss might propagate; the
interested reader is referred to [70, 82–86]. In this paper, we rely on the rec-
ommendation [87], which states that, for several video compression standards
(i.e., MPEG-2, H.264/AVC and VC-1), IP packet loss should be limited to at
most one error event per hour for Standard Definition TV (SDTV) and to one
error event per four hours for HDTV, with an error event being defined as the
loss of a small number of IP packets; for HDTV it is estimated that only one
out of three error events will yield a visible impairment (because of the error
concealment techniques), so that on average only one visual distorsion in 12
hours would result.
We consider in this paper additional protection by means of application
layer retransmissions, applied exclusively to the video packets. We restrict our
attention to SR-ARQ, which involves the retransmission (upon request from the
STB receiver) of copies of only the lost packets, with the retransmitting node
not waiting for acknowledgement before transmitting a next packet [71,72].
The time interval Tretr between (re)transmission instants of the same packet
is the sum of the packet duration L/(Rs log2(M )) and the round-trip delay
TRTT ; the latter is the sum of the two-way propagation delay, the duration
of the acknowledgment message, and the processing delays at the receiver and
the transmitter as given in (2.15). Since each retransmission gives rise to a
latency of Tretr, the maximum latency introduced by the SR-ARQ protocol
equals NretrTretr, with Nretr denoting the maximum number of retransmissions
per packet. The latency caused by the SR-ARQ protocol contributes to the TV
channel switching delay. In order to achieve acceptable values for this delay,
the latency should be limited. Therefore, we select as the retransmitting node
the DSLAM rather than the video source, because the former yields the smaller
round-trip delay. Of course, the retransmitting network node needs sufficient
intelligence, in order to handle retransmission requests related to specific video
packets; in addition, this node must have a retransmission buffer containing
video packets that have not yet been correctly received by the STB. Augment-
202
9.3. SYSTEM ANALYSIS
ing the functionality of the DSLAM increases its complexity and cost. One
could also envisage to use the HG as retransmitting node. As the HG is a con-
sumer product, the DSLAM appears to be the economically justified choice for
operating as the retransmitting node. However, the HG would offer the shorter
round-trip delay.
9.3 System Analysis
In this section, we present the analysis of the system under study. We derive
the probability of unrecoverable packet loss, and investigate the burstiness of
the unrecoverable packet losses. As a performance measure, we consider the
average number of bursts of unrecoverable packet losses, over a reference time
interval.
Assuming that the number (L/ log2(M )) of symbols per packet is much
larger than the number (Nt) of OFDM tones, for a MIMO-OFDM system using
Ntr transmit and Nr receive antennas, there are NtrNrNF fading gains involved
in the transmission of single packet; NF denotes the number of tone sets, with all
Nt/NF tones in a given set experiencing the same fading gain. These NtrNrNF
fading gains determine the channel state vector v(l) of dimension NF, related
to the considered packet indexed by l. The mth component of v(l) is given by
vm(l) =
Ntr∑
i=1
Nr∑
j=1
∣∣∣h(i,j)m (l)∣∣∣2 m = 1, . . . ,NF (9.1)
where h
(i,j)
m (l) is the complex fading gain related to the mth tone set on the link
between the ith transmit antenna and the jth receive antenna. The fading gains
are normalized, such that E[|h(i,j)m (l)|2] = 1. Fading gains related to different
pairs (i, j) are statistically independent. Each of the Nr received signals is
affected by additive white Gaussian noise. The noise contributions at different
antennas, on different tones and in different symbol intervals are statistically
independent.
Considering SR-ARQ with a maximum of Nretr retransmissions, an unre-
coverable packet loss occurs when the first transmission and all Nretr retrans-
missions of a packet are erased. Hence, an unrecoverable packet loss involves
Nretr + 1 channel state vectors, which we denote v(0), . . . ,v(Nretr). For given
channel state vectors, the probability of an unrecoverable packet loss is given
by
Punrec(v(0), . . . ,v(Nretr)) =
Nretr∏
l=0
Pp,e(v(l)) (9.2)
where Pp,e(v(l)) is the probability that the lth copy of the considered packet is
erased (l = 0, . . . ,Nretr). The probability Pp,e(v(l)) equals the probability that
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at least one data symbol from the packet is detected in error:
Pp,e(v(l)) = 1−
NF∏
m=1
(
1− Ps(vm(l))
)KF (9.3)
where Ps(vm(l)) is the probability that a symbol, transmitted on a tone be-
longing to the mth tone set, is detected in error, while KF = L/(NF log2(M ))
denotes the number of symbols transmitted per tone set and per packet. The
probability Ps(vm(l)) depends on the symbol constellation and on the type of
space-time coding. For a QPSK constellation one obtains
Pp,e(v(l)) = 1−
NF∏
m=1
(
1−BER(vm(l))
)L/NF (9.4)
with BER(vm(l)) denoting the bit error probability [17–20]:
BER(vm(l)) = Q


√
2Ebηvm(l)
N0

 (9.5)
In (9.5), Eb denotes the received energy per bit of the video packet; N0 is the
one-sided power spectral density of the noise at the receiver; η = 1 for uncoded
transmission (Ntr = 1) and η = 1/2 for Alamouti space-time coding (Ntr = 2);
Q(u) is the complement of the cumulative distribution function of a zero-mean
unit-variance Gaussian random variable.
The average probability of an unrecoverable packet error is obtained by
averaging (9.2) over the joint distribution of the Nretr + 1 channel state vectors
v(0), . . . ,v(Nretr):
Punrec,p = E[Punrec(v(0), . . . ,v(Nretr))] (9.6)
As the channel state vectors are correlated, it appears impossible to obtain a
closed-form expression for Punrec,p.
Although a closed-form expression for Punrec,p is not available, we will now
point out that Punrec,p is proportional to (Eb/N0)
−D at high Eb/N0, and de-
termine the value of D. Let us consider a bit error pattern containing Nb bit
errors, that gives rise to an unrecoverable packet loss. With each erroneous
bit are associated NtrNr complex-valued Rayleigh fading gains. Stacking all
NbNtrNr fading gains related to the erroneous bits into a vector h, we de-
note by r the rank of the autocorrelation matrix of h. It can be shown that,
for increasing Eb/N0, the probability of occurrence of the considered bit error
pattern, averaged over the fading gains, is proportional to (Eb/N0)
−d, with
d = NtrNrr [20]. The dominating bit error patterns yielding unrecoverable
packet loss are those for which the rank r of the associated correlation matrix
is minimum. As an unrecoverable packet loss implies that at least one bit in
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each of the Nretr + 1 copies of the considered packet must be in error (and the
corresponding fading gains are assumed to have a full rank correlation matrix),
the minimum rank equals Nretr + 1. Hence, at high Eb/N0, Punrec,p is pro-
portional to (Eb/N0)
−D, with D = (Nretr + 1)NtrNr denoting the diversity
order. Hence, the number of transmit antennas, the number of receive antennas
and the number of retransmissions all contribute positively to the diversity or-
der; therefore, increasing any of these quantities gives rise to a steeper negative
slope of Punrec,p as a function of Eb/N0. When no ARQ is used (i.e., Nretr = 0),
the resulting diversity order equals the spatial diversity order NtrNr offered by
the MIMO system [17–19]. Hence, the introduction of SR-ARQ increases the
diversity by a factor of Nretr + 1 as compared to the PHY layer diversity.
Because of the temporal correlation of the fading, the packet losses tend
to occur in bursts: typically, relatively short intervals containing packet losses
are followed by relatively long intervals without packet losses, and vice versa.
Let us denote by n the number of lost packets in an interval of N inter-packet
intervals; it is to be understood that a packet is lost when it has been erased
during its transmission and its Nretr retransmissions. We consider the average
number E[n|n > 0] of packets in an interval of length Nint that contains at least
one lost packet, which can be computed as
E[n|n > 0] = E[n]
1−Pr[n = 0] =
Nint · Punrec,p
1−Pr[n = 0] (9.7)
Clearly, E[n|n > 0] increases with Nint. However, when Nint ranges between
(roughly) the average burst size and the average number of packets between
bursts, an interval of size Nint that is affected by packet loss typically contains
a single burst of lost packets, so that E[n|n > 0] is essentially constant within
this range of Nint and equal to the average number Nburst of lost packets per
burst. Hence, examination of E[n|n > 0] as a function of Nint reveals the value
of Nburst. The average number of unrecoverable packet losses in a long reference
interval containing Nref inter-packet intervals equals NrefPunrec,p. The average
number of bursts of unrecoverable packet losses in this interval of size Nref then
equals NrefPunrec,p/Nburst.
Let us investigate the average overhead E[ovh] related to the retransmission
protocol. The average number E[#transm] of transmissions per packet is related
to the average overhead by E[#transm] = 1+ E[ovh]. It is easily verified that
E[#transm] = 1+
Nretr∑
i=1
Pr[#transm > i] (9.8)
The quantity Pr[#transm > i] can be expressed as
Pr[#transm > i] = E
[
i−1∏
l=0
Pp,e(v(l))
]
(9.9)
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It follows from (9.2) that Pr[#transm > i] in (9.9) can be interpreted as the
average probability of unrecoverable packet loss for SR-ARQ with a maximum of
i − 1 retransmissions, which at high Eb/N0 is proportional to (Eb/N0)−iNtrNr .
Hence, the dominating contribution to E[ovh] = E[#transm] − 1 is the term
Pr[#transm > 1] = E[Pp,e(v(0))], which at high Eb/N0 is proportional to
(Eb/N0)
−NtrNr . Therefore, E[ovh] is determined mainly by the PHY layer
diversity.
9.4 Numerical Results
We consider the transmission of compressed HDTV according to the configura-
tion shown in Figure 9.1. The compressed video bitrate equals 7.5 Mbps. The
maximum allowed latency introduced by the SR-ARQ protocol is set at 200 ms.
The error performance target is an average number of at most one unrecover-
able packet burst per 4 hours [87]. The DSLAM acts as retransmitting node;
the corresponding interval (Tretr) between retransmission instants is about 50
ms [88, 89], so the maximum number (Nretr) of retransmissions meeting the la-
tency constraint is 4. The required retransmission buffer size is TretrNretrRp
packets, which amounts to about 150 video packets or 1.5 Mbit when Nretr = 4.
The link between the HG and the STB is a 2.4 GHz indoor wireless con-
nection [90] with a bandwidth of 20 MHz; assuming nonline-of-sight (NLOS)
conditions, this connection is modeled as a Rayleigh fading channel, with a
Doppler spread fD equal to 8 Hz (corresponding to a speed of motion of about
1 m/s). We assume that the Doppler spectrum SD(f) has a Gaussian shape:
SD(f) =
1√
2πσF
exp
(−f2
2σ2F
)
(9.10)
with σF = fD/4 (so that SD(fD) is negligibly small as compared to SD(0)).
The resulting time-correlation RD(u) is the inverse Fourier transform of SD(f):
RD(u) = exp(−2π2σ2Fu2) (9.11)
The power delay profile of the indoor channel is assumed to be exponentially
decaying with a time constant τ of 30 ns. The correlation RH(∆F ) between two
channel transfer function values at f and f + ∆f is the Fourier transform of the
power delay profile:
RH(∆f) =
1
1+ j2πτ∆f
(9.12)
We split the channel bandwidth BRF into NF subbands of width BRF/NF. The
correlation between channel transfer functions at the center and the edge of a
subband equals RH(BRF/(2NF)). We select NF such that |RH(BRF/(2NF))| ≥
0.9, so that all OFDM subcarriers in a subband experience essentially the same
fading as the subcarrier at the center of the subband. For τ= 30 ns and BRF =
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Table 9.1: Correlation values for the 2.4 GHz wireless link.
i = 0 i = 1 i = 2 i = 3 i = 4
RD(iTretr) 1 0.821 0.454 0.169 0.042
RH(iBRF/NF) 1 0.53-j0.499 0.22-j0.414 0.111-j0.314 NA
20 MHz, we get NF = 4 subbands. As the diversity order does not depend on
the number of subbands, the value of NF is not very critical.
Denoting by hm(l) the complex fading gain experienced by a carrier in the
mth subband during the lth transmission of a packet (m = 1, . . . ,NF; l =
0, . . . ,Nretr), we take
E[h∗m1(l1)hm2(l2)]
= RD
(
(l2 − l1)Tretr
)
RH
(
(m2 −m1)BRF
NF
)
(9.13)
It follows from (9.11) thatRD(iTretr) can be expressed as ρ
i2 , with ρ = exp(−2π2σ2FT 2retr).
The factors from (9.13) corresponding to the channel parameters of the 2.4 GHz
wireless link are given in Table 9.1; note that the temporal fading correlation
between packets separated by Tretr is given by ρ = 0.821. The entries for neg-
ative i can be easily derived from Table 9.1, taking into account that RD(.) is
even-symmetric, and RH(.) has complex-conjugate symmetry.
As there is no closed-form expression for Punrec,p, we have to obtain Punrec,p
by other means. A straightforward error-counting brute force simulation would
require excessively long simulation times, especially for the very low values of
Punrec,p that are required to meet the QoE for HDTV. Therefore, we will obtain
Punrec,p by evaluating the expectation in (9.6) by means of Monte-Carlo (MC) in-
tegration [75–77]. Conventional MC integration evaluates Punrec(v(0), . . . ,v(Nretr))
as the arithmetical average ofNMC independent realizations of the set {v(0), ...,v(Nretr)}
according to the actual joint distribution of the involved (Nretr + 1)NFNrNtr
complex fading gains; accuracy improves with increasing NMC. Better accuracy
can be obtained by combining MC integration with importance sampling (IS),
which involves using a properly biased joint fading distribution and computing
a weighted average. In Appendix 9.A.1 we have derived a suitably biased fading
distribution for the problem at hand. We have verified (results not reported)
the accuracy of the MC-IS technique for the case of independent fading, by com-
paring the result from the MC-IS technique with analytical results (the latter
are obtained by means of numerical integration [59]).
First, we consider the scenario where Ntr = Nr = 1, both for the above
channel model and a model where the fading is independent from one packet to
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Figure 9.2: Punrec,p with and without temporal fading correlation.
the next (the latter case corresponds to replacing in (9.13) RD((l2− l1)Tretr) by
a Kronecker delta δ(l2 − l1)). Figure 9.2 shows the corresponding Punrec,p, for
Nretr = 0, 2, 4. We observe that the temporal correlation of the fading gives rise
to performance degradation, as compared to the case of uncorrelated fading.
This can be understood by noting that, when the first transmission of a packet
is not successful because of deep fading, the probability that the retransmissions
of that packet also experience deep fading is larger when the fading is correlated
over time, as compared to uncorrelated fading. This observation illustrates the
importance of taking temporal correlation of the fading into account.
We have computed Punrec,p as a function of Eb/N0 for Nretr ranging from
0 to 4, taking the temporal correlation of the fading process into account. We
have considered the scenarios (Ntr,Nr) = (1, 1), (1, 2), (2, 1) and (2, 2), for
which the results are shown in Figures 9.3-9.6. The following observation can
be made:
1. For the different scenarios, the high-Eb/N0 behavior of Punrec,p confirms
that the diversity order is indeed equal to NtrNr(Nretr + 1), as can be
verified from the slopes of the curves at high Eb/N0.
2. The use of SR-ARQ gives rise to a considerable performance improvement
as compared to the case Nretr = 0. The performance gain resulting from
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Figure 9.3: Punrec,p for (Ntr,Nr) = (1, 1) and ρ = 0.821.
one additional retransmission decreases with increasing Nretr.
According to the method outlined in Section 9.3, we have determined the
average number Nburst of unrecoverable packets per error burst, along with the
average number of error bursts in a reference period of 4 hrs, for the various
scenarios.
The performance results for the channel with time-correlated fading are sum-
marized in Table 9.2 and Table 9.3, which for the several scenarios indicate the
average number of unrecoverable packet losses per error burst and the value of
Eb/N0 at which the average number of error bursts in 4 hrs equals 1 (which is
the performance target for HDTV [87]). Note that in order to achieve satisfac-
tory performance, one can trade-off the hardware cost (increasing with number
of transmit and receive antennas) of the wireless transceiver versus the increased
latency and DSLAM retransmission buffer size (increasing with Nretr); note that
all types of multimedia traffic benefit from an increase of the number of anten-
nas, whereas the SR-ARQ is applied only to the video traffic.
Finally, we investigate the average transmission overhead E[ovh] of the SR-
protocol with time-correlated fading. Figure 9.7 shows the average overhead
as a function of Eb/N0, for various combinations of (Ntr,Nr,Nretr). At high
Eb/N0, the average overhead is mainly equal to Pp,e,avg (which is obtained by
averaging Pp,e(v(l)) over the associated fading gains), and, therefore, is only
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Figure 9.4: Punrec,p for (Ntr,Nr) = (1, 2) and ρ = 0.821.
Table 9.2: Average number of unrecoverable packet losses per error burst.
Nburst @ E[#unrec. bursts in 4 hr] = 1
Nretr = 0 Nretr = 1 Nretr = 2 Nretr = 3 Nretr = 4
Ntr = 1, Nr = 1 1 1.8 3.4 4.0 3.8
Ntr = 1, Nr = 2 1.3 3.2 3.1 2.9 3.1
Ntr = 2, Nr = 1 1.3 3.2 3.0 2.9 3.1
Ntr = 2, Nr = 2 2.6 2.4 2.3 2.2 2.2
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Figure 9.5: Punrec,p for (Ntr,Nr) = (2, 1) and ρ = 0.821.
Table 9.3: Performance summary.
Eb/N0 @ E[#unrec. bursts in 4 hr] = 1
no ARQ Nretr = 1 Nretr = 2 Nretr = 3 Nretr = 4
Ntr = 1, Nr = 1 78.5 dB 45.8 dB 35.8 dB 31.4 dB 28.2 dB
Ntr = 1, Nr = 2 42.0 dB 26.8 dB 22.4 dB 20.2 dB 18.3 dB
Ntr = 2, Nr = 1 45.0 dB 29.8 dB 25.4 dB 23.2 dB 21.3 dB
Ntr = 2, Nr = 2 25.3 dB 19.3 dB 17.0 dB 15.1 dB 13.7 dB
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Figure 9.6: Punrec,p for (Ntr,Nr) = (2, 2) and ρ = 0.821.
weakly dependent on Nretr; this is because when the first transmission of a
packet fails, the first retransmission is much more likely to be correctly received
than to be erased. For the Eb/N0 values from Table 9.3, E[ovh] is always less
than 10−3.
9.5 Conclusions and Remarks
In this Chapter, we have analyzed an OFDM system for video transmission
over a Rayleigh fading frequency-selective MIMO wireless link, with space-time
coding on the PHY layer and additional protection against video packet loss
by means of application layer SR-ARQ. Our theoretical findings have been il-
lustrated in a case study involving HDTV transmission over a 2.4 GHz indoor
wireless link, with severe restrictions on latency and on residual packet loss rate.
In order to obtain accurate numerical results within reasonable computing time,
a suitable importance sampling technique has been devised. The conclusions of
our work can be summarized as follows.
1. SR-ARQ gives rise to a diversity gain, yielding improved error perfor-
mance. The resulting diversity order equals (Nretr + 1)NtrNr.
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Figure 9.7: Average transmission overhead.
2. The application of SR-ARQ comes with a cost: the DSLAM must be able
to handle retransmission requests that are specific to video packets, and
needs a retransmission buffer with a size of NretrTretrRpack packets per TV
channel; in addition, SR-ARQ increases the system latency by NretrTretr
seconds.
3. In order to achieve the required diversity order, trade-off exists between
the number of antennas (which affects the hardware cost of the wireless
transceiver) and the number of allowed retransmissions (which affects la-
tency and DSLAM retransmission buffer size).
Instead of providing additional protection of the video packets by means of
SR-ARQ, one could envisage to use FEC instead. Assume packet errors occur
in bursts with an average size of Nburst lost packets per error burst. When the
code is able to correct ncorr error bursts, the resulting diversity order equalsD =
(ncorr+ 1)NtrNr. Taking into account that an (N ,K) Reed-Solomon code is able
to recover N −K packet losses, N −K should be larger than ncorrNburst in order
that the code be effective. The resulting transmission overhead (N −K)/K
then exceeds ncorrNburst/K. Considering the maximum allowed latency of 200
ms, the maximum value of K is 150. Supposing we aim at D = 8, the resulting
ratios ncorr/K for (Ntr,Nr) = (1, 1), (1, 2), (2, 1), (2, 2) amount to 5%, 2%, 2%
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and 0.7%, respectively. Hence, the overheads introduced by FEC are much
higher than for ARQ.
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9.A Appendix
9.A.1 Monte Carlo Integration with Importance Sampling
Let us consider the expectation of a function F (w) of a random vector w, with
probability density function (pdf) p(w):
Ep[F (w)] =
∫
F (w)p(w)dw (9.14)
The subscript of the expectation operator refers to the pdf of w. When the
integral in (9.14) is difficult to evaluate analytically or numerically, we can
obtain Ep[F (w)] by means of Monte-Carlo integration.
Conventional Monte-Carlo integration involves approximating Ep[F (w)] as
Ep[F (w)] ≈ 1
NMC
NMC∑
k=1
F (wk) (9.15)
where the vectors wk are generated independently according to the pdf p(w).
Any degree of accuracy can be obtained by taking N sufficiently large.
The accuracy of conventional Monte-Carlo integration can be improved by
means of importance sampling. Importance sampling is based on the transfor-
mation of (9.14) into
Ep[F (w)] =
∫
F (w)
p(w)
q(w)
q(w)dw (9.16)
where q(w) is also a pdf. From (9.16) the following Monte-Carlo integration
method can be derived:
Ep[F (w)] = Eq
[
F (w)
p(w)
q(w)
]
≈ 1
NMC
NMC∑
k=1
F (wk)
p(wk)
q(wk)
(9.17)
where the vectors wk are generated independently according to the pdf q(w).
Note that (9.17) reduces to conventional Monte-Carlo integration (9.15) when
q(w) = p(w). The choice of q(w) affects the accuracy of the approximation
(9.17); the mean-square approximation error resulting from (9.17) is given by:
Eq
[∣∣∣∣ 1NMC
NMC∑
k=1
F (wk)
p(wk)
q(wk)
−Ep[F (w)]
∣∣∣∣2
]
=
1
NMC
((∫
F 2(w)
p2(w)
q(w)
dw
)
− (Ep[F (w)])2
)
(9.18)
Selecting
q(w) = C F (w)p(w) (9.19)
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with the normalization constant C determined by C−1 =
∫
F (w)p(w)dw, it
is easily verified that the mean-square approximation error (9.18) is zero, irre-
spective of NMC; this indicates that (9.17) yields the exact value of E[F (w)],
even for NMC = 1. However, this choice is not practical, because we assumed
from the start that C−1 is hard to evaluate analytically. Nevertheless, we can
try to select for q(w) a reasonable approximation to (9.19), such that the corre-
sponding random vectors wk are easily generated, and the coefficient of 1/NMC
in (9.18) is much smaller than for the case q(w) = p(w). Hence, for a given
accuracy, the importance sampling technique requires much smaller values of
NMC.
In the context of the present paper, we take F (w) equal to the conditional
probability Punrec(v(0), . . . ,v(Nretr)) from (9.2), with w containing the real
and imaginary parts of all complex fading gains h
(i,j)
n (m) that are involved in
v(0), . . . ,v(Nretr). Hence, Ep[F (w)] = Punrec,p. We select
q(w) = C Fapp(w)p(w) (9.20)
where Fapp(w) is obtained by replacing in (9.2) Pp,e(v(m)) by its union upper-
bound ;
Pp,e(v(m)) ≤ L
NF
NF∑
n=1
BER(vn(m))
≤ L
2NF
NF∑
n=1
exp
(−Ebηvn(m)
N0
)
(9.21)
where the second line in (9.21) results from the inequalityQ(u) ≤ (1/2) exp(−u2/2)
[20]. Taking into account that p(w) is the joint pdf of correlated zero-mean
Gaussian random variables, it follows that q(w) is a mixture of joint pdfs of
correlated zero-mean Gaussian random variables. Hence, the random vectors
wk that are distributed according to q(w) from (9.20) can be generated using
standard techniques.
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Concluding Remarks and Di-
rections for Future Research
In this final chapter, we make a conclusion of this doctoral thesis and present
some directions for future research. In Section 10.1, a brief overall conclusion
of the obtained results is given. Section 10.2 discusses some topics that fell
outside the scope of this dissertation; we propose a hybrid ARQ scheme, briefly
look at the rateless Raptor code, and summarize some possible extensions to
specific topics addressed in this book. Section 10.3 provides a complete list of
our publications.
10.1 Summarizing Conclusions
On the DSL link, the occurrence of crosstalk and impulsive noise may have a
detrimental impact on the received signal. Error correcting codes may improve
the performance as compared to uncoded transmission. We considered TCM,
the concatenation of a RS outer code, a byte interleaver and a TCM inner code,
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and LDPC codes of several code rates and block lengths. Also a retransmission
protocol, i.e. SR-ARQ, is introduced. Precoding can alleviate the damaging
impact of crosstalk. We both considered linear and nonlinear precoding. LP
performs worse at higher frequencies where the crosstalk channel is stronger
than the direct channel. This issue is solved by NLP. On the other hand, NLP
has the disadvantage of a larger BER due to the modulo operation. Also, the
constellations require a larger average energy. Therefore, LP outperforms NLP
at the lower frequencies where the direct channel is strong. As a performance
measure, we propose a target BER and for the different protection strategies, we
derived via simulations for which SNR values our target BER is achieved, for the
different sizes of QAM-constellations from BPSK up to 212-QAM. Our system
is subject to power constraints, i.e. an aggregate transmit power constraint
and a power spectral density constraint. Moreover, we propose two bitloading
algorithms, the CNS algorithm and the EZF algorithm, to efficiently load the
bitloading on the different tones of the OFDM symbol. The EZF algorithm
searches for the optimal solution and is therefore more computation complex,
while the CNS algorithm is based on column norm scaling and has very low
complexity.
These preliminary results are applied to real DSL channels, from which the
channel matrices are at our disposal, corresponding to loop lengths of respec-
tively 100 m, 150 m, 200 m and 250 m. We found that, in an environment with-
out impulsive noise, the LDPC code of highest rate, i.e. Rc = 20/21 and with
largest block length K = 4320 gives us the highest goodput and outperforms
the lower rate LDPC codes and the other error correction codes. Furthermore,
a minor gain can be obtained in the resulting goodput from adding SR-ARQ to
our protection scheme.
On the other hand, in an environment where impulsive noise might occur,
we benefit from the use of some additional redundancy added by a lower rate
LDPC code. We found that for IN with κ = 10 dB, the LDPC code of rate
16/18 results in the highest goodput. For κ = 20 dB, the LDPC code of rate
5/6 is preferred. In both cases with K = 4320.
To determine the bitloading on the different tones of the DMT symbol,
the EZF algorithm achieves highest bitrates. Although, due to its much lower
complexity, we prefer the CNS algorithm. For the choice of precoder, it is
absolutely clear that NLP is preferred; it allows us the use the higher tones in
the bandwidth that suffer from large crosstalk.
In the second part of this work, we tackled the transmission of video over
a wireless channel subject to Rayleigh fading. If a deep fade arises, a burst of
packets may be erased if no suitable protection is provided. We propose space-
time coding on the PHY layer and additional protection against video packet
loss by means of application layer SR-ARQ and find that SR-ARQ gives rise to
a diversity gain, yielding improved error performance. In order to achieve the
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required diversity order, trade-off exists between the number of antennas and
the number of allowed retransmissions.
10.2 Future Work
10.2.1 Extensions to Our Work that Qualify for Future
Research
Here follows a short list of some other topics that may be interesting to be
examined:
⊲ For the crosstalk as introduced in Chapter 4, we assume that the channel
matrix is perfectly known. A future subject of investigation could be
the effect on the performance in the case that the channel matrix is the
product of an estimation and that it may vary from the real channel state.
An important question is how the bitloading algorithms should be adjusted
so that the target performance is still reached.
⊲ In Section 5.5.2, we discussed the performance of the concatenation of
TCM with interleaver and RS code, and assumed that the interleaver is
infinite large. As a consequence, the byte errors could be regarded as
independent. In reality, this assumption might not correspond to the
actual situation.
If the interleaver depth equals Nint TCM codewords (equal to Nint DMT
symbols as a TCM codeword covers an entire DMT symbol), a RS(n, k)
codeword is unrecoverable if more than n− k erasures are located in the
codeword after deinterleaving. The group of Nint consecutive DMTs con-
sists of DMTs that are hit and DTMs that are not hit by IN. Depending
on the state sl of the DMT (state 1 and 0 indicate respectively that a
DMT is hit and not hit by IN), the distribution of the number of byte
errors in the TCM codeword will be different.
Assume that a total of Ne byte errors occurs in the group of Nint DMTs
with Ne,l byte errors in the l
th DMT, l = 1, . . . ,Nint, and Ne,1 + . . .+
Ne,Nint = Ne. Then, the probability of an unrecoverable RS codeword
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equals
Punrec,RS =
n∑
j=n−k+1
NintNbyte∑
Ne=j
CNej C
NintNbyte−Ne
n−j ·
∑
Ne,1+...+Ne,Nint=Ne
(
Nint∏
l=1
Pr
[
the lth DMT contains Ne,l byte errors
])
(10.1)
where Nbyte denotes the number of bytes in a DMT symbol and C
i
j stands
for the number of combinations of j elements out of a set of i elements.
With Pb(Ne,l|sl) equal to the probability that a DMT with state sl con-
tains Ne,l byte errors, we obtain
Punrec,RS =
n∑
j=n−k+1
NintNbyte∑
Ne=j
CNej C
NintNbyte−Ne
n−j ·
Ne∑
Ne,1=0
Ne−Ne,1∑
Ne,2=0
· · ·
Ne−Ne,1−...−Ne,Nint−2∑
Ne,Nint−1=0
Pb(Ne,1|s1)Pb(Ne,2|s2) . . . Pb(Ne,Nint |sNint)
(10.2)
where the states sl are generated following the Markov process as described
in Section 4.5. The equation in (10.2) corresponds to a convolution.
⊲ Even shorter DSL loops and larger bitrates are envisaged in the future.
Can the system as proposed in this dissertation be improved to increase
the bitrate efficiency and which methods should be applied?
10.2.2 Hybrid ARQ
In this book, we considered both FEC and ARQ as protection of the transmit-
ted data. We would like to explore the combination of both strategies, i.e. a
hybrid ARQ (HARQ) scheme in which the receiver sends a request for redun-
dant packets in order to recover lost packets. We propose that the redundant
packets are updated continuously at the serving network node using Galois field
arithmetic. The main advantage of the proposed scheme is the small buffer
size at the transmitter, which is independent of the round-trip time. In tradi-
tional SR-ARQ systems, the serving network node has to maintain a buffer for
keeping copies of already transmitted packets for which retransmissions might
be requested. The size of the retransmission buffer is proportional to the RTT
and the maximum number of retransmissions allowed. Therefore, the buffer for
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HARQ can be designed to be much smaller than for SR-ARQ. This advantage
is particular important in the context of streaming on-demand video services,
where the buffer size is proportional to the number of users served by the con-
sidered node (say 1000). In spite of the availability of Terabyte hard disks, on
some devices and in some systems is the memory capacity still limited.
It has been shown in Chapter 2 that FEC introduces an overhead bit rate
that is (up to several orders of magnitude) larger than that of ARQ. Indeed,
FEC adds a fixed number of redundant packets to each block of information
packets, whereas ARQ retransmits only when packets are actually lost. Here, we
introduce a HARQ scheme that operates from a network node and only requests
a retransmit when a packet is actually lost (thus having a similar overhead bit
rate as ARQ, much smaller than the one of traditional FEC).
10.2.2.1 Description of the HARQ Scheme
At the transmission instant of the kth information packet D(k), the serving
node computes on the fly L redundant packets S1(k), . . . ,SL(k), that might
be requested by the user in order to recover lost information packets. We as-
sume that a packet contains J log2(NHARQ) bits. The redundant packets are
represented by row vectors containing J elements from GF(NHARQ), and are
computed recursively as
Sl(k) = D(k) + α
l−1Sl(k− 1) for l = 1, . . . ,L (10.3)
where α denotes a primitive element of GF(NHARQ), which satisfies α
NHARQ−1 =
1. The L redundant packets contained in S(k) are stored at the serving network
node during the inter-packet interval between the transmission instants of D(k)
and D(k+ 1), requiring a buffer size of L packets. When requested by the user,
redundant packets from S(k) are transmitted between the information packets
D(k) and D(k + 1). The information packets and the redundant packets also
contain their sequence number, to allow identification by the user.
Our HARQ scheme is based on the fact that, under certain conditions, know-
ing at the user side the first L′ (≤ L) rows of the state matrix at instants k
and k +m allows to recover up to L′ lost information packets from the set
{D(k+ 1), . . . ,D(k+m)} of transmitted information packets.
A loss period starts at k = k0 when the user knows the state matrix S(k0−1)
but packet D(k0) is lost, and ends when sufficient redundant information has
been received to recover the state matrix for the first time since the loss of
D(k0). When the number of lost information packets during the current loss
period reaches L+ 1, the set of lost information packets cannot be recovered. In
this case, the user waits for the serving network node’s response to the request
for the entire state matrix (i.e., all L rows), that has been issued when the Lth
information packet loss occurred. When this response is affected by packet loss,
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the user persistently requests for the entire state matrix until it is correctly
received. The current loss period, which is referred to as an unrecoverable loss
period, ends upon the correct reception of the entire state matrix.
A simplified analysis gets us the probability of an unrecoverable loss period
with L+ 1 information packet erasures, denoted as Punrec,ARQ,
Punrec,HARQ =
Pe,p(1− (1− Pe,p)r)L
L∏
i=1
(1− (1− Pe,p)rPi)
≈ rLPL+1e,p (10.4)
with Pe,p denoting the packet loss probability in downstream directions, r equals
the number of packets transmitted during the RTT, and Pi is the probability
that a request for i state vectors does not give rise to a correctly received
response given by
Pi = 1− (1− Pe,p)i ≈ iPe,p (10.5)
where we assume that the erasure probability of a request message is negligible
as compared to Pe,p. The resulting average transmission overhead amounts to
E[ovh] ≈ Pe,p.
The probability of an unrecoverable packet and the overhead for SR-ARQ is
given by (2.16) and (2.18), respectively, where Pe,DTU must be substituted by
Pe,p.
We present some numerical results for this simplified analysis in Figures
10.1-10.3 for r = 30:
• Figure 10.1 shows Punrec,HARQ from (10.4) along with its asymptote for
small Punrec,HARQ, as a function of Pe,p, for L = 2, 4, 6. Also shown is
Punrec,HARQ = Pe,p, which corresponds to the case where no attempt is
made to recover lost packets. We observe that Punrec,HARQ converges to
its asymptote (10.4) for small Pe,p, and to Pe,p for large Pe,p.
• Figure 10.2 displays Punrec for HARQ with L = 4 and r = 30, and for SR-
ARQ with Nretr = 1, 2, 3. We observe that a minimum value of Nretr = 2
(corresponding to a retransmit buffer of 60 packets) is required in order
to beat the performance of HARQ in the region that is visible.
• Figure 10.3 shows the average downstream transmission overhead E[ovh]
for HARQ with L = 4 and r = 30 and for SR-ARQ with Nretr = 1, 2, 3,
along with the low-Pe,p asymptote E[ovh] = Pe,p. We observe that for
values of small Pe,p, the actual overhead is very small, and close to Pe,p
for all systems.
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Figure 10.1: Punrec,HARQ as a function of Pe,p, for r = 30 and L = 2, 4, 6.
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Figure 10.2: Punrec,HARQ for HARQ with L = 4 and r = 30, and for SR-ARQ
with Nretr = 1, 2, 3.
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Figure 10.3: E[ovh] for HARQ with L = 4 and r = 30, and for SR-ARQ with
Nretr = 1, 2, 3.
10.2.2.2 Some Preliminary Conclusions
The HARQ scheme that we propose for future research involves the computation
of L redundant packets per information packet, using Galois field arithmetic,
and requires a buffer of L packets at the serving node to temporarily store the
continuously updated redundant information until the transmission of the next
information packet. Redundant packets are requested by the user when con-
fronted with packet losses. The user is able to recover up to L information
packets per loss period, by solving a set of (up to L) linear equations. Unre-
coverable packet loss occurs when more than L information packets are lost in
a loss period.
For small Pe,p, the HARQ scheme and the SR-ARQ scheme yield essentially
the same (very small) average transmission overhead.
For r = 30, we have shown that in order to outperform the HARQ scheme
that operates with a buffer size of only 4 packets, the SR-ARQ scheme would
require a buffer size of 60 packets. Note that these are the buffer sizes per served
user. In order to fully appreciate the difference in buffer size requirements, one
should take into consideration that the total required buffer size at the DSLAM
that serves about 1000 users amounts to 4000 packets and 60000 packets for
HARQ and SR-ARQ, respectively.
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The presented HARQ scheme is more computationally demanding than SR-
ARQ, mainly because of the computation of recursions (10.3) at the serving node
and at the user side, respectively. A detailed examination of the complexity
comparison should be performed.
Another point of attention is the singularity of the set of linear equations
in (10.3), that needs to be solved to recover possible lost packets, and how to
overcome this possible singularity.
Also, the HARQ scheme can be expanded by including a timer at the user
side, in order to limit the latency of the packet recovery process. This is mo-
tivated by the observation that it makes no sense to recover packets that are
anyway to late to be delivered to the play-out buffer of the video application.
10.2.3 Other Correcting Codes
A first attempt to tackle the investigation of other codes is made in [91] where
we compare RS codes with the popular Raptor codes. Raptor codes [92] have
significantly lower decoding complexity than Reed-Solomon codes. The success
of Raptor codes is witnessed by their adoption in the recent multimedia commu-
nication standards such as 3GPP MBMS (Multimedia Broadcast/Multimedia
Service) [93] and DVB-H [94]. We want to compare the RS codes with the
Raptor codes in terms of performance and decoding complexity.
10.2.3.1 RS Erasure Coding
In the sequel, a (video) information packet refers to video payload of the IP
packet, and contains L bits. Per group of k of these video information packets,
an additional n− k parity packets are transmitted. This results in a systematic
packet codeword of n packets. The parity packets are constructed such that
taking from each packet the ith block of q bits yields an RS(n,k) codeword, for all
i = 1, 2, . . . ,L/q. This construction is illustrated in Figure 10.4. Hence, when e
packets from the packet codeword are erased, each of the L/q RS codewords is
affected by exactly e symbol erasures. The code parameters n and k should be
selected such that the overhead and latency are limited to reasonable values.
In [91], an efficient erasure decoding algorithm is presented based on [27].
The resulting decoding complexity of a RS packet codeword is dominated by
4 · 2q q L additions in Z and 2q q L multiplications in Z, with L the number
of bits in a video packet. Note that the decoding complexity of the shortened
RS(n,k) code is determined by the size 2q of the Galois field, rather than the
specific code parameters n and k.
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Figure 10.4: Construction of a packet codeword of the RS(n,k) code.
10.2.3.2 Raptor Codes
The Raptor (n,k) codes are non-systematic binary codes. Raptor codes are
rateless, which means that for a given information word a potentially infinite
number of code bits can be produced. Raptor codes are designed such that a
high probability of decoding occurs when n = k(1+ ǫ) code bits are received,
where k is the number of information bits and the overhead parameter ǫ is a
design parameter of the Raptor code.
The construction of a Raptor packet codeword is illustrated in Figure 10.5.
From each group of k video information packets, n code packets are computed.
The sequence of each ith bit of all code packets forms the Raptor codeword
corresponding to the information word that contains each ith bit of all video
information packets, for all i = 1, 2, . . . ,L. The latency introduced by the
Raptor code equals the duration of the packet codeword.
Raptor codes [92] are built on LT codes by first applying a pre-code to the
information bits, followed by an LT code operating on the pre-code output bits.
As pre-code, we use an irregular LDPC code. The LT codes were invented by
Luby [95]. Each packet in the codeword is obtained from a bitwise exclusive-or
(XOR) of a uniformly random selection of d information packets, where d is the
degree of the code packet, and d is specified by a suitable degree distribution,
called the weakened LT (wLT) distribution [92].
The LT decoding is achieved using the belief propagation algorithm on a
bipartite graph that represents the information packets and the coded packets;
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Figure 10.5: Construction of a packet codeword of the Raptor code on the
application layer.
each coded packet is connected to the information packets that contribute to the
considered coded packet. First, all code packets with degree one are identified.
The corresponding information packets are trivially resolved, and the degree of
all neighbours in the graph of the resolved information packets is reduced by
one. This allows to resolve the information packets that are connected to coded
packets with original degree of two. This process is repeated until all infor-
mation packets have been resolved (successful decoding) or only code packets
with degree higher than one remain (decoding fails). As this decoding process
requires only XOR operations, the decoding complexity for LT codes is much
smaller than for RS codes.
The total overhead of the Raptor codes, ǫ depends on the overheads of the
two encoding blocks (pre-code and wLT code):
(1+ ǫ) = (1+ ǫLDPC)(1+ ǫwLT) (10.6)
In [92] it has been suggested to set ǫwLT = ǫ/2.
Decoding of the Raptor code is done in two steps. First, the LT decoder
operates on the received packet codeword and returns a number of packets that
have been generated by the LDPC encoder. Then the LDPC decoder attemps to
recover the information packets, making use of the LT decoder output. In [91],
we derive that the decoding complexity of the LT part is given by k(1+ ǫ)(E[d]−
1) XOR operations on packets. LDPC decoding can use the same simplified
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Figure 10.6: Comparison of the decoding complexity of the RS and Raptor
codes.
belief propagation algorithm on a Tanner graph that represents the LDPC code.
The corresponding decoding complexity equals k(1+ ǫLDPC)(E[ld] − 1) XOR
operations on packets, with E[ld] the average left degree in the Tanner graph.
10.2.3.3 Some Numerical Results
Considering an IP packet of L = 104 bits, we have displayed in Figure 10.6, the
decoding complexity of a packet codeword when using the RS or Raptor code,
as a function of the number k of information packets in a packet codeword. The
total transmission overhead is equal to 20%. Assuming a 64-bit processor, one
unit of complexity corresponds to one addition in Z, one multiplication in Z
or 64 XOR operations. The curves confirm the higher decoding complexity of
the RS code. The curve of the RS code increases step-by-step, as the decoding
complexity is a function of the size 2q of the GF; we restrict our attention to
values of q that are multiples of 8. A RS code with q = 8 (for which the
maximum value of k is 212 when considering a 20% overhead) has the same
decoding complexity as a Raptor code with k = 89105 information packets. It
is clear that for the same decoding complexity, the Raptor codes are allowed to
be much longer than the RS codes.
In Figure 10.7 we show the simulated decoder performance of the Raptor
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Figure 10.7: Performance of the Raptor code as a function of the overhead in
the absence of erasures.
code as a function of the overhead, under the assumption that none of the
packets of the packet codeword has been erased. In this case, the simplified
decoding might fail because of the random nature of the code (e.g., for some
of the coded packets, the LT decoder cannot reduce their degree to 1). For
the Raptor code we have selected k = 7300 which results in a latency of 10
seconds (with L = 104 bits and a video bit rate Rvideo = 7.3 Mbit/s), which
is acceptable for streaming video-on-demand applications. As pre-code of the
Raptor code, we use a right-Poisson, left-regular LDPC code, with left degree
equal to 4 [92].
In Figure 10.8, we compare the different codes in the context of streaming
on-demand video. We take Rvideo = 7.3 Mbit/s, L = 10
4 and allow a trans-
mission overhead of 20%. We limit the latency to a maximum of 10 seconds,
which corresponds to Raptor codewords of maximum 7300 video information
packets. We consider Raptor codes designed for respectively ǫ = 0.05, ǫ = 0.1,
ǫ = 0.15 and ǫ = 0.2 but transmit a higher overhead equal to 20%, which is
possible due to the rateless nature of the code. For the RS code, we select the
code with n = 254 and k = 212. Our performance target is to achieve an av-
erage of no more than 1 decoding error in 4 hours. For a given decoding error
probability Punrec, the average number of decoding errors in 4 hours is given by
4 · 3600RvideoPunrec/(kL) ≈ 107Punrec/k. In the absence of error control, the
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Figure 10.8: E[# decoding errors in 4 hr] for the Raptor and RS code.
erasure probability Pe,p should be limited to about 10−7 in order to achieve on
average not more than 1 erasure in 4 hours. Figure 10.8, shows the performance
of the Raptor codes and the RS code as a function of the erasure probability
Pe,p at the input of the decoder. The RS code and the Raptor code designed
for ǫ = 0.05 have similar performance and outperform the other Raptor codes.
These two codes achieve the performance target for Pe,p < 9× 10−2. The Rap-
tor code designed for ǫ = 0.2 has the lowest performance. The price to pay
for the RS code is its decoding complexity, which is larger than for the Raptor
codes by a factor of about 12.
10.2.3.4 Some Conclusions
It is clear that depending on the requirements of the system, e.g., a low decoding
complexity, low memory requirements, low latency constraints,... other codes
or ARQ protocols will satisfy our needs with similar error performance. In the
comparison of examination in this section, the Raptor code designed for ǫ = 0.05
performs as good as the RS code, at the gain of a 10 times smaller decoding
complexity.
Further research might look into the effect of the arguments and degree
distribution of the Raptor code in more detail and explore the combination of
LT codes with other LDPC codes, e.g., the regular LDPC codes as used in Part
I of this book.
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10.3 Publications
Our work, of which was largely reported in this dissertation, has been presented
in the following refereed journal and conference publications:
Journal Publications
• EURASIP Journal on Advances in Signal Processing: [59]
• IEEE Journal on Selected Areas in Communications: [96]
Conference Publications
• IEEE Symposium on Communications and Vehicular Technology in the
Benelux: [97]
• NewCOM++ ACoRN Joint Workshop: [98]
• IEEE International Symposium on Information Theory and Its Applica-
tions (ISITA): [91]
• IEEE International Conference on Communications (ICC): [99,100]
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