Abstract
Introduction
It has been shown in the literature through numerous research works that, usually, fuzzy clustering algorithms [1, 2, 8, 11, 17] perform better on high-dimensional real-world data than crisp clustering methods. Artificial Neural Networks (ANN) [14] have many advantages that can fully be utilised if a suitable combination, of a flexible network-structure and an efficient adaptive learning-mechanism, is used in designing the ANN. Therefore, the goal here is to construct a fuzzy clustering method using an efficient neural network to make use of these advantages. See [6, 9, 10, 12, 13] for such efficient combinations, which are usually called Neuro-Fuzzy Systems.
The new approach, introduced in this paper, is based upon a previous work, where a Weighted Fixed Neural Network (WFNN) [9] is used. In the new approach, a Weighted Incremental Neural Network (WINN) is used instead, to get rid of the disadvantages caused by the shortcomings of WFNN. Otherwise, the details are almost analogous to the previous method, as described and discussed in [9] . In the WFNN algorithm [9] , an initial grid of nodes needs to be defined first, then weights are assigned to the nearest nodes to the data samples. The predefined fixed positions of the nodes make the adaptation mechanism of this algorithm unusually poor, and the algorithm fails in the case of high-dimensional data of "complex" distributions. The incremental behaviour of the WINN algorithm, that new nodes are generated and placed exactly when and where they are needed, generates a net that reflects the data distribution in input space; i.e. denser parts of the resulting net correspond to denser regions in input space. A comparison between WFNN and WINN and their results can be found in [10] . The new clustering algorithm (FC-WINN; Fuzzy Clustering using WINN) is a three-steps approach, where the input data set is first processed by the WINN (which is based on the Growing Neural Gas algorithm, GNG [4] ) to generate the corresponding weighted connected net, which reflects and preserves the topology of the input data set. The second step is to cluster the resulting weighted connected net, using a watershed-like procedure, which simplifies the problem even more and makes it one-dimensional. Finally, in the third step, the clustering result is mapped onto the input data set, using a nearest neighbour classifier [3] .
This approach has the great benefit that clustering the resulting weighted connected net instead of the input data set itself makes it possible to reduce the computational and memory load considerably in the case of large input data sets. The obvious reason is the limited number of nodes in the resulting net. A previous attempt in this direction can be found in [18] . Furthermore, our model has the following interesting properties: 1) The connections between the resulting nodes are modifiable based on input data that can even be of non-stationary distributions. 2) Unsupervised continuous learning based on local information where locality is predetermined. 3) Efficient representation enabling for hierarchical clustering where the constituent sub-clusters can be identified easily. 4) Topology preserving mapping of topologically heterogeneously structured manifolds consisting of sub-sets of different dimensionalities (which are also called in this paper as data sets of "complex" distributions, or simply "complex" data sets).
Weighted Incremental Neural Network (WINN)
A modified version of the incremental neural network, using the Growing Neural Gas (GNG) algorithm [4] , is introduced in this section to be used in the first step of the clustering algorithm, FC-WINN, to process the input data set. The new neural network, called the Weighted Incremental Neural Network (WINN), is an incremental (or growing) selforganising model [5] , with no pre-defined structure, and therefore no restrictions on the dimensionality of the input data to be processed. The model is built-up by successive addition, adaptation, and sometimes deletion of elements, according to suitable strategies, until a stopping criterion is met. The goal is to efficiently build-up a model that reflects the original distribution of the input data set. And if the data set has different local dimensionalities in different parts of input space; e.g. if some of the data samples lie on a one-dimensional line, while some others lie in a two-dimensional plane, and the rest of the samples are arranged as a filled three-dimensional cube, then when using this WINN algorithm there will not be any kind of wastefulness with the resulting representation of this data set, because net-elements are generated and used exactly when and where needed.
The new WINN algorithm produces a weighted connected net, consisting of weighted nodes connected by weighted edges. The weights are proportional to the local densities of the data samples in input space. This results in a net that preserves the topology of the input data set. The number of the resulting nodes is usually much less than the number of the input data samples, which leads to a considerable data reduction for the problem at hand.
The basic idea of the WINN algorithm is to generate and distribute a number of weighted nodes connected by weighted edges in the input data space, so that a relatively high weight-value corresponds to a relatively high density of input data samples in a neighbourhood around the corresponding node or edge, and vice versa. The algorithm begins with only two nodes connected by an edge, then new nodes and edges are generated and the old ones are updated (and sometimes deleted), while the learning process proceeds, until a stopping criterion is met.
A fuzziness factor is introduced in the resulting weighted connected net (which is our model here), by propagating the influence of the input signal (which is the input data sample that is currently presented to the neural network) to the n nearest nodes in the net (i.e. the n winner nodes or the "winners"), by updating them according to the signal-value, and by establishing and updating edges between the first "winner", which is the nearest node to the signal (i.e. the best match), and the other n-1 "winners". The higher n-value is chosen, the higher connectedness of the resulting net is obtained, and consequently the fuzzier the system becomes. A fuzzy system is obtained here since we have n edges that are affected by each input signal, which fuzzyfies the relations between the nodes. Obviously, a higher fuzziness-level corresponds to a lower resolution-level for the system. The reason is that a higher n-value strengthens the connections between the nodes, which reduces both the within-and between-clusters distances. Consequently, nearby clusters are merged together when the n-value is increased. At last, when n is too high, a single cluster is obtained including the whole input data set.
Another factor that affects the fuzziness of the system is the number of nodes in the resulting net, which is proportional to the resolution-level of the system. Choosing a denser net, i.e. consisting of more nodes, produces more and consequently smaller clusters; i.e. more details can be captured and revealed.
Hence, it can be stated here that the number of the resulting clusters is mainly determined by the choice of the number of nodes and the n-value for the WINN algorithm, and that the fuzziness level of the model is proportional to the ratio
. Furthermore, the resulting clusters can be of arbitrary distributions (having arbitrary shapes, densities and sizes), depending on the distribution of the input data set. What is new here, when talking about fuzzy systems, is that there is no need to explicitly define any fuzzy membership function, e.g. a Gaussian or a triangular function. The resulting weighted net functions as a fuzzy representation of the input data set. While in all other existing fuzzy systems (e.g. [1, 2, 6, 8, 11, 17] ), including statistical as well as neural networks approaches, a fuzzy membership function must be defined to be used to cluster and classify input data. As it will be seen later (in section 6), the WINN algorithm overcomes the disadvantages of the previous Weighted Fixed Neural Network (WFNN) algorithm [9] , when processing high-dimensional data.
The WINN algorithm
A modified version of the Growing Neural Gas (GNG) algorithm [4] is developed and presented in this sub-section. Two modifications to the GNG algorithm are introduced here. The first one is necessary to be able to introduce a fuzziness factor in the algorithm. The way of doing that is by considering the n nearest nodes in the net to the signal, where n > 1 (note that n=2 in the original GNG algorithm). This modification is performed in step 2 of the complete WINN algorithm, which follows below. The second modification is necessary to get (compute) and store additional important information about the topological relations in the given input data set. Here, additional weights, which are proportional to the local densities of the data samples in input space, are computed and associated with the nodes and the edges of the resulting net. The resulting net preserves the topology of the input data set. These modifications are performed in steps 6 and 8 (the modified points marked with stars) of the complete WINN algorithm, which follows below.
The complete WINN algorithm is as follows, where the numbering of the steps is preserved as in the original GNG algorithm in [4] How the original Growing Neural Gas (GNG) algorithm works, and how the results look like, is described in details in [4] . The GNG-algorithm's parameters ε ε ε ε b , ε ε ε ε n , α α α α and d are kept constant throughout the experiments presented in this paper; i.e. these parameters are set to the same values for all experiments as follows: ε ε ε ε b =0.05 , ε ε ε ε n =0.0006 , α α α α=0.5 and d=0.0005. On the other hand, the values of the parameters a MAX and λ λ λ λ depend on the number of samples in the input data set; a MAX =(#input data samples / 10) and λ λ λ λ=(final number of input signals that must be generated / desired number of nodes in the net). The final number of required input signals is also estimated as a function of the number of input data samples as follows (#input data samples × 50), but it should not exceed 100,000. The desired number of nodes in the net and the value of the parameter n are chosen by the user. The stopping criterion which has to be checked in step 10 above is also the same for all experiments, and it is simply to check whether the number of input signals generated so far equals or still less than the required final number of input signals.
What the new WINN algorithm adds to the original GNG algorithm, is to associate additional weights with the nodes and the edges of the resulting net. When n=2, this net, with its weighted nodes and weighted connections, reflects the topology of the distribution of the input data set, as proven in [16] . The weights are proportional to the activation frequencies of the corresponding nodes. The activation frequencies are proportional to the number of data samples near the nodes. Therefore, the weights get higher when we go towards the more dense parts of the input data set. Hence, in the case where n=2, this weight layer can be seen as an approximation of the probability density function of the input data set, which can have arbitrary dimensionality in this case. A sufficient number of nodes must be used to be able to generate a good approximation of the probability density function of the input data set. When the n-value gets higher, the distribution repre-sented by the weight layer is going towards the uniform distribution, which is obtained when n equals the number of nodes in the net, i.e. all nodes are activated equally.
The FC-WINN algorithm (Fuzzy Clustering using WINN)
Our fuzzy clustering algorithm, FC-WINN, consists of the following three tasks: 1. Building up a weighted connected net by processing the input data set using the WINN algorithm. 2. Clustering the resulting net using a watershed-like procedure. 3. Clustering input data, by mapping the clustered net onto the input data set, using a nearest neighbour classifier. The first task is described previously in Section (2) of this paper. The obtained weighted connected net reflects and preserves the topology of the input data set.
In the second task, the resulting weighted net from task 1 is clustered. A watershed-like procedure can be used here (see [19] for more details about the watershed algorithm). It is exactly the same procedure, used in [9] where the nodes are, at first, sorted in descending order with respect to their weights, and then labeled as follows: 
End For
The basic idea of the procedure is to start labelling (with different label values) the nodes corresponding to the "tops of the hills" in the weighted net, i.e. the local maxima of the weight layer. The nodes surrounding each top node obtain its label value.
After this step, all of the nodes will be labelled, where the nodes with the same label value are considered as belonging to the same cluster. The result of this procedure is a number of separated weighted sub-nets representing the obtained clusters, one sub-net for each cluster, where all nodes in a sub-net have the same label value.
Finally, in the third task, each input data vector is classified as belonging to the nearest sub-net; i.e. the nearest cluster. A nearest neighbour classifier is used for this purpose.
Performance evaluation
The WINN-based fuzzy algorithm proposed in this paper is tested on both synthetic and real world data sets to demonstrate the general performance and behaviour of this approach in different cases.
Synthetic data sets
Experiments on a number of different synthetic two-dimensional data sets were performed as shown in Figures 1-5 . Figure 1 shows that the algorithm performs well for various types of "simple" distributions for the data. These data sets have various cluster structures (strong = can easily be clustered, weak = difficult to cluster), due to their compactness and separation properties. The resulting weighted connected nets succeed in capturing the topology of the input data sets. And the resulting clusters succeed in taking their own "natural" shape and size. Of course, what a human being visually considers as "natural" shape and/or size, highly depends on at which resolution-level the interpretation is carried out. Increasing n, i.e. the fuzziness of our system, seems to correspond to working on a lower resolution-level in the human visual system. On the other hand, the number of nodes in the net seems to be proportional to the resolution-level in the human visual system, when compared to our model. seem to produce the same number of clusters, but the structure of the clusters depends on the n-value. The noise-samples tend to build their own clusters (rather than be included in "real-data" clusters) when n is decreased while the number of nodes is large enough providing a resolution level that can capture the noise samples in separate clusters. And this is what can be expected from this algorithm, since it is using an error minimisation approach that tries to generate an approximation as close as possible to the probability density function of the input data set. In Figure 3 , we have a more complex-tructure data set with multilevel clusters, i.e. clusters with hierarchical structure, where some of the clusters consist of sub-clusters. Figure 4 illustrates the impact of (gradually) increasing or decreasing the fuzziness of the system, by (gradually) increasing or decreasing the n-value, respectively. Choosing a smaller n-value produces more clusters; e.g. 9 clusters are obtained when n=2, while only 2 are obtained when n=13. Increasing n reduces the number of the resulting clusters by merging some relatively strongly related (i.e. nearby) clusters into larger ones, while finer details can be captured (i.e. more sub-clusters can be separated) when decreasing n, as illustrated by Figure 4 . Here, there exists a lower limit, reached when n=2. Figure 5 shows the impact of (gradually) changing the number of nodes in the net, on the clustering results. Choosing a more dense net (i.e. increasing the number of nodes in the net) produces more clusters; e.g. 8 clusters are obtained when 70 nodes are used, while only 2 clusters are obtained when we have only 7 nodes. Decreasing the number of nodes reduces the number of the resulting clusters, while more sub-clusters can be separated when the number of nodes is increased. Here, there exists an upper limit, reached when the number of nodes equals the number of the data samples being processed. 
Real world data sets 4.2.1. Colour image
Experiments were performed on an RGB-colour real world image, called "the peppers image" shown in Figure 6 . The goal here was to segment the different regions or "objects" in the image, using the RGB-values of the pixels (i.e. using only the colour information of the pixels). The segmentation results are presented by Figure 7 . These results consist of a number of clusters or groups of pixels, one for background pixels and the others for the different red and green peppers' pixels. Figure 7 illustrates the impact of increasing or decreasing the fuzziness of the system, by increasing or decreasing the n-value, respectively. Choosing a smaller n-value produces more, and consequently smaller, clusters, while increasing n reduces the number of the resulting clusters by merging nearby clusters into larger ones.
Choosing n=3 produces 7 clusters (as shown in sub-figure 7:a), where pixels of "nearby" colours are considered as belonging to the same cluster, while choosing n=9 (as shown in sub-figure 7:b) gives only 4 clusters where the brightest pixels (including gleam) in the image have been merged together with the light-green ones into one cluster, and other red, dark-green, and background pixels are put into different clusters. Figure 8 shows histograms for the segmentation results when n=9 (in sub-figure 7:b). Comparison, between the histogram of the segmented image and the corresponding histogram for the resulting sub-nets, shows that the relative size of a resulting sub-net for a cluster, compared to the other resulting sub-nets, depends on the relative proportion of underlying pixels in input space, so that a relatively larger cluster of pixels results in a relatively larger sub-net. This means that relatively "more detailed" sub-nets are obtained for relatively more dense clusters in the data set. And this is what the algorithm is supposed to do, since it is using an error minimisation approach to approximate the probability density function of the input data set.
Databases (Benchmarks)
Three databases were tested: the Fisher's Iris database, the B.German's Glass Identification database, and the James Cook University Thyroid gland database, which are composed of 150 4-D patterns (∈3 classes), 214 9-D patterns (∈2 classes, window or non-window glass), and 215 5-D patterns (∈3 classes), respectively. (n=2 in all cases) . Clustering performed on the data set in Fig. 3: (a) the resulting weighted net from task 1, (b) the resulting sub-nets from task 2, (c) clustered data (task 3).
The classification rate is calculated as the percentage of patterns which are correctly placed into clusters. Table 1 reports a comparison between the best results of the WINN-based algorithm and the results reported in [9] and [21] for us-ing the WFNN-based algorithm respectively the standard fuzzy c-means (FCM) algorithm and the real-coded genetic algorithm (RCGA). The Euclidean norm was considered in all these clustering algorithms. The results show the superiority of the WINN-based algorithm for all of these databases. Detailed information about FCM and RCGA can be found in [20] and [22] , respectively. Figure 6 . The original colour image ("the peppers image").
Hyperspectral Image
Segmentation tasks were performed on a real-world hyperspectral image, a 16-bands (512×512) microscopic image of prostate-cancer cells/tissue, as shown in Figure 9 . The segmentation results are presented by Figure 10 .
Visual inspection and comparison between the segmentation results and the corresponding original image, underline the meaningfulness of the results, as well as the usefulness and efficiency of this technique for segmenting this type of large high-dimensional image data sets.
The segmentation results presented in Figure 10 are obtained using weighted nets of 900 respectively 1400 nodes, producing 8 respectively 12 clusters. Obviously, more details can be seen when using more nodes in the resulting net. The segmentation results show the ability of segmenting the different types of tissues, indicating that these different types of tissues have different spectral properties.
Hence, the algorithm succeeds in putting the (hyperspectral) pixels, belonging to image regions representing different types of tissues, in different clusters. For instance, cell nuclei (which are layers of epithelium cells nuclei) can be clearly recognised as the dark grey respectively the black regions in sub-figures 10:a respectively 10:b. The area occupied by these cell nuclei and the way they are distributed and organised (e.g. in circles or ellipses) are important features to assess the degree of malignancy in prostate cancer. Figure 11 shows histograms for the segmentation result in sub-figure 10:b. Comparison, between the histogram of the segmented image and the corresponding histogram for the resulting sub-nets, shows that the relative size of a resulting sub-net is not always proportional to the relative proportion of underlying (hyperspectral) pixels in input space. The reason is that a denser region can be presented by relatively few nodes when using this method. Consequently, intensive data reduction is obtained. This can easily be seen by comparing the number of nodes in the resulting net, with the number of (hyperspectral) pixels in the original image. For instance, we have (900 nodes)/(512×512 pixels) < 0.35% and (1400 nodes)/(512×512 pixels) < 0.53% in the case of sub-figures 10:a and 10:b, respectively. 
Hyperspectral crop reflectance data
This data set consists of 120 hyperspectral crop reflectance data samples of 164 narrow spectral bands in the spectral regions with wavelengths between 360-900nm. These samples were acquired by a spectrometer. Simultaneously taken field measurements of leaf-damage level in plants were performed on the investigated field areas, which are circular with diameter of about 60cm. A more detailed description of the data set can be found in [15] . Figure 12 shows four hyperspectral crop reflectance data samples for field areas with various levels of leaf damage, from about 0.6% and up to about 76% damage level.
The hyperspectral reflectance data are clustered and the results are compared with the corresponding field leaf-damage measurements, as shown in Figure 13 where the hyperspectral data are sorted in ascending order with respect to the corresponding field measurements ranging from about 0.6% and up to about 76%. The grey-coloured curves and the numbers enclosed by circles indicate the obtained clusters.
Two clusters are obtained when a WINN of 10 nodes with n=2 is used, as shown in sub- figure 13 :a, while four clusters are obtained in the cases of sub-figures 13:b and 13:c, where the used WINNs have 20 nodes with n=2 respectively 30 nodes with n=4. In sub-figure 13:b, clusters "1" and "2" are overlapped and therefore can be merged into one cluster. Comparison between sub-figures 13:a and 13:c shows that each of the two clusters in sub-figure 13:a is divided into two clusters in sub-figure 13:c. 
Extended definition of fuzziness
Is our model really fuzzy? And what is fuzzy here? For simplicity and clarity, the case of two-dimensional data is considered and discussed in this section in which we try to answer these questions.
A zero-valued two-dimensional matrix of a suitable size is generated (e.g. 500 × 500 elements). The weighted connected net is mapped onto this matrix by assigning the weight-values of the nodes to the corresponding matrix elements. And finally, two-dimensional interpolation is carried out to generate and assign proper values to the rest of the matrix elements.
The result is a grey-scale image representing the distribution (in input space) of the weight-values of the nodes. Figure  14 presents filled two-dimensional contour plots of such grey-scale images generated for WINNs obtained by processing the data set shown in Figure 3 . Note that the areas between the isolines are filled with constant colours, with white corresponding to the highest weight value. These plots are approximately diamond-shaped because the boundary represents a kind of a convex hull corresponding to weighted connected nets similar to those presented by sub- figure 4 :a. Figure 14 shows that the resulting WINNs really generate fuzzy representations for the input data set, where each data cluster is represented by a "blob" of weighted nodes connected by weighted edges (where the shape of the blob is formed by the nodes' weight values in the results presented by Figure 14) . Furthermore, as mentioned earlier, the distribution represented by the weight layer goes towards the uniform distribution when the n-value gets higher. Moreover, by utilising the weighted edges connecting the nodes and consequently the underlying data samples, a fuzzification phase can be identified where, as in other fuzzy algorithms, each data sample belongs to every cluster by varying degree of membership. Originally, the nodes are connected and related to each others in a fuzzy fashion where each node is connected to all other ones by series of connections of various strengths represented by the weights of the edges. For simplicity, the series of connections of the highest accumulated strengths are considered to build clusters represented by weighted connected sub-nets whose structure is still fuzzy in the same fashion as the "mother"-WINN. Finally, mapping these sub-nets onto the data set (i.e. classifying the data), generates a sharp clustering result.
In other words, an extended definition of fuzziness is introduced where "intermediate" units, each of which representing a group of data samples, are generated and fuzzily related to each others.
Discussion and conclusions
The WINN-based neuro-fuzzy algorithm, proposed in this paper, seems to have great potential in clustering large highdimensional data sets of "complex" distributions, with different local dimensionalities and densities at different regions in input space. The resulting clusters can be of arbitrary distributions, though they can always take their own natural shape and size.
In this algorithm, there are only two parameters that must be chosen by the user (so far) to determine the resolution level and the connectedness of the net, and to consequently determine the fuzziness of the model. These two parameters are:
• The number of nodes in the resulting weighted connected net.
• The number, n, of the nodes that can be connected when processing an input sample (i.e. the n-value).
The most computationally demanding part of the algorithm is in the first task (when building up the weighted connected net) when determining the n nearest nodes to each input signal. (λ λ λ λ/2) × N 2 distance computations are needed to be performed, where λ λ λ λ is a parameter of the GNG algorithm for insertion of new nodes in the net (when the number of the generated input signals is a multiple of λ λ λ λ), and N is the final number of nodes in the net. The computation of the distance itself is proportional to the dimension, k, of the input data samples (i.e. the length of the data vector).
Data reduction is performed in this task, which in turn makes life easier for the subsequent tasks, and adds another advantage for this algorithm, making it suitable for processing large input data sets. Furthermore, the WINN algorithm used in task 1 is stochastic, since not all input data samples are needed to build-up the weighted connected net. It is sufficient to use a randomly chosen sub-set from the input data set. The conclusion that can be drawn here is that, this method is computationally efficient and relatively fast when compared to other existing methods for clustering large high-dimensional data sets.
The resulting weighted connected net succeeds in capturing "important" topological relations of the input data set. The topological information is represented by the weighted nodes (i.e. the positions and the corresponding weights) and the weighted connections (i.e. to which nodes each node is connected, and how strong these connections are).
The obtained weighted nodes make it possible to view or process a certain subset of a cluster by thresholding the cluster's nodes with respect to their weights. For instance, the "kernel" of a cluster can be defined as the connected nodes, of the corresponding sub-net, with weights larger than a certain threshold-value.
Hierarchical clustering can be performed by using more dense nets, locally placed where the "kernel" of a certain cluster is identified, to be able to "zoom in" and cluster the "kernel" into a number of sub-clusters. Another possibility is to decrease the fuzziness factor (the n-value) to be able to cluster the "kernel". By these ways, we can iteratively refine the clustering locally, exactly where it is needed. The limits are reached when the number of nodes equals the number of the data samples being processed, and/or when n=2.
Moreover, no membership functions are needed to be defined for this algorithm, and consequently, no difficulties are found when nets of fine resolutions are needed. On the other hand, in traditional grid-partitioning fuzzy systems, finer partition requires specifying a larger number of linguistic labels, and if this number exceeds a certain limit (e.g. more than 12 linguistic labels for one class), then it would be completely impossible to describe the fuzzy system (see [6] for more details). A problem of the same nature is encountered when using the previous grid-partitioning, non-incremental approach; the WFNN-based algorithm, where an initial grid of nodes needs to be defined first (at least "imaginary", as in the case of using the "improved" version of the WFNN algorithm), and then weights are assigned to the nearest nodes to the data samples and weighted edges are established between these nodes. Only the non-zero weighted nodes, which carry information, are used in the final net. The problem arises because the size of the initial grid grows rapidly when the dimensionality of the data set is increased, while at the other hand, the relative proportion of non-zero weighted nodes gets smaller. This leads to serious performance limitation of the WFNN algorithm which fails in adapting properly (as in the case of the 9-dimensional Glass database), since the beforehand determined fixed positions of the nodes can not be opti-mal for all possible structures in the distribution of the input data set, especially in the case of relatively small highdimensional data sets where the resolution is usually poor due to sparseness of the data samples in input space.
Using the WINN algorithm offers more flexibility than the previous WFNN algorithm [9] , when working with highdimensional data sets of "complex" distributions. The reason is the incremental behaviour of the new algorithm, that new nodes are generated and placed when and where they are exactly needed, generating a net, which reflects the data distribution in input space; i.e. higher weighted parts (i.e. nodes and edges) of the resulting net correspond to more dense regions in input space. A desirable property of the WINN algorithm that we get into the bargain here is that this approach is not only resistant to noise and outliers, but also offers the ability to capture and identify noise and outliers; i.e. it is possible to not only to distinguish between noise and "useful or real" data, but also to map both of them. As we for instance know, noise and outliers are usually relatively sparse when compared to the "real" data.
The results obtained so far are still preliminary, but promising and underline the usefulness and efficiency of this algorithm for clustering data of any possible distribution (i.e. of any possible type, structure and dimensionality), by generating and using a weighted connected net as a fuzzy representation of the input data set. The WINN-based model proposed here in this paper is intuitive, straightforward, and easy to understand and use. There is no "black box" in this model, therefore everything can be utilised systematically. The model is highly dynamic and elastic, but at the same time quite simple. It can be considered as an Artificial Intelligence system which succeeds in managing high-dimensional data. Finally, it is possible to develop extensions of this algorithm, which seems to open the door for a new family of neuro-fuzzy clustering and classification methods. For instance, using the modified GNG-U algorithm (Growing Neural Gas with Utility criterion, [7] ) makes it possible to track and cluster data of non-stationary distributions. Only the lack of imagination is the limitation here.
