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We revisit the problem of two dimensional metals in the vicinity of a quantum phase transition
to incommensurate Q = 2kF charge density wave order, where the order parameter wave vector
Q connects two hot spots on the Fermi surface with parallel tangents. Earlier theoretical works
argued that such critical points are potentially unstable, if the Fermi surface at the hot spots is
not sufficiently flat. Here we perform a controlled, perturbative renormalization group analysis and
find a stable fixed point corresponding to a continuous quantum phase transition, which exhibits
a strong dynamical nesting of the Fermi surface at the hot spots. We derive scaling forms of
correlation functions at the critical point and discuss potential implications for experiments with
transition metal dichalcogenides and rare-earth tellurides.
I. INTRODUCTION
While Landau’s Fermi liquid theory has been tremen-
dously successful in describing properties of ordinary
metals, a variety of strongly correlated electron mate-
rials show an unusual strange metal or non-Fermi liquid
behaviour, which is not captured within the Fermi liquid
framework. It is usually characterized by a linear temper-
ature dependence of the resistivity, as well as an absence
of resistivity saturation at the Mott-Ioffe-Regel limit [1],
which is taken as evidence for the absence of well-defined
electronic quasiparticle excitations [2]. Examples include
the strange metal phases observed in cuprate and iron
pnictide superconductors [3, 4], heavy fermion materials
[5] and also in twisted bilayer graphene [6].
Quantum critical points in metals are a promising
theoretical scenario giving rise to non-Fermi liquid phe-
nomenology [7]. Indeed, in two spatial dimensions the
strong coupling between gapless order parameter fluc-
tuations and particle-hole excitations at the Fermi sur-
face leads to a loss of electronic quasiparticle coherence
and to a strong damping of order parameter fluctuations.
Even though the computation of transport coefficients in
these models remains a big challenge, two notable theo-
retical developments have considerably advanced our un-
derstanding of metallic quantum critical points: first,
some lattice models of electrons coupled to a bosonic
order parameter can be numerically studied using de-
terminant quantum Monte-Carlo methods avoiding the
infamous fermion sign problem [8–11]. Second, epsilon
expansions have been developed for hot spot models of
quantum critical points in metals, allowing to charac-
terize non-Fermi liquid fixed points within a controlled
renormalization group approach, where the bosonic and
fermionic degrees of freedom are treated on equal footing
[12–15].
Due to the fact that strange metals are often found
in the regime between a magnetically ordered phase and
an ordinary Fermi liquid, a lot of theoretical work has
focused on the study of commensurate spin density wave
quantum criticality in metals [10, 14, 16–22]. In this work
we consider incommensurate charge density wave (CDW)
quantum critical points in quasi two dimensional metals
instead, where the electron density spontaneously breaks
translational symmetries and develops a density modula-
tion with a wave vector Q that is incommensurate with
the underlying crystalline lattice. In particular, we are
interested in systems where the CDW ordering wave vec-
tor Q = 2kF is determined by a partial nesting condition
of the Fermi surface and connects two points on the Fermi
surface with parallel tangents. This is to be distinguished
from perfect nesting, where entire sections of the Fermi
surface are connected by the same 2kF wavevector.
The properties of 2kF density wave quantum critical
points in two-dimensional metals have been analyzed in
previous theoretical works [23–29]. While an early study
by Altshuler et al. [23] concluded that the incommensu-
rate transition is of first order due to strong fluctuations,
a more recent article by Sykora et al. [28] pointed out
that the transition is potentially continuous, if the Fermi
surface is sufficiently flat at the hot spots. In this work,
building upon the epsilon expansion by Dalidovich and
Lee [13], we resolve this open problem by performing a
controlled renormalization group (RG) analysis of such
an incommensurate Q = 2kF CDW transition. We show
that there is a strong dynamical nesting of the Fermi
surface at the two hot spots connected by the 2kF wave
vector and identify a stable RG fixed point corresponding
to a continuous quantum phase transition. Furthermore,
we compute critical exponents and the scaling form of
correlation functions at the non-Fermi liquid fixed point
to leading order in epsilon and point out experimental
signatures.
CDW order plays an interesting role in underdoped
cuprates and has been observed in a variety of quasi two-
dimensional materials such as transition metal dichalco-
genides and rare-earth tellurides. Several of these mate-
rials exhibit a CDW ordering wave vector which is com-
mensurate with the crystalline lattice, implying that the
transition is likely driven by the coupling to phonons.
A few notable exceptions with incommensurate CDW
order exist, such as the 2H forms of NbSe2 and TaS2
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[30, 31], VSe2 [32], as well as SmTe3 and TbTe3 [33, 34].
In some of these compounds the CDW transition temper-
ature can be tuned to zero across a potential quantum
critical point by intercalation or applying pressure, in-
dicating that electronic correlations could be the main
driving force behind the CDW transition [35]. Moreover,
some of these materials become superconducting at low
temperatures in the vicinity of the putative CDW quan-
tum critical point [36–38]. One of our aims is to provide
clear experimental signatures of an incommensurate 2kF
CDW quantum phase transition, which would allow to
settle the question if the incommensurate CDW transi-
tion in materials like NbSe2 is driven by electronic corre-
lations, or by a different mechanism, such as the coupling
to phonons.
The rest of this work is outlined as follows: in Sec. II
we introduce the model of electrons coupled to charge
density wave fluctuations in two dimensions, as well as a
generalization to higher dimensions which is amenable to
dimensional regularization. Sec. III presents our results
for the one-loop boson and fermion self-energies in ar-
bitrary dimensions. The RG flow equations, their fixed
point structure and the scaling form of the boson and
fermion two-point correlators are presented in Sec. IV. A
discussion of experimental signatures follows in Sec. V.
Finally, results on superconducting instabilities in the
vicinity of the QCP are presented in Sec. VI. We close
with discussions and conclusions in Sec. VII.
II. MODEL
We start from a theory of electrons coupled to charge
density wave fluctuations in two spatial dimensions de-
scribed by the Euclidean action
S =
∫
k
ψ†(k)(−ik0 + ξk)ψ(k) + 1
2
∫
q
φ(q)χ−1q φ(−q)
+λ
∫
k,q
φ(q)ψ†(k + q)ψ(k) , (1)
where the fermionic field ψ(k) (spin index suppressed) de-
scribes electrons with frequency/momentum k = (k0,k),
the electron dispersion measured from the Fermi energy
is denoted by ξk, the real field φ(q) describes CDW fluc-
tuations and χq = χ−q is the bare CDW susceptibility,
which we assume to be peaked at the incommensurate
2kF wave vectors ±Q. Consequently, electrons scatter
predominantly in the vicinity of two hot-spots connected
by the vector Q (see Fig. 1). A finite order parameter
expectation value 〈φ〉 6= 0 gives rise to a ground state
with a spatially modulated electron density.
We expand the action around the hot spots by writing
q = ±Q + p and denoting φ(q0,±Q + p) ≡ φ±(q0,p) ≡
φ±(p). Analogously we denote the Fermion fields in the
vicinity of the two hot spots by ψ(k0,±Q/2+k) ≡ ψ±(k).
Expanding the electron dispersion as well as the CDW
susceptibility to second order around the hot spot mo-
kx
ky
- +Q
FIG. 1. Scattering geometry for electrons coupled to incom-
mensurate Q = 2kF order parameter fluctuations. The order
parameter wave vector Q (blue arrow) couples electrons in
the vicinity of two hot spots (denoted by − and +), where
the Fermi surface (thick black line) has parallel tangents.
menta we thus obtain the low energy effective action
S =
∑
s=±
N∑
j=1
∫
k
ψ†s,j(k)
(−ik0 + skx + k2y)ψs,j(k)
+
∫
k
φ+(k)
(
k20 + k
2
x + k
2
y
)
φ−(−k)
+
λ√
N
N∑
j=1
∫
k,p
[
φ+(p)ψ†+,j(k + p)ψ−,j(k)
+ φ−(−p)ψ†−,j(k − p)ψ+,j(k)
]
, (2)
where we’ve generalized the model to allow for N distinct
fermionic species (with N = 2 for spin-1/2 fermions) and
tuned the model to the quantum critical point, where the
mass term for the order parameter field vanishes. Note
that momenta in the fermion kinetic term are rescaled
such that all proportionality constants are equal to unity.
As discussed in detail below, only the ∼ k2y term in the
kinetic part of the boson is relevant in the RG sense,
while all other terms are irrelevant and will be discarded
in the following. For this reason we have set their pro-
portionality constants to unity as well.
In order to perform an epsilon expansion we generalize
this action to arbitrary dimensions by increasing the co-
dimension of the Fermi surface, following earlier work by
Dalidovich and Lee [13]. For this reason it is convenient
to define the spinor
Ψj(k) =
(
ψ+,j(k)
ψ†−,j(−k)
)
, (3)
2
and to rewrite the action (2) as
S =
∑
j
∫
k
Ψj(k) [−iσyk0 + iσxδk] Ψj(k)
+
∫
k
φ+(k)
(
k20 + k
2
x + k
2
y
)
φ−(−k)
− iλ
2
√
N
∑
j
∫
k,p
[
φ+(p)Ψj(k + p)σyΨ
T
j (−k)
+ φ−(−p)ΨT (p− k)σyΨ(k)
]
(4)
with
Ψ = Ψ†σy, δk = kx + k2y. (5)
A canonical way to generalize this action to d spatial
dimensions while keeping the action local is to write the
fermion kinetic term as∑
j
∫
kd+1
Ψj(k) [−iΓ ·K + iσxδk] Ψj(k), (6)
where we defined
Γ = (σy, σz, ..., σz) , K = (k0, k1, ..., kd−2) = (k0,k),
δk = kd−1 + k2d,
∫
kd+1
=
∫
dd−1Kdkd−1dkd
(2pi)d+1
. (7)
The additional momenta k1, . . . , kd−2 correspond to the
new directions perpendicular to the Fermi surface and
due to the Dirac structure of the action the fermions
have a linear dispersion in these directions. The kinetic
term of the boson is generalized accordingly to∫
kd+1
φ+(k)
(
K2 + k2d−1 + k
2
d
)
φ−(−k). (8)
in arbitrary dimensions.
The quadratic terms in the action are invariant under
the scaling transformation
K =
K′
b
, kd−1 =
k′d−1
b
, kd =
k′d
b
1
2
,
Ψ(k) = Ψ′(k′)b
d
2+
3
4 , φ±(k) = φ′±(k′)b
d
2+
3
4 . (9)
A consequence of this scaling transformation is that all
terms in the boson propagator apart from the ∼ k2d term
are irrelevant at tree level and can be neglected in the
following computations. However, as we will discuss in
detail below, the renormalization group flow generates
a linear term ∼ kd−1 in the boson propagator, which
is relevant, allowed by symmetry and crucial to remove
infrared divergences. This term arises from the fact that
the susceptibility is enhanced along the line of 2kF wave
vectors k defined via ξ(k+G)/2 = 0 with G an arbitrary
reciprocal lattice vector, connecting points on the Fermi
surface with parallel tangents [25]. For this reason we
add the term akd−1 to the boson propagator from the
start, where a is a dimensionless parameter which will
flow under the RG. The coupling constant λ transforms
as
λ′ = λb
1
2 (
5
2−d), (10)
consequently interactions are irrelevant in d > 5/2 and
we can perform a controlled expansion in small  = 52−d.
As usual we define a dimensionless coupling constant by
introducing an arbitrary mass scale µ via the replace-
ment λ→ λµ/2. Our final form of the action in general
dimensions thus reads
S =
∑
j
∫
kd+1
Ψj(k) [−iΓ ·K + iσxδk] Ψj(k)
+
∫
kd+1
φ+(k)
(
k2d + akd−1
)
φ−(−k)
− iλµ
/2
2
√
N
∑
j
∫
kd+1,pd+1
[
φ+(p)Ψj(k + p)σyΨ
T
j (−k)
+ φ−(−p)ΨT (p− k)σyΨ(k)
]
. (11)
In the following we study this action within a field-
theoretic renormalization group approach using di-
mensional regularization and the minimal subtraction
scheme. For this reason we compute one-loop diagrams
and extract the 1/ counterterms in the next section.
III. ONE-LOOP DIAGRAMS
The bare fermion and boson propagators for the theory
in Eq. (11) take the form
G(k) =
〈
Ψ(k)Ψ(k)
〉
0
= −i−Γ ·K + σxδk
K2 + δ2k
D+(k) =
〈
φ+(k)φ−(−k)〉
0
=
1
k2d + akd−1
. (12)
Analogously we define D−(k) = 〈φ−(k)φ+(−k)〉0 ≡
D+(−k). Even though this seems like a redundant def-
inition, it is important to distinguish bosonic degrees of
freedom in the vicinity of the 2kF wave vector Q and
−Q and the linear term ∼ akd−1 in the boson propa-
gator is allowed by this symmetry. The one-loop boson
self-energy Π+(k) ≡ Π−(−k) is given by the integral
Π+(k) = −λ
2µ
2N
∫
pd+1
Tr
[
σyG(p)σyG
T (k − p)] (13)
and evaluates to (details can be found in appendix A)
Π+(k) = −u1λ2 ek

− u2λ2 |K|
3
2√|ek|Θ(−ek) + . . . , (14)
where Θ(x) is the unit step function and we expanded
the self-energy around  ≈ 0 as well as around |K| ≈ 0
3
and defined
u1 =
Γ
(
5
4
)
8
√
2pi
7
4
≈ 0.0108, u2 =
Γ
(
1
4
)
Γ
(
5
4
)
16
√
2pi
5
4 Γ
(
7
4
) ≈ 0.0378,
ek = kd−1 +
1
2
k2d. (15)
Note that ek = 0 defines the line of 2kF momenta. The
frequency dependent term ∼ |K|3/2 is the d = 5/2 di-
mensional analog of the Landau damping term ∼ |k0|
in two dimensions. Note that this term doesn’t have a
1/ pole and thus does not renormalize. Consequently
no frequency dependent terms are generated in the bo-
son propagator during the one-loop RG flow. On the
other hand, the ∼ 1/ term is proportional to k2d and to
kd−1 and thus generates an RG flow of the corresponding
terms in the boson propagator.
The fermion self-energy is given by the integral
Σ(k) =
λ2µ
N
∫
pd+1
σyG
T (p− k)σyD+(p). (16)
As shown in appendix B, this integral evaluates to
Σ(k)− Σ(0) = iσx

2u1λ
2
(1− a)√|a˜|N
(
k2d
1− a − kd−1
)
+ finite terms, (17)
where a˜ = a1−a . As discussed in detail below, these terms
renormalize the fermion dispersion. The fact that all
frequency dependent terms in the boson propagator are
irrelevant implies that the fermionic self-energy has no
frequency dependence either. This seems strange in the
light of naive 1/N expansions, where the Landau damp-
ing term plays a prominent role and leads to a non-Fermi
liquid form of the fermion self-energy. In any case, simple
1/N expansions are known to break down for models of
metallic quantum critical points [18, 39, 40]. Since no fre-
quency dependent terms renormalize the boson propaga-
tor at one-loop level, Landau damping effects are less im-
portant within this controlled epsilon expansion scheme
and only appear at two-loop order. Note that this is a
crucial difference to the Ising-nematic QCP studied in
Ref. [13], where the Landau damping term had to be in-
cluded in the boson propagator to cure an IR divergence
in the fermion self-energy, despite the fact that it doesn’t
renormalize at one loop order. By contrast, in the prob-
lem studied here an analogous IR divergence is cured by
the akd−1 term in the boson propagator, as can be seen
directly from the a dependence in Eq. (17).
Finally, we note that there is no one-loop vertex cor-
rection in our theory, because one simply cannot draw a
one-loop vertex diagram given the structure of the inter-
action term in Eq. (11).
IV. RENORMALIZATION
A. Fixed points
We now use the minimal subtraction scheme to derive
RG flow equations for all dimensionless parameters in
Eq. (11). In order to make our theory UV finite we need
to include counterterms in the action, which subtract the
divergent terms in the limit  → 0. These correspond
to the ∼ 1/ terms in the one-loop diagrams evaluated
above. Since we used the convention Ψ
(
G−10 − Σ
)
Ψ for
the definition of the self-energy Σ, we need to add the
divergent part of self-energy to cancel the 1/-poles (the
same holds for the bosonic self-energy Π). Therefore the
renormalized action reads
Sren= S + Sct
=
∑
j
∫
kd+1
Ψj(k)
[−iΓ ·K + iσxkd−1Z2 + iσxk2dZ3]Ψj(k)
+
∫
kd+1
φ+(k)
[
k2dZ4 + akd−1Z5
]
φ−(−k) + Sint, (18)
where we defined Zi = 1 +
Zi,1
 and
Z2,1= − 2u1λ
2
(1− a)√|a˜|N , Z3,1 = 2u1λ2(1− a)2√|a˜|N ,
Z4,1= −u1λ
2
2
, Z5,1 = −u1λ
2
a
. (19)
Introducing the rescaled bare fields
K = KB , kd−1 = Z−12 kB,d−1, kd = Z
− 12
3 kB,d,
Ψ(k) = Z
1
2
2 Z
1
4
3 ΨB(kB), φ
±(k) = Z
1
2
2 Z
3
4
3 Z
−1
4 φ
±
B(kB)
λB = λµ

2Z
− 12
2 Z
1
4
3 Z
− 12
4 , a = Z2Z
−1
3 Z4Z
−1
5 aB (20)
brings the renormalized action back to its initial (bare)
form in Eq. (11). The one-loop β-functions for the cou-
plings λ and a follow straightforwardly from Eqs. (20)
and take the form
βλ = µ
dλ
dµ
=
u1λ
3
2
(
3− 2a
(1− a)2√|a˜|N + 12
)
− 
2
λ,
βa = µ
da
dµ
= u1λ
2
(
2a(2− a)
(1− a)2√|a˜|N + a2 − 1
)
. (21)
For the physical case N = 2 these β-functions describe
three scale-invariant fixed points at
(λ∗1, a
∗
1) =
(
4.335
√
, 0.152
)
,
(λ∗2, a
∗
2) =
(
20.43
√
, 3.383
)
,
(λ∗3, a
∗
3) =
(
25.137
√
, 2.0
)
, (22)
where the first and second fixed points are stable and the
third one is unstable. The line a = 2 separates the two
domains of attraction of the two stable fixed points. A
4
corresponding flow diagram is shown in Fig. 2. Note that
the β-functions are singular at a = 0, 1, but the differ-
ential equation for the RG flow trajectory dadλ is regular
at these points, giving rise to continuous solutions of the
flow equations.
For the problem of interest here, namely a generic
Fermi surface with two hot spots connected by a 2kF
wave vector, a physically sensible UV initial condition for
the RG flow corresponds to a positive coupling λ as well
as an infinitesimally small value of a, such that the den-
sity susceptibility is initially peaked at the Q = ±2kF
wave vector. Consequently the RG flow is directed to-
wards the first fixed point (λ∗1, a
∗
1), which we identify with
the continuous quantum phase transition between an or-
dinary Fermi liquid metal and the incommensurate 2kF
charge density wave phase. Note that an initial condi-
tion with a = 2 would correspond to a perfectly circular
Fermi surface, where the density susceptibility has de-
generate maxima along the entire 2kF line defined by
±2kx + k2y = 0. In this highly fine tuned case fermions
along the entire Fermi surface can scatter resonantly, not
just at the two hot spots. It is important to realize that
this doesn’t invalidate the hot spot theory, however, be-
cause the scattering is local in momentum space and one
obtains a theory with an infinite set of decoupled hot
spot pairs. This situation is similar to the Ising-nematic
problem and to the quantum phase transition between a
normal metal and a FFLO superconductor at vanishing
velocity detuning studied in Ref. [41]. Interestingly, the
Fermi surface retains its shape and no dynamical nesting
occurs during the flow along the a = 2 line to the third
fixed point (λ∗3, a
∗
3). This is in stark contrast to the flow
towards the first stable fixed point, where a strong dy-
namical nesting of the Fermi surface at the two hot spots
occurs during the RG flow, as discussed in the next sec-
tion. Finally, we do not identify the second stable fixed
point (λ∗2, a
∗
2) with a physically meaningful situation. A
UV initial condition with an arbitrary value of a different
from zero or two would correspond to a density suscep-
tibility with degenerate maxima that do not correspond
to a 2kF line.
B. Correlators
In the following we discuss the general scaling form of
the correlation functions
〈Ψ(k1)...Ψ(km)Ψ(km+1)...Ψ(k2m)
φ+(k2m+1)...φ
+(k2m+n)φ
−(k2m+n+1)...φ−(k2m+2n)〉
= G(m,m,n,n) ({ki}, µ, λ, a) δ(d+1) ({ki}) , (23)
FP1
FP2
FP3
� �� �� �� λ�
�
�
�
��
FIG. 2. RG flow in the λ − a plane for  = 1/2 and N =
2. The three fixed points are marked by red dots and their
coordinates are given in Eq. (22). We identify the stable fixed
point FP1 with the 2kF CDW quantum critical point of a
metal with a generic Fermi surface, where two hot spots are
connected by an incommensurate 2kF wave vector.
where δ(d+1) ({ki}) ensures energy and momentum con-
servation. We define the dynamical critical exponents
z−1d−1 = 1 +
d lnZ2
d lnµ
= 1 +
2u1λ
2
(1− a)√|a˜|N ,
z−1d = 1 +
d lnZ3
d lnµ
= 1− 2u1λ
2
(1− a)2√|a˜|N , (24)
as well as the anomalous dimensions of the fermion and
boson fields
ηΨ =
1
2
d lnZΨ
d lnµ
=
u1λ
2
2
2a− 1
(1− a)2√|a˜|N ,
ηφ =
1
2
d lnZφ
d lnµ
=
u1λ
2
2
(
2a+ 1
(1− a)2√|a˜|N + 12
)
, (25)
where ZΨ = Z
−1
2 Z
−1/2
3 and Zφ = Z
−1
2 Z
−3/2
3 Z4. Using
these quantities the renormalization group equation for
the correlation functions takes the form[
2m+2n∑
i=1
(
Ki∇Ki +
kd−1,i
zd−1
∂
∂kd−1,i
+
kd,i
2zd
∂
∂kd,i
)
−βλ ∂
∂λ
− βa ∂
∂a
− 2m
(
ηΨ − 4− 
2
)
− 2n
(
ηφ − 4− 
2
)
+
(
− 3
2
− 1
zd−1
− 1
2zd
)]
G(m,m,n,n) ({ki}, µ, λ, a) = 0.
(26)
5
At the fixed points, where the β-functions are zero, the
solution of the RG equation for the fermion and boson
two-point functions gives rise to the scaling forms
G(k) =
1
|kd|2zd fΨ
( |K|
|kd|2zd ,
sgn(kd−1)|kd−1|zd−1
|kd|2zd
)
, (27)
D+(k) =
1
|kd|2pzd fφ
( |K|
|kd|2zd ,
sgn(kd−1)|kd−1|zd−1
|kd|2zd
)
,(28)
with
p =
1
zd
− u1(λ
∗)2
2
(29)
and fΨ and fφ are universal scaling functions. From the
scaling form of the fermion propagator we can infer the
shape of the renormalized Fermi surface at the hot spots.
In the non-interacting case the fermion propagator has
poles at the Fermi surface defined by f−1Ψ (0,±1) = 0.
Analogously, the renormalized shape of the Fermi surface
is then determined by the equation
sgn(kd−1)|kd−1|zd−1 = ±|kd|2zd . (30)
For the physical case N = 2 the first fixed point (λ∗1, a
∗
1)
is characterized by the dynamical critical exponents
(z−1d−1, z
−1
d )
∗
1 =
(
1 + 0.566, 1− 2
3

)
(31)
and anomalous dimensions of the fermion and boson
fields given by
(ηΨ, ηφ)
∗
1 = (−0.116, 0.268) . (32)
At this fixed point the Fermi surface in the vicinity of
the two hot spots takes the form kx = ±|ky|3.85 in d = 2
dimensions, which indicates a strong dynamical nesting
with a vanishing Fermi surface curvature at the hot spots,
as shown in Fig. 3. By contrast, for a = 2 the two crit-
ical exponents zd and zd−1 in Eq. (24) are equal and
thus the Fermi surface retains its shape for the RG flow
along the a = 2 line. Note that all fixed points describe
non-Fermi liquids, with a non-linear, power-law fermion
dispersion perpendicular (tangential) to the Fermi sur-
face determined by the dynamical critical exponent zd−1
(2zd).
V. EXPERIMENTAL SIGNATURES
While there ist strong evidence that the incommensu-
rate CDW transition in rare-earth tellurides is driven by
Fermi surface nesting [33, 42], the situation in the transi-
tion metal dichalcogenides NbSe2 and TaS2 is much less
clear. Fermi surface nesting [35, 43], saddle bands [44],
as well as electron-phonon coupling [45, 46] have been
suggested as possible CDW mechanisms. Here we ar-
gue that it would be beneficial to study these materials
��� ��� ��� ��� ��� ��
-���
���
��
FIG. 3. Dynamical nesting of the Fermi surface. The blue
solid line shows the form of the renormalized, flattened Fermi
surface at one hot spot, as determined from Eq. (30) at the
first RG fixed point (λ∗1, a
∗
1) for N = 2 and  = 1/2, i.e. in
d = 2 dimensions. The black dashed line indicates the initial,
parabolic form of the Fermi surface as reference.
in the vicinity of the quantum phase transition to the
density wave ordered phase. Experimentally, the quan-
tum phase transition can be driven by applying pressure
[35, 36] or intercalating different transition metals [38].
As we’ve layed out in this work, a quantum phase tran-
sition driven by Fermi surface nesting has definite sig-
natures, which can be detected in the quantum critical
regime at finite temperature above the quantum criti-
cal point. The most striking experimental signature of
CDW quantum criticality would be the power-law be-
havior of the density susceptibility in the vicinity of
the critical point. At the 2kF wave vector Q its char-
acteristic power-law frequency dependence follows from
Eq. (28) and has the form D(ω) ∼ |ω|−p with the expo-
nent p = 1− 0.769 ' 0.616 for the physical case N = 2
and in d = 2 dimensions, which should be observable
with a variety of experimental probes, such as Raman-
or inelastic X-ray and neutron scattering. The same sig-
natures should be observable in rare-earth tellurides such
as SmTe3 and TbTe3.
Moreover, in the quantum critical regime we expect
ω/T scaling, i.e. the temperature T and frequency ω de-
pendent density susceptibility at the 2kF wave vector
should obey the scaling relation
D(ω, T ) = |ω|−p fT (T/ω) (33)
with a universal scaling function fT . Accordingly, the
static density susceptibility at the 2kF wave vector has a
power-law temperature dependence D(0) ∼ T−p with the
same exponent p. Again, this characteristic temperature
dependence should be observable using Raman- or elastic
X-ray and neutron scattering.
Thermodynamic signatures are a bit more difficult
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to discern, unfortunately. The specific heat has singu-
lar contributions from ”hot” fermions in the vicinity of
the hot spots, as well as an ordinary linear in temper-
ature contribution from ”cold” fermions far away from
the hot spots. The latter contribution dominates, how-
ever, which can be seen as follows: in analogy to the spin
density wave critical point we expect hyperscaling to be
obeyed in the CDW hot spot theory discussed here [47],
consequently the scaling dimension of the free energy
density is given by [f ] = (d− 1) + z−1d−1 + (2zd)−1, where
the first term comes from the scaling dimension of the
time-like- and the extra-dimensional directions, whereas
the last two terms arise from the scaling dimension of the
two spatial directions. The temperature dependence of
the specific heat thus takes the form
Cv ∼ T d−2+z
−1
d−1+(2zd)
−1
. (34)
In two spatial dimensions the specific heat exponent is
larger than one at the first fixed point and thus the sin-
gular contribution is subleading compared to the Cv ∼ T
contribution from cold fermions.
An alternative way to compute this contribution is via
the scaling form of the electron propagator in Eq. (27),
from which the electronic density of states ν(ω) of the hot
electrons can be computed. In d = 2 spatial dimensions
it takes the form
ν(ω)− ν(0) ∼ (1− zd−1) |ω|z
−1
d−1+(2zd)
−1−1 . (35)
The singular part of ν(ω) gives rise to the same tem-
perature dependence of Cv as determined above. Note,
however, that the non-zero constant density of states ν(0)
again leads to a dominant linear contribution Cv ∼ T .
VI. SUPERCONDUCTING INSTABILITIES
Superconductivity has been observed in the vicinity of
various metallic quantum critical points. For the 2kF
CDW critical point discussed here, a natural supercon-
ducting instability corresponds to the formation of spin-
singlet Cooper pairs between electrons at the two an-
tipodal hot spots. In order to investigate whether such a
superconducting instability is enhanced or suppressed in
the vicinity of the QCP, we compute the scaling dimen-
sion of the singlet Cooper-pair creation operator at the
fixed point by including a corresponding source term in
the action:
Scp = g
∫
k
[
ψ+,↑(k)ψ−,↓(−k)
−ψ+,↓(k)ψ−,↑(−k) + c.c.
]
. (36)
In spinor representation and in general dimensions this
term can be written as
Scp = g
∫
kd+1
ταβy Ψα(k)Ψβ(k), (37)
where the Greek indices are spin indices and ταβy is a
Pauli matrix in spin space. The vertex factor and the
one-loop correction read −gταβy 1+ gταβy V , where V is a
matrix in spinor space given by the integral
V =
λ2µ
N
∫
p
σyG
2(p)σyD+(p+ q). (38)
Calculating V (see Appendix C) leads to the 1/-pole
V = −1 4u1λ
2
(1− a)√|a˜|N + finite terms (39)
The renormalized action, which we get by adding V , is
given by
Srcp = gµZg
∫
kd+1
ταβy Ψα(k)Ψβ(k), (40)
where we introduced an arbitrary mass scale µ to make
the coupling dimensionless and Zg = 1+
Zg,1
 with Zg,1 =
− 4u1λ2
(1−a)
√
|a˜|N . The β-function for the source field g reads
βg = g(−1− ηg) (41)
with the anomalous dimension
ηg =
d lnZg
d lnµ
=
4u1λ
2
(1− a)√|a˜|N . (42)
The first fixed point is the only one with a < 1 and
therefore ηg = 1.131 > 0 for N = 2. Consequently su-
perconducting instabilities are enhanced at the first fixed
point. At the other two fixed points ηg < 0 and super-
conductivity is suppressed.
VII. DISCUSSION AND CONCLUSIONS
We’ve presented a controlled, perturbative renormal-
ization group study of incommensurate 2kF CDW quan-
tum critical points in two-dimensional metals, which
treats electronic as well as bosonic order parameter fluc-
tuations on equal footing, and found a stable fixed point
corresponding to a continuous quantum phase transition
with a strongly renormalized, flattened Fermi surface at
the hot spots. This result is in contrast to the early theo-
retical observation of a first order incommensurate tran-
sition due to strong fluctuations in Ref. [23], which did
not take the crucial dynamical nesting of the Fermi sur-
face into account, however. Indeed, Sykora et al. pointed
out in Ref. [28] that the Fermi surface is strongly renor-
malized and flattened at the two hot spots connected
by the 2kF wave vector and our results strengthen their
observation. Moreover, we’ve presented experimentally
testable predictions for the density susceptibility in the
vicinity of the quantum critical point, which could help
to clarify the controversially debated CDW mechanism
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in the transition metal dichalcogenides NbSe2 and TaS2.
One important point that we haven’t discussed so far
is how to tune our model away from criticality by adding
a boson mass term to the action. Naively, adding a bo-
son mass in Eq. (11) would turn the boson massless at
a momentum different from k = 0 rather than leading
to a gap, due to the linear term ∼ akd−1 in the boson
propagator. This seemingly invalidates our assumption
that the density susceptibility is peaked at the 2kF mo-
mentum Q, i.e. at k = 0. It is crucial to realize, however,
that the boson propagator strongly renormalizes during
the RG flow and the dynamical nesting of the Fermi sur-
face ensures that the boson self-energy remains peaked
at k = 0. Perturbing the fixed point action with a mass
term thus gaps out the boson at all momenta. A simple
way to see this is as follows: the detailed form of the
one-loop boson self-energy in Eqs. (A7) and (A8) com-
puted with the bare fermion propagators shows that it is
peaked at k = 0 in dimensions d < 2, but doesn’t have
a peak at k = 0 for d ≥ 2. This behavior is remines-
cent of the Lindhard density susceptibility of a free Fermi
gas. By contrast, computing the boson self-energy using
a renormalized, nested fermion dispersion with vanishing
Fermi surface curvature at the two hot spots of the form
±kd−1 + |kd|α with α > 2 leads to a well defined peak in
the d = 2 density susceptibility at the 2kF wave vector
Q, i.e. at k = 0.
Another technical detail worthwile to discuss is that
our computation crucially differs from an analogous ap-
proach to Ising-nematic quantum criticality in one as-
pect: while Ref. [13] had to reorganize the perturba-
tion expansion by including the Landau damping term
in the boson propagator from the start to remove IR di-
vergences, this is not necessary for the CDW problem
considered here, where similar IR divergences are cured
by the linear ∼ kd−1 term in the boson propagator. As a
consequence, Landau damping effects are subleading and
only appear at two-loop order in the problem considered
here. We leave the challenging computation of two-loop
effects open for future investigation.
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Appendix A: Boson self-energy
The integral for the one-loop boson self-energy in
Eq. (13) can be evaluated as follows: using the prop-
erties of the Pauli matrices, the trace can be simplified
using
Tr (σyσiσyσj) =

2 i = j = y
−2 i = j 6= y
0 i 6= j
, (A1)
which yields
Π(k) = −λ2µ
∫
p
δpδk−p −P · (P−K)(
P2 + δ2p
) (
(P−K)2 + δ2k−p
) . (A2)
Shifting pd−1 → pd−1 − p2d and introducing the new in-
tegration variable y = 1√
2
(2pd − kd) as well as ek =
kd−1 +
k2d
2 leads to
Π(k) =
λ2µ√
2
∫
P,pd−1,y
pd−1(pd−1 − ek − y2) + P · (P−K)(
P2 + p2d−1
)
((P−K)2 + (pd−1 − ek − y2)2)
. (A3)
Using the Feynman parametrization the above integral can be written as
Π(k) =
λ2µ√
2
∫ 1
0
dx
∫
dd−1Pdpd−1dy
(2pi)d+1
p2d−1 − (ek + y2)pd−1 + P2 − x(1− x)K2[
p2d−1 − 2x(ek + y2)pd−1 + x(ek + y2)2 + P2 + x(1− x)K2
]2 . (A4)
Integrating over pd−1 and then rescaling P→
√
x(1− x)P yields
Π(q) =
λ2µ√
8
∫ 1
0
dx [x(1− x)] d2−1
∫
dd−1Pdy
(2pi)d
P2[
P2 + K2 + (ek + y2)2
] 3
2
. (A5)
The x-integral is elementary and after switching to hy-
perspherical coordinates, substracting Π(0) for UV reg-
ularization and performing the integral over the radial
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coordinate we obtain
Π(q)−Π(0) = λ2µΓ
2
(
d
2
)
Γ
(
d+1
2
)
Γ
(
1− d2
)
2d−
1
2pi
d
2+1Γ (d) Γ
(
d−1
2
) ×∫ ∞
0
dy
[(
K2 + (ek + y
2)2
) d
2−1 − (y4) d2−1
]
. (A6)
Since the integral has different solutions for ek > 0 and
ek < 0 we need to distinguish the two cases. After setting
d = 52 − , the self-energy for ek > 0 reads
Π(q)−Π(0) = λ2µΓ
2
(
5
4 − 2
)
Γ
(− 14 + 2)Γ (−1 + )
24−pi
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4− 2 Γ
(
5
2 − 
)
Γ
(− 12 + )
(
3
2
− 
)
e1−k 2F1
[
− 1
2
,

2
,
2+ 1
4
,−K
2
e2k
]
, (A7)
which gives the 1/-pole of Eq. (14) when expanding the hypergeometric function 2F1 around  = 0. In the case of
ek < 0, the solution to the y-integration is
Π(q)−Π(0) = λ2µ Γ
2
(
5
4 − 2
) (
3
2 − 
)
24−pi
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4− 2 Γ
(
5
2 − 
) |K|−(2|K|Γ(5
4
)
Γ
(
− 1
2
)
2F1
[
1
4
,
− 1
2
,
1
2
,− e
2
k
K2
]
−ekΓ
(
3
4
)
Γ
( 
2
)
2F1
[
3
4
,

2
,
3
2
,− e
2
k
K2
])
, (A8)
which leads to the same 1/ pole as the solution for ek > 0
above. Expanding this expression in |K| and afterwards
around  = 0 yields the expression in (14). Note that
doing the same with (A7), the lowest order term in |K|
is ∝ K2.
Appendix B: Fermion self-energy
The product of Pauli matrices in Eq. (16) can be sim-
plified to
σyG
T (k)σy= −iσy k0σy − k · σz + δkσx
K2 + δ2k
σy
= −ik0σy + k · σz − δkσx
K2 + δ2k
= −G(k) (B1)
and therefore
Σ(k) = −λ
2µ
N
∫
p
G(p− k)D+(p)
=
iλ2µ
N
∫
p
−Γ · (P−K) + σxδp−k
(P−K)2 + δ2p−k
1
p2d + apd−1
.(B2)
Shifting P → P + K, pd−1 → pd−1 − p2d + 2kdpd and
defining a˜ = a1−a leads to
Σ(k) =
iλ2µσx
(1− a)N
∫
p
pd−1 + δ−k
P2 + (pd−1 + δ−k)2
×
1
p2d + 2a˜kdpd + a˜pd−1
, (B3)
where δ−k = −kd−1 + k2d. The pd-integral can be evalu-
ated using the principal value, which leads to
Σ(k) =
iλ2µσx
2(1− a)√|a˜|N
∫
dd−1Pdpd−1
(2pi)d
pd−1 + δ−k
P2 + (pd−1 + δ−k)2
Θ
(
sgn(a˜)pd−1 − |a˜|k2d
)√
sgn(a˜)pd−1 − |a˜|k2d
. (B4)
After the substitution y = sgn(a˜)pd−1−|a˜|k2d, the fermion
self-energy reads
Σ(q) =
iλ2µσxsgn(a˜)
2(1− a)√|a˜|N
∫
dd−1P
(2pi)d−1
∫ ∞
0
dy
2pi
y + c(k)
P2 +
(
y + c(k)
)2 1√y , (B5)
where we defined c(k) = |a˜|k2d + sgn(a˜)δ−k. The y-
integration is elementary and using hyperspherical co-
ordinates we get
Σ(k)− Σ(0) = iλ
2µσxsgn(a˜)
(1− a)√|a˜|N 12dpi d−12 Γ (d−12 ) ×
Re
{∫ ∞
0
dr rd−2
(
1√
c(k) + ir
− 1√
ir
)}
, (B6)
where we substracted Σ(0) for UV-regularization since
the above integral initially converges only for d < 32 . Car-
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rying out the r-integral gives the result
Σ(k)− Σ(0) = iλ
2µσxsgn(a˜)
(1− a)√|a˜|N Γ
(
3
2 − d
)
Γ (d− 1)
2dpi
d
2 Γ
(
d−1
2
) ×
Re
{
i1−d
(
c(k)
)d− 32} . (B7)
Setting d = 52 −  and expanding around  = 0 gives the
pole contribution in Eq. (17).
Appendix C: Superconducting vertex
The matrix product in the integral (38) can be evalu-
ated to
σyG
2(p)σy = −1
p20 +
∑d−2
i,j=1 pipj + δ
2
p(
P2 + δ2p
)2
= −1p
2
0 + p
2 +
∑
i6=j pipj + δ
2
p(
P2 + δ2p
)2 . (C1)
The term
∑
i6=j pipj vanishes by antisymmetry under
pi → −pi since the boson propagator is independent of
pi and so we get after shifting pd−1 → pd−1 − p2d
V =−1 λ
2µ
(1− a)N
∫
p
1
P2 + p2d−1
×
1
p2d +
2qd
1−apd +
1
1−aq
2
d + a˜pd−1 + a˜qd−1
. (C2)
Here the pd-integral is straightforward using the princi-
pal value and with the substitution y = sgn(a˜)pd−1−f(q)
where f(q) = −sgn(a˜)pd−1 +sgn(a˜) 11−aq2d the vertex cor-
rection reads
V =−1 λ
2µ
2(1− a)√|a˜|N
∫
dd−1P
(2pi)d−1
∫ ∞
0
dy
2pi
1
P2 +
(
y + f(q)
)2 1√y . (C3)
Integrating over y and changing to hyperspherical coor-
dinates yields
V =−1 λ
2µ
(1− a)√|a˜|N i2d+1pi d−12 Γ (d−12 )
∫ ∞
0
dr ×
rd−3
(
1√
f(q) + ir
− 1√
f(q)− ir
)
, (C4)
which can be evaluated to
V =1
λ2µ
(1− a)√|a˜|N i Γ
(
5
2 − d
)
Γ (d− 2) (f(q)) 52−d
2d+1pi
d
2 Γ
(
d−1
2
)[
i−d − (−i)−d]. (C5)
Setting d = 52 −  and expanding around  = 0 leads to
the expression in (39).
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