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ABSTRACT
The second phase of a continuing Study of Lunar O__rbiter Photographic
Evaluation (Project SLOPE) was conducted for the primary purpose of
implementing measurement techniques for the image quality parameters
selected in the first phase of the effort and for evaluating their accuracy.
Extensive use is made of computer-simulated imagery and actual imagery
obtained from the preflight readout of the Goldstone test film in the latter
task. The quality parameters are related to the objectives of the Lunar
Orbiter photographic system through the use of specified system performance
criteria. The effects of the attainable accuracy for the quality parameter
measurements on the criteria determination are also evaluated.
Several secondary studies which are reported include brief inves-
tigations of the feasibility of improved quality parameter estimation
technique s.
It was found that by making a reasonable number of measurements
on the GRE film utilizing the targets specified in the first phase effort, the
expected error of the estimates of the system performance criteria is
about 10%. The limitation is primarily imposed by the accuracy of the
measurement techniques for the noise level quality parameter. The
computer programs developed during the first phase effort have been
revised to facilitate anticipated large volumes of data and to take advantage
of new computational forms developed during the second phase effort.
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i, IN TR OD UC TION
This document is the final report on the second phase of a continuing
effort of the Study of Lunar Orbiter Photographic Evaluation (SLOPE) conducted
under Contract NASI-5800. As specified in the contract schedule: "The
primary objective of this contract is to determine the method by which
there can be made a quantitative measure of those factors which define the
quality of black-white monoscopic photographs, to be received from the
Lunar Orbiter spacecraft".
The results of the Phase I effort which were previously report (I)
included a review of the factors which influence photographic quality and
selection of a set of representative parameters. The quality parameters
and the objectives of a Lunar Orbiter Mission were related by establishing
system performance criteria and the feasibility of obtaining the measure-
ments necessary to evaluate the selected quality parameters from re-
constructed imagery was demonstrated.
The primary objective of the second phase of the effort on Project
SLOPE was the implementation and evaluation of the accuracy of the data
acquisition, reduction, and analysis techniques developed during the first
phase effort. Towards this end, computer simulated imagery as well as
actual Lunar Orbiter images obtained from the preflight readout of the
Goldstone test filmwere extensively employed to aid in refining the data
processing techniques and to determine the accuracy with which the selected
quality parameters and system performance criteria could be evaluated.
Several secondary studies of the feasibility of applying more sophisticated
techniques to the evaluation of the quality parameters were also conducted
during the second phase effort.
To establish the quality of a photographic image, parameters must
be defined so as to describe the rendition of detail in the image, the re-
production of tonal quality (i.e., gray levels), and the level of noise (i.e.,
spurious fluctuations in gray level). All of these parameters can be functions
of location in the image, and the first and last can be functions of orientation
as well.
J_
The measurement of detail rendition is accomplished by use of a test
pattern of known shape and usually quite detailed, as for example, bar
charts (square waves), sinusoidal patterns, impulses (i.e., points of lines),
or step functions (i.e., edges). The problem in evaluating the Lunar Orbiter
imagery was to select a "test pattern" on the lunar surface, that is, find
some pattern on the moon for which the detail is already known. During
the first phase effort it was determined that shadow to sunlight edges interior
to a crater are the only feasible targets, and the present approach utilizes
these edges. Measures which can be used to describe the detail rendition
are, for example, point spread, line spread, acutance, or resolution. In
the present case a spatial frequency analysis is made to determine a measure
of detail rendition referred to as a modulation transfer function.
The measurement of tonal reproduction and noise level present fewer
problems. The tonal reproduction can be measured by use of standard
sensitometric procedures so long as a series of controlled uniform exposures
are placed on the photographic film placed in the spacecraft. Since this
procedure is followed in the Lunar Orbiter, this problem has a straight-
forward solution, and the corresponding quality parameter is simply a
measure of dc signal level response or system gain.
The measurement of noise level, that is, the rms fluctuation of a
uniform input signal is quite similar to that for other photographic systems.
Special test targets are not required so long as adequate knowledge of
general noise sources and signal reproduction is available.
The problem of relating the quality parameters to the detection and
measurement of topographic features has been approached by application
of statistical communication theory to specific detection or measurement
problems. In the case of measuring the slope of the lunar surfaces, the
topographic model specified by NASA is a square area of constant slope
surrounded bya flat surface. Optimum extraction techniques are assumed,
and the probable error in the measurement of the slope angle (or brightness
longitude) of the model is evaluated. In the case of detection of obstacles,
the specified test feature is a cone of given height and base. The approach
again assumes optimum detection in this case by a matched filter, and the
corresponding signal-to-noise ratio is selected to characterize the per-
formance of the system for detecting obstacles.
The next section of this report presents a more detailed description
of the quality parameters selected for evaluating the performance of the
Lunar Orbiter photographic system. Section 3 reviews the selection of
targets in the GRE image which are employed in measuring the quality
parameters, describes the procedures for making the measurements, and
presents the data reduction procedures utilized to reduce the data to the
desired quality parameters. In addition, an evaluation of the accuracy of
the techniques employed in obtaining each of the quality parameters is
presented and the section is concluded with a determination of the number
of measurements of each of the quality parameters necessary to attain
reasonable accuracy in their values. The fourth section relates the
selected quality parameters to the Lunar Orbiter objectives by utilizing
the system performance criteria. The variation of the criteria with model
geometry and off-nominal performance, the applicability of the criteria to
operational techniques for the extraction of topographic data, and the effect
of the accuracy of the quality parameter measurements upon the criteria
determination are discussed in detail. The next section of the report
describes a brief study of the feasibility of several concepts for advancing
the state of the art of image quality parameter measurements. The final
section presents conclusions and recommendations.
Several appendices are also included to provide detailed mathematical
framework of the results presented in the text.
3
2. DESCRIPTION OF QUALITY PARAMETERS
Quality parameters are a set of factors that define the level of infor-
-._
mation content of a photograph . These factors generally can be divided
into three classes; namely, factors which describe signal level, noise level,
and signal detail rendition. In the first phase of this investigation (1) para-
meters were selected from each of these three classes to describe the
quality of the reconstructed Lunar Orbiter photographs. Preliminary
measurement and data reduction techniques were developed so that each of
these quality parameters could be evaluated from the reconstructed GRE
film received from a Lunar Orbiter.
The quality parameters chosen to describe signal detail rendition is
the frequency response or modulation transfer function (MTF) of the photo-
graphic system. In essence, this parameter measures the sharpness of the
reconstructed image. Since most of the other quality parameters describing
detail rendition (e. g. , resolution, Schade's equivalent passband) can be
derived from the modulation transfer function, the choice of this parameter
seems to be the most logical. In addition, it has become common place in
the optical industry to provide MTF data for components such as lenses and
films, thus allowing the use of ex[stlng data in performance comparison. In
the case of the Lunar Orbiter photographic system, a non-linear element
of the system, the spacecraft film, requires that two modulation transfer
functions be evaluated, one for each linear segment of the system (Fig. 1).
These transfer functions are called the camera system modulation transfer
function and the scanner-communications-GRS modulation transfer function.
The product of these functions represents the effective "modulation transfer
function" for the entire imaging system for purposes of system evaluation.
The factors describing signal level must relate the input dc signal
level, exposure on the spacecraft film, to the output signal level GRE film
density. Essentially this parameter measures the reproduction of tonal
In this study attention is confined to black-white monoscopic photographs.
m_
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bquality. Because of the non-linear response of the spacecraft film, it is
convenient to separate the total response into two functions describing signal
level. These are the Hurter-Driffield response curve for the spacecraft
film and the linear response characteristic relating the transmittance of
the spacecraft film to the recorded GRE density.
A single quantity was chosen to describe the noise level of the system.
This quantity is the white noise power density in the ORE image within the
spatial frequency band occupied by the signal, namely; +20 lines/mmat
the ORE film scale. It is evaluated by measuring the total noise power in
this band and subsequently dividing by the bandwidth. Since the total noise
power is a function of signal level, it must be evaluated near the average
density of the ORE image. A more general quantity, namely, the noise
power spectrum, could have been chosen as the noise level quality parameter.
However, the total noise power is considerably easier to measure and
calculations made during the Phase I effort indicated that the assumption
of a white noise power spectrum is not unreasonable. Consequently, the
white noise power density was chosen as the noise level quality parameter.
7
. MEASUREMENT OF QUALITY PARAMETERS
This section describes in detail the techniques required to measure
the quality parameters described in the previous section and includes an
evaluation of the accuracy of these techniques. The first problem in the
measurement of quality parameters is the selection of targets in the GRE
image which can be used as sources of data. This was investigated in
detail during the Phase I effort and is described briefly in Section 3. 1. It
is next necessary to develop methods of actually acquiring the data from the
reconstructed imagery. The details of the data acquisition techniques were
given brief consideration during the Phase I effort and are discussed at
more length in Section 3.2. Once the data is obtained, reduction techniques
are required. Although partially developed during the Phase I effort, the
reduction techniques were further refined during the Phase II effort and
are discussed in Section 3. 3. One of the primary tasks of the Phase II
analysis, reported in Section 3.4, was to establisha quantitative evaluation
of the accuracy of the measurement techniques. The evaluation was per-
formed using both simulated and real data. Based upon the analysis of the
accuracy of the measurement techniques, the number of quality measurements
needed to assess the Lunar Orbiter photographic system performance with
an acceptable precision is established in Section 3. 5.
3. 1 Targets in the GRE Image Employed in Measuring the Quality
Parameters. - All the techniques for measuring the modulation transfer
function (detail rendition) employ a test object or target whose spatial
frequency content is known and can be compared to the resulting frequency
content of its image. The target which is chosen must be sufficiently sharp
so that it is significantly degraded by the imaging system allowing measure-
ment of the corresponding modulation transfer function. In the case of the
Lunar Orbiter imaging system, a non-linear element in the system, the
spacecraft film, requires that two modulation transfer functions be
evaluated. One transfer function describes the signal detail rendition of
the camera system (this system includes the camera lens, the film and any
operational degradations such a s  image motion, image vibration, and defocus). 
TO evaluate this t r ans fe r  function, one must  select  an object which is imaged 
by the camera  lens. Available targets  w e r e  investigated during the Phase  I 
effor t  and it w a s  found that the only acceptable ta rge t  is the shadow-to-sun- 
light edge interior to a c ra te r .  
upon the length of the penumbral region between complete shadow (umbra)  
and total sunlight. In selecting a.shadow-to-sunlight edge, c a r e  must  be 
taken to insure that the penumbral length i s  l e s s  than the expected resolution 
of the system being evaluated (i. e.,  one meter  for the high resolution camera  
sys tem and 8 m e t e r s  for  the medium resolution camera  system). 
penumbral length is  dependent upon the c r a t e r  geometry and the solar  zenith 
angle. Assuming a spherical  model for a c r a t e r ,  it  has  been shown that 
c r a t e r s  l e s s  than 50 resolution elements in d iameter  with sun elevations 
l e s s  than 30" provide acceptable shadow -to-sunlight edges for  the evaluation 
of either camera  sys tem MTF. If possible, selection of c r a t e r s  with 
diameters  in the region of 1 0  to 20  resolution elements, such as  those 
shown in Fig. 2, a r e  preferred.  
The sharpness  of this edge ta rge t  is  dependent 
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The other t ransfer  function describes the signal detail rendition of 
the combined scanner,  communications, and GRE system. To evaluate 
this t ransfer  function, one must  select an  object which is not imaged by 
either camera  lens but still transmitted by the electro-optical  portion of 
the imaging system. Fortunately, ample targets a r e  supplied by the p r e -  
exposed edge data a r r a y  placed on the spacecraft  film and shown in Fig. 3. 
This a r r a y  consists of high and low contrast  ba r  pat terns  oriented parallel ,  
perpendicular and at 45" to the length of the spacecraf t  f i lm with frequencies 
ranging f r o m  32 to 160 l i nes /mm and also a s tep tablet  consisting of nine 
uniform gray sca les  to provide sensitometric data. The ta rge t  selected for 
STEP TABLET 
(UN IFORM GRAY SCALES) 
EDGE TARGETS FOR EVALUATING 
SCANN ER-COMMUN I CAT I ONS-G RS MTF 
Figure 3 T Y P I C A L  PRE-EXPOSED EDGE DATA ARRAY AND ASSOCIATED TARGETS 
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evaluation of the scanner-communications-GRS modulation transfer function
during the Phase I effort was one of several edges between the intermediate
gray levels of the step tablet and the surrounding background. In general,
it was found that the edges of Step 5, 6 or 7 may be sufficiently sharp to
be useful whereas the edges corresponding to the remaining steps were less
sharp, possibly being affected by the response characteristic of the films.
The use of these edges limits the evaluation of the modulation transfer function
to the mechanical scan direction and requires an auxiliary evaluation of the
average sharpness of the test edges as they would appear on the spacecraft
film. In the electrical scan direction, no edges are available which are
suitable for evaluation of the modulation transfer function and if this data
is desired, one must rely upon the bar patterns. There are several reasons
why the edge objects were preferred to the bar patterns for evaluation of
the modulation transfer function. First, there are no frequencies below
32 lines/ram in the bar patterns. As will be seen later, this region is one
of importance in evaluating the quality of the Lunar Orbiter photographs.
Secondly, because the bar patterns are not pure sine waves special consid-
eration must be given to their harmonic content when employing them in
evaluation of the modulation transfer function. Consequently, the analysis
required would be more complicated than that necessary to evaluate the
modulation transfer function from the edge targets.
The data required to evaluate the signal level quality parameters is
provided by the step tablet in the pre-exposed edge data array. The output
signal level is determined by measuring the average density of each of
the gray levels in the step tablet. These densities are then related to the
known exposure levels used in pre-exposing the edge data array onto the
spacecraft film. To separate the corresponding total response for the
photographic system into the Hurter-Driffield response curve for the
spacecraft film and the linear response characteristic between the trans-
mittance of the spacecraft film and the recorded GRE density, additional
data consisting of the expected transmittance values for each step of the
step tablet on the spacecraft film must be obtained from other data sources•
Additional details of this procedure are given in the follow hag two sections
of this report.
IZ
The remaining quality parameter, namely, the white noise power
density in the GRE image, can also be measured by employing data obtained
from the pre-exposed edge data array. A target must be selected to
evaluate the total noise power within the spatial frequency bandwidth occupied
by the signal. This target must initially have a uniform exposure over its
entire area and the exposure level of the target must he near the average
exposure level for the lunar scene since the total noise power is dependent
upon the signal level. Several possible targets were established during the
Phase I effort. These included an area in the lunar scene which appeared to
be both uniform and flat or one of the uniform gray scales of the step tablet.
3.2 Data Acquisition Technigues. - Once the targets have been
selected, the next procedure in the measurement of the quality parameters
is one of data acquisition. On the surface, this appears to be a straight-
forward problem. However, it is complicated by the fact that the photo-
graphic data is transmitted and reconstructed by a scanning or semi-discrete
process. In addition some supporting data must be obtained froma bimat
processed sample of spacecraft film for use in the data reduction techniques
described in the next section. The details of the data acquisition procedures
are described in this section.
Most of the required data are obtained by scanning the reconstructed
GRE film witha microdensitometer. The selection ofa microdensitometer
aperture is influenced by the amount of degradation which it will introduce
into the resulting density trace and by the presence of the scan line structure
in the reconstructed image. In the Phase I final report (1), for example, it
was recommended that the trace of an edge selected in the pre-exposed data
array used to evaluate the scanner-communications-GRS modulation transfer
function be made with "a scanning slit which is narrow with respect to the
edge width (i.e., a slit with of less than 20 microns}". This recommendation
was made to insure that the degradation introduced into the resulting edge
trace by the scanning aperture is sufficiently small so that correction of the
edge trace for the finite size of the aperture is not required. During the
first part of the Phase II study, test data was acquired by scanning such
13
edge targets with the slit aperture 25 microns wide. Since the spacing
between the scan lines is about 24 microns at the GRE film scale, this aperture
was chosen to conveniently remove the scan line structure from the resulting
density trace. It was subsequently decided that this procedure was not
adequate for several reasons. First, the degradation introduced into the
edge trace by scanning with an aperture 25 microns wide is significant over
the +15 line/ram band occupied by the signal at the GR_. film scale. The
response of this aperture is below 0. 9 at frequencies above I0 ILnes/mm.
In addition, the mlcrodensltometer averages or convolves the scanning
aperture with the transmittance (rather than the density) of the GRE film.
It can be shown that the combined scanner-communicatlons-GRE systems
may be treated as a linear system (amenable to modulation transfer function
analysis) when relating the transmittance distribution of the spacecraft film
to the reconstructed density distribution of the GRE film". In acquiring
data, therefore, operations should not be employed which act in a non-
linear fashion upon the density of the GRE film. Since the mlcrodensltometer
aperture integrates the transmittance of the GIRE film, and density and
transmittance are non-linearly related, vlz.
D -- r (l)
the width of the scanning aperture should be less than the distance between
appreciable density fluctuations produced by signal variation on the GRE
film. Fig. 4 shows a mLcrodensitometer trace made across the edge of
Step 6 [nthe step tablet. The mlcrodensLtometer aperture used in obtaining
this trace was 1.25 microns wide at the GRE film scale. To insure that
large density fluctuations do not occur across the scanning aperture, at
The analysis presented in the Phase I final report which established
the validity of assuming a linear system depended upon the fact that
the adjacent scan lines on the GRE film did not overlap to an appreciable
extent. The effect of increasing overlap between scan lines upon the
1[nearLty of the combined scanner-communicatLons-GRE system was
re-examined in the Phase II effort and is discussed in Section 3. 3
and Appendix A.
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any instant of time, the width of the aperture in the mechanical scan direction
should be less than 1/10 of the scan line spacing which is about 24 microns
on the GRE film. Therefore, all of the microdensitometer apertures used
in obtaining data from the GRE film should have a width of 3 microns or less.
In this case, an alternative technique for removal of the "coherent noise" or
scan line structure from the density traces must be implemented. This is
discussed in more detail in the next section.
Once an appropriate microdensitometer scanning aperture is selected,
the output data must be obtained in a form which can be used in the data
reduction techniques. This requires that the data be in digital form to
facilitate the numerical processing described in the next section. The
present procedure employed at CAL is shown in the flow diagram given in
Fig. 5. The voltage output of the microdensitometer which is proportional
to the integrated intensity within the scanning aperture is employed as an
input to an analog-to-digital converter which samples the voltage at a fixed
APERTURESIZEI
AND
f_ -_ DENSITYJ MIC_O-
RE FILM.,) ""-_ DENSITOHETER
PUNCH
RATE
\VOLT, EI,,,LO0TO-
.,.._, DIGITAL
/ I CONVERTER
SAI4PLED
VOLTAGE
Figure 5 DATA ACQUISITION FLOW DIAGRAH
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rate and subsequently punches the sampled voltage signal onto perforated
tape. The combination of the punch rate of the analog-to-digital converter
and the scanning speed employed in the microdensitometer determines the
sampling interval between points in the output data. A sampling rate must
be sufficiently large so that the corresponding folding frequency will be
large enough to reproduce adequately the scan line structure in the GRE image.
About 12 samples per scan line is preferred and can be achieved with the
CAL system by employing a scan rate of 1.2 ram]minute and a punch rate
of 10.2 punches per second. These or equivalent combinations of scan
speed and punch rate should be employed when scanning the GRE film.
Naturally, a large punch rate is desirable in order to minimize the time
required in obtaining the desired data.
Based upon the targets selected as sources of data in evaluating the
quality parameters, the following measurements should be made on the
GRE film. Microdensitometer scans are made across each individual gray
scale of the step tablet in the mechanical scan direction {that is, perpendicular
to the scan lines). A convenient aperture for making these scans is a slit
1.25 microns wide and 95 microns long. This aperture satisfies the require-
ment established earlier for reproduction of the scan lines (i.e., a width
less than 3 microns) and has a response above 0. 99 at frequencies below
15 lines/ram. By employing this aperture, the degrading effect upon the
signal can be completely ignored. Similarly, the edges between the gray
scales and surrounding background which are selected for evaluation of
the scanner-communications-GRS modulation transfer function can be
scanned using the same slit. In fact, the edge trace shown previously in
Fig. 4was obtained using this technique. When scanning the shadow-to-
sunlight edge interior to a crater for the purpose of evaluating the camera
system modulation transfer function some additional care must be exercised
in choosing the scanning aperture. Various size slits may be required to
insure that the length of the slit is less than 1/20 of the diameter of the
crater image on the GRE film. This requirement is imposed to avoid the
problem of the curvature of the shadow-to-sunlight edge across the crater.
The edge is scanned in the sun plane which is inclined slightly to the scan
17
line structure. The effective width of the scanning slit, that is, the width
of the slit in the mechanical scan direction, is slightly greater than its
actual width. Since the inclination is expected to be about 12 ° , it is still
acceptable to require that the actual width of the scanning slit be 3 microns
or less. For crater diameters of 10 to 20 resolution elements , a scanning
aperture whose length is 50 to 100 microns is acceptable.
To evaluate the noise level quality parameter, that is, the total noise
power in the GRE image, a uniform area in the lunar scene or the pre-
exposed edge data array is scanned with a circular microdensitometer
aperture. In selecting the appropriate aperture the only restriction is that
the aperture must be small enough (less than 3 microns) to sample adequately
the scan line structure in the G1RE image. As indicated in Appendix D,
an improved measurement procedure would employ a narrow slit aperture
rather than a circular aperture in evaluating the noise level quality para-
meter. This procedure was not implemented in this study, however, due
to the limited time available.
Table 1 presents a summary of appropriate microdensitometer
apertures for scanning the targets selected to evaluate the various quality
parameters. The table also includes some additional information such as
the number of points in an average microdensitometer trace and the
sampling interval (that is, the interval between points).
In addition to the data obtained from the reconstructed G1RE film,
some supplementary data must be obtained from a bimat processed sample
of spacecraft film originating from the end of the roll which is loaded
into the spacecraft. The data required includes the values of transmittance
for each of the gray levels in the step tablet of the pre-exposed edge data
array and a measure of the sharpness of the edge between a gray level
and its surrounding background for those edges which would be used in
evaluating the scanner-communications-GRS modulation transfer function.
To obtain these data, microdensitometer scans must be made on the bimat
One resolution element is approximately 96 microns on the GRE film.
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processed film sample. These scans include density traces of each of the
gray levels in the step tablet and edge traces across the potential edge targets
of the step tablet. Because the scanning involves a sample of spacecraft
film rather than reconstructed GRE film, the problem arising from the scan
line structure is eliminated. It is both convenient and adequate, however,
to obtain the supplementary data by employing the same microdensitometer
aperture and sampling interval that is used when scanning the corresponding
target on the reconstructed GRE film despite the difference in scale between
the film.
Because of the nature of the measurement techniques, data must be
obtained from more than one target when evaluating any one of the quality
parameters or obtaining the supplementary data. The number of measure-
ments required to evaluate the quality parameters with sufficient accuracy
is discussed in more detail in Section 3.5. However, it should be noted
here that the data acquisition techniques described in this section may be
applied to more than one target of each type. The data obtained from the
procedures outlined in this section are employed in the reduction techniques
described in the next section to evaluate the selected quality parameters.
3. 3 Data Reduction Techniques. The discussion in this section
of the reduction techniques first considers those elements which are common
to all the data reduction procedures and then is subdivided into sections
which describe the evaluation of an individual quality parameter. The
computer programs which were developed during Phase I and Phase II to
evaluate the quality parameters are described briefly, however, details
such as Fortran listings are not included in this report.
3.3. 1 Conversion of Perforated Tape and Removal of the Scan Line
Structure: The procedures discussed in this section are common to all
the data analyses. The initial process in reducing the data is to convert
the perforated tape into punched IBM cards which are an acceptable form of
input to the data reduction computer programs. At CAL, the hardware
and software to achieve this task were in existence prior to the undertaking
2O
Q8J,
of Project SLOPE and therefore will not be described in detail in this report.
The system consists of a perforated tape reader which is integrated on-line
to the computer (IBM 7044). An appropriate computer program reads the
data from the perforated tape, checks for illegal punches or characters on
the tape, and subsequently places the data on punched cards indicating any
errors it has found in the perforated tape. The punched cards must then
be corrected by hand for any errors discovered and appropriate control
cards inserted as required for the data reduction computer programs.
The next procedure which is common to all of the data reduction
techniques is the removal of the scan-line structure or "coherent noise".
.As a result of the analysis of the linearity of the combined scanner-com-
municatlons-GRE systems reported in the Phase I final report (1), a method
for removing the scan-line structure was suggested. The procedure involves
filtering the density trace with a low-pass filter whose frequency response
has a sharp cutoff at gO lines/mm (i. e. , half the scan line frequency at the
ORE film scale). This can be achieved by convolving the sampled density
trace with a slnc function in a digital computer. If the convolving function
is not truncated, the frequency response of the filter is a rectangular function
with a cutoff depending upon the zero spacings of the sinc function. Practically,
the slnc function must be truncated after the first few cycles. This pro-
cedure introduces undesirable oscillation in the frequency response of the
filter which can be eliminated by convolving the edge trace with a function
which is the product of two sinc functions, namely
..-i,, (Tr¢0 s ,',7(rr,.'o
14( ) =
0
where _o
GRE film scale.
(2)
I' 1 " vo
is half the scan line frequency or equal to 20 lines/mm at the
The normalization condition
The undesirable oscillation is frequently referred to as Gibb's phenomenon
and the technique employed for reducing this effect is the use of Lanczo's
o- -factors {see Reference 2).
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tV
77= -N (3)
determines the weights used in the convolution. The corresponding frequency
response for the filter described by expressions (2) and (3) is shown in
Fig. 6 for _o equal to 20 lines/mm and no = 3. A sharper cutoff can
be obtained by retaining additional cycles of the sinc function (i. e., 7r_ > 3).
The practical upper limit to the value of m is dictated by the fact that
some data is lost in the convolution process. Specifically, the amount of
useful data is reduced by 2 rrl scan lines. Fig. 8 shows the filtered edge
traces which originally contained scan lines as indicated in Fig. 7. The
filter with _ = 3 was used and indicates that this f£1ter is satisfactory.
3.3.2 Evaluation of the Signal Level Quality Parameters: The
signal level quality parameters consist of the Hurter-Driffield response
curve for the spacecraft film and the linear response characteristic between
transmittance of the spacecraft filmand the recorded GRE density. Itwill
be recalled that the data required to evaluate these quality parameters
consists of microdensitometer scans across each of the nine gray levels
in the step tablet of the pre-exposed data array. A flow diagram for the
numerical analys is used to process this data is shown in Fig. 9. A typical
printed output from the associated computer program is reproduced in
Fig. 10. The first step is to remove the scan lines from the trace of a
gray level in the step tablet. After the scan lines have been removed, the
average microdensitometer voltage for this gray level is computed and
then converted to density by employing the appropriate microdensitometer
calibration. This process is repeated untilall the gray levels of the step
tablets which have been scanned are processed. The individual measure-
ments of density for each gray level are then averaged and the corresponding
standard deviation computed. If any of the individual density measure-
ments are more than two standard deviations away from the average, these
data are eliminated and an adjusted average and standard deviation computed
using the remaining values for that gray level. A typical output of this
step is shown in part (b) of Fig. 10.
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L
Since the photographic system was designed to have a linear relation-
ship between spacecraft film transmittance and recorded GRE density, the
measured values of GRE density for each of the gray levels in the step
tablet are combined with the expected transmittance values of the corresponding
levels on the spacecraft film and a linear regression analysis is performed.
The expected values of transmittance are obtained by scanning a section of
bimat processed spacecraft film obtained from one end of the roll of flight
film loaded into the spacecraft. Part (c) of Fig. 10 shows a representative
printed output resulting from the regression.
Several factors can produce a nonlinear relationship between the
measured GRE densities and the expected transmittance values. These
include time dependent variations of the signal level performance such as
non-uniformprocessing of the spacecraft film, changes in the gain of the
scanner with time or format position, and fluctuations in the gain of the GRE
system. Since the GRE density corresponding to any one of the gray levels
in the step tablet is determined by making measurements from that level
on several framelets selected more or less at random on the spacecraft
film, the portion of these variations which are of a random nature should
not affect the average density measured for the gray level, but rather
produce a larger standard deviation in the individual measurements.
Systematic variations, on the other hand, should produce a non-linear
relationship among the data. Another probable source of systematic vari-
ation, in addition to those described above, is the possible additional
exposure which the spacecraft film may receive from radiation sources
before the film is processed. This exposure is added to the exposure of
the pre-exposed edge data array and therefore the values of transmittance
for each of the gray levels on the spacecraft film are less than those measured
from the bimatprocessed samples ofS0-243 film. Therefore, in a mission
where a significant amount of radiation exposure is indicated by the detectors
located in the spacecraft, expected values of transmittance should be
appropriately adjusted by including the additional radiation exposure which
the film received. Such a correction may vary from frame to frame
depending upon the total radiation dosage received by the frame before
development.
Z9
Once the best linear relationship between GRE density and spacecraft
film transmittance has been obtained, this relationship is used to compute
the value of transmittance corresponding to the average ORE density measured
for each of the gray levels in the step tablet. The transmittance values can
then be directly converted to the corresponding density on the spacecraft
film. These values of density and the known relative exposure for each of
the gray levels of the step tablet are the data required to determine the
Hurter-Driffield response curve for the spacecraft film. The data is fitted
by the parametric form
. b; I  OS,ocb: ) (4)
where
f cTI jo _
as a convenience in using the response curve in succeeding evaluation
procedures. The fitting technique employs nonlinear parametric estimation
and requires an initial estimate of the 5 parameters deonted by St , b_ •
_S , /_ and $5 in expression (4) * It is desirable to have these estimates
reasonably close to those which provide the best fit to the data and a procedure
for obtaining the required initial estimates was developed. Since the erf
function is confined to values between zero and one, it can be seen from
Eq. (4) that
and
b I -- _ (5)
62 = V/ZL,,x - D,_,,_ (6)
or that an estimate of _t and _z can be obtained by estimating the
entire range of densities included by the response curve. Further, letting
L
The squares of _I , 6z, b_ and bS are employed in the parametric
form to satisfy the physical constraint of non-negative density and
exposure.
3O
bOf and E i represent the density and the relative exposure of the i th level
of the step tablet and since the initial estimate of be = 0.0 is reasonable,
an estimate of b3 and b_- can be obtained by employing the exposure and
corresponding density for two separated gray levels of the step tablet in
the following expressions obtained from Eq. (4):
)
f o, " "twhere K i = _rcerf .-b,)/b. , arcerf representing the inverse of
the err function, and
This procedure will be used in Section 3.4 to provide initial estimates for
fitting the measured Hurter-Driffield response curve of the processed
Goldstone format used in the prelaunch readout test of Lunar Orbiter I.
3. 3. 3 Evaluation of the Total Noise Power: The quality which
describes the noise level is the total noise power in the GRE image in the
band occupied by the signal (i. e., Iv.I, I#yl<-z0 lines/ram). The
primary objective of the data reduction technique shown in Fig. 11 is to
measure this total noise power with a secondary objective being to acquire
any information about the shape of the noise power spectrum. The total
noise power can be simply determined by computing the variance of the
noise density trace. The input data to the computer program which evaluates
the total noise power is a density trace containing approximately 3, 000
points wttha sampling interval of 1. 965 microns. This sampling interval
was chosen to sample the scan line structure in the GRE image. The initial
processing of the data involves removalof this structure. It should be
noted, therefore, that the total noise power will not contain a component
from the "coherent noise". In addition to obtaining the total noise power,
the data is further analyzed by high pass filtering with a series of five
filters shown in Fig. 12. From the figure it can be seen that the frequency
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response of the five filters depends upon the sampling interval between the
data points. For these filters to operate in the region from 0 to 20 lines/ram,
the sampling interval between data points must be increased above the 2 micron
interval at which the input data was supplied. To do this, the data is re-
sampled every 10 points yielding a sampling interval of about 19. 6 microns
or approximately 1 sample every scan line. The variance of the resampled
trace is computed and converted to square density using the appropriate
microdensitometer calibration, thereby evaluating the total noise power.
The resampled trace is then filtered by each of the series of five filters
and the variance of the filtered trace is computed to evaluate the total noise
power in the band passed by the filter.
A typical example of the printed output of the computer program used
in the analysis is reproduced in Fig. 13. At the sampling interval chosen,
the folding frequency is in the neighborhood of 25 lines/mm. In this case,
the fraction of the total noise power passed by filters no. 4 and 5 is in a
bandwidth between 15 lines/ram and the folding frequency. Due to the
frequency response of the scanner-communicati0ns link, the only element
of the system which can contribute power in this bandwidth in the mechanical
scan direction is the granularity of the reconstruction film. Since it is
desired to restrict the measurement of total noise power to the signal
band, it is necessary to remove the contribution beyond 20 lines/ram due to
the grain of the reconstruction film. This is done by using the fraction of
the total noise power passed by filter no. 5 to compute the amount of the
measured total noise power which is due to the grain of the reconstruction
film. The filter factors, shown in Table 2, required for this analysis are
derived in _Appendix D and represent the ratio of the noise power passed by
the corresponding high pass filter to the total noise power assuming that
a white noise spectrum is analyzed by the existing techniques. These
factors can also be used to obtain some information about the shape of the
noise spectrum by comparing the ratio of the measured noise powers to
The resampling rate is adjustable to yield a sampling interval which
is a multiple of the initial interval.
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Tab] e 2
NOISE ANALYSIS FILTER FACTORS
F I LTER
NUMBER
FILTERED NOISE POWER
TOTAL NOISE POWER
O. 503
0,386
0,2q2
0.127
0,0635
the corresponding filter factor presented Ln the table. For example,
the measured ratio is smaller than the factor presented in the table,
indicates that the noise power spectrum is "red" or that the noise is
c or r elated•
if
this
It Ls also shown in Appendix D that it is reasonable to assume that
approximately 25% of the estimated total noise power for the reconstructing
film is within the signal band. Therefore, the correction to the total
noise power is made by simply removing 75% of 3/4 of the estimated power
contributed by the grain of the reconstructed film. These procedures will
be illustrated in Section 3.4.3 where the noise level quality parameter is
evaluated from the GRE film obtained in the prelaunch readout of the
Goldstone format for Lunar Orbiter I.
3.3.4 Evaluation of the Scanner-Communications-GRS Modulation
Transfer Function: The mLcrodensitometer traces made across the edge
test targets selected for evaluation of the scanner-commun[catLons-GRS
MTF contain noise as well as the desired signal. As noted previously, all
36
of the traces will contain the scan line structure or so called "coherent
noise". This noise is removed as described in Section 3. 3. 1. The in-
coherent noise, however, must also be removed from the trace before the
data can be used to evaluate the transfer function. Unfortunately, simple
numerical filtering techniques, such as low pass filtering of the data, are
not very useful in this case because a large portion of the incoherent noise
is contained in the same band as the signal. Low pass filtering to remove
the noise degrades the signal or edge, which adversely affects the measured
modulation transfer function. The most direct way of "filtering" the noise
is to use an "educated observer" to hand smooth the edge trace. An
"educated observer" is simply one who has an approximate knowledge about
the edge shape and the noise level expected from the system to aid in his
judgement of the smooth trace. When analyzing the Lunar Orbiter photo-
graphs, this technique is employed to remove the incoherent noise from
all of the edge traces which are used to evaluate transfer functions. These
data preparation techniques are indicated in the flow diagram of the procedures
for the evaluation of the scanner-communication-GRS MTF shown in
Fig. 14(a). The edge trace data is numerically filtered to remove the scan
line structure and plotted by the computer so that the manual operation of
hand smoothing may be performed. The smooth edge trace must then be
converted back to digital form for additional numerical processing used to
evaluate the transfer function. This is achieved by reading the ordinate of
the edge trace at equally spaced intervals on an instrument called a tele-
reader which converts the ordinate distance to scaled voltages and punches
these on IBM cards. The data is then ready for the main processing program
which evaluates the scanner-communlcations-G1RS MTF. The procedures
used in this program are included in part (b) of Fig. 14.
In order to evaluate the scanner-communications-GRS MTF, the
sharpness or spatial frequency content of the original test object must be
known. A measure of this sharpness is obtained by scanning several
corresponding edge targets in the blmat processed sample of flight film.
For convenience in analysis, the departure of these edge traces from a
perfectly sharp edge can be represented by a linear degrading process
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L
specified by a frequency response function. To determine this function,
the edge traces are converted to transmittance and then differentiated and
Fourier transformed. The resulting function represents the response of
a linear system which would generate the test object from a perfectly sharp
edge. For convenience in determining the scanner-communications-GRS
MTF, this transfer function, which represents the sharpness of the original
test object, is fitted by the parametric form
-b,l_;l(_-&o)e (9)
--bo ,
by employing a nonlinear parametric estimation techniques.
To evaluate the scanner-commun[cations-GRS MTF, the smooth edge
trace measured from the GRE film is differentiated and Fourier transformed.
The resulting transfer function includes the combined effects of the initial
edge sharpness and the degradation introduced by the scanner, communications,
and GRE systems. When this transfer function is corrected for the finite
sharpness of the original test object by employing the parametric form in
expression (9), the scanner-communications-GRS modulation transfer
function is determined. The modulation transfer function is evaluated at
frequency intervals determined by the total length of the edge trace. In
normal circumstances, the edge trace will contain approximately 300
points and the spacing between the points will be about 1 micron at the
spacecraft film scale. Therefore, the interval between points of the
modulation transfer function is approximately 3 lines/ram.
Because of the variability of any single edge trace, it is customary
to evaluate the modulation transfer function by employing more than one
test target. In this circumstance, the measured quality parameter is the
average value of the individual measurements of the scanner-communications-
GRS MTF and, as indicated in the flow diagram shown in Fig. 14, the
reduction technique includes an evaluation of the standard deviation of the
average MTF as an indication of the variability of the individual measure-
ments. The output of the analysis includes both tabulated and plotted values
of the individual measurements and their average value. A typical example
of the printed output is reproduced in Fig. 15.
39
GhLDST(INE EFADER-SYEP 6-SHARPNESS
FRAMELET NO. 239 STEP NO. 6
FREQ - MTF FREQ MTF
^. l.nC3O 66.18 0.2986
4.73 r.q829 70.91 0.2868
Q.45 O.q_42- 75.64 0.2787
14.18 0.R615 80.37 0.2726
18.91 C.7751 85.09 0.2658
23.64 r.6_56 89.82 0.2557
2s_36 .........._ j_c_9 ......... 94.55 0.24_5
_3._9 0.5296 99.28 C.2200
37.82 C,47_7 I04.CO 0.1953
42.55 0.4247 108.73 0.1690
47.27 0._R87 - 113.46 0.I438
52.?C 0.3597 118.19 0.1223
.... 56.7_ .... _I_T4 122.91 o.loss
61.46 0.3149 127.64 0.0932
Figure 15 TYPICAL PRINTED OUTPUT FROM THE SCANNER-COMMUNICATIONS-GRS MTF
EVALUATION PROGRAM
3. 3. 5 Evaluation of the Camera System Modulation Transfer
Funct£on: The procedures for evaluating the camera system modulation
transfer function are £dent_cal for both the high resolution system and the
medium resolution system. As shown in the flow d_agram presented in
F£g. 16(a), the initial data preparation steps involv£ng the removal of
the scan line structure and hand smoothing the incoherent no_se, which
were described in the prev£ous sect£on, are also applied to the edge trace
obtained by scanning the shadow-to-sunlight edge interior to a crater.
The procedure for obtain£ng the camera system MTF assumes that
the spatial frequency content of the undegraded test object _s known. This
is determined by computing the exposure distribution corresponding to a
perfect image. In the Phase I final report, this exposure d_str£but£on was
shown to depend upon the crater diameter, the shadow length, and the
solar zen£th angle. The shape of the exposure distribution correspond£ng
to the undegraded or £deal edge is zero _n complete shadow (umbra), £ncreases
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through the penumbral region and has a shape determined by the curvature
of the crater floor in the complete sunlight region. The increase in intensity
through the penumbral region is controlled by the shape of the solar disc
and the curvature of the crater floor. In the analysis, the effect due to the
curvature of the crater floor is neglected, however, the shape of the solar
disc is included. The shape of the exposure distribution in the region of
total sunlight can be shown to be approximately linear over a small region
of the trace.
The model assumed to derive the ideal exposure distributions during
the Phase I effort and in the current data reduction program is a spherical
crater. Certain auxiliary geometric data are necessary to evaluate the
ideal exposure distribution. These data include the crater diameter and
the shadow length, both of which can be measured directly from the re-
constructed GRE film and the solar zenith angle at the center of the crater.
In the Phase I Final Report (1) , the derivation of the ideal distribution was
confined to craters located at or near the nadir in the photograph. During
the Phase II effort, it was found that targets may have to be selected at a
considerable distance from the nadir and, consequently, the ideal exposure
distribution was generalized to include targets located at other format
positions. This is reported in Appendix B. As a result of the generalization,
additional auxiliary data are required to evaluate the ideal exposure dis
tribution for the edge. These data include the distance of the center of
the crater from the nadir, the aximuth angle to the spacecraft (camera)
measured from the direction away from the sun, the spacecraft altitude,
and the spacecraft radius. A sketch showing some of these auxiliary
geometric parameters is shown in Fig. 17.
Before the spectrum of the ideal exposure distribution can be compared
to the spectrum of the shadow-to-sunlight edge obtained from the GRE film,
the measured edge trace is converted from GRE density to SO-243 trans-
mittance as indicated in Fig. 16. This edge trace is then Fourier trans-
formed so that it may be corrected for the degradation introduced by the
combined effect of the scanner, communication, and GRE systems using
the transfer function measured in the manner described in the previous
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Figure 17 SOME AUXILLARY GEOMETRIC PARAMETERS REQUIRED FOR EVALUATION
OF THE CAMERA SYSTEM MTF AS THEY APPEAR ON THE GRE FILM
section. Once the spectrum has been corrected for this degradation, the
inverse Fourier transform is taken to compute the edge distribution in
transmittance as it existed on the spacecraft film. In computing the
inverse transform, one caution must be observed. Since the edge trans-
mittance distribution varies between two unequal transmittance levels,
the Fourier series representation of the edge used in the analysis represents
a repetitive object with discontinuities at both ends of the edge trace. When
such discontinuities exist, direct Fourier inversion methods yield oscil-
lations in the output customarily known as "Gibb's phenomena". These
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oscillations were discussed earlier in Section 3. 3. 1 during the discussion of
the technique for removal of the scan line structure. To reduce the magni-
tude of the oscillations, the spectrum must be smoothly decreased to zero
at the folding frequency. This is accomplished by use of a sinc function
often referred to as Lanczos' _-factors. The first zero of the sinc
function is set equal to the folding frequency of the spectrum. This corre-
sponds to convolving the edge trace with a narrow rectangular pulse whose
width is twice the sampling interval and should leave the edge trace
essentially unaltered. However, in order to minimize any effect that this
technique could introduce into the measured value of the camera system
modulation transfer function, the ideal exposure distribution is converted
to a transmittance distribution by employing the measured Hurter-Drlffleld
response curve for the spacecraft film and subsequently undergoes identical
computational operations as the measured edge trace except for the correction
of the degradation introduced by the combined scanner, communications,
and GRE systems. To determine the camera system modulation transfer
function, both the ideal transmittance trace and the measured transmittance
trace are converted to relative exposures by employing the measured Hurter-
Driffield response curve for the spacecraft film. The two exposure dis-
tributions are then Fourier transformed once more to determine the
respective spectra and the spectrum determined from the measured trace
is divided by the spectrum originating from the ideal trace to determine the
degradation introduced by the camera system.
A typical printed output from the computer program is reproduced in
Fig. 18. In addition to the camera system MTF, some additional information
is determined in the data reduction process. This information includes
the phase angle at the center of the crater, the angle between the phase plane
and the sun plane, the penumbral length, the diameter-to-depth ratio of
the crater, and the brightness longitude for a flat surface located at the
;:4
crater .
The brightness longitude is a term which designates the angle between the
projection of the local surface normal into the phase plane and the camera
direction. The phase plane is defined by the direction of the incident sun-
light and the direction of the emitted sunlight collected by the camera.
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LUNAR ORB[TFR rA'_F:_A RYSTF_ TRANSFER FUNCTION ANALYSIS
SAMPLF - %I'_tJLATEI) DATA FOR 5_ METER CRATER
FF_MEt FT Nf}. l CRATER NFI. I
PHASE ANGLE 7( .O'] DEGREES
PHASE PLANF/SUN DL ^NF ANGLE -:1. DEGREES
CPArEP D[A_ETFq 5C.f METERS
PFr_UMffRA I ENGTH 0.746 METERS
DIAMETER TO ')EDTH PATIO 6.2I
_RIGHTNFSS LONGITUDE FOR FLAT SURFACE -C. DEGREES
F R_=') MTF FREQ MTF
C. I._]CCO 65.94 0.1757
3.47 r.9163 69.41 0.1893
A.94 _.7_6q 72.88 0.1725
1C.41 f.4978 76.35 C.2364
13._q C.4786 79.82 0.2648
17.35 0.34_I 83.29 _.4@C7
20.82 C.3491 86.#6 C.3538
24.29 e.2931 90.23 0.1fl09
27.76 S._O_ 93.70 0 .C735
31.23 n, 2739 q7.17 C .0472
34.7, r_.285q 100.64 3.0728
3_.IH F.2641 104.11 0.0597
41.65 C.2_09 107.59 0.0733
45.12 0.2614 111.06 C.0645
48.59 C.27_5 114.53 0.0656
52.r:h _.2483 ll8._n_ C .C675
55.5_ 0.2563 121.47 0.0499
59.0 F', 0.2246 124..94 0.0477
62.47 C.2186 128.41 O.('PlO
Figure 18 TYPICAL PRINTED OUTPUT FROM CAMERA SYSTEM MTF EVALUATION PROGRAM
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3. 3. 6 An Alternative Technique for Evaluation of the Complete
System Transfer Function: It will be recalled that because the spacecraft
film is a nonlinear element of a photographic system, the modulation transfer
function of the photographic system had to be evaluated in two parts; the
camera system modulation transfer function and the scanner-communications-
GRS modulation transfer function. The effective modulation transfer function
for system evaluation is the product of these individual transfer functions.
If low contrast test targets were available on the lunar surface, the non-
linearity of the spacecraft film could be ignored and an alternative pro-
cedure for evaluation of the modulation transfer function of the entire
photographic system could be employed. The available target, namely,
the shadow-to-sunlight edge interior to a crater is high contrast in nature
so that the alternative analysis which neglects the nonlinearity of the space-
craft film introduces an error into the measurement of the total system
modulation transfer function. However, under circumstances where the
techniques described in the previous sections cannot be employed to evaluate
the modulation transfer functions individually , this technique may be
employed as a reasonable approximation and will be described further.
The evaluation procedure still employs an edge trace across the shadow-
to-sunlight edge interior to a crater. In this case, however, the crater
diameter must be chosen in the region of 5 to I0 resolution elements to
insure that the penumbral length is much less than the resolution of the
system and can be neglected. The resulting edge trace obtained by scanning
the selected target is then treated in a manner similar to the analysis
presented in the Section 3. 3.4. The scan line structure and the incoherent
noise are removed from the edge trace; it is differentiated and Fourier
transformed to determine the modulation transfer function for the entire
system. There is no correction for the finite sharpness of the initial
test object since the sharpness is primarily determined by the penumbral
length and targets are selected so that it is negligible.
.,..
Such as extreme exposures of the spacecraft film or lack of sufficient
sharpness of the edge data target.
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3.4 Study of the Accuracy of the Measurement Techniques. -
One of the primary tasks of the Phase II effort is to establish the accuracy
of the measurement techniques described in the previous sections. The
first problem considered under this task is the effect of the assumption that
the reconstruction is a linear process when actually it is composed of two
compensating nonlinear effects. In addition, an error analysis of the
measurement techniques are presented for each of the quality parameters.
For some of the measurement errors, the analysis employs Taylor series
expansions to linearize the analytical expressions and treats the error in
the quality parameter as a perturbation on the actual but unknown value of
the parameter. In other cases, the error produced in the quality parameter
is evaluated explicitly for the expected range of the measurement errors.
In addition, both simulated data and data obtained from the reconstructed
GRE film of the pre-launch readout of the Goldstone format (Lunar Orbiter
I) are employed to demonstrate the accuracy of the measurement techniques.
The simulated data has the advantage that the computed results can be
compared to controls provided by the known inputs to the simulation where-
as the data obtained from the original GRE film is typical of that which will
be obtained under actual analysis conditions.
3.4.1 Evaluation of the Effects of the Nonlinearities of the Ground
Reconstruction System (GRS): The subject considered in this section is
an additional study of the assumption of linearity in the Lunar Orbiter
imaging system, since this may influence the accuracy of the measurement
techniques. In the Phase I Final Report (1) , it was shown that a linear
analysis could be applied to relate the spacecraft film transmittance to
the GRE film density. Although the system was designed to have a linear
relationship between the output voltage of the scanner in the spacecraft
and the recorded GRE film density, this was done by employing two
compensating nonlinear operations in the reconstruction process. The
input voltage at the GRE is related in a nonlinear manner to the exposure
on the GRE film, which is in turn, nonHnearly related to the GRE film
density. Since the film integrates the exposure it receives, a linear
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analysis is not correct unless it can be shown that the combined effect of
the two nonlinearities can be neglected when measuring the quality para-
meters. Initially to establish the linearity of the system, it was assumed
that the spread of the reconstructing scan spot was small in the electrical
scan direction and that the spot was not wobbled excessively in the mechanical
scan direction so that the adjacent scan lines would retain their identity
(i.e., not blur together). .An additional study was undertaken to assess
the effect on the measurement techniques of increasing the size of the GRE
scan spot. The details of the analysis are presented in AppendixA. The
investigation employs simulation of microdensitometer traces of the various
targets selected to evaluate the quality parameters. The traces were
simulated for two systems. In one system, the recorded GRE density is
directly in proportion to the sum of the individual voltages at each point
in the reconstructed photograph (linear system). In the second simulation,
which represents the actual Lunar Orbiter imaging system, the reconstructed
densities depended upon the total exposure received at a point in the format.
It was assumed that the reconstructing spot had an approximately Gaussian
shape and a variable width. The simulation, performed on a digital computer,
synthesized microdens_tometer traces of an edge target and various gray
levels for several different widths of the GRE scan spot. The simulated
edge traces were processed by the data reduction techniques described in
Section 3.3.4 to evaluate the modulation transfer function employed in the
simulation. The measured modulation transfer functions for the two
simulated systems were compared with each other as a function of the scan
spot size varying from 3.7 microns to 6. 6 microns at the spacecraft film
scale. It was found that the variation between the transfer function of
the actual system (i.e., that which would be measured) and the transfer
function of the linear system are not significantly different. The difference
between the two transfer functions did increase as the scan spot became
broader, but remains less than 0. 05 for the largest spot size. Such a
deviation would produce a variation in the measures of system performance
described later in this report which would be less than I%.
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The simulated gray levels were used to determine the effect of the
combined nonlinearities upon the measurement of the signal level quality
parameters. With the established signal level data reduction techniques,
it was found that the combined nonlinearities introduce slight effects into
the measured relationship between SO-243 transmittance and GRE density
and negligible effects into the Hurter-Driffield response curve. The gain
of the communications system (i.e., the rate of change of GRE density with
respect to SO-243 transmittance) is less than that observed for a point by
point calibration of the system. This effect is not a source of error because
the measured relationship correctly relates SO-243 transmittance and the
measured values of GRE density when the data acquisition and scan line
removal techniques described in this report are employed. It is concluded
that the combined effects of the nonlinearities of the GRE system produced
essentially no effect upon the measurement of the signal level quality para-
meters or the noise level quality parameters.
3.4. 2 Accuracy of the Modulation Transfer Function Measurement
Techniques: Numerical techniques were previously employed to simulate
the end-to-end Lunar Orbiter imaging system and are described in the
Phase I Final Report. The associated computer program was used to
synthesize shadow-to-sunlight crater edges for the purpose of evaluating
the accuracy of some of the measurement techniques. For convenience,
attention was confined to the high resolution photographic system and
microdensitometer traces for the edge target originating from a crater
50 meters in diameter (i.e., 50 resolution elements), having a diameter
to depth ratio of 6.2 were constructed for a phase angle of 70 ° Simulation
techniques were also employed to construct microdensitometer traces
representative of those that will be obtained when scanning across the
edge of one of the gray levels in the step tablet of the pre-exposed data
array. These simulated edge traces were employed to investigate the
following problems: (i) The effect of hand smoothing techniques upon the
variability of the resulting modulation transfer function, and (2) the
convergence of the average of several measurements of modulation transfer
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function made from traces across different edges to the true modulation
transfer function to demonstrate the validity of employing statistical
techniques in estimating a transfer function.
To demonstrate the accuracy of the computational operations employed
in the data reduction techniques outlined in Sections 3. 3.4 and 3. 3. 5, the
noiseless simulations of the shadow-to-sunlight edge and the step tablet
edge were also constructed. These were employed in the data reduction
procedures along with the auxiliary parameters used initially in their
synthesis and the resulting modulation transfer functions agreed with that
used in simulation. This indicates that the accuracy with which the
modulation transfer function can be measured is not limited by the com-
putational operations, but is influenced by other sources such as noise
contamination and data acquisition procedures.
Before investigating the accuracy of the modulation transfer function
measurement techniques in more detail, it should be noted that a constraint
upon the modulation transfer function will influence the behaviour of the
standard deviation (or error) in any one measurement of transfer function.
Since the response or modulation transfer function is constrained to be
unity at zero spatial frequency and decrease to zero at high spatial
frequencies, it is evident that the standard deviation in any one measurement
must vanish at these limits. It is reasonable to expect therefore, that the
standard deviation of an individual measurement of response would increase
from zero at the low spatial frequencies peaking somewhere in the mid-
spatial frequency region and subsequently decrease toward zero again at
higher spatial frequencies. The spatial frequency where the deviation will
peak depends upon how rapidly the true response function being evaluated
decreases to zero. The more rapid the decrease of the response function
with spatial frequency, the lower the location of the peak in the standard
deviation. Because of this behaviour the approach taken to specify the
error in an individual measurement of modulation transfer function is to
employ a linear relationship which increases with spatial frequency and
bounds the observed standard deviation, It is expected that this procedure
will tend to overestimate the standard deviation at both the low and high
spatial frequencies and, therefore, represents a conservative bound in
evaluating the accuracy,
5O
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The microdensitometer scans made across both of the edge test
targets used in evaluating the modulation transfer functions contain noise
as well as the required signal. This noise must be removed from the edge
trace before the data can be used to evaluate the transfer function. The
method for removing the noise is to hand smooth the edge traces. It is
reasonable to inquire about the effect of the hand smoothing technique upon
the variability of the resulting modulation transfer function. The resulting
smooth edge trace is the subjective opinion of the observer and variations
between observers are to be expected. Consequently, a study was under-
taken where the same set of simulated edge traces, one trace simulating
the edge of a gray level in the pre-exposed edge data array and the other
edge trace simulating the shadow-to-sunlight crater edge were smoothed
by five different observers. Fig. 19(a) shows the average value and
associated + ¢- error bars of the individual measurements of the
scanner-communication-GRS modulation transfer function. It is seen
that edge was enhanced so that the measured transfer function is consid-
erably above the true value. In fact, all of the five of the individual measure-
ments of modulation transfer function were above the true value indicating
that this was a systematic error and is not characteristic of the hand
smoothing technique. This error is introduced by the particular noise
sample used in synthesizing this case. When the gradient across the edge
is relatively smooth, the observer has no criteria for judging the amount
of noise in this region and, therefore, has a tendency to leave this portion
of the edge trace unaltered, consequently introducing a systematic error
into the measurement of the modulation transfer function. On the other
hand, it is to be expected that the hand smoothing of several edge traces
obtained using different noise samples would yield individual results
whose average converged to the true modulation transfer function.
The same observers also smoothed the simulated shadow-to-sunlight
edge. The average camera system modulation transfer function determined
from the individual measurements derived from the smooth edge traces
is presented in part (b) of Fig. 19. Since the data reduction procedure
employs the measured scanner-communications-GRS transfer function to
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Figure 19 MEASURED MODULATION TRANSFER FUNCTIONS OBTAINED FROM
HAND SHOOTHED SIMULATED NOISY MICRODENSITOMETER TRACES
correct the shadow-to-sunlight crater edge, the effect of over estimation
of this transfer function is also seen in the measured camera system
modulation transfer function. In the region where the scanner-communications-
GIRS modulation transfer function is overestimated, the camera system
modulation transfer function is underestimated. The fact that these effects
are always in opposite directions is fortunate since they tend to compensate
for each other when the complete photographic system modulation transfer
function shown in part (c) of the figure is determined by multiplying the
individual results. The reader is reminded that the results shown in the
figure indicate the variability of the hand smoothing technique and comparison
of the measured values of MTF to the true values of MTF do not necessarily
indicate how well the modulation transfer functions can be measured when
several measurements having different noise samples are averaged.
An investigation employing simulated data was performed to demonstrate
the convergence of the average of several measurements of modulation
transfer function made from traces across different edges to the true
modulation transfer function. In this case, the simulated data consisted
of several representative traces of the edge of a gray level in the pre-
exposed data array. These traces were sFnthesized using the nominal
scanner-communications-GiRS modulation transfer function and independent
additive noise samples having spectral properties equivalent to those
reported in the Phase I Final Report (1). Under actualanalysis conditions,
several edge traces will be employed in evaluating a transfer function. It
is reasonable to expect that the noise component will be different from
edge trace to edge trace and, therefore, that the average value of the
modulation transfer function determined from each of the individual
measurements would tend to converge to the true value of the modulation
transfer function (unknown in this case) as the number of edge traces
employed increases. To verify this conclusion, the simulated edge traces
having different additive noise samples were hand smoothed by a single
observer. The resulting average modulation transfer function from four
simulated edge traces is shown in Fig. 20. Compared to the results in
Fig. 19(a), the average value is considerably closer to the true value
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of the modulation transfer function. Therefore, it is reasonable to expect
that the average of successively more individual measurements of modulation
transfer function from additional edge traces would converge to the true
value of the transfer function. In addition, the comparison indicates that the
contribution to the error due to the contamination of the signal with noise is
greater than the variability of the hand smoothing technique. The results
verify that the random variability produced by the combined effects of the
noise characteristics and hand smoothing can be minimized by using averaging
techniques. The number of samples employed in an analysis depends upon
the confidence desired in the measured transfer function and will be discussed
in more detail in a later section.
In addition to the microdensitometer traces made across the edge
targets, the evaluation of both modulation transfer functions requires some
auxiliary data. In the evaluation of the camera system modulation transfer
function, an ideal exposure distribution must be computed so that its
spectrum can be compared to the spectrum of the actual exposure. This
computation requires the measurement of several auxiliary geometric
parameters. The accuracy with which these parameters can be measured
will influence the resulting value of the measured camera system modulation
transfer function. In studying this problem, it is sufficient to consider
the effect of the measured value of crater diameter, shadow length, edge
location, and phase angle upon the resulting measured value of the camera
system modulation transfer function ;:_. These parameters can conveniently
be measured from the GRE film or obtained from orbital data. However,
they cannot be measured exactly and therefore the ideal image or its
spectrum cannot be determined without error. This error will introduce
The auxiliary geometric parameters described in Section 3. 3. 5 also
included some additional parameters such as the dtstance of the center
of the crater from the nadir, the azimuth angle of the camera system,
the spacecraft altitude and the spacecraft's radius. These parameters,
however, are used to determine the phase angle and consequently their
influence upon the measured value of the modulation transfer function
can be described by investigating the influence of the phase angle alone.
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a corresponding error in the measured MTF for the camera system. The
effects of the inaccuracies in the measured values of these parameters are
discussed below. An approximate bound in the fractional error of the
measured MTF is determined individually for each parameter by dividing
the spectrum of the true ideal exposure by that obtained with one of the
parameters containing an error. In each case, an estimate of a reasonable
error to be expected is given and combined to establisha bound for the error
in the camera system MTF due to the variation of the auxiliary geometric
parameters. The analysis employs the shadow-to-sunlight edge of a 50
meter diameter crater having a diameter-to-depth ratio of 6.2 at a phase
angle of 70 °.
Whena trace is made using a microdensitometer, a finite length
record or sampled interval is obtained and used in the data reduction
program. To do this, the location of the measured edge ([. e., the location
of the umbral to penumbral interface or the penumbra to sunlight interface)
must be determined. The location of the ideal edge can then be adjusted
accordingly, or equivalently the location of the sampled interval changed,
so that the spectra of the ideal edge exposure and the degraded edge exposure
differ by the true modulation transfer function of the camera system. If
the edge location is not known exactly, the true MTF cannot be determined.
Fig. 21 shows the fractional error which is included in the measured MTF
for various amounts of error in the estimate of the location of the edge
within the sampled interval. Note that the error has a small oscillation
about an average error which is about I% per micron of uncertainty of the
location of the edge . The length of the data record determines the rate
of the oscillations which occur at equally spaced intervals. Filters for
estimating edge location (i.e., estimation of "arrival time" of a signal)
could be employed on the measured, degraded image. In the present
case, however, the exposure change between the umbra (complete shadow)
and sunlight portion of the image is large and extends over a distance equal
to the penumbra length, which is less than the nominal resolution element
of the camera system. Therefore, the location of the edge should be
7:=
At the spacecraft film scale.
56
K
Z
0
I.,--
0
taJ
/
I
NOllONn3 _335NV8_ NOIIV]flGOH NI _0_83 1VNOlIOV83
U.
t--
"Jr
Z
laJ
i,--
ew.
L,U
,.,r
,.r-
X
0
&l.
Z
I--
0
-J
ILl
ILl
U.
0
ILl
-J
o
L_
Lit
U.
UJ
L-
01
'U-
G7
estimable within a standard deviation of less than one-half a resolution
element or about five microns on the SO-243 film plane. The corresponding
fractional error in the measured transfer function is 0. 06.
The measurement of the shadow length is made directly from the re-
constructed GRE film image. Particularly important is the determination
of the length of the penumbral region. This region contains the majority of
high spatial frequency information in the image and the measured modulation
transfer function reflects any inaccuracy in the determination of the penumbral
intensity distribution. An incorrect measuremen, t of shadow length produces
an error in the determination of the penumbral lenght as well as altering the
exposure distribution in the "sunlight portion" of the image. The fractional
error introduced into the measured transfer function for various values of
the error in the measurement of shadow length (expressed in meters on
the lunar surface) is shown in Fig. 22. Note from the figure that the error
at a fixed spatial frequency is approximately linearly proportioned to the
magnitude of the error in the shadow length measurement. A reasonable
standard deviation to expect in the measurement of shadow length is one-
half a resolution element or a half-meter for the high resolution system.
From the figure, it can be seen to correspond to a fractional error in the
measured modulation transfer function less than 0. 03 for frequencies less
than 70 lines/ram.
The effects produced by an error in the measurement of the crater
diameters are similar to those discussed above. This is seen in Fig. 23
where the fractional error introduced into the measured MTF is shown for
various amounts of error in the measurement of crater diameter. It is
seen that the error in the MTF is linearly proportional to the error in the
diameter measurement and that an error of half a resolution element
produces a fractional error in the MTF measurement less than 0. 03 for
frequencies less than 70 lines/ram.
The phase angle is measured from an analysis of the orbital data
rather than from measurements on the reconstructed photograph. The
accuracy of the determined value of the phase angle will influence the
measured value of the MTF. The results obtained by employing the same
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analysis techniques used above are shown in Fig. 24. .An error of 0.2
degrees in the phase angle will produce a fractional error of 0. 0Z in the
measured MTF at frequencies less than 70 lines/ram.
Each of the errors discussed in the previous paragraphs can contribute
to the total error in the measured MTF. If all the errors are independent,
the total error (fractional standard deviation) in the measured MTF is
given by the rms value of the individual errors. Because of measurement
procedures, two of the errors, namely those produced by the errors in the
shadow length and diameter measurements, are correlated. This occurs
because both measurements will use the same point on the rim or edge of
the crater as a reference. Due to this condition, and the fact that the same
amounts of error in both of these parameters will produce errors in
opposite directions in the measured MTF, their correlation coefficient is
-1/2. Therefore, the error (fractional standard deviation) in the MTF
produced by the combined effects of errors in measurement of shadow
length and crater diameter is given by
where /6 t and /_ are the fractional standard deviations introduced by
each factor alone. These were previously determined to have equal values
of 0. 03. Thus, the resulting fractional standard deviation in the MTF con-
tributed by the combined error is 0. 03. Taking the rms value of this error
and the errors produced by the error in edge location and phase angle, all
of which are independent, the total fractional standard deviation in each
measured MTF is estimated to be less than 0. 07 due to the variability of
the geometric parameters. This error must be combined with the error
introduced by the data acquisition procedures (microdensitometry, hand
smoothing, noise characteristics, etc.) to evaluate the accuracy of the
complete measurement technique. These latter errors should be approxi-
mately equivalent in measuring either transfer function and therefore are
only evaluated for the measurement of the scanner-communications-GRS
modulation transfer function.
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L
The measurement of the scanner-communications-C, RS modulation
transfer function also requires some auxiliary data. The original edge on
the spacecraft film must be sharp enough to be degraded by the frequency
response of the combined-scanner-communications-GRE system. It can-
not, however, be assumed that this edge is perfectly sharp. The accuracy
to which the sharpness of the original edge on the spacecraft film is known
will, therefore, influence the measured value of the scanner-communications-
GRS modulation transfer function. To obtain the correction factor re-
presenting the unsharpness of the original edge, it is assumed that the test
object is a degraded step function, that is, an edge between two constant
levels, and that the degradation of the edge can be expressed in the form of
a corresponding frequency response or modulation transfer function.
The entire measurement technique for the scanner-communications-
GRS modulation is amenable to analysis. If the following notation is
employed, Tsv _ (_') , the scanner-communications-GRS transfer function,
?-c (_) ' the response function representing the average edge sharpness
and ?',n (_') , the measured response function obtained from the GRE film
edge trace, the basic procedure described in Section 3.3.4 can be represented
mathematically as
% (11 )
Employing a rule for propagation of errors based upon a Taylor series
expansion (3), the standard deviation in the measured value of the scanner-
communications-GRS MTF is given by
 ScR = % *r/C,) k / (Iz)
where the symbol _4 with an appropriate subscript represents the standard
deviation of the corresponding transfer function and /Vc is the number of
individual response measurements employed to evaluate "r< ('_,) . From
expression (12), it is evident that the accuracy attained in the measured
, (_') smaller)scanner-communications-GRS MTF is better (i.e. /J_c_
if _cR (_)) << "_c (j2) _< _ or that the edge target must be sharp compared
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to the degradation to be measured. It is easily shown, in fact, that
/_-scR(_) is minimized by having _ (_') = ! or a perfect edge test
object and that in lieu of such a test object the sharpest edge target
available should be selected.
Expression (12) may be simplified by noting that it is reasonable to
expect equal standard deviations, that is
/_ (_)_% (_) :/_(_) (13)
since both response functions are measured by similar techniques . With
this condition /d_-sc R (#) becomes
_(#) + A/¢ (14)
Since "_scz_ (V) .= !
ac - _c
by expanding the radical it is seen that
4 i/_, ,. c,-_'_ 0,')- < t. 05"A/c (15)
if at least 10 edge samples ( A/c > 10) are used to evaluate the sharpness
response function. Therefore, the accuracy in the measured scanner-
communications is given by
and depends primarily upon the accuracy of the data acquisition techniques
(i.e., microdensitometry, hand smoothing, noise characteristics, etc.)
and the sharpness of the original edge target when a reasonable number of
edge samples are employed in evaluating the sharpness response function,
"Fc (_)) . It also should be noted that the standard deviation given in
expression (16) may be evaluated directly from the deviations observed in
the individual measurements of the transfer function.
This assumption is verified by the measurements made employing the
Goldstone readout GRE film of Lunar Orbiter I and reported later in
this section.
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Measurements of the scanner-communications-GRS MTF were made
using the Goldstone readout GRE film obtained from Lunar Orbiter I shown
in Fig. 25. The purpose of the measurements is to demonstrate the con-
clusions of the previous analysis and to establish reasonable values for the
deviations.
Measurements of the response function representing the average edge
sharpness were made from a sample of bimat processed Goldstone leader
for the edge of Steps 5, 6 and 7 on four framelets using a slit 1.25 microns
wide. The solid curves shown in Fig. 26 represent the average response
function for each edge target. Since ahigher response indicates a sharper
edge, it may be concluded that measurements of the scanner-communications-
GRS modulation transfer function made from the corresponding reconstructed
GRE film should have the least deviation or error when the edge of step 5
is employed and the greatest error when the edge of step 7 is employed.
The fractional standard deviation, /5¢-e (_')/_'c (_) , to be expected
in a typical measurement of the response function corresponding to the
average sharpness of the edge target such as those shown in the figure can
be estimated from the m[crodensitometer scans made across the edge of
the gray levels in the step tablet on bimat processed samples of SO-243
film by computing the standard deviation of the individual measurements as
a function of spatiaI frequency and dividing by the average response function.
The results, presented in Fig. 27, indicate that the fractional standard
deviation is approximately iinearly proportional to spatial frequency and
may be slightly dependent upon the edge sharpness. The data from the
Lunar Orbiter I flight film sampIe was included because it was obtained
from 10 to 12 individual measurements, whereas the data from the GoIdstone
leader employed only four individual measurements and the increased number
of measurements is preferred from the standpoint of accuracy when evaluating
the fractional standard deviation. The fractional standard deviation for a
single measurement of the response function is approximately 0. 003
and as the number of measurements is increased, the fractional standard
deviation of the average response function decreases by the square root of
the number of measurements.
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F igure 25 TARGETS IN THE GOLDSTONE FORMAT OF THE ORIGINAL GRE FILM 
FROM THE PRE-LAUNCH READOUT (LUNAR ORBITER I )  
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The edges of steps 5, 6 and 7were scanned on the reconstructed GRE
film obtained from the prelaunch Goldstone readout in order to evaluate the
scanner-communications-GRS modulation transfer function. These edge
traces were combined with the measurements of edge sharpness reported
above and employed in the data reduction program described in Section 3. 3.4
to evaluate the transfer function. The results of these measurements are
presented in Fig. 28. The nominal transfer function is shown in (a) as a
convenience for comparison. It is evident from the figure that step 5 (the
sharpest test object) produced the most reasonable results, whereas the
measurements which employed the edge of step 7 (the least sharp of the
test objects) produced results which appeared to oscillate around unity. It
should be noted that in the range from 0 to 15 lines/mmall of the results
are in agreement. The standard deviation of the individual measurements
of transfer function for each of the edge targets is shown in Fig. 29 _:'. The
standard deviations have approximately linear dependence on spatial
frequency and also exhibit the inverse correlation between the magnitude
of the deviation and the sharpness of the initial test object hypothesized
earlier. It would be expected, therefore, that the measured value of the
transfer function would be more reliable when obtained from measurements
from the edge of step 5 as opposed to the edge of step 6 or 7. The results
shown indicate this behavior. The reader may be disturbed by the fact that
the measured responses obtained from the edge targets of steps 6 and 7
appear to be significantly different from that obtained from step 5. That is,
if the results are superimposed, the two sigma error bars (double those
shown) would not overlap in the region above 30 lines/mm. There is an
explanation for this fact. We note that the errors shown in the figure
are equivalent to the value obtained by evaluating Eq. (16). The reader is
reminded that this expression for error in the measured transfer function
was derived using the first order approximation of a Taylor series
By comparing the results presented in Fig. Z7 to those of Fig. Z9, it
can be shown that /47.7n(_,) _---_4c(72) as assumed earlier [expression
(13)].
69
].0
0.8
'" 0.6
Z
0
.- ,O.q.
0.2
i _-"t'.--.__, i ' i i i i i i i i i i '
i i _'_--_. _ NOMINAL
i i i i i i ..i ..... _ :.. .i ..... _ ....... i..... i ..... J,........ ; ?_._ ..... i ......... i
.............. i _ i...... _i....... i!........ !i ........ '......... _ i: ........ i.....
(a) MEASUREMENTSUSING EDGE OF STEP 5
I.tJ
O_
Z
0
a.
t.tJ
I:g
1.0
0.8
0.6
O.V,
0.2
........ ÷-..--_--+- - - _ - -_ .... _ .......... i......... _......... : ......... i ......... i ......... :....... _ - _ - -- _ -_ ......
(b) MEASUREMENTSUSING EDGE OF STEP 6
U.J
11[
0
Q.
LLI
Q_
1.2 .......... " '_......... _ " +................._ ! ......t.....................,......:......... :
0.8 -
...................... i........! '!.........................................._ ! ..........................................I _
0.6 I I : i _ i
1
i I I ] I ! I I i i I I I II
0
0 IO 20 30 q.o 50 60 70 80 90
SPATIAL FREQUENCY(LiNES/m)
(c) MEASUREMENTSUSING EDGE OF STEP 7
Figure 28 MEASURED SCANNER-COMMUNICATIONS-GRS MTF USING EDGE TRACES MADE
FROM ORIGINAL GRE FILM OBTAINED (PRE-LAUNCH GOLDSTONE READOUT
OF LUNAR ORBITER I)
?0
L
' i o
..... ,_........ -_- -_- ...... _................. , ......... , ......... L........ _.......... _0
.L .................. _ ......... L......
......... -_......... J ......... L.........
®
0 u_ 0 L_ 0
0 0 0 C_ 0 0 0
NOIIVIA30 Q_VQNVIS
71
expansion for the propagation of errors. For this approximation to be valid,
the measurement errors must be small compared to the quantity being
measured. When this is not true, expression (16) underestimates the
actual error. To estimate the transfer function, the measure response,
T_n (_) , is divided by the sharpness response function _¢ ('_) . Since
both of these functions are measured using similar techniques they have
similar errors or deviations. At spatial frequencies where the magnitude
of either function is comparable to the measurement error, the first order
approximation is not valid and the error predicted by Eq. (16) is too small.
It is easily shown that the magnitude of the measured response is less
than the magnitude of the sharpness response at any fixed spatial frequency
consequently the magnitude of 7-,_ (_) will approach the measurement
error at a lower spatial frequency than _ C_) Near the spatial frequency
where this occurs the error of the measurement can be expected to increase
rapidly above the value predicted by Eq. (16) and hadicated by the error
bars in F_g. 28. In an intuitive approach to this problem during the Phase I
effort, a threshold was selected for the response function describing the
edge sharpness and only at the spatial frequencies where the response
function exceeded this threshold could the evaluation of the transfer function
be considered reliable. The motivation for this approach is based upon
the fact that the combined effect of the sharpness response function and the
modulation transfer function must not reduce the signal power to a point
where it is comparable or less than the noise power at any given spatial
frequency. In terms of the current formulation, this means that the magnitude
of 7-c C_) must be greater than the standard deviation of the measure-
ment procedure. The threshold was initially chosen to be the 30% point.
Table 3 shows the spatial frequency in lines/mm at several points of
the sharpness response functions shown previously in Fig. 26. If the
30% threshold is reasonable, then the measured values of the transfer
function obtained from measurements of the edges of step 5 and step 6
should not vary significantly at spatial frequencies below 60 lines/mm and
the comparison between the transfer functions from the edges of step 5
and step 7 should not vary significantly below spatial frequencies below
45 lines/mm/ However, this is not the case indicating that this threshold
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Table 3
SPATIAL FREQUENCIES OF SOME RESPONSE POINTS OF
EDGE SHARPNESS (GOLDSTONE LEADER)
STEP
NO,
RESPONSE
30_ 50_ 70_o
SPATIAL FREQUENCY(LINES/n)
6 62
7 _5
102
38
31
69
211,
22
may be too low. To investigate this problem further, repeated measure-
ments.of the transfer function were made from microdensitometer traces
across the edge of step 6 in a single framelet of the Goldstone readout GRE
film. The standard deviation of the individual measurements as a function
of spatial frequency is shown in Fig. 30. The arrows in the figure are
located at the spatial frequencies corresponding to the response indicated
next to each arrow. From the figure, it is seen that at responses below
50%, the standard deviation shows a rapid increase with spatial frequency.
It is reasonable to assume that this increase in variability reflects the
inability of the measurement technique to extract the signal accurately from
the noise. If the magnitude of _c (¢) for the edge of step 6 shown in
Fig. 26(b) is compared to twice the standard deviation of the repeated
measurements, we find that they are equal approximately at the 30% point
and therefore this threshold is indeed too low. If we increase the thres-
hold to the 50% point of the sharpness response function, the observed
results presented in Fig. 28 are reasonable. From the values presented
Ln Table 3 the transfer function determined from the three edge targets
should not be significantly different for spatial frequencies below 30 1ines/mm
whkch indeed is the case. It is concluded, therefore, that the accuracy of
The magnitude of the measured response, _-_ (_)
the two standard deviation level in this region.
, will be less than
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eo
the measurement techniques used to evaluate the scanner-communications-
GRS modulation transfer function is adequately determined by Eq. (16) at
spatial frequencies below that corresponding to the 50% point of the response
function.
It was decided that the evaluation of the camera system modulation
transfer function from data supplied by the GRE film of the pre-launch
Goldstone readout was not possible for several reasons. First, the
method employed in the construction of the Goldstone leader involved several
nonlinear photographic processes between the original negative and the
Goldstone leader. The Goldstone leader, therefore, does not appropriately
simulate the spacecraft film and the photometric control required to
evaluate the ideal exposure distribution required in the measurement of
the camera system modulation transfer function is not possible. In addition,
three of the six craters shown previously in Fig. 25 were profiled from
the model supplied by the Eastman KodakCompany and were found to be
unrealistically rounded and shallow with diameter to depth ratios of 8:1
to 10:1.
3.4. 3 Accuracy of the Noise Level Measurement Techniques:
In contrast to the previous error analyses, the effect of the data acquisition
and data reduction techniques upon the accuracy of the measured value for
the noise levelquality parameters were made separately. To access the
effect of the data acquisition techniques, an analysis was made of the
repeatability of the measurement of total noise power in which a series of
microdensitometer scans were made across a uniform area of a step tablet
on 70mmbimat processed SO-243 film. Since this sample did not contain
scan lines, because it was not reconstructed GRE film, a 10.2 micron diameter
aperture was utilized in making the microdensitometer scans. These scans
were made at randomly selected positions in the uniform area and were
made by two different microdensitometer operators. The values obtained
for the totalnoise power and for the mean density are shown in Table 4
alongwith the variance of the two measurements. It can be seen from
these results that the accuracy of the data acquisition techniques is such
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Tab] e q.
REPEATABILITY OF MEASUREMENTS
OF TOTAL NOISE POWER
SCAN
1 1
2 1
3 I
5 I
6 1
7 1
8 1
9 ]
MEAN NOISE
DENSITY POWER
.36 . OU,U_
• 36 .011.2
.36 .OU_U_
• 37 , oq.7
• 37 . oq.2
• 38 •0_0
.38 ,039
.38 • oq.2
.38 . oq.3
MEAN NOISE POWER= 0.0_3
RMS DEVIATION = 0.002
AVERAGEDENSITY = 1.37
RMS DEVIATION = 0.01
that a single scan can be used to estimate the total noise power to within 5%.
The noise level quality parameter, however, is not simply the total noise
power obtained from a mLcrodensLtometer trace but the effective white
noise power density over the bandwidth occupied by the signal. The data
reduction techniques in Section 3. 3. 3 described the procedure for
adjustment of the total noise power to include only that portion within the
signal bandwidth. The procedure has a simple mathematical formulation
and therefore the accuracy which can be attained in the measurement is
amenable to analysis. The following notattonwill be employed• The total
noise power measured by employing the techniques described in earlier
sections w[llbe denoted by Pr , the adjusted noise power within the
signal bandwidth will be denoted by PAox and the measured noise power
after filtering by the [th filter denoted by _" _ ( = f,2, 3,4, 5". The
correction of the measured total noise power to arrive at the adjusted
noise power is shown in Appendix D to be
= p,--  4.s Ps (17)
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where it is assumed that the noise power passed by filter no. 5 will be
used to estimate the white noise power attributed by the reconstructing
film. The standard deviation of the adjusted noise power can be written
directly as
: F/_' (,1.g)'_,_ (IS)A p._# PT +
where /dpr and ,6p¢ represent the variance of the measured total
noise power and the measured noise power passed by filter no. 5,
respectively. From empirical results presented above and in AppendixD,
we note that these variances may be written as
and
and the standard deviation of the adjusted noise power becomes
Combining expressions (17) and (19) the fractional standard deviation
is written as
p7, c2z2 'p7
tl
8o_ # - 118
(19)
(20)
To continue the analysis,
to the total noise power• Let their ratio be denoted by
this into Eq. (20) yields
i//(o.or)" , (z r2,e)*
PAO.T f -- ff" 8R
it is convenient to relate the filtered noise power
k_ Substituting
(Zl)
The value of the ratio _/Pr depends upon the shape of the spectrum being
analyzed. Since it is expected that the noise is correlated or that its
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spectrum is "red", the ratio will have a value which is less than 0. 0635
which corresponds to a white noise spectrum (see Table 2, on page 36 ).
By examining expression (21) it can be seen that the smaller of the value of
the ratio (Le., increased correlation of the noise) the more accurate the
established technique for measurement of the adjusted noise power. The
value of the ratio does, in fact, depend upon the average exposure on the
spacecraft film since this influences the shape of the noise spectrum. Under-
exposure of the film tends to produce a red spectrum and overexposure of
the film tends to produce a whiter spectrum. Consequently, it can be
concluded that the measurement technique will become less accurate as
the average exposure on the spacecraft film is increased. For example,
if the average exposure on the spacecraft film is equivalent to that received
by step 9 of the step tablet in the pre-exposed edge data array, the value
of R , evaluated from the original GRE film of Lunar Orbiter I, is found
to be approximately 0. 047. Substituting this value into expression (21),
the fractional standard deviation in a single measurement of the adjusted
noise power is about 30%.
Measurements of the adjusted noise power were also made using the
GRE film obtained in the Goldstone readout of Lunar Orbiter I. Micro-
densitometer scans were made using the data acquisition techniques
described previously in Section 3.2 to obtain noise data. The data was
obtained from the uniform gray levels corresponding to steps no. 5 and 6
in the pre-exposed edge data array. These steps were scanned in each
of four framelets. Table 5 presents the summary of the resulting data
including the measured GRE density, the total noise power, and the adjusted
noise power for each of the areas sampled. The analysis of the data also
provided results which were used to estimate the ratio of the filtered
noise power to the total noise power (i.e., R ) required to evaluate the
fractional standard deviation using expression (21). From these estimates,
the expected fractional standard deviation for a single measurement of
the adjusted noise power are computed to be 12% at an average exposure
equal to that of step 5 and 25% at an average exposure equal to that of
step 6. These values compare favorably to the measured standard deviation
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of the data included in Table 5. The average value of the adjusted total
noise power also compares favorably to the analytically determined value
of noise power determined by the procedures outlined in the Phase I report.
In a "nominally exposed" photograph, that is, one which has an
average density of 0.8 on the spacecraft film, the fractional standard
deviation for a single measurement of the adjusted noise power of approxi-
mately 18% is to be expected.
3.4.4 Accuracy of the Signal Level Measurement Techniques:
The signal level quality parameters consist of the Hurter-Driffield response
curve for the bimat processed spacecraft film and the linear relationship
between the spacecraft film transmittance and the recorded GIRE density.
The accuracy to which these two functional relationships can be measured
depends primarily upon the ability to accurately measure the average density
corresponding to each of the gray levels in the step tablet on the GIR]E film
and the transmittance values of each of the levels as they would appear
on the spacecraft film. Since the pre-exposed edge data array contains a
large amount of sensitometric calibration information, it is reasonable to
assume that the measurements of GRE density can be made with acceptable
accuracy. The transmittance values for the gray levels on the spacecraft
film are measured from a bimat processed sample of flight film taken
from the same roll which is loaded into the spacecraft assuming that the
processing in the spacecraft is equivalent to that of the sample on the
ground.
It is difficult to specify the accuracy of the signal level quality para-
meter measurements. Although confidence intervals for the measured
functions would appear to be a logical choice, they are signal dependent
functions which would be difficult to employ in subsequent analysis such
as estimation of sample size. In addition, since the same measured density
values are used to determine both the linear relationship between GIRI_.
density and spacecraft film transmittance and the Hurter-Driffield response
curve, the confidence intervals are not independent and their analytical
form would be quite complex. Instead, to measure the error of the signal
8O
level measurement techniques it is more convenient to use an estimate of
the accuracy to which the densities of the gray levels on the spacecraft film
in the step tablet can be predicted. These densities are computed from the
expression
---JO ,o ---:O],o(c+d ) (zz)
where c and d are the coefficients of the linear regression representing
the relationship between GRE density ( D_g ) and spacecraft film trans-
mittance ( _e )" Employing a Taylor series expansion to linearize this
expression and neglecting the correlation between the GRE density and the
regression coefficients, the standard deviation of the predicted value for
the spacecraft film density can be written
(23)
where _ and /J_ are the variance in the intercept and slope estimate
obtained in the linear regression and A_G_E is the variance in the
measurement of GRE density. Obtaining the partial derivatives from
expression (22) and substituting
... 0.434//a •
From this expression we note that /JDse
it is a function of _c and D&_ 6
estimates of /J_ , /4_ and ,4p_gz
obtained from the signal level measurements and estimates are available
from the analysis of the GRE film from the pre-launch Goldstone readout of
Lunar Orbiter I. Before discussing these measurements, consider the
influence of the number of measurements (i.e., number of step tablets
u depend upon thesampled) upon the deviation. Both /Jc and .4d
residual error in the linear regression between the measured average GRE
densities and spacecraft film transmittance for the nine steps of the step
tablet. It is easily shown that this residual, and hence /de z and /J_ ,
are expected to be inversely proportional to the number of step tablets
depends upon the signal level since
To evaluate the standard deviation,
are required. These can be
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sampled. Similarly, /_E , the variance of the average density
measured for a particular step in the tablet, should decrease in proportion
to the number of samples and therefore /_os ¢ should decrease with
the square root of the sample size.
In evaluating the quality parameters from the pre-launch Goldstone
readout, the transmittances were determined by measuring the density of
each of the levels in the step tablet from a sample of the Goldstone leader
taken from that employed in the Lunar Orbiter I spacecraft. The densities
were evaluated for three framelets, averaged and then converted to trans-
mittance. Table 6 presents the relative log exposure, the measured density
Table 6
GRAY SCALE DATA OBTAINED FROM A
SAMPLE OF THE GOLDSONE LEADER
STEP
NO,
RELATIVE MEASURED
LOG EXPOSURE* DENSITY TRANSMITTANCE
1 0.0
2 0.13
3 O. 27
q. O, q.o
5 O. 56
6 0.77
7 O.9q
8 !.10
9 1.26
0.16
0.21
O. 29
O,qq.
0.69
1.02
I. 28
1.5q.
1.72
0.692
0.616
0.513
0.363
O. 20q
0.0955
0,0525
0.0288
0.0190
* BASEDUPON THE _(LOG E) INCREMENTSFOR RETICLE
NO. 8 AND SPECIFIED IN L-O20_95-KU, 6 MAY 1966.
on the Goldstone leader, and the corresponding transmittance for each
of the gray levels. These transmtttances are combined with the measured
G1RE density for each of the gray levels to estimate the linear relationship
between spacecraft film transmittance and the recorded GRE density.
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Measurements of the GRE density were made for each of the gray levels in
five framelets from the reconstructed film obtained in the pre-launch read-
out. The average value of the density for each of the steps is presented in
Table 7, along with the standard deviation of the individual measurements.
Table 7
MEASURED GRE DENSITY AND STANDARD DEVIATIONS FROM THE
GOLDSTONE READOUT OF LUNAR ORBITER I
STEP
NO,
I
2
3
q.
5
6
7
8
9
MEASUREDGRE DENSITY
2,28 +. 0.06
2,27 + O,Ott
1,99 + 0,0 u,
=
1,63 + 0,06
i, 17 + 0,06
O,8q. + o,oq.
w
O.7lt .+ 0,03
0,71 + 0.02
i
0,73 + 0,02
The resulting linear relationship between the transmittance of the Goldstone
leader and the reconstructed GRE film is shown in Fig. 31. The step
number is indicated in the figure. Steps 2 through 8 all exhibited a linear
relationship which is somewhat different from the nominal linear relation-
ship also shown in the figure The transmittance of step 1 (refer to
Table 6) is quite high and its departure from linearity may be attributable
to clipping by the scanner electronics. Sucha phenomenon would produce
The constant difference in GRE density between the measured relation-
ship and nominal value could be simply a change in base fog of the
recording film.
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a constant GRE density at high values of transmittance. The departure of
step 9 fromlinearity could be produced by several effects. First, the
transmittance of the step simply could be in a region where the response
region of the scanner is nonlinear.
the least exposure in the GRE film,
light in the reconstruction.
Secondly, since this step also received
it would be more susceptible to flare
Using the experimentally measured relationship between GRE density
and the leader transmittance, the Hurter-Driffield response curve for the
Goldstone leader was determined by omitting the first and the ninth steps
of the step tablet. The resulting curve shown in Fig. 32 compares favorably
to the response curve obtained directly fromthe measurements of the step
tablet from the sample of bimat processed Goldstone leader.
From the complete analysis of these data it was found that the fractional
standard deviation in the predicted values of spacecraft film density determined
by dividing expression (24) by D$c , is approximately constant over the
linear region of the Hurter-Driffield response curve (steps 4 through 7,
inclusive) and has a value of about 10%. In addition, this deviation was
observed to decreased approximately as the square root of the number of
samples verifying an earlier prediction.
It should be noted that the measurement of the signal level quality
parameters can be considered valid only over the range occupied by the
GRE densities of the step tablet. To predict the exposure on the space-
craft film for densities on the GRE film which are above that of step 9
or below that of step 1, requires that the fitted parametric forms be used
as estimators. It is well known that the accuracy of such estimators
decreases rapidly as one attempts to predict values which lie outside
the range of the data.
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3. 5 Estimation of the Number of Measurements Required to
Evaluate Each of the Quality Parameters. - In the previous sections,
error estimators were described for each of the quality parameters.
Because of the nature of the measurement techniques and the observed
variability between individual measurements, a statistical approach must
be employed to evaluate any one quality parameter. Several targets will
be selected and the values measured from these targets averaged to
estimate the quality parameter. Since, in all cases, the errors were found
to decrease as the number of measurements increases, there is a tradeoff
between the accuracy attained in the estimated value of the quality para-
meter and the extent of the measurements.
The measured values of the quality parameters are used to determine
quantitative measures of system performance based upon the objectives
of the Lunar Orbiter mission. Since errors in any of the quality para-
meters introduce corresponding errors in the performance criteria, the
combined effect of the errors in each quality parameters must be given
consideration when estimating the number of measurements to be made
(sample size) in evaluating any one quality parameter. Generally,
performance criteria are functions of the quality parameters similar in
form to the ratio of the combined effects of signal level and signal detail
rendition to the noise level of the system. Consequently, in estimating
sample size, it is reasonable to measure the accuracy attained in the
performance criteria by the rms value of the fractional standard deviations
in the individual quality parameter measurements.
In the analysis presented in the previous sections, it was found that
the standard deviation of the modulation transfer function measurements
could be bounded by a linear function of spatial frequency. For purposes
of estimating the number of measurements required to evaluate a transfer
function, it is convenient however to compute the fractional standard
deviation at a fixed spatial frequency. In evaluating the performance of
the Lunar Orbiter system, it is found that accurate measurement of the
transfer function is most important for spatial frequencies below 20 lines/mm.
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Consequently, in evaluating the number of measurements to be employed
in the analysis of modulation transfer function, an upper bound for the
fractional standard deviation at 15 lines/mm is employed.
Table 8 presents the fractional standard deviation for an individual
measurement of each quality parameter, an estimate of the number of
measurements required, resulting fractional standard deviation in the
averaging value obtained from these measurements, and a qualitative
estimate of the relative contribution to the total error in the measured
performance criteria. As indicated from the results presented in the
table, the largest error occurs in the measurement of the noise level
quality parameter. In an analysis of system performance, the accuracy
is limited primarily by the expected error in this quality parameter. As
concluded from the analysis presented in Appendix D, the magnitude of this
error is primarily due to the effect of a finite sample size and the quasi-
spectral analysis employed in estimating total noise power within the band-
width occupied by the signal. To increase the accuracy in the measurement
of system performance, an increase in the amount of data or the number
of samples employed to evaluate the noise level quality parameter would
be required. In either case, the cost of acquiring and analyzing the
additional data needed for a significant improvement in the measurement
of system performance would appear to be unjustified.
In addition to the data obtained from the reconstructed GRE film, the
measurement technique for evaluating the scanner-communications-GRS
modulation transfer function requires an evaluation of the average sharpness
of the edge chosen to evaluate this transfer function. The number of
measurements which are required to measure the sharpness of the perspective
test objects depends upon the influence of the accuracy of this measurement
on the scanner-communications-GRS modulation transfer function. In
Section 3.4.2, it was concluded that the effect of the accuracy of the
measurement of sharpness could be neglected if at least 10 samples were
used to evaluate the sharpness response function.
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o RELATION OF THE QUALITY PARAMETERS TO THE LUNAR
ORBITER OBJECTIVES BY USE OF SYSTEM PERFORMANCE
CRITERIA
Having established and verified the techniques for computing the quality
parameters from measurements of specific targets in a reconstructed image
on the GRE film, it is desirable to use these measures of quality to determine
an index or set of indices which "specify" how well the photographic system
performed with respect to the Lunar Orbiter objectives. Such a set of indices,
referred to as system performance criteria, are described in this section.
The criteria are based upon the objective of establishing the general rough-
ness of the lunar surface in support of the Apollo program. The discussion
is divided into four topics. The first topic considered is a description of
the topographic models used to establish the criteria and the relationship
between the criteria and the measured values of the quality parameters.
This is followed by a section showing the variation of the criteria with model
geometry and off-nominal operating conditions of the Lunar Orbiter photo-
graphic system. To assess the accuracy to which the system performance
can be measured by the criteria, the relationship between the error in the
measurement of the quality parameters and the accuracy to which the
criteria are determined is evaluated in the third section. The final topic
considered concerns the applicability of the criteria to assessment of the
capability to extract topographic data from the Lunar Orbiter imagery.
4. 1 Description of the System Performance Criteria. - To
relate the measured values of the quality parameters to system performance,
a test object representing a topographic feature on the lunar surface must
be selected. Two such test objects or models have been specified by NASA
to assess how well the objective of establishing the general roughness of
the lunar surface is met by the Lunar Orbiter photographic system. These
test objects shown in Fig. 33 are a right circular cone with a vertical axis,
and protruding from or recessed into a horizontal surface, and a uniform
square area inclined toward or away from the sun surrounded by a horizontal
91
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Figure 33 SPECIFIED TEST OBJECTS FOR EVALUATING SYSTEH PERFORHANCE
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surface. Using these test objects for models, a set of performance criteria
were developed and reported in the Phase I Final Report. The criteria
were subsequently revised and the new criteria described below.
During an actual mission, the Lunar Orbiter spacecraft will photograph
the lunar surface in the nadir direction for a major portion of the mission.
Variations in exposure on the spacecraft film will be produced by the
dependence of the reflectance of the lunar surface upon its orientation.
The relative reflectance is expressed through the photometric function. One
objective of the Lunar Orbiter mission is the detection of small obstructions
on the lunar surface. The topographic test object or model specified by
NASA for evaluation of system performance for this objective is a conical
obstruction of height _ and radius r This object is assumed to protrude
from or recess into a horizontal surface located at the nadir position of the
photograph . In the analysis, the phase angle, or equivalently in this case
the solar zenith angle, is not restricted to the range where no shadow is
cast by the obstacle, as done previously during the Phase I effort. It is
still assumed that the object is of low enough contrast so that the photographic
response is approximated by the total response determined by multiplying
the two measured values of modulation transfer function obtained as the
signal detail rendition quality parameters. In practice, however, the test
cones may have a sufficiently large height-to-radius ratio compared to the
phase angle so that the irradiance distribution produced by the cone is high
contrast in nature. This is particularly true when a shadow is cast by the
cone. In these circumstances, the approximation of a linear system is
inaccurate but not unreasonably so and is therefore retained on the basis
of expediency.
-J- -r
The assumption of vertical photography implies that the nadir point
and the principal ground point are reasonably coincident in the photo-
graphic image.
The error made tends to yield slightly higher performance measure
than that representative of system performance.
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Since the question is one of detection, the visual detection process is
simulated for purposes of analysis by a matched filter designed for the
specified size and shape of obstacle. This filter is used to make a decision
in the optimum manner as to whether an obstacle or only the noisy background
is present. The measure of system performance is taken to be the amplitude
signal-to-noise ratio for this filter. The relationship between this criterion
and the measured quality parameters is derived in Appendix C. Assuming
that the noise in the GRE image is approximately white it is found that
- (25)
where h/0 is the two-dimensional noise power density obtained by dividing
the adjusted noise power (that is, the noise level quality parameter) by the
bandwidth of the GIRL image and _ is called the "quadratic content" and
represents the power contained in the difference between the signals with
and without the obstruction present. It should be noted that Q will depend
upon the frequency response of the system and the signal level. However,
because of integration over the signal, the value of Q does not depend
uniquely on target shape. As shown in an earlier report (1), the value of
can be written in terms of the autocorrelation function of the system point
spread and the autocorrelation function of the difference between the signals
expected from the perfect system with and without a conical obstacle
present.
Another objective of a Lunar Orbiter Mission is to obtain topographic
information from the density variations observed in the reconstructed photo-
graphs. .A different topographic feature has been specified by NASA for
evaluation of the system performance with regard to photometric topographic
profiling. This test object is a two-dimensional uniform square area
inclined toward or away from the sun at an angle _ from a horizontal
surface". If sucha test object did exist on the lunar surface, it would
appear in the GIRL image to be a degraded square on a uniform background.
The sign convention employed is that positive
inclination away from the sun.
represents an
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The measure of system performance is chosen to be the accuracy to which
the angle _ could be measured from the hypothetical image on the GRE
film. This measure is related to the quality parameters by employing
maximum likelihood techniques of statistical communication theory in
Appendix C. The resulting criterion, that is, the minimum standard deviation
to be expected from an unbiased estimate of the angle _ using all the
information available in the photograph, is therefore indicative of limiting
performance which may not be achieved in actual data reduction . The
resulting mathematical expression for the standard deviation are similar
in structure to those for the signal-to-noise ratio discussed above. In
fact, if the "signal" is defined as the derivative with respect to _ of the
density distribution on the GRE film, then the standard deviation is shown
in Appendix C to be the reciprocal of the signal-to-noise ratio of a filter
matched to this signal. Assuming that the test object is a square area of
length _ on a side and inclined at an angle _ from a horizontal surface,
the error in the measurement of _ is shown to be
9 ) f2 z q. (79;c) Z z
In this expression, two of the quality parameters, AIo and 7-(72;c,_)y)
appear directly. The third quality parameter, namely, the total response
from the GRE film density to aerial exposure, is included in dz_D('_)
the rate of change of density level on the GIRE film with respect to ,c
The influence of the system frequency response upon the standard deviation
is seen to depend upon )f , the size of the test object through the terms
5"_c z (_._W x ) and 5"incz(_-_) . For large _ both of these
functions decrease rapidly with _ and _y and only the value of the
transfer function at low frequencies (_, _] -_ _) contributes in the
integral to reduce the magnitude of the standard deviation. As _ be-
comes smaller, the transfer function at correspondingly higher frequencies
becomes more important as would be expected. The variation of the
variance with target size (that is,_ ) is discussed in the next section.
In developing this criterion it was assumed that the photometric function
and relationship between the relative and absolute exposure are accurately
known.
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Digital computer programs were written to evaluate both of these
criteria on the IBM 7044. Typical examples of the printed output from these
programs is reproduced in Fig. 34.
4.2 Variation of Criteria with Model Geometry and Off-Nominal
Performance: The previous sections have defined a set of quality parameters,
measurement techniques, and the mathematical relationships needed to
reduce the measured data. The quality parameters have been related to
specific Lunar Orbiter tasks through system performance criteria. In
this section the variation of the performance criteria, 0" and S/_ for
off-nominal conditions and variation in the geometry in the test targets are
considered. The variation of the performance criteria is examined as a
function of phase angle, exposure level, radiation exposure, and operational
degradations (i.e., image motion, image vibration, and defocus). The data
presented in this section were obtained using an IBM 7044 programmed
with the solution of the equations described in Appendix C. For convenience,
attention was confined to the high resolution photographic system. In the
analysis, it is assumed that the exposure on the spacecraft film is such
that the density for a flat surface or essentially the average density on the
spacecraft f_im near the nadir is 0.75 and that the nominal phase angle is
70 °. Table 9 summarizes the nominal values for these and other parameters
used to evaluate the criteria. The graphs showing the variation of the
signal-to-noise ratio were obtained using cones protruding from a horizontal
surface with a height of 0. 5 meter and base diameters of 2. 0 and 7. 0 meters.
In the following discussion these cones are called the two-meter design
cone and seven-meter design cone, respectively. For an evaluation of the
error in the slope measurement, a test object seven meters on a side at
the lunar surface was chosen. If the medium resolution photographic
system were evaluated, the geometrical distances of the test objects would
be increased by a factor of 8. The results presented are intended to be a
demonstration of the behavior of the criteria and are not intended to
reflect on the choice of any of the parameters in the mission or hardware
design.
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NOMINAL CONDITIONS USED
Table 9
IN EVALUATING PERFORMANCE CRITERIA
PHOTOMETRIC
FUNCTION
PARAMETER VALUE SOURCE
QUADRATIC FIT TO TABLE G-l, REFERENCE (1)
"REVISED LUNAR REFLEC-
TIVITY MODEL",
JPL TECH. REPT. 32-66_
PHASE ANGLE 70 ° -
EXPOSURE LEVEL AVERAGE DENSITY OF
0,75 ON SPACECRAFT FILM
LOW SPEED LIMIT CURVEHURTER-DRIFFIELD
CURVE FOR
SPACECRAFTFILM
FREQUENCY
RESPONSEOF 2_"
LENS
SCANNER-
COMMUNICATIONS-
GRS FREQUENCYRESPONSE
TOTAL NOISE
POWERWITHIN
SIGNAL BANDWIDTH
NOMINAL
NOMINAL
0.0_38 VOLTS2
2
EQUATION (10) WITH b = 0.207,
1
2
b = 1.787, b = 2.689,
2 3
2 2
b = 0.077, b = 0.56_
5
FIGURE G-I, REFERENCE(1)
EQUATION G-13 AND FIGURE G-3 OF
REFERENCE(1)
APPENDIX D, REFERENCE (1)
Several factors including phase angle, exposure level and radiation
exposure can alter the density recorded on the spacecraft film and, there-
fore, alter the value of the criteria. The variation of signal-to-noise ratio
with phase angle is shown in Fig. 35 for both design cones. The effect
of phase angle upon the error in slope measurement is shown in Fig. 36
for several values of _< (all toward the sun). As would be expected, the
signal-to-noise ratio increases with phase angle for both the design cones
and the error in estimating slope is, in general, less at higher phase
angles.
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Another factor which influences the contrast of the GRE image is the
exposure level on the spacecraft film. The exposure may change due to
local variations in normal albedo or due to changes in the exposure time.
Changes in the exposure level correspond to selecting a different operating
point on the Hurter-Driffield response curve for the bimat processed space-
craft film. This operating point or level is defined by the density produced
on the spacecraft film by a flat surface near nadir in the photograph. Figs.
37 and 38 show the variation of _/h/ and 0" with this density. The signal-
to-no_se ratio increases with increasing exposure level due to the increase
in peak-to-peak density signal on the GRE film which occurs particularly
when the cone casts a shadow. The decrease in the rate of change of 3/_/
at higher exposures reflects the decreasing slope of the Hurter-Driffield
response curve at the higher exposures. From the results which show
that the signal-to-noise ratio increases with exposure level, one might
expect that the error in estimating slope would decrease with increasing
exposure level. In Fig. 38, the opposite effect is observed because
depends upon the rate of change of contrast in the image whereas the
signal-to-noise ratio depended directly upon the contrast. For the examples
considered in this section, the contrast of the cone target is increasing
while the rate of change in contrast for the inclined uniform area is
decreasing. For other values of _ , positive values (away from the sun),
for example, _" would eventually become a decreasing function of
exposure level.
The final factor investigated which influences the contrast of the signal
on the GRE film is the effect of radiation exposure upon the performance
criteria. During the mission, there is a possibility that the film in the
spacecraft will receive some radiation exposure before development. The
exposure due to the lunar scene is added to the radiation exposure to
determine the density on the bimat processed spacecraft film. The
variation of the criteria with fog density are presented in Figs. 39 and 40
and were evaluated assuming that the exposure time is held constant at
its nominal value. As would be expected, any significant amount of
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radiation exposure will be detrimental to system performance. This is
exhibited in the fact that the signal-to-noise ratio decreases with increased
film fogging and the error in the measurement of _: increases.
In addition to off-nominal operating conditions affecting the signal
contrast, a possibility exists that operational degradations such as image
motion, image vibration and defocus, will reduce the signal detail rendition
capability of the photographic system. The effects of these three types of
operational degradations upon the signal-to-noise ratio for a two-meter
design cone and upon the error in measured slope for a uniform area 7 meters
on a side and inclined 7 ° toward the sun were investigated. The results are
shown in Figs. 41 and 4?. In all cases, the signal-to-noise ratio decreases
monotonically with the magnitude of the degradation and the error in slope
measurement increases in accordance with the fact that the performance
of the system is impaired by such operational degradations. It should be
noted that the rate of change of the performance criteria is smallest for
degradations whose magnitude is less than 1 meter.
This occurs because the point spread of the camera system whose
inherent width is about 1 meter dominates the combined point spread when
the magnitude of operational degradations are less than 1 meter. For
operational degradations larger than 1 meter, the point spread of the
degradations is more influential and the performance criteria change more
rapidly. When the degradations exceed two meters, the signal-to-noise
ratio as shown in Fig. 41, the rate of change begins to decrease again.
In this case, the width of the combined point spread is greater than the
geometric size of the test cone considered. The two meter design cone,
however, is a relatively high contrast object and the signal-to-noise ratio
remains appreciable even in the presence of severe degradations. Such
degradations are not sufficient to submerge the signal into the noise in the
GRE image.
As indicated previously, the geometrical size of the test target
influences the values of the criteria. For example, increasing the height
of a cone having a fixed diameter increases its contrast or peak-to-peak
signal and, therefore, increases the signal-to-noise ratio. This is shown
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in Fig. 43 where the solid curve represents the signal-to-noise ratio for a
cone with a base-to-height ratio of 14 and a varying diameter. At a 2 meter
diameter, this cone would have a height of i/7 meters. Also shown by the
"X" in the figure is the larger signal-to-noise ratio due to a cone with a
two meter diameter and a i/2 meter height (2 meter design cone).
In the computations of the error in the slope estimate, the target size
was kept fixed at 7 meters. The value of the error, however, depends upon
the target size, _ , and it would be reasonable to expect that the error in
the estimate of slope would increase as the size of target becomes smaller.
This behavior is shown in Fig. 44 for a slope angle of 7 ° toward the sun.
Note that the increase in the error becomes more rapid as the size of the
target approaches the resolution limit of the photographic system. In
addition to the size of the target, the previous computations also were
confined to an inclination toward the sun of 7 °. The variation in the error
at other angles was examined and is shown in Fig. 45. The fact that the
error is observed to decrease as the surface inclines more away from the
sun can be predicted from the previous results presented in Fig. 38 which
show that the error decreases with the exposure level in the spacecraft
film. In both cases, the error calculations were made assuming that the
total noise power is constant. The noise power, in fact, decreases as the
exposure increases in the spacecraft film and therefore the effects shown
in Fig. 38 and Fig. 45 would be somewhat less pronounced if the variation
of the total noise power with exposure level were taken into account.
4. B Effect of the Accuracy of the Quality Parameters Measure-
ments Upon the Performance Criteria. - As indicated in the previous
section, the criteria are calculated from the measured values of the quality
parameters which include the modulation transfer function of the photographic
system, the dc response curve from ORE film density to aerial exposure,
and the total noise power in the GIRE image. The relationship between the
accuracy of the computed criteria and the accuracy of the measured values
of the quality parameters is developed in detail in Appendix C. The combined
effect of the error in the measurement of each of the quality parameters
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iimposes a limit in the accuracy attainable in estimating system performance.
The resulting fractional error or standard deviation in the calculated value
of the signal-to-noise ratio is expressed in Appendix C as
E=/= 1/t ) + (zT)
where £ ___p is the fractional error in the measured value of the total
noise power within the signal bandwidth and the ratio _?-/_ is an upper
bound in the fractional error of the measured value of the total system
transfer function. From the error analysis presented earlier in this
report, an upper bound for the fractional error in the measurement of the
transfer function is approximately 4. 5% whereas the error in the total
noise power measurement may vary anywhere from 4% to 10%. Substituting
these values into Eq. (27), it is concluded that the signal-to-noise ratio
will be evaluated with an accuracy in the range of 6% to 11%.
The accuracy to which the error in slope measurement can be evaluated
is similarly shown in Appendix C to be given by the expression
The additional term in this expression, namely, cd" represents the
accuracy to which the rate of change of density on the G1RE film can be
predicted as a function of the slope angle or brightness longitude. From
the data presented in Section 3.4.4 and, in particular, that of Table 7, it
is estimated that the slope of the total response curve (i. e., G1RE density
vs exposure) can be evaluated to an accuracy of about 3% when 10 to 15 step
tablets are employed in the evaluation. Substituting into expression (28),
it is found that the error in slope measurement can be estimated with an
accuracy in the range of 7% to 11%.
4.4 Applicability of the Criteria to Operational Techniques for
Extraction of Topographic Data. - The criteria described in the previous
sections as a measure of Lunar Orbiter photographic system performance
are valid on the basis of their selection relative to the objectives of a Lunar
I13
Orbiter Mission. However, if one wishes to extendfl_eir use beyond evaluating
system performance to assess the accuracy attainable in extracting topo-
graphic data from the reconstructed photographs, the applicability of the
criteria must be given additional examination. In this regard, the following
points should be considered: (1) How appropriate are the specified topographic
models in evaluating operational techniques? (2) How valid is the assumption
of optimum performance for extraction?, and (3) Are there any additional
errors in photometric calibration not included in the evaluation of the
criteria?
The topographic models specified by NASA, that is, the test cones
and the inclined square area, were used to design the Lunar Orbiter photo-
graphic system and therefore it is natural that they should be used in its
evaluation. Small protuberances and depressions in the lunar surface
whose magnitude and distribution would influence the suitability of an area
for the Apollo program should be detectable in a high resolution photographic
frame. The two-meter and seven-meter test design cones are the topo-
graphic features specified for evaluating this capability. In rating detect-
ability, this does not appear to be an unreasonable choice for a model. One
objection that could be raised to the model is the lack of complexity. In
actual lunar photographs, obstructions can be expected to lie on sloped
surfaces or in relatively cluttered areas with other obstructions in the near
proximity. In contrast, the model assumes that the cone exists on a flat
surface and is the only obstruction present in that area of the surface. The
lack of complexity of this topographic model should not seriously impair
the ability of the criterion of signal-to-noise ratio to describe the detectability
of obstructions of equivalent geometrical size in the Lunar Orbiter photo-
graphs.
In addition to detecting obstructions, the photographic data is to
provide information regarding surface slopes. In this case the voltage or
density signal on the ground must be related to the inclination of the surface
by use of the photometric function and the signal response of the complete
photographic system . The topographic model specified to evaluate the
Attention is confined to obtaining topographic data (surface slopes) photo-
metrically from monoscopic photographs as opposed to stereo techniques.
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capability of measuring slopes is a uniform square area inclined at a constant
angle from the surrounding horizontal area. Whereas the cone target
appears to be consistent with the techniques employed in detecting obstruc-
tions, the uniform inclined area would not appear to be as representative of
the operational techniques used to obtain topographic profiles from the
Lunar Orbiter photography. The objection that the model lacks complexity
which exists on the lunar surface is more serious in this case. For
example, suppose that a square area seven meters on a side is examined
in a high resolution photographic frame. It cannot be expected that such
an area would have a uniform slope but, in fact, that a reasonable amount
of clutter or random variations in slope perturb the average slope across
the area. This is in contrast to the model, which assumes that the inclined
area is uniform. The fluctuations about the average slope can be regarded
to be equivalent to addltionalnoise in the reconstructed image and would
cause the estimates of the error in slope measurements to increase
appreciably. In addition, most operational techniques for obtaining topo-
graphic profiles will not measure the slope over a square area as large as
seven meters on a side. This topographic model, therefore, may not be
appropriate when evaluating the accuracy to which topographic profiles
will be made from the Lunar Orbiter photographs.
In addition to choosing models which are appropriate to the operational
techniques used in extracting topographic information, consideration must
be given to the extraction procedure. In deriving the performance criteria
from the parameters selected to measure the quality of the Lunar Orbiter
system, itwas assumed that the information available in the photographic
image was extracted in an optimum manner. In rating relative system
performance, that is, performance according to design specifications, this
assumption is reasonable. However, [n practical circumstances it may
not be possible to define or implement optimum extraction procedures.
The fact that most extraction procedures are sub-optimum means that the
criteria based upon optimum performance represent the limiting accuracy
(possibly unattainable) in the extracted topographic data. For example,
in their present form the criteria assume that the modulation transfer
function of the photographic system is known and used to an advantage in
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6the data extraction. In other words, for a given object on the lunar surface
the corresponding noiseless image in the GRE film can be predicted. Suppose
that an observer looking at _he reconstructed photograph is attempting to
detect one of the design cones. To simulate the optimum extraction, the
observer would have to know the image to be expected from such a target.
By searching for an image expected with nominal performance in the system,
whereas the true system included a degradation say of two meters of image
motion (unknown to him), the signal-to-noise ratio would be less than that
obtained with the optimum extraction procedures. In terms of "matched
filter theory", the filter employed by the observer is not matched to the
expected signal on the GRE film. Sucha mismatch causes a deterioration in
the output signal-to-noise ratio. In the operational techniques used to
detect obstructions on the lunar surface, the observe in fact, will not have
any preconceived notion about the expected shape of the obstruction and
therefore the detection procedure would be sub-optimum. It should be
pointed out that although operational information extraction techniques may
be sub-optimum in nature, there should be a strong correlation between
the criterion based upon optimum performance and the actual performance
attained. For example, the signal-to-noise ratio for detection of the test
cones should correlate with psychophysical data of the objects detectable
in a Lunar Orbiter photograph.
The system performance criteria were developed assuming that the
photometric function and the normal albedo are known quantities since
they are not explicitly part of the Lunar Orbiter imaging system. These
quantities will, however, play a major role in the extraction of topographic
data from the Lunar Orbiter photographs. It is doubtful that the variation
in lighting conditions produced by the changes in the photometric function
or albedo will greatly influence the detectability of obstructions on the lunar
surface as determined by the signal-to-noise ratio. However, an error in
the photometric function would introduce additional errors into the slope
measurement which are not included in the performance criteria. Similarly,
the measurement of the total signal level response of the photographic system
was made by averaging over several of the step tablets in the edge data.
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Consequently, variations dependent upon position in the photographic format
such as the signature of the scanner in the spacecraft and processing
variations along the film are not included in the response. Such local
variations will influence the topographic profile obtained from the photographs,
however. Therefore, to evaluate the accuracy ofobtahMng topographic
profiles from photometric measurements on the Lunar Orbiter imagery,
additional system artifacts influencing the photometric calibration must be
included in the analysis.
From the discussion presented above, it can be concluded that the
values of the criteria will not adequately describe the accuracy of topo-
graphic data obtained from the Lunar Orbiter photographs using operational
techniques, since it was not intended that the system performance criteria
be used in this manner. Additional investigation is required if evaluation
of the accuracy to which data can be extracted from the Lunar Orbiter
photographs using operational techniques is to be made.
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. THE STUDY OF THE FEASIBILITY OF ADVANCED MEASUREMENT
CONCEPTS
This section reports the results of several secondary studies under-
taken during the Phase II effort. These studies were primarily concerned
with demonstrating the feasibility of applying more sophisticated techniques
to measure the quality parameters used in image evaluation. The basic
procedure for the evaluation of the quality parameters is to select a target
and measure the structure in its image. From the structure, information
is extracted which allows the evaluation of the quality parameter. This
procedure is complicated by the fact that the measured image structure is
modified by random errors introduced by both the imaging system being
evaluated and the measurement procedures. The values obtained when
measuring the structure of the image at discrete points in the image plane
represent space ordered observations of a random process. The problem
in evaluating the image quality parameters is to extract the information from
this discrete random process in such a way to establish the true value of
the quality parameter.
Let us consider the particular problem of evaluation of the modulation
transfer function from edge targets. We can imagine the edge trace to be
the signal which is perturbed by the transmission channel or information
bearing media by introducing a random process or noise (almost always
assumed to be addition). A transformation of the observed edge trace is
desired so that as much as possible of the undesired noise can be removed
producing a better replica of the information bearing signal. This trans-
formation or filter is nothing more than a realization of an estimator
applied to the experimental data. Therefore, the process of evaluating the
modulation transfer function is an example of the application of estimation
theory. To evaluate the transfer function in a given direction, we select
and edge perpendicular to that direction and measure the edge spread function.
The modulation transfer function is then the Fourier transform of the
derivative of the edge spread function. The problem, therefore, is to
estimate the edge spread function from the observed edge trace data. This
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process can be carried out either manually or automatically using appropriate
computational procedures. An elementary situation exists when the frequency
band containing the signal and the band containing the noise are mutually
exclusive. In this case, simple numerical filtering techniques such as low
pass filtering of the observed edge trace data can be used as an automatic
estimation procedure. Unfortunately, simple numerical filtering techniques
are not very useful in the case of the Lunar Orbiter imaging system because
a large portion of the noise is contained in the same band as the signal. Low
pass filtering to remove the noise degrades the signal or edge which adversely
affects the measurement of the edge spread function and hence the modulation
transfer function. The current procedure for evaluating the Lunar Orbiter
imaging system uses the manual technique employing an "educated" observer
to hand smooth the data. This technique, although reasonably accurate,
is rather laborious and an automatic estimation technique is more desirable.
In addition, the application of automatic techniques to the evaluation of the
edge spread function has the advantage that the residual difference between
the observed edge trace data and the estimated edge spread function can be
used to provide information about the noise level quality parameter selected
to represent the system.
In the process of estimation, one can employ either linear or nonlinear
estimators. One technique has appeared in the literature (5) which uses a
linear estimator to evaluate the modulation transfer function from the observed
edge trace data. The procedure is to expand the transfer function as a
Fourier series lnwhich the coefficients of the series are parameters to
be estimated. The corresponding edge spread function is also a linear
combination of these Fourier series coefficients. In practice, the Fourier
series must be truncated at a finite number of terms and by choosing
more sampling points than unknowns, one can use the smoothing properties
of least squares to estimate the Fourier coefficients from the observed
data.
The studies conducted during the Phase II effort were concerned with
the feasibility of employing several types of nonlinear estimation techniques
to extracting the edge spread function from the observed data (micro-
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densitometer edge trace). The techniques considered included the formal
application of nonlinear parametric estimation theory and an intuitive
approach toward the development of non-parametric filtering processes
for extracting the edge spread function from the noisy data.
In the non-parametric approach, the goal is to develop filtering
techniques which are similar to the hand smoothing. A brief study was
made of several adaptive filtering techniques which are designed to take
advantage of the shape of the signal. The knowledge which the observer
obtains by first glance at an edge trace kncludes the approximate location
of the edge and the maximum and minimum levels of the edge. A rough
knowledge of these characteristics of an edge can be obtained from a very
low pass filtered output of the observed data. The first of two variations
of adaptive filtering investigated involves a space varying filter. The
principles of this technique are illustrated in the sketch in Fig. 46. Using
the knowledge about the location of the edge, the width of the filter is
adjusted so that it averages over a large interval in the portion of the edge
trace data which is generally constant while it follows the observed data
more closely by averaging over much smaller intervals across the edge
where the observed data contains large changes. The purpose of this
"adaptation" is to remove the noise at the beginning and the end of the
trace, while retaining the edge gradient (and unfortunately, the noise)
near the edge. The primary problem in implementing this technique is the
development of a method for appropriately controlling the width of the
space varying filter. One possibility is to control the width of the space
varying filter by employing the derivative of the low pass filtered trace.
The interval employed in filtering the observed edge trace data would be
small in the region where the derivative is large and large in the region
where the derivative is small.
The second possibility investigated was based upon following the
smooth or low passed trace as closely as possible, while not deviating
from the observed data by more than the expected noise level. To
implement this technique, the difference between the noisy data and the
low passed filter trace is required as indicated In Fig. 46. In addition,
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Figure q.6 SKETCH ILLUSTRATING ADAPTIVE FILTERING TECHNIQUES
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at one end of the trace the rms fluctuation is evaluated to estimate the
noise level. The difference between the smooth trace and the original data
is then compared to this value of the noise level, and where the difference
is small, it is assumed that the difference is noise and the smooth trace
is accepted as correct. On the other hand, where the difference becomes
large compared to the rms value, the smooth function is assumed to be in
error and the difference or some portion of the difference is added back in
to yield a better estimate. The amount which is added back in depends
upon the size of the difference compared to the measured rms value of
the noise level. Because this procedure is somewhat statistical in nature ,
this approach is called "the statistical filter method" in contrast to the
space varying filter method described previously. The main problem in
employing the statistical filter method is to establish a rule for the amount
of the observed difference which is to be added back to the low passed
filter trace to form the estimate of the edge spread function. _Although
other non-parametric, nonlinear filtering schemes can be envisioned,
attention was confined to these two methods to demonstrate feasibility.
Both of these methods were tested by employing simulated edge trace data
and found to yield similar results. Fig. 47 shows one of the most
promising results obtained by using the space varying filter on a simulated
edge of a gray level in the edge data. This san_e shnulated edge was
employed previously to evaluate the accuracy of the modulation transfer
function measurement techniques discussed in Section 3.4. Z. The edge
was simulated using nominal values for system performance and non-white
noise. The spectrum of the noise added to the edge closely agrees with
the one-dimensional analytical spectrum presented in Fig. 14(c) of the
Phase I Final Report (1). Fig. 47 shows the original noisy trace, the
estimated edge spread function and the difference between the estimated
edge spread function and the true edge spread function. Using this
technique, the total noise power in the filtered trace (i.e., estimated edge
By virtue of the fact that one compares the magnitude of the difference
signal against the noise level.
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k
spread function) is reduced by a factor of 17 from the noisy data. If this
estimated edge spread function is used to measure the scanner-communications-
GRS modulation transfer function, the result shown in Fig. 48 is an improve-
ment over the result obtained from manual smoothing by a single observer
(also shown £n the figure).
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The feasibility study also included the formal application of nonlinear
parametric estimation theory (4) to the evaluation of the modulation transfer
function from edge trace data. Computers have had a considerable impact
on the use of nonlinear parametric estimation. As noted in Reference 4,
"nonlinear estimation problems, which heretofore had been diligently
avoided, are now almost considered routine for numerical evaluation". In
the feasibility study, several nonlinear parametric techniques were pro-
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grammed for automatic computation. One technique was selected from the
general class of gradient methods and another technique was selected from
the general class of direct search methods. The former technique is a
modified Gauss-Newton method (6). Gradient techniques generally rely
upon the use of a Taylor series expansion of the nonlinear expressions
involving the parameters to be estimated. The usual approach is to
linearize the mathematical expression by truncating the series after the
first derivative assuming that the incremental change in any of the para-
meters is confined to the local neighborhood about an initial estimate.
This procedure lends itself well to an iterative computational scheme in
which each new set of parameters represents a better estimate of the true
parameter set than the initial parameters employed in that step of
iteration. The new parameters are employed as the initial parameters for
the next step of the iteration and this process is repeated untila minimum
of the loss function is obtained. The most common loss function is the
residual sum of squares conventionally employed in the theory of least
squares. One of the problems associated with solutions of nonlinear
parametric estimation problems is the fact that the set of equations obtained
by employing a truncated Taylor series expansion may be ill-conditioned.
Such ill-conditioned equations are typified by extreme sensitivity to small
changes or small errors in the parameters and frequently this situation
produces a lack of convergency of the iterative solution. Several methods
exist for reducing the ill-conditioning of the linearized equations and con-
sequently improving the convergence of an interated solution. The modified
Gauss-Newton method employed here limits the correction that can be
applied at each stage of the iteration process. In this procedure, the magnitude
of the correction to the initial set of parameters is regulated in such a way
to yield the smallest value of the loss function (the residual sum of squares).
_Another method for avoiding ill-conditioned equations is to retain higher
order terms in the Taylor series expansions at the expense of increased
complexity.
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The second nonlinear parametric estimation technique whose
feasibil[tywas examined employs a direct search method. In contrast to
the gradient methods, these techniques do not compute the first or higher
order derivatives in order to obtain improved estimates of the parameters.
Instead, the parameters are changed by controlled amounts and a new
value of the residual sum of squares computed. If the residual sum of
squares decreases, the new value is assumed to be a better estimate. The
method investigated during this study did not involve any diagonal stepping,
that is, all of the parameters except one are held fixed in each iteration
and this parameter altered until a minimum sum of squares is found.
In practice, the two major problems in employing these nonlinear
parametric estimation procedures are the selection of the appropriate
parametric forms and the determination of a set of parameter estimates
to use in the initial iteration. It is best to select functions that have the
desired flexibility and a minimum number of parameters. As the number
of parameters increases, the response surface (that is, the residual sum
of squares plotted as a function of the parameters) becomes more complex
and usually proliferated with numerous local minima. In this case, it is
likely that the iterated solution will correspond to one of these local minima
and yield a value for the fitted function (a transfer function in our case)
which is not representative of the true value. In order to obtain the solution
corresponding to the absolute minimum, the number of local minima must
be suppressed or the initial values selected for the parameters must be
chosen sufficiently close to the absolute minimum so that the local minima
are avoided in the subsequent iterative solution. Therefore, the selection of
the initial set of parameters is an important part of the parametric
estimation procedure. One method for obtaining initial estimates of the
parameters is to employ those equivalent to the nominal or design values
for the system being evaluated. Another method is to select a reduced data
set equal to the number of parameters from the experimental data and to
solve the analytical expressions for the parameters using this reduced data
set. The solutions for the parameters are then used as the initial estimates.
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_Although it is customary to search for an absolute minimum of the
loss function, in isolated cases, the values of the parameters corresponding
to an absolute minimum of the loss function may not equal the true values
of the parameters. This occurred in the analysis whichy[elded the results
presented in Fig. 49. Both of the nonlinear parametric techniques were
employed to estimate the scanner-communications-GRS modulation transfer
function from the noisy edge trace (Fig. 47). In both techniques, the para-
metric fit had a tendency to follow the noise in the data and reduce the
residual sum of squares to a value below that which would be expected from
the known total noise power employed in simulating the edge trace. It
should be pointed out that the parametric estimation procedures assumed
that the noise was uncorrelated from point to point (equivalent to a white
noise spectrum) whereas the noise actually added during simulation did
have some correlation between points in order to simulate the spectral
shape expected from the Lunar Orbiter system. The "complete" knowledge
about the "random process" is not being used in the estimation procedures
and may account for these results. In practice, however, this is likely
to be the case. The spectrum of the random process would not be known
unless extensive measurements are made.
The results shown in Fig. 49 compare favorably to the results
presented in the previous figure for the non-parametric, nonlinear
e stimation techniques.
On the basis of these results, it is felt that additional study of the
application of nonlinear estimation techniques to the measurement of the
modulation transfer function from edge trace data is certainly warranted.
_A study should be made to determine the accuracy required in the initial
guesses to insure convergence to the true values of the parameters and
hence, the true modulation transfer function and to assess the effect of
the signal-to-noise ratio (that is, the peak-to-peak signal to the RMS noise)
upon the precision of the estimation techniques.
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1 CONCLUSIONS
The implementation and accuracy of a method developed to make
quantit[at[ve measurements of those factors which define the quality of the
monoscopic photographs to be received from the Lunar Orbiter spacecraft
was investigated. These factors, which include the frequency response or
modulation transfer function for the complete imaging system, the noise
level in the image, and the dc transfer characteristic or system gain, have
been related to two system performance criteria which describe the ability
of the system to detect and measure topographic features, obstacles and
slopes.
The following procedure illustrated in Fig. 50 was established:
(i) Microdens[tometer scans are made over selected crater
shadow edge images and edges in the pre-exposed data array to evaluate
the detail rendition properties of the Lunar Orbiter imaging system. About
Z5 edges should be selected in each case.
(2) To measure the no_se level in the reconstructed image a
m[crodensitometer scan using a small circular aperture 2. 5 microns _n
diameter is made over one of the gray levels inthe step tablet of the pre-
exposed data array. Since the noise level is signaldependent, the scan is
made across the gray level closest to the average density for the photo-
graphic frame under analys_s. .About 7 samples should be employed.
(3) To measure the s_gnal level or the dc transfer characteristics,
m[crodensitometer scans are made over the entire series of controlled gray
levels in the pre-exposed data array. Such scans are made in approximately
15 framelets for each frame being analyzed.
(4) From these data, the two-system performance criteria,
namely, the error in slope angle or brightness longitude measurement and
the signal-to-noise ratio for detection of obstacles are evaluated for the
lighting conditions of the particular photograph frame under analysis.
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As a result of the study of the accuracy of the established measure-
ment techniques, it was found that the technique for measuring the
noise level quality parameter was the least accurate and, consequently
was the limiting factor in establishing system performance. Using the
established techniques both of the system performance criteria will be
evaluated with an accuracy in the range of 6 to 11%, depending upon the
noise level in the reconstructed image. The larger the noise level the
more accurately the performance criteria can be evaluated.
The feasibility study for employing nonlinear estimation techniques
to measure the transfer function from microdensitometer traces across
initially sharp edges in the object scene provided encouraging results and
indicate that this study should be pursued further to advance the state of the
art of edge trace analysis techniques for evaluating the spatial frequency
response of imaging systems.
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A PPENDIX A
STUDY OF THE EFFECTS OF THE COMBINED GRE
NONLINEARITIES
Two nonlinear response relationships are employed in the Ground
Reconstruction System. The kinescope spot brightness is a nonlinear function
of the received or "input" voltage signal and the Hurter-Drlffield response
curve of the reconstruction film (exposure or brightness versus density)
is nonlinear. The voltage-to-brightness relationship is so chosen that the
combined effect of the nonlinearities (which process the signal in tandem)
yields a linear relationship between the input voltage and the reconstructed
density for a dc input signal. Because of the spread of the reconstructing
spot, the exposure is integrated from two different signals in the region
where adjacent scan lines overlap. The average of the density signal
recorded on the GRE film is not equivalent to the density that would arise
if the system were linear. The extent to which this lack of iinearlty produced
by the spread of the scan spot affects the results of the established data
analysis techniques was investigated and is reported in this appendix.
The study was made by simulating the density signal on the GRE film
normal to the scan lines. The scan line structure was included in the
simulation by assuming that the GRE kinescope spot was gausslan in
shape, namely
0 ofherw/_e (A - 1)
where _ is the distance relative to the spacecraft film, _ is the "width '_
of the scan spot, _ is the scan line separation, and Eo is the maximum
exposure at the peak of the scan spot. Several widths between 3.7/_ and
6.6/_ at the spacecraft film scale were chosen for the study and the spacing
between scan lines was f_xed at 3. 3/z so that the larger widths correspond
to greater overlap of scan line structure. For these values the truncation
of the gaussian spot indicated in Eq. (A-l) occurs ata point where the response
is less than I% of the peak response.
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4An array of exposure values equal to the peak response at successive
scan lines was used as the input to a special purpose computer program
written to synthesize density signals on the reconstructed film in the direction
orthogonal to the scan line structure. For each input object two output
signals or density traces are determined. One trace represents the actual
output generated by the GRE. In this case, the exposure is integrated at
each point of the trace and converted to density by employing the nominal
Hurter-Driffield response curve for the reconstructing film. The second
trace generated by the program represents the output of a linear system.
The individual exposures at a point in the trace are converted to density
and added to yield the density trace. Compensation of the dc level is made
to account for the base fog of the reconstructing film. This simulation
program was used to evaluate the effects of the combined nonlinearities
upon the signal level and detail rendition quality parameter measurement
techniques. The input test object for the latter evaluation was an edge whose
derivative in exposure was gaussian in shape. The simulated traces from
two of the five cases are presented in Figs. A-1 and A-2. Unfortunately,
the energy contained in the scan spot given by Eq. (A-I) is not constant,
so the larger spot widths have a greater amount of energy producing slightly
greater density values in the simulated output. The scan line structure is
removed from each trace by using the digital filtering techniques described
in the main text (Section 3. 3. 1). The corresponding "smoothed" traces are
also shown in the figures. The smooth traces are differentiated and Fourier
transformed to determine the modulation transfer function in a manner
identical to that which yielded the scanner-communications-GRS modulation
transfer function. The results for the smoothed traces shown previously
are given in Figs. A-3 and A-4. Although the combined nonlinearities tend
to produce sharper edge images, this difference between the actual GRE
system performance and a truly linear system can be seen to be small. The
results are summarized by showing the difference in response as a function
of spatial frequency for all the spot sizes studied in Fig. A-5. In the
evaluation of the scanner-communications-GRS modulation transfer function
such differences would be further magnified by the correction for the
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finite sharpness of the original edge. Nevertheless, these differences
would still be small compared to the accuracy of the measurement techniques
and it is concluded that the combined effect of the nonlinearities may be
ignored.
To investigate the influence of the nonlinearities upon the signal level
measurements, an input test object containing several different exposure
levels was employed. The densities of each level for the actual system
were plotted against the corresponding values for the linear system and
are shown in Fig..4-6. Although the individual responses of the nonlinearities
are matched, the integration of exposure by the reconstructing film will
introduce a slight deviation which increases with density and scan spot size.
At densities below 2.0, the region expected for the reconstructed Lunar
Orbiter imagery, the effects are small.
On the basis of this study, it is concluded that the nonlinear effects
in the GRE will introduce small perturbations in the observed data which
may be neglected and that for purposes of evaluating the performance of
the complete Lunar Orbiter imaging system, the reconstruction system
may be considered to be a linear element.
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APPENDIX B
MATHEMATICAL MODEL OF THE EXPECTED INTENSITY FUNCTION
INSIDE A CRATER LOCATED AT AN OFF-NADIR POSITION
This appendix contains the development of the mathematical formulas
to evaluate the intensity distribution inside a spherical crater. In an
appendix of a previous report (1) the mathematical model of the expected
intensity function was derived for a crater located at or near the nadir.
These expressions are generalized here to a crater located some distance
away from the nadir in the reconstructed image. This will be accomplished
if the brightness longitude is expressed in terms of the relative positions of
the sun, the surface normal and the spacecraft. To this end we take the
model of the crater to be a sphere of radius, _ , surrounded bya level
plane which cuts out a sector of the sphere that has a diameter, D , and a
depth _/ . In the local coordinate system (see Figure B-l) with the origin
r_
D
i1_ _"
/
l]--I f
f
=#
Figure B-] MODEL AND COORDINATE GEOMETRY
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at the center of the crater it is assumed that the sunlight is incident in the
_:Z- plane with the 4Z axis being the local zenith. Three vectors are
defined:
If we define the
2 a unit vector toward the sun,
a unit vector in the emission direction; that
is along the line connecting the origin and
the spacecraft, and
]_ the normal to the crater surface.
following angles relative to the local coordinate system ,
7 zenith angle of surface normal,
azimuth angle of surface normal,
zenith angle of sun,
zenith angle of camera, and
azimuth angle of camera,
the vectors I , and N can be written as
..d (B-l)
To determine cv , the brightness longitude, it is convenient to
define a coordinate system in which E and the normals to sun-spacecraft
plane constitute axes. Consequently, we define a new local coordinate
system _'y'Z" inwhich the _" axis is in the direction of the emission
vector E and the _'._" plane is the phase plane, that is, contains the
vectors E and f . The unit vectors defining the new coordinate system
in terms of the original coordinate system are
The various zenith and azimuthal angles are defined in the standard
fashion of a spherical coordinate system with respect to an _¢y,Z
coordinate system.
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f'-- f --,_,? .,_,j . _/_
where y is the phase angle (angle between I and _ ) and ( /li,/gi ._ )
are direction cosines which can be obtained by employing the expressions
in (B-I). The components of the normal vector in the new coordinate system
are found by taking the dot product of /q with )_" "_ ^/, }/" and Z ; namely
/Vx,= ,v x"
A A A
NZ,=N "Z"
(B -3)
We denote the projection of the normal into the phase plane ( _'_." plane)
by N-_p (see Figure B-Z), and the angle between Z" and this vector is
oc , the brightness longitude, which appears in the photometric function.
Figure B-2 GEOMETRY FOR THE LOCAL NORMAL PROJECT INTO PHASE PLANE
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From the figure it is easily seen that
. _,,7-t Nx" : ta-t ?4 -)_"
From Eq. (B-2) we may write
3 co_: s,,,, 7*/,j 5,',.,: .,i_"Y..-_ oos'Y
(B -4)
(B-B)
As a simple example assume that the camera is overhead so that the
center of the crater is at nadir. The camera zenith angle, _ , is
zero. In addition, if the surface normal is in the sun plane and toward the
sun, so that
#--_r
then the value of the brightness longitude should be negative if the formulation
With these assumptions the direction cosines (/_i , Jzi, _')is correct.
become :
_lz -- 0 , :, - _,_ _//_,'_:, 6 = o
Substituting these values into Eq. (B-5) yields
Since both zenith angles 7 and _ are in the interval [0, qT/2 ] and
the phase angle _ for this case is in the interval [ O, fT//Z ] all the terms
are non-negative except for coa _ which has a value of -I since _ . _r .
Therefore the tangent of c_: is negative and _ is negative as desired.
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To determine the brightness longitude at a particular point inside a
crater the five angles 9z , _ ,
They are determined as follows:
(1) _ , _ and
, _c and q_c must be evaluated.
_5c are assumed constant within the
crater. This is reasonable. In particular, we can determine _fic with
sufficient accuracy by direct measurement on the reconstructed photo frame.
It is the angle between a vector in the sun plane from the shadow toward the
sunlight portion of the crater and the line from the crater to the nadir
measured positive counterclockwise. In addition, if the distance between
the nadir (point N in Fig. B-3) and the crater (point C ), denoted by
a_A/ , is measured from the reconstructed photograph the value of the
camera zenith angle determined from the geometry shown in Fig. B-3 is
The values of R5 , the radius of the spacecraft and ]7 , the altitude,
are provided as part of the "Photographic Support Data" for the mission.
This source also provides the value of 7 s the solar zenith angle directly
under the heading "sun angle at nadir".
Figure B-3
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GEOMETRY FOR EVALUATING THE CAMERA ZENITH ANGLE
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(2) ¢ is usually taken to be 0 or 7r
traces will be obtained in the sun plane (that is along the
(3) "Y is determined from the crater geometry.
shown that the zenith angle of the normal is given by
9"(_, y) = t_ -_ =-_ y,
where 6t is the radius of curvature of the crater.
since, in most cases,
axis in Fig. B-I).
It is easily
(B-V)
We have shown previously
(AppendixB of reference I) that the radius of curvature can be calculated by
knowing '_5 , the shadow length and the crater diameter. The latter
two quantities are easily measured on the reconstructed imagery.
This determines Q¢ , the brightness longitude, as desired. There
are additional quantities which can be easily obtained and are of value, such
as, the phase angle, the angle between the sun plane and the phase plane,
and the brightness longitude for a flat surface at the crater position. The
phase angle, _ , is defined to be the angle between the incident and
emission direction, namely
Co5 _ = .[.
Employing Eq. (B-l) we find that the phase angle can be expressed in terms
of _ , 9_c and _bc as
cos_, = co5 % cos % - s,,, % s,,, % _,,s_ (B -8)
The angle between the phase plane and the sun plane as projected on
the lunar surface is of interest because the edge traces are made in the
sun plane and analyzed assuming a constant phase angle. This is a reason-
able assumption if the angle between the intersection of the planes on the
lunar surface is small. Denoting this angle by A we may evaluate the
Co5 /_ by taking the dot product between the projection of the unit normal
to the phase plane, Y'_ , into the _cy plane (lunar surface) and the normal
to the sun plane. If _ is the projection of Y" onto the _y plane
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we have
Now from Eq. (B-2) we find that
and substituting that
/g'gz
It is more convenient to compute t_/_ which can be expressed as
The brightness longitude, _% , for a flat surface located near the
crater or equivalently at the center of the crater is determined by letting
:7" = 0 in Eq. (B-5). This process yields
= t,z,_ "/
To summarize, the following quantities must be measured from the
reconstructed photograph for each crater traced in order to reduce the
edge trace data: (1) shadow length, (Z) crater diameter, (3) distance between
the crater and the nadir, and (4) the azimuth angle between the sun plane
through center of the crater and the nadir. Additional data such as the
spacecraft radius, spacecraft altitude, and the solar zenith angle are
obtained from the "Photographic Support Data". All of this information is
used as input to the camera modulation transfer function evaluation program.
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APPENDIX C
DERIVATION OF SYSTEM PERFORMANCE CRITERIA
A set of indices which specify how well the imaging system performed
with respect to Lunar Orbiter objectives, referred to as system performance
criteria, are derived in this appendix. The criteria are based upon the
objective of establishing the general roughness of the lunar surface in
support of the Apollo Program. Two criteria specified by NASA to assess
how well this objective is met are: (I)a signal-to-noise ratio for the
detection of a right circular cone, with a vertical axis, and protruding
from or recessed into a horizontal surface; and (2) the variance in the
estimate of the slope of a uniform area 7 meters square inclined toward or
away from the sun (see Fig. 33 of the main text). A similar set of criteria
were described in the Phase I Report (1) and part of the analysis presented
in this appendix is an extension of the analysis presented there. The dis-
cussion of each of the criteria is divided into two topics. The first topic
considered is the relationship between the criterion and the measured quality
parameters. This is followed by an analysis of the effect of the accuracy
of the measurements of the quality parameters upon the computed values of
the criterion.
Signal-to-Noise Ratio for Cone Detection
The test object chosen for detection is a conical obstruction of
height, /_ and radius r . In this analysis the phase angles are not re-
stricted, as previously done in the Phase I report to the range where no
shadow is cast by the obstacle. It is still assumed that the object is low
contrast so that the photographic system may be approximated by a linear
system. In practice, however, the test cones may have a sufficiently large
height-to-radius ratio compared to the phase angle so that the irradiance
distribution produced by the cone is high contrast in nature. This is
particularly true when a shadow is cast by the cone. In these circumstances
153
the approximation of a linear system is inaccurate but not unreasonably
so and is therefore retained on the basis of expediency.
The detection process is represented by a filter "matched" to the
expected density signal recorded on the GRE film. This filter is used to
make a decision in the optimum manner as to whether an obstacle or only
a noisy background is present. The relationship between the performance
of this "matched" filter in terms of the signal-to-noise ratio and the quality
parameters is derived below assuming that the noise in the GRE image is
approximately white.
The one-dimensional matched filter of communication theory is
"optimum" for deciding which one of two possible signals s_ (_') or sz (_)
occurs in the presence of additive gaussian noise. The filter is optimum in
that it yields the maximum signal-to-noise ratio which in the case of white
noise is
p -_ -s, (c-l)
where No is the two-sided noise power density.
is called the "quadratic content" and denoted by @
write
The integral in (C-l)
• Thus we may
This result is extended to two dimensions by taking @ to be
@ =//[D, (z, , y) - Dz (_, Y)]Zgz ,_y
and No to be the noise power density of the "all-sided" spectrum. In
Eq. (C-3), D, (z,y) denotes the noise-free density signal on the GRE
filmdue to the presence of a conical target and Dz (z , y) denotes the
corresponding uniform density signal for a level surface. It should be
noted the signal-to-noise ratio defined by Eq. (C-2) is a measure of the
(c-z)
(c-3)
The error made tends to yield slightly higher signal-to-noise ratios than
those representative of system performance•
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ratio of the signal power to the noise power. If the signal-to-noise ratio is
to measure the peak-to-peak signal with respect to the rms noise as is
required for the current analysis the amplitude signal-to-noise ratio for the
matched filter must be employed. This is given by
"_ = l/_/M° (C-4)
The computational expression for
Phase I Final Report, is
where +. (_, ¢)
Q , developed in Appendix F of the
Q--//¢',_ (¢,¢) _w (¢, v) ,_¢,ev ic-5)
is the autocorrelation of the difference between the two GRE
density signals if no degradation were introduced by the imaging system and
W.(¢, ._) is the autocorrelation f_nctionof the effective point spread of
the Lunar Orbiter photographic system. The computational program,
developed during Phase I can be employed, with minor modifications, to
evaluate the amplitude signal-to-noise ratio for various cone targets and
values of the quality parameters. The results of such evaluations for
nominal and off-nominal conditions are presented in Section 4.2 of the
main text. Increased signal-to-noise ratios correspond to a greater per-
centage of detections or a lower percentage of "false alarms". In evaluating
lunar surface roughness, a "false alarm" is in essence deciding that the
surface is rough when, in fact, it is smooth. It is desirable, therefore,
to have a signal-to-noise ratio for detecting cones which allows a high
percentage of detections and a reasonable percentage of "false alarms".
Using the expressions above the signal-to-noise ratio is calculated
from the measured values of the quality parameters which include the
-'b"
modulation transfer function of the Lunar Orbiter System , the total
response curve from GRE film density to aerial exposure, and the total
noise power in the GRE image. The relationship between the accuracy of
The system modulation transfer function is the product of the modulation
transfer functions measured for the camera system and the scanner-
communication-GR E system.
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the computed signal-to-noise ratio and the accuracy of the measured values
of the quality parameters is discussed below. The accuracy attainable in
the quality parameter measurements is considered in the main text.
The value of Q in expression (C-4) includes the measured values
of two of the quality parameters; the modulation transfer function and the
response curve, whereas ]qo is directly proportional to the measured
total noise power. Since @ and A/o are determined from independently
measured quality parameters, we may consider the accuracy of their
computed values to be independent and employ a rule for propagation of
errors based upon a Taylor series expansion, namely (3)
e: = L _xi _' (c -6)
where the _._. are statistically independent variables having standard
deviations or fractional errors E_ and _{ is the resulting standard
deviation or fractional error in the value of { which is a function of the
variables, _sf . From this expression we can show that the fractional
error in the calculated signal-to-noise ratio is one-half the rms value of
the fractional error in Q and the fractional error in the measurement
of the total noise power. To estimate the fractional error in _ recall
from Eq. (C-3) that
//EQ O, (_, y.) - Dz. ("_, y)] g_*y
where D, (_,y) and D z (x_, y) are density signals on the GRE film.
An equivalent expression for _ may be written in terms of spatial
frequency by employing Parseval's theorem. This expression is givenby (7)
where T ('_)_ ,
#
system and
-J'/'l , I , I" (c.7)
_2y) is the modulation transfer function of the Lunar Orbiter
S o (79,_, _;¥) is the spectrum of the difference between the
For convenience we assume that q-(_;,_, _2y)
transfer function in the subsequent analysis.
is the magnitude of the
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density slgnals obtained from a perfect imaging system, Let' _'_.j (_)_, })y)
be the measured modulation transfer function and assume that its accuracy
is given by
l.A.,. ,. f Ic-8)
over the frequency range of interest. The measured quadratic content
becomes
From Eq. (C-8) it follows that
(c-9)
2
where the second order term of A r has been neglected.
(C-10) into (C-9)and employing (C-7), it follows that
(c-i0)
Subs t[tuting
(c-ll)
Now one can choose a value _ such that
z: . rove, vf)
over the frequency range of interest. This range is determined by the rate
at which $o (_,_y) decreases with Vx, Vy • Therefore
Substituting this into Eq. (C-1 1) yields
l@rn-O ] 2_.
<f
Q
for the fractional error in Q if it is assumed that the error in the
measurement of the response curve, relating ORE film density to aerial
exposure, would introduce negligible errors into the spectrum of the
difference signal.
(c-lz)
(c-i3)
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The resulting fractional error or standard deviation in the calculated
value of signal-to-noise ratio is given by
where CrN P
power in the GRE image.
(C -14)
is fractional error in the measurement of the total noise
Variance of Slope Angle Measurement
The terrain model chosen for determining the variance in slope measure-
ment is a uniform square area inclined toward or away from the sun at an
angle oc . If such a test object did exist on the lunar surface the accuracy
to which _¢ could be measured from the reconstructed image on the GRE
film can be determined by employing maximum likelihood techniques of
statistical communication theory (8). This is done below to relate the
measured quality parameters to the variance in the estimate of _c and
establish the second system performance criterion. This variance corre-
sponds to the minimum variance to be expected from an unbiased estimate
and is therefore indicative of limiting performance which may not be
achieved in actual data reduction. The resulting mathematical expressions
for the variance are similar in structure to those for the signal-to-noise
ratio discussed, previously. In fact, if the _'signal 'T is defined as the
derivative, with respect to _ , of the density distribution on the GRE film,
then the variance is seen to be the reciprocal of the signal-to-noise ratio
of a filter matched to this signal. Given an object which is a square area
of length _ on a side inclined at an angle _ from a horizontal surface,
the density signal which would be recorded on the GRE film in the absence
of any system degradation (perfect image) is given by
z) (z, y; 1) = Do +AD ,',ct(,Tl) rectOr X)
where Do
and the inclined surface.
(c -is)
is the GRE film density corresponding to a fiat surface and
is the difference in GRE film density between the flat surface
For _ positive (away from the sun) AD(,,c)
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is positive and for _ negative (towards the sun) LID (r_:) is negative.
Both Do and AD(_) include, in a direct manner, the response curve
from GRE film density to aerial exposure which is one of the measured
quality parameters. The "rect" functions in Eq. (C-15) simply define the
boundaries of the uniform square area relative to the scale of the GRE film.
Following the techniques outlined in Appendix E of the Phase I Report, the
variance in the maximum likelihood estimate of _ can be derived as
_=
¢ ds (c-16)
where A/o is the noise power density of the "all-sided" spectrum and
P(z,y) is the point spread function for the Lunar Orbiter system. It
is possible to substitute Eq. (C-15) into (C-16) and develop an expression
for o"2 . However, for purposes of interpretation and computation, a
more convenient representation can be obtained. An analogous expression
for o"z can be written in terms of spatial frequency {8}, namely
z f
0-
where 7-(_, _2y) is the modulation transfer fu_ction of the Lunar Orbiter
System, _(_, _y) is the spectrum of the noise in the GIRE image and
3p (_)_ _y j _,_) is the spectrum of the "perfect image" on the GRE film
described by expression (C-15).
white noise spectrum G(_ _2")
Z
Under the present approximation of a
is set equal to No and, therefore
,
(C -1 7b)
The similarity between the signal-to-noise ratio for a matched filter and
the variance in the maximum likelihood estimate of _ mentioned
previously can be seen by comparing the integral in Eq. (C-17b) to the
quadratic content given by Eq. (C-7).
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oFrom Eq. (C-15) it is easily shown that
ao_ aoc (c -18)
where
0_ =
;6 Substituting into Eq. (C-17b) becomes
no
2_ D(a;) z
In this expression, two of the quality parameters, No and T (_, _y)
appear directly. The third quality parameter, namely the response from
the GRE film density to aerial exposure, is included in a_zaP(x.)/_tx , the
rate of change of the density level on the GRE film with respect to cv .
The influence of the system modulation transfer function, 7_(_'_ , r_y) upon
G "z is seen to depend upon fl the size of the test object through the
terms Sincz('rr,l r)_ ) and SincZ(qr,_),,)
these functions decrease rapidly with _2;¢ and
of transfer function at low frequencies (_),_ , _2y
integral to alter the magnitude of the variance.
For large _ both of
_y and only the value
t/,l) contributes in the
As _ becomes
smaller, the transfer function at correspondingly higher frequencies
becomes more important, as would be expected.
The error in the slope measurement is calculated for the measured
values of the three quality parameters. Since these factors cannot be
measured without error, there is a limit in the accuracy attainable in the
computed value of Or- . The analysis of this limit, presented below,
closely follows the analysis previously made in this appendix for the
slgnal-to-noise ratio because of the similarity between these two perfor-
mance criteria.
To evaluate the accuracy attainable in _r" , let
)jj
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k
land rewrite Eq. (C-19), taking the square root, as
(c -z0)
Eq.
Applying the rule for the propagation of errors,
(C-6), to Eq. (C-20), the error in or- , E_- ,
2 E rNP
E_ = go" ÷---_ 4
given previously in
becomes
(c-zz)
Because of the correspondence between
defined by Eq.
that
i and the quadratic content Q
(C-7), the previous analysis may be used directly to write
(c -2z)
where At- is the maximum deviation between the measured and true
modulation transfer function and _o is the lower bound on the true
modulation function. The error in _r- becomes
/_.X_T. _ Z ETZIVp 2 (c-z3)
where the terms, go_ , represents the accuracy to which the rate of
change of density on the G1RE film can be predicted as a function of the
slope angle or brightness longitude.
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APPENDIX D
SUPPORTING ANALYSIS FOR NOISE MEASUREMENT TECHNIQUES
This appendix contains a supporting analysis for the techniques used
to evaluate the noise level quality parameter. This parameter is the
effective white noise power density in the spatial frequency band containing
the signal (within 20 lines/ram at the GRE film scale). The primary objective
of the noise measurement procedure is to evaluate the total noise power in
this band. As a result of the combined effects of the spacecraft scanning
spot, the sampling process and the frequency response of the communications
system, the maximum spatial frequency in the noise input at the GRE is
below 20 llnes/mm. In fact, most of the noise power is confined to the
signalband below 15 lines/mm. The two additional noise sources; namely,
the reconstructing film grain and the kinescope phosphor noise, in the
ground reconstruction system, will contribute noise power at spatial
frequencies beyond the 20 line/mm limit imposed on the noise in the input
signal. The total noise power in the reconstructed image can easily be
measured by scanning a uniform area with a small aperture and computing
the variance of the resulting trace. The problem, therefore, is to adjust
this value of the noise power to represent that portion which occurs only
within the signal band. Two approaches which can be employed to adjust
the noise power include numerical techniques based upon digital filtering
and associated computational formulas or a combination of analog and
digital techniques in which the filtering effect of the mlcrodensltometer
aperture _s used to the best advantage. The former method was implemented
in this study and will be described below. An analysis of the reliability of
this technique, presented in the main body of this report, revealed that
the accuracy of the selected approach is the limiting factor in the accuracy
to which the system performance can be measured. It is probable that the
method employing the combination of the numerical and analog techniques
would yield more accurate estimates of the noise level quality parameter and
therefore would be more desirable. The details of the alternate techniques
are also discussed at the end of this appendix.
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To evaluate the noise level quality parameter, a uniform area in the
reconstructed image is scanned in the mechanical scan direction with a
circular aperture 2. 5 microns in diameter on the GRE film. This aperture
is sufficiently small so that the two-dimensional noise spectrum of the
reconstructed image is essentially unaffected by the frequency response
of the scanning aperture. As illustrated in Fig. D-I, the effect of the data
acquisition procedure is primarily to integrate the noise spectrum in the
electrical scan direction collapsing it into a one-dimensional spectrum
corresponding to the output signal spectrum of the microdensitometer.
Since the scan line spacing in the reconstructing image is approximately
24 microns and the sampling interval of the digitized microdensitometer
output is 2 microns, the scan line structure is adequately reproduced in
the output signal. Because of this structure, the power spectrum of the
output signal will have a central order of approximately a 40 line/ram band-
width and various higher orders located at multiples of the scan line
frequency about equal to 40 lines/ram and there will be essentially no over-
lap between orders. The next process in the data reduction is to remove
the scan line structure by employing the numerical filtering technique
described in Section 3. 3. I. This operation eliminates the noise power
outside the central order in the power spectrum. This filtered noise trace
is resampled at approximately 20 micron intervals corresponding to a folding
frequency of 25 lines/mmwhich is greater than the cutoff of the scan line
removal filter (See Fig. 6 in the main text). The resampling procedure will
not affect the spectrum to an appreciable extent. The variance of the
resampled trace is therefore the total noise power of the original two-
dimensional power spectrum in a band from -20 lines/mm to +20 lines/ram
in the mechanical scan direction and, because of the integration performed
by the microdensitometer scanning operation, the region is large in the
electrical scan direction, limited only by effective aperture dimensions.
We desire to further limit the noise power to a band from -Z0 to + 20 lines/ram
in both the mechanical and electrical scan directions. This is done by
assuming that the total noise power in the bands from 15 to 20 lines/ram
is primarily due to the grain of the reconstructing film. If the filtered
noise trace is then filtered again by a series of 5 high pass filters whose
frequency response was shown previously in Fig. 12 of the main text.
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Figure D-1 SKETCH OF EFFECTS OF SEVERAL ANALYSIS PROCEDURES
UPON THE POWERSPECTRUM
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wThe noise power passed by filters no. 4 and 5 lies principally in the
bandwidth between 15 and 20 lines/ram and therefore should consist
primarily of noise due to the grain of the reconstructing film. By assuming
that the grain of the reconstructing film has a white spectrum, the equivalent
total noise power in the entire band can be estimated from the measured
power of the filter traces. In order to compute the total noise power due
to the reconstructing film grain over the entire bandwidth, we need the ratio
of the filtered power to the total noise power when a white noise source is
analyzed by the numerical filtering procedures described above. The
analysis presented below assumes that a white noise field is scanned by
circular aperture and subsequently undergoes two numerical filtering
processes. The first process is a low pass filtering by the filter which is
used to remove the scan line structure and the second process is the filtering
by one of the five high pass filters. The successive numerical filtering by
the low pass scan line removal filter and one of the high pass analysis filters
is equivalent to a single filtering operation with a bandpass filter. In
previous work performed at CAL (9) it has been shown that the one-dimensional
spectrum, _(_) , obtained by scanning a white noise field with a circular
aperture of radius, _ , is
art (_ _)z ' (D-l)
where _o is the angular frequency in radians per millimeter, A/o is
the constant spectral density of the two-dimensional noise field, _ is
some gain factor and /4, (Z) is a Struve's function of order one. Employing
an integral representation of the Struve function (10), namely
and substituting into Eq. (D-l) yields
_bCoj) = 4_ S*eA/"r, ; .s,'nC,_e___) .s,'nzgJ
"0
a¢_ (D-3)
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qwhere we have let
mathematically represented by
D%
where W_
at the (n-k)th
t 2_eo • The numerical filtering process may be
is the k TM weighting coefficient, D___ is the density recorded
th
data point and D_ is the output of the filter at the n
data point. It is assumed that the numerical filter has 2m + 1 weights. If
we assume that the filter is an even function it can be shown that its frequency
response, F(_) , has the form
where A is the interval between data points. When the noise trace is
filtered, the noise power, o-_ , in the filtered signal is given by
2
The total noise power in the unfiltered trace, _ , is obtained from
12
Eq. (D-5) by setting IF (_)j = t . The ratio o_the filtered power to
the total power, (o_F/¢- r)2 , is therefore
and F('_) are both even functions have beenwhere the fact that _(c_o)
used to reduce the ranges of integration. Substituting Eqs.
into (D-6), we find that the ratio is given by
(D-3) and (D-4)
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P,4WoZWk
It,,4
(D-7)
co, {(,_, ].),,.,4 t] d_
All of the integrals in Eq. (D-7) are of the form
¢ a) co=
z (k') = {D-S)
Letting _ equal the diameter of the scannkng aperture (i.e., Z_ ) and
substituting (D-3) into (D-8) yields
]-(,_,) = (D-9)
._ ,¢# ,¢e
_$ ,.,$
because _l_) is analytic for all values of _ = cod We can invert
the order of integration and noting that [n the range of integration for the
angle q$ , cos _ is non-negative, so that the integral in the denominator
ofEq. (D-9) reduced to _- 51nz¢ de = 7/" 8 , and Eq. (D-9)
become s _,o
Now, the integral
I si_/_z coa aLz _
cos d t. '_ d
a -_>/
(D-IO)
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which substituted into (D-10) and integrated yields
where ¢=  oo-'(IPlI.
It should be noted that 2"(_/) =0 if zl > _ , that is, if the
(D-11)
sampling interval is greater than the diameter of the scanning aperture.
We arrive at the desired result by employing (D-11) to reduce the various
integrals in (D-7) and find that
It can be seen that as the ratio of the sample length to the aperture diameter
becomes unity, the samples become independent of each other and the last
three terms in (D-12) vanish leaving the result that
Since the diameter of the circular scanning aperture is 2. 5 microns and
samples are taken every 2 microns, the ratio of the sampling interval to
the scanning diameter is approximately equal to 1 and (D-13) adequately
represents the ratio of the filtered noise power to the total noise power.
The weights corresponding to the combined effect of the low pass scan
line removal filter and the analysis filters were evaluated and used to
compute the ratio of the f_ltered noise power to the total no£se power
presented in Table D-1. These results were verified by simulating the
noise trace in a digital computer employing a gaussian random number
generator. Assuming that the noise trace is obtained by scann[ng with an
aperture diameter which is less than the sampling interval which is a valid
approximation in the analysis procedures, successive noise samples are
independent of each other and can be simulated by uncorrelated gaussian
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Tab ie D-|
RATIO OF FILTERED-TO-TOTAL NOISE POWER
FI LTER
NO.
ANALYTICAL
VALUE
O. 503
O, 386
O, 2tt2
O, ] 27
O, 063 5
RATIO
EHPIRICAL RESULTS
STANDARD
DEVIAT ION
0,500
0,376
0,235
0.128
0,066
+0.030
+0,027
+0,023
+0,020
+0,015
EQUIVALENT
6
7
!0
16
23
random variables. In the empirical evaluation, four independent simulated
traces were employed with each containing 2800 to 2900 points. Each of
the simulated noise traces were processed in the noise level evaluation
program described previously in Section 3. 3. 3. The average value of the
ratio of the filtered noise power to the total noise power is presented for
each of the five filters in Table D-1. Good agreement was obtained between
the analytical and empirical values as seen from the table. Also included
is the percentage deviation between the four empirical values used to obtain
the average.
To compute the total noise power density we simply divide the measured
noise power from the filtered trace by the corresponding factor presented
in the table. Therefore, in the noise analysis if we take the noise power
passed by filter no. 5 and divide it by 0. 0635 we have an estimate of the
total noise power due to the grain of the reconstructing film in the filtered
noise trace. To obtain an estimate of the total noise power in the signal
band we subtract, from the measured total noise power, this estimate of
the total noise power due to the reconstructing film grain which yields an
estimate of the total noise power in the signal band from all the noise
sources except the grain of the reconstructing film. The next step is to
compute the amount of power in the signal band due to the reconstructing
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Qgrain. Since we have an estimate of the total noise power due to the grain,
it is convenient to compute the ratio of the power in the signal band to the
total power. If we let 7-,_ (_ , _y) represent the frequency response
of the microdensitometer and _-_ (_) the one-dimensional response of
the scan line removal filter, the desired ratio is given by
_-zori_es/_
(D-14)
Note that _ (7)_ , _Py ) is the product of two frequency response functions.
The first, representing the response of the scanning aperture is {11)
2 .n- _)R
where 21R = 2. 5/,( . The second function describes the frequency response
of the microdensitometer optics, namelya 10X objective having a 0.25
numerical aperture. If we assume the optics are diffraction limited then
this function is given by
where _o _---
(II)
0
2X numerical aperture/X Combining these functions,
we determine that q-m (_)z, _y) is
_zJ,(zrr,JR)F -f.-.
where
ofEq. (D-15).
which is also shown in the figure,
2
using the value of ?'r_ (_ , VY)I
(D-_5)
o_erwise
+ . Sis. D-Z is a graphicrepresentation
Note that above 220 lines/ram the value of l_'m(_)_, _2_,_[2
1
is negligible. If we evaluateEq. (D-14)
shown in the figure, we find that
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fQ
IR = 0. 20 (D-I 6)
that is about 20°7oof the estimated total noise power due to the reconstructing
grain is within the signal band. Since the microdensitometer optics are not
diffraction limited as was assumed in arriving at Eq. (D-15), the actual
value of I?'z_ (r_ , J)Y) I" will be less than that shown in Fig. D-2,
especially in the region above 100 lines/ram. Consequently, it can be
expected that the value of 1R will be greater than 20°70 derived above. (The
decrease in iT m (_x, _y) z will cause the integral in the denominator
of Eq. (D-14) to decrease while the numerator remains unchanged.) In
lieu of measuring W_ (_)_,_]) which would be difficult, it is reasonable
to assume the 25% of the measured grain noise is in the signal band. There-
fore in arriving at the noise level quality parameter we subtract from the
measured total noise power 3/4 of the estimated power of reconstructing
film grain obtained from the noise power passed by filter no. 5. Mathe-
matically, this may be written as
3 _ or
: Pr - -4- o.o,3 -
(D-17)
P,oJ -- -li.3
By dividing the adjusted total noise power, _oj , by the signal bandwidth,
one determines the equivalent white noise power density which is the "noise
level quality parameter".
Using Eq. (D-17) and the data presented in Table D-1 an error
analysis is presented in Section 3.4. 3 indicating that an error of about
18°70 could be expected in a single estimate of the noise level quality para-
meter. This is somewhat higher than initially expected and is a direct
result of the accuracy of estimating the contribution to the total noise
power from the grain of the reconstructing film and the subsequent
correction required to limit the adjusted power to the signal band. In
retrospect, we see a potentially more accurate method of achieving the
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1.0
SPATIAL FREQUENCY
Figure D-2 FREQUENCY RESPONSE OF MICRODENSITOMETER (lO X OBJECTIVE,
2.5),( DIAMETER APERTURE SCAN SPOT)
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Fe.
same result by obtaining the noise trace using other than a circular
microdensitometer aperture. The size of the aperture must remain small
compared to the scan line spacing in the direction of scan, i.e., across
the scan line structure. However, the length of the scanning aperture
controls the region of integration in the orthogonal direction. Ifa rectan-
gular aperture 2 microns wide and approximately 50 microns long is
selected the integration performed by the scanning process will be limited
primarily to the band from -Z0 lines/ram to +Z0 lines/ram in the
direction. The required correction to the measured total noise power
would be reduced in magnitude and therefore the accuracy in estimating
the adjusted total noise power substantially improved.
k
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