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Introduction
Le point de départ de cette recherche sarticule autour des travaux de B. Mandelbrot [108],
et dautres auteurs tels que Fama et Roll [55]. Ils se sont attachés à démontrer que les
queues de distribution dune loi normale ne rendent pas compte de façon su¢ samment
réaliste de survenance de variations de grandes amplitudes brusques et instantanées. En
particulier, les séries nancières où la variance empirique se déclare très grande. Donc la
question de savoir si la variance théorique est nie ou innie, se pose.
Dans le cadre des distributions à variance innie les lois  stables sont les bonnes candi-
dates en modélisation des rendements des actifs nanciers dont le moment dordre 2 est
inni dès que alpha est strictement inférieur à 2. Du fait quelles reètent les propriètés
statistiques communes à la plupart de ces derniers tels que les grandes uctuations dont
les accroissement ne sont pas réguliers au cours du temps ( < 2), une possibilité de dis-
symétrie dans la distribution, des queues épaisses, une distribution lebtokurtic (kurtosis
> 3) et les moments dordre p (p < ) sont innis. Ce choix est justié par au moins deux
bonnes raisons :
1. Le théorème central limite généralisé, qui dit que les lois  stables sont les seules
distributions limites possibles pour des sommes, convenablement normalisées et cen-
trées, des v:a (i.i.d).
2. Les distributions stables peuvent être dissymétriques et permettent des queues épaisses,
de telle sorte quelles ajustent les distributions empiriques beaucoup mieux que ne
le font les distributions Gaussiennes.
1
Introduction
Les lois  stables (dites aussi stables, Pareto stables ou Lévy stables) ont été introduites
par Paul Lévy [88] lors de ses investigations sur le comportement des sommes des variables
aléatoires indépendantes. La loi de Lévy stable est une classe très riche des distributions
de probabilité possèdant la propriété de stabilité par addition et caractérisée par quatre
paramètres ce qui pourrait, à priori, faire penser à un meilleur ajustement. Nous revien-
drons ultérieurement sur leur signication. Les domaines dutilisation de ces lois sont ceux
dont les données présentent une très grande variabilité tels que la télécommunication,
léconomie, la nance, etc.
Plusieurs monographies sont consacrés à ces lois : Zolotarev [159] a étudié les lois  stables
dans le contexte univarié ; Samorodnitsky et Taqqu [135] ont traité dune manière ap-
profondie des di¤érentes propriétés de ces lois dans le cas univarié comme dans le cas
multivarié ; Nikias et Shao [119] ont appliqué ces lois dans le domaine du traitement du
signal.
La nature de leptokurtic des données nancières mène dans la plupart du temps à des
risques plus élevés que dans le modèle normal. Dans la littérature de di¤érentes mesures
de risque appliquées en nance et en assurances comme : la moyenne, la variance, lécart-
type, la Valeur en Risque, etc (voir par exemple Rolski et al [132]).
En science actuarielle et nancière, une mesure de risque importante a été largement
utilisée, en loccurence, la déviation standard. La déviation standard a été considérée par
Markowitz [103] comme une mesure standard de déviation par rapport à la moyenne de
la distribution avec une variance nie. Même si la déviation standard a été utilisée pour
mesurer lécart par rapport à la moyenne dune distribution générale, ce nest pas une
bonne mesure de risque pour les événements de grandes pertes avec des distributions
asymétriques, comme rapporté par de nombreux auteurs.
Une mesure plus répandue dans la pratique est la Valeur en Risque (VaR) dénie comme
la somme dargent que lon peut perdre sur une période du temps à un niveau de conance
donné. Cest une évaluation de la probabilité des pertes qui peuvent être subies à la suite
2
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dun mouvement défavorable de marché. En terme statistique, elle correspond à la notion
de quantile. Néanmoins, la VaR entant quoutil de mesure du risque présente quelques
insu¢ sances. En e¤et si elle permet de déterminer le seuil de perte à P% elle ne donne
aucune indication quand aux pertes supérieures à ce seuil, de plus elle nest pas une
mesure cohérente. Pour avoir la cohérence, toute mesure du risque devrait satisfaire les
quatre axiomes dArtzner [3].
Les mesures du risques, les plus populaires, qui quantient les données nancières sont les
mesures de distorsion introduites par Wang [150]. Ces dernières, comme la prime dassu-
rance distorsée, la mesure de la déviation à queue droite (RSD) et la mesure de risque à
deux déviations (TSD), sécrivent comme des L-fonctionnelles (combinaisons linéaires de
statistiques dordres) avec des fonctions de poids spéciques. Les versions empiriques de
ces mesures de risques, connues par les L-statistiques, sont largement étudiées par plusieurs
auteurs. Jones et Zitikis [79] ont proposé lestimation empirique des mesures de risque et
les quantités relatives, Kaiser et Brazauskas [15] ont proposé lestimation par intervalle
de conance de diverses mesures du risque dans le cas où la variance est nie comme : la
Transformée Proportionnelle Hasard (PHT), la Transformée de Wang (WT), la Valeur en
Risque (VaR) et lEspérance Conditionnelle de la Queue (CTE).
Lestimation du prix dun risque dasurance est un problème actuarielle très important.
Ce prix doit reéter la propriété de la distribution de la variable aléatoire décrivant la
perte correspondante. Si la variable de perte a une distribution à queue lourde ( i.e. une
distribution avec une variance innie), alors la mesure du risque devrait être plus élevé.
Pour fournir des mesures du risque pour des distributions heavy tailed, les procédures
standard de la statistique classique (la méthode de vraisemblance, moment, les moindres
carré, ... où la variance est nie) ne peuvent pas être appliquées. Comme une solution à
ce problème via la théorie des valeurs extrêmes, Necir et Meraghni [116] ont proposé une
estimation de la prime proportionelle hasards pour les revendications à queue lourde, Necir
et al (2010) ont proposé un estimateur de la CTE pour les grandes pertes et Monchaya
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Chiangpradit et al [107] ont proposé une estimation par intervalle de conance de la RTD
pour les grandes pertes.
Wang [151] a proposé la queue à deux déviation qui semble être une mesure appropriée
lorsquil sagit des données nancières (telles que les rendements logarithmiques), avec une
variance nie, dénoté par r pour (0 < r < 1) et dénie comme la moyenne de la queue à
déviation à droite et la queue à déviation à gauche. Par conséquent, il est intéressant de
construire un nouvel estimateur dune mesure de risque par la queue à deux déviation de
Wang pour les distributions à queue lourde sous le modèle  stable.
Dans cette thèse nous proposons des bornes de conance pour les mesures de risque de
distorsion lorsque les rendements dactifs suivent des lois  stables. Notre considération
est basée sur le récent travail de Necir et Meraghni [117] concernant les théorèmes asymp-
totiques correspondants aux estimateurs obtenus de cette classe des mesures de risque.
Les résultats sont validés par des simulations et justiés par des données réelles.
Un nouvel estimateur de la mesure de déviation bilatirale TSD avec biais réduit est proposé
en utilisant les résultats de Peng et Qi [122] et Li et al [92]. Une étude de comparaison est
e¤ectuée en termes de biais et de lerreur quadratique moyenne entre le nouvel estimateur
et celui introduit récemment par Necir et Meraghni [117]. Alors, cette thèse est organisée
comme suivant :
Le premier chapitre est consacré à létude des lois stables qui sont introduites par Paul
Lévy [88]. Nous donnons dans un premier temps les dénitions et les propriétés de ces
lois. Nous introduisons ensuite un algorithme pour générer des variables aléatoires stables,
ainsi nous nous proposons de faire un relevé des diverses méthodes destimation considé-
rées dans ce domaine et nous en présentons les principales propriétés. Nous appliquons ces
méthodes à des données nancières qui présentent de lasymétrie et des queues lourdes.
Nous étudions, pour nir ce chapitre, empiriquement les données nancières (les rende-
ments logarithmiques des actifs). Premièrement, nous déterminons la variable qui décrit
le mieux les variations des actifs nanciers. Puis nous exposons les propriétés statistiques
4
Introduction
communes à la plupart de ces dernièrs, en particulier lindice boursier du Nazdaq de la
période allant du 05=02=1971 au 23=01=2013. Ensuite, faire rendre compte ces faits stylisés
par un modèle justier par des causes plausibles en utilisant des tests graphiques tels que :
les histogrammes, qui permettent de visualiser la distribution empirique, et les graphiques
quantile-quantile.
Dans un deuxième chapitre nous nous intéressons, non pas au comportement en moyenne
de données, mais à celui dévénements à valeurs beaucoup moins fréquentes que celles
observées autour de la moyenne (appelées valeurs extrêmes). En e¤et, un rappel des théo-
rèmes probabilistes essentiels à la compréhension de la TVE : les théorèmes de Fisher-
Tippet et de Balkema-de Haan-Pickands. Ainsi des méthodes statistiques associées : la
méthode Block Maxima qui repose sur les k plus grandes observations dun échantillon
et détermine les trois lois possibles des extrema et une deuxième utilise les observations
au delà dun seuil déterministe, nous parlons alors de méthode "Pics au delà dun seuil"
(POT). Ces méthodes permettent de prévoir des sinistres graves pour une probabilité doc-
currence donnée (très faible) et un intervalle de conance xé. Finalement, une application
de cette approche dans lestimation des paramètres des lois stables.
Le troisième chapitre est consacré à létude des mesures de risque en nance. Dans une
première partie, nous dénissons premièrement quelques mesures de risques traditionnelles
telles que, la moyenne, la déviation standard, la variance et la valeur en risque. Puis,
nous exposons les dénitions, les propriétés et les paramètres des mesures de risque de
distorsion. Ensuite, nous introduisons la propriété de cohérence qui a été introduit par
Artzner sous forme de quatre axiomes quune mesure de risque doit satisfaire pour quelle
soit cohérente où la VaR est sous additive seulement si la distribution de la variable
nancière est normale, ce qui nest pas souvent le cas. Finalement, nous donnons quelques
mesures de risque de distorsion tels que, la CVaR, lES, WT, PHT et TSD. La deuxième
partie, nous exposons le récent travail de Necir et Meraghni [117] concernant lestimation
des L-fonctionnelles dans le cas des distributions à queue lourde via la théorie des valeurs
5
Introduction
extrêmes et qui peuvent être appliqué pour estimer certains mesures de risque de distorsion
nancières. En premier, une brève introduction sur les L-fonctionnelles, leurs dénitions
et propriétés. Ensuite, nous étudions leurs estimateurs empiriques dans le cas restrictif
pour les distributions à variance nie et leurs estimateurs empiriques semi paramétriques
dans le cas des distributions à queue lourde. Puis nous proposons des bornes de conance
pour les mesures de risque de distorsion pour des distributions appartenant au domaine
dattraction de Lévy stables. Finalement, les résultats sont validés par des simulations et
justiés par des données réelles.
Le quatrième chapitre est consacré à la construction dun nouvel estimateur de la mesure
TSD précédente à biais réduit en appliquant les résultats de Peng et Qi [122] et Li et al
[92], qui ont présenté respectivement des estimateurs basés sur la méthode du maximum de
vraisemblance censuré (CML) pour des paramètres de distributions à variation régulière et
des quantiles extrêmes. Dans un premier temps, nous décrivons les méthodes de réduction
du biais de Peng et Qi [122] et Li et al [92], avant la construction de notre nouvel estimateur
pour la mesure TSD. Puis, nous appliquons lalgorithme de Reiss et Thomas [131] pour
sélectionner les valeurs optimales des statistiques dordre extrêmes utilisées dans le calcul
de lestimateur TSD. En suite, nous e¤ectuons une étude de simulation par échantillonnage
à partir des distributions de Lévy stables, pour comparer lestimateur récemment proposé
à celui précédemment introduit par Necir et Meraghni [117]. Puis, une classication des
marchés nanciers, via cette nouvelle mesure, a été réalisée pour quelques indices boursiers
doù les investisseurs peuvent prendre une décision à linvestissement. Finalement, quelques
remarques et conclusions sont signalées.
6
Chapitre 1
Présentation de la loi stable
univariée et applications
Dans les années 60, Mandelbrot étudie les uctuations boursières, pour lesquelles il était
tout-à-fait clair que le modèle gaussien ne convenait pas. Il sappuie alors sur les lois de
Pareto pour mettre en évidence un nouveau modèle de variation des prix, appelé "lois
-stables". Le paramètre , compris entre 0 et 2, représente lexposant caractéristique des
lois stables et lorsque celui-ci est strictement inférieur à 2, la variance de la loi stable est
innie. Mandelbrot [108] conrme que son modèle décrit de façon réaliste la variation des
prix pratiqués sur certaines bourses des valeurs. Dune part elles peuvent rendre compte
des queues lourdes et du comportement asymétrique, dautre part, dépendant de quatre
paramètres, les lois stables sont plus exibles que les lois normales pour ajuster des données
empiriques dans les processus destimation et de test de modèle. Une autre bonne propriété
est que ces lois ont un domaine dattraction, cest-à-dire quelles sont des limites de sommes
de variables aléatoires. Les lois stables ont été généralisées aussi au cas multivarié où elles
peuvent être utiles pour exprimer des dépendances très complexes.
Dans les 20 années suivantes, le travail théorique a porté plus précisément sur lestimation
du paramètre . En e¤et, cest le paramètre le plus important car cest lui qui indique si la
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variance est innie ou non, i.e. nous aide à déterminer la forme ou le degré dépaisseur de
la queue de distribution. Il semble donc de pouvoir lestimer de la manière la plus correcte
qui soit. En 1971, Fama et Roll [55] ont utilisé les propriétés relatives aux quantiles.
De nouvelles méthodes destimation utilisant la forme de la fonction caractéristique vont
apparaître dans les années 80 ; comme celle de Koutrouvelis [85] qui semble être la meilleure
méthode selon plusieurs études faites par autres auteurs.
Dans une première partie, le cas univarié est traité. Les lois sont dénies et diverses
propriétés sont présentées. Puis, sont abordés le problème du test dune variance nie
ou innie ainsi que lestimation des paramètres caractérisant une loi alpha stable via
les approches de queue, quantiles, moments, maximum de vraisemblance et de fonction
caractéristique.
Dans une seconde partie, on discute limplémentation numérique de ces méthodes et les
résultats obtenus sur des échantillons simulés et sur des données nancières réelles, telle
le rendement journalier de lindice boursier Nazdaq de la période allant du 05=02=1971 au
23=01=2013.
1.1 Dénitions et caractéristiques de bases
1.1.1 Cas général
Il existe plusieurs façons de caractériser une loi -stable :
Dénition 1.1 (Variable aléatoire stable) : Une v.a.r. X a une distribution stable si et
seulement si pour tout k et toute famille X1; :::; Xk i.i.d. de même loi que X, il existe
ak > 0 et bk, deux réels, tels que :
X1 + :::+Xk
d
= akX + bk:
Lorsque bk = 0, on parle de distribution strictement stable.
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Remarque 1.1 Il est montré dans (Feller [56], p (170-171)) quil existe une constante
réelle , 0 <   2, telle que pour tout k 2 N; ak = k 1 .
Theorem 1.1 Une v.a.r. X est la limite en distribution des v.a.r.
X1 + :::+Xn   bn
an
; an > 0;
si et seulement si X est stable.
La démonstration est détaillée dans Shirayev [142].
Dénition 1.2 (La fonction caractéristique) : Il y a plusieurs représentations pour '
(correspondant aux di¤érentes paramétrisations des lois stables) dont la plus célèbre est
donnée par Samorodnitsky et Taqqu [135], Weron [155] :
'X (t) = exp
8><>: it   jtj

1 + i 2

(sign (t)) ln jtj ;  = 1
it   jtj 1  i (sign (t)) tan 
2






1, si t > 0;
0, si t = 0;
 1, si t < 0:
Une autre expréssion de ' utile dans lapplication a donné par Zolotarev [159] (M-parametresation
de Zolotarev) :
Dénition 1.3 (La fonction caractéristique) : on appellera X s S (; ; ; 0; 0) si la
fonction caracteristique de X est dénie par :
'x (t) = exp
8><>: i0t   jtj

1 + i 2

(sign (t)) (ln jtj+ ln ) ;  = 1
i0t   jtj






( jtj)1    1 ;  6= 1
('2)
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Fig. 1.1 Courbe de la densité dune loi alpha stable symétrique avec  = 1 et  2
f1:7; 1:5; 1:3g.
Les parametres ; ; et  sont les mêmes dans les deux paramétrisations '1 et '2, doù
les parametres de position sont reliés comme suivant :
 =





;  6= 1
0    2 ln ;  = 1
Nous verrons plus loin lintérêt de la fonction caractéristique car le principal inconvénient
de la loi stable est labsence, de formes explicites pour la plus part de ses fonctions de
densités et de fonctions de répartitions.
1.1.2 Signication des paramètres
1)  : est lexposant caractéristique ou lindice de stabilité qui nest rien dautre quun
coe¢ cient daplatissement (Kurtosis), aussi bien pour le mode que pour les queues
0 <   2.  = 2 correspond a une loi stable particulière : la trés célèbre loi de
Gauss ou loi normale.
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Fig. 1.2 Courbe de la densité dune loi alpha stable avec  = 2;  = 0;  = 1 et  2
f 2; 0; 2g
Remarquant bien que, plus le paramètre  est petit, plus la courbe de la densité est pointue
et a des queues de distribution épaisses.
2)  : est le paramètre de localisation ou de translation, traduisant la position de la
moyenne lorsque  > 1,  2 R. Si,  = 0 alors  est la médiane. Dans les autres cas
le paramètre  ne peut pas être interprété.
3)  : est le paramètre déchelle auquel on fait jouer le role dune mesure de dispersion
quelque fois,   0,
Plus  est grand, plus les données sont volatiles. Le paramètre  permet de cintrer plus
ou moins le corps de la distribution.
4)  : est le paramètre dasymétrie, mesurant le degré dasymétrie (skewness) de la dis-
tribution,  1    1.  =  1,  = 0 et  = 1 expriment respectivement une dis-
tribution totalement asymétrique à gauche, symétrique et totalement asymétrique à
droite.
Lorsque  est positif (resp. négatif), le mode est à gauche (resp. à droite) de la moyenne.
Lorsque  est positif (resp. négatif), la queue de la distribution est plus épaisse à droite
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Fig. 1.3  Courbe de la densité dune loi alpha stable avec  = 2;  = 0;  = 0 et
 2 f0:7; 1; 1:5g :
Fig. 1.4 Courbe de la densité dune v.a. alpha stable avec  = 1:5;  = 1,  = 0 et
 2 f 1; 0; 1g :
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(resp. à gauche).
On notera, X s S (; ; ) une variable aléatoire distribuée selon une loi stable de para-
mètres ; ;  et :
1.1.3 Cas symétrique
Nous poursuivons à présent la description de la loi stable dans le cas particulier où les
paramètres  et  sont nuls, on appelle alors cette loi loi symétrique par rapport à  et
 et nous noterons alors X s SS pour indiquer que X suit une loi stable symétrique
S(0; 0; ). Nous obtenons alors une expression simple de la fonction caractéristique de
paramètre  daprès [135] :
' (t) = exp (  jtj) ; t 2 R
Dans le cas où on a  = 1 alors la variable aléatoire est dite SS standard.
1.2 Propriétés de la loi stable
Lorsque  = 2,  = 0,  = =
p
2 et  = , la loi stable nest rien dautre que la loi normale
N(; 2) avec une fonction caractéristique de la forme suivant :
' (t) = exp
  2 jtj2 + it ; t 2 R
Exemple 1.1 Là aussi, certaines des lois connues appartiennent à cette classe :
1) La loi normale N (; 2) est une loi S2 (; ; 22) (et réciproquement une loi S2 (; ; )












2 + (x  )2
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est une loi S1 (; 0; )
3) La loi de Poisson P () nest pas stable.
Proof. En e¤et, soient X1 et X2 deux v:a:r: suivant une loi de Poisson. Supposons que
X1 et X2 sont stables, alors il existe a > 0 et b tels que :
X1 +X2
d
= aX + b:
Par égalité des moyennes et des variances, nous trouvons :












2 p2 nest pas une valeur dans IN .
Proposition 1.1 (Propriétés arithmétiques) : Soient X1 et X2 deux variables aléatoires
indépendantes de loi stable S (1; 1; 1) et S (2; 2; 2) respectivement alors (X1 +X2)












et  = 1+2:
Notons que si :
1 = 2 )  = 1 = 2:
Soient X1 et X2 deux variables aléatoires qui suivent une loi S (; ; ), a 2 R+; b 2 R+





;  (a + b)
1
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1.2.1 La fonction de densité et la fonction de distribution
Pour la plupart des lois connues, nous avons une forme explicite de la densité (normale,
Cauchy, gamma, ...). Pour la loi -stable, nous navons que la forme explicite de la fonction







exp ( itx)'x (t) dt:







exp ( t) cos [xt+ tw (t; )] dt;
où




;  6= 1;
  2

ln jtj ;  6= 1.
Proposition 1.2 (Propriété de réexion) : Pour toute  et ; nous avons
S (1; ; 0) d=  S (1; ; 0)
Cest que
fX ( x=; ) = fX (x=; ) et FX ( x=; ) = 1  FX (x=; )
où fX et FX sont la fonction de densité et la fonction de répartition respectivement dune
v:a X s S (1; ; 0).
Zolotarev [159] a démontré que FX et fX peuvent sécrire respectivement pour  6= 1 et





















exp ( V (x; )) d si  > 1
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 a () exp























(  1)  + 
2




V (x; ) := x
=(1 )a () :















  x=(1 )a () d, x > 1;
Les seules trois distributions stables qui ont des formes explicites de la fonction de densité
sont :
















(x  )2 + 42
3. La distribution de Lévy S 1
2












avec I la fonction indicatrice.
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Labsence des formules de forme explicites des fonctions de densité pour la plus parts des
lois -stables et les fonctions de distributions ont des conséquences négatives. Générale-
ment, il y a deux approches à ce problème, la transformé de Fourier (¤t, "fast Fourier
transform") doit être appliqué à la fonction caractéristique voir, Mittnik, Doganoglu et
Chenyao, [109] ou bien lintégration directe numérique qui a été utilisé par Nolan, [111],
[113].
1.2.2 Queues lourdes
Lorsque  < 2 les queues inférieures et supérieures de la fonction de distribution cu-
mulative (cdf) F de X s S (; ; ) sont asymptotiquement équivalentes à celles dune
distribution de Pareto, i.e. ils ont la forme dune loi puissance. En e¤et, la proprièté (1.2.15)
de la page 16 dans [135], il existe deux constantes non négatives C1 et C2 telque, pour
0 <  < 2;
F ( x)  C1x  et 1  F (x)  C2x ; quand x!1: (1.1)
Cela signie que les deux distributions de queues, si dessus, sont à variation régulière a
linni avec un indice ( ) < 0. En dautre terme, nous avons comme !1,
F ( x) = x L1 (x) et 1  F (x) = x L2 (x) ;
où L1 et L2 sont des fonctions à variation lente à linni ( i.e. lim
t!1
Li (xt) =Li (t) = 1;









Utilisant lexpansion (du second ordre) de la distribution stable de la queue droite et la
relation entre les deux queues, respectivement donné dans la page 95 et la page 65 de
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Fig. 1.5  Queues des distributions -stable symetrique avec  = 1 et  = 2 (ligne
continue), 1:7 (ligne en tirets) et 1:5 (ligne en pointillés) pour 3000 réalisations.
[159], nous pouvons écrire, pour 1 <  < 2; comme x!1











avec  = 2, où cL; cR; dL et dR sont des constantes réelles exprimées en termes des para-
mètres des lois stables ; ;  et . Cela signie que les distributions stables appartiennent
à la classe de Hall des distributions à queue lourde, voir Hall [70], Hall et Welsh [71],
doù on va dénir ultérieurement par la relation (4:1) si dessous, qui est un cas particulier
dune condition plus générale de la variation régulière de second ordre, voir de Haan et
Stadtmüller [39].
Proposition 1.3 (La stabilité) : Pour  6= 1; nous avons léquivalence suivante ; X suit




suit une loi S (1; ; 0) :
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Proof. Tout dabord, remarquons que :




= eitp'x (mt) :








;nous avons alors :

















































= sign (t) car  > 0 donc :








qui est bien la forme de la fonction caractéristique dune loi S (1; ; 0) :
Condition suffisante : la démonstration est similaire à la condition nécessaire en pre-
nant m = 
1
 et p = :
Remarque 1.2 Pour la simulation, il su¢ t de générer des lois S (0; ; 1) et par chan-
gement de variables, nous pouvons obtenir des lois S (; ; ) :
1.2.3 Moments
Lune des conséquences de la propriété de la queue lourde de la distribution -stable est
que lun de ces moments nexiste pas. En e¤et, le peme moment de la variable aléatoire
stable est généralement inni. Pour bien préciser, nous avons les résultats suivants :
Proposition 1.4 (Moments) : Soit X une v:a: qui suit la loi S (; ; ) et p 2 N, les
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moments dordre p sont comme suivant :
Pour  = 2; 8p; E jXjp < +1:
Pour 0 <  < 2;
8><>: 80  p < ; E jXj
p < +1:
8p  ; E jXjp = +1:
En particulier, pour la moyenne EX et la variance V arX, on obtient les résultats suivants :
0 <   1 1 <  < 2  = 2
EX 1  
VarX 1 1 22
Tab. 1.1 Moyenne et variance théorique dune variable aléatoire alpha stable.
On peut constater que, dès que  < 2, la variance dune loi -stable est innie et dès que
 < 1, cest la moyenne qui devient innie. Lorsque  > 1, la moyenne dune loi -stable
est :
Exemple 1.2 Le tableau suivant représente la moyenne et la variance empirique des 3000
réalisations dune v:a:X  S (1; 0; 0) pour di¤erentes valeurs de lindice principale . Ces
résultats conrment léquation sur le calcul des moments. En e¤et, lorsque  décroît vers
1, la variance explose, où on ne peut pas utiliser les résultats du théorème centrale limite,
et lorsque  devient plus petit que 1, cest la moyenne qui commence à exploser. Comme
on peut visualiser graphiquement ces résultats par des diagrammes de la moyenne et la
variance (1.6), (1.7) et (1.8) pour une taille déchantillon donné.
 2 1.9 1.7 1.5 1.3 1.1 0.7
EX -0.0049 -0.022 0.091 -0.017 -0.15 -0.32 -87.90
varX 1.93 2.65 10.36 19.09 269.54 2409.403 807950.460
Tab. 1.2 Moyenne et variance empirique calculées sur 3000 réalisations.
Proof. En fait pour la première partie de la proposition, nous avons vu dans lexemple 2
que le cas ( = 2) correspond au cas gaussien. Et nous savons que les variables aléatoires
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Fig. 1.6 Graphe de la moyenne (à gauche) et la variance (à droite) de 3000 observations
pour une distribution  stable symétrique avec  = 2 et  = 1: La moyenne coverge vers
0 et la variance converge vers 1=
p
2.
Fig. 1.7 Graphe de la moyenne (à gauche) et la variance (à droite) de 3000 observations
pour une distribution  stable symétrique avec  = 1:2 et  = 1. La moyenne converge
vers 0 et la non stationnarité de la variance.
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Fig. 1.8 Graphe de la moyenne (à gauche) et la variance (à droite) de 3000 observations
pour une distribution  stable symétrique avec  = 0:75 et  = 1: La non stationnarité
des deux échantillons de la moyenne et la variance.
gaussiennes ont toutes leurs moments nis. Pour la seconde partie de la proposition,




P (y > v) dv:















P (jXj > u) = 1:
donc
up 1P (jxj > u)  up 1 au voisinage de 0:
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et Z M
0
up 1P (jXj > u) du < +1,
Z M
0








uP (jXj > u) = C () :
donc
up 1P (jXj > u) ~ up  1 au voisinage de +1:
et Z +1
M
up 1P (jXj > u) du  +1,
Z +1
M
up  1du < +1, p < 
Alors comme conclusion, daprès (1:4), il est facile de voir que :




up 1P (jXj > u) du < +1Z +1
M
up 1P (jXj > u) du < +1:
cest-à-dire lorsque 0 < p < .
2ème partie ; nous avons que 'x (0) = iE (X), et que :
'x (t) = exp fit   jtj g (sign (t))g :
doù,








i  sign (t) jtj 1 g (sign (t)) exp fit   jtj g (sign (t))g :
Ce qui entraîne que 'x (0) = i doù E (X) = .
Proposition 1.5 Si X suit une loi S (0; ; ), alors on a :
80 < p < ;E jXjp = C (; ; p)  p ;
Doù


























La démonstration se trouve dans larticle de Hardin, [73].
1.2.4 Algorithme de simulation
La complexité du problème de simulation dune v:a:X s S (; ; ) est le manque dune
expression analytique de linverse F 1 de la fonction cumulative F . Le premier pas a été
fait par Kanter [83], qui a donné la méthode directe pour simuler S<1(1; 1; 0).
Lalgorithme de Chambers, Mallows et Stuck [21], qui nous a permis de générer une loi
S (1; ; 0), et pour obtenir une loi S (; ; ), il su¢ t de faire un changement de variable
(propriété 1).
Première étape






et une loi W exponentielle de
paramètre 1. Pour cela, il faut dabord générer deux v:a:r: uniformes sur ]0; 1[ (notées U1
et U2). Puis en utilisant le changement de variables suivant :
24
Chapitre 1. Présentation de la loi stable univariée et applications
 = U1   
2
W =   log (1  U2)
Deuxième étape
Elle consiste à calculer des di¤érentes quantités (fonction de  et de W ).


























Elle consiste à générer une loi Y stable S (1; ; 0). Pour obtenir cela, il faut utiliser la
proposition suivante :






et W une loi exponentielle de
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paramètre 1, si nous posons :






















2 (a  b) (1 + ab)  B [b (1  a2)  2a]
(1  a2) (1 + b2)
























alors la v:a:r: Y suit une loi S (1; ; 0) :
Cet algorithme a été légèrement modié, voir Janicki et Weron [81], et Weron et Weron
[148], qui permet de simuler des variables aléatoiresX de loi stable S(; 1; 0) avec  2]0; 2]
et  2 [ 1; 1]. Ils ont choisi cet algorithme parmi dautres (voir aussi Samorodnitsky et
Taqqu [135]) pour deux raisons :
1) Le temps de calcul est quasiment nul. Il faut moins dune minute pour simuler un
échantillon de taille 60000.
2) Les paramètres  et  pour ce générateur sont très bien estimés par la méthode de
McCulloch. Les paramètres  et  sont correctement estimés par la méthode de McCulloch









; et D =


































;  = 1;






et W une v:a: exponentielle de paramètre
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1. La v:a:Y ainsi obtenue est dune distribution S (1; ; 0).
3. Enn, le changement de variable,
X =
8><>: Y + ;  6= 1;Y + 2

 log  + ;  = 1:
nous permet dobtenir une v:a:X  S (; ; ) :























3. Enn, dans le cas où  = 1 et  = 0, nous avons :
Y = tan:
Formule connue, qui permet de simuler une loi de Cauchy.
Exemple 1.3 Nous avons simulé 5000 réalisations de lois SS pour di¤érentes valeurs
de . La gure (1.9) présente les histogrammes faits à partir de ces simulations. Pour le
cas  égal à 2, on peut reconnaître lhistogramme dune loi normale de moyenne 0 et de
variance 2.
Exemple 1.4 Nous pouvons constater que le générateur des variables aléatoires stables
choisi approche correctement la loi théorique. La distribution empirique a été construite à
partir de n variables aléatoire simulées avec lalgorithme de Weron et Weron [148].
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Fig. 1.9 Histogrammes normalisés de lois SS pour di¤érentes valeurs de  calculés sur
sur 5000 réalisations.
Fig. 1.10 Distribution dune loi stable de paramètre  = 2;  = 0;  = 0; et  = 1 pour
n = 60000.
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Fig. 1.11 Distribution dune loi stable de paramètre  = 2;  = 0;  = 0; et  = 1 pour
n = 100.
Exemple 1.5 (Tests sur la variance) : Un test graphique qui nous montre si on est en
présence dune loi à variance innie ou non pour nimporte quelle loi stable, symétrique





i=1(xi x)2 (où x = 1n
Pn
i=1 xi) pour di¤érentes valeurs de n, 2) tracer
le graphique (n; s2n). Intuitivement, lorsque n augmente et lorsque la variance est nie, le
tracé doit converger. Au contraire, si on est en présence dune loi à variance innie, le
tracé diverge.
1.3 Estimation des paramètres de la loi stable
Une loi -stable est caractérisée par quatre paramètres doù on peut les estimer, mais le
vrai inconvénient dans cette estimation est labsence dune forme explicite de la fonction
de densité (pdf). Cependant, un grand nombre des procédures numériques ont été pro-
posé par plusieurs approches (Maximum de vraisemblance, régression utilisant la fonction
caractéristique, la méthode des quantiles (McCulloch) et la méthode des moments), pour
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Fig. 1.12 Test graphique ; variance empirique calculée sur léchantillon de 3000 réalisa-
tions dune loi SS pour di¤érentes valeurs de .
plus de détails voir [62]. Dautre part, on saperçoit que les lois  stables sont asympto-
tiquement parétiennes ce qui permet dobtenir des estimateurs via lapproche des valeurs
extrêmes voir, [74], [106] et [121].
Dans cette section, on suppose que lon dispose dun échantillon X1; X2; :::; Xn de variables
aléatoires stables, indépendantes et identiquement distribuées, avec Xi  S (; ; ).
1.3.1 Méthode de Régression
Rappelons que pour une v:a:r: X  SS, nous avons :
'x (t) = exp (  jtj) :
ce qui entraîne que :
j'x (t)j2 = exp ( 2 jtj) :
log
  log j'x (t)j2 = log 2 +  log jtj :
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Posons pour k = 1; :::; K;
yk = log
  log j'x (tk)j2 ;
 = log 2 ;
wk = log jtkj :
légalité précédente implique que
yk = + wk:
si on pose
y^k = log

















on peut alors proposer comme modèle, le modèle linéaire suivant :
Y^ = + W + ":
doù " est le terme derreur.
Remarque 1.3 Daprès la dénition, on a la partie imaginaire de la fonction caractéris-
tique de ces lois est nulle. On peut alors estimer la fonction caractéristique sans la partie






Le choix des tk, ainsi que le choix de K par rapport à n, se fait suivant la méthode décrite
par Koutrouvelis [85],
8k 2 [1; K] ; tk = k
25
;
et le paramètre K est choisi suivant le tableau (1.3) ci-dessous :
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n= 1,9 1,7 1,5 1,3 1,1 0,9 0,7 0,5 0,3
200 9 10 11 22 24 28 30 86 134
800 9 10 11 16 18 22 24 68 124
1600 10 10 11 14 15 18 20 56 118
Tab. 1.3 Valeurs optimales de K en fonction de n et de alpha.
Estimation du paramètre  et  :
































































Exemple 1.6 Nous avons simulé des lois SS pour di¤érentes valeurs de  ( est pris
égal à 1) et calculé les estimations de ces deux paramètres.
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n= 1.9 1.7 1.5 1.3 1.1 0.9 0.7 0.5
200 1.88/1,04 1.62/1.05 1.51/0,94 1.35/0.93 1.13/1,00 0.90/1,02 0.72/1.09 0.45/1.06
800 1.91/1,12 1.65/1,05 1.54/0,93 1.36/1,03 1.05/0,99 0.87/0,88 0.66/1.07 0.48/1,02
1600 1.92/1,00 1.67/0,93 1.47/0,95 1.34/0,99 1.12/1,06 0.89/0,96 0.72/0,98 0.50/1.02
Tab. 1.4 Estimations de alpha (première valeur ) et de sigma (seconde valeur).
Ces résultats conrme la bonne performance de ces estimateurs, quelque soit la valeur de
. De plus, les estimations saméliorent lorsque n croît.
Estimation du paramètre  et  :
Lorsque ^ et ^ sont obtenues et  et  sont xées on ses valeurs, lestimation de  et  peut





= t+  tan

2











































et w1k = jtkj.
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Exemple 1.7 On a simuler 5000 réalisation des v:a: qui suivent une loi S1:75 (0:5; 0:5; 1)
le résultat des parametres estimés avec la méthode est suivant le tableau (1.5)
Parametres  = 1:75  = 0:5  = 0:5  = 1
Estimateurs 1:736 0:59 0:026 1:004
Tab. 1.5 Estimations des paramètres du loi alpha stable via lapproch de régression.
Cette méthode est très facile à implémenter et elle est très e¢ cace en temps de calcul.
Les propriétés des estimateurs de carré minimum dans une régression linéaire sont bien
connues, telles la consistance et la normalité asymptotique. Le principal inconvénient de
cette méthode est que les résultats sont insatisfaisants quand léchantillon nest pas nor-
malisé.
1.3.2 Lapproche de McCulloch
On 1986, McCulloch [100] a étendu la méthode de Fama et Roll [55] aux cas  2 [ 1; 1]
et   0:6. Cette méthode est e¢ cace en ce qui concerne la précision des estimateurs par
rapport au temps de calcul nécessaire à lestimation. Elle est normalement utilisée pour
fournir des valeurs initiales des paramètres pour démarrer des méthodes plus e¢ caces mais
plus lourdes et plus longues.
Estimation du paramètre  et  :
Cette méthode est basée sur lutilisation des quantiles dun échantillon de variables aléa-
toires stables. Soit F la fonction de répartition dune variable aléatoire stable X 
S (; ; ), et soit xp le quantile dordre p, cest- a-dire, F (xp) = p. McCulloch a dé-
ni
 = 1 (; ) :=
x^0:95   x^0:05
x^0:75   x^0:25 ,


= 2 (; ) :=
x^0:95 + x^0:05   2x^0:50
x^0:95   x^0:05 :
Les statistiques  et  sont des fonctions de  et de , et elles ne dépendent pas de 
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et de . Une interpolation linéaire de ces valeurs sur les tableaux des gures (23) et (24)
respectivement dans [1] donne les estimateurs ^ et ^ pour les paramétres  et .
Estimation du paramètre  et  :
Une fois calculé ^ et ^, la même procédure donne les valeurs estimées ^ du paramètre
déchellel  ainsi ^ du paramètre de localisation . Posons










où x^p est le peme quantile de léchantillon et le dénominateur est obtenu daprès le tableau
de la gure (25) dans [1], et  et  sont remplacés respectivement par ^ et ^.
Pour estimer , posons










;  6= 1;
;  = 1:
un estimateur ^ de  est donné par









est obtenu daprès le tableau de la gure (26) dans [1], et  et  sont remplacés
respectivement par ^ et ^. Finalement lestimateur du paramètre de localisation ^ est
donné par
^ =





;  6= 1;
^;  = 1:
Exemple 1.8 On va simuler 5000 réalisation des v:a: qui suivent la loi alpha-stable pour
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di¤érentes valeurs de  et . On trouve les résultats suivants :
 2 1.75 1.5 1.25 1
 0 -0.5 0.5 0.8 1
 2.46 2.67 3.16 3.80 5
 -0.01 -0.12 0.23 0.51 0b 2 1.73 1.47 1.21 1.1b 0 -0.48 0.41 0.68 0.99
Tab. 1.6 Estimation des paramètres du loi alpha-stable via lapproche de McCulloch
pour 5000 réalisations.
Comme x^p est un estimateur consistant de xp, et que les fonctions i sont continues, alors
les estimateurs des paramètres sont consistants.
1.3.3 Méthode des moments
Press [126] a proposé cette méthode qui basé sur la transformation de la fonction caracté-
ristique cf . Plus précisément, daprès la formule '1, on trouve pour  6= 1
  ln j'X (t)j =  jtj ; t 2 R
Choisissons deux nombres non nulle t1 6= t2, on trouve :
  ln j'X (tk)j =  jtkj , k = 1; 2.




j=1 exp (itxj)) pour 'X (tk) et résoudre les deux équations
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Rétablir de la même manière pour =m f'X (tk)g, avec deux autres nombre non nulle





































t3 jt4j   t4 jt3j
=











Exemple 1.9 On a simuler 5000 réalisations des v:a: qui suivent la loi S1:75 (0:05; 0:5; 1)
par la méthode précitée, le résultat des parametres estimés est suivant le tableau (1.7)
parametres  = 1:75  = 0:5  = 0:05  = 1
estimateurs 1.74 0.44 0.016 0.99
Tab. 1.7 Estimations des paramètres du loi alpha stable via lapproch des moments pour
5000 réalisations.
La méthode des moments est très rapide, mais aussi très imprécise sur une très grande
région de lespace paramétrique. Pour cette raison, son intérêt est très limité. En fait,
pour les données nancières analysées, le paramètre déchelle est normalement très petit
( < 0:01) comparé avec les valeurs où cette méthode est acceptable (environ  = 1).
37
Chapitre 1. Présentation de la loi stable univariée et applications
1.3.4 Méthode du Maximum de Vraisemblance
La fonction logarithmique du likelihood pour un échantillon des v:a: indépendantes iden-















Lévaluation de cet fonction est di¢ cile à cause de labsence dune forme explicite de la
fonction de densité du loi stable. Un problème a été traité par plusieurs hauteurs, biensure,
dune façon spécique à chaquun tels que, Holt et Crow [75] ont fourni des tables de valeurs
de la densité pour di¤érentes valeurs de  et  ; Worsdale [158] et Panton [124] ont fourni
des tables des fonctions de répartition des lois stables symétriques ; Brothers, DuMouchel
et Paulson [20] et Paulson et Delahanty [123] en ont donné pour les quantiles des lois stables
dans le cas général ; McCulloch et Panton [102] ont donné des tables des densités et des
quantiles pour des lois stables totalement asymétriques. Pour les lois stables symétriques
McCulloch [101] a développé des algorithmes e¢ caces pour approcher la densité et la
fonction de répartition pour  > 0:85.
Zolotarev dans [159] a obtenu des représentations intégrales pour des fonctions de densité
et répartition de variables aléatoires stables, mais son implémentation nest pas e¢ cace
à cause de problèmes numériques. Nolan [112] obtient des formules similaires pour la
paramétrisation '2 qui permettent de calculer de façon précise les fonctions de densité, de
répartition et de quantiles dans tout lespace paramétrique.
Cette méthode est basée sur lapproximation numérique de la fonction likelihoode de Lévy-
stable. Elle est dévellopée par DuMouchel [48] et récement optimisée par Nolan [111] et
Nolan [110], avec un programme appelé "STABLE" pour calculer les déférentes densités,
les fonctions de distributions et les quantiles, donc il est possible dutiliser le modèle Lévy-
stable dans une variété de problèmes pratiques. Cest la plus lente des trois méthodes mais
possède des propriétés asymptotiquement normales.
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Les études de simulation suggèrent que les techniques décrites la méthode de moments
rapporte les évaluations les plus mauvaises, (Stoyanov et Racheva-Iotova, [146] ; Weron,
[155]). La méthode de McCulloch vient ensuite avec des résultats acceptables et temps
dexécution plus bas que les approches de régression. Dautre part, lapproche de Koutrou-
velis rapporte de bons estimateurs avec un temps dexécution plus rapide, mais légérement
moins précis. Finalement, les évaluations de ML sont presque toujours les plus précises,
particulièrement en ce qui concerne le paramètre de skewness.
1.4 Exemple illustratif
En nance, certaines quantités sont nécessaires pour prévoir des phénomènes comme la
détermination des prots, lanalyse des risques et lestimation du risque dévènement de
faible probabilité (les évènements de grandes pertes). Parmi ces quantitées se trouve les
rendements des actifs (journaliers, hebdomadaires, mensuels, ...). Dans les années 60, les
travaux de Mandelbrot sur les uctuations boursières montre que le modèle gaussien ne
convenait pas pour décrire les rendements dactifs. Mandelbrot [108] puis Fama [54] propo-
sèrent alors la distribution Lévy Stable, introduite par Paul Lévy [88], dont les propriétés
sont très proches de celles des distributions empiriques à queues lourdes, comme alterna-
tive pour modéliser les séries nancières. Ce choix est justie par au moins deux bonne
raisons :
(1) Le théorème centrale limite généralisé qui dit que les lois stables sont les seules distri-
butions limites possibles pour des sommes, convenablement normalisées et centrées
de v:a (i.i.d).
(2) Les distributions stables peuvent être dissymétriques et permettent des queues épaisses
de telle sorte quelles ajustent les distributions empiriques beaucoup mieux que ne
le font les distributions Gaussiennes.
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Pour plus de détailles dans le contexte de la modélisation des séries nancières voir, [50],
[101], [127], [128] et [155].
Cette section est consacrée pour analyser les données nancières, en particulier le rende-
ment journalier de lindice boursier Nasdaq (National Association of Securities Dealers
Automated Quotations). Cest une bourse de titres américaine et quelle est gérée par la
National Association of Securities Dealers (NASD).
1.4.1 Rendement Dactif
Les travaux empiriques sur la distribution des rendements nanciers est généralement basés
sur le logarithme du rendement, qui garantit que les prix sont toujours > 0, 8Rt;t+t, où
log return Rt;t+t de temps t vers t+t, est dénie comme suit :
Rt;t+t = logPt+t   logPt. (1)
où Pt est le prix dun actif à linstant t, i.e, un stock, un indice de marché, ou un taux de
change, et dans de nombreuses études économétriques, t est la rémunération générée par
lactif entre les dates t et (t+ T ) dont les rendements sont calculés, par exemple, un jour,
semaine ou mois. Pour un investisseur, le rendement dun actif est plus important que le
prix lui-même car il lui donne une information directe sur les prots (ou pertes) qui peut
réaliser.
Lensemble de données est composé de 10586 observations des prix de clôture journaliers
(Pt)t=0, du Nasdaq entre le (05/02/1971) et (23/01/2013) prises de siteWeb "www.finance.yahoo.com",
voir la gure (1.12).
Les 10585 rendements sont distribués comme la gure (1.13) montre et caractérisés dans
le tableau (1.8) :
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Fig. 1.13 Les prix de fermeture quotidienne de lindice boursier Nasdaq, de la période
allant du 05=02=1971 au 23=01=2013, soit 10586 observations, du fait que les marches
boursiers sont fermés pendant les ns de la semaine (i.e. Dimanche et Lindi) et les jours
fériés, les jours non ouvrables ne sont pas donc pris en compte.
Fig. 1.14 Distribution des rendements de lindice boursier Nazdaq, de la période allant
du 05=02=1971 au 23=01=2013 (10585 observations).
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Tab. 1.8 Statistiques des rendements de lindice boursier Nazdaq, de la période allant
du 05/02/1971 au 23/01/2013.
1.4.2 Non Normalité des rendements
Le modèle suppose que les variations des prix suivent une loi normale alors que les prix
suivent une loi -stable, la distribution de Lévy est dissymétrie par rapport à la moyenne.
Cette distribution en considération les événements rares. Ces événements rares sont plus
fréquents que ne le support une distribution normale.
Il existe tout une batterie de tests de Non Normalité. Le premier des tests est graphique,
désigne aussi par le terme "QQ-plot".
Un graphique "QQ-plot" est un outil convenable pour voir si la distribution dune variable
dans un échantillon provient dune distribution théorique spécique. Le "QQ-plot" est un
graphique qui oppose les quantiles de la distribution empirique aux quantiles de la distri-
bution théorique envisagée. Si léchantillon provient bien de cette distribution théorique,
alors le "QQ-plot" sera linéaire.
Dans la théorie des valeurs extrêmes, le "QQ-plot" se base sur la distribution exponentielle.
Le "QQ-plot" sous lhypothèse dune distribution exponentielle est la représentation des
quantiles de la distribution empirique sur laxe des X contre les quantiles de la fonction
de distribution exponentielle sur laxe des Y .






n  k + 1
n+ 1

; k = 1; :::; n

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Fig. 1.15  Lévolution de la série des rendements de lindice boursier Nazdaq, de la
période allant du 05=02=1971 au 23=01=2013. La ligne verticale représente lannée 1971.
La non stationnarité de la série (des périodes de grande variations positives et négatives).
Xk:n : Représente la kieme statistique dordre et F 10;1 est la fonction inverse de la distribution
exponentielle. Lintérêt de ce graphique est de nous permettre dobtenir la forme de la
queue de la distribution. Trois cas de gure sont possibles :
1). Les données suivent la loi exponentielle : la distribution présente une queue très légère,
les points du graphique présentent une forme linéaire.
2). Les données suivent une distribution à queue épaisse "fat-tailed distribution" : le
graphique "QQ-plot" est concave.
3). Les données suivent une distribution à queue légère "short-tailed distribution" : le
graphique "QQ-plot" a une forme convexe.
Daprès le graphe de la Figure (1.16), on remarque quil y a une déviation par rapport
à la direction droite aux extrémités. Cela indique la non normalité de notre ensemble de
donnés.
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Fig. 1.16 QQ-plot ; quantiles normaux contre quantiles empiriques des rendements de
lindice boursier Nazdaq de la période allant du 05=02=1971 au 23=01=2013.
Fig. 1.17 Modèle  stable contre modèle normale pour les queues de rendement de
lindice boursier Nazdaq du pérode allant 05=02=1971 au 23=01=2013.
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^ ^ ^ ^
1.386 -0.16 0.005 0.001
Tab. 1.9 Paramètres éstimés du modèle stable pour les rendements de lindice boursier
Nazdaq, de la période allant du 11/10/1984 au 08/07/2005.
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Théorie Des Valeurs Extrêmes
Lhistoire de la théorie des valeurs extrêmes est apparue entre les années 28 et 40, grace
à Fréchet, Fisher et Tippett, Gumbel et Gnedenko. Lorsque lon caractérise les domaines
dattractions de la plus grande observation. On cherche alors à décrire le comportement
des valeurs extrêmes dun échantillon. Cest-à-dire que lon veut approcher la loi que suit
le maximum ou le minimum des observations lorsque celles ci suivent une loi inconnue.
Les domaines dapplications sont en e¤et très variés : hydrologie, météorologie, biologie,
ingénierie, gestion de lenvironnement, nance, assurance, sciences sociales, etc ; en e¤et
la gestion des risques est devenue aujourdhui fondamentale dans tous ces domaines.
Durant ces dernières années, plusieurs hauteurs comme Embrechts et al. [50], Danielsson
et de Vries [31], McNeil [104], Longin [89], [90], Embrechts [51] et Gençay et Selçuk [60] ont
noté que la TVE est appropriée à la modélisation des observations en hautes fréquences
en nance.
Deux théorèmes sont essentiels à la compréhension de la théorie des valeurs extrêmes celui
de Fisher-Tippet [57] et celui de Balkema de Haan [6], Pickands [120]. En e¤et, deux
approches sont possibles à la modélisation des évenements rares la méthode block maxima
(BM) qui modélise la distribution des extrêmes par la distribution (GEV) et la méthode
POT (Pics au delà dun seuil) qui modélise la distribution des excés au-dessus dun seuil
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élevé par la Distribution de Pareto Généralisée (GPD).
2.1 Statistique dordre
Lutilisation des lois des valeurs extrêmes repose sur des propriétés des statistiques dordre
et sur des méthodes dextrapolation. Plus précisément, elle repose sur les convergences en
loi des maxima de variables aléatoires convenablement renormalisées.
Dénition 2.1 (Statistique dordre) : On appelle statistique dordre, lapplication mesu-
rable S de (R;BR)n à valeur dans (R;BR)n classant les observations de la suite (Xn)n par
ordre croissant ;
(X1; X2; :::; Xn)
S7! (X1;n; X2;n; :::; Xn;n), avec X1;n  X2;n  :::  Xn;n:
de sorte que :
Mn = max(X1; X2; :::; Xn) et mn = min(X1; X2; :::; Xn):
Le vecteur (X1;n; X2;n; :::; Xn;n) est appelé léchantillon ordonné, et Xi;n étant la iiem sta-
tistique dordre (ou statistique dordre i).
Remarque 2.1 : Même si les variables aléatoires X1; X2; :::; Xn sont indépendantes, les
statistiques dordre ne sont pas indépendantes (par dénition).
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2.1.1 Distributions des statistiques dordre
1). Lexpression de la fonction de distribution de Xi;n pour i = 1; :::; n est la suivante :
Fi;n (x) = Pr (Xi;n  x)








(nr ) [F (x)]
r [1  F (x)]n r :




(i  1)! (n  i)! [F (x)]
i 1 [1  F (x)]n i f(x):
3). La fonction de densité conjointe de X1;n; X2;n; :::; Xn;n est donnée par :




4). La fonction de densité conjointe de deux statistiques dordre Xi;n et Xj;n avec i < j
est :
fXi;n ;Xj;n (x; y) =
n!
(i  1)! (j   i  1)! (n  j)! [F (x)]
(i 1)
 [F (y)  F (x)](j i 1) [1  F (y)](n j) f(x)f(y):
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est appelé L-statistique. Cest une combinaison linéaire des statistiques dordre.
Les L-statistiques jouent un rôle important dans les statistiques non paramétriques en
fournissant des estimateurs robustes pour des paramètres de localisation et déchelle.
Dénition 2.3 (La fonction de distribution empirique) : Soit X1; X2; ::: une suite des
v:a:r. i.i.d. de distribution F inconnue,
F (x) = Pr (X1  x) , x 2 R.
Pour chaque entier n  1, on a X1;n  X2;n  :::  Xn;n la statistique dordre associée à










pour x 2 ]Xi;n; Xi+1;n] .
où 0  i  n, X0;n =  1, Xn+1;n = +1, la fonction de distribution empirique basée sur
les n premiers v:a.
Dénition 2.4 (Les fonctions de quantile et de quantile de queue) : On dénit la fonction
des quantiles Q par :
Q (s) := F (s) = inf fx 2 R, F (x)  sg , 0 < s < 1:
où F est linverse généralisée de la fonction de distribution F . Dans la théorie des ex-
trêmes une fonction, notée par U et (parfois) appelée la fonction quantile de queue, est
utilisée assez souvent et elle est dénie comme ;
U (t) := Q (1  1=t) =  1=F (t) , 1 < t <1
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où
F (t) := 1  F (t):
Dénition 2.5 (Les fonctions empiriques de quantile et de quantile de queue) : La fonc-
tion empirique de quantile Qn de léchantillon (X1; X2; :::; Xn) est dénie par :
Qn (s) = inf fx 2 R, Fn (x)  sg =
8>>>><>>>>:
X0;n, pour x < 0,
Xi;n, pour i 1n < x  in , 1  i  n  1.
Xn;n, pour x > 1.
La fonction empirique de quantile de queue correspondante est ;
Un (t) := Qn (1  1=t) , 1 < t <1:
2.1.2 Distribution des extrema dans le cas ni
En théorie des valeurs extrêmes, le plus important est de déterminer la loi que suit le
maximum ou le minimum en fonction de celle de la variable aléatoire X.
Pour ce faire, on calcule la fonction de répartition ainsi la fonction de densité :
1). La fonction de distribution de Mn :
FMn (x) = Pr (Mn  x) = Pr (X1  x; :::; Xn  x)




Pr (Xi  x)
= [FX(x)]
n :
2). La fonction de distribution de mn :
Fmn (x) = 1  (1  F (x))n :
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doù on déduit :
3). La fonction de distribution de densité de mn :
fX1;n (x) = n (1  F (x))n 1 f(x):
4). La fonction de distribution de densité de Mn :
fn;n (x) = n [F (x)]
n 1 f(x).
5). La fonction de distribution de densité conjointe de Mn et mn :
fX1;n ;Xn;n (x; y) = n(n  1) (F (y)  F (x))n 2 f(x)f(y):
2.2 Distributions asymptotiques du maximum
2.2.1 Distribution des valeurs extrêmes généralisée
Nous savons que, pour une taille d´échantillons xée, le maximum des observations Mn =
max(X1:::Xn) va suivre Mn  F n, lorsque Xi  F . Mais pour des échantillons devenant
de plus en plus grand, ce résultat naura plus beaucoup de sens car la loi F n dégénère.
On veut donc chercher une loi non-dégénérée pour le maximum de l´échantillon. Cette loi
limite non dégénérée est fournie par le "théorème des types de distributions extrêmes" qui
donne une condition nécessaire et su¢ sante pour lexistence dune loi limite non dégénérée
pour le maximum.
Dénition 2.6 (lois de même type) : On dit que deux variables aléatoires réelles X et Y
sont de même type sil existe des constantes réelles a > 0 et b 2 R tel que Y loi= aX + b,
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en dautre terme si F et H sont des lois respectives des variables X et Y alors on a
F (ax+ b) = H(x):
Comme dans le théorème central limite, peut-on trouver des constantes de normalisation











F n (anx+ bn) = H(x), x 2 R (2.1)
Maintenant, la question qui doit être répondue est : quelles sont les formes possibles de la
fonction de distribution non-dégénérée H dans (2.1). Autrement dit, il faut caractériser les
lois limites possibles des maximum pour des v:a: i.i.d. Ce problème des valeurs extrêmes
ressemble au problème de la limite centrale où les lois stables sont les seules limites possibles
pour des sommes de v:a i.i.d. convenablement normalisés et centrés. Alors, le théorème
essentiel à la modélisation des maxima est celui de Fisher-Tippet [57].
Theorem 2.1 (de Fisher et Tippet) : Sil existe deux suites de constantes de normalisa-
tion (an)1n=1 et (bn)
1
n=1 avec an > 0; et bn 2 R 8n; et une loi non-dégénérée de loi H telle
que,
(Mn   bn)=an loi! H:
alors H est lune des trois lois limites :8>>>>>>>>>>><>>>>>>>>>>>:
 (x) = exp (  exp ( x)) ,  1 < x < +1;
 (x) =
8><>: exp ( x
 ) , x > 0,  > 0
0, x  0
	 (x) =
8><>: exp
   ( x)  , x < 0;  < 0
1; x  0
(2.2)
On appelle  loi Gumbel,  loi Fréchet et 	 loi Weibull.
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Fig. 2.1 Les distributions des lois limites Gumbul (ligne continue), Fréchet ( = 1; ligne
en pointillés) et Weibull ( = 1; ligne en tirets).
Un choix adéquat des suites (an)1n=1 et (bn)
1
n=1 où les trois lois limites peuvent être com-
binées en une seule paramétrisation contenant un unique paramètre  appelé indice des




  (1 + x) 1=

,  6= 0, 1 + x > 0
exp (  exp ( x)) ,  = 0,  1  x  +1
En introduisant les paramètres de localisation  et de dispersion  dans la paramétrisation
des distributions extrêmes, on obtient la forme la plus générale de la distribution des
valeurs extrêmes, notée GEVD (Generalized Extreme Value Distribution).








,  6= 0, 1 +  x  

> 0
Suivant le signe de , le comportement de H est di¤érent, on dénit trois types de lois
GEV : les cas  > 0,  < 0,  = 0 sont respectivement appelés distributions de type
Fréchet, Weibull et Gumbel. Les densités des trois types de distributions sont présentées
dans la gure (2.1) :
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Alors, F est dans le domaine dattraction maximum (MDA) de H, ce qui sécrit F 2
MDA(H). Fisher-Tippet montre alors que F 2 MDA(H) si, et seulement si, H est du
type deH . La GEV est donc la seule distribution limite non dégénérée pour un échantillon
de maxima normalisés.
2.2.2 Domaines dattractions
Une question intéressante est de détèrminer quelles sont les lois F dont les maxima suivent
asymptotiquement une loi H donnée et comment les suites an et bn peuvent-elles êtres
trouvées. Le domaine dattraction dune loi est une sorte de généralisation du théorème
centrale limite, il est déni de la façon suivante :
Dénition 2.7 (Domaine dattraction) : On appelle domaine dattraction de H (ou do-
maine dattraction maximal) lensemble des lois F pour lesquelles le maximum normalisé
suit la loi H. Linverse de la fonction de hasard h(x), dune fonction de répartition F est
dénie par : eh(x) = 1  F (x)
f(x)
:
on peut choisir alors les constantes an et bn telles que :
an = eh(bn), bn = F 1(1  1n)
Dénition 2.8 : Une distribution F est dite max-stable pour des suites (an)1n=1 ; an > 0
et (bn)
1
n=1 ; si F
n (bn + anx) = F (x);8n:
Dénition 2.9 : Une distribution F est du même type quune distribution des valeurs
extrêmes donnée par (2.2), si et seulement si elle est max-stable. Pour les trois distributions




n=1 qui normalisent le maximum sont les
suivantes :
Gumbel : an = 1 ou an = constante, bn = log n:
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Weibull : an = n
1
 , bn = 0.
Fréchet : an = n
1
 , bn = 0.
Domaine dattraction (H) Gumbel Fréchet Weibull
F Gaussienne Cauchy Uniforme
Exponentielle Paréto Beta
Lognormale -stable ( < 2)
Gamma
Tab. 2.1 Domaines dattraction.
Nous voyons que les trois distributions de valeurs extrêmes sont très di¤érentes en terme
de max-domaine dattraction :
1. Dans le max-domaine dattraction de la distribution Gumbel, nous trouvons des
distributions qui nont pas de queues épaisses (mais qui peuvent être leptokurtiques).
2. Dans le max-domaine dattraction de la distribution Fréchet, nous trouvons des
distributions qui ont des queues épaisses.
3. Dans le max-domaine dattraction de la distribution Weibull, nous trouvons des
distributions à support ni, ce qui implique que le support du maximum soit borné
à droite.
Cela a des implications dun point de vue nancier, puisque la problématique va être
de choisir entre les distributions  et  (et dans ce cas, quelle valeur pour  ?) pour
modéliser le maximum.
Sachant la distribution F , nous voudrions connaitre à quel max-domaine dattraction
(MDA) elle appartient et quelles sont les constantes de normalisation. La réponse est
relativement complexe et nest pas unique. Nous indiquons ici les critères les plus utilisés.
Dénition 2.10 (Fonction à variation régulière) : Une fonction ` est dite à variation
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Dénition 2.11 : F 2 MDA() si et seulement si (1  F ) 2 RV. Dans ce cas, an =
F 1(1   n 1) et bn = 0. Ce théorème formulé par Gnedenko [64] permet de caractériser




1  F (t) = x
 .
Exemple 2.1 : Prenons par exemple le cas de la distribution Pareto,
F (x) = 1  x  1 .














donc (1  F ) 2 RV- 1

et F 2MDA( 1

): Remarquons que :
an = F




















2.2.3 Distribution de Pareto Généralisée
Dénition 2.12 (Loi conditionnelle des excés) : Soient X1; :::; Xn une suite de variables
aléatoires de fonction de distribution inconnue F et de point terminal xF . Nous nous
intéressons alors au nombre Nu dextrêmes (strictement positifs) qui excèdent un seuil
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élevé u, et plus précisément aux excès au-dessus du seuil u, Xi = Xi   u, qui forment
léchantillon des excès X1; :::; XNu. Nous dénissons la fonction de distribution des excès
au dessus du seuil u par
Fu (x) = Pr (X   u  x=X > u) = F (x+ u)  F (u)
1  F (u)
pour 0  x  xF   u avec xF = sup fx 2 R; F (x) < 1g. Fu (x) est donc la probabilité
quun extrême excède le seuil u par une quantité inférieure ou égale à x, sachant que le
seuil est dépassé. Alors, dans le cas des observations qui dépassent un seuil xé, la loi
essentielle à la modélisation des excès est la Distribution de Pareto Généralisée (GPD)
dénie par la fonction de répartition suivante :
G (x) =
8><>: 1  (1 + x)
 1=, si  6= 0,
1  exp( x), si  = 0.
où le support est x  0 lorsque   0 et il devient 0  x   1= lorsque  < 0.
Remarque 2.2 La GPD regroupe trois distributions selon les valeurs du paramètre de
forme. Lorsque  > 0, cest la loi Pareto usuelle ;
G (x) = 1  x 1= ; si x  1:
lorsque  < 0, nous avons la loi de Beta ;
G (x) = 1  ( x) 1= ; si   1  x  0:
et  = 0 donne la loi exponentielle.
G (x) = 1  e x; si x  0:
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Fig. 2.2 Allure des fonctions de densité (coté gauche) et des fonctions de distributions
(coté droite) de la GPD standard pour di¤érentes valeurs du paramètre de forme .
On peut étendre cette famille en ajoutant le paramètre de localisation  la GPD G;; (x)
est en fait G((x  ) =) où
G;; (x) =
8><>: 1  (1 + (
x 





, si  = 0.
Le théorème de Pickands [120] est très utile lorsquon travaille avec des observations qui
dépassent un seuil xé, puisque il assure que la loi des excès peut être approchée par une
loi de Pareto généralisée (loi asymptotique des excès)
Theorem 2.2 (de Pickands) : Pour une certaine classe de distributions (elle regroupe
toutes les distributions continues classiques), la GPD est la distribution limite de la dis-
tribution des excès lorsque le seuil tend vers xF . Formellement, nous pouvons trouver une





Fu (x) G;(u) (x) = 0
si, et seulement si, F 2MDA(H).
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2.2.4 Choix du seuil
Lestimation de modèle pose le problème de la détermination du seuil u. Il doit être
su¢ samment grand pour que lon puisse appliquer le théorème précèdent, mais ne doit
pas être trop grand an davoir su¢ samment de données pour obtenir des estimateurs de
bonne qualité. Un des outils de choix du seuil est le graphe de la fonction moyenne dexcès
en(u) (mef -plot).
Dénition 2.13 (mef-plot) : Le graphe
f(u; en(u)) ; Xn;n < u < X1;ng
est mef-plot. Où X1;n et Xn;n sont respectivement les maximum et minimum de léchan-














cest-à-dire la somme des excès au-dessus du seuil u divisé par le nombre Nu de données qui
excèdent u. La fonction moyenne dexcès en(u) est lestimateur empirique de la fonction
moyenne des dépassements de X :
e(u) = E [X   u=X > u] =  (u) + u
1   ; pour  6= 0:
Si lapproximation GPD est valide pour un seuil u0, alors elle est valide pour u > u0 donc,
pour u > u0, la fonction moyenne dexcès e (u) est linéaire en u: Si lon choisi u = Xn k





(Xi  Xn k) et en (u) doit être linéaire pour chaque
u > u0.
Remarque 2.3 (distribution heavy-tailed) : Toutes distributions de type Pareto est heavy-
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tailed.
Exemple 2.2 (de distributions Heavy-Tailed) : Il existe plusieurs distributions Heavy-
Tailed, le tableau ci-dessous donne une liste non-exhaustive de ces distributions. Toutes
ces distributions ont un support (0;+1) à lexception de celui de la loggamma qui a un
support (1;+1).
Nom Queue F ou densité Paramètres






22  2 R;  > 0





; ;  > 0
Weibull F (x) = e cx

c > 0; 0 <  < 1
Loggamma f(x) = 

 ()
(lnx) 1 x  1 ;  > 0
Tab. 2.2 Exemples de distributions Heavy-Tailed..
2.3 Les Paramères du loi stable
La propriété de queue lourde (1.1) pour les distributions stables suggère que la théorie des
valeurs extrêmes joue un rôle très important dans lestimation de ces paramètres. Doù
elle a une importance particulière du fait quelle sintéresse directement à la queue de la
loi. En e¤et, seules les données extrêmes sont utilisées pour estimer les paramètres ce qui
assure une meilleur estimation pour ces derniers.
Soit X  S (; ; ) et Z = jXj. Désigné par F et G les fd respectives. Ensuite F et G
sont reliées par
G (x) = F (x)  F ( x) , x > 0:
daprès (1.1) nous avons
1 G (x)  Cx , quand x!1,
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1 G (t) = x
 , x > 0, (2.3)
ce qui signie que, en vertu de la dénition (4.10), G est à variation régulière dindice





, c-à-d G est une distribution à queue lourde avec un indice de
queue  = 1=: Pour extraire les propriétés de la normalité asymptotique des di¤érents
estimateurs, une condition plus stricte que (2.3) doit être imposer à G, est la condition du
variation régulière de deuxième ordre.
on suppose que lon dispose dun échantillon X1; X2; :::; Xn de variables aléatoires stables,
indépendantes et identiquement distribuées, avecXi  S(; ; ) et soitX1;n; X2;n; :::Xn;n
les statistiques dordre correspondantes.
2.3.1 Estimation de lindice de queue 
En statistiques des extrêmes on sinteresse souvent à lestimation de lindice de queue ,
lorsque une fonction de répartition est de la forme
F (x) = 1  x 1=L(x)
où L est une fonction à variation lente. Par la méthode de maximum de vraisemblance
conditionnelle basée sur linformation donnée par la queue de la fonction cumulative de la
loi empirique, Hill [74] a proposé son estimateur de lindice de stabilité ^n par lexpression
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suivante :






log+ (Xn i+1;n)  log+ (Xn k;n)
! 1
Une méthode rapide et e¢ cace mais un des problèmes important est le choix du nombre de
données à retenir pour lestimation cest à dire le choix du point où commence la queue (un
choix judicieux). Hall [70] a noté que la valeur de k devrait être bien choisir pour équilibrer
entre le biais et la précision. Une grande valeur de k donne plus de précision (i.e. variance
plus faible). Di¤érentes méthodes numériques ont été proposé pour la détermination de
la valeur de k, voir par exemple, Dekkers et de Haan [36], Drees et Kaufmann (1998),
Danielsson et al. [32], Cheng et Peng [29] et Neves et Fraga Alves [118].
Weron [154] a discuté la performance de cet estimateur pour un échantillon de taille nie
et a noté que pour   1:5 lestimation de Hill est tout à fait raisonnable, mais lorsque 
approche de 2; il y a une surestimation signicative lorsque on considère des échantillons
de taille typique. De telles valeurs de , un très grand nombre dobservations (un million
ou plus) est nécessaire pour obtenir des estimations acceptables et éviter les inférences
trompeuses sur lexposant caractéristique, parce que le vrai comportement de la queue des
distributions Lévy-stables nest visible que pour des très grandes ensembles de données.
Pour une simulation de la queue droite des données stables symétrique réglé avec  = 1:8
lestimateur de Hill tend vers une surestimation signicative de lindice de queue comme
le montre la gure (2.3).
2.3.2 Estimation du paramètre de localisation 
Nous savons que pour 1 <  < 2, le paramètre de localisation  est égale à la moyenne




Xi. Mais dans ce cas, la variance de la distribution est innie de
sorte que le Théorème Central Limite nest plus valide et donc la normalité asymptotique
de X na pas pu être établie. Pour résoudre ce problème Peng [121] a proposé un estimateur
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Fig. 2.3 Lestimateur de Hill de lindice de stabilité  ( basé sur des échantillons de
taille 5000) contre le nombre de statistique dordre supérieur k pour  = 1:1 (à gauche)
et  = 1:8 (à droite). La ligne horizental représente la vraie valeur de :
asymptotiquement normal ^n basé sur les valeurs extrêmes.
























































log+ ( Xn i+1;n)  log+ ( Xn k+1;n)
! 1
:
Pour une description complète de la dérivation de ^ et une discussion des résultats concer-
nant ses di¤érentes composantes, on peut consulter [121] et les références intérieur. Doù
on peut trouver sa normalité asymptotique :















(1  F (t)) = (1 G(t))  p
A (t)
= r 2 R;
où p est déni comme suivant :
P (X > x)




P (X <  x)



















(u ^ v   uv) dF (u) dF (v) ; 0 < s < 1;
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et
2 () := 1 +

(2  ) (22   2+ 1)




; 1 <  < 2:
Les intervalles de confiance de ^n
Necir et Meraghni [114] ont utilisé les approximations prouvées dans [121], pour calculer
les intervalles de conance de  comme suivant :
Pour une taille déchantillon grande de nombre N xé, soit (x1; :::; xN) une réalisation
de léchantillon (X1; :::; XN) dune v:a: X  S (; 0; ) et soit, pour 0 < ! < 1, z!
est le quantile dordre (1  !) de la distribution Gaussienne standard. Lalgorithme de la
construction de lintervalle destimation de , avec un niveau de conance (1  !), consiste
les trois étapes suivantes :
*) Sélectionner le nombre optimal k des extrêmes, utilisant lalgorithme de Reiss et
Thomas [131], où nous avons choisi  = 0:3 puisque 0 < 1=2 < 1= < 1 (voir [118]
pour plus de détail). Ensuite calculer  := ^n (k
).




(2  ) (22   2 + 1)










Finalement, lintervalle de conance de (1  !)% de la moyenne  est









Exemple 2.3 (Illustration de calcul dintervalle de conance) : Utilisant lalgorithme de
Chambers, Mallows et Stuck [21], nous simulons 5000 observation dune distribution alpha
stable symétrique avec  = 1:2 et  = 0:1 et nous appliquons les résultats ci-dessus pour
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Fig. 2.4 Lestimateur de Peng du paramètre de localisation dune distribution -stable
symétrique avec le même  = 1:2 et  = 1 (le coté à gauche) et  = 0:1 (le coté à droite).
Lestimation est meilleur pour des valeurs petites de :
construire les intervalles de conance de la distribution de la moyenne. Les résultats de
simulation sont résumés dans le tableau suivant
k  
194 1.19 0.08
Intervalle de conance Borne inferieur Borne superieur
0.90 -1.83 1.97
0.95 -2.36 2.51
Tab. 2.3  Intervalle de conance de probabilité 0.90 et 0.95 pour la moyenne de la
distriburion alpha stable symétrique avec alpha=1.2 et sgma=0.1, basé sur un ensemble
de taille 3000.
Selon la simulation on a remarqué que lorsque  diminué, lestimation de la moyenne
saméliorer comme il est démontré dans la gure (2.4).
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Mesures de Risque Financiers
3.1 Mesures de Risque de Distorsion
Dans la science actuarielle, des grands e¤orts ont été faits pour mesurer les risques associés
pour les évenements de grandes pertes. Alors, une mesure de risque est une application
fonctionnelle dune distribution de perte (ou prots) vers lensemble des nombres réels.
Si nous représentons la distribution par une variable aléatoire approprié X, et soit z
représente la mesure de risque fonctionnelle :
z : X ! R
La mesure de risque est supposée dune manière pour couvrir le risque associé à la distri-
bution de perte. Dans la littérature beaucoup des mesures de risque appliquées en nance
et en assurances. La première utilisation de ces dernières a été le développment des prin-
cipes de calcul de prime. Ils ont été appliqué à la distribution de perte pour déterminer
une prime adéquate pour charger le risque (i.e. avoir un chargement de sécurité positif)
pour plus de détails, voir par exemple Rolski et al, [132]. Quelques exemples de mesures
de risque classiques sont inclus :
67
Chapitre 2. Mesures de Risque Financières
3.1.1 Quelques mesures de risque traditionnelles
Dénition 3.1 (La Moyenne) : La mesure de risque est :
z (X) = (1 + )E (X) , pour quelques   0:
Dénition 3.2 (La Déviation Standard) : Une mesure de risque importante qui a été
largement utilisé dans léconomie nancière est la déviation standard du rendement dun
portefeuille, doù elle été considéré par Markowitz [103]. Lécart type est une "standard"
mesure de déviation par rapport à la moyenne si la variable sous-jacente a une distribution
normale. Soit V (X) désigne la variance de la variable aléatoire de perte, donc la mesure
de risque de la déviation standard est dénie comme suivant :
z (X) = E (X) + 
p
V (X), pour quelques   0:
Dénition 3.3 (La Variance) : La mesure de risque de la variance est dénie comme :
z (X) = E (X) + V (X), pour quelques   0:
Malgré de sa simplicité de calcul, la variance nest pas une mesure satisfaisante en raison
de sa propriété de symétrie et lincapacité de considérer le risque dévénements de faible
probabilité. Même si la déviation standard a été utilisé pour mesurer lécart par rapport
à la moyenne pour di¤erentes distributions que les distributions normales, ce nest pas
une bonne mesure du risque pour les évenements de grandes pertes avec des distributions
asymétriques, cest à dire la variance et la déviation standard ne fournissent pas beaucoup
dinformations sur le risque extrême, i.e. ne prennent pas su¢ samment en compte les pertes
réelles, le cas des queues épaisses. En e¤et, une mesure de risque actuellement utilisé est
la valeur en risque.
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Dénition 3.4 (Valeur en Risque) : Une mesure plus répondue dans la pratique est la
Valeur en Risque (VaR). La VaR est toujours spécié avec un niveau de conance donné
; typiquement  = 95% ou 99%;.La valeur en risque (VaR) est dénie comme la perte
potentielle maximale pour une probabilité xée sur une periode donnée, i.e. elle est dénie
comme la somme dargent que lon peut perdre sur une période du temps à un niveau de
conance donné. En terme statistique, elle correspond à la notion de quantile. Alors, la
mesure de   V aR pour 0    1 est :
z (X) = Q = min fQ : Pr [X  Q]  g
Dénition 3.5 (Mesures de Distorsion du Risque) : Les mesures de distorsion du risque
sont dénies comme lespérance distordue de toute variable aléatoire X non-négative de
perte en utilisant la fonction de survie (fonction de distribution décumulative),
S(x) = 1  F (x) = P (X > x)





où g() est une fonction croissante, avec g(0) = 0 et g(1) = 1. La fonction g() est appelée la
fonction de distorsion. La fonction g (S(x)) est une fonction de survie ajustée du risque.
3.1.2 Propriétés des mesures de risque de distorsion
Les propriétés des mesures du risque de distorsion correspondent aux suivants résultats
standard sur le Choquet intégrale (voir Denneberg [37]) :
(1) Si X  0, alors zg (X), monotonie.
(2) zg (X) = zg (X), pour tous   0, homogénéité positive.
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(3) zg (X + c) = zg (X) + c, pour tous c 2 R, invariance par translation.
(4) zg ( X) =  zeg (X), où eg (x) = 1  g (1  x) :
(5) Si une variable aléatoire Xn a un nombre ni de valeurs (i.e. Xn
w! X) et zg (X)
existe, alors zg(Xn)! zg(X). Cette propriété implique quil su¢ t de prouver létat
des variables aléatoires discrètes, puis reporter le résultat au cas général continu.
(6) Si X et Y sont des risques comonotones, prenant des valeurs positives et négatives,
alors
zg (X + Y ) = zg (X) +zg (Y ) :
Dans la littérature, cette propriété est appelée additivité comonotone.
(7) Dans le cas généralisé, les mesures de distorsion de risque ne sont pas additives.
zg (X + Y ) 6= zg (X) +zg (Y ) :
(8) Les mesures de distorsion du risque sont sous-additive si et seulement si la fonction
de distorsion g(x) est concave.
zg (X + Y )  zg (X) +zg (Y ) :
La preuve est donnée dans Wirch et Hardy [157]. Par conséquent, les mesures de
distorsion de risque concave sont des mesures de risque cohérente.
(9) Pour une fonction de distorsion non-décroissante g, la mesure de risque associée zg
est consistante, avec la domination stochastique dordre 1.
X 1 Y ) zg (X)  zg (Y )
La preuve est donnée dans Hardy et Wirch [?].
(10) Pour une fonction de distorsion concave non-décroissant g, la mesure de risque as-
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sociée zg est consistante avec la domination stochastique dordre 2.
X 2 Y ) zg (X)  zg (Y )
En conséquence, toutes mesures de distorsion de risque cohérente est consistante
avec le respect de la domination stochastique du deuxième ordre.
(11) Pour une fonction de distorsion strictement concave g, la mesure de risque associée
zg est strictement consistante à la domination stochastique dordre 2.
X <2 Y ) zg (X) < zg (Y )
La preuve est donnée dans Hardy et Wirch [?].
(12) Cohérence des mesures de distorsion de risque par rapport à un domination stochas-
tiques dordre supérieur a été analysée dans la littérature nancière et actuarielle.
En particulier, Hürlimann (2004) a obtenu certains résultats sur la cohérence des
mesures de distorsion de risque avec la domination stochastique dordre 3. La condi-
tion préalable nécessaire à cela est la consistance par rapport à lordre 3-convexe. Les
seules mesures de distorsion de risque, qui sont consistances à lordre 3-convexes sont
g (x) =
p
x et g (x) = x sous lhypothèse que lensemble des pertes possibles contient
toutes les variables de Pareto (théorème (6.3) en Hürlimann (2004)). Sous une plus
faible hypothèse de pertes discrètes, Bellini et Caperdoni (2006) ont montré que la
seule mesure de distorsion de risque cohérente avec le respect de lordre 3-convexe
est la valeur de la moyenne, alors g(x) = x, ce qui laisse le problème ouvert pour le
cas de pertes continues.
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3.1.3 Les paramètres de la mesure du risque
Pour chaque mesure de risque, il faut spécier trois paramètres essentiels : lhorizon de
modélisation, le seuil de conance et la variable nancière à modéliser.
Dénition 3.6 (Sélection de lhorizon) : Lhorizon est la durée de temps sur laquelle
le modèle doit être projeté pour produire des informations adéquates. Un horizon relative-
ment court a le désavantage que la plupart des stratégies ne peuvent pas avoir leurs e¤ets
complets à court terme. En revanche, un long horizon freine la modélisation en projetant
la variable économique loin dans le futur, ce qui peut entraîner la dégradation de la capa-
cité de modélisation à tirer des conclusions ables. En e¤et, plus lhorizon est long, plus
la sensibilité du modèle aux hypothèses sous-jacentes est élevée. De manière générale, la
longueur de lhorizon doit dépendre de la nature des instruments dans le portefeuille et
de lobjectif de modélisation. Dans les banques, le risque du marché est typiquement éva-
lué sur une courte durée (un jour ou dix jours). Pour le risque de crédit, en revanche,
lhorizon e¤ectif peut varier dun jour à plusieurs mois, voire plusieurs années. Dans les
sociétés dassurance, lhorizon peut varier considérablement (dune année à des décennies
pour les sociétés dassurance vie). Cette disparité dépend du type de couverture o¤erte par
la société dassurance. Pour le besoin de lagrégation des risques et lévaluation du capi-
tal, une période dun an est souvent requise, étant donné quelle correspond à la période
sur laquelle la société peut liquider ou atténuer ses risques et accéder au marché pour le
capital additionnel en cas de besoin. Néanmoins, pour des besoins spéciques tels que la
couverture des risques, la tarication et la gestion actif passif, la société peut utiliser des
horizons dont la longueur peut varier de manière signicative.
Dénition 3.7 (Sélection du seuil de confiance) : Le choix du seuil de conance
est un paramètre capital de la mesure de risque. Il sagit de spécier la valeur critique
de la mesure qui distingue entre le niveau acceptable et le niveau inacceptable de risque.
Généralement, pour une mesure de risque donnée, on xe un niveau de conance (par
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exemple 99% pour le risque du marché) qui correspond à la probabilité que le montant des
pertes ne dépasse pas cette mesure de risque en valeur absolue. Du point de vue réglemen-
taire, lobjectif de lutilisation de ce seuil est la minimisation du nombre de faillites. Les
autorités de contrôle imposent un niveau du capital souhaitable dont une société a besoin
pour fonctionner avec une faible probabilité de faillite.
Dénition 3.8 (Sélection de la variable financière) : Le risque est déni en terme
de changement de valeur entre deux dates. Plus exactement, entre la date de modélisation
(où la valeur est connue) et une date future (lhorizon de modélisation). De ce fait, la
variable à modéliser est tout simplement la valeur future dans tous les états du monde,
due aux changements de marché ou plus généralement à des événements incertains. Cette
variable aléatoire est interprétée en tant que valeurs futures dune position ou dun porte-
feuille actuellement détenu. De manière générale, la variable nancière à modéliser peut
représenter la perte dun portefeuille donné, la perte globale dune société, le surplus dune
société dassurance. . .
3.1.4 Axiomes dArtzner
Avec toutes ces mesures de risque à choisir, il est utile davoir une certaine façon de
déterminer la plus performante ; Artzner et al [3] dénissent quatre propriétés quune
mesure de risque z doit satisfaire pour quelle soit cohérente, dont la propriété de sous-
additivité que la VaR ne satisfait pas. La VaR est sous-additive seulement si la distribution
de la variable nancière (prots/pertes) est normale (ou de manière générale elliptique),
voir Embrechts et al. (2002), ce qui nest pas souvent le cas, même pour les rentabilités des
actifs sur le marché. Dans les autres cas, la VaR nest pas une mesure de risque cohérente,
car elle ne satisfait pas la propriété de sous-additivité. Cela peut constituer un obstacle
de la VaR pour mesurer la diversication des risques.
Dénition 3.9 (Invariance par translation) : Pour a constant et un portefeuille de risque
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X,
z (X + ar) = z (X)  a
r est le prix à la date T (échéance de lhorizon de modélisation) de lactif de référence
sans risque (i.e. obligation zéro coupon de maturité T ) où le prix est égal à 1 aujourdhui.
La propriété dinvariance par translation signie que laddition (ou la soustraction) dun
montant initial sûr a au portefeuille initial et son investissement dans lactif de référence
décroît (accroît) simplement la mesure de risque  par a. On constate que laddition dun
montant initial égal au z (X) réduit le risque à 0 soit ;
z (X + rz (X)) = z (X) z (X) = 0
Dénition 3.10 (Sous additivité) : Pour tous portefeuilles de risque X et Y ,
z (X + Y )  z (X) +z (Y )
La mesure de risque dune somme de deux portefeuilles est inférieure à la somme des me-
sures de risque de ces deux portefeuilles. Ce résultat est dû à la corrélation qui peut exister
entres ces derniers. Pour la mesure de capital, cette propriété reète le gain de diversi-
cation. Si on a deux portefeuilles de risques séparés, le capital requis pour le portefeuille
combiné est inférieur à la somme des capitaux requis pour chaque portefeuille. Dans le cas
contraire où
z (X + Y )  z (X) +z (Y )
Cela impliquerait, par exemple, que pour diminuer le risque, il pourrait être commode de
fractionner une compagnie (ou un portefeuille) en deux divisions distinctes.
Dénition 3.11 (Homogénéité positive) : Pour tout portefeuille de risque X et tout réel
  0 ;
z (X) = z (X) :
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La multiplication de chaque risque dun portefeuille par un scalaire augmente la mesure de
risque par le même scalaire. Cette propriété est obtenue par la combinaison de la condition
de sous-additivité qui implique que :
z (X)  z (X) :
et linégalité :
z (X)  z (X) :
Cette dernière inégalité est justiée par des considérations de liquidité : un investissement
(X) pourrait être moins liquide, et donc plus risqué, que le total (X) de  plus petits
investissements X. La propriété homogénéité positive est donc un cas limite de la propriété
de sous-additivité qui représente labsence de diversication.
Dénition 3.12 (Monotonie) : Pour tous portefeuilles de risque X et Y avec X  Y :
z (Y )  z (X) :
Si le portefeuille X domine le portefeuille Y , La mesure de risque du portefeuille X est
supérieure à celle de Y . Ainsi, si le risque dun portefeuille est supérieur à celui dun autre,
le capital requis pour le premier portefeuille est supérieur à celui requis pour le deuxième.
3.1.5 Quelques mesures du risque de distorsion
Dénition 3.13 (CTE) : Artzner et al [3] ont proposé une mesure de risque appelée la
Tail Conditional Expectation (CTE) qui est à la fois cohérente et mesurant la perte au-delà
de la VaR ;
CTE(X) =  E [X=X   V aR(X)]
Dans le cas dun saut en x =  V aR(X), i.e P (X =  V aR(X)) positive, lintervalle
(1; V aR(X)] a une probabilité de + qui est superieure à la probabilité (1  ) sélec-
75
Chapitre 2. Mesures de Risque Financières
tionnée pour la mesure de risque.
Dénition 3.14 (ES) : Acerbi et Tasch [2] montrent que la CTE ne satisfait pas gé-
néralement la propriété de sous-additivité dans le cas dune distribution discontinue. Ils
proposent lES (Expected Shortfall) comme mesure cohérente dénie par :
ES(X) =  E [X=X <  V aR(X)]
Toutefois, cette mesure est dénie sur lintervalle (1; V aR(X)] qui a une probabilité
égale à   et qui est inférieure à (1  ) :
Dénition 3.15 (CVaR) : Conditional VaR proposée par Rockafellar et al [133] est dé-
nie en terme de la VaR et de lES pour donner une mesure dénie exactement sur linter-
valle (1  ) et qui satisfait lensemble des propriétés de cohérence dénies par Artzner et
al [3] :





Dénition 3.16 (La transformé proportionnelle hasard (PHT)) : La mesure PHT est
déni par la fonction de distorsion
g (s) = sr
ou de façon équivalente, puisque la fonction g est dérivable, par fonction
 (s) = r (1  s)r 1
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et donc donné par :
PHT (F; r) =
Z 1
0




F 1 (t) (1  t)r 1 dt:




 1 (s) + 

est aussi di¤érentiable, par conséquent, la mesure peut être dénie soit par la fonction g
ou
 (s) = e
 1(t) 2=2
où est donnée par :











dont  et  1, respectivement, indiquent la fonction de répartition cdf et linverse de la
distribution normale standard, et le paramètre  reète le niveau de risque systématique
et sappelle le prix de marché du risque. La fonction de distorsion
g(s) = 
 
 1 (s) + 

a été présenté par Wang [152] comme un outil de tarication à la fois le passif (les pertes
dassurance) et le (gains) des rendements dactifs et, par conséquent, est valable sur inter-
valle ( 1;+1).
Dénition 3.18 (Risk two-sided deviation) : Wang [151] a déni la mesure de risque à
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Jr (s)Q (s) ds; 0 < r < 1;
avec
Jr (s) := (r=2)
s1 r   (1  s)1 r
s1 r (1  s)1 r ; 0 < s < 1: (2)
Pour plus de détails sur les mesures de distorsion du risque on se réfère à Wang ([151],
[152]). Une discussion sur leur estimation empirique est donnée dans Jones et Zitikis [79].
3.2 Estimation Empirique des Mesures de Risque [117]
Les L-fonctionnelles résument de nombreux paramètres statistiques et de nombreuses me-
sures de risque actuarielles. Leurs estimateurs sont des combinaisons linéaires de statis-
tiques dordre (L-statistiques). Il existe une classe de distributions à queue lourde pour
laquelle la normalité asymptotique de ces estimateurs ne peuvent pas être obtenus par les
procédures classiques. Dans ce contexte Necir et Meraghni [117] ont proposé, via la théorie
des valeurs extrêmes, un estimateur asymptotiquement normal pour les L-fonctionnelles.
Ces résultats peuvent être appliqués pour estimer certaines mesures de risques nancières
dans le cas des distributions à queue lourde.
3.2.1 L-Fonctionnelles
Dénition 3.19 (L-Fonctionnelles) : Soit X une variable aléatoire réelle (v:a:r) avec une






Q(s) := inf fx 2 R : F (x)  sg ; 0 < s  1
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est la fonction de quantile associée à F , et J est une fonction mesurable denie sur [0; 1]
(voir Sering, [141]).
Plusieurs auteurs ont été utilisé la quantité L(J) pour résoudre certains problèmes sta-
tistiques. Par exemple, dans Cherno¤ et al. [22] les L-fonctionnelles ont un lien avec
les estimateurs optimaux des paramètres de localisation et déchelle dans les familles de
distributions paramétriques. Hosking [76] introduit les L-moments comme une nouvelle
approche de linférence statistique de localisation, la dispersion, asymétrie, kurtosis et
dautres aspects de forme des distributions de probabilité ou des échantillons de données
ayant des moyens nis. Elamir et Seheult [52] ont déni les TL-moments pour répondre à
certaines questions concernant les distributions à queue lourde dont les moyens nexistent
pas donc la méthode du L-moments ne peut pas être appliquée. Dans le cas où le paramètre




Ji(s)Q(s)ds; i = 1; 2; 3; 4;
où
Ji(s) := s(1  s)i (s) ; 0 < s < 1; (3.2)
avec i polynômes de degré (i  1) dénis comme suivant :
1 (s) = 6;








(14s3   21s2 + 9s  1):
Une étude partielle destimation statistique des TL-moments a été donnée récemment
par Hosking [77]. Le comportement asymptotique issu des statistiques complexes est un
problème di¢ cile, et cela a été e¤ectivement le cas depuis lintroduction des mesures de
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distorsion de risque par Denneberg [37], Wang [149], et Wang [151]. Le progrès dans le
domaine a été o¤ert par Jones et Zitikis [79], qui ont révélé une relation fondamentale
entre la mesure de distorsion de risque et les L-statistiques classiques, (voir, par exemple,
Jones et Zitikis [80], [82] ; Brazauskas et al, [17], [19] et Greselin et al, [69]). Ces travaux
sont discutés principalement avec lutilisation du théorème centrale limite (TCL). Necir et
al [117] ont été utilisé la relation entre les mesures de distorsion de risque ci-dessus et les
L-statistiques pour élaborer la théorie des statistiques inférentielle de ce type de mesure
de risque dans le cas des distributions à queue lourde.
L-fonctionnelles ont aussi de nombreuses applications pour des mesures de risque actua-
rielles (voir, par exemple,Wang, [150], [151], [152]). Comme exemple, si X  0 représente




g (1  F (x)) dx;
où g est une fonction concave non décroissante avec g(0) = 0 et g(1) = 1. Avec un





où g désigne la dérivée de Lebesgue de g. Pour des montants réclamés à queues lourdes,
lestimation empirique avec des intervalles de conance pour (X) a été discuté dans
Necir et al. [115] et Necir et Meraghni [116]. Si X 2 R représentes les données nancières





(g (1  F (x))  1)dx+
Z 1
0
g (1  F (x)) dx;
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Jr (s)Q (s) ds; 0 < r < 1;
avec
Jr (s) := (r=2)
s1 r   (1  s)1 r
s1 r (1  s)1 r ; 0 < s < 1: (3.3)
Comme on le voit, (X), H(X) et r (X) sont des L-fonctionnelles avec des fonctions de
poids spéciques. Pour plus de détails sur les mesures de distorsion de risque on se réfère
à Wang [151] et [152]. Une discussion sur leurs estimation empiriques sont données dans
Jones et Zitikis [79].
3.2.2 Estimation empirique des L-Fonctionnelles
Dans la suite P! et D! sont respectivement la convergence en probabilité et la convergence
en distribution et N (0; 2) désigne la distribution normale de moyenne 0 et variance 2.
Les estimateurs naturels de la quantité L(J) sont des combinaisons linéaires de statistiques
dordre appelé L-statistiques. Pour plus de détails sur ce type de statistiques, on se réfère
à Shorak et Wellner [138], page 260. En e¤et, soit (X1; :::; Xn) un échantillon de taille






Qn(s) := inf fx 2 R : Fn(x)  sg ; 0 < s  1
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I fXi  xg pour x 2 R;
concernant à léchantillon (X1; :::; Xn) avec I (:) désignant la fonction indicatrice. Il est











J(s)ds; i = 1; :::; n
et X1;n  :::  Xn;n désigne la statistique dordre basée sur léchantillon (X1; :::; Xn). Le
premier théorème général sur la normalité asymptotique de L^n(J) est établie par Cherno¤
et al. [22]. Après, un grand nombre dauteurs ont étudié le comportement asymptotique
des L-statistiques ; Bickel [10], Shorack [136], [137], Stigler ,[144], [145], Ruymgaart and






D! N  0; 2n (J) ; quand n!1; (3.4)






(min (s; t)  st) J(s)J(t)dQn(s)dQn(t) <1: (3.5)
En dautres termes, pour une fonction donnée J , cet condition exclut la classe des dis-
tributions F dont 2n (J) est innie. Par exemple, si lon prend J = 1; L(J) est égale à
la valeur de lespérance mathématique E(X) et donc lestimateur naturelle de L^n(J) est
la moyenne de léchantillon X. Dans ce cas, le résultat (3:4) correspond à la théorème
central limite classique qui nest valable que lorsque la variance de F est nie. Comment
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construire alors des intervalles de conance pour la moyenne dune fonction de distribution
quand sa variance est innie ? Cette situation survient lorsque df F appartient au domaine
dattraction de la loi  stable (à queue lourde) avec un indice de stabilité  2 ]1; 2[. Cette
question a été répondue par Peng [121] et [122] qui a proposé un estimateur asymptoti-
quement normal de la moyenne. La remarque 3 ci-dessous montre que cette situation se
pose également pour les L-moments tronqués mi lorsque 1
2
<  < 3
2
et pour la mesure de
queue à deux déviation r (X) lorsque 1r+1=2 <  <
1
r
pour tout 0 < r < 1. Pour résoudre
ce problème dans un cadre plus général, Necir et Meraghni [117] ont proposé, via la théo-
rie des valeurs extremes, des estimateurs asymptotiquement normaux des L-fonctionnelles
pour les distributions à queue lourde pour lesquelles 2 (J) =1:
3.3 Estimation des L-Fonctionnelles quand F 2 D ()
3.3.1 Estimation des Quantiles Extrêmes
Les quantiles extrêmes à droite et à gauche de niveau t su¢ samment petit de la fonction
de distribution df F sont respectivement deux réels xR et xL dénis par, 1   F (xR) = t
et F (xL) = t, cest xR = Q (1  t) et xL = Q (t). Lestimation des quantiles extrême pour
les distributions à queue lourde a une grande importance. Par lapproche des quantiles,
plusieurs estimateurs ont été conçus, citons les plus connues comme, lestimateur basée sur
Hill qui a été introduit par Smith et Weissman [153] ; Dekkers et de Haan [34], Matthys
et Beirlant [94] et Gomes et al. [67]. Après, nous introduisons lun de ses estimateurs des
quantiles extrême le plus célèbre. Soit ` = `n et m = mn deux séquences de nombres
entiers satisfaisant :
1 < ` < n; 1 < m < n; `!1; m!1; `=n! 0 et m=n! 0; quand n!1: (3.6)
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L (t) :=   (nt=`) 1=^
H
L X`;n et x^R = QWR (1  t) := (nt=m) 1=^
H






















log+ (Xn i+1;n)  log+ (Xn m;n)
! 1
: (3.8)
où ^HL et ^
H
R sont deux formes de lestimatur de Hill (Hill, [74]) de lindice de stabilité ,
basés sur la queue à gauche et la queue à droite respectivement de la distribution, et qui
peut être estimé, utilisant les statistiques dorder Z1;n  :::  Zn;n associée à léchantillon
(Z1; :::; Zn) de Z, comme suivant :






log+ (Zn i+1;n)  log+ (Zn k;n)
! 1
(3.9)
où k = kn est une séquence intermédiaire a les mêmes conditions que m et `:
Lestimateur de Hill de lindice de queue (également connu sous le nom indice des valeurs
extrêmes), uniquement déni pour les indices positifs. La construction de lestimateur de
Hill est basée sur la méthode du Maximum de Vraisemblance où on se sert des statistiques
dordre supérieur à un certain seuil u, pour ne garder que les observations les plus grandes,
de façon à ce quelles suivent approximativement une distribution Pareto. Il a été large-
ment étudié, Mason [98] a prouvé la consistance faible de ^HR pour toute suite m = m(n)
satisfaisant m ! 1 et m=n ! 0 quand n ! 1. Deheuvels, Haeusler et Mason [33] ont
établie la consistance forte pour toute suite m = m(n) satisfaisant m= log log n ! 1 et
m=n ! 0 quand n ! 1. De nombreux articles traitent de la normalité asymptotique de
lestimateur de Hill ; Davis et Resnick (1984) lont prouvé en utilisant les domaines dat-
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traction et sous les conditions de Von Mises, sous dautre hypothèses Csörg½o et Mason [23]
ont démontré cette normalité asymptotique en introduisant lapproximation des processus
empiriques par des ponts browniens. Resnick et de Haan [41] et Geluk et al (1995) ont
montré la normalité asymptotique sous les conditions de Von Mises et lhypothèse de varia-
tions régulières au second ordre et même une équivalence entre la normalité asymptotique
et la variations régulières au second ordre moyennant une hypothèse supplémentaire sur
m (n). On peut aussi obtenir cette normalité asymptotique comme un cas particulier de la
démonstration de Dekkers, Einmahl et de Haan [34] à partir de la normalité asymptotique
de leur estimateur des moments.
3.3.2 Le choix optimal des Nombres de Statistiques Dordre Su-
périeur et Inférieur
Les estimateurs basés sur les valeurs extremes sappuient éssentièllement sur les nombres
m et ` des statistiques dordre superieur et inferieur utilisés dans le calcul destimation. Les
estimateurs ^HL et ^
H
R en général, ont des variances substantielles pour des petites valeurs
de m et ` et des biais cosidérables pour des grandes valeurs de m et `. Cest pourquoi, il
faut chercher des valeurs optimales de m et `, qui font léquilibre entre ces deux vices.
Numériquement, il existe plusieurs procédures pour avoir sélectionner les nombres de sta-
tistiques dordre appropriées pour obtenir de bonnes estimations de lindice de stabilité ,
voir par exemple, Dekkers et de Haan [36], Drees et Kaufmann [45], Danielsson et al. [32],
Cheng et Peng [29] et Neves et Fraga Alves [118]. Graphiquement, les comportements de
^HL , ^
H
R et ^ en fonction de m; ` et k respectivement sont illustrés par les gures (3.1),
(3.2) et (3.3) à laide du logiciel statistique R (Ihaka et Gentleman, [78]). Daprès la gure
(3.1), ^HR est plus adapté que ^
H
L lorsque on estime lindice de stabilité dune distribution
asymétrique à droite ( > 0) tandis que la gure (3.2) montre que ^HL est plus able que
^HR lorsque la distribution est asymétrique à la gauche ( < 0) : Dans le cas où la distri-
bution est symétrique ( = 0), les deux estimateurs semples être aussi bon comme on le
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Fig. 3.1 Graphiques des estimateurs de Hill ^ (ligne solide), ^R (ligne en tirets) et ^L
(ligne en pointillés) de lindice de stabilité  dune distribution  stable asymétrique à
droite, basé sur 1000 observations avec 50 réplications. La ligne horizontale représente la
vraie valeur de  = 1:2.
voit dans la gure (3.3). Enn, il est intéressant de noter que lestimateur ^ basé sur les
grandes statistiques dordre concernant la valeur absolue de X, fonctionne bien et donne
de bonnes estimation pour lindice de queue :
En générale, il est clair quil nya aucune raison davoir légalité entre ces deux séquences
m et `. Nous supposons quil existe une constante réele positive  tels que `
m
!  lorsque
n!1. Si la distribution est symétrique la valeur de  vaut à 1, sinon, elle est inférieure
ou supérieure à 1 tout dépend de signe de lasymétrie de la distribution. Pour une illus-
tration, voir la gure (3.4) où il est tracé le diagramme du  pour plusieurs échantillons
de di¤érentes tailles.
3.3.3 Certaines hypothèses de régularité pour J
Pour des applications, les hypothèses de régularité suivantes sur la fonction J sont néces-
saires :
(H1) J est di¤érentiable sur (0; 1),
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Fig. 3.2 Graphiques des estimateurs de Hill ^ (ligne solide), ^R (ligne en tirets) et ^L
(ligne en pointillés) de lindice de stabilité  dune distribution  stable symétrique, basé
sur 1000 observations avec 50 réplications. La ligne horizontale représente la vraie valeur
de  = 1:2.
Fig. 3.3 Graphiques des estimateurs de Hill ^ (ligne solide), ^R (ligne en tirets) et ^L
(ligne en pointillés) de lindice de stabilité  dune distribution  stable asymétrique à
gauche, basé sur 1000 observations avec 50 réplications. La ligne horizontale représente la
vraie valeur de  = 1:2.
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Fig. 3.4 Graphiques du rapport  de nombres statistiques extrêmes comme fonction
de la taille déchantillon pour une distribution -stable symétrique ( ligne solide), une
distribution -stable asymétrique à droite (ligne en tirets) et une distribution -stable
asymétrique à gauche (ligne pointillés).
(H2)  := lims#0 J (1  s) =J(s) <1,
(H3) Les deux fonctions J (1  s) et J(s) sont à variation régulière en 0 avec un indice
commun  2 R,




J (xt) =J (t)  x =a (t) = x x!   1
!
; pour tout x > 0,
où !  0 est le paramètre de second order.
Remarque 3.1 Hypothèse (H3) a déjà été utilisé par Mason et Shorak [99] pour
établir la normalité asymptotique des L-statistiques tranquées. La condition (H4) est
juste un ra¢ nement de (H3) appelée la condition du second ordre qui est requis pour
la fonction de quantile K dans (7)[117].
Remarque 3.2 Les hypothèses (H1) et (H4) sont satisfaites par toutes les fonctions
de poids (Ji)i=2;4 avec (; ) = (1;1) (voir la section 4 dans Necir et al [117]) et par
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la fonction Jr dans (2) avec (; ) = (r   1; 1). Ces deux exemples montrent que
les constantes  et , peuvent être positives ou négatives tout dépend lapplication
que nous avons besoin.
Remarque 3.3 Les L-fonctionnelles L(J) existent pour tout 0 <  < 2 et  2 R de
telle sorte que 1=   < 1. Cependant, le lemme 4 (dans Necir et al [117]) montre
que, pour 1=    > 1
2
nous avons 2 (J) = 1. Ensuite, rappelons (3:2), lorsque
1=2 <  < 2=3 les L-moments existent cepondant 2 (Ji) = 1, i = 1; :::; 4. De
même, rappelons (3:3), où 1=r + 1
2
<  < 1=r la mesure de queue à deux déviation
r(X) existe quand 2 (Jr) =1.
3.3.4 Dénition de lestimateur br;n de la mesure TSD
Wang [151] a proposé la queue à deux déviation quelle semble dêtre une mesure appropriée
lorsquil sagit des données nancières (telles que les rendements logarithmiques), dénotée
par r pour (0 < r < 1) et dénie comme la moyenne de la queue à déviation à droite et




([1  F (x)]r   [1  F (x)]) dx;
et





([F (x)]r   F (x)) dx:
donc








; 0 < r < 1:





Jr (s)Q (s) ds; 0 < r < 1; (3.10)
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(1  s)r 1   sr 1 ; 0 < s < 1;
est une fonction de poids spécique et Q (s) := inf fx 2 R : F (x)  sg ; 0 < s  1; est
la fonction quantile concernant F: Notez que, pour t # 0; le quantile Q (1  t) est appelé
quantile extrême.
La représentation (3:10) indique que la mesure de TSD est sous une forme L-fonctionnelle.
Jones and Zitikis [79] a fait une large ouverture pour lélaboration des résultats statistiques
inférentielles dans le domaine actuariel, sur la base des L-fonctionnelles. Ils ont montré
quil y a une relation fondamentale entre certaines mesures de risque et les L-statistiques
classiques qui se sont considérées comme des estimateurs naturelles des L-functionnelles.
En e¤et, soit (X1; :::; Xn) un échantillon de taille n  1; établi à partir dune v:a. X 
S(; ; ) et soit X1;n  :::  Xn;n les statistiques dordre correspondantes. Lestimateur
non-paramétrique de r, noté par n;r; est obtenue en remplaçant Q (s) dans (3:10) par
son estimateur empirique ;
Qn (s) := inf fx 2 R : Fn (x)  sg ; 0 < s  1;
correspondant à la fonction de distribution empirique Fn (x) := n
 1Pn
i=1 I (Xi  x) ; x 2 R

































Pour plus de détails sur les L-statistiques et leurs propriétés asymptotiques, on se réfère
au chapitre 19 de Shorack et Wellner [138] et Jones et Zitikis [79], [80].
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Soit bn;r et en;r représentent, respectivement le biais et lerreur moyenne quadratique
(RMSE) de n;r: Cest
bn;r := E [n;r  r] et en;r :=
q
E [n;r  r]2:
Daprès le lemme 5.1 (voir lannexe B), nous avons
bn;r = 0 et en;r =
rp
n







(min(s; t)  st) Jr (s) Jr (t) dQ (s) dQ (t) : (3.11)
Cela implique que, pour tout 0 < r < 1; n;r est un estimateur sans biais de r; avec
une erreur quadratique moyenne asymptotiquement négligeable (ce qui est la déviation
standard dans ce cas), de taux de convergence n 1=2; à condition que r <1: Mais, cest
une condition très restrictive dans le contexte des distributions de Lévy-stables. En e¤et,
dans le lemme 5.2 (voir lannexe B), nous montrons que r = 1 pour tout 1 <  < 2 et
0 < r < 1: Il est bien claire que la RMSE en;r est innie. Par conséquent, nous devons
chercher une autre approche pour estimer r et davoir traiter le cas.
Plusieurs autres auteurs discuté lestimation empirique de L-fonctionnelles dans le cas res-
trictive des variances nies. Exploitant la théorie des valeurs extrêmes, Necir et Meraghni
[117] ont proposé une autre méthode destimation qui prolonge les résultats existants pour
le cas plus important où les variances sont innies, ce qui est plus pertinent pour des risques
dangereux dans les domaines de la nance et dassurance. Ils ont proposé des estimateurs
qui sont asymptotiquement normaux quelle que soit la forme des queues de distribution.
Ensuite, nous présentons les éléments qui sont nécessaires à la dénition de lestimateur
de la mesure TSD sur la base de la théorie des valeurs extrêmes (Necir et Meraghni, [117]).
Après avoir constaté que la normalité asymptotique de n;r nest pas garanti pour les
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distributions avec des variances innies, Necir et Meraghni [117] ont utilisé la théorie des
valeurs extremes pour introduire un estimateur asymptotiquement normal pourr lorsque
F appartient au domaine dattraction de la distribution de Lévy stable. Lestimateur semi
paramétrique proposé en;r est construit comme suivant :














QWL (t) :=   (nt=`) 1=bHL X`;n et QWR (1  t) := (nt=m) 1=bHR Xn m;n; as t # 0;
sont les estimateurs de Weissman [153] des quantiles extrêmes à gauche et à droite res-
pectivement. Notez que les deux fonctions s ! Jr (s)QWL (s) et s ! Jr (s)QWR (s) sont à
variation régulière avec les indices de queue r  1  1=bHL et r  1  1=bHR respectivement,





L (s) ds =   (1 + o (1))
(`=n) J (`=n)





R (s) ds = (1 + o (1))
(m=n) J (1 m=n)
r   1=bHR Xm;n;
à condition que
r   1=bHL > 0 et r   1=bHR > 0: (3.12)
Dautre part, pour tout n grand, nous avons :
J (`=n) =   (1 + o (1)) r
2
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r   1=bHRXn m;n: (3.13)
Ainsi, dans le contexte des risques dassurance, cest quand la perte est supposé dêtre une
v:a: non négative, des études analogues ont été faites (voir, Necir et al., [115] ; Necir et
Meraghni, [116] ; et Brahimi et al., [11]).
Theorem 3.1 Assume that F 2 D() with 0 <  < 2 such that 1=(r + 1=2) <  < 1=r,
for any 0 < r < 1. Then, for any sequences of integers m and ` such that 1 < m < n;
1 < ` < n; m ! 1; ` ! 1; m=n ! 0 et `=n ! 0; `=m !  < 1 and pka (m=n)







D! N  0; V 2r 
où









22 + (r    1)2 + 2 (r    1)





3.3.5 Simulation des Résultats
En se basant sur cet résultat et on cherchera à évaluer et étudier le comportement de
la mesure de risque à deux déviation estimée. Les resultats numériques et les représenta-
tions graphiques sont obtenus au moyen du logiciel de traitement et analyse statistiques
R, introduit par R. Ihaka et R. Gentlman [78]. Pour une brève description de ce logiciel,
voir lannexe A. A cet e¤et, la distribution de probabilité considérée est une loi stable
non normale, qui présente linconvénient de ne pas toujours avoir de forme analytique. Ce
manque de formalisme rend toute manipulation plus complexe dautant plus que léva-
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luation numérique de ces fonctions de densité reste une question ouverte. Cependant, la
connaissance de quatre coe¢ cients , ,  et  permet de les paramétrer de façon à les
approcher numériquement au moyen de loutil informatique et en obtient la densité stable
théorique estimé ainsi que la mesure de risque théorique estimé. Les résultats théoriques
de la mesure de risque à deux déviations r; ont été calculés pour r = 0:93, 0:95, et 0:97 en






Tab. 3.1 Estimation theorique de la mesure de risque a deux deviation pour di¤erentes
valeurs de r.
Par la suite, on proposera une procédure computationnelle des bornes de conance de cette
mesure de risque sous le modèle -stable. En e¤et, la forme de la variance asymptotique
V 2r dans (3:14) suggère que, dans le but de construire des intervalles de conance pour r,
une estimation de p est également nécessaire. Utilisant la statistique dorder intermédiaire
Zn k;n; deHaan et Pereira [43] proposé un estimateur consistant de p comme suivant ;





I fXi > Zn k;ng ; (3.15)
où k = kn est une séquence de nombres entiers satisfaisant 1 < k < n; k !1 et k=n! 0;
quand n!1 (le même que celui utilisé dans (3:6)).
Soit J la fonction de poids dénie dans (3:3) satisfaisant les hypothèses de régularité (H1)-
(H4) avec les deux constantes  = r 1 et  =  1. Supposons que, pour n assez grand, nous
avons une réalisation (x1; :::; xn) de léchantillon (X1; :::; Xn) pour une variable aléatoire
X dune fonction de distribution F du loi -stable remplissant toutes les hypothèses du
théorème précédent. Le (1  )-intervalle de conance pour r sera obtenu via les étapes
suivantes :
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Étape1. Sélectionner les nombres optimaux m, l et k des statistiques dordre supérieur,
inférieur et intermédiaire utilisés dans (3:8) ; (3:7) et (3:9).
Étape2. Déterminer X`; n, Xn m 1; n, J(m=n) ; J(1 m=n) et  = m=`.
Étape3. Calculer, en utilisant (3:7) et (3:8), ^L := ^L (`) and ^R := ^R (m). Puis en
déduire, par (3:13) lestimation de ^r.
Étape4. Utiliser (3:9) et (3:15) pour calculer b := b (k) et bpn := bpn(k). Puis en déduire,
par (3:14) lécart type asymptotique ;
V :=
p
V 2 (b; ; ; ; bpn)













où z=2 est le quantile dordre (1   =2) de la distribution gaussienne standard N (0; 1)
avec 0 <  < 1:
Lors de simulation on a fait varier la taille de léchantillon n, et dautre paramètres ren-
trants dans le calcul, nous avons eu plusieurs commentaires seuls les schémas signicatifs
sont présentés. Les valeurs de notre estimateur ne pourra jamais en aucun cas dépasser les
intervalles de conance avec une probabilité éventuellement grande comme il est prouvé
dans les deux tableaux suivants.
Les deux tableaux ci-dessous conrme la bonne performance de cette mesure quelque soit
la valeur de r (0 < r  0:99). De plus, les estimations saméliorent lorsque n croit. Dautre
part, on peut signaler que cet estimateur est converge avec un grand biais même pour des
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0.93 (0:300; 0:406) 0.011 0.106 0.260
0.95 (0:235; 0:28) 0.004 0.044 0.158
0.97 (0:131; 0:16) 0.001 0.031 0.191
Tab. 3.2  Estimation empirique de la mesure de risque a deux deviation pour






0.93 (0:28; 0:406) 0.024 0.11 0.28
0.95 (0:18; 0:28) 0.01 0.09 0.32
0.97 (0:11; 0:16) 0.003 0.04 0.29
Tab. 3.3  Estimation empirique de la mesure de risque a deux deviation pour
0.83<r<0.99, alpha=1.2 et une taille déchantion n=5000.
valeurs de n peu élevées.
Les valeurs de la mesure estimée dépendent des valeurs des statistiques dordre extrêmes,
donc plus ces statistiques sont grandes, la mesure est grande ce qui peut être vu logique
puisque de les quelles on cherche à couvrir ces risques extrêmes, dautre part daprès les
visualisations graphiques la mesure est bien encadrée par les deux bornes de lintervalle
de conance. La visualisation graphique de la mesure estimée encadrée par lintervalle de
conance, permet au décideur de choisir la mesure estimée adéquate en xant les di¤érents
paramètres qui inuent sur la mesure.
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Soit b+n;r et e
+
n;r désignent respectivement le biais et la RMSE de bn;r. À partir de la norma-
lité asymptotique de bn;r (Théoreme 4.2 dans Necir et Meraghni, [117]), nous déduisons
que, pour tout 1= < r < 1; il existe une constante !r <1 telle que
(i) b+r;n ! 0; (ii)
p
ne+n;r= (`=n)
 1=+1=2 ! !r; quand n!1:
Lassertion (i) implique que ^n;r est asymptotiquement non biaisé. Cela signie que les-
timateur ^n;r a un biais négligeable quand n!1: Dautre part, on déduit de lassertion
(ii) que, lorsque  < 2; la RMSE e+n;r converge vers zéro avec un taux de convergence
n 1=2 (`=n)1= 1=2 :
Lassertion (i) reste un résultat théorique, mais dun point de vue pratique, quand on traite
avec des tailles déchantillon ni, lestimateur ^n;r présent un grand biais. La raison est
que ^n;r basé sur les estimateurs de quantiles extrêmes de Weissman pour les distributions
à queue lourde, connus dêtre largement biaisé (Weissman, [153]).
Comme une meilleure alternative aux estimateurs de Weissman, plusieurs estimateurs de
quantiles extrêmes avec biais réduit sont proposés dans la littérature. Voir, par exemple,
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Feuerverger et Hall [72], Beirlant et al. [8], [9], Gomes et Martins [65], [66], Caeiro et al.
[27] ,[28], Peng et Qi [122], Mattyhs et al. [93], Gomes et Figueiredo [63], Gomes et Pestana
[68].
Notre tâche dans le présent travail est dobtenir un nouvel estimateur de la mesure TSD
en réduisant le biais via les résultats de Peng et Qi [122] et Li et al. [92], qui ont respec-
tivement présenté des estimateurs basé sur la méthode du maximum de vraissemblance
censuré (CML) pour des paramètres à variation régulière et des quantiles extrêmes. Notre
choix est motivé par les intéressantes propriétés asymptotiques de ces résultats. Ainsi
une comparaison numérique au sens de biais et lerreur moyenne quadratique de nouvel
estimateur avec celui introduit récemment par Necir et al [117].
4.1 LApproche de Li et al
Nous commençons cette section par une brève description de la méthode de Li et al. [92]
pour réduire le biais dans lestimation des quantiles extrêmes des distributions à queues
lourdes. Soit K une cdf avec queue appartenant à la classe de Hall, i.e.
1 K (x) = cx 1 + dx 2 + o  x 2 ; quand x!1; (4.1)
où c > 0; d 6= 0 et 2 > 1 > 0: Basé sur léchantillon Z1; :::; Zn de cdf K et les statistiques
dordre relatives Z1;n; :::; Zn;n; Peng et Qi [122] dénit les estimateurs de CML (b1; b2) de
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où k = kn est une séquence de nombres entiers satisfaisant 1 < k < n et k=n! 0 lorsque
n!1 et

























log+ (Zn i+1;n)  log+ (Zn k;n)
!
:
Si nous désignons la fonction quantile associée à cdf K par R, alors il est facile de vérier
que(4:1) est équivalent à
R (1  t) = c1=1t 1=1  1 +  11 c 2=1dt2=1 1 + o (1) ; quand t # 0: (4.2)
En substituant b1 et b2 de 1 et 2 dans (4.2), nous obtenons lestimateur à biais ré-
duit pour le quantile, R (1  t) ; t # 0; proposé par Li et al. [92] et nous désignons par
RLPY (1  t) (labréviation LPY concerne aux initiales du nom des auteurs de larticle).
RLPY (1  t) := bc1=b1t 1=b1 1 + b 11 bc b2=b1 bdtb2=b1 1 ; t # 0;
où
























Maintenant, nous appliquons les résultats ci-dessus dans le cas dune distribution F de
Lévy stable avec les paramètres ; ;  et : Notez que (1:2) et (1:3) peuvent être réécrire
respectivement en termes des quantiles extrêmes à gauche et à droite QL (t) et QR (1  t) :
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Nous avons, quand t # 0
QL (t) =  c1=L t 1=

1 +  1c =L dLt
= 1

+ o (1) ;
et
QR (1  t) = c1=R t 1=

1 +  1c =R dRt
= 1

+ o (1) :
Par conséquent, les estimateurs de biais réduits de QL (t) et QR (1  t) quand t # 0; que
nous désignons respectivement par QLPYL (t) et Q
LPY
R (1  t) ; sont dénis, pour t # 0; par
QLPYL (t) :=  bc1=bLL t 1=bL 1 + b 1L bc bL=bLL bdLtbL=bL 1 ; (4.3)
et





bLbRbL   bL ( X`;n)bL






bLbLbL   bL ( X`;n)bL

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Les estimateurs de CML
































































































log+ (Xn i+1;n)  log+ (Xn m;n)
!
:
Ensuite, nous présentons lestimateur à biais réduit de la mesure TSD de Wang r. Tout
dabord, écrivons r déni dans (3:10) ; comme ;















Jr (s)Q (s) ds:
Comme pour bn;r, le terme du milieuM;n est estimé parPn mj=`+1 a(r)j;nXj;n. Dautre part, en
remplaçant le quantile extrême inferieurQ (s) lorsque s # 0 et le quantile extrême superieur
Q (s) lorsque s # 1, dans léquation (4.9), par leurs estimateurs respectifs QLPYL (s) et





rbL   1 + bdLbc
 bL=bL
L (`=n)







rbR   1 + bdR c
 bR=bR (m=n) bR 1bR +r 1bR   1 + bR (r   1)
1A ;
respectivement lestimation de L;n et R;n. Finalement, notre estimateur de la mesure
TSD à biais réduit a la forme suivante :






4.2 Choix optimal de fractions déchantillon m et `
Dans ce travail nous utilisons lalgorithme de Reiss et Thomas [131] qui ont proposé une
méthode heuristique de choisir le nombre optimal des extrêmes supérieurs utilisés dans le
calcul de lestimation de lindice de queue. Pour le modèle de Hall (4:1), cette méthode






b1i;n  medianb11;n ; :::; b1m;n ; 0    1=2; (4.11)
où b1i;n est un estimateur du paramètre déchelle 1 basé sur la ieme extrême supérieur.
Note que em = em(), avec  = 0; :::; 0:5. Pour une discussion sur le choix de , on se réfère
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à larticle de Neves and Fraga Alves [118].
Dans notre étude de simulation, nous appliquons la procédure ci-dessus une fois à la queue
à gauche de cdf F , puis à la queue droite an de déterminer les nombres optimaux ` et m
des statistiques dordre inférieur et supérieur, pour avoir utilisé dans le calcul de en;r. Sur
la base des informations fournies par létude de simulation, nous prenons  = 0:3: Cest,










Ri;n  median  ^R1;n; :::; ^Rm;n ;
où ^Li;n et ^
R
i;n désignent les estimateurs de  basés sur la i
eme extrême inferieur et supérieur
respectivement.
Une fois e`et em sont à la main, nous calculons les valeurs correspondantes de eL; eL; eR; eR
(solutions des deux systems (4.7) et (4.8)) et
ecL; edL;ecR; edR (donnés dans (4.5) et (4.6)),
pour avoir nalement calculer en:r donner par (4.10).
4.3 Simulation des Résultats
Dans cette section, nous réalisons une étude de simulation, par le logiciel R (Ihaka et
Gentleman [78]) pour comparer les performances de notre nouvel estimateur ~n;r avec
lestimateur ^n;r récemment introduit par Necir et Meraghni [117]. Mais, avant de com-
mencer les simulations, nous tenons à mentionner que, dans un souci doptimisation de
temps de calcul, nous limitons la recherche de e`et em vers les intervalles entiers (`; 2`) et
(m; 2m) respectivement, où ` et m sont des valeurs initiales pour ` et m; obtenus en
appliquant lalgorithme de Cheng Peng [29] aux estimateurs de Hill ; donnée dans (3.8)
et (3.7).
Pour des raisons de simplicité, nous considérons la distribution standard de -stable
S(1; 0; 0). Nous prenons (; r) = (1:7; 0:6) et (1:5; 0:7) ; de sorte que 1= < r < 1 (voir,
(3.12)), et nous calculons les valeurs correspondantes à la mesure TSD qui tourne entre
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1:659 et 1:508 respectivement, doù les valeurs théoriques sont 1:43 et 1:34 respectivement.
Alors, nous tirons 200 échantillons de taille n = 2000; dune v.a. X  S(1; 0; 0); pour
calculer les deux estimateurs de la TSD ^n;r et ~n;r: Nos résultats sont obtenus en faisant
la moyenne sur le nombre de répétitions. Nous referons la même procédure avec un autre
200 échantillons de taille n = 5000: Les résultats de simulation sont résumés dans les
Tableaux 4.1 et 4.2.
n = 2000
^n;r ~n;r
Bias 0:553 Bias 0:093
Rmse 0:554 Rmse 0:189
m 182 em 262
HR 2:588 bR 2:321
` 191 e` 271
HL 2:330 bL 2:120
n = 5000
^n;r ~n;r
Bias 0:301 Bias 0:019
Rmse 0:302 Rmse 0:082
m 433 em 773
HR 2:506 bR 2:092
` 441 e` 781
HL 2:045 bL 1:920
Tab. 4.1  Comparison du nouvel estimateur TSD et lestimateur de TSD de Necir
et Meraghni, basé sur 200 échantillon dune distribution de Lévy stable standard avec
 = 1:7, r = 0:6. La vraie valeur de la TSD est 1:659.
n = 2000
^n;r ~n;r
Bias 0:407 Bias 0:087
Rmse 0:408 Rmse 0:153
m 181 em 251
HL 2:003 bR 1:751
` 180 e` 250
HR 1:878 bL 1:717
n = 5000
^n;r ~n;r
Bias 0:168 Bias 0:009
Rmse 0:172 Rmse 0:051
m 452 em 772
HR 1:782 bR 1:710
` 449 e` 769
HL 1:747 bL 1:708
Tab. 4.2  Comparison du nouvel estimateur TSD et lestimateur de TSD de Necir
et Meraghni, basé sur 200 échantillon dune distribution de Lévy stable standard avec
 = 1:5, r = 0:7. La vraie valeur de la TSD est 1:508.
La deuxième partie de notre étude de simulation consiste à une comparison graphique
entre le biais et RMSE de en;r et bn;r; comme léchantillon des fractions augmente. Nous
commençons par 100 échantillons de taille n = 2000: Pour i 2 f1; 2; :::; 21g ; nous calculons,
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Fig. 4.1 Biais (côté à gauche) et RMSE (côté à droite) de la nouvelle estimateur TSD
et Necir et Meraghni TSD estimateur pour  = 1:7 et r = 0:6, basé sur 200 échantillons
de 2000 observations stables.
en faisant la moyenne sur le nombre de répétitions, la valeur de ~n;r pour le couple des
fractions de léchantillon (` (i) ;m (i)) ; où
` (i) = ` + (i  1) 10 et m (i) = m + (i  1) 10;
Notons le par ~n;r (i) et le biais et la RMSE resultant par ebn;r (i) et en;r (i) respecti-
vement. Ensuite, nous traçons dans des graphes distincts les deux ensembles de points
(i  1) 10;ebn;r (i) et ((i  1) 10; en;r (i)) ; et on ajoute dans chaque graphe, une
ligne horizontale représentant le biais et lerreur quadratique moyenne de ^n;r; voir les
gures 4.1 et 4.3. Nous répétons la même procédure pour un autre 100 échantillons de
taille n = 5000; avec i = 1; 2; :::; 51; voir les gures 4.2 et 4.4.
Dans le tableau 4.1 pour  = 1:7; les valeurs optimales graphiques de
e`; em sont (271; 262)
et (781; 773) correspondantes a i = 9 et i = 35; respectivement pour n = 2000; et n = 5000;
par lapplication de lalgorithme de Reiss and Thomass nous obtenons respectivement,
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Fig. 4.2 Biais (côté à gauche) et RMSE (côté à droite) de la nouvelle estimateur TSD
et Necir et Meraghni TSD estimateur pour  = 1:7 et r = 0:6, basé sur 200 échantillons
de 5000 observations stables.
Fig. 4.3 Biais (côté à gauche) et RMSE (côté à droite) de la nouvelle estimateur TSD
et Necir et Meraghni TSD estimateur pour  = 1:5 et r = 0:7, basé sur 200 échantillons
de 2000 observations stables.
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Fig. 4.4 Biais (côté à gauche) et RMSE (côté à droite) de la nouvelle estimateur TSD
et Necir et Meraghni TSD estimateur pour  = 1:5 et r = 0:7, basé sur 200 échantillons
de 5000 observations stables.
(269; 277) et (771; 772) : La même chose dans le tableau 4.2, pour  = 1:5; les valeurs
optimales graphiques de
e`; em sont (250; 251) et (769; 772) correspondantes a i = 8 et i =
33; respectivement pour n = 2000; et n = 5000: Si nous appliquons lalgorithme de Thomas
et Reiss dans les étapes ci-dessus nous obtenons (247; 256) et (760; 763) respectivement.
4.4 Une Classication des Marchés Financiers Via la
Mesure TSD Réduite
Les marchés nanciers sont fondamentalement très volatile dans la mesure où ils dépendent
de facteurs très di¢ ciles à prévoir, que ce soit les facteurs géopolitiques, les aléas clima-
tiques ou encore dévénements tels que les vues économiques ou encore lévolution des
capacités de production. De ce fait, les investisseurs et les gestionnaires des risques sont
particulièrement sensibles à loccurrence de pertes substantielles. Dans ce contexte, il est
important de disposer des outils permettant de mieux quantier les risques liés aux uc-
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tuations des prix.
Nous avons présenté une classe de modèle basée sur la théorie des valeurs extrêmes, qui
permet dévaluer les événements rares et les pertes associées à leur survenance. Mandelbrot
[108] a proposé les distributions non normal stable, qui ont des queues de type Pareto avec
un indice  < 2, comme un modèle alternatif attractif particulier des rendements dactifs.
Lindice de stabilité de queue  cest le paramètre le plus important car cest lui qui
indique si la variance est nie ou non. Il semble donc de pouvoir lestimer de la manière
la plus correcte qui soit. Hill [74] a proposé le plus populaire estimateur robuste, basé
sur le comportement asymptotique des valeurs extrêmes. McCulloch [105] a montré que
lestimateur de Hill peut donner des mauvais résultats lorsquil est appliqué à des données
stables. Weron [154] a discuté la performance de cet estimateur pour un échantillon de
taille nie et a noté que pour   1:5 lestimation de Hill est tout à fait raisonnable, mais
lorsque  approche de 2; il ya une surestimation signicative lorsque on considère des
échantillons de taille typique le cas des rendements logarithmiques, i.e. tout estimateur
de queue ne fonctionnera pas bien lorsque  approche de 2 car la loi stable se rapproche
dune loi Gaussienne et la loi puissance de la queue disparaît. Alors de telles valeurs de ,
un très grand nombre dobservations (un million ou plus) est nécessaire pour obtenir des
estimations acceptables et éviter les inférences trompeuses sur lexposant caractéristique,
parce que le vrai comportement de la queue des distributions Lévy-stables nest visible
que pour des très grand nombre de données. Pour une simulation de la queue droite des
données stables symétrique avec  = 1:8 lestimateur de Hill tend vers une surestimation
signicative de lindice de queue comme montre le graphe (4.5).
Lestimateur de Hill est lestimateur de maximum de vraisemblance conditionnelle de
distribution de Pareto P (X > x) = Cx  pour X  u (u xé). Cet estimateur peut être
appliqué pour une variété de distributions, comme la distribution stable et la distribution
de valeur extrême de type II, doù leurs queues sont approximativement de type Pareto (
[70], [87], [130], [135] ). Autres estimateurs de queue ont été aussi proposé, par exemple
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Fig. 4.5 Lestimateur de Hill de lindice de stabilité  ( basé sur des échantillons de
taille 5000) contre le nombre de statistique dordre supérieur k pour  = 1:1 (à gauche)
et  = 1:8 (à droite). La ligne horizental représente la vraie valeur de :
([35], [44], [53], [86], [95], [156]), cependant lestimateur de Hill reste le plus populaire dans
lapplication.
Aban et Meerschaert [4] ont proposé une modication pratique de lestimateur de Hill.
Lestimateur de Hill est invariant dans léchelle, de sorte quun facteur multiplicatif dans
les données na¤ect pas lestimation. Par contre cet estimateur nest pas invariant en
translation, ce qui déforme lestimation pour un facteur additif. Ils ont étendu lestimateur
de Hill on ajoutant linformation sur la translation. Utilisant les mêmes méthodes que Hill,
ils ont calculé le MLE conditionnelle pour une distribution de Pareto translatée
P (X > x) = C(x  s) : (4.12)
ce qui donne les estimations de  > 0, C > 0 et s 2 R1 (une translation arbitraire).
Quand X(r) > X(r+1) lestimateur du maximum de vraisemblance conditionnelle pour les
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pour certains s^ < X(r+1). Lestimateur résultant est à la fois invariant dans léchelle et
invariant en translation.
Un autre estimateur a été proposé par Mark M. Meerschaert [95], basé sur le comportement
asymptotique de la somme. Cet estimateur performe aussi bien que lestimateur de Hill
dans la plupart des situations pratiques, et précisément dans les situations où lestimateur








2 (E + lnn)
,
doù Xn est la moyenne de léchantillon, E = 0:5772 est la constante dEuler et ln+ (x) =
maxflnx; 0g.
Exemple 4.1 Nous considérons la distribution standard  stable S(1; 0; 0). Nous pre-
nons di¤érentes valeurs de  et une taille déchantillon n = 5000, doù les résultats sont
résumés dans le tableau (4.3) :
Pour une simulation de la queue droite des données stables symétrique avec  = 1:8 et un
changement simple déchelle, lestimateur de Hill tend vers une estimation signicative de
lindice de queue comme montre le graphe (4.6)
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 1.5 1.7 1.8 1.9
Hill 1.58 1.87 2.47 3.22
Meerschaert 1.53 1.72 1.81 1.92
Tab. 4.3  Comparaison des deux estimateurs Hill et Meerschaert de lindice de stabilité
pour une distribution alpha stable symétrique.
Fig. 4.6 Lestimateur de Hill de lindice de stabilité  ( basé sur des échantillons de
taille 1000) contre le nombre de statistique dordre supérieur k pour  = 1:8 avec un
changement simple déchelle. La ligne horizental représente la vraie valeur de :
Les rendements dactifs nanciers sont le résultat cumulatif dun grand nombre des dé-
cisions individuelles qui ont toujours lieu dans le temps. Selon le théorème central limite
généralisé, si la somme dun grand nombre de variables aléatoires i.i.d a une distribution
limite après un changement déchelle et une translation simple, la distribution limite doit
être un membre de la classe Lévy stable voir [159], chap. I.
Donc il est naturel de supposer que les rendements dactifs sont au moins approximati-
vement gouverné par une distribution stable si laccumulation est additive, ou par une
distribution log-stable si laccumulation semble être multiblicative. Alors, pour des don-
nées réelles nous devons toujours commencer par un changement déchelle simple des
données. Fofack et Nolan suggerent de centrer les données autour de la médiane ou du
mode avant dutiliser lestimateur de Hill, puisque lestimateur de Hill est invariant dans
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Fig. 4.7 Lestimateur de Hill de lindice de stabilité  pour lindice boursier Nazdaq
après un changement déchelle.
léchelle (par ailleurs, lestimateur de Hill nest pas invariant en translation), pour plus de
détails consulter [4]. Alors, avec les données des rendements logarithmiques R on divise
chaque observation par la médiane de jRj. Le graphe (4.7) montre la performance du nou-
vel changement de la variable utilisée pour lestimateur de Hill contre celle de lestimateur
de Hill usuel, dans le cadre dapplications pour des données réelles en particulier lindice
boursier du Nazdaq. Par la suite, nous utilisons cet nouvel estimateur de Hill qui rentre
dans le calcul de notre nouvelle mesure de risque bilatérale TSD et nous calculons les va-
leurs correspondantes à cette dernière pour quelques indices boursiers. Les résultats sont
résumés dans le tableau suivant :





Nasdaq (05/02/1971)!(27/09/2012) (1:46; 1:7) (0:84; 1:7)
DJIA (01/10/1928)!(04/01/2012) (1:55; 1:72) (0:84; 1:72)
DAX (02/01/1992)!(01/11/2012) (1:19; 1:8) (0:67; 1:85)
S&P500 (03/01/1950)!(23/01/2013) (1:22; 1:74) (0:72; 1:74)
CAC40 (02/01/1992)!(01/11/2012) (1:06; 1:75) (0:62; 1:75)
Tab. 4.4 Estimation empirique de la mesure de risque bilatérale pour quelques indices
boursiers pour di¤érentes valeurs de r.
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Ces résultats prouvés que nous avons pu valider nos résultats dans le contexte des appli-
cations avec des données réelles après avoir centrer ces dernières autour de ça moyenne.
Car si on travail avec la même variable des variations dactifs sans faire ce changement
on obtient des mauvaises estimations ( la nouvelle mesure sapproche de 0 pour tout les
indices précité au-dessus). Alors, nous invitons les investisseurs de prendre une décision à
linvestissement dans lun des marchés nanciers à travers cette nouvelle mesure de risque.
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Conclusion
Dans ce travail, nous traitons de manière approfondie les lois stables univariées (lois à
variance innie). Dans une première partie du premier chapitre, nous rappelons les di¤é-
rentes propriétés de ces lois (stabilité, calcul des moments, simulation). Nous présentons
ensuite les di¤érentes approches classiques pour estimer les paramètres caractérisant les
lois stables (ML, Moment, Quantile), ainsi une étude empirique des rendements logarith-
miques dactifs, après avoir déterminer la variable qui décrit le mieux les variations des
actifs, les propriétés statistiques communes à la plupart de ces derniers, en particulier lin-
dice boursier du Nazdaq de la période allant du 05=02=1971 au 23=01=2013, et faire rendre
compte ces faits stylisés par un modèle justier par des causes plausibles, en utilisant des
tests graphiques tels que, les histogrammes, qui permettent de visualiser la distribution
empirique, et les graphiques quantiles quantiles. Dont le modèle justié est la loi stable
qui a été proposé par Mandelbrot [108], du fait quelle reète les propriétés statistiques
communes à la plupart des rendements tels que les grandes uctuations, une possibilité
de dissymétrie dans la distribution, des queues épaisses, une distribution lebtokurtic et
des moments dordre p (p < ) sont innis. Dans un deuxième chapitre nous nous in-
téressons, non pas au comportement en moyenne de données, mais à celui dévénements
à valeurs beaucoup plus fréquentes que celles observées autour de la moyenne (appelées
valeurs extrêmes). En e¤et, un rappel des théorèmes probabilistes essentiels à la compré-
hension de la TVE : les théorèmes de Fisher-Tippet et de Balkema-de Haan-Pickands.
Ainsi des méthodes statistiques associées : la méthode Block Maxima qui repose sur les k
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plus grandes observations dun échantillon et détermine les trois lois possibles des extrema
et une deuxième utilise les observations au delà dun seuil déterministe, nous parlons alors
du méthode "Pics au delà dun seuil" (POT). Ces méthodes permettent de prévoir des
sinistres graves pour une probabilité doccurrence donnée (très faible) et un intervalle de
conance xé. Finalement, une application de cette approche dans lestimation des para-
mètres des lois stables. Nous abordons dans le troisième chapitre, les di¤érentes mesures
de risque en nance traditionnelles et actuelles ainsi leurs propriétés et leurs paramètres.
Après avoir parler de la mesure de distorsion et de son intérêt pour quantier le risque,
nous nous concentrons sur la mesure de la queue à deux déviations introduite par Wang
[151] comme une moyenne de la mesure de queue à déviation droite et la mesure de queue
à déviation à gauche doù elle peut sécrire comme une L-fonctionnelle. Par la suite, nous
exposons le récent travail de Necir et al [117] concernant lestimation des L-fonctionnelles
dans un cadre plus générale, où les distributions sont à queues lourdes, via lapproche des
valeurs extrêmes, et qui peuvent être appliquer pour certaines mesures de risque. En e¤et,
la première application a été fait dans le même travail de Necir et al [117] pour la mesure
de risque TSD. Ensuite, nous avons proposé une procédure computationnelle des bornes
de conance de cette mesure pour des distributions appartenant au domaine dattraction
de Lévy stable dont les résultats sont validés par des simulations et justiés par des don-
nées réelles. Après avoir conclu le chapitre par une conséquence que lestimateur bn;r est
biaisé, même pour une taille déchantillon peu élever, à cause de lutilisation des quantiles
extrêmes de Weissman qui sont largement biaisés, nous construisons dans le quatrième
chapitre, une nouvelle mesure de risque de la mesure TSD, en réduisant le biais via les
estimateurs des quantiles extrêmes proposés par Li et al [92]. De nombreuses simulations,
nous permettent de comparer la nouvelle mesure avec celle introduite récemment par Necir
et al [117] en terme de biais et lerreur moyenne quadratique (RMSE).
La conclusion générale quon peut faire est que, daprès les résultats de simulation les
tableaux et les gures, le nouvel estimateur en;r de la mesure TSD est plus performant
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en terme de biais et RMSE, mais avec des fractions déchantillons plus grandes que lesti-
mateur bn;r proposé par Necir et Meraghni [117].
À travers notre étude de simulation, nous avons constaté que le problème le plus important
est de pouvoir estimer lindice de stabilité de la manière la plus correcte qui soit surtout
lorsque ce dernier proche de 2 qui est souvent le cas des indices boursiers non normal
stable. Hill [74] a proposé le plus populaire estimateur robuste, basé sur le comportement
asymptotique des valeurs extrêmes. Mais un des problèmes important est le choix du
nombre de données à retenir pour lestimation cest à dire le choix du point où commence
la queue (un choix judicieux). Hall [70] a noté que la valeur de k devrait être bien choisir
pour équilibrer entre le biais et la précision. Une grande valeur de k donne plus de précision
(i.e. variance plus faible) mais avec un grand biais. Di¤érentes méthodes numériques ont
été proposé pour la détermination de la valeur de k, voir par exemple, Dekkers et de Haan
[36], Drees et Kaufmann [45], Danielsson et al. [32], Cheng et Peng [29] et Neves et Fraga
Alves [118].
Ce problème est abordé aussi par Weron [154], il a noté que pour   1:5 lestimation
de Hill est tout à fait raisonnable, mais lorsque  approche de 2; il ya une surestimation
signicative lorsque on considère des échantillons de taille typique. De telles valeurs de
, un très grand nombre dobservations (des millions) est nécessaire pour obtenir des
estimations acceptables et éviter les inférences trompeuses sur lexposant caractéristique,
parce que le vrai comportement de la queue des distributions Lévy-stables nest visible
que pour des très grandes ensembles de données. Ainsi que Loretan et Phillips [91] ont
discuté que certains rendements dactifs ne peuvent pas être modélisé par une distribution
stable car lestimateur de Hill donne des valeurs de  plus grande que 2.
En somme, il est di¢ cile davoir un estimateur de bonne qualité de lindice de stabilité
lorsque ce dernier est proche de 2, sauf si on a un très grand nombre dobservations
qui dépasse un trois millions ou plus. Je pense alors que tout estimateur de queue ne
fonctionnera pas bien lorsque alpha proche de 2, donc tout estimateur sappuis sur les
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données de queue est susceptible dêtre biaisé. De plus, si nous utilisons un ensemble de
donnée réelles le monde nest pas parfait ; la plupart des ensembles de données réelles ne
sont pas exactement quelque chose ; pas normal, pas stable, pas student, etc.
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Annexe A : Langage fonctionnel R
R est un système, communément appelé langage et logiciel, qui permet de réaliser des
analyses statistiques. Plus particulièrement, il comporte des moyens qui rendent possible
la manipulation des données, les calculs et les représentations graphiques. R a aussi la
possibilité dexécuter des programmes stockés dans des chiers textes et comporte un grand
nombre de procédures statistiques appelées paquets. Ces derniers permettent de traiter
assez rapidement des sujets aussi variés que les modèles linéaires (simples et généralisés),
la régression (linéaire et non linéaire), les séries chronologiques, les tests paramétriques et
non paramétriques classiques, les di¤érentes méthodes danalyse des données,... Plusieurs
paquets, tels ade4, FactoMineR, MASS, multivariate, scatterplot3d et rgl entre autres sont
destinés à lanalyse des données statistiques multidimensionnelles.
Il sadresse également aux gents qui manipulent des données de grande taille (quelles soient
homogènes ou hétérogènes) an den tirer des résultats daide à linterprétation et/ou à
la décision. Les résultats en question peuvent être aussi bien numériques que logiques que
sous forme de suites de caractères, de listes dobjets : vecteur(s)1, matrice(s), tableau(x) à
plusieurs entrées, de données structurées ou de liste(s) hétérogène(s) (formées de vecteurs,
de tableaux, de sous-tableaux et de données structurées.) Le tout peut être agrémenté par
une représentation graphique très riche et très souple.
Il a été initialement créé, en 1996, par Robert Gentleman et Ross Ihaka du département
de statistique de lUniversité dAuckland en Nouvelle Zélande. Depuis 1997, il sest formé
une équipe "R Core Team" qui développe R. Il est conçu pour pouvoir être utilisé avec
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les systèmes dexploitation Unix, Linux, Windows et MacOS.
Un élément clé dans la mission de développement de R est le Comprehensive R Archive
Network (CRAN) qui est un ensemble de sites qui fournit tout ce qui est nécessaire à
la distribution de R, ses extensions, sa documentation, ses chiers sources et ses chiers
binaires. Le site maître du CRAN est situé en Autriche à Vienne, on peut y accéder par
lURL : "http ://cran.r-project.org/". Les autres sites du CRAN, appelés sites miroirs,
sont répandus partout dans le monde.
R est un logiciel libre distribué sous les termes de la "GNU Public Licence". Il fait partie in-
tégrante du projet GNU et possède un site o¢ ciel à ladresse "http ://www.R-project.org".
Il est souvent présenté comme un clone de S qui est un langage de haut niveau développé
par les AT&T Bell Laboratories et plus particulièrement par Rick Becker, John Chambers
et Allan Wilks. S est utilisable à travers le logiciel S-Plus qui est commercialisé par la
société Insightful (http : //www.splus.com/ ).
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Chapitre 5
Annexe B : Preuve
Lemme 5.1 pour toute 0 < r < 1; nous avons E [n;r  r] = 0 et
q
E [n;r  r]2 =
r=
p
n; où r comme dans (3:11) :
Proof. Puisque n:r est une L-statistiques, alors daprès Shorack et Wellner [138], page
662, nous avons









Jr (t) dQ (t) ;








Jr (t) dQ (t) ; i = 1; :::; n;
sont des variables aléatoires centrées i.i.d, qui ont E [n;r  r] = 0; avec E [n;r  r]2 =










(min(s; t)  st) Jr (s) Jr (t) dQ (s) dQ (t) ;
est exactement 2r:
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Lemme 5.2 Supposons F  S(; ; ) pour 1 <  < 2: Alors pour tout 1 < r < 1; nous
avons r =1:










où Gr (s) :=
R s
0
Jr (t) dQ (t) (voir, e.g., équation (1.12) dans Mason et Shorack, [99]). Il est
clair que, pour toutes 0 < " < 1; nous avons
R 1
0
G2r (s) ds 
R "
0
G2r (s) ds: Dautre part, à
partir de (1.1), nous en déduisons que Q (t)   C 11 t 1=; quand t # 0; alors
Gr (s)  (C1) 1
Z s
0
t 1= 1Jr (t) dt; as s # 0:
Puisque Jr (t)   rtr 1=2; quand t # 0; alors il est facile de vérier que, pour les petites
" > 0; nous avons
Z "
0
G2r (s) ds 
8><>:
r2"2(r 1= 1)+1
4 (r   1=)2 (2 (r   1=) + 1) ; si 2 (r   1=)  1  0;
1; si 2 (r   1=)  1 < 0:
:
Cela implique que 2r =1 pour tout 0 < r < 1=2+1= qui est vérié pour tout 0 < r < 1
et 1=2 < 1= < 1:
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Annexe C : Abréviations et
Notations
Symbole Signication
TCL théorème cetrale limite
TSD queue à deux déviations
RTD queue à déviation droite
VaR valeur en risque
i.i.d indépendantes identiquement distribuées
cf fonction caractéristique
df fonction de distribution
CVaR Conditional VaR
ES expected shortfall
WT transformée de Wang
PHP transformée proportionnelle hazard
v.a. variable aléatoire
v.a.r variable aléatoire réelle
EX espérance ou moyenne de X
varX variance de X
cdf df cumulative
FX df dune v.a. X
f pdf de X
fX pdf dune v.a. X
Fn df empirique
d
= égale en distribution
 f (x)  g (x) ; quand x! x0 : f (x) =g (x)! 1; quand x! x0
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i.e. en dautre terme
MSE erreur moyenne quadratique




R+ ensemble réel positif
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