A generalized method of averaging, with applications to slightly damped nonlinear oscillations  by Morrison, J.A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 15, 213-227 (1966) 
A Generalized Method of Averaging, with Applications to 
Slightly Damped Nonlinear Oscillations 
J. A. MORRISON 
Bell Telephone Laboratories, Incorporated 
Murray Hill, New Jersey 
Submitted by J. P. La Salle 
1. INTRODUCTION 
In this paper we consider the system of differential equations 
2 = eGi(l)(x, I)) + ci2Gi(2’(x, #) + es-, (i = 1, me’, n), (1.1) 
d# 
z=w 
yx, I)) + E&)(X, 4) + &(2)(x, i/q + -a*, (14 
where Gie)(x, #) and m(t) (x, I/I) are periodic in 4, with fixed period 7, and E 
is a small parameter. Also, it is assumed that UJ(O)(X, #) # 0 in the range of 
interest. One procedure is to take 1c, as the new independent variable so that, 
from (1 .I) and (1.2), the system of differential equations becomes 
dx. 
--L = #(x, t,b) Gi(l)(x, #) 
4 
+ c2Q, 4) [@‘(x, 4) - r(x, $1 w(‘)(x, $1 &)(x, $)I + **my (1.3) 
where 
qx, i/q = [w’yx, #)I-1. U-4) 
The system (1.3) is in an appropriate form for the application of the usual 
method of averaging [l]. 
However, it is not always desirable to take 4 as the independent variable, 
and Bogoliubov and Mitropolsky [I] d iscuss a generalized method of ave- 
raging which may be applied to the original system (1.1) and (1.2), in the 
case that &(0)/8# = 0. This method averages over the rapidly rotating 
phase # without taking it as the independent variable. Thus an asymptotic 
expansion is assumed of the form 
xi = yi + #(Y, x) + E2rli(2)(Y, x) + ***7 (1.5) 
* = x + EU(l)(Y, x)+ l 2u(2)(Y, x) + *-*, U-6) 
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where qie)(y, x) and u@(y, x) are periodic in X, with period 7, and the slowly 
varying quantity y, and the quantity X, satisfy averaged equations of the form 
dyi _ zzz <Ti(lyy) .L E2p(y) + . . . . 
dt 
dx = w’o’(y) + EJ-&yl’(y) + ,zQyy) + . . . . 
dt (1.8) 
There is a systematic procedure for deriving the unknown terms on the right- 
hand sides of (1.5)-(1.8). 
In this paper we consider the case &.~(~)/a# f 0. A possible procedure is to 
introduce the angle 0 defined by 
where 
e= i’ + (1.9) 0 
y(x) = (r(x, 4)) = ; 1, r(x, 4) & (1.10) 
Then the system (1.1) and (1.2) is transformed into a system of the form 
3 = dfyx e) + E2Hf2)(X, e) + . . . 
dt ’ ’ 2 
, (1.11) 
dt’ 1 _=__ 
dt Y(X) 
+ CLyx, e) + &(2)(x, B) + a*., (1.12) 
where Hj{)(x, 0) and LtG)(x, 8) are periodic in 8, with period 7. One may 
then apply the generalized method of averaging in the case of a rapidly 
rotating phase. 
However, 4 cannot in general be expressed explicitly in terms of 0 and x, 
from (1.9). Nevertheless, one can express averages over 0 in terms of averages 
over I/. But then it seems reasonable to derive the corresponding averaged 
equations directly, which is the procedure we adopt here. Thus, from (1.9)- 
(1.12), we assume, instead of (1.8), that 
[l + EW’r’(y) + ,aW’a’(y) + *..I, (1.13) 
and retain (1.5)-( 1.7). In the next section we derive the averaged equation 
(1.7) for y through the second order in E, and the averaged equation (1.13) 
for x through the first order in E. The arbitrariness that arises in the deter- 
mination of Ti2)(y) and W(l)(y) is discussed, from the viewpoint of small 
transformations of the quantities which satisfy the averaged equations. 
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Subsequent sections deal with applications of the generalized method of 
averaging. Firstly, the slightly damped oscillations of a simple pendulum 
are considered. The equation of motion is transformed into a form suitable 
for the application of the generalized method of averaging, and the corre- 
sponding averaged equations are derived. The case of linear damping was 
considered by Coppel [2], who transformed the equations of motion by 
introducing elliptic functions, and then applied a first order method of 
averaging along the lines of Krylov and Bogoliubov. Our results contain 
his, but our transformations do not involve elliptic functions, although elliptic 
integrals do arise. 
Secondly, we consider slightly damped oscillations corresponding to a more 
general nonlinear restoring force, and again derive the averaged equations. 
In the case of linear damping, the averaged equation for the slowly varying 
quantity corresponding to the amplitude of the oscillations may be integrated 
explicitly, so that the rate of decay of the amplitude is exhibited. For general 
damping, the averaged equations corresponding to both the amplitude and 
the phase may be integrated by quadratures. A result equivalent to the first 
order averaged equation corresponding to the amplitude appears to be con- 
tained in a recent Russian paper [3], w h ere a generalized two variable expan- 
sion procedure was applied, through the first order only, to a wider class of 
equations of motion. In particular, nonlinear oscillating systems which 
contain a slowly varying parameter were considered. We show how to 
obtain the more general result, when such a parameter is present, by the 
generalized method of averaging. 
Lastly, when the nonlinear restoring force is periodic, we consider the 
case of revolutions, rather than oscillations, subject to small periodic dam- 
ping. The effect of linear damping plus constant torque in the case of revolu- 
tions for the simple pendulum was considered by Coppel [2], and our 
results generalize his. In the case of linear damping plus constant torque, 
but with general periodic restoring force (with zero mean), it is found that the 
revolutions persist if the constant torque algebraically exceeds a critical 
value, but that if the torque is less than this value the revolutions will cease 
after a finite time and oscillations will follow. 
2. DERIVATIONOFTHEAVRRAGEDEQUATIONS 
We now consider the asymptotic expansions (1.5) and (1.6), corresponding 
to the system (1.1) and (1.2), wherein y and x satisfy the averaged Eqs. (1.7) 
and (1.13). Let 
(2.1) 
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Note, from (l.lO), that sZ,(y, X) is periodic in x, with period T. From (1.4), 
(1.7), and (1.13) we have 
dx- 
at 
- w’O’(y, x) {[l + EW’i’(y) + AV’2’(y) + ...I 
+ %(Y, x) [@‘(Y> + W)(Y) + .-I>, (2.2) 
using the convention of summing over repeated indices. If we substitute 
(1.5) and (1.6) into (1.1) and (1.2), make use of (1.7) and (2.2), and expand 
in powers of E, then it is found that 
and 
T,(l)(y) + w’“‘(y, x) y = G?‘(Y, x), 
w(O)(y, x) [y + W”‘(Y) + -WY, xl P’(Y)] 
= w”‘(y, x) + #(y, x) y + uyy, x) y, 
3 
a?#’ 
T@)(y) + 7+(y) - 
a$) 
z 3 
aYi 
+ J”‘(Y, x> F 
+ w’O)(y, x) [W”‘(Y) i- -Qj(Y, x) ~,(“(Y>l g
(2.3) 
(2.4) 
a&’ 
= G%Y, x) + #(Y, xl ay. + u 
a(-$’ 
‘YY, x) ax * (2.5) 
3 
We will proceed systematically with the determination of the as yet unknown 
quantities occurring in (2.3)-(2.5). 
Thus, from (1.4) and (2.3), 
- = r(y, x) E@‘(Y, x) - C?YK 
a?#) 
ax 
(2.6) 
Since #‘(y, x) has period 7 in x, it follows that 
Y(Y) T,(l)(y) = <r(y, x) GI”(y, xl>> (2.7) 
where y(y) is as defined by (1 .lO), and the averaging is over the complete 
period 7. Then (2.6) determines #)(y, ,Y) to within an arbitrary function of y 
and, for definiteness, we may write 
#(Y, x) = [P(Y, x) + 43Y)l; <P(Y, xl> = 0. (2.8) 
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Next, from (1.4) and (2.4), 
g MY, xl U’YY, x)1 
‘l’(Y, x) - 77P)(Y, x> g (Y, xl 
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- UY> x) W”‘(Y) + Qi(Y, xl P(Y)1 1 * (2.9) 
Hence, since ~o)(y, x) has period r in x, averaging over x and using (1.10) 
and (2.8), we obtain 
P(Y) aY 
W’YY) = [WY) - &pg-] > (2.10) 
where 
Y(Y) S(l)(Y) = 1 ([r(Y, x)1” w YY, xl> - (P(Y, xl g (YY x,> 
We now consider (2.5) and substitute for W(l)(y) from (2.4) and for $?‘/a~ 
from (2.6). It is found, after some reduction, that 
= r(y, x) G,‘“‘(Y, x) + [r(y, x)1” W?Y, x) P”?(Y) - G?‘(Y, x)1 
+ ?(Y, x) I& [T(Y, x> G!?Y, x)1 - P(Y) -g (Y, x> 1
+ & [QY, x) U?Y, x) @‘(Y, x)1 - T:“(Y) ; V(Y, x) “(?Y, x)1. (2.12) 
By averaging over X, and using (l.lO), (2.7) and (2.8), it follows that 
T,(2)(y) = [p(y) + q?‘(y) T - q!qy) g] , (2.13) 
3 3 
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where 
[ Y(Y) e”‘(Y) + 7+)(Y) F(Y, xl g (Y! xl)] 3 
= NY, x) @‘(Y, xl> + ([T(Y, x)1” w(‘)(Y~ x1 F’?)(Y) - G:“(Y, x)1> 
+ ( <,(“(Y, x) I& [T(Y, x) G,“)(Y, x)1 - C+)(Y) $ (Y, x) 1) . (2.14) 
Note that u(l)(y, x) has been eliminated, and that [u)(y, x) is given by (2.6) 
and (2.8). 
We may, of course, determine u(l)(y, x) from (2.9), to within a certain 
arbitrariness. Let no)(y, X) satisfy (v(l)(y, x)) = 0 and 
g [r(Y, x) ~‘YY, x)1 
= PTY, x)1” &J(l) I (Y, xl - P(Y, xl g (YT x) 
- F(YY xl L+)(Y) + WY, x) P(Y)1 1 . 
From (2.1) and (2.8)-(2.10) it follows that 
$ NY9 x> b”‘(Y> xl - @(Y, XII - 411)(Y) %Y, x)> = 0. 
Hence, 
u'l'(y,x) = p(y,X) + dYY)%Y;X;; P”‘(Y)l, 
, 
(2.15) 
(2.16) 
(2.17) 
where p(l)(y) is an arbitrary function of y. This is as far as we will develop 
the asymptotic expansion, but we do comment further on the arbitrariness 
that arises. Thus, suppose we start with the expansion 
where 
xi = xi + &)(z, 8) + **., 
I) = e + l w(z, B) + -.*, 
dxi 
dt 
- &‘(z) + 2@)(Z) + **., 
(2.18) 
(2.19) 
(2.20) 
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corresponding to the choice qi - , (‘) = 0 p(r) = 0. Then the arbitrariness may 
be recovered by making the transformations 
zi = yi + cq2!"(y> + -.-, (2.22) 
[I (2.231 
The verification is straightforward, so we omit the details. 
3. SLIGHTLY DAMPED OSCILLATIONS OF A SIMPLE PENDULUM 
We first consider the application of the analysis in the previous section 
to the problem of the slightly damped oscillations of a simple pendulum. The 
equation of motion takes the form 
{ + * sin 25 + l f(E, j; 6) = 0, (3.1) 
where the dot denotes differentiation with respect to the time t, and 
f(5, & 4 =f’yE, 59 + d’2’(E, -a+ *-* . (3.2) 
Let 0 < k < 1 and make the transformations 
sin[=ksin$; 8 = k cos #. (3.3) 
Then, it readily follows from (3.1) that 
R = - E cos #f([, i; E), (3.4) 
lj= [(l - k2 sins +)1/z + $ sin #j(t, g; c)] . (3.5) 
In view of (3.3), these equations are in a form suitable for the application of 
the generalized method of averaging, with n = 1, x1 = k in (1.1) and 
w(O)(k, #) = (1 - k2 sin2 #)1/2; T(k, t,b) = (1 - k2 sin2 #)-lj2, (3.6) 
in (1.2) and (1.4). 
We turn our attention to the particular case of linear damping and take 
f([, 8; 6) = i, and E > 0. Then, from (3.3)-(3.5), 
li = - ck cos2 #; $ = [( 1 - k2 sin2 #)1/2 + c sin # cos 41. (3.7) 
This problem has been considered by W. A. Coppel [2]. He transformed the 
original equations by the substitutions 
sin ,$ = k sn (u, k); ( = k cn (u, k), (3.8) 
409/15/z-4 
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so that, from (3.3), 
* = am (u, K); u = 
s 
’ (1 - k2 sin2 ~))l’~ dp (3.9) 
0 
This transformation is analogous to that in (1.9), except that the factor y(k) 
is omitted. From (1.10) and (3.6) 
where K(k) is the complete elliptic integral of the first kind, with modulus K. 
The period in u is thus dependent on k, and hence is not fixed. Coppel 
applied a first order method of averaging, along the lines of Krylov and 
Bogoliubov, to his transformed equations. We will apply our generalized 
method of averaging to the equations in (3.7), and derive second order 
results which will contain those of Coppel. 
Now, from (3.7), in the notation of (1.1) and (1.2) 
G(l)@, 9) = - k cos2 i,h; G’2’(k, I)) = 0, (3.11) 
and 
w(l)(k, #) = sin 4 cos *. (3.12) 
We proceed to determine the averaged equations (1.7) and (1.13), for the 
particular case under consideration. Thus, from (2.7), (3.6), (3.10), and (3.1 l), 
it is found that 
T(l)(y) = [Cl - Y2) K(Y) - E(Y)1 
[YK(Y)l ’ 
(3.13) 
where E(y) is the complete elliptic integral of the second kind, with modulus y. 
Now [4] 
$ [E(Y) - (1 - Y2) 4Y)l = YK(Y). (3.14) 
Hence the first order averaged equation for y, namely dy/dt = ET(~)(~), 
may be integrated in the form 
MY) - (1 - Y2) K(Y)1 = ce+, (3.15) 
where C is a constant, as obtained by Coppel. It is of interest to note that 
we did not have to introduce elliptic functions, as did Coppel, but only 
elliptic integrals. 
Considering the asymptotic expansion in (1.5), we may obtain the first 
order term from (2.6) and (2.8). In terms of incomplete elliptic integrals, 
it is found that 
p)(y , x) = mYMY* x) - K(Y) E(Y* x)1 
rYwY)l . 
(3.16) 
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The second order term in the averaged equation for y is given by (2.13) and 
(2.14). Actually, we do not need the explicit expression for {o)(y, x) in order 
to determine R(s)(y). We merely observe that [(r)(y, x) and ~(l)(y, x) are 
odd in X, whereas F(y, X) and G(l)(y, x) are even in x. These, together with 
G@)(y, X) = 0, imply that P)(y) = 0. Similarly, from (2.11), since Q(y, x), 
as given by (2.1) and (3.6), is odd in X, we have S(l)(y) = 0. Hence, from 
(2.10) and (2.13), choosing @l)(y) = 0 for simplicity, 
W’l’(y) = 0; P’(y) = 0. (3.17) 
It follows that (3.15) is satisfied through the second order. Also, from (1.13), 
(3.6), and (3.10), 
$[q+] = [&iO(‘3], (3.18) 
which is analogous to the result obtained by Coppel. 
Actually, Coppel considered the equation of a synchronous motor, for 
whichf([, 6; 6) = (i - p) in (3.1), where TV is a constant. In this case (3.5), 
subject to (3.3), becomes 
4 = [(l - K2 sin2 +)1/2 + E sin 4 (cos * - 5)] . (3.19) 
It is clear that sin 25 + 2~p as t + co, since we are considering damped 
oscillations, so that K = O(E) for large t. Hence, when p # 0, the term E~/K 
in (3.19) does not remain O(E), but becomes O(1). This difficulty may be 
removed by making the transformation 8 = [T + 8 sin-l (2+)], so that the 
equation for the synchronous motor becomes 
+j+*sin2r]+~F(~,7j;E)=O, (3.20) 
where 
cos 21)] - & [ 1 - (1 - ~~~~~~~~~~ sin 2  1 . (3.21) 
We may then proceed as before, but we omit the details. Coppel considered 
not only the case of oscillations, but also the case of revolutions. We will 
deal with the latter case in a subsequent section, but in the next section we 
consider the case of more general nonlinear oscillations. 
4. SLIGHTLY DAMPED NONLINEAR OSCILLATIONS 
We now consider the damping of oscillations corresponding to a nonlinear 
restoring force v(t) which satisfies 
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The equation of motion takes the form 
F + qJ(5) + d(& i; 4 = 0. (4.2) 
Let 
@(5) = 2 ,; 944 d-5 (4.3) 
so that @( - 0 = (P(t), and @( 5) is a monotonic increasing function of 5 
in the range 0 < E < 4. The transformation analogous to (3.3) is 
where the positive square root is to be taken. Then (4.2) leads to (3.4) and to 
k$ = [dt) cosec #+ E sin Gf(t, 4; ~11. (45) 
The transformed equations are in a form appropriate for the application of 
the generalized method of averaging, except that it is generally not possible 
to express 5 explicitly in terms of k sin #, from (4.4). 
Consequently, we make a different transformation of the original equation. 
With a > 0, we let 
( = a sin 0; ( = cos L~{[@(u) - @(a sin 0)] se9 0}lj2, (4.6) 
where the positive square root is to be taken. The quantity a may be regarded 
as the amplitude of the oscillation. In the case ~(5) = 6, corresponding to 
linear oscillations, (4.3) and (4.6) lead to c = a cos 8, and we then have the 
usual transformation to amplitude and phase. Generally, the transformation 
of (4.2) by (4.6) leads to 
g)(a) d = - 6 cos B{[@(a) - @(a sin e)] sec2 O}llzf(~, j; E), (4.7) 
a4 = {[@(a) - @(a sin 0)] sec2 O}liz (1 + <[~)(a)]-~ sin ef([, g; e)}. (4.8) 
In view of (4.6), these equations are in a form suitable for the application of 
the generalized method of averaging, with n = 1, x1 = a in (1.1) and $ = 0 
in (1.2). Also, in (1.4) we have 
r(a, 0) = ~{[@(a) - @(a sin f?)] se?@}-+. (4.9) 
Let us derive the first order averaged equation for the slowly varying 
quantity A corresponding to the amplitude a. From (3.2) and (4.7), 
Go)(a, 6) = - [y(a)]-’ cos @([@(a) - @(a sin e)] se9 8)1/2f(1)([, 0. (4.10) 
It follows from (l.lO), (2.7), and (4.6) that 
A&4) ({[@(A) - @(A sin 0)] sec2 0)-1/2) P)(A) 
= - <A cos Bf(l)[A sin 8, cos B([@(A) - @(A sin f?)] sec2 6)1’2]>. (4.11) 
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Now, since the positive square root is to be taken, and @(- c) = CD(E), 
y(A) = A({[@(A) - @(A sin 13)] sec2 0)-1/z) 
2A Ti2 =- 
s = 0 
[@(A) - @(A sin O)]-llz cos 0 A9 
= $ jA [@(A) - @(X)1-“” dX. (4.12) 
0 
Hence the first order averaged equation dA/dt = ET(~)(A) becomes, by 
using (4.3), 
d 
z 
1 j; [@(A) - Q(X)]“” dX/ 
:-?(A cos tlf(l)[A sin 0, cos B([@(A) - @(A sine)] sec2 O}l’z]). (4.13) 
In the particular case thatf (l)(f, 0 = j, corresponding to linear damping, 
(4.13) leads to 
d 
1 j” [@(A) - @(X)1”” dX/ = - E s” [@(A) - Q(X)]“” dX, z o (4.14) 0 
and hence 
1: [@(A) - @(X)lllz dX = 11: [@(A,) - G(X)]“” dX,/ e-‘t. (4.15) 
This gives the rate of decay of the slowly varying quantity corresponding to 
the amplitude of the oscillations. For linear oscillations, p(f) = 5 and 
Q(e) = 52, so that A2 = Ao2e+, which is correct. For the case of the simple 
pendulum considered in the previous section, y(f) = i sin 25 and 
CD(() = sin2 .$. Setting y = sin A, and substituting sin X = y sin 01 in (4.15), 
leads to (3.15). 
Let us return to the more general nonlinear oscillations and consider the 
case when f (l)(,$, j) is even in 4, and f c2)(f, 8) = 0. Then, from (4.6) and 
(4.10), Go)(a, f3) is even in 0. But, from (4.9), r(a, 0) is also even in 8. It 
follows, from (2.6) and (2.8), that &?)(a, 0) is odd in 8. Now, from (1.2), 
(3.2) and (4.8), 
ad4 w (l)(~, e) = sin e{[qu) - @(a sin e)] sec2 ey f (l)(f, 0, (4.16) 
so that ~(~)(a, 8) is odd in 0. Moreover, for f f2)(r, E) = 0, we have 
Gc2)(u, 0) = 0, from (1.1) and (4.7). It follows, from (2.14), that Z2)(A) = 0. 
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Also, from (2.1) and (4.9) Q(a, 0) is odd in 8. Hence, from (2.1 l), S(i)(A) = 0. 
Then, from (2.10) and (2.13), choosing @l)(A) = 0 for simplicity, we have 
W(l)(A) = 0, F’(A) = 0. Thus (4.13) is satisfied through the second 
order. Also, from (1.13) and (4.9), setting x = 0, 
sin 19)] sec2 0}--lj2 dB( = {[y(A)]-i + O(E~)}, 
where y(A) is as given in (4.12). 
(4.17) 
The result in Eq. (4.13), through the first order only, appears to be con- 
tained in a paper by V. A. Jarogevskii [3]. He considered equations of the 
form 
$ + F(s, 6, k) + cf 6, 4, i) = 0; s = E, (4.18) 
where it is supposed that the equation i + F(s, f, 6) = 0 has a first integral, 
for constant s. He used a generalized two variable expansion procedure,l 
carrying out a first order analysis, and derived an adiabatic invariant. We 
will demonstrate how to derive this result, by the generalized method of 
averaging, for equations of the form 
% + 96, t> + cf 0, 4, i> = 0; s = E, (4.19) 
where p satisfies (4.1) uniformly in s. Thus, let 
qs, f) = 2 jCds, x) dx, (4.20) 0 
and make the transformations 
f = a sin 8; ( = cos e{pq, a) - @(s, a sin e)] sec2 ey. (4.21) 
This leads to equations for a, s, and 0 in a form suitable for the application 
of the generalized method of averaging, with n = 2, x1 = a and x2 = s 
in (l.l), and # = 8 in (1.2). It is a straightforward matter to write down the 
first order averaged equation for the slowly varying quantity A corresponding 
to a, so we omit the details and merely state the result. Setting dldt = E dlds, 
it is found that 
$ ] J-a [@(s, A) - @(s, X)]l’2 dX/ 
= - $ <A cos ef(s, A sin 8, cos O{[@(s, A) - @(s, A sin e)] sets 0)1/s)), (4.22) 
1 The present author [S] has compared the method of averaging and the two varia- 
ble expansion procedure, as applied to slightly damped slightly nonlinear oscillations. 
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which generalizes (4.13), and is consistent with the result of Jaroievskii [3]. 
In the particular case thatf (s, E,t) = 5, we obtain 
,: [a+, A) - qs, X)]l’2 dX = 1 j;” [@(so , A,) - @(so , X)]l’2 dX/ e-(s-So), 
(4.23) 
which generalizes (4.15). 
5. PERTURBED REVOLUTIONS 
We now consider equations of motion of the form 
3; + PM) + %+f% $4 4 = 0, (5.1) 
where 
PW + 4 = P(v% wm = a (5.2) 
i.e., p($) has period S- and zero mean, and 
g(# + 72 4; 4 = gw 6; 4 = gvt4 4) + 42’(#> 6) + ***3 (5.3) 
so that g has period T in I/I. The particular case p(#) = 9 sin 2#, 
g($, 9; E) = (6 - p) is the one considered by Coppel [2]. We will consider 
the case when revolutions, rather than oscillations, are taking place. Let 
P(#) = 2 ~%) do, (5.4) 0 
so that P(# + T) = P($), from (5.2). We set 
$ = [A - P(#)]l’2, (5.5) 
where 
(5.6) 
and may take the positive square root in (5.5), without loss of generality. 
From (5.1) and (5.5) it follows that 
A = - 2E[h - P($)]““g($, tj; E). (5.7) 
Thus the Eqs. (5.5) and (5.7), for # and A, are in a form suitable for the 
application of the generalized method of averaging. 
With 11 = 1 and x1 = h in (l.l), we have, from (5.3), (5.5) and (5.7), 
G’C’(h, #) = - 2[h - P(#)]1’2g(t)(+, [A - P(#)]““), (5.8) 
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forf!=1,2;*.. Also, in (1.2) and (1.4), 
OJyx, I)) = [A - P(t))]““; v, $1 = [A - w)1-““, (5.9) 
andwtC)(X,#)=0,for/=1,2;... We will now derive the first order aver- 
aged equation for the slowly varying quantity fl corresponding to X. From 
(1.10) and (5.9) 
rw = w - %4-““>* (5.10) 
Thus, from (2.7) and (5.8), 
y(A) T’l’(A) = - 2(g’l’(#, [A - P(qq]l’2)). (5.11) 
Hence the first order averaged equation &l/dt = ET(~)(A) may be written 
in the form 
g w - %w’“> = - 4g”‘($4 [A - wfw2)). (5.12) 
In the particular case gtl)(#, 4) = (4 - y), (5.12) may be integrated to 
give 
{W - %w’“> - PL) = {(Vo - w>1”” - CL) t+. (5.13) 
According to (5.13), if p > ([Es - P(#)]1/2), where P is given by (5.6), then 
([A - P(+)]‘l”) + p, for large ct. On the other hand, if p < ([P - P(#)]rla), 
then n decreases and reaches the value ij for a finite value of ct. However, 
our analysis is invalid when (rl - P) b ecomes small. We do not attempt here 
to discuss the transition of the motion from one of revolution to one of 
oscillation, In the particular case p(#) = 4 sin 2$, considered by Coppel [2], 
(5.4) gives P(#) = sin2 4. The substitution /1 = K-2 in (5.13) then gives 
[k-V(k) - Q 7+] = [k,LE(k,) - 4 n/L] e+, (5.14) 
which is the result obtained by Coppel, allowing for differences in notation. 
We again remark that we did not have to introduce elliptic functions, as he 
did. 
Let us return to the more general case and suppose that p( -, 4) = - p(#), 
so that P(-.I/) = P(#), from (5.4). Also, suppose that gtr)(#, $) is even in $, 
and gf2)(#, +) = 0. Then, from (5.8), Gc2)(X, #) = 0 and G(l)@, $) is even 
in t/. Also, from (5.9), .Z-‘(X, $) is even in $. Hence, from (2.6) and (2.8), 
1;o)(X, #) is odd in #. Since wtl)(h, 4) = 0, it follows from (2.14) that 
Rt2)(A) = 0. Also, from (2.1) and (5.9), Q(X, 4) is odd in 4. Hence, 
from (2.11), S(l)(A) = 0. Then, from (2.10) and (2.13), choosing @l)(fl) = 0 
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for simplicity, we have IV+l) = 0, and F2)(/l) = 0. Thus (5.12) is satis- 
fied through the second order. Also, from (1.13) and (5.9), 
= a441-’ + O(4), (5.15) 
where y(A) is given by (5.10). In the particular case ~(4) = $ sin 2#, setting 
(1 = R-2, (5.15) leads to 
(5.16) 
where F denotes the incomplete elliptic integral of the first kind. This result 
is consistent with that obtained by Coppel [2]. 
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