INTRODUCTION:
Signaling pathways, such as the Ras-Erk (extracellular signal-regulated kinase) pathway, encode information through both their amplitude and dynamics. Differences in signal duration and frequency can lead to distinct cellular output decisions. Thus, temporal signals must be faithfully transmitted from the plasma membrane (Ras) to the nucleus (Erk) to properly control the cell's response. Because the Ras-Erk pathway regulates important cell decisions such as proliferation, changes to dynamic signal transduction properties could result in improper cell decisions and dysfunction. However, it has been difficult to examine whether corruption of signal transmission dynamics is associated with diseases such as cancer.
RATIONALE:
We used optogenetic stimulation of the Ras-Erk pathway to quantitatively screen whether cancer mutations and drug treatments alter the fidelity of dynamic signal transmission. Most cancer-associated mutations in the Ras-Erk pathway are thought to drive cancer by inducing constitutive pathway activation-a high basal amplitude of activity.
We explored whether cancer cells might also have altered dynamic properties that could contribute to disease. We used live-cell microscopy and new high-throughput optogenetic devices to systematically measure cell responses to a broad range of dynamic input stimulus patterns. We could detect subtle but important perturbations in pathway signal transmission properties by monitoring how these upstream stimulus patterns (generated by use of Rasactivating optoSOS) altered pathway output at the downstream levels of signaling, gene expression, and cell proliferation.
RESULTS:
We found that cells that harbor particular B-Raf mutations (in the kinase P-loop) exhibit substantially corrupted dynamic signal transmission properties. In particular, the kinetics of Ras-Erk pathway inactivation are substantially slowed (half-time for signal decay is 10-fold longer). In these cancer cells, the active Erk output signal remains abnormally high for~20 min after Ras input activity (optoSOS) is withdrawn (compared with 1 to 2 min for normal cells). Mutants or drugs that enhance B-Raf dimerization led to similar slow pathway deactivation. We could pinpoint B-Raf as the node responsible for altered transmission by using a combination of small molecular inhibitors and optogenetic stimulation at alternative input points.
Elongated pathway decay kinetics resulted in physiologically important cellular misinterpretation of dynamic inputs. In response to pulsatile inputs with intermediate frequencies, the perturbed cells responded with transcriptional profiles typically observed with sustained inputs. This signal misinterpretation propagated to proliferative decisions, resulting in aberrant cell-cycle entry in response to otherwise nonproliferative pulsatile inputs. These changes in pathway transmission shift the threshold of temporal input patterns that can drive cell proliferation, so that a space of inert input patterns that are normally filtered by the pathway can now drive proliferation.
CONCLUSION: Cancer mutations and targeted drugs can corrupt dynamic transmission properties in signaling pathways, shifting cellular response thresholds and changing cell decisions in a potentially pathological manner. Optogenetic approaches, especially in a high-throughput format, can be a powerful tool with which to systematically profile how a cell transmits and interprets information. We anticipate that further understanding the landscape of such functional alterations may help us mechanistically understand, stratify, and treat diseases that involve corrupted cellular decision-making.
S
ignaling through the Ras-Erk (extracellular signal-regulated kinase) pathway controls diverse cell decisions, including survival, differentiation, and proliferation (1) . A cell's fate is determined in part by the dynamics of Ras-Erk signals, which can be encoded by different receptors or cellular contexts (Fig. 1A ) (2) (3) (4) (5) (6) . Thus, the cell must be able to accurately transmit dynamic signal patterns and then decode them to make proper decisions (7) (8) (9) (10) (11) (12) (13) (14) (15) . To understand how the cell transmits and decodes dynamic information, we recently developed optogenetic methods with which to interrogate cells with precisely controlled Ras inputs (Fig. 1B) (16) . Our study revealed that the Ras-Raf-Mek-Erk protein kinase cascade acts as a high-fidelity transmission system, accurately transmitting dynamic signals with time scales ranging from minutes to hours to the nucleus [through nuclear localization of phosphorylated Erk (ppErk)] (Fig. 1A) . In turn, downstream transcriptional networks then decode and integrate Erk dynamics to yield distinct cellular responses (2, (16) (17) (18) (19) .
Given the functional importance of Ras-Erk dynamics, we realized that changes in how the pathway transmits and decodes signals could potentially lead to cellular malfunction and disease. Mutations within the Ras-Erk pathway underlie a large proportion of human tumors (20) , and these mutations are commonly thought to drive cancer phenotypes through constitutive proliferative signaling. However, cancer phenotypes might also result from the corruption of proper dynamic signal transmission and decoding. Such changes could result in misinterpretation of dynamic environmental signals that might, for example, instruct cells to proliferate in response to normally nonproliferative inputs. Detecting potential defects in signal transmission and filtering requires appropriate tools that have only recently become available. We applied optogenetic profiling to identify alterations in Ras-Erk signaling dynamics within cancer cells, and we showed how these changes can result in inappropriate cellular decision-making.
Optogenetic profiling of Ras-Erk signal transmission in lung cancer cells
We examined Ras-Erk signaling in five patientderived non-small cell lung cancer (NSCLC) cell lines with endogenous, validated oncogenes in the Ras-Erk pathway [in the epidermal growth factor receptor (EGFR), Ras, and B-Raf] (Cell lines and putative driver mutations are listed in table S1). As controls, we examined two normal human lung epithelial cell lines (Beas2B and 16HBE) and mouse NIH 3T3 fibroblasts. To probe how these cells processed dynamic Ras signals, we transduced each cell line with optoSOS, a genetically encoded light-activatible probe for toggling Ras activity in living cells (Fig. 1B) . The optoSOS system relies on the light-dependent dimerization of PhytochromeB (PhyB) and phytochrome-interacting factor 6 (PIF), which associate when exposed to red (650 nm) light and dissociate when exposed to far-red (750 nm) light. PhyB was tethered to the membrane, and PIF, fused to the Ras-activating Son of Sevenless Homolog 2 (SOS2) catalytic domain (SOS2cat), was expressed in the cytoplasm. Therefore, light could be used to reversibly recruit SOS2cat to the membrane and thus dynamically modulate Ras activity. We tracked signal transmission from Ras to Erk through live-cell microscopy by coexpressing a blue fluorescent protein (BFP)-Erk2 reporter, which accumulates in the nucleus upon activation (Fig. 1C) (21) . For more highthroughput and long-term analysis, we developed the optoPlate, a device for optogenetic illumination in microwell plates ( Fig. 1C and fig. S1 ). This device allowed us to stimulate cells dynamically across a large parameter space and analyze multiple cellular outputs over time through fixed-cell fluorescence microscopy.
Identification of cancer cell line with substantially altered Ras-Erk signaling dynamics
One of the five lung cancer cell lines, H1395, had altered dynamic signal transmission properties (analysis of all the cancer cell lines is provided in fig. S2, A and B) . When H1395 cells were subjected to various pulsatile optoSOS activation patterns, Erk activity (BFP-Erk2 nuclear localization) responded sluggishly whenever we switched optoSOS on or off ( Fig. 2A) . In particular, Erk activity took longer to diminish after optoSOS was switched off: The deactivation half-life (t 1/2 ) of Erk in H1395 cells was~20-fold longer than that observed in normal NIH 3T3 control cells (H1395 t 1/2 = 21 min; NIH 3T3 t 1/2 = 1 min). We confirmed these slow dynamics by means of Western blot for ppErk (Fig. 2B and  fig. S3A ). Thus, in H1395 cells, instead of switching off immediately after Ras input stops, Erk continues to signal.
The slow responsiveness and decay of Erk activity may degrade the H1395 cell's ability to resolve distinct high-frequency dynamic patterns of Ras stimulation. We applied optoSOS pulse trains that resemble naturally observed pathway dynamics (2-4) to normal lung epithelial cells (16HBE) and H1395 cancer cells. Both cell types resolved input pulses spaced far apart (at 40-min intervals) (Fig. 2C and fig. S3B ). However, as the input pulses were spaced progressively closer, the H1395 cells failed to distinguish the higherfrequency pulses. Ultimately, the H1395 cells failed to perceive gaps in the signal and produced a constant Erk response (Fig. 2C , 5′ OFF condition). Thus, compared with normal cells, H1395 cells have an impaired ability to perceive dynamic pathway input (Fig. 2D) .
B-Raf P-loop mutation (G469A) slows kinetics of signal decay The H1395 cell line harbors a B-Raf G469A mutation. We thought that the slow OFF-kinetics of Erk could be caused by either defects in switching off Erk or Mek (such as defects in downstream phosphatase function) or by defects in switching off the mutant B-Raf. To find nodes in the pathway that may cause the slow dynamics, we repeated our optoSOS stimulation studies, but when switching off optoSOS, we also added inhibitors to block particular steps in the pathwayeither the Mek inhibitor U0126 (which rapidly shuts off signal flow from Mek to Erk) or mutant B-Raf inhibitor PLX-8394 (which rapidly shuts off signal flow from mutant B-Raf to Mek) (Fig. 3A  and fig. S4A ) (22) . When either of these inhibitors was added concurrently with optoSOS inactivation in H1395 cells, active phospho-Erk (ppErk) decayed rapidly (Fig. 3A and fig. S4B ), suggesting that normal Mek and Erk dephosphorylation activity was intact and that the source of extended signal decay lay upstream. Together, these experiments indicated that slow ppErk OFF-kinetics might emanate from mutant B-Raf.
To further test whether the mutant B-Raf accounted for the slow OFF-kinetics of the pathway, we performed optogenetic profiling in which we linked the light-induced input to a different node. We used an optogenetic tool called optoBRaf. OptoBRaf is activated through inducible membrane recruitment of PIF fused to wild-type B-Raf, which stimulates its signaling to endogenous Mek (Fig. 3A, bottom) (23) . OptoBRaf enabled us to stimulate the H1395 cells in a manner that bypassed the B-Raf G469A mutant. We observed rapid ppErk deactivation kinetics with optoBRaf stimulation, which was again consistent with a model in which the B-Raf G469A mutant is directly responsible for the altered pathway dynamics (Fig. 3A, bottom, and fig. S4C ). This experiment produced a rebound in ppErk signal after the initial rapid decay. This may be caused by relief of negative feedback of ppErk onto mutant B-Raf (24, 25) because repeating this experiment in the presence of PLX-8394 eliminated this rebound. We also observed extension of Ras-Erk kinetics in Beas2B normal lung epithelial cells (lacking endogenous mutations in Ras, Raf, Mek, or Erk) engineered to express exogenous B-Raf G469A, and this extension was reversed in the presence of the B-Raf inhibitor PLX-8394 ( fig. S4 , D, E and F). Together, these results implicate the mutant B-Raf G469A as a kinetics-altering node in H1395 cancer cells.
Lagging pathway kinetics of B-Raf G469A mutants were specific to mutation position because another member of our cancer cell panel-HCC364-carried a B-Raf V600E mutation and showed wild-type, fast pathway kinetics ( fig. S2B ). G469 lies in the P-loop of B-Raf, which normally associates with the activation loop to maintain the B-Raf kinase domain in an inactive, autoinhibited conformation (26) . Normal activation of B-Raf requires release of this autoinhibition, which both frees the kinase domain and promotes the activating homo-or heterodimerization of B-Raf. Oncogenic P-loop mutations both disrupt the inactive conformation and enhance dimerization of B-Raf (26) (27) (28) . Several P-loop mutations impair B-Raf activity yet can also be oncogenic, likely because they enhance C-Raf transactivation through B-Raf-C-Raf dimerization (26) .
Enhanced B-Raf dimerization induced by the P-loop G469A mutation might also cause the delayed OFF-kinetics. If so, delayed OFF-kinetics should be reversed in the presence of mutations that disrupt B-Raf dimerization, such as the R509H mutation (29, 30) . Indeed, Beas2B cells transiently transfected with BRAF G469A showed elongated ppErk decay kinetics, whereas cells transfected with the BRAF G469A/R509H double mutant showed wild-type kinetics ( fig. S5 ).
Other B-Raf P-loop mutant lines would also be expected to show extended ppErk inactivation kinetics. Indeed, we searched for additional lung cancer cell lines driven by B-Raf P-loop mutations and found that they also showed slow ppErk response to input Ras pulses ( fig. S6A ). Specifically, the Cal12T and H1666 lung cancer cell lines, each expressing endogenous B-Raf G466V (a distinct oncogenic P-loop mutation from G469A), showed a similar sluggish response. As in H1395 cells, this slowed response was reversed in the presence of the Raf inhibitor PLX-8394. Unlike the activating G469A mutation, G466V decreases catalytic activity (26) . Nevertheless, both mutants extended Ras-induced ppErk kinetics, which may reflect their shared propensity for enhanced 2 of 8 
Paradox-activating drugs that perturb B-Raf dimerization also alter Ras-Erk kinetics
Drugs that enhance B-Raf homo-or heterodimerization would also be expected to yield extended Erk inactivation kinetics. We therefore examined ppErk kinetics in the presence of socalled paradox-activating B-Raf inhibitors. Although designed to inhibit mutant B-Raf activity, this family of drugs paradoxically activates RafMek-Erk signaling by enhancing B-Raf dimerization with C-Raf (29, 31, 32) . This paradoxical pathway activation can actually stimulate cancer formation in certain patients receiving these drugs (33) (34) (35) (36) . We found that both vemurafenib and SB590885-two B-Raf inhibitors in this classextended the otherwise fast Erk kinetics in both wild-type fibroblasts (Fig. 3B ) and Beas2B lung epithelial cells ( fig S6B) . Although mechanistically similar, vemurafenib and SB590885 are chemically distinct and had differing dose-dependent effects on ppErk signal kinetics ( fig. S8 ). By contrast, the B-Raf inhibitor PLX-8394, which does not enhance Raf dimerization, had no effect on Erk kinetics. As with G469A mutant-extended kinetics, drug-extended kinetics were reversed with Mek inhibition, indicating that the drugs extended kinetics through a mechanism upstream of Mek activation ( fig. S9) .
Increasing Raf dimerization with B-Raf inhibitors can enhance active Ras nanocluster formation, resulting in increased gain between Ras and Erk but no change in the dynamics of nanocluster formation (37, 38) . Our results confirm increased gain from Ras to Erk ( fig. S8 ) and are thus consistent with this mechanism. Further, because slow ppErk kinetics emerge despite fast Ras nanocluster decay dynamics (38), we conclude that the sustained ppErk signal originates downstream of Ras activation and cluster formation at the level of Raf activation. In total, these data support a model in which B-Raf P-loop mutations that enhance homo-or heterodimerization cause a lag in the dynamics of shutting off overall Raf activity (Fig. 3C) .
Modeling how slow Ras-Erk dynamics could alter cell decisions
We examined how such altered Ras-Erk transmission properties could affect downstream cellular decision-making. Changes in the dynamic response of the Ras-Erk pathway fundamentally change how the cell filters dynamic inputs. The wildtype Ras-Erk pathway filters signals shorter thañ 4 min (the pathway loses ability to transmit more transient changes) while faithfully transmitting longer ones ranging from minutes to hours (16) . To examine the consequences of changing these filtering parameters, we constructed a simple model that integrates a low-pass filter with downstream transcription and resultant cell fate commitment ( fig. S10A ). In this model, the cell senses whether the intensity of a ppErk signal rises above an activation threshold, above which ppErk-dependent transcription begins ( fig. S10B) .
We compared this system with fast (normal) and slow system responses. In the model, slowing the system response can sustain otherwise transient signal activity in response to dynamic inputs ( fig. S10B ). In particular, pulse trains of short pulses were poorly resolved and interpreted as a stronger, more continuous input. Over a sufficiently long integration time, cellular decisions for downstream outputs such as gene expression and proliferation could differ substantially between the fast and slow pathway models ( fig. S10, C and D) .
Because oncogene-and drug-extended kinetics are often accompanied by increased basal signaling (figs. S4, E to F; S6B; S8; and S9), we examined the effects of increased basal signaling by changing the activation threshold in our model. Increased basal signaling is equivalent to a lower activation threshold. In the model, although increased basal signaling (lower threshold) minimally sensitized cells to proliferate under fast ppErk kinetics, slow ppErk kinetics dramatically increased the proliferative response ( fig. S10D) predicts that kinetics can have a dominant role in downstream cellular behavior.
Slow pathway dynamics alter transcriptional responses
To experimentally test whether changes in signal transmission dynamics could alter gene expression decisions in cells, we measured the amounts of several downstream output proteins in response to optoSOS inputs. We sought an experimental model in which we could isolate the effects of altered Ras-Erk kinetics in a well-controlled cell line that lacks potentially confounding mutations. Thus, we compared the responses of wild-type NIH 3T3 cells in the presence and absence of 100 nM SB590885 (paradox inhibitor of B-Raf). This concentration of drug extended Ras-Erk pathway decay kinetics and minimally increased basal ppErk levels (figs. S8, A and B, and S11A). Cells were seeded and serum-starved in 384-well plates and, in the presence or absence of drug, exposed to various dynamic input patterns with the optoPlate (Fig. 4A and fig. S11B ). After stimulating the cells over several hours, cells were fixed and immunostained for Erk-dependent transcriptional targets.
We measured the expression of two immediate early gene targets, cJun and early growth response protein 1 (EGR1), and the cell-cycle regulator Cyclin D1 (Fig. 4A) . These are targets that show strong dependence on the dynamics of input signals. In normal NIH 3T3s, cJun and Cyclin D1 expression are strongly induced with continuous optoSOS stimulation and are not induced by pulsatile, transient stimulation. By contrast, EGR1 shows a peak of expression with continuous stimulation but then shows an adaptive decrease in expression, potentially mediated by negative feedback (39) . EGR1 expression stayed higher with pulsed stimulation (30 min on, 30 min off), probably because such pulsatile stimulation prevents the accumulation of maximal negative feedback (Fig. 4B and fig. S11 , C to H).
These dynamically responsive Ras-Erk gene targets showed changes in regulation with altered Ras-Erk signal transmission. In all cases, when we performed dynamic stimulation studies in the presence of the drug SB590885, the pulsed-input response shifted to more closely resemble that of the normal constant-input response. Upon SB590885 addition, both cJun and Cyclin D1 accumulated in response to normally subthreshold pulsed stimulation. Conversely, pulsed stimulation in the presence of SB590885 yielded the adaptive response of EGR1 normally observed with a constant Ras input (Fig. 4B and fig. S11 , C to H). Together, these results show that altering Ras-Erk transmission kinetics can change how cells filter dynamic signals, altering expression patterns of the genes that control important cell decisions.
Slow pathway dynamics shift thresholds for inducing proliferation
Because the Ras-Erk pathway is a key driver of proliferation, and because we observed differential expression of the cell-cycle regulator Cyclin D1, we tested whether slowed Ras-Erk transmission kinetics might corrupt proper control of proliferation by driving cell-cycle entry in response to what are normally nonproliferative dynamic input patterns. Dynamic Erk signals are linked to cell-cycle control in vivo, but the physiological parameters of Erk dynamics are not well defined (2) (3) (4) 40) . We therefore tested how cells responded to a range of dynamic Ras inputs, both in the presence and absence of SB590885-induced delay in ppErk kinetics. We examined a set of signal patterns that, after 19 hours of stimulation, could drive cell-cycle entry, as assayed by means of DNA incorporation of 5-ethynyl-2-deoxyuridine (Edu) during S-phase (Fig. 4C and fig. S12, A, B, and C) . Bugaj Cells in each microwell received either no signal, a constant signal, or a periodic signal. The time in the ON phase (ON interval) and OFF phase (OFF interval) of the periodic signal was systematically varied between microwells. The resulting heatmap of proliferation as a function of the dynamic stimulation pattern is shown in Fig. 4C (no-signal and constant-signal conditions are depicted in fig. S12D ; heatmaps are shown in Fig. 4C and fig S12E) . In normal 3T3s, we delineated a "growth regime" of input signals that drive the strongest proliferation. This showed that Ras-Erk-induced cell-cycle entry required strong and sustained signals: those largely consisting of long ON intervals separated by short OFF intervals. Slowing Ras-Erk transmission kinetics with drug dramatically expanded this growth regime, increasing proliferation across a range of otherwise nonproliferative Ras input patterns (Fig. 4C and figs. S12F and S13).
Conclusion: Mutants that alter how a cell perceives signals can contribute to disease
Some cancer mutations or targeted drugs can alter a cell's dynamic signal transmission and filtering properties, and such changes can reshape how a cell perceives or misperceives its environment, potentially contributing to disease phenotypes (Fig. 4D) . Such signal misinterpretation might contribute to hyperproliferation, but Ras-Erk signaling functions in many cell behaviors, including cell survival and migration, and thus defective signal transduction may plausibly affect these behaviors in disease as well. Functional profiling of intact signaling networks with optogenetics provides a powerful method with which to uncover and understand such alterations in cellular decision-making (41) . We anticipate that profiling more cancers and more pathways in this manner may uncover other types of dynamic signaling phenotypes that could contribute to disease. The improved understanding we gain of how mutated signaling networks differentially process information may help us mechanistically understand cancer, autoimmunity, and other diseases that involve corrupted cellular decisionmaking and may provide new dynamically optimized strategies for targeting these diseases (42) (43) (44) .
Materials and Methods

Plasmid constructs, viral packaging, and transduction
OptoSOS components Phy-mCh-CAAX (Addgene #50839), YFP-PIF-SOS2cat (Addgene # 50851), and BFP-Erk2 (Addgene #50848) were described previously (16, 45) . Phy-mCh-CAAX used the KRas4B-derived CAAX sequence KMSKDGKKK-KKKAKTKCVIM, which is expected to be farnesylated. This sequence differs from the wild-type KRas4B CAAX only at the underlined alanine, which represents an S>A mutation. This mutation was made to prevent endogenous regulation at this residue, as previously reported (46) . PAmCh-BRAF(G469A) was created by site-directed mutagenesis of PAmCh-BRAF, a generous gift from Eric Collison (UCSF), using the QuikChange Lightning kit (Agilent). For optoBRAF, a YFP-PIF-BRAF was created by PCR amplification of the YFP-PIF-SOS2cat vector backbone to exclude S0S2cat, PCR amplification of wtBRAF, and ligation using the In-Fusion enzyme cocktail (Clontech). Lentivirus was packaged by cotransfecting the transfer vector, pCMVdR8.91, and pMD2.G (Addgene # 12259) into Lenti-X 293T cells (Clontech) using the Fugene 6 HD transfection reagent. 48 hours after transfection, viral supernatant was harvested, sterile filtered through a 0.45 mm filter, and added to cells for infection. Unused supernatant was stored at -80°C. 72 hours after infection, transduced fig. S11 . Illumination was achieved with the optoPlate, and protein expression was assessed through single-cell immunofluorescence coupled with high-content imaging. Data points represent the median target fluorescence from 3000 to 4000 cells for each condition. (C) Extended Ras-Erk kinetics sensitized cells to proliferate under nonproliferative conditions. We used 384-well optoPlate illumination to examine proliferation of cells in response to a systematic scan of dynamic inputs. Normal and drug-treated cells were exposed to all combinations of six optoSOS pulse lengths (ON interval) and separated by seven pulse interval lengths (OFF interval) over 19 hours. Cells were then incubated with Edu for 30 min, fixed, stained, imaged, and analyzed. The percentage of cells incorporating Edu was plotted as an interpolated heatmap. Further analysis is available in figs. S12 and S13. The values used to generate the map represent means of biological quadruplicates. (D) Our data support the model that altering dynamic signal filtering properties can reshape the input-response map and may drive improper cellular behavior, such as hyperproliferation.
cells were sorted for expression using a FACS Aria Fusion (BD Biosciences).
Cell lines, cell culture, and inhibitors
All cell lines were maintained in standard tissue culture incubators at 37°C and 5% CO 2 . NIH 3T3s (ATCC) were cultured in DMEM supplemented with 10% calf serum (HyClone) and 1% penicillin/streptomycin/glutamine (ThermoFisher # 10378016). Lenti-X 293T cells were cultured in DMEM High Glucose H-21 (UCSF Cell Culture Facility) supplemented with 10% FBS (UCSF Cell Culture Facility) and 1% penicillin/streptomycin (UCSF Cell Culture Facility). All other lines were cultured in RPMI (UCSF Cell Culture Facility) supplemented with 10% FBS and 1% penicillin/ streptomycin/glutamine. The Mek inhibitors U0126 (Selleckchem #S1102) and trametinib (Selleckchem #S2673) and B-Raf inhibitors vemurafenib (Selleckchem #S1267) and SB590885 (Selleckchem #S2220) were obtained from Selleckchem. PLX-8394 was obtained as a gift from Plexxicon.
Optogenetic stimulation
For all optogenetic experiments, cells were supplemented with HPLC-purified phycocyanobilin (PCB, Frontier Scientific #P14137) at a concentration of 5 mM (3T3s) or 10 mM (all other cells). Cells were incubated in PCB for~0.5-1 hour before optogenetic stimulation. For bulk Western blot experiments, cells were illuminated in a cell culture incubator with a custom built panel of either 650 nm or 750 nm LEDs for activation or inactivation of optoSOS, respectively. For 96-and 384-well In-Cell Western and immunofluorescence assays, optogenetic experiments were performed with a custom-built 96-well "optoPlate" illuminator with adapters accommodating either 96-or 384-well plates (see fig. S1 ). Briefly, a printed circuit board was designed using the Kicad software package and manufactured through PCBUnlimited (PCBUnlimited.com). The circuit board design allowed placement of 192 independently addressable LEDs, with two LEDs-one red (Vishay, VLMK31R1S2-GS18), one far-red (Marubeni, SMT780)-fitting under each well position. The LEDs shared a common anode, and each cathode was connected to one of 12 24-channel constantcurrent LED drivers (TLC5947, Texas Instruments). These drivers allow independent 12-bit grayscale control (0-4095) of each LED using pulse-width modulation. LED drivers were controlled by an on-board Arduino Micro microcontroller, which was programmed with custom script through the Arduino IDE. Custom adapters interfacing with 96-and 384-well plates were designed in the Autodesk Inventor program and printed on a Stratasys uPrint 3D printer.
Western blot
Cells were seeded in 6-well plates at a density of 1x10 5 cells per well. After 24h, cells were starved in starvation medium (DMEM or RPMI media supplemented with 1% penicillin/streptomycin/ glutamine, and 20 mM HEPES). Cells were lysed in ice-cold RIPA buffer supplemented with protease (cOmplete, Sigma #4693159001) and phosphatase inhibitors (PhosSTOP, Sigma #4906845001). After a 10 min centrifugation at 4°C, supernatants were supplemented with 5X Laemmli's sample buffer and were boiled for 10 min. SDS PAGE was performed in with in NuPAGE Bis-Tris gels (Invitrogen) using MES buffer (ThermoFisher #NP0002), and blots were transferred onto nitrocellulose membranes using the BioRad Trans-Blot Semi-Dry Transfer Cell. Transferred blots were then blocked with Odyssey blocking buffer (LI-COR #927-4000) and antibody stained using the Freedom Rocker liquid handling system. Western blots were imaged on a LI-COR Odyssey imager, and images were quantified using ImageJ. Phospho-Erk antibody was obtained from Cell Signaling Technologies (#4370), alphatubulin antibody was obtained from Santa Cruz Biotechnology (Santa Cruz, #23948, 1:1000), and IRDye conjugated secondary antibodies (#926-3221, #926-68020) were obtained from LI-COR.
96-and 384-well optogenetic experiments
Cell seeding, starvation, and illumination 96-or 384-well plates (Greiner #655087 and #781092) were coated in fibronectin (Millipore, #FC010,1:50 dilution in PBS) for 30 min in the incubator. Cells were seeded at 5000 or 1000 cells per well for 96-or 384-well experiments, respectively, and were spun down in the plate for 1 min at 100 × g immediately after seeding to obtain an even spatial distribution of cells. After 24h, cells were starved with starvation medium (basal medium with 1% penicillin/streptomycin/glutamine and 20 mM HEPES). To balance effective starvation while minimizing loss of cells, cells in 96-well experiments underwent one full medium replacement followed by 4X 70% replacements, performed manually. Cells in 384-well experiments underwent 7X 70% starvation washes with the Biomek FX liquid handling robot. After starvation for 24 hours (signaling experiments) or 36 hours (growth experiments), cells were supplemented with phycocyanobilin (PCB) by mixing a 2X PCB solution in starvation media, removing starvation media from the plate manually, and adding the appropriate amount of 2X PCB. Cells in PCB were then incubated in the dark for 30 min. Any additional drugs were added at the same time and in the same solution as the PCB, with the exception of Mek-i addition in the experiment described in fig. S9 . All manipulations with cells in PCB were done under dim light settings, and cell-containing plates were covered with aluminum foil whenever possible to prevent unintended photoactivation. The plates were then placed onto a pre-programmed optoPlate device and exposed to the desired illumination profiles.
Cell fixation, immunostaining, and antibodies
Upon completion of the experiment, cells were immediately supplemented with 16% PFA to a final concentration of 4%PFA. After fixing for 10 min, the PFA-containing medium was manually aspirated with a multichannel pipette and cells were permeabilized with 0.5% Triton X-100 (Sigma) for 10 min followed by ice-cold 100% methanol at -20°C for 10 min. Cells were then blocked for 30 min at room temperature with Odyssey Blocking Buffer (LI-COR). Primary antibodies were then diluted in fresh blocking buffer: anti-ppErk (CST #4370, 1:200), anti-ppErk(CST # 4344, 1:50), anti-cJun (CST #9165, 1:100), anti-EGR1 (CST #4154, 1:800), anti-CyclinD1 (Abcam #ab134175, 1:100). Blocking buffer was removed and cells were incubated in primary antibody solutions overnight. Cells were washed 5X with PBS with 0.1% Tween-20 (Sigma). All washes were performed with a BioTek EL406 liquid handler. Cells were then incubated in secondary antibody solutions. For In-Cell Western experiments, IRDye 800CW-conjugated goat anti-Rabbit (Licor, #926-32211, 1:800) secondary was used, and CellTag700 (Licor, #926-41090, 1:2000) was used for normalization. For single cell immunofluorescence, Alexa-488 and Alexa-647 conjugated goat anti-Rabbit secondary antibodies (Jackson Immunoresearch, #111-545-003 and #111-605-003, 1:100) were used in conjunction with DAPI (Molecular Probes, #D1306, 300 nM) for nuclear labeling. After 1 hour of secondary antibody incubation, cells were washed 5X in PBS + 0.1% Tween-20.
Imaging
In-Cell Western: For In-Cell Western experiments, plates were imaged on the LI-COR Odyssey scanner. Intensity measurements for each well were exported using the integrated In-Cell Western analysis software and were further analyzed in R.
High content imaging: Single cell immunofluorescence and Edu labeling (below) was measured on the ThermoFisher Scientific ArrayScan XTI High Content Platform imager, and image quantitation was conducted through the integrated HCS Studio software. Briefly, cells were identified through segmentation of DAPI-stained nuclei, and parameters were specified to ensure proper segmentation of single cells. Mean nuclear intensities were then calculated for each cell for the fluorescence channels reporting on all targets except for ppErk. For ppErk, a 2-5 pixelwide ring was drawn around the nucleus, and mean fluorescence intensity in this ring was recorded. The fluorescence measurements were then exported, and further analysis was conducted in R.
Edu proliferation assay S-phase entry was assessed through Edu incorporation using the Click-iT Edu AlexaFluor 555 Imaging kit (ThermoFisher, #C10338). Cells were seeded and starved as described above in the "96-and 384-well optogenetics experiments" section. After completion of the desired illumination time, cells were supplemented with a 30 min Edu pulse (5 mM) for 30 additional minutes of illumination. Cells were then fixed and permeabilized as described, and Edu was conjugated to AlexaFluor 555 as per manufacturer instructions.
Live cell microscopy
Cells were seeded in 384 well glass bottom plates (Matrical, Inc. #MGB101-1-2-LG) that were pre-coated with 50 uL of 20 mg/mL fibronectin (Millipore # FC010) for 1 hour. Upon seeding, cells were spun down at 100 × g for 1 min to promote an even distribution of cells on the well bottom. The following day, cells were starved with starvation medium (defined above). 1 hour before imaging, starvation medium was replaced with fresh starvation medium containing 5 mM PCB.
Confocal imaging was conducted on a Nikon Eclipse TI inverted microscope with a Yokagawa CSU-X1 spinning disk confocal unit, a 20× PlanApo TIRF 1.49 NA objective, and an EM-CCD camera (Andor). Environmental control was maintained with a humidified environmental chamber at 37°C and 5% CO 2 (In Vivo Scientific). BFP, YFP, and mCherry were imaged with 405 nm, 488 nm, and 561 nm lasers (LMM5, Spectral Applier Research), respectively. Cells were exposed to 650 nm and 750 nm light for optogenetic control as described previously (16) . Briefly, a 650 nm LED was mounted into the epifluorescence illumination port, and its light intensity (voltage control) was regulated with custom Matlab scripts (45) controlling the analog output of a DT9812 board (Data Translation), which was connected to the LED. 750 nm light was applied by filtering bright-field light through a 750 nm longpass filter (FSQ-RG9, Newport) and controlling its timing through software control of the diascopic shutter.
Image analysis BFP-Erk2 responses to variable Ras input pulses
For visualizing BFP-Erk2 responses to dynamic Ras activation, live cell imaging was analyzed with a combination of ImageJ and custom R scripts. Nuclear accumulation of BFP-Erk2 was measured by mean fluorescence intensity of an ROI within the cell nucleus in the BFP channel, and YFP-PIF-SOS2cat membrane translocation was measured by cytoplasmic depletion of YFP, as described previously (16) . BFP and YFP traces for individual cells were then corrected for fluorescence drift. Traces underwent a linear transform by calculating a linear regression of all points, and then subtracting this fit from the original trace. Photobleaching was corrected by fitting an exponential decay envelope to each trace and dividing each trace by its envelope function. Traces were then normalized between 0 and 1, and the YFP-SOS2cat trace was inverted for visual clarity.
Edu and immunofluorescence analysis
For quantifying the fraction of Edu+ cells in a well, density plots of Edu intensities of cells in each well were constructed. The Edu distribution was bimodal, with a tight peak for Edu-cells and a broader peak for Edu+ cells. A custom segmentation algorithm classified the Edu-and Edu+ populations for each trace. Example peaks and segmentation are shown in Fig. S12C .
For single cell immunofluorescence, fluorescence distributions were generated for each well and the distribution median was extracted.
Model and fitting
Low pass filter of signal processing To model how cells filter and respond to signals, we constructed a 3-step model. The first step describes signal filtering, the second describes signal perception, and the third describes cell fate decisions resulting from that perception.
To model low-pass signal filtering, we implemented a conceptually simple filter, a first-order RC circuit. This model consists of a voltage source V, resistor R, and capacitor C wired in series. In our example, these can be thought of as the input signal, signal transduction through the pathway, and the ability for the cell to hold that signal (e.g., the total abundance of a protein that can be activated), respectively. We were interested in measuring the voltage (signal) across the capacitor (V c = q/C ) as a function of dynamic inputs. Kirchoff's voltage law states that the sum of the voltages across each component in this loop equals 0
where C = 1, R was variably defined, and V was the dynamic model input. Dynamic inputs were achieved by changing the value of V between 0 (OFF) and 1 (ON) at defined intervals. The time constants t = RC define the signal kinetics in this model, which describe the speed of exponential rise and decay of the signal. To model signal processing changes in cancer, we changed the value of R, thus changing the value of t. We started the simulation from a state of rest, where q(t = 0) = 0. We implemented the model in the R programming language (https:// cran.r-project.org) using the deSolve package.
To model cellular perception of a filtered signal, we defined a signal intensity at which downstream transcriptional circuits are turned on. In fig. S10 , B and C, we defined this threshold to be 30% based on estimates from previous studies (2, 47) , but fig. S10D shows that a broad range of threshold values gives qualitatively similar results.
Finally, we assumed that a cell's decision to proliferate was directly correlated to the cumulative signal the cell perceived by the end of the simulation. Many possible relationships exist between perceived signal and proliferation, but we chose a direct correlation due to its simplicity. We expect that a different relationship would also show that altered signal perception could lead to differential cell fate choices, though the set of inputs subject to misperception may change.
Curve fitting
Single exponential decay was fitted to normalized kinetics data using the glm function in R assuming a Gaussian error distribution and a "log" linkage. The curves describing proliferation as a function of duty cycle in Fig. S12F were fit to a Hill function.
