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practitioners, e.g. as “data philanthropy” [1] or “data
collaborative” [2]. In this research we adopt the term
“data collaboratives” proposed by Verhulst and
Sangokoya [2] in previous writings, because it
emphasizes the process of collaboration between parties
and thus suggests a more encompassing view going
beyond data sharing. We define data collaboratives as
cross-sector (and public-private) collaboration
initiatives aimed at data collection, sharing, or
processing for the purpose of addressing a societal
challenge. In this definition an essential element is that
organizations from different sectors collaborate together
to create value from data. Both business and government
can share data; however data shared by the private sector
for public good is of particular interest to us, as much of
the data which is critical for addressing societal
challenges of today rests in private hands [3].
Understanding the emerging eco-system of data
collaboratives is important for a variety of reasons. First,
we witness a resurgence of attention towards evidencebased policy making. Unfortunately, many – especially
developing – countries have limited access to datasets
that can provide for a deeper understanding of their own
society to determine what intervention may work best.
Second, advances in technology have radically changed
how data is collected, stored and analyzed, yet the
impact of the big data era has so far been limited as it
relates to improving people’s lives. Third, there is not
only a re-distribution of who collects and has access to
data – where governments have traditionally been
dominant players – but also a re-distribution of skills
and talent to analyze the data with corporations having
superior data analytics capabilities as opposed to
government. Finally, governments have started to share
and open up their own data, yet the real value of open
data often comes from integrating government data with
non-government data sources and from having a close
partnership between the supply and demand of data.
Data collaboratives are at the nexus of these four
developments and when designed well can radically
improve the impact data may have on the public good.
Data collaboratives can be viewed as a new frontier
in big and open data research for several reasons. First,

Abstract
Data collaboratives present a new form of cross-sector
and public-private partnership to leverage (often
corporate) data for addressing a societal challenge.
They can be seen as the latest attempt to make data
accessible to solve public problems. Although an
increasing number of initiatives can be found, there is
hardly any analysis of these emerging practices. This
paper seeks to develop a taxonomy of forms of data
collaboratives. The taxonomy consists of six dimensions
related to data sharing and eight dimensions related to
data use. Our analysis shows that data collaboratives
exist in a variety of models. The taxonomy can help
organizations to find a suitable form when shaping their
efforts to create public value from corporate and other
data. The use of data is not only dependent on the
organizational arrangement, but also on aspects like the
type of policy problem, incentives for use, and the
expected outcome of data collaborative.

1. Introduction
Access to new datasets has the potential to improve
people’s lives and to support policy making by enabling
evidence-based and more agile decisions. However,
access to important datasets is often hard to get. The
open data movement has led to governments worldwide
sharing their data. Yet many datasets that could help
solve public problems are proprietary. Accelerating data
sharing and collaboration between those who hold
valuable data and those able to deliver solutions is key
to reaping the public value from data.
A number of initiatives have emerged recently to
harness the benefits of (corporate) data sharing for
public good. For example, in the Netherlands Liander,
an energy provider, shared their data on energy
consumption to spur innovation and smarter energy use.
Another example is Statistics Netherlands (CBS), who
partnered with the mobile phone company Vodafone to
analyze mobile call records to better understand
mobility patterns and inform urban planning.
Data-driven collaboration between sectors for public
good has been termed differently in the community of
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a taxonomy provides insight into the diversity of data
collaboratives and can be used to evaluate their
effectiveness.

they are specifically aimed at helping solve complex
societal problems. This addresses one of the main
challenges the open data movement has faced to date –
achieving high-impact results and solving pressing
societal problems with data [4]. Besides, the defining
characteristic of a data collaborative is its focus on
realizing public benefits, rather than commercial
innovation, as was the case in the early days of open
data. Second, the data in a data collaborative can come
from different sources: private or public sectors, as well
as from non-profit or academic stakeholders. A recent
study of data for policy initiatives in the EU [5] showed
that presently public datasets are the main data source
used for policy making. Using sources of data, such as
call details records, social media feeds, or sensors is
relatively new. These new data may have varying
degrees of openness, e.g. provided only to certain users
or provided as processed insights. This goes beyond the
usual focus on open government data and beyond the
definition of open data as free to access, use, modify,
share for any purpose by anyone [6]. In addition,
collaboration was found to be one of the main
challenges which (big) data initiatives for public good
currently face [7]. This concerns collaboration between
data scientists, domain experts, policy makers, and local
experts. Therefore, research on data collaboratives as a
new form of cross-sector and public-private
collaboration is particularly needed.
In particular, there is a need to describe and analyze
data collaboratives in a more systematic and structured
manner. In this paper we take first steps towards
creating systematic knowledge and structuring this
emerging field. The purpose of this research is to
develop a taxonomy which distinguishes among
different forms of data collaboratives. A taxonomy (also
sometimes referred to as a typology or classification) is
a system for grouping objects of interest in a domain
based on common characteristics [8]. We expect the
taxonomy to be useful to three user groups: researchers,
policy-makers, and companies potentially interested to
(learn how to) share data. The taxonomy can be useful
to them for determining the most suitable data
collaborative form given the circumstances and goals of
the different parties involved. Since the target users of
our taxonomy are both potential providers and users of
data in a data collaborative, we chose to differentiate
among the different forms of data collaboratives on the
basis of the relationship between demand and supply of
data. We expect that the taxonomy can be used to
answer a number of important questions about data
collaboratives. How can data be shared? For what
purpose can the data be used? How open are companies
in terms of data sharing for good? For researchers such
1

2. Related work
At the time of writing, a search in Google Scholar,
Scopus, and Web of Science for the term “data
collaborative” in the title returned only 3 relevant results
in the academic literature. A search for the term “data
philanthropy” in the same databases in the title returned
2 results. Data collaborative as a new organizational
form was described in studies of the MetroGIS initiative
in the state of Minnesota dating back to 1996 [9, 10].
This initiative was a collaboration between geospatial
data producers and user communities to enable more
efficient sharing of georeferenced data. In healthcare the
initiatives known as “data collaboratives” primarily
focus on large scale data collection, such as the Perinatal
Staffing Data Collaborative in the US [11] or the more
recent Health Data Collaborative of the World Health
Organization 1. Another report describes a similar datacollection-focused initiative in education in the US – the
Education Data Collaborative [12], which provided a
single database of student and teacher performance for
near-real-time monitoring. As one can see from the low
number of found publications, the concept of data
collaborative has received marginal attention in the
academic literature. To date no efforts have been made
in the academic literature to build a taxonomy of data
collaboratives or systematize what is known about them
otherwise. However, valuable insights can be gained
from the grey literature in this respect which highlights
the importance of this phenomenon.
With the focus on corporate data sharing, Verhulst
and Sangokoya [13] proposed six data collaborative
forms: research partnerships, prizes and challenges,
trusted intermediaries, application programming
interfaces (API), intelligence products, and corporate
data pooling. This taxonomy was drawn from anecdotal
examples of data collaboratives and based on a mix of
characteristics, such as with whom the data is shared, for
what purpose, and in what way. In this taxonomy the
forms overlap, as for example in a challenge
competition an API may be provided.
A study commissioned by the OECD [14] examined
public-private partnerships to leverage new sources of
data for statistics and discussed several models. These
included in-house data analysis by data provider,
transfer of datasets to the user, transfer of datasets to a
trusted third party, and outsourcing of data collection
functions. These four models are based on the
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characteristics of data sharing protocols, i.e. how much
is shared, with whom, and at what stage in the data
process. This analysis is limited to statistics agencies as
the user of data. In our study we aim to take a more
encompassing view and consider different user groups.
However, we limit our analysis to the cases of data
sharing by the private sector with governmental, nonprofit, or academic stakeholders, as explained in the
Introduction.
Besides grey literature, it is essential to contextualize
data collaboratives in related research domains to see
what can be learnt from them for taxonomy purposes.
Based our proposed definition of data collaboratives, we
consider this concept to be founded on two main
research domains: cross-sector social partnerships
(CSSP) and open and big data. Research on CSSPs,
which is rather mature, offers a number of ways to
categorize partnerships: there exist taxonomies of
CSSPs organized around who the actors are, types of
resources exchanged, characteristics of agreement, level
of intensity such as commitment and engagement,
dynamics and time dimension of CSSPs [15]. On the
other hand, research on open and big data has just taken
root and offers predominantly exploratory results in
terms of taxonomies. Existing taxonomies are organized
around how data is collected and opened [16], in which
format it is provided [17], and how data can be used
[18]. Hilbert [19] classified data sources based on the
content and what they capture: words, locations,
behavior, transactions, production, nature, or other.
Furthermore, a report by Vaitla [7] distinguished
between the different tracking technologies to capture
these data: data exhaust (e.g. locations captured by call
details records); online activity (e.g. data from social
networks or web searches); sensing technology (e.g.
data captured by satellites or personal sensors).
On a more general note, it is also helpful to refer to
the literature discussing the data lifecycle from a process
perspective. For example, Bizer, et al. [20] identified six
steps for dealing with data: data capturing, data storage,
data searching, data sharing, data analysis, and data
visualization. Chen, et al. [21] used three steps – data
handling, data processing, data moving – and Marx [22]
proposed five steps – problem definition, data searching,
data transformation, data entity resolution, answering
the query/solving the problem. In this paper we make a
difference between data sharing and usage phases which
is similar to data supply and demand. This division is
useful as in data collaboratives different parties are
involved in the supply and use of data.

2

3. Research method
To develop a taxonomy of data collaborative forms
we used the Taxonomy Development Method
formulated by Nickerson, et al. [8]. According to these
authors, this is the first comprehensive effort to
formalize the process of taxonomy development in
Information Systems as a method. Previous studies
largely relied on ad hoc approaches. This method has
been successfully applied by a number of studies, e.g. to
classify crowdsourcing processes [23], web-based
inbound open innovation initiatives [24], and health 2.0
collaboration platforms [25].
The first step in this method is identifying a metacharacteristic, the most comprehensive characteristic to
serve as a basis for the choice of characteristics in the
taxonomy. In our study we view the relationship
between demand and supply of data as the metacharacteristic of data collaboratives. This means the
taxonomy is expected to convey characteristics of data
collaboratives related to data supply (the sharing aspect)
and demand for data (the use aspect).
The second step is defining the ending conditions for
terminating the iterations in developing the taxonomy
(Ibid.). The objective ending conditions for our method
are: all cases in the sample have been examined; and
there is no duplication of dimensions or characteristics.
The subjective ending conditions for finishing the
analysis are: the taxonomy is determined to be concise,
robust, comprehensive, extendible, and explanatory
(Ibid.).
The third step is choosing either the empirical-toconceptual or conceptual-to-empirical approach. We
started our analysis with the empirical-to-conceptual
approach, during which we identified a sample of cases
to infer the characteristics and dimensions of the
taxonomy. Since much of the development in the data
collaboratives field takes place in practice, starting
taxonomy building with an inductive approach was
considered most appropriate. When applying the
empirical-to-conceptual approach we used a subset of
the sample of data collaboratives cases found in the Data
Collaboratives Directory 2. As of April 2016, this
database contained 23 cases in five different domains:
Health (10), Economic Development (3), Education (3),
Environment (4), and Infrastructure (3).
In the first (A) iteration we used a convenience
sample of five cases which were selected from each of
the five domains in the Directory (see Table 1 in the
Annex). To develop an understanding of each case we
produced short summaries based on the official
webpages of these initiatives. In the second (B) iteration
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we examined the second subset of cases, five more
selected according to the same principle as in the first
iteration, to determine whether the existing
characteristics and dimensions are sufficient to describe
them. By selecting cases from different domains we
aimed to increase the representativeness of the sample.
Thus, the cases relate to different types of data shared,
different users, and different purposes of use.
After two iterations of the empirical-to-conceptual
approach, we opted to use the conceptual-to-empirical
approach. First, we made sure that we covered the
dimensions identified by previous studies classifying
data collaboratives mentioned in section 2. Then we
conducted a search for additional articles which are not
necessarily focused on taxonomies but discuss datadriven collaboration in general. A search in Scopus –
using the terms “big data” or “open data” in combination
with the terms “collaboration” or “partnership” in the
title – returned 24 publications. 3 of them were relevant
to us and offered insights as to the additional dimensions
and/or characteristics of the data collaboratives
taxonomy.

non-commercial situation (e.g. as a patient in
the Clinical Trials case).
S3 Administrative level associated with data:
specific (e.g. call details records in Bangladesh
in the MDEEP case) or unspecific (e.g. social
networks data without relevance to a particular
country in the DERP case).
S4 Diversity of data providers: one provider
(e.g. a solo initiative of one company such as
in the Twitter case), several providers from the
same industry (e.g. an alliance of companies
within one field such as in the Clinical Trials
case), or several companies from different
industries (e.g. companies offering data in
different domains, as was the case in the
Telecom Italia case).
The following six dimensions and characteristics
relate to the second part of the meta-characteristic – the
demand and data use in data collaboratives (U stands
for Use):

4. Findings
U1 Target user group of data: academic,
commercial,
governmental,
non-profit
partners, or citizens. In certain cases, such as
Global Fishing Watch, participants of a data
collaborative do not strictly define the target
group and provide data or data insights to all
kinds of users, including citizens.

In what follows we present the dimensions of our
resultant taxonomy. Using the empirical-to-conceptual
approach (analysis of cases in Table 1), we identified ten
dimensions of data collaboratives (see Table 2 in the
Annex). The following four relate to the first part of the
meta-characteristic – data sharing and supply in data
collaboratives (S stands for Sharing):

U2 User selection: on agreement basis (e.g. users
of the data selected based on partnership
agreements with their respective institutions),
on application basis (e.g. users of the data
selected based on individual applications), or
open (e.g. not requiring any specific selection
procedure).

S1 Type of data: data about natural persons, legal
persons (e.g. movement of fishing vessels in
the Global Fishing Watch case), or natural
phenomena (e.g. data on the amount of
sunshine provided in the Orange case). The
characteristic of natural persons is further
divided into: (a) consumer data – data
collected, or “observed” [26], about people’s
activities without their explicit knowledge (e.g.
locations of mobile phone users); (b) usergenerated data – data provided by individuals
explicitly (e.g. social network data); and (c)
volunteered data – data provided by
individuals on volunteer basis (e.g. patient data
as was in the Clinical Trials case).

U3 Research or policy problem: specified (e.g.
by requesting a research proposal, as in the
DERP case) or unspecified (e.g. by opening
data for any type of innovative reuse, as in the
Yelp case).
U4 Incentive for data use: tangible (e.g.
monetary reward) or intangible (e.g. to break
new ground in science).

S2 Content of data: words, locations, behavior,
transactions, or nature [19]. Transaction data
concern data about people’s activities in a
commercial setting as a customer (e.g. details
of trips by Uber). Behavioral data, on the other
hand, concern data about people’s actions in a

U5 Continuity of collaboration: on demand (e.g.
data shared when it is requested), event-based
(e.g. data shared in the framework of a
competition or other event), or continuous (e.g.
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data shared continuously as it becomes
available).

To assess the usefulness of the taxonomy we held
an initial evaluation session with experienced open data
researchers (8 persons) at Delft University of
Technology on 26 May 2016. The participants were
presented with the taxonomy and were asked to fill in an
evaluation form. The form included questions about the
different aspects of usefulness, as defined by Nickerson,
et al. [8] in the discussion of subjective ending
conditions: namely, to what extent the researchers found
the taxonomy concise, robust, complete, and
explanatory. Based on the results of this evaluation, we
merged some of the characteristics to make the
taxonomy more concise and thus easier to comprehend
and use. During the group discussion we identified two
additional dimensions:

U6 Outcome of data collaborative: policy
intervention, data science, or data-driven
innovation. Policy intervention is further
divided into sub-characteristics: prediction and
alerts (i.e. using data insights as early warning
signals), needs-based planning (i.e. using data
to learn about people’s needs for aid planning),
capacity building (i.e. using data to identify
areas to improve government response), and
monitoring (i.e. using data to track compliance
with policies).
As a result of using the conceptual-to-empirical
approach (literature review), we obtained additional
insights and identified two more dimensions of data
collaboratives. Vale [27] discussed an international
collaboration initiative between statistics agencies
focused on exploring the use of new data sources for
statistics purposes. This case led us to include an
additional dimension into the Data Use section of the
taxonomy:

S6 Degree of access to data: real-time direct
access to raw data, direct access to a copy of
raw data, access to modified or enriched data,
access to outcomes of processed data, or data
shared as open data [29].
U8 Purpose of use: primary (i.e. data is used for
the purpose for which it was collected),
secondary (i.e. data is used for the purpose
which is similar to the one for which it was
collected), tertiary (i.e. data is used for a
different purpose than for which it was
collected), or end use (i.e. data is processed and
the result is used by end users) [30]. In our
sample we did not have a case which concerns
the primary purpose of use, but an example
given in section 2 (Health Data Collaborative)
fits this category. An example of the secondary
purpose of use is the Clinical Trials case, in
which clinical trials data, collected for medical
research by the funders of trials, was used for
medical research but by other researchers. In
comparison, in the MDEEP case the call details
records, collected to gain insights about
customers, was used to infer population
movement in relation to a disaster (tertiary
use).

U7 Collaboration among data users: one user
(i.e. data is shared with one organization), selfselected analysis by several users (i.e. several
teams use the data for different policy or
research issues, as in the Orange case), or
collaborative analysis by several users (i.e.
several teams use data to analyze one specific
policy or research problem, as in the MDEEP
case).
Furthermore, the study of open data partnerships
between firms and universities by Perkmann and Schildt
[28] discussed the role of “boundary organizations” as
intermediaries. These are intermediaries who can
perform the tasks of “mediated revealing” (i.e.
aggregating and anonymizing datasets before transfer to
the user) and of enabling multiple goals (i.e. ensuring a
win-win situation for both data provider and user) (Ibid).
We find this dimension relevant, which was included in
the Data Sharing section of the taxonomy as follows:

To summarize, Figure 1 below presents all
identified dimensions of the taxonomy based on (a)
whether they relate to data or collaboration aspect of a
data collaborative and (b) whether they relate to the
supply or demand side. Two dimensions – Degree of
access and Facilitation – are placed in the middle, as
they can be viewed as mechanisms to match the supply
and demand in data collaboratives.

S5 Facilitation: self-facilitated (i.e. direct contact
with the user without an intermediary),
intermediary with data-related functions (i.e.
an intermediary may pre-process data or
provide a technology solution for sharing), or
intermediary with organizational functions (i.e.
an intermediary may play a coordinating role
ensuring participation of provider and user).
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implications on the extent to which such data can be
used in terms of privacy issues. As a result, in a data
collaborative scenario it is important to differentiate the
origins of data and how it was collected. This relates to
the dimension U8 Purpose of use which captures to what
extent the data is used according to the purpose for
which it was collected. From our sample, we can see that
initiatives involving tertiary use of data (use for a
different purpose than for which it was collected) are
more common. We therefore encourage research into
data collaboratives which focus on purposeful
collaborative data collection (primary purpose of use),
in a similar vein with the healthcare cases mentioned in
section 2.
Second, the taxonomy shows that there are various
ways to organize the sharing of data – in terms of who
the recipient is (dimension U1), how they are selected
(U2), how much detail is provided to them (S6). The
same or similar types of data can be shared using a
different data sharing mechanism. For example, both the
MDEEP and Telecom Italia cases shared call detail
records but differed in terms of target user group, user
selection strategy, and incentives for use. The taxonomy
also shows that the private sector can provide various
degrees of access to their data – ranging from making
available select insights from data to select users to
making data available to anyone by publishing it as open
data. Which degree of access is chosen in a data
collaborative depends on several factors, such as the
type of data, the purpose of use, and the expected
outcome of the data collaborative. We can see that
academic users are the most common target user group
(in 8 out of 10 cases). There are however examples in
which users of data in two or more sectors are targeted,
as in the case of Telecom Italia. The user selection
procedures vary depending on the context, however
selection by application is more common towards
academic users (in cases such as DERP or Clinical
Trials case) and selection by agreement can involve
partners in all sectors.
Third, with respect to the question for what purpose
the data can be used in a data collaborative, we can
distinguish among data collaboratives based on three
characteristics (U6) – policy intervention, data science,
or data-driven innovation. The expected outcome of the
data collaborative relates to who the participants of the
data collaborative are. For examples, initiatives
focusing on innovation are more likely to target a
broader range of potential users and offer rewards for
participation.
Since in our sample we included cases from five
different domains – Health, Economic Development,
Education, Environment, and Infrastructure – we were
able to evaluate differences across these domains in
terms of the features of data collaboratives. Based on

Figure 1. Dimensions of the taxonomy of data
collaboratives based on the supply-demand
relationship

5. Discussion
The taxonomy shows that data collaboratives are not
a homogeneous phenomenon and are characterized by
complex interdependencies. It is this complexity that
results in value creation, and a taxonomy structuring the
different dimensions of data sharing and use is highly
needed.
The taxonomy sheds more light on some important
questions we raised in the Introduction, namely how
data can be shared and for what purpose it can be used,
and how open the private sector is when it comes to data
collaboratives. We will discuss these three questions
hereafter. Besides, we are able to make several
observations about the relationships between the
different dimensions and characteristics of the
taxonomy and the implications of that.
First, we discuss the kinds of data that data
collaboratives can address. Dimensions S1 and S2 show
that data collaboratives can be distinguished based on
what type of data is provided and what it contains. The
two dimensions are related, as for example consumer
data about natural persons mainly concern details of
people’s transactions with a certain service (e.g. details
of trips in the Uber case) but may also include words
(e.g. search terms in the Google case). While usergenerated data about natural persons mainly concern
textual data consciously published online by people but
can also include locations (e.g. check-ins at restaurants
in the Yelp case). This means that the same type of data
– e.g. locations or words – may be gathered from the
public domain or may be gathered as the so-called “data
exhaust” as part of consumer analytics. This would have
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our sample, we can conclude that no specific type of
data was relevant only for one particular domain. For
instance, the cases in our sample in the domain of Health
used volunteered patient data and social networks data
for their respective objectives. However, we can observe
commonalities across the domains in terms of the
outcomes of data collaboratives. For example, in the
domain of Infrastructure data collaboratives can be
particularly useful for needs-based planning, as can be
seen from the Orange and Uber cases.
On a final note, we find our taxonomy to be different
from the existing one [13] in several ways: it is more
detailed, derived both empirically and theoretically, and
developed in a systematic way. We recommend to use
our taxonomy for further research in order to test it on a
different sample of cases.

The limitations of our study are that, for practical
reasons, we focused on the initiatives in which data is
shared by the private sector with government, academic,
or non-profit partners. Also our sample is not all
encompassing, yet it was designed to represent the
diversity of practice and data. We plan to test the
taxonomy using a larger sample of cases in our future
research.
We also anticipate that the rapidly changing
technological landscape can affect some of the
underlying variables of our taxonomy. Namely, such
developments as the Internet of Things, augmented
reality apps, or live streaming offer an opportunity to
collect hybrid types of content of data about users (e.g.
words, behavior, location, nature at the same time in live
streaming). If shared in a data collaborative scenario,
this hybrid data content will add an extra layer of
complexity. The dimension S2 of our taxonomy may be
revisited to account for that. In addition, developments
in artificial intelligence and other areas of data science
may impact the type of analysis data collaboratives seek
to conduct. Another issue we anticipate is the
developments in data ethics and responsible data
sharing. At present in many cases the boundaries
between consumer, user-generated, and volunteered
data (dimension S1 of the taxonomy) are somewhat
blurred. Most often the data subjects are not aware of
how their data is used by the service provider and give
consent to privacy policies without diving into details.
This may change as new policies, practices and
standards emerge in the national and international arena
around data ownership and data governance.
All in all, data collaboratives have the potential to
radically re-distribute power relations as it relates to
data in society, and developing a deeper understanding
of current practices will be key to inform future
directions. Our taxonomy scratched the surface of this
emerging eco-system, and future research can provide
more understanding with regard to a number of issues.
These include, but are not limited to, impact of data
collaboratives, influential factors, incentives for
sharing, governance processes, risk mitigation
strategies, and supply-demand matching infrastructures.

6. Conclusions
This paper has argued that data collaboratives are
important 21st century experiments in cross-sector and
public-private partnerships exchanging data for public
good to address complex societal problems. There is a
wide diversity of forms of data collaboratives but a few
models are emerging around how data is provided and
how it is used. Data collaboratives are often created by
corporations and third parties across sectors as new
ways to signal social responsibility, yet several other
incentives come into play such as reciprocity and
revenue generation.
In this research we systematically developed a
taxonomy of data collaboratives as a new form of
collaboration towards addressing societal challenges by
leveraging data. The purpose of the taxonomy is to
distinguish among different forms of data collaboratives
based on how data is shared (supply) and how data is
used (demand). Based on the analysis of ten cases and
relevant literature, we identified fourteen dimensions
which can be used to differentiate data collaboratives.
Our taxonomy shows that data collaborative is a
concept encompassing various organizational forms in
which data sharing and data use can be organized in a
number of ways. The choice of how data is shared in a
data collaborative involves considering such aspects, as
the type, content, and administrative level of data;
degree of access to it, diversity of data providers, and
facilitation mode. The use of data, on the other hand,
vary depending on the policy or research problem,
purpose of use, target user and user selection, incentives
for use, expected outcome of data collaborative, and
continuity of collaboration. Some data collaboratives
might look similar at a first glance, but differ on a few
aspects of our taxonomy. Each different form might
have different benefits and disadvantages.
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Annex
Table 1. Cases examined in iteration 1(1A-5A) and 2 (6B-10B) of the empirical-to-conceptual approach
No
1A

Cases
Google Flu Trends

2A

Yelp Dataset Challenge

3A

Digital Ecologies Research Partnership (DERP)

4A
5A

Mobile Data, Environmental Extremes, and
Population (MDEEP) Project
Orange Telecom Data for Development Challenge

6B

Clinical Study Data Request Program

7B

Telecom Italia Big Data Challenge

8B

Twitter-MIT Lab for Social Machines

9B

Global Fishing Watch

10B

Uber – City of Boston Partnership

Short description
An initiative by Google to offer real-time search trends data to a number of academic partners for flu and dengue research
(re-launched in 2015)
A challenge competition organized by Yelp offering user-generated data about local businesses to students and researchers
for cash rewards (held annually since 2011)
An initiative offering researchers access to data from a number of online communities for researching social dynamics on
the web (launched in 2014)
An initiative of a consortium of international partners which uses call details records to understand climate impacts by
mapping population flows before and after an extreme weather event (active in 2013-2014)
An innovation challenge organized by Orange, first in the Ivory Coast and thereafter in Senegal, offering anonymized call
details records to international research institutions for addressing a range of development-related problems (since 2012)
An ongoing initiative to provide interested researchers with clinical trials data from a number of pharmaceutical
companies on an application basis
An innovation challenge hosted by Telecom Italia who, in cooperation with other companies, offered data on mobile calls,
energy, local news, and weather to academic and commercial participants in order to advance competitiveness of Italy
(held in 2014 and 2015)
An ongoing initiative sponsored by Twitter who provide MIT Media Lab scientists with access to Twitter data for studies
of public opinion, journalism, governance, and human development
An ongoing initiative of Google, Oceana, and SkyTruth to visualize satellite data of the movement of commercial fishing
vessels around the globe
An initiative of Uber to provide anonymized trip-level data to the City of Boston to support city planning and
transportation (active in 2015)

Domain
Health
Economic
development
Education
Environment
Infrastructure
Health
Economic
development
Education
Environment
Infrastructure

Table 2. Taxonomy of data collaboratives derived from using the empirical-to-conceptual and conceptual-to-empirical approaches
No

Dimensions

Characteristics

Sub-characteristics
1A

Cases in iteration 1
2A
3A
4A

5A

6B

Cases in iteration 2
7B
8B
9B

10B

Data sharing and supply
S1

Type of data

Natural persons

Consumer data
User-generated data
Volunteered data

x

x
x

x

x

x

x
x

x

Legal persons
Natural phenomena
S2

S3
S4

Content of data

Administrative level associated with data
Diversity of data providers

x

Words
Locations
Behavior
Transactions
Nature

x

x
x

x
x

x
x

x

x
x

x
x

x
x

x

Specific
Unspecific

x

x

One provider

x

x

x

x
x

x
x

x

x

x
x
x
x

x
x

8
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Several providers from same industry
Several providers from different industries
S5

S6

Facilitation

Degree of access to data

Self-facilitated
Intermediary with data-related functions
Intermediary with organizational functions
Real-time direct access to raw data
Direct access to a copy of raw data
Access to modified or enriched data
Access to outcomes of processed data
Data shared as open data

x

x

x
x

x

x

x

x

x
x

x

x

x

x
x

x

x
x

x

x

x
x

x

x

x
x

Data use and demand
U1

U2

U3
U4
U5

U6

Target user group

User selection

Research or policy problem
Incentive to use data
Continuity of collaboration

Expected outcome of data collaborative

Academic
Commercial
Governmental
Non-profit
Citizens

x

On agreement basis
On application basis
Open

x

Specified
Unspecified

x

U8

Collaboration among data users

Purpose of data use

x

x

x

x
x

x
x

x
x
x
x

x
x

x
x

x

x
x

On demand
Event-based
Continuous

x

x
x

x

x

x

x

x

x

x
x

x
x

x

x
x

x

x
x
x

x

x

One user
Self-selected analysis by several users
Collaborative analysis by several users

x

x

x
Prediction and alerts
Needs-based planning
Capacity building
Monitoring

x
x

x
x

x
x

x

x

x

x

x

x

Data science
Data-driven innovation
U7

x

x

Tangible
Intangible

Policy intervention

x

x
x
x

x

x

x

x

x

x

Primary
Secondary
Tertiary
End use

x
x

x

x
x

x

x
x

x

x

x

x
x

9
2699
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