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Given n opportunities to evaluate a function which is known to have a root in 
the unit interval, how should these evaluations be used to specify the smallest 
possible interval containing that root? If f(x) is continuous the answer is the 
well-known method of binary search and the smallest interval has length (!#. 
The authors solve this optimal search problem in the case of a sequential and a 
parallel search for the class of functions whose divided differences are bounded 
above by a number M and below by a number m (m > 0). It is shown that in the 
sequential case the best interval has length {&l - (m/M)]}“. For the optimal 
search in the parallel case r parallel evaluations are shown to be equivalent to 
approximately 1 + log r sequential evaluations. 
1. INTRODUCTION 
Let f(x) be continuous on the unit interval and have a unique root there. 
If one is given IZ opportunities to evaluate the function, how should these 
evaluations be used in order to specify the smallest interval guaranteed to 
contain that root? A procedure for obtaining this smallest interval may be 
called an optimal search method for finding the root. The answer is the 
well-known method of binary search and the best interval has a length of 
(iv* 
In this paper we consider the class of functions whose divided differences 
take values in [m, M], M > m > 0. Optimal search methods of sequential 
and parallel types are found for this class. In the case of n sequential evalua- 
* This work was performed while this author was Visiting Professor of Mathematics, 
University of Paris-Sud. 
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tions the optimal method is quite analogous to binary search and the best 
interval has a length of {&[l - (m/M)]}“. When the interval [m, M] may be 
improved at each step of the search, quadratic convergence is obtained in the 
case of a simple root. 
The parallel search procedure uses nr evaluations of f(x), consisting of 
n stages of r simultaneous evaluations. The length of the best interval 
produced by the parallel search is approximately c-n(l’-ioscT) where c =: 
(M -i- m)/(M ~ m). 
An earlier paper by Chernousko (see [2, 31) contains the same search 
policy for the nonparallel sequential search. The formulation of the problem 
and the proof of optimality are developed differently in the present paper. 
This systematic development has the advantage of being directly extendable 
to the case of optimal parallel search. 
The minimax search for the zero of a convex function is discussed by 
Bellman and Dreyfus [I] and by Gross and Johnson [6]. Optimal search 
procedures for the related problem of finding the maximum of a unimodal 
function were studied by Gal [4, 51, Kiefer [S], and Newman [lo]. Micchelli 
and Miranker [9] devised search methods of higher orders of convergence 
for functions which have increasing degrees of smoothness. Karp and 
Miranker [7] produced a parallel optimal search for the maximum of a 
unimodal function; however, the result given in the present paper is the 
first nontrivial optimal parallel search procedure for the root finding problem. 
Our exposition deals first with the case r = 1, which is developed in 
Sections 2, 3, and 4. Section 2 deals with formalities, including a definition 
of the best interval, which is formalized and described as the interval of 
uncertainty. In Section 3, the interval of uncertainty is determined. In 
Section 4 the optimal search procedure is obtained and the order of conver- 
gence of this procedure is discussed. In Section 5 we consider the case of 
general r. We take over much of the apparatus of the preceding sections and 
we supply additional calculation and discussion for the parallel search. 
2. DEFINITIONS AND NOTATION 
Let F be the following family of real functions: 
F= [f~ WJO <m <f(x)-f(J?)< M,.x,~E[@ 11,-u +Y/, (1) X--Y 
where W, is the set of functions defined on [0, 11. 
It is assumed that for each f E F there exists a unique root Z, E [0, I] 
which satisfies: 
f(x)<0 forO<x<Z,,f(Z,)=O and f(x)>0 forZ,<x<l. 
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The set (2, \f~ F} C [0, l] will be called the set of uncertainty (of the 
location of Z,>. A priori the set of uncertainty is the unit interval. Let f be 
a given function in F. In order to locate Z, we may gain information about f 
by selecting points x1 , xp ,... and measuring the values y, = f(x,), y, = 
f cd,... * The manner in which the points are selected will now be made 
precise. Let S, denote the class of all n measurement (nonrandomized) 
procedures s, such that s, consists of a collection 
where x1 E [0, l] and & (2 < k < n) is a function from the product space 
[0, l]k-2 x R”-l into [0, I]. 
Such a procedure is used as follows: We observe f (x1),..., f (x,), in order, 
with 
xk = $k<x, ,--*, xk-1 , f (x,),.-v f (xk-1)) for 2 < k < n. 
After the execution of these measurements, it is known that f belongs to a 
subfamily of F defined by 
G(s, , f) = {g 1 g E F such that for all i = I,..., IZ, g(xJ = vi}. (2) 
The set of uncertainty will be reduced to a subset of the unit interval, 
defined by 
This set will be called the a posterior; set of uncertainty. 
It will be shown that A(s, , f) is an interval (cf. Remark 1). Let I(& , f)) 
be the length of this interval. The value of a search procedure s, is defined by: 
Let 
(4) 
We shall call S, a minimax search procedure if 
I&) = I, . (5) 
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3. THE INTERVAL OF UNCERTAINTY 
Jn this section we shall characterize A(s, ,f) by means of three lemmas. 
LEMMA 1. Let Ti = T& , yi), 1 < i & n denote the cone defined by: 
Ti = {(x, Y> I m < (Y - YJ/(x - xi) < M} (6) 
(see Fig. 1). 
FIGURE 1 
Then 
G(s, , .f) = F n 
/ 
.f’l (x,,f‘(x)) E fi Ti for all x E [0, l] (7) 
i=l 
(see (1) and (2)). 
Proof. Denote the right side of (7) by H. If g E G(s, , f) then g(xJ = yc 
and since g E F it follows from (1) that (x, f(x)) E Ti for all x E [0, 11. Thus 
G(s, , f) C H. On the other hand, if g E H then g E F and f(xJ = yi for all 
l<i<n.ThusHCG(s,,f). Q.E.D. 
LEMMA 2. 
- - 
For any (x, y) E ny=, Ti , where x E [0, I] (see (6)), there exists 
a function g E G(s, , f) such that g(X) = j. 
Proof. Assume for the sake of convenience that 
Define g(x) to be the linear interpolation of the points: (0, y1 - mx,), 
(~1, ~1) .** (xj 9 Yj), 6 Yh (x~+I , yf+l) ..* (xn , YJ and (1, yn + mU - ~3). 
Since yi = .f(xJ, where f E F and since (X, 7) E Tj n T,+l , it readily follows 
that the slope of each segment of g(x) lies between m and M. Thus g E F. 
Moreover, since g(xJ = yi it follows that g E G(s, ,f). Q.E.D. 
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LEMMA 3. The a posteriori interval of uncertainty is given by: 
Ah , f) = FL 11 n Ti (8) 
i=l 
(see (3) and (6)). 
Proof. Denote the right side of (8) by D. Then by Lemma 1 A(& , f) C D. 
We shall show that D C A(sn ,f): To this end let z be any point in D; since 
(z, 0) E fly=, Ti it follows from Lemma 2 that there exists a function 
g E G(s, ,f) such that g(z) = 0. Thus, it follows from Definition (3) that 
D C 4~ , f). Q.E.D. 
Remark 1. It follows from (8) that the set of uncertainty is an interval. 
4. THE MINIMAX SEARCH PROCEDURE 
In this section the minimax search procedure is derived and some obser- 
vations about its order of convergence are made. In the first step (Lemma 4), 
we describe a specific procedure s, and the corresponding Z&J. We then 
show that 1, = Z(sJ; in fact, we show that if sn’ # s, then I(sn’) > 2(s,J 
(proving the uniqueness of the optimal procedure). The strategy of the proof 
is to examine the interval of uncertainty [a, b] at any stage, and to show that 
all previous function evaluations used in determining [a, b], and even the 
fact that [a, b] is a subinterval of [0, l] do not matter: If one pretends that 
the problem is to start with [a, b] as the original interval, one is neither 
helped nor hindered by the other accumulated information. We proceed 
now with the first step. 
LEMMA 4. If F is defined by (1) then 
(see (4)). 
Proof. Inequality (9) obviously holds for n = 0; assume that it holds 
for n < k. Thus, after k measurements it is assumed that the set of uncertainty 
is an interval [a, b] whose length does not exceed (+)k{l - [(nz/A4)1)“. 
Let us choose &+I = (a + b)/2 and denote f&+1) by yk+l . Let T,, be 
defined by (6). It follows from Lemma 3 that the set of uncertainty after 
k + 1 measurements is [a, b] n Tk+, = [a’, b’]. 
Let 
h = m[(b - a)/2]. (10) 
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If I ylc+l / < h then [a’, b’] C [a, b] and 
b’ - a’ = I Y,,, IKlh> - WWI G [@ - 4PlU - (m/Ml (11) 
(by (lo), see Fig. 2). 
a a’ b’ ‘k+l b 
FIGURE 2 
Ifyk+, > h (rev. ~k+~ < -15) then a’ = a (resp. b’ = b) and 
b/--a’- a;b -!+$!-~<!!+t.~~=~(,-~)~ (12) 
The induction hypothesis implies that 
hence 
b’ - a’ < (&)“+l{l - [(m/~)lIkfl 
(by (11) and (12)). Q.E.D. 
The value of (+))“[ 1 - (m/M)p can be thus obtained by using the procedure 
S, in which each observation is taken in the center of the interval of uncer- 
tainty obtained from the preceding observations. We now show that S, 
is the unique minimax strategy. To this end let f E F and let f(xi) = yi , 
i = l,..., k. Let 
F*(x, ,.a., xk ; J’I Y-.., JJ~) = {g I g E F and g(xi) = yi for i = l,..., k}. (13) 
If we consider F* (instead of F) as the initial family of functions, then the 
a priori interval of uncertainty is given by: 
[a, bl = K4 11 6 Ti , (14) 
i=l 
where the Ti are given by (6). 
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Consider a search procedure s, for taking n additional measurements 
xk+l ,*-.> x~+~ . Define: 
L* = if zs 4% , f>), (15) 
where F* is given by (13). 
We now give three lemmas which result in a lower bound for Z,*. 
LEMMA 5. Let [a, b] be defined by (14) and let T be the triangle whose 
vertices are (a, 0), (b, 0), and (x*, y*), where 
and 
x* = (Mb - ma)/(M - m) 
y* = [mM/(M - m)](b - a) 
(16) 
(see Fig. 3). Then T C nf=, Ti . 
a b X* 
FIGURE 3 
Proof. It follows from (14) that Ti 1 [a, b], i = l,..., k. But each such Ti 
is a cone bounded by two lines with slopes m and M. Thus Ti I) T. Q.E.D. 
LEMMA 6. Let [a, b] be defined by (14) and (x*, y*) by (16). Let H be the 
cone defined by 
H = Kx, Y> I m < (Y - Y*>/(x - x*> ,< M). (17) 
For any X where x* < X < 1 let L, denote the vertical line ((X, y) j -co < 
y < co}. Then for all X, x* < X < 1, the set E defined by 
E=HnL,ijT, 08) 
i=l 
is not empty (see Fig. 4). 
ProoJ If E is empty then the interval [c, d] with c < d defined by 
[c, d] = L,, 6 Ti 
i=l 
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FIGURE 4 
lies below (resp. above) the interval LS n H. In this case the set ((x, y) I 
x < X) n$ Ti will lie below (resp. above) the line which has a slope m 
(resp. M) and passes through (X, 6) (resp. (2, c)) (see (19)); this would imply 
that (x*, y*) 4 nr=, Ti , which would contraidct Lemma 5. Q.E.D. 
LEMMA 7. Let [a, b] be defined by (14). Then for any x1 ,..., xle ; y1 ,..., yR: 
I,* > (&)fi[1 - (m/M)]“(b - i) cw 
(see (15)). 
Proof. The proof is by induction. Equation (20) obviously holds for n = 0; 
assume that it holds for iz < j. Let y1 = j + 1. It can be assumed for con- 
venience that 
xlc+l 3 (a f Q/2. (21) 
Consider two cases: 
Case 1. x~+~ < x* (see (16)). 
In this case it follows from Lemma 5 that (xkfl , m(xkfl - a)) E nf=, Ti . 
Thus, Lemma 2 implies that there exists a functionfin F*(x, ,..., xR ; y, ,..., yk) 
(see (13)) such that 
Then 
Ykfl = f&+1) = m(xk4 - 4. (22) 
PO, 11 n T,,, = [a, xlc+l - (YR+JWI. (23) 
Thus, it follows from Lemma 3 and Lemma 5 that the interval of 
uncertainty after k + 1 measurements is given by (23). This interval will be 
denoted by [a’, b’]. Thus, using (22) and then (21) we have 
b’ - a’ = x~:+~ - [m(~,+~ - a)/M] - a > $[I - (m/M)](b - a). (24) 
Case 2. x~+~ > x”. 
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In this case it follows from Lemma 6 and Lemma 2 that there exists a 
function f in F*(x, ,..., xk ; y1 ,..., yk) (see (13)) such that (xk+l ,f(xd> is 
contained in the cone H (see (17)). In this case T,,, contains [u, b]. Thus the 
interval of uncertainty after k + 1 measurements, [a’, b’] is equal to [a, b]; 
since $11 - (m/M)] < 1 it follows that 
b’ - a’ > i[l - (m/M)]@ - a). (25) 
The induction hypothesis for n = j implies that if f belongs to F*(x, ,..., xk , 
x~+~ ; y, ,..., yk , ykfl) (see (13)) with the corresponding interval of uncer- 
tainty, [a’, b’] then 
1j* 3 #[I - (m/M)]j(b’ - a’). 
Combining this with (24) and (25) gives 
Ii* > (!$“[l - (m/M)]~“(b - a). Q.E.D. 
A direct consequence of Lemma 4 and Lemma 7 (for k = 0) is the 
following theorem characterizing S,: 
THEOREM 1. The minimax procedure for locating the root of a function 
f E F is the bisection procedure S, . By using this procedure we can assert that 
the length of the interval of uncertainty, after n measurements, will not exceed 
Remark 2. It should be noted that equality in (24) holds only if xk+r = 
(a f b)/2. Thus S, is the unique minimax strategy. 
Some observations about the order of convergence of S, follow. 
Remark 3. The procedure (or algorithm), S, for finding the root converges 
geometrically. 
Remark 4. In the case that Z, is a simple root off and fE C2(0, l), the 
algorithm may be improved to yield quadratic convergence. To achieve this 
improvement the bounds m and Mmust be updated at each step. For example 
if k measurements have already been made, and the current interval of 
uncertainty is [a, b], it is possible to choose: 
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If x k+l = (a + b)/2 is chosen, a new interval of uncertainty [a’, b’] is 
obtained, and it follows from the Mean Value theorem that: 
b’ - a’ < &[l - (m/M)](b - a) = [(b - a)/2M](M - m) 
G Kb - 4V~l Fy;l I .f”(Oi. 
Thus in this case, the algorithm S, converges quadratically. 
5. PARALLEL EVALUATIONS 
In this section a search method is considered in which at each stage it is 
possible to make r parallel (i.e., simultaneous) measurements of the functionf. 
Thus defined, the stages are executed sequentially, but the measurements 
within each stage are made in parallel. 
Thus, for IZ stages there are nr measurements, and obviously these mea- 
surements are less effective than nr sequential measurements (and more 
effective than n sequential measurements). It is shown that these mea- 
surements are equivalent to approximately n(1 + log r) sequential mea- 
surements by proving the following theorem: 
THEOREM 2. Consider search procedures for locating the root off E F 
which uses n sequential stages, where at each stage one can make r parallel 
measurements of the value off, then 
1, = {(M - m)/[(r + 1)M + (r - OmlY (26) 
(see (1) and (4)). 
ProoJ The following inequality is first demonstrated: 
1, < {(M - m)/[(r + 1)M + (r - l>mlI”. (27) 
Assume for convenience that the current interval of uncertainty about the 
location of the root is [0, l] and that it is possible to make r simultaneous 
measurements at points x1 ,..., x, . Choose: 
X, = M/[(r + 1)M + (r - l)ml 
and (28) 
xi = [M + (i - l)(M + m)]/[(r + 1)M + (r - IhI for 2 d i =G r. 
If f(xJ > 0 (or ,f(x,) < 0) then by an argument which is similar to the 
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one used in Lemma 4, it can be shown that the interval of uncertainty after 
this stage cannot exceed: 
mM 
( 
1 1 M - m _-_ = 
(r + 1) M + (r - 1) m m M 1 (r $ 1) M + (r - 1) m . 
The other possible case is that there exists an integer i, 1 < i < r - 1 
such that f(xJ < 0 and f(xz+J > 0. Consider the parallelogram formed 
by the right nappe of Ti and the left nappe of T,+l . The interval of uncertainty 
[xxi , xi+J n Ti n T,+l is as large as possible (with respect to variation of 
f(x,) and f(xi+J) when this parallelogram has a vertex on the x axis. In this 
case and by consulting Fig. 5 we see that the following relations are satisfied: 
[I f(xi)l/ml + [f(xi+JlMl = xi+1 - xi 
(or [I f(xJ/Ml + If(x~+d/~l = xi+l - xi>. 
(29) 
f (Xi) 
FIGURE 5 
Thus, in this case, the interval of uncertainty after r additional parallel 
measurements is: 
mm 
. [ 
If(xi)l I fCxi>l .f(xi+d f(Xi+A ___ - ___ 
m M Y--------- m M 1 
( 1 = --- m A) min[l fh>I, f’(xi+d 
d M - m MlfW + mfk+d 
( mM > m+M ’ 
Using (29) the last expression takes the form 
KM - 4/W + m>l(xi+I - ~1. 
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Using (28) this upper bound for the interval of uncertainty becomes 
(M - m>/[(r + 1)M + (r - 1)ml. 
It follows that in all cases one can be assured that r simultaneous mea- 
surements reduce the length of the interval of uncertainty by a factor of 
(M - m)/[(r + l)M + (r - l)m], which implies that (27) holds. 
It remains to prove that 
L > NM - m>/Kr + 1W + (r - lbll”. (30) 
This is done by a method similar to the one used in Lemma 7. Suppose 
that the current interval of uncertainty is [0, l] and that the r parallel 
evaluations are made at x1, x2 ,..., x, . Consider three cases: 
Case 1. 
x1 >, Ml@ + 1)M + (r - Oml. (31) 
In this case it follows from an argument similar to the one used in Lemma 7 
that there exists an f E F so that 
f(x3 = mx1 
and for all 2 < j < r, f(xj) satisfies: 
f(xl) + m(xj - xl) d f(xj) G f(xl) + M(xj - 4, for 2 G j < r. (32) 
It follows from (32) that the factor of reduction in the interval of uncertainty 
cannot be less than 
(M - m)/[(r + 1)M + (r - Ml 
(see Fig. 6). 
0 x1(1- $ ) x1 
FIGURE 6 
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Case 2. A similar argument holds if 
x, < 1 - {M/l+- + 1)M + (r - 1>4). (33) 
Case 3. If (31) or (33) do not hold then there exists an 1 < i < r such 
that 
xi+1 - xi > (M + m)/[(r + l)M + (r - l)ml. (34) 
In this case again, an argument similar to the one used in Lemma 7 enables 
us to assume that: 
fh) = - [MmI(M + M&+1 - Xi), 
f(Xi+d = Pfmw + $I(&+, - Xi>, 
fW - MC% - XJ G f(xd 
< f(xJ - m(xi - xJ, for 1 < j < i (35) 
and 
fk+J + m(x9 - Xi+1> G f(xs> 
< f(~~+~) + M(x, - x~+~), for i + 1 < j < r. 
It follows from (35) that the factor of reduction in the interval of uncertainty 
cannot be less than 
WmI(M 4 a(&+1 - Xi>Kll$ - (1/Wl 
> (M - m)/[(r + 1)M + r - 11, 
and the last inequality follows from (34). 
Thus, a proof by induction which is similar to the one presented in Lemma 7 
can be used to establish (30). 
Remark 5. An argument similar to the one used in Remark 2 can be used 
to show that the optimal search method presented by (28) is unique. 
Remark 6. It follows from (26) that if M - m is small relative to 
r(M + m) then 
where 
I, N [(M - m)/r(M + m)]” = c--n(1+10gc7), 
c = (M + m)/(M - m). 
Thus, the effectiveness of it sequential stages, where each stage consists 
of r parallel measurements, is approximately the same as n(1 + log, r) 
sequential measurements. 
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Remark 7. If m = 0 then using (28) and a continuity argument it follows 
that at each stage, the optimal search points x1 ,..., x, divide the current 
interval of uncertainty into r + 1 equal parts, and 1, is equal to [l/(r + l)]“. 
Since the same search method yields an interval of length [l/(r + I)]” for 
any continuous function (which satisfies f(0) < 0 and f(1) > 0) it follows 
that also for this case, I,, is equal to [l/(r + l)]“. The same result obviously 
holds for m < 0. Thus if m < 0 or if f is any continuous function which 
satisfies f(0) < 0 and f(1) > 0, the optimal searching points at each stage, 
Xl ,***> XT 9 divide the current interval of uncertainty into r + 1 equal parts, 
and I, = [l/(r + I)]“. 
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