Abstract-Peer-to-Peer file sharing applications in the Internet, such as BitTorrent, Gnutella, etc., have been immensely popular. Prior research mainly focuses on peer and content discovery, overlay topology formation, fairness and incentive issues, etc. However, little attention has been paid to investigate the data distribution problem which is also a core component of any file sharing application. In this paper, we present the first effort in addressing this collaborative file distribution problem and formally define the scheduling problem in a simplified context. We develop several algorithms to solve the problem and study their performance. We deduce a theoretical bound on the minimum download time experienced by users and also perform simulations to evaluate our algorithms. Simulation results show that our graph-based dynamically weighted maximum-flow algorithm outperforms all other algorithms. Therefore, we believe our algorithm is a promising solution to be employed as the core scheduling module in P2P file sharing applications.
I. INTRODUCTION
P EER-TO-PEER (P2P) applications have become immensely popular in the Internet. One of the most popular applications of P2P networks is collaborative sharing of large video/audio files and software. Traditional methods for file sharing, such as the client/server approach (e.g. FTP, WWW), suffer from scalability bottleneck. As the outgoing bandwidth of the server is shared among all simultaneous clients, the more the clients, the less bandwidth each client can have. Hence, the performance of client/server approach deteriorates rapidly as the number of simultaneous clients increases. P2P file sharing solves the problem by allowing peers to act as servers. Interestingly, in a well-designed P2P file sharing network, more peers participating in the file sharing session generally means better performance, as each peer could download simultaneously from multiple peers. Due to the significant performance improvements with collaborative file sharing, there has been widespread use of P2P file sharing applications like BitTorrent [1] , Gnutella [2], Kazaa [3], Napster [4] , etc. A recent study [5] shows that BitTorrent traffic accounts for an amazing 35% of all Internet traffic, which is more than any other single protocol, demonstrating the increasing importance of P2P file sharing systems among the Internet community. Experiments in [6] have shown that parallel downloading scheme in P2P file sharing systems could result in higher aggregate download rate and thus shorter download time. In parallel downloading, an end user opens multiple connections with multiple file sources to download different portions of the file from different sources and then reassembles the file locally. According to the analysis in [7] , the service capacity increases greatly compared with schemes that share the file as a whole.
Prior research in P2P file sharing usually focuses on topics like overlay topology formation, peer discovery, content search, sharing fairness, incentive mechanisms, etc. One of the core components of file sharing systems, the data distribution scheduling problem, on the other hand, has received little attention. The scheduling problem is important because it governs how file pieces are transmitted and distributed among peers, and has a direct effect on the performance. A poor data distribution schedule could result in considerably longer download time, while a good schedule could shorten the completion time and efficiently utilize all resources like network bandwidth. This article studies the "data distribution scheduling problem" in P2P collaborative file sharing systems and proposes a novel maximum flow graph model for efficiently solving the scheduling problem.
Our major contributions are summarized as follows:
• We formally define the data distribution scheduling problem using matrix formulations with granularity down to each file piece possessed by each peer. We also derive a theoretical lower bound of the transmission time required.
• We develop several algorithms (including a novel graphbased maximum-flow algorithm) for determining the file piece distribution schedule, and evaluate their performance by simulations.
• Simulation results show that our dynamically weighted maximum-flow algorithm outperforms other algorithms.
The rest of this paper is organized as follows. Section II briefly describes some related work. The communication model, notations and analysis are given in Section III. Section IV presents various algorithms for approaching the scheduling problem, followed by an evaluation using computer simulations in Section V. Some of our future research directions are given in Section VI and we conclude the paper in Section VII.
Due to space limitations, we have removed detailed explanations, figures, proofs and examples. We refer interested readers to [17] for the full version of this paper.
0733-8716$20.00 c 2007 IEEE II. RELATED WORK Due to the dramatic increase of broadband user population, there has been large-scale deployment of P2P file sharing systems in the Internet. BitTorrent (BT) [1] , [8] is perhaps the most representative one. Tracker servers maintain a list of participating peers. When a new peer joins, the tracker server will send the new peer the contact information of a few connected peers from the list. Then, this new peer contacts these peers directly for downloading the file. A shared file is partitioned into multiple small pieces, usually about 256Kbytes or 512Kbytes in size. Peers exchange information on which pieces they currently possess, and request missing pieces from others. A peer can maximize its download speed by requesting different pieces from different peers at the same time. A scheduling mechanism is needed for a peer to decide which pieces to request and to whom such a request should be made. A poor scheduling algorithm may lead to every peer getting nearly the same set of pieces and consequently decreases the number of file piece sources which a peer can simultaneously download from. BT employs the Rarest Element First (REF) algorithm, in which those pieces that most peers do not have are downloaded first. This algorithm is good at increasing the availability of different file pieces in the network and is efficient in distributing all pieces from the original source to different peers across the network. However, our simulation results show that REF is not an optimal scheduling algorithm.
The self-scaling properties of collaborative file distribution architectures, where each peer has equal upload and download rates of b, have been shown in [9] . If the file size is f , the file is chopped into m pieces, and let τ = f b be the time needed for transmitting the whole file, it would take T ime = 1 + log k N kτ m to serve all the N peers organized in k spanning trees. The time required increases only logarithmically with increasing number of peers N in collaborative distribution, as opposed to a linear increase in the case of client-server distribution strategies.
Two crucial factors that affect the global effectiveness of the file distribution process are evaluated in [10] . They are "peer selection strategies" and "file piece selection strategies," and they have direct impacts on the delay experienced by the peers and the global throughput of the system. It is found that the most missing peer selection strategy, in which the peer with the largest number of un-received file pieces is selected for transmission first, can minimize the download time of the last complete peer and produce a smaller variance of the download times of the peers. This is because the most missing peer selection strategy ensures regular progress of all the peers by having an even dissemination of the file pieces. On the other hand, for file piece selection strategies, it is concluded that the rarest piece first strategy shows significant performance improvement over the random piece selection strategy. Some of our algorithms presented in Section IV are basically in the same spirit with the evaluations presented in [10] by employing the most missing peer selection and the rarest file piece selection strategies.
The problem of broadcasting or multicasting a single message in heterogeneous networks has been investigated in [11] , [12] from the algorithmic point of view. In particular, [11] studies the problem in a network where nodes have different processing times and the transmission times between different node pairs also vary. The authors evaluate the completion time of various algorithms and show that the well-known Fastest Node First algorithm may result in solutions which are worse than the optimal by an unbounded factor. They subsequently propose the Fastest Edge First and Earliest Completing Edge First algorithms to better solve the problem. Reference [12] studies the problem in a similar network as [11] except that all transmission times are assumed to be the same. It proves that the problem of minimizing the maximum completion time of broadcasting a single message is NP-hard. It also shows the Fastest Node First heuristic in computing broadcast schedules can produce an 1.5 approximation schedule for the same problem. It is worth noting that [11] , [12] only analyze the problem of distributing one single message. In P2P file sharing systems, a file is divided into multiple file pieces instead of one big piece. Therefore, efficient scheduling algorithms have to be developed and this is the aim of our work. To the best of our knowledge, this paper presents the first effort in addressing this problem based on some simplifications.
Some measurement-based research, such as those in [13] , reveals the inherent difficulty of the peer selection problem and recognizes the selection of peers would have profound effect on the overall performance. They tried to use some bandwidth probing techniques to optimize the selection of "good" peers. On the other hand, some analytical models [7] , [14] have been proposed. In [7] , a branching process and a Markov chain model are proposed to study the transient regime and the steady state regime of the BitTorrent system, respectively. A fluid model is presented in [14] , where the expressions of the numbers of incomplete peers and seeds (completed peers) could be obtained from the parameters such as the peer arrival rate, departure rate and the upload/download rates. However, previous models just consider the network, a particular peer or a particular file-sharing session as a whole, while our work is the first to model the data traffic transmission as a matrix representation down to the granularity of each file piece possessed by each peer. We also care about the scheduling selection of "good" peers, as well as "good" file pieces.
We have done a preliminary study in [15] with a homogeneous network assumption, where all the peers have symmetric upload and download bandwidths and the transmission times between any node pairs are the same. In this special case, we proposed a graph-based weighted Bipartite Matching (BPM) algorithm, which can efficiently and optimally solve all the cases tested. In this paper, we shall extend our results to networks with asymmetric bandwidth allocation and develop algorithms that can efficiently solve the problem.
III. PROBLEM DEFINITION

A. Communication Model
We assume users are situated at the edge of the network, with logical links connecting every pair of peers (i.e. fullyconnected graph, an example network is shown in Fig. 1 ).
1) Synchronous Scheduling: Due to the initial complexity we face when first studying this problem, we begin our investigation by assuming the transmission times between any node pairs are the same. That is, the data distribution scheduling is performed in discrete cycles synchronously. 2) Exchange of Information: As in BitTorrent, each peer actively communicates with other actively connected peers to announce his own set of possession information about which file pieces he currently possesses. This possession information is sent in the form of a bit-vector, say for example Peer 4 will announce {1, 0, 1, 0, 0, 1, 0, 1} to others, meaning that he currently possesses file pieces 1, 3, 6, and 8. For a typical video file of 650Mbytes with each file piece having a size of 512Kbytes, we will have 1300 bits (~163bytes) in the bit-vector, which is small and will not consume too much bandwidth relative to the actual transmission of the data file piece itself. In the following sections in this paper, these possession bit-vectors are assumed to be exchanged without errors between all connected peers before the scheduling of the next cycle. 3) Asymmetric Bandwidth: Each peer may have asymmetric upload and download bandwidths. This is common in the Internet where most users connect to the network using the Asymmetric Digital Subscriber Line (ADSL) technology. We assume the nodes can only send or receive an integral number of file pieces for each cycle. An example is shown in Fig. 1 , where Peer 1 can send out one file piece and receive two pieces from others for each cycle, and Peer 2 can send one file piece and receive three pieces for each cycle, etc. 4) Quasi-Static Assumption: In this paper, we assume all the peers will not leave the file sharing session once initiated until the distribution process completes. Although this assumption is unlikely to hold in real systems, where peers may come and go and the peers may switch to exchange with different sets of peers during the distribution process, we could reasonably extend the notion of this quasi-static assumption to represent a particular period, say one minute, during which the peers keep active exchanges with this particular set of peers and we aim at transmitting the largest amount of data during this period by employing our proposed scheduling algorithms. 
We use P t to denote the possession matrix at time t. Refer to Fig. 1 where F = {F 1 , F 2 , . . . , F 8 } and {. . .} next to a node indicates the pieces that the node possesses, the possession matrix at the beginning (t = 0) is: 
Due to the synchronous scheduling assumption mentioned in Section III.A.1, the data distribution can be made in discrete cycles synchronously. Given an initial possession matrix P 0 , after one cycle of file piece distribution, a new possession matrix P 1 will be formed. That is, P k denotes the possession matrix after k cycles.
In each cycle, Peer i can send out at most p i file pieces and receive at most q i file pieces from others. We use two integer vectors p = {p 1 , p 2 , . . . , p N } and q = {q 1 , q 2 , . . . , q N } to denote the upload and download limits for the peers. For example in Fig. 1 , p = {1, 1, 2, 2, 2} and q = {2, 3, 2, 3, 3}. Note that it is usual to have p i smaller than q i in asymmetric bandwidth allocation schemes, such as ADSL. Nonetheless, our algorithms and analysis presented in later sections are not restricted by whether p i is smaller or larger than q i .
We also refer to a possession matrix as a problem instance. A problem instance P is feasible if for each file piece in
A problem instance is infeasible if it is not feasible, meaning that there is no way for every peer to get all file pieces since there is at least one file piece not available in the system.
A schedule specifies how file pieces are distributed among peers. At each cycle, for each peer, it specifies which file pieces the peer has to send out and to whom. A possible schedule for P 0 above with p = {1, 1, 2, 2, 2} and q = {2, 3, 2, 3, 3} is:
Node 1: send Piece 3 to Node 2 Node 2: send Piece 4 to Node 1 Node 3: send Piece 5 to Node 1, send Piece 5 to Node 2 Node 4: send Piece 6 to Node 2, send Piece 6 to Node 3 Node 5: send Piece 2 to Node 4, send Piece 7 to Node 4 Formally, we use an N × M matrix S to represent the schedule in one cycle, which specifies which pieces a peer receives and from whom. S ij = x if and only if node i receives file piece j from node x, otherwise S ij = 0. From S, we can derive the piece transmission matrix T (also N × M ), which ignores the sender identities and only specifies which pieces a peer receives. T ij = 1 if and only if S ij = 0, otherwise T ij = 0. Similar to P , we use superscripts to refer to different cycles. That is, S k and T k are the schedule and piece transmission matrix at cycle k, respectively. For the above example schedule, we have: 
Intuitively, given an initial feasible P 0 and a sequence of valid schedules, after a certain, say k 0 , cycles, P k0 ij = 1, ∀i, j, all peers will get all the file pieces eventually and the file distribution can terminate. In other words, k 0 is the time needed for complete distribution of the whole file to all peers. An optimal schedule is a schedule that requires the minimum number of cycles for completion among all possible schedules. Our goal is to develop algorithms that aim at finding optimal schedules.
B. Analysis
In this section, we analyze the lower bound of k 0 , which is the number of cycles needed for complete distribution of the whole file to all peers. Due to space limitations, we have skipped the proofs for this section. Please refer to [17] for details.
1) Across Rows: Let r i be the total number of 0s across
(1 − p ij ), the minimum value of k 0 is given by
2) Along Columns: Let p max be the maximum value among the upload limit vector p, i.e. p max = max i∈ [1,N ] {p i }. Let c j be the total number of 1s along column j in P , i.e.
P ij , we can find the minimum number of 1s along all columns c min = min j∈ [1,M] {c j }. The minimum value of k 0 is given by
3) Whole Matrix: Let z be the total number of 0s in P , i.e.
p i , and q sum be the sum of q i in q, i.e.
q i . The minimum value of k 0 is given by
4) Lower Bound: Combining (2), (3), (4), the lower bound of the value of k 0 is the maximum value of the three, as in Eq. 5 (top of next page). From simulations, we find (5) can return the optimal number of cycles for most cases we tested and we shall use the value estimated by (5) for performance comparison in later sections.
IV. SCHEDULING ALGORITHMS
We now present three types of transmission scheduling algorithms. They are Rarest Piece First (RPF), Most Demanding Node First (MDNF), and Maximum-Flow (MaxFlow) algorithms. All of them run in polynomial time.
A. Rarest Piece First (RPF)
The Rarest Piece First algorithm is borrowed from the Rarest Element First algorithm used in BitTorrent. In RPF, those file pieces that most peers do not have (rarest) are distributed first.
Definition 1: The rarity c j of Piece j is the number of peers who have Piece j. That is, c j =
RPF aims at increasing the availability of different file pieces in the network, to maximize the chance that peers may still have some pieces that other peers want. In case the file is published by a single source who may just seed (remain available to contribute) the file for a short period of time, RPF also tries to distribute all pieces from the original source to different peers across the network as quickly as possible, so that the distribution can continue even if the original source leaves.
In RPF, each peer chooses the rarest piece (with smallest c j ) to send out among those pieces he currently has. There is no preference on the choice of recipients; this piece is sent
to those with lower row indices who do not have this piece, have not been assigned to receive this piece from others and have not exceeded their download limits. If after distributing this piece to all possible recipients, the peer still has remaining upload bandwidth, he will try to distribute the next rarest piece until he has no more upload bandwidth or there are no more possible recipients. This process is done node by node (i.e. row by row in the possession matrix). For each cycle, the complexity of this algorithm is O(N M (N + log M )).
For example, with p = {1, 1, 2, 2, 2} and q = {2, 3, 2, 3, 3}, the schedule determined for P 0 above is (arrows are added for ease of understanding, and the resulting problem matrix at the next cycle, P 1 , is also shown with those 1s corresponding to the pieces just transmitted underlined.):
Node 1: send Piece 3 to Node 2 Node 2: send Piece 4 to Node 1 Node 3: send Piece 5 to Node 1, send Piece 5 to Node 2 Node 4: send Piece 6 to Node 2, send Piece 6 to Node 3 Node 5: send Piece 2 to Node 4, send Piece 7 to Node 4 However, we find the performance of RPF is unsatisfactory and it performs much worse than the following algorithms.
B. Most Demanding Node First (MDNF)
As indicated in Section III.B, the number of cycles needed depends on two factors: how many pieces a peer needs and how rare a file piece is. RPF only considers the second factor, while the Most Demanding Node First algorithm takes care of the first factor by adding one additional criterion for choosing recipients and the performance improvement over RPF is significant with this simple enhancement.
Definition 2: The demand d i of Node i is the number of un-received pieces for Node i. That is,
We attach a demand d i to every node and we prefer to send to the node with largest d i . In case several nodes have the same demand, we just send to the node with the lowest row index. Similar to RPF, we schedule the transmissions node by node; while choosing recipients we prefer the one with the highest demand d i that does not have the piece and has not exceeded its download limit yet. Its complexity is also O (N M (N + logM ) ). For example, with p = {1, 1, 2, 2, 2} and q = {2, 3, 2, 3, 3}, the schedule is determined in this sequence: The demands for each node are written at the right of P 0 . At P 0 , Node 1 chooses its rarest piece, Piece 3, to send out and chooses the most demanding node, Node 2, to receive this piece. Node 4 now sends Piece 6 to Nodes 2 and 5 (instead of Node 3) because Node 5 is more demanding than Node 3.
MDNF performs better than RPF in most cases but is still not the best. A common characteristic that is shared between RPF and MDNF is that the maximum number of transmissions for each cycle cannot be achieved. In the following simple example, p = {2, 2, 1, 1} and q = {2, 2, 2, 2}. Using MDNF, only five transmissions can be scheduled (but the maximum is six).
To fix the problem, we find as many transmissions as possible in each cycle and the algorithm is described in the next section.
C. Maximum-Flow Algorithms (MaxFlow)
In this section, we present a novel maximum-flow graph model for finding transmission schedules which outperforms the above two algorithms. We transform the problem instance to the well-known maximum-flow problem so as to find the maximum number of transmissions in each cycle. Weights are added to the nodes to achieve better matching. We first describe how to transform the problem and then explain the algorithm in detail. 1) Flow Network: A flow network graph G = (V, E) is a directed graph in which each edge (u, ν) ∈ E has a nonnegative capacity c(u, ν) ≥ 0. There are two special vertices, the source s and the sink t. A flow f in G is a real-valued function f : V × V → R that satisfies the following three properties:
• Capacity Constraint: the flow from one vertex to another must not exceed the given capacity, i.e. f (u, ν) ≤ c(u, ν) ∀u, ν ∈ V . • Skew Symmetry: the flow from a vertex u to a vertex ν is the negative of the flow in the reverse direction, i.e.
• Flow Conservation: the total flow out of a vertex other than the source or sink is zero, i.e. problem, we wish to find a flow of maximum value. Due to space limitation, we refer interested readers to [16] for more formal discussions.
2) Problem Transformation: We now describe how to construct the flow network graph from a problem instance P . Definition 3: The flow network graph from P is a directed graph G = (V, E). The vertices V can be separated into four
. . , L N } refers to the N peers acting as senders in the file sharing session and R = {R 1 , R 2 . . . , R N } refers to the same N peers acting as receivers. L and R have the same cardinality as the number of peers N , i.e. |L| = |R| = N . For each node in R, we create an un-received piece node for each un-received file piece it demands and put these nodes into the set B, i.e. b ij ∈ B ⇔ P ij = 0. It has the same cardinality as the total number
(1 − P ij ). s, t are the source and sink nodes, respectively. The edges,
the sets of edges from the source s to left-side nodes L and right-side nodes R to the sink t, respectively. {(b ij , R i ) |b ij ∈ B, R i ∈ R} are the edges from the unreceived piece nodes for node i to the right-side node
and (P uj = 1 ∧ P νj = 0)} are the edges from left-side nodes L to the un-received piece nodes B and depend on the possession matrix P . There is an edge from L u to b vj if Peer u has file piece j, while Peer ν does not have it, so that Peer u can send Piece j to Peer ν. The edge capacities are integer-valued, c (s, L i ) = p i and c (R i , t) = q i , where p i and q i are the upload and download limits for Peer i defined by the vectors p = {p 1 
for other edges excluding those from source s to L i and those from R i to sink t. Fig. 2 illustrates the transformation process. For this possession matrix P , with p = {2, 1, 2, 1, 3} and q = {2, 1, 3, 3, 3} , the flow network is shown beside P . There are a total of eleven un-received piece nodes in B, as there are eleven 0s in To find the maximum-flow |f * |, we adopt the wellestablished Edmonds-Karp algorithm, which is a particular implementation of the general Ford-Fulkerson method [16] . It finds augmenting paths by using breath-first search from the source s to the sink t. Nodes with smaller indices have higher preference in expanding states in breath-first search. Its com-
which is still linear in M and N , and is worth the implementation effort. In fact, the small increase in scheduling complexity would not add much to the overall transmission time as the computation time is very small compared with the actual data transmission time of file pieces. 3) MaxFlow -Weighted: Although MaxFlow always returns a schedule with the maximum number of transmissions for each cycle, the performance is unsatisfactory, as it does not consider whether we can match more in subsequent cycles. It does not take care of the rarity of file pieces and the demands of nodes as in RPF and MDNF. To find a better matching, we put weights on the nodes in L and B, so as to give priorities to some nodes during the matching process. Definitions 4 and 5 define how to measure the rarity of the file pieces a peer possesses and the rarity of the file pieces a peer demands, respectively. 
Definition 5:
The rarity demand index δ ij for file piece j that Peer i demands is the sum of number of 0s across Row i and Column j. That is, Fig. 3 . MaxFlow -Weighted graph and its scheduled transmissions.
Consider an example in Fig. 3 , with p = {2, 1, 2, 1, 3} and q = {2, 1, 3, 3, 3}. The numbers beside the nodes in L are the rarity possession indices γ i , and those beside the un-received piece nodes B are the rarity demand indices δ ij . For example, L 3 has γ 3 = 4 + 1 + 2 = 7 because there are a total of seven 0s along Columns 2, 4, and 5. B 42 has δ 42 = 7 because there are a total of seven 0s across Row 4 and along Column 2. By preferring paths with the largest γ i first, those peers who have rare pieces can send first; while by preferring paths with largest δ ij first, those nodes with higher demand are selected to receive a rare piece first.
Simulation results show that MaxFlow -Weighted performs better than MDNF and RPF. However, there are still a few cases that it cannot achieve the optimal. The major reason is that the weights are kept constant for the whole duration of each cycle and will not be changed even if some partial assignments have been made. Thus, when choosing recipients those peers who have been assigned to receive something may still be further assigned to receive more as their static weights remain as the highest, resulting in unfair resource allocation.
4) MaxFlow -Dynamically-Weighted: Due to the above problem, we further enhance MaxFlow -Weighted by allowing the weights on nodes to be dynamically varied within each scheduling cycle. Whenever Peer i is temporarily assigned to receive Piece j during the scheduling process, the rarity possession indices γ i and rarity demand indices δ ij will be changed and hence the weights on nodes will also be changed. Then the scheduling process continues using the new weights. From simulations, MaxFlow -Dynamically-Weighted performs the best among all algorithms presented and it can achieve the optimal for most cases tested. It is the best algorithm we have developed so far.
V. SIMULATION RESULTS
We randomly generate the problem instances (with each individual matrix element independently generated) and employ various algorithms presented above to find transmission schedules. We simulated 1000 cases for each setting. We note the average number of cycles needed for complete distribution by using that algorithm and compare it with the lower bound (5).
A. Equal Probability of 1s and 0s in P , p i = 2, q i = 3
For each matrix element in P , the probability of generating a 1 or 0 is the same, i.e. 0.5. All peers have the same upload and download limits of p i = 2 and q i = 3 for each cycle. Fig. 4 and Fig. 5 show the performance comparison of the three representative algorithms with varying peer sizes and file sizes respectively. In all cases, the average number of cycles used by MaxFlow -Dynamically-Weighted is smaller than that by MDNF, which is in turn smaller than that by RPF. Also, MaxFlow -Dynamically-Weighted can achieve the same value as the lower bound in all cases, which implies that it already achieves the optimum for all cases tested in these graphs. For varying peer sizes as shown in Fig. 4 , the average number of cycles used remains more or less constant with increasing peer size. This illustrates the good scalability of P2P file sharing approach; though more peers are requesting the same file, they also contribute their outgoing bandwidth for sharing. For varying file sizes as shown in Fig. 5 , the performance improvement of MaxFlow -Dynamically-Weighted over RPF and MDNF actually increases with increasing file size (though this cannot be easily seen due to the graph scale). In existing P2P file sharing networks, such as BT, the number of simultaneously connected peers is kept at about 10~30, while the number of file pieces is about 2000~4000 for a typical file of 500MBytes~1GByte with file piece size of 256KBytes. The performance improvement of MaxFlow -DynamicallyWeighted over other algorithms becomes more significant with this large number of file pieces.
B. Equal Probability of 1s and 0s in P , p i = 3, q i = 7
We try different values of p i and q i to see if there is any significant effect on the performance. We try p i = 3 and q i = 7, which is closer to the actual bandwidth allocation in ADSL. The results are similar to Fig. 4 and 5, demonstrating that variations in p i and q i will not have significant effects on the performance.
C. Probability of 1s : 0s = 1 : 2, p i = 2, q i = 3
We try to have different probabilities for generating a 1 and a 0 for each matrix element in P , with the ratio of 1 : 0 to be 1 : 2, meaning that the network has fewer file pieces at the beginning, corresponding to an earlier stage of the file sharing session. Due to space limitation, please refer to the original graphs in [17] .
When the network has fewer file pieces at the beginning, the performance improvement of MaxFlow -DynamicallyWeighted over RPF is greater than that when the network has more available file pieces. In this setting, when the peer size is 50 and the file size is 100, the percentage improvement of MaxFlow -Dynamically-Weighted over RPF is 21.28%. For the same problem size in Fig. 4 , the percentage improvement is only 13.56%.
VI. DISCUSSION AND FUTURE WORK
In this paper, we have investigated the simplified problem of P2P file distribution scheduling with asymmetric bandwidth allocation and synchronous scheduling assumptions. This scenario may appear in some private networks of a large company where some critical content has to be quickly replicated on a large number of machines. All the peers are known beforehand and they have similar connectivity and bandwidth capacities and the distribution process stops once the content has been fully replicated. Obviously, such static and synchronous scenarios are rare in real-world systems, but this preliminary study provides insights on the peer selection and file piece selection strategies, and evaluates their performance.
In our future research, we shall study the case of asynchronous scheduling in heterogeneous networks, in which the transmission time for sending a message between different pairs of nodes is different. We shall also study the case when the network is dynamic, in which the peers may come and go at will and they may shift to communicate with different sets of peers during the file distribution process.
VII. CONCLUSION
Peer-to-Peer file-sharing applications have become immensely popular in the Internet, but previous research seldom investigates the data distribution problem which should be the core of any file sharing applications. We formally define the collaborative file distribution problem with the possession and transmission matrix formulation and deduce a theoretical bound for the minimum distribution time required. We develop several types of algorithms (RPF, MDNF and MaxFlow) for solving the scheduling problem of deciding who to send which file pieces, and to whom. In particular, our novel dynamically weighted maximum-flow algorithm outperforms other algorithms and can return the optimal solution for most cases as shown by simulations. Therefore, we conclude that the MaxFlow -Dynamically-Weighted algorithm is a promising algorithm for practical deployment in P2P file sharing applications.
