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Abstract
The paper investigates the sensitivity of the inverse problem of recovering the velocity
field in a bounded domain from the boundary dynamic Dirichlet-to-Neumann map (DDtN)
for the wave equation. Three main results are obtained: (1) assuming that two velocity
fields are non-trapping and are equal to a constant near the boundary, it is shown that
the two induced scattering relations must be identical if their corresponding DDtN maps
are sufficiently close; (2) a geodesic X-ray transform operator with matrix-valued weight is
introduced by linearizing the operator which associates each velocity field with its induced
Hamiltonian flow. A selected set of geodesics whose conormal bundle can cover the cotangent
space at an interior point is used to recover the singularity of the X-ray transformed function
at the point; a local stability estimate is established for this case. Although fold caustics
are allowed along these geodesics, it is required that these caustics contribute to a smoother
term in the transform than the point itself. The existence of such a set of geodesics is
guaranteed under some natural assumptions in dimension greater than or equal to three by
the classification result on caustics and regularity theory of Fourier Integral Operators. The
interior point with the above required set of geodesics is called “fold-regular”; (3) assuming
that a background velocity field with every interior point fold-regular is fixed and another
velocity field is sufficiently close to it and satisfies a certain orthogonality condition, it is
shown that if the two corresponding DDtN maps are sufficiently close then they must be
equal.
1 Introduction
This paper is concerned with the sensitivity (or stability) of the inverse problem of recovering
the velocity field in a domain from the boundary dynamic Dirichlet-to-Neumann map (DDtN)
in the wave equation. Let Ω be a bounded strictly convex smooth domain in Rd, d ≥ 2, with
boundary Γ. Let c(x) be a velocity field in Ω which characterizes the wave speed in the medium
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and let T be a sufficiently large positive number. We consider the following wave equation
system:
1
c2(x)
utt −∆u = 0, (x, t) ∈ Rd × (0, T ) (1)
u(0, x) = ut(0, x) = 0, x ∈ Ω, (2)
u(x, t) = f(x, t), (x, t) ∈ Γ× (0, T ). (3)
For each f ∈ H10 ([0, T ]×Γ), it is known that (see for instance [16]) there exists a unique solution
u ∈ C1(0, T ;L2(Ω))⋂C(0, T ;H1(Ω)), and furthermore ∂u∂ν ∈ L2([0, T ] × Γ), where ν is the unit
outward normal to the boundary. The DDtN map Λc is defined by
Λc(f) :=
∂u
∂ν
|[0,T ]×Γ.
The inverse problem is to recover the velocity function c from the DDtN map Λc. The uniqueness
of the inverse problem is solved by the boundary control method first introduced by Belishev
in [7]. The method can also be used to solve the uniqueness for more general problems, for
instance, the anisotropic medium case. We refer to [8], [10], [9], [15], [23] and the references
therein for more discussions.
We are interested in the sensitivity question for the above inverse problem. Namely, we want
to investigate how sensitive or stable is it to recover the velocity field from the DDtN map and
characterize how a small change in the DDtN map affects the recovered velocity field.
The above inverse problem can be viewed as a special case of the problem of recovering
a Riemannian metric on a Riemannian manifold. Indeed, it corresponds to the case when the
metrics are restricted to the class of those which are conformal to the Euclidean one. The inverse
problem of recovering a Riemannian metric has been extensively studied in the literature. The
uniqueness is proved by Belishev and Kurylev in [10] by using the boundary control method.
However, as pointed out in [28], their approach is unlikely to give a stability estimate since it
uses in an essential way a unique continuation property of the wave equation.
The first stability result on the determination of the metric from the DDtN map was given by
Stefanov and Uhlmann in [25], where they proved conditional stability of Ho¨lder type for metrics
close enough to the Euclidean one in Ck for k ≫ 1 in three dimensions. Later, they extended the
stability result to generic simple metrics, [28]. An important feature of their approach is to first
derive a stability estimate of recovering the boundary distance function from the DDtN map and
then apply existing results from the boundary rigidity problem in geometry. Their approach
was extended by Montalto in [19] to study the more general problem of determine a metric,
a co-vector and a potential simultaneously from the DDtN map, and a similar Ho¨lder type
conditional stability result was obtained. The stability of the inverse problem of determining
the conformal factor to a fixed simple metric was studied by Bellassoued and Ferreira in [11].
They proved the Ho¨lder type conditional stability result for the case when the conformal factors
are close to one. We comment that the result in [11] holds for all simple metrics. For other
stability results on the related problems, we refer to the references in [19].
We emphasize that all of the above stability results deal with the case when the metrics
are simple. To our best knowledge, no stability result is available in the general case when
the metrics are not simple. This paper is devoted to the study of the general case when the
metric induced by the velocity field is not simple. To avoid technical complications due to the
2
boundary, we restrict our study to situation when the velocity fields are equal to one near the
boundary. From this point of view, our results can be regarded as interior estimates. We refer
to [28], [30] and the references therein for useful boundary estimates.
We now give a brief account of the approach and results in the paper. We first derive a
sensitivity result of recovering the scattering relation from the DDtN map. Our result shows that
two scattering relations must be identical if the two corresponding DDtN maps are sufficiently
close in some suitable norm. Equivalently, any arbitrarily small change in the scattering relation
can imply a certain change in the DDtN map. To our best knowledge, this seems to be the first
sensitivity result for the inverse problem in the non-simple metric case. Moreover, our result
is fundamentally different from those in the literature where Lipschitz, Ho¨lder or logarithmic
estimates are derived, see for examples [6], [1], [33], [25], [26], [27], [28], [19] and [14]. This is
the reason the term “sensitivity analysis” is used instead of “stability estimates” throughout the
paper. We remark that when the geometry induced by the velocity field is simple, the scattering
relation is equivalent to the boundary distance function. In that case, a Ho¨lder type interior
stability estimate for recovering the boundary distance function from the DDtN map has been
established in [28]. Compared to the Ho¨lder type result, our result is much stronger. As a
consequence, a stronger result than Ho¨lder type stability may be proved for the results in [28],
[11] and [19]. Our approach is based on Gaussian beam solutions to the wave equation, which are
capable of dealing with caustics, major obstacles to the construction of classic geometric-optics
solutions. We refer to [22] and [15] for more discussions on Gaussian beams and its applications.
Once the above sensitivity result of recovering the scattering relation from its associated
DDtN map is established, the sensitivity of the inverse problem of recovering the velocity field
from its induced DDtN map is reduced to the uniqueness issue of recovering the velocity field
from its induced scattering relation. This is a special case of the lens rigidity problem in geometry
when the metrics are restricted to a conformal class (see [18] and [32]). With regarding to the
lens rigidity problem, Stefanov and Uhlmann ([32]) proved uniqueness up to diffeomorphisms
fixing the boundary for metrics a priori close to a generic “regular” one. There “regular” means
that there is a set of geodesics without conjugate points whose conormal bundles can cover the
contangent bundle of the underlying manifold. Their approach is based on investigating the
X-ray transform which is obtained from linearizing the boundary distance function with respect
to the metric. The lens rigidity problem remains open for more general non-simple metrics.
In this paper, motivated by [35] which studies the geodesic X-ray transform with fold caus-
tics, we introduce the “fold-regular” class (see Subsection 3.4 for definition) of velocity fields
(or equivalently conformal metrics) which generalizes the above “regular” class, and study an
linearized problem of a variant of the lens rigidity problem when the metrics are restricted to
those conformal to the Euclidean one. Our approach is based on linearizing the Hamiltonian
flow with respect to the velocity field. This gives us the advantage of handling geodesics with
caustics in comparison to the approach by using the boundary distance function. More specifi-
cally, we linearize the operator which maps c to HTc |S∗Rd and obtain a geodesic X-ray transform
operator Ic with matrix-valued weight. We study the inverse problem of recovering a vector-
valued function f from its X-ray transform Icf . For a fixed interior point x, we use a carefully
selected set of geodesics whose conormal bundle can cover the cotangent space T ∗xRd to recover
the singularity of f at x. We allow fold caustics along these geodesics, but require that these
caustics contribute to a smoother term in the transform than x itself. It is still an open problem
to show that such a set of geodesics exists generically for a general velocity field with caustics.
But we draw evidence from the classification result on caustics and regularity theory of Fourier
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Integral Operators (FIOs) to show that it is the case under some natural assumptions in the
dimensions equal or greater than three. We call the interior point with the above set of geodesics
“fold-regular”. See Section 6.3 for discussions on the new concept “fold-regular”. A local sta-
bility estimate is derived near a fold-regular point. We think that this local stability estimate
and the approach presented here may hold the key for analyzing the stability of the lens rigidity
problem with general non-simple metrics, which is completely open at present. Initial progress
has been made along this direction in [36].
Finally, we combine the stability result on the X-ray transform and the sensitivity result
on recovering the scattering relation from the DDtN map to obtain a sensitivity result for the
inverse problem.
The paper is organized as follows. In Section 2, we present some preliminaries. In Section 3,
we introduce the main results in the paper. Section 4 is devoted to the construction of Gaussian
beam solutions to the wave equation. The Gaussian beam solutions are used in Section 5 to
prove the sensitivity result of determining scattering relation from DDtN map. In Section 6,
we discuss the concept “fold-regular” and prove a local stability estimate for the geodesic X-ray
transform Ic. In Section 7, we prove the sensitivity result of recovering the velocity field from
the DDtN map.
Throughout, we use the following conventions:
1. Let f and g be two elements in a Hilbert space, then 〈f, g〉 stands for their inner product;
2. LetM1 andM2 be two matrices (including vectors which can be regarded as single column
or single row matrices), then the product ofM1 andM2 is denoted byM1 ·M2. Sometimes,
the dot is omitted for simplicity;
3. LetM be a matrix, thenM † stands for its transpose. The same applies whenM is a linear
operator. If M is real and symmetric and C a real number, then M ≥ C means that the
matrix M − C · Id is symmetric and positive definite. If M is a complex matrix, then we
use ℜM for its real part and ℑM for its imaginary part;
4. Let U and V be two open set in a metric space, then U ⋐ V means that the closure of U ,
denoted by U¯ is compact and is a subset of V ;
5. Let C1 and C2 be two positive numbers, then C1 . C2 means that C1 ≤ C · C2 for some
constant C > 0 independent of C1 and C2.
2 Preliminaries
In this section, we introduce some notations and definitions. Let Ω be a strictly convex smooth
domain in Rd with boundary Γ. Let c be a smooth velocity field defined in Ω which is equal to
one near the boundary. Then c has natural extension to Rd. Throughout the paper, we always
use the natural coordinate system of the cotangent bundle T ∗Rd in which we write (x, ξ) for
the co-vector ξjdx
j in T ∗xRd. For ease of notation, we also use ξ for the co-vector ξjdxj . The
meaning of ξ should be clear from the context. The velocity field c introduces a Hamiltonian
function Hc(x, ξ) =
1
2c
2(x)(ξ21 + ...ξ
2
d) to T
∗
R
d. It also defines a norm to each cotangent space
T ∗xRd by
|ξ| = c(x)
√
ξ21 + ...ξ
2
d , for ξ ∈ T ∗xRd.
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Denote the corresponding Hamiltonian flow by Htc, i.e. for each (x0, ξ0) ∈ T ∗Rd, Htc(x0, ξ0) =
(x(t, x0, ξ0), ξ(t, x0, ξ0)) solves the following equations:
x˙ =
∂Hc
∂ξ
= c2 · ξ, x(0) = x0, (4)
ξ˙ = −∂Hc
∂x
= −1
2
∇c2 · (ξ21 + ...ξ2d), ξ(0) = ξ0. (5)
We call (x(·, x0, ξ0), ξ(·, x0, ξ0)) the bicharateristic curve emanating from (x0, ξ0) and x(·, x0, ξ0)
the geodesic. By the assumptions on c, the flow Htc is defined for all t ∈ R. Note that the flow
Htc is also well-defined on the cosphere bundle S∗Rd = {(x, ξ) : x ∈ Rd, |ξ| = 1}.
We say that a velocity field c is non-trapping in Ω for time T > 0 if the following condition
is satisfied:
HTc (S∗Ω)
⋂
S∗Ω = ∅. (6)
Denote
S∗+Γ = {(x, ξ) : x ∈ Γ, |ξ| = 1, 〈ξ, ν(x)〉 > 0};
S∗−Γ = {(x, ξ) : x ∈ Γ, |ξ| = 1, 〈ξ, ν(x)〉 < 0}.
Assume that the velocity field c is non-trapping in Ω for time T ; we now define the scattering
relation Sc : S
∗−Γ → S∗+Γ. For each (x0, ξ0) ∈ S∗−Γ, let l(x0, ξ0) be the first moment that the
geodesic x(·, x0, ξ0) hits the boundary Γ. Define
Sc(x0, ξ0) = Hl(x0,ξ0)c (x0, ξ0).
For future reference, we define l− : S∗Ω → (−∞, 0] by letting l−(x, ξ) be the first negative
moment that the bicharacteristic curve Ht(x, ξ) hits the boundary S∗−Γ and τ : S∗Ω→ S∗−Γ by
τ(x, ξ) = Hl−(x,ξ)(x, ξ).
We remark that l−(·) and τ(·) are well-defined by the assumption (6).
We now introduce the class of admissible velocity fields that are considered in the paper.
Definition 2.1. Let M0, ǫ0 and T be positive numbers. A velocity field c is said to belong to
the admissible class A(M0, ǫ0,Ω, T ) if and only if the following three conditions are satisfied:
1. c ∈ C3(Rd), 0 < 1M0 ≤ c ≤M0, and ‖c‖C3(Rd) ≤M0;
2. the support of c− 1 is contained in the set Ωǫ0 =: {x ∈ Ω : dist(x,Γ) > ǫ0};
3. the Hamiltonian Hc is non-trapping in Ω for time T .
By Condition 2 above and the assumption that Ω is bounded and convex, it is easy to verify
that any ray starting in the domain Ωǫ0 intersect Γ transversely. Moreover, there exist two
small positive constants ǫ∗ and ǫ1, both depending on ǫ0, such that for any (x0, ξ0) ∈ S∗−Γ, if
{Ht(x0, ξ0) : t ∈ (0, l(x0, ξ0))}
⋂
S∗Ωǫ0 6= ∅, then
〈ξ0, ν(x0)〉 ≤ −ǫ∗, (7)
〈ξ1, ν(x1)〉 ≥ ǫ∗, (8)
l(x0, ξ0) ≥ ǫ1, (9)
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where (x1, ξ1) = Sc(x0, ξ0).
Finally, we remark that we set up the discussion in the paper in the cotangent space T ∗Rd.
But one can also set up the discussion in the tangent space TRd, see for instance [24], [32]. The
equivalence of the two setups can be seen from the procedure of “raising and lowing indices” in
Riemannian geometry. We choose the cotangent setup mainly because the following three rea-
sons. First, it is more natural to the construction of Gaussian beams. Second, the classification
result of singular Lagrangian maps is more complete than that of singular exponential maps in
the literature, though these two problems are equivalent in Riemannian manifold. Finally, it is
more natural to study caustics in the cotangent space.
3 Statement of the main results
3.1 Sensitivity of recovering the scattering relation from the DDtN map
It is known that the DDtN map Λc determines the scattering relation Sc uniquely [21]. We
show that the following sensitivity result of recovering the scattering relation from the DDtN
map holds. The proof is given in Section 5.
Theorem 3.1. Let c and c˜ be two velocity fields in the class A(ǫ0,Ω,M0, T ). Then there exists
a constant δ > 0 such that
Sc˜ = Sc
if ‖Λc˜ − Λc‖H1
0
[0,3ǫ1/4]×Γ→L2([0,T+ǫ1]×Γ) ≤ δ.
Remark 3.1. The same result holds when the velocity fields are replaced by symmetric positive
definite matrices.
3.2 Linearization of the operator which maps velocity fields to Hamiltonian
flows
We begin with the following observation.
Lemma 3.1. Let c and c˜ be two velocity fields in the class A(ǫ0,Ω,M0, T ), then Sc = Sc˜ if and
only if HTc |S∗−Γ = HTc˜ |S∗−Γ.
The above lemma shows the equivalence of the Hamiltonian flow and the scattering relation.
The next lemma shows that Htc satisfies an equivalent ordinary differential equation (ODE)
system in S∗Rd.
Lemma 3.2. Let (x0, ξ0) ∈ S∗Rd = {(x, ξ) ∈ R2d : |ξ| = 1}, and let (x(t), ξ(t)) = Htc(x0, ξ0),
then (x(t), ξ(t)) satisfies the following ODE system
x˙ =
ξ
ξ21 + ...+ ξ
2
d
, (10)
ξ˙ = b(x). (11)
where b(x) = −12∇ ln c2. Conversely, if (x(t), ξ(t)) ∈ S∗Rd satisfies the ODE system (10)-(11),
then (x(t), ξ(t)) = Htc(x0, ξ0).
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We next linearize the operator which maps each velocity field to its induced Hamiltonian flow
restricted to the cosphere bundle. Let c be a fixed smooth background velocity field. Denote the
perturbed velocity field and Hamiltonian flow at time T as c˜2 = c2 + δc2 and HTc˜ = HTc + δHTc
respectively. Denote also that δb = −12∇(ln c˜2 − ln c2) and
A(x, ξ) =
(
0 ∂∂ξ (
ξ
ξ2
1
+...+ξ2
d
)
∂b
∂x 0
)
.
For each (x0, ξ0) ∈ S∗−Γ, let Υ(t, x0, ξ0) be the solution of the following ODE system
Υ˙(t) = −Υ(t)A(Htc(x0, ξ0)), Υ(0) = Id.
By the results in Appendix 8.1, we have
δHTc =
δHTc
δb
(δb) + r(δb),
where
δHTc
δb
(δb)(x0, ξ0) =
∫ T
0
Υ−1(T, x0, ξ0) ·Υ(s, x0, ξ0)
(
0
δb(x(s, x0, ξ0))
)
ds (12)
and ‖r(δb)‖L∞ ≤ C‖δb‖2C1 for some constant C > 0 depending only on ‖c‖C3(Rd).
Formula (12) motivates us to define the following geodesic X-ray transform operator
Ic(f)(x0, ξ0) =
∫ T
0
Υ(s, x0, ξ0)f(x(s, x0, ξ0)) ds, f ∈ E ′(Ω,R2d). (13)
Then δH
T
c
δb (δb)(x0, ξ0) = Υ
−1(T, x0, ξ0) · Ic(f)(x0, ξ0) with
f =
(
0
1
2∇(ln c2 − ln c˜2)
)
. (14)
We associate each (x, ξ) ∈ S∗Ω a matrix Φ(x, ξ). Let (x0, ξ0) = τ(x, ξ) = Hl−(x,ξ)c (x, ξ). We
then define
Φ(x, ξ) = Υ(−l−(x, ξ), τ(x, ξ)).
By definition, it is clear that
Φ(Hsc(x0, ξ0)) = Υ(s, x0, ξ0)
for all s ∈ R+ such that Hsc(x0, ξ0) ∈ S∗Ω. Note that f(x(s, x0, ξ0)) = 0 if s ≥ l(x0, ξ0) for
f ∈ E ′(Ω,R2d). We can rewrite the X-ray transform operator Ic (13) in the following standard
form
Icf(x0, ξ0) =
∫ l(x0,ξ0)
0
Υ(s, x0, ξ0)f(x(s, x0, ξ0)) ds,
=
∫ l(x0,ξ0)
0
Φ(Hsc(x0, ξ0))f(π(Hsc(x0, ξ0))) ds. (15)
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Remark 3.2. Formula (15) is derived in the coordinate of T ∗Rd. Hence it may not be geomet-
rically invariant.
Lemma 3.3. Assume that Sc = Sc˜, let f be defined as in (14), then
‖Icf‖L∞ . ‖f‖2C1(Ω).
Proof: First, using Sc = Sc˜ and Lemma 3.1, we have
δHTc |S∗−Γ = HTc˜ |S∗−Γ −HTc |S∗−Γ = 0. (16)
Next, by the proceeding discussion, we have
δHTc =
δHTc
δb
(δb) + r(δb), (17)
where the term r satisfies the following inequality
‖r(δb)‖L∞ ≤ C‖δb‖2C1 (18)
for some constant C > 0 depending only on ‖c‖C3(Rd). Combining (16)-(18), we see that
‖δH
T
c
δb
(δb)‖L∞ = ‖r(δb)‖L∞ . ‖δb‖2C1 = ‖f‖2C1 .
Finally, using the equality
Ic(f)(x0, ξ0) = Υ(T, x0, ξ0) · δH
T
c
δb
(δb)(x0, ξ0)
and the fact that the matrix-valued function Υ(T, ·, ·) is a smooth function determined by the
background velocity field c, we get the desired conclusion immediately.
3.3 Fold-regular points and local stability for geodesic X-ray transform
We consider the stability estimate of the operator Ic. For simplicity, we drop the subscript c.
Define β : T ∗Rd\{(x, 0) : x ∈ Rd} → S∗Rd by
β(x, ξ) =
(
x,
ξ
|ξ|
)
. (19)
Let π : T ∗Rd → Rd be the natural projection onto the base space. We define φ : T ∗Rd → Rd
by
φ(x, ξ) = π ◦ Ht=1(x, ξ), (x, ξ) ∈ T ∗Rd.
We remark that φ defined above is equivalent to the exponential map in Riemannian manifold.
The following result about the normal operator N = I†I is well-known.
Lemma 3.4. The normal operator N : L2(Ω,R2d)→ L2(Ω,R2d) is bounded and has the following
representation
Nf(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ)) dσx(ξ), f ∈ L2(Ω,R2d) (20)
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where dσx denotes the measure in the space T
∗
xR
d induced by the velocity field c, i.e. dσx(ξ) =
c(x)ddξ, and W is defined as
W (x, ξ) =
1
|ξ|d−1 {Φ
† ◦ β(x, ξ) · Φ ◦ β ◦ H(x, ξ) + Φ† ◦ β(x,−ξ) · Φ ◦ β ◦ H−1(x,−ξ)}. (21)
Proof. See [35] or [26].
We see from (20) that the local property of the normal operator N restricted to a small
neighborhood of x ∈ Ω is determined by the lagrangian map φ(x, ·) : T ∗xRd → Rd. When the
map is a diffeomorphism, it is known that the operator N near x is a pseudo-differential operator
(ΨDO). However, in general case, the map may not be a diffeomorphism and may have singular
points which are called caustic vectors. The value of the map at caustic vectors are called
caustics. When caustics occur, the Schwartz kernel of the operator N has two singularities,
one is from the diagonal which contributes to a ΨDO N1, and the other is from the caustics
which contributes to a singular integral operator N2. The property of N2 depends on the type
of caustics. The case for fold caustics is investigated in [35], where it is shown that fold caustics
contribute a Fourier Integral Operator (FIO) to N2. Little is known for caustics of other type.
Here we recall the following definition of fold caustics.
Definition 3.1. Let f : Rn → Rn be a germ of C∞ map at x0, then x0 is said to be a fold
vector and f(x0) a fold caustic if the following two conditions are satisfied:
1. the rank of df at x0 equals to n− 1 and det df vanishes of order 1 at x0;
2. the kernel of the matrix df(x0) is transversal to the manifold {x : det df(x) = 0} at x0.
We now introduce the following concept of “operator germ” to characterize the contribution
of an infinitesimal neighborhood of a caustic or a regular point to the normal operator N.
Definition 3.2. For each ξ ∈ T ∗xRd\0, the operator germ Nξ is defined to be the equivalent class
of operators in the following form
Nξf(y) =
∫
T ∗yΩ
W (y, η)f(φ(y, η))χ(y, η) dσy(η). (22)
where χ is a smooth function supported in a small neighborhood of (x, ξ) in R2d. Two operators
with χ1 and χ2 are said to be equivalent if there exists a neighborhood B(x, ξ) of (x, ξ) such that
χ1 = χ2 · χ3 for some χ3 ∈ C∞0 (B(x, ξ)) with χ3(x, ξ) 6= 0.
The operator germ Nξ is said to has certain property if there exists a neighborhood B(x, ξ)
of (x, ξ) in T ∗Rd such that the property holds for all operators of the form (22) with χ ∈
C∞0 (B(x, ξ)).
Properties of the above defined operator germ will be given in Section 6.1.
We note from the preceding discussion that it is complicated to analyze the full operator N
which contains information from all geodesics. However, for a given interior point x, to recover f
or the singularity of f at x from its geodesic transform, we need only to select a set of geodesics
whose conormal bundle can cover the cotangent space T ∗xRd. Caustics may be allowed along
these geodesics as long as they are of the simplest type, i.e fold type so that we can analyze
their contributions. This idea can be carried out by introducing a cut-off function for the set
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of geodesics as we do now. We remark that this idea is motivated by the work [30]. For any
α ∈ C∞0 (S∗−Γ), we define
Iαf(x0, ξ0) = α(x0, ξ0)
∫ l(x0,ξ0)
0
Φ(Hsc(x0, ξ0))f(π(Hsc(x0, ξ0))) ds (23)
where (x0, ξ0) ∈ S∗−Γ. Let α♯ be the unique lift of α to S∗Ω which is constant along bicharac-
teristic curves, i.e. α♯(x, ξ) = α ◦ τ(x, ξ) for (x, ξ) ∈ S∗Ω. Then α♯ is smooth in S∗Ω and we
have
Iαf(x0, ξ0) =
∫ l(x0,ξ0)
0
(α♯ · Φ)(Hsc(x0, ξ0))f(π(Hsc(x0, ξ0))) ds (24)
With the original weight Φ being replaced by the new one α♯ ·Φ, we similarly can define Nα.
In fact, it is easy to check that Nα is defined as in (21) with W being replaced by
Wα(x, ξ) =
1
|ξ|d−1 |α ◦ τ ◦ β(x, ξ)|
2Φ† ◦ β(x, ξ) · Φ ◦ β ◦ H(x, ξ)
+
1
|ξ|d−1 |α ◦ τ ◦ β(x,−ξ)|
2Φ† ◦ β(x,−ξ) · Φ ◦ β ◦ H−1(x,−ξ).
It can be shown that with properly chosen α, the analysis of the operator Nα becomes
possible and we can recover singularities of f from Nαf .
We now give two definitions whose discussions are postponed to Section 6.
Definition 3.3. A fold vector ξ ∈ T ∗xRd is called fold-regular if there exists a neighborhood U(x)
of x such that the operator germ Nξ is compact from L
2(Ωǫ0 ,R
2d) to H1(U(x),R2d) (or from
Hs(Ωǫ0 ,R
2d) to Hs+1(U(x),R2d) for all s ∈ R).
Definition 3.4. A point x is called fold-regular if there exists a compact subset Z(x) ⊂ S∗xRd
such that the following two conditions are satisfied:
1. For each ξ ∈ Z(x), there exist either no singular vectors or singular vectors of fold-regular
type along the ray {tξ : t ∈ R} for the map φ(x, ·);
2. ∀ ξ ∈ S∗xRd, ∃ θ ∈ Z(x), such that θ ⊥ ξ.
We remark that Z(x) parameterizes a subset of geodesics that pass through x and along
which there exist either no caustics or caustics of fold-regular type. A set of geodesics satisfying
condition 2 in the above definition is called complete.
We now present the main result on the local stability estimate for the geodesic X-ray trans-
form operator. The proof is given in Section 6.
Theorem 3.2. Let x∗ be a fold-regular point, then there exist a cut-off function α ∈ C∞0 (S∗−Γ),
a neighborhood U(x∗) of x∗, a compact operator N2,α from L2(Ωǫ0 ,R2d) to H1(U(x∗),R2d) and
a smoothing operator R from E ′(Ω,R2d) into C∞(U(x∗),R2d), such that for any U0(x∗) ⋐ U(x∗)
the following holds
‖f‖Hs(U0(x∗),R2d) . ‖Nαf‖Hs+1(U(x∗),R2d) + ‖N2,αf‖Hs+1(U(x∗),R2d) + ‖Rf‖Hs(U(x∗),R2d) (25)
for all f ∈ D′(Ωǫ0 ,R2d) and s ∈ R.
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3.4 Sensitivity of recovering the velocity field from the DDtN map
Definition 3.5. An admissible velocity field c is called fold-regular if all points in Ω are fold-
regular with respect to the Hamiltonian flow Htc.
We have established the following main result on the sensitivity of recovering velocity field
from DDtN map. For simplicity we only consider the case d = 3, similar results also hold for
d > 3. The proof is given in Section 7.
Theorem 3.3. Let c and c˜ be two velocity fields in the class A(ǫ0,Ω,M0, T ). Assume that the
velocity field c is smooth and is fold-regular. Then there exist a finite dimensional subspace
L ⊂ L2(Ωǫ0 ,R3), and a constant δ > 0 such that for all c˜ sufficiently close to c in H
17
2 (Ω) and
satisfying ∇(ln c2 − ln c˜2) ⊥ L, ‖Λc˜ − Λc‖H1
0
[0,3ǫ1/4]×Γ→L2([0,T+ǫ1]×Γ) ≤ δ implies that c = c˜.
4 Gaussian beam solutions to the wave equation
Let c be a velocity field in the class A(ǫ0,Ω,M0, T ). We construct Gaussian beam solutions to
the wave equation system (1)-(3) in this section.
We first construct a Gaussian beam in Rd. Following [20], we define G(x, ξ) = |ξ| =
c(x)
√
ξ21 + ...+ ξ
2
d . For a given (x0, ξ0) ∈ S∗−Γ, let (x(t), ξ(t),M(t), a(t)) be the solution to
the following ODE system:
x˙ = Gp, x(t0) = x0,
ξ˙ = −Gx, ξ(t0) = ξ0,
M˙ = −G†xξM −MGξx −MGξξM −Gxx, M(t0) =
√−1 · Id, (26)
a˙ = − a
2G
(c2trace(M)−G†xGξ −G†ξMGξ), a(t0) = λ
d
4 . (27)
The corresponding Gaussian beam with frequency λ (λ≫ 1) is given as follows
g(t, x, λ) = a(t)eiλτ(t,x)
where τ(t, x) = ξ(t) · (x− x(t)) + 12(x− x(t))†M(t)(x− x(t)).
Now, let the beam g impinge on the surface Γ transversely, we want to construct the reflected
beam g−. Let the ray x(t) hits Γ at the point x(t1) = x1. Write ξ(t1) = ξ1. We parameterize
Γ in a neighborhood of x1, say V (x1), by a smooth diffeomorphism F : U(x1) → V (x1), where
U(x1) is a neighborhood of the origin in R
d−1. We require that F (0) = x1. With the coordinate
x = F (y), we can rewrite functions when their spatial variables are restricted to the boundary
Γ. For example, we rewrite
g(t, x) = g(t, F (y)) = gˆ(t, y), τ(t, x) = τ(t, F (y)) = τˆ(t, y), for x ∈ V (x1).
We remark that here and throughout this section and the next, unless specified otherwise, we
use the notation fˆ to denote the function f restricted to the space-time boundary Γ × [0, T ]
under the coordinate x = F (y) for the spatial variables.
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By direct calculation, we have
τˆ(t1, y) = τˆ(t1, 0) + (
∂τˆ
∂(t, y)
(t1, 0))
†(t− t1, y) + (t− t1, y) ∂
2τˆ
∂(t, y)2
(t1, 0)(t− t1, y)†
+O(|(t− t1, y)|3)
= 〈(−1, ∂F
∂y
(0)†ξ1), (t− t1, y)〉+ (t− t1, y)Mˆ(t1)(t− t1, y)† +O(|(t− t1, y)|3),
where the matrix Mˆ(t1) is defined as the Hessian of the phase τˆ at (t1, 0), i.e. Mˆ(t1) =
∂2τˆ
∂(t,y)2
(t1, 0). It is clear that Mˆ(t1) is determined by M(t1) and the coordinate function x =
F (y). Using the assumption that the ray x(t) intersects Γ transversely, we can conclude that
ℑMˆ(t1) > 0. Moreover, if condition (8) is satisfied, we have
ℑMˆ(t1) > C (28)
for some C > 0 depending only on ǫ0 and M0.
We proceed to construct the reflected beam g−. Write
g−(t, x, λ) = a−(t)eiλτ
−(t,x)
with
τ−(t, x) = ξ−(t) · (x− x−(t)) + 1
2
(x− x−(t))†M−(t)(x− x−(t)).
We need to find (x−(t1), ξ−(t1), a−(t1),M−(t1)) such that the g− + g ≈ 0 on the boundary.
Following [2], we impose the following condition
∂αt,y τˆ(t1, 0) = ∂
α
t,y τˆ
−(t1, 0), for all |α| ≤ 2. (29)
As a result, we obtain ξ−(t1) = ξ−1 = ξ1 − 2〈ξ1, ν(x1)〉ν(x1) and Mˆ−(t1) = Mˆ(t1). Here we
note that Mˆ−(t1) is the Hessian of the phase τˆ− for the reflected beam at the point (t1, 0).
Consequently, M−(t1) is also determined. Finally, set x−(t1) = x1 and a−(t1) = −a(t1). Then
all of the four components of (x−(t1), ξ−(t1), a−(t1),M−(t1)) are constructed. Afterward, we
solve an ODE system to get (x−(t), ξ−(t),M−(t), a−(t)) as we did for the beam g. This completes
the construction for the reflected beam g−.
We now present some properties about the constructed beam. The following lemma is crucial
in the subsequent estimates. We refer to [22] for the proof.
Lemma 4.1. Both the matrices M(t) and M−(t) are uniformly bounded for t ∈ [0, T + ǫ1].
Moreover, there exists C > 0, depending on M0 and ǫ0, such that ℑM(t) > C and ℑM−(t) > C
for all t ∈ [0, T + ǫ1].
We next introduce two auxiliary beams gˆ∗(t, y, λ) = a(t1)eiλτˆ∗ and gˆ−∗ (t, y, λ) = a−(t1)eiλτˆ
−
∗ ,
where
τˆ∗ =
〈
(−1, ∂F
∂y
(0)†ξ1), (t− t1, y)
〉
+ (t− t1, y)Mˆ (t1)(t− t1, y)†,
τˆ−∗ =
〈
(−1, ∂F
∂y
(0)†ξ−1 ), (t− t1, y)
〉
+ (t− t1, y)Mˆ−(t1)(t− t1, y)†.
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Compared to the Gaussian beams gˆ and gˆ−, the axillary beams gˆ∗ and gˆ−∗ have frozen ampli-
tude at t = t1 and phase function with only quadratic terms. From the proceeding construction
of the reflected beam, it is clear that τˆ∗ = τˆ−∗ and gˆ∗ = −gˆ−∗ . Moreover, as is shown in the next
lemma, Lemma 4.2, the two axillary beams gˆ∗ and gˆ−∗ are good approximations to the incident
beam gˆ and reflected beam gˆ− on the space-time boundary respectively. This property is used
for estimating the interactions of Gaussian beams on the space-time boundary (see Step 3 in
the proof of Theorem 3.1).
Lemma 4.2.
gˆ(t, y, λ) = gˆ∗(t, y, λ) +O(
√
λ) in H1((3ǫ1/4, t1 + ǫ1/2)× U(x1)), (30)
gˆ−(t, y, λ) = gˆ−∗ (t, y, λ) +O(
√
λ) in H1((3ǫ1/4, t1 + ǫ1/2)× U(x1)). (31)
Proof: See Appendix 8.2.
Note that ‖gˆ(t, y, λ)‖L2((t1−ǫ1/2,t1+ǫ1/2)×U(x1)) ≈ 1. As a direct consequence of Lemma 4.2,
we obtain the following norm estimate for the beam g restricted to the boundary Γ.
Lemma 4.3.
‖g(·, ·, λ)‖L2 ((t1−ǫ1/2,t1+ǫ1/2)×V (x1)) ≈ 1. (32)
We now present an H1-norm estimate for g− + g and an approximation for the Neumann
data ∂g∂ν
−
+ ∂g∂ν on the boundary.
Lemma 4.4.
g−(t, x, λ) + g(t, x, λ) = O(
√
λ) in H1((3ǫ1/4, t1 + ǫ1/2)× V (x1)); (33)
∂g
∂ν
−
+
∂g
∂ν
= 2iλg · 〈ξ1, ν(x1)〉+O(
√
λ) in L2((3ǫ1/4, t1 + ǫ1/2) × V (x1))(34)
Proof: See Appendix 8.2.
Now, we are ready to construct Gaussian beam solutions to the initial boundary value
problem of the wave system (1)-(3). We first choose χǫ1(t) ∈ C∞0 (R) such that χǫ1(t) = 1
for t ∈ (ǫ1/4, ǫ1/2) and χǫ1(t) = 0 for t ∈ (−∞, 0)
⋃
(3ǫ1/4,∞). Let (x0, ξ0) ∈ S∗−Γ and
(x∗0, ξ
∗
0) = H−
ǫ1
4 (x0, ξ0) = (x0 − ǫ1·ξ14 , ξ0). Let g be the Gaussian beam constructed with the
initial data x(0) = x∗0, ξ(0) = ξ
∗
0 ,M(0) = i · Id and a(0) = λ
d
4 . The beam g is reflected by Γ at
(x1, ξ1) = Sc(x0, ξ0) = Hl(x0,ξ0)c (x0, ξ0) at t1 = l(x0, ξ0) + ǫ14 . We construct the reflected beam
g− by the preceding procedure. Let u be the exact solution to the wave system (1)-(3) with
f(t, x, λ) = g(t, x, λ) · χǫ1(t).
Then u = g + g− +R, where the remaining term R satisfies the following equation system
PR = −P(g + g−), (t, x) ∈ Ω× (0, t1 + ǫ1/2),
R(0, x, λ) = −(g + g−)(0, x, λ), x ∈ Ω,
Rt(0, x, λ) = −(gt + g−t )(0, x, λ), x ∈ Ω,
R(t, x, λ) = −g(t, x, λ)(1 − χǫ1(t))− g−(t, x, λ), (t, x) ∈ (0, t1 + ǫ1/2) × Γ.
Here P stands for the wave operator 1
c2(x)
∂tt −∆.
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Lemma 4.5.
‖∂R
∂ν
‖L2([0,t1+ǫ1/2]×Γ) ≤ C
√
λ
for some constant C > 0 depending on ǫ0 and M0.
Proof. We apply Theorem 4.1 in [16] to derive the estimate. Note that the compatibility
condition is satisfied on the boundary at time t = 0. It remains to show that the following four
estimates hold:
‖P(g + g−)‖C([0,t1+ǫ1/2];L2(Ω)) .
√
λ, (35)
‖(g + g−)(0, ·, λ)‖H1(Ω) .
√
λ, (36)
‖(gt + g−t )(0, ·, λ)‖L2(Ω) .
√
λ, (37)
‖g(t, x, λ)(1 − χǫ1(t))− g−(t, x, λ)‖H1([0,t1+ǫ1/2]×Γ) .
√
λ. (38)
First, (35) follows from the standard estimate for Gaussian beams, see for example [5]. We next
show (36). By Lemma 4.1, there exists a constant C > 0 depending on M0 and ǫ0 such that the
following two inequalities hold
|g(t, x, λ)| . λ d4 · e−Cλ·|x−x−(t)|2 ,
|g−(t, x, λ)| . λ d4 · e−Cλ·|x−x−(t)|2 .
Thus the beam g and g− are exponentially decaying away from the ray x(t) and x−(t) re-
spectively. Using this property, it is straightforward to show that ‖g(0, ·, λ)‖H1(Ω) . 1 and
‖g−(0, ·, λ)‖H1(Ω) . 1, whence (36) and (37) follows.
Now, we show (38). We divide the domain (0, t1 + ǫ1/2) × Γ into three parts:
Σ1 = (0, ǫ1/2)× Γ, Σ2 = (ǫ1/2, t1 − ǫ1/2) × Γ, Σ3 = (t1 − ǫ1/2, t1 + ǫ1/2) × Γ.
We show that inequality (38) holds on each part.
For (t, x) ∈ Σ1, we have 1− χǫ1(t) = 0. Consequently,
g(t, x)(1 − χǫ1(t))− g−(t, x, λ) = g−(t, x, λ).
By the exponential decaying property of g−, we obtain that
‖g(t, x)(1 − χǫ1(t))− g−(t, x, λ)‖H1(Σ1) .
√
1.
For (t, x) ∈ Σ2, by the exponential decaying property for both g and g− again, we obtain
‖g(t, x, λ)(1 − χǫ1(t))− g−(t, x, λ)‖H1(Σ2) . 1.
Finally, for (t, x) ∈ Σ3, note that t1− ǫ12 = l(x0, ξ0)+ ǫ14 − ǫ12 ≥ 3ǫ14 . We can apply Lemma 4.4 to
the part x ∈ V (x1) and the exponential decaying property for both g and g− to the remaining
part to conclude that
‖g(t, x, λ)(1 − χǫ1(t))− g−(t, x, λ)‖H1(Σ3) .
√
λ
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This completes the proof of (38) and hence the lemma.
5 Proof of Theorem 3.1
Proof of Theorem 3.1. For any (x0, ξ0) ∈ S∗−Γ, let (x1, ξ1) = Sc(x0, ξ0) = Hl(x0,ξ0)c (x0, ξ0) and
(x˜1, ξ˜1) = Sc˜(x0, ξ0) = Hl˜(x0,ξ0)c˜ (x0, ξ0). We need to show that (l(x0, ξ0), x1, ξ1) = (l˜(x0, ξ0), x˜1, ξ˜1)
if ‖Λc˜ − Λc‖ is sufficiently small. We do this in the following steps.
Step 1. Let t1 = l(x0, ξ0) +
ǫ1
4 and t˜1 = l˜(x0, ξ0) +
ǫ1
4 . Without loss of generality, we may
assume that t1 ≤ t˜1. Let V (x1) be a neighborhood of x1 in Γ which is parameterized by a
smooth function F : U(x1) → V (x1) as before. Note that if x˜1 does not belong to V (x1), then
we can show that ‖Λc˜ − Λc‖ is bounded from below by some positive constant and hence the
result of Theorem 3.1 is obvious. Therefore we may assume that x˜1 ∈ V (x1). Let x˜1 = F (δy).
We construct the initial beam g, the reflected beam g−, the boundary Dirichlet data f , the
solution u to the wave equation with velocity field c and remanning term R as in the previous
section. We similarly construct g˜, g˜−, u˜ and R˜ to the system with velocity field c˜ and with
boundary Dirichlet data f˜ = f .
Step 2. Denote by I(t1, ǫ1/2) the interval (t1−ǫ1/2, t1+ǫ1/2). Since t1 ≤ t˜1 and l(x0, ξ0) ≥ ǫ1,
we have I(t1, ǫ1/2) ⊂ (3ǫ1/4, t1 + ǫ1/2) and I(t1, ǫ1/2) ⊂ (3ǫ1/4, t˜1 + ǫ1/2). Then we can apply
(34) and Lemma 4.5 to obtain
(Λc˜ − Λc)f = ∂u
∂ν
− ∂u˜
∂ν
=
∂(g + g−)
∂ν
− ∂(g˜ + g˜
−)
∂ν
+
∂R
∂ν
− ∂R˜
∂ν
= 2iλ · {〈ξ1, ν(x1)〉 · g − 〈ξ˜1, ν(x˜1)〉 · g˜}+O(√λ)
in L2(I(t1, ǫ1/2) × V (x1)).
It follows that
〈
(Λc˜ − Λc)f, g
〉
L2(I(t1,ǫ1/2)×V (x1)) = 2iλ ·
[〈
ξ1, ν(x1)
〉 · 〈g, g〉
L2(I(t1,ǫ1/2)×V (x1))
− 〈ξ˜1, ν(x˜1)〉 · 〈g˜, g〉L2(I(t1,ǫ1/2)×V (x1))
]
+O(
√
λ).
Note that
|〈(Λc˜ − Λc)f, g〉L2(I(t1,ǫ1/2)×V (x1))| ≤ ‖(Λc˜ − Λc)f‖L2(I(t1,ǫ1/2)×V (x1)) · ‖g‖L2(I(t1,ǫ1/2)×V (x1))
≤ ‖(Λc˜ − Λc)f‖L2((0,T+ǫ1)×Γ) · ‖g‖L2(I(t1,ǫ1/2)×V (x1))
≤ ‖Λc˜ − Λc‖H1
0
([0,3ǫ1/4]×Γ)→L2([0,T+ǫ1]×Γ) · ‖f‖H10 ([0,3ǫ1/4]×Γ)
·‖g‖L2(I(t1,ǫ1/2)×V (x1))
. λ · ‖Λc˜ − Λc‖H1
0
([0,3ǫ1/4]×Γ)→L2([0,T+ǫ1]×Γ).
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Thus the following inequality holds
|〈ξ1, ν(x1)〉 · 〈g, g〉L2(I(t1,ǫ1/2)×V (x1))| − |〈ξ˜1, ν(x˜1)〉 · 〈g˜, g〉L2(I(t1,ǫ1/2)×V (x1))|
≤ C√
λ
+ C · ‖Λc˜ − Λc‖H1
0
([0,3ǫ1/4]×Γ)→L2([0,T+ǫ1]×Γ) (39)
for some constant C > 0.
Step 3. We now estimate the two terms on the left hand side of the inequality (39). First,
by (8) and Lemma 4.3, we have
|〈ξ1, ν(x1)〉 · |
〈
g, g
〉
L2(I(t1,ǫ1/2)×V (x1))| ≈ 1. (40)
We next estimate 〈g˜, g〉L2(I(t1,ǫ1/2)×V (x1)). In the coordinate x = F (y), by Lemma 4.2, we have
〈ˆ˜g, gˆ〉L2(I(t1,ǫ1/2)×U(x1)) = 〈ˆ˜g∗, gˆ∗〉L2(I(t1,ǫ1/2)×U(x1)) +O(
1√
λ
) (41)
where gˆ∗ and ˆ˜g∗ are the auxiliary beams associated with the beams gˆ and ˆ˜g respectively. We
write gˆ∗ = a(t1)eiλτˆ∗ and ˆ˜g∗ = a˜(t1)eiλ
ˆ˜τ∗ with
τˆ∗ = 〈(−1, ∂F
∂y
(0)†ξ1), (t− t1, y)〉+ (t− t1, y)Mˆ (t1)(t− t1, y)†;
ˆ˜τ∗ = 〈(−1, ∂F
∂y
(δy)†ξ˜1), (t− t˜1, y − δy)〉+ (t− t˜1, y − δy) ˆ˜M(t1)(t− t˜1, y − δy)†.
By Lemma 8.1 in Appendix 8.3, we have
|〈ˆ˜g∗, gˆ∗〉L2(I(t1,ǫ1/2)×U(x1))| . e−c0λ|δz| (42)
where c0 is a positive constant depending only on ‖c‖C3 + ‖c˜‖C3 and |δz| = |t1 − t˜1|2 + |δy|2 +
|∂F∂y (δy)†ξ˜1 − ∂F∂y (0)†ξ1|2. It follows from (41) and (42) that
|〈g˜, g〉L2(I(t1,ǫ1/2)×V (x1))| . e−c0λ|δz| +O(
1√
λ
). (43)
Step 4. Combining (39), (40) and (43), we see that
e−c0λ|δz| & C1 − C2‖Λc˜ − Λc‖H1
0
([0,3ǫ1/4]×Γ)→L2([0,T+ǫ1]×Γ) − C3
1√
λ
for some positive constants C1, C2 and C3 which are independent of (x0, ξ0). By letting λ→∞,
we conclude that δz = 0 if
‖Λc˜ − Λc‖H1
0
([0,3ǫ1/4]×Γ)→L2([0,T+ǫ1]×Γ) <
C1
C2
.
Set δ = C1C2 . From δz = 0 it follows that t1 = t˜1, δy = 0, and
∂F
∂y (0)
†ξ˜1− ∂F∂y (0)†ξ1 = 0. It remains
to show that ξ˜1 = ξ1. Indeed,
∂F
∂y (0)
†ξ˜1 − ∂F∂y (0)†ξ1 = 0 implies that the tangential component
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of ξ˜1 and ξ1 are equal. Besides, |ξ1| = |ξ˜1|. These together with (8) yield that ξ˜1 = ξ1. This
completes the proof of the theorem.
6 Geodesic X-ray transform with caustics
6.1 Local properties of the normal operator N
In this subsection, we present some results about the local properties of the normal operator N
(see (20)).
From now on, we fix x∗ ∈ Ω. We first decompose N locally into two parts based on the
separation of singularities of its Schwartz kernel. Note that the map φ(x∗, ·) : Rd → Rd is a
diffeomorphism in a neighborhood of the origin. In fact, we can check that ∂φ(x∗,·)∂ξ (0) = c(x∗)·Id.
Similar to the proof of existence of uniformly normal neighborhood in Riemannian manifold [17],
we can find ǫ2 > 0 and a neighborhood of x∗, say U˜(x∗) ⊂ Rd, such that
φ(x, ·)||ξ|<2ǫ2 is a diffeomorphism for any x ∈ U˜(x∗). (44)
Let χǫ2 ∈ C∞0 (R) be such that χ(t) = 1 for |t| < ǫ2 and χ(t) = 0 for |t| > 2ǫ2. We then
define
N1f(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ))χǫ2(|ξ|) dσx(ξ), (45)
N2f(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) dσx(ξ). (46)
Note that for any f supported in Ω, f(φ(x, ξ)) = 0 for all |ξ| > T . Thus we have
N2f(x) =
∫
ξ∈T ∗xΩ, ǫ2<|ξ|<T
W (x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) dσx(ξ).
It is clear that Nf = N1f + N2f . This gives the promised decomposition of N. We next
study N1 and N2 separately.
Lemma 6.1. N1 is an elliptic ΨDO of order −1 from C∞0 (U˜(x∗),R2d) to D′(U˜(x∗),R2d) with
principle symbol
σp(N1)(x, ξ) = 2π ·
∫
S∗xΩ
δ(〈ξ, θ〉)Φ†(x, θ) · Φ(x, θ) dσx(θ).
Proof. See [30] or [35].
We now proceed to study the operator N2 whose property is determined by the Lagrangian
map φ(x∗, ·). We shall study the operator germ N2,ξ∗ for each ξ ∈ T ∗x∗Rd. We first consider the
case when ξ∗ is not a caustic vector, i.e. ξ∗ is a regular vector.
Lemma 6.2. Let ξ∗ ∈ S∗x∗Rd be a regular vector, then there exists a neighborhood U(x∗) of
x∗ and a neighborhood B(x∗, ξ∗) of (x∗, ξ∗) such that for any χ ∈ C∞0 (B(x∗, ξ∗)) the following
operator
N2,ξ∗f(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) · χ(x, ξ) dσx(ξ)
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is a smoothing operator from E ′(Ω,R2d) into C∞(U(x∗),R2d).
Proof. Since ξ∗ ∈ S∗x∗Rd is regular, there exist a neighborhood V (x∗) of x∗ in Rd and a
neighborhood B(x∗, ξ∗) of (x∗, ξ∗) in R2d of the form B(x∗, ξ∗) = V (x∗)×B0(ξ∗) for some open
set B0(ξ∗) in Rd such that the map φ(x, ·) is a diffeomorphism between B0(ξ∗) and its image for
all x ∈ V (x∗). We denote the inverse of the map φ(x, ·) by φ−1(x, ·). By a change of coordinate
ξ = φ−1(x, y) and use some cut-off function, we can write N2,ξ∗ in the following form
N2,ξ∗f(x) =
∫
Ω
K(x, y)f(y) dy, f ∈ E ′(Ω,R2d)
for some smooth function K in Ω× Ω. The Lemma follows immediately.
We next consider the case when ξ∗ is a fold vector. We have the following slightly modified
result from [35].
Lemma 6.3. Let ξ∗ be a fold vector of the map φ(x∗, ·). Then there exists a small neigh-
borhood U(x∗) of x∗ and a small neighborhood B(x∗, ξ∗) of (x∗, ξ∗) in R2d such that for any
χ ∈ C∞0 (B(x∗, ξ∗)), the operator N2,ξ∗ : E ′(Ω,R2d)→ D′(U(x∗),R2d) defined by
N2,ξ∗f(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) · χ(x, ξ) dσx(ξ), f ∈ E ′(Ω,R2d) (47)
is an FIO of order −d2 whose associated canonical relation is compactly supported in the following
set {
(x, ξ, y, η); x ∈ U(x∗), y = φ(x, ω), (x, ω) ∈ B(x∗, ξ∗), det dωφ(x, ω) = 0,
ξ = −ηi∂φ
i(x, ω)
∂x
, η ∈ Coker (dωφ(x, ω)).
}
(48)
6.2 Singularities of the map φ(x, ·)
In this subsection, we present some properties about the map φ(x, ·) which is equivalent to the
exponential map in Riemannian manifold.
By the classification result for Lagrangian maps (see [3] and [4] for detail), there are only a
finite number of stable and simple singular Lagrangian map germs in dimensions between three
and five and they are generic. In three dimensions, there are four types: fold, cusp, swallow-tail
and D4. The others are unstable and can be removed by using arbitrarily small perturbations.
We define
K(x) = {ξ ∈ T ∗xRd : the map germ φ(x, ·) at ξ is singular};
K1(x) = {ξ ∈ T ∗xRd : the map germ φ(x, ·) at ξ has singularity of fold type};
K2(x) = {ξ ∈ T ∗xRd : the map germ φ(x, ·) at ξ has singularity of cusp type};
K3(x) = {ξ ∈ T ∗xRd : the map germ φ(x, ·) at ξ has simple and stable singularities of types
other than fold and cusp}.
We say that the map φ(x, ·) is in a general position (or generic) if the map germ φ(x, ·) is
simple and stable at all caustic vectors in K(x). By the classification result of Lagrangian maps,
see for instance [3], the following result holds for the set K(x).
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Propsition 1. Assume that the map φ(x, ·) is in a general position, then the sets K1(x) and
K2(x) are smooth manifolds of dimensions d−1 and d−2, respectively. The set K3(x) is a union
of smooth manifolds of dimensions not greater than d− 3. Especially, for d = 3, the sets K1(x),
K2(x) and K3(x) consists of smooth surfaces, smooth curves and isolated points, respectively.
In the case when the map φ(x, ·) is not in a general position, it is known that ⋃3j=1Kj(x) is
open and dense in K(x).
Recall that the map β is defined by (19). Denote Sj(x) = β(Kj(x)) for j=1,2,3. We conclude
that the following result holds.
Lemma 6.4. Assume that the map φ(x, ·) is in general position, then the sets S1(x), S2(x) and
S3(x) are of finite d−1, d−2 and d−3 dimensional Hausdorff measures, respectively. Especially,
for d = 3, the set S2(x) is a curve (not necessarily smooth) of finite length in S∗xR3 and S3(x)
consists of a finite number of points.
It is clear that S1(x) represents the set of geodesics passing through x with fold caustics (and
possibly other types of caustics as well). Observe that for each fold vector ξ ∈ T ∗xRd, there exists
a neighborhood of ξ in K1(x), say V (ξ), such that V (ξ) is a smooth hyperplane of dimension
d − 1 in T ∗xRd and is transversal to the ray {tξ : t > 0}. From this, we can conclude that the
following result holds.
Lemma 6.5. The set S1(x) is open in S∗xRd.
6.3 Discussions on the concept of Fold-regular
In this subsection, we discuss the concept “fold-regular” defined in Subsection 3.3. We show
that fold-regular point is the natural object to study for geodesic X-ray transforms with caustics.
We also derive some natural conditions for a point to be fold-regular. We remark that one can
define “fold-regular metric” in a similar way as for “fold-regular velocity field” in Subsection
3.4. Then “fold-regular metric” generalizes “regular metric” introduced in [29].
We take the case d = 3 for example, similar discussions also hold for the case d > 3. Note that
the set of geodesics passing through x can be parameterized by the sphere S∗xR3 and those with
fold caustics by S1(x), which is a subset with the same dimension. In comparison, a complete
set of geodesics passing through x has dimension at least one. By Lemma 6.5, we see that in
the generic case for a non-simple velocity field, the set S1(x) is open in the sphere S∗xR3. Thus,
in order to be able to select a complete set from S∗xR3, it is necessary to use geodesics with fold
caustics in the case when there is no complete subset in the set of geodesics without caustics.
However, we should also point out that there is not much need to use geodesics with other
types of caustics since they correspond to a one dimensional subset on S∗xR3. In the extreme
case, when the set S1(x) contains no complete subset, then there exists θ ∈ S∗xR3 such that
all the geodesics represented by the set θ⊥ = {ξ ∈ S∗xRd, ξ ⊥ θ} have caustics other than the
fold type. It is only in such extreme case that we need to use information from geodesics with
cusp caustics and hence an investigation of properties of the operator germ Nξ for cusp vectors
becomes necessary.
We now consider the problem when a fold vector is fold-regular. In dimension d ≥ 3, a
sufficient condition for a fold vector ξ∗ to be fold-regular is the following
d2ξφ(x∗, ξ∗)(Nx∗(ξ∗) \ 0× ·)|Tξ∗S(x∗) is of full rank, (49)
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where Nx∗(ξ∗) denotes the kernel of dξφ(x∗, ξ∗) and S(x∗) the set of all vectors ξ ∈ T ∗x∗Rd such
that det dξφ(x∗, ξ) = 0. Indeed, in that case, it is shown in [35] that the canonical relation
associated with the operator germ N2,ξ∗ is locally a canonical graph and hence N2,ξ∗ is bounded
from L2(Ωǫ0 ,R
2d) to H
d
2 (U(x∗),R2d) for some neighborhood U(x∗) of x∗. Note that for d ≥ 3,
H
d
2 (U(x∗),R2d) is compactly embedded inH1(U(x∗),R2d), soN2,ξ∗ is compact from L2(Ωǫ0 ,R2d)
to H1(U(x∗),R2d) and we can conclude that ξ∗ is fold-regular.
The set of fold-regular vectors contains more elements than those which satisfy the graph
condition (49). In fact, let C ⊂ T ∗Ω×T ∗Ω be the canonical relation associated with the operator
germ N2,ξ∗ defined in Lemma 6.3. We can show that C is homogeneous and C ⊂ (T ∗Ω\0) ×
(T ∗Ω\0). By the main result in [12], N2,ξ∗ is bounded from L2(Ωǫ0 ,R2d) to H
d
2
− 1
3 (U(x∗),R2d)
for some neighborhood U(x∗) of x∗, if the only singularity of the projection of C to its first or
second component at the point associated with (x∗, ξ∗) is fold or cusp. Since H
d
2
− 1
3 (U(x∗),R2d)
is compactly embedded in H1(U(x∗),R2d), we see that N2,ξ∗ is compact from L2(Ωǫ0 ,R2d) to
H1(U(x∗),R2d) and hence ξ∗ is fold-regular.
Remark 6.1. In dimension d = 2, the set of fold-regular vectors is generally empty. Indeed,
for a fold vector ξ∗, the operator germ N2,ξ∗ is a FIO of order −1, and hence the best estimate
is that it is bounded from L2(Ωǫ0 ,R
2d) to H1(U(x∗),R2d) for some neighborhood U(x∗) of x∗.
We conclude this subsection with the following criterion for a fold-regular point.
Lemma 6.6. If for any θ ∈ S∗xRd, there exists ξ ∈ S∗xRd such that ξ ⊥ θ and that either no
caustics or only fold caustics with condition (49) satisfied exist along the ray {φ(x, tξ) : −T ≤
t ≤ T}, then the point x is fold-regular.
6.4 Proof of Theorem 3.2
We prove Theorem 3.2 in this subsection. The proof can be divided into two major stages: in
the first stage, we present some preliminaries and construct a cut-off function α ∈ C∞0 (S∗−Γ)
which selects a complete set of geodesics with only fold-regular caustics, see Lemma 6.7; in the
second stage, we study the normal operator Nα = I
†
αIα, see Lemma 6.8 and 6.9. Theorem 3.2
is then a direct consequence of Lemma 6.8 and 6.9.
We now present some preliminaries that are necessary for the construction of α. Let x∗
be a fold-regular point with the compact subset Z(x∗) ⊂ S∗x∗Rd in Definition 3.4. Denote
Cǫ2,TZ(x∗) = {rξ; ξ ∈ Z(x∗), r ∈ R and ǫ2 ≤ |r| ≤ T}. For each ξ∗ ∈ Cǫ2,TZ(x∗), by Lemma
6.2 and Lemma 6.3, there exist a neighborhood U(x∗, ξ∗) of x∗ and a neighborhood B(x∗, ξ∗) of
(x∗, ξ∗) such that for any χ ∈ C∞0 (B(x∗, ξ∗)) the following operator
N2,ξ∗f(x) =
∫
T ∗xΩ
W (x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) · χ(x, ξ) dσx(ξ)
is compact from Hs(Ωǫ0 ,R
2d) to Hs+1(U(x∗, ξ∗),R2d). Let B0(x∗, ξ∗) be another neighborhood
of (x∗, ξ∗) in R2d such that B0(x∗, ξ∗) ⋐ B(x∗, ξ∗). Since Cǫ2,TZ(x∗) is compact, there exists a
finite number of ξ∗’s in Cǫ2,TZ(x∗), say ξ1, ξ2,..., ξM , such that
Cǫ2,TZ(x∗) ⊂
M⋃
j=1
B0(x∗, ξj).
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We can then find smooth functions χ1, χ2,...,χM with suppχj ⊂ B(x∗, ξj) for each j such that
M∑
j=1
χj(x, ξ) = 1 for all (x, ξ) ∈
M⋃
j=1
B0(x∗, ξj).
Denote by A0 be the greatest connected open symmetric subset in
⋃M
j=1B0(x∗, ξj) which
contains Cǫ2,TZ(x∗). Here and after, we say that a set B in R2d is symmetric if (x, ξ) ∈ B implies
that (x,−ξ) ∈ B. Define
Aǫ = {(x, ξ) ∈ R2d : |x− x∗| ≤ ǫ, ǫ2 ≤ |ξ| ≤ T}
for each ǫ > 0. It is clear that Aǫ is compact in R2d, so is the set Aǫ\A0.
Lemma 6.7. There exist ǫ3 > 0 and α ∈ C∞0 (S∗−Γ) such that the following two conditions are
satisfied:
α(x0, ξ0) = 1 for all (x0, ξ0) ∈ τ ◦ β(Cǫ2,TZ(x∗)), (50)
α(x0, ξ0) = 0 for all (x0, ξ0) ∈ τ ◦ β(Aǫ3\A0). (51)
Proof. Note that both β and τ are continuous. Since Cǫ2,TZ(x∗) and Aǫ\A0 are compact,
so are the sets τ ◦ β(Cǫ2,TZ(x∗)) and τ ◦ β(Aǫ\A0). We claim that there exists ǫ3 > 0 such that
τ ◦ β(Cǫ2,TZ(x∗))
⋂
τ ◦ β(Aǫ\A0) = ∅
for all ǫ ≤ ǫ3. Indeed, assume the contrary, then
τ ◦ β(Cǫ2,TZ(x∗))
⋂
τ ◦ β(Aǫ\A0) 6= ∅
for all ǫ > 0. Note that the collection of compact subsets τ ◦ β(Cǫ2,TZ(x∗))
⋂
τ ◦ β(Aǫ\A0)
is decreasing with respect to ǫ, so it satisfies the finite intersection property and we can thus
conclude that
τ ◦ β(Cǫ2,TZ(x∗))
⋂
ǫ>0
τ ◦ β(Aǫ\A0) 6= ∅.
But on the other hand, we can check that⋂
ǫ>0
τ ◦ β(Aǫ\A0) = τ((Aǫ\A0)
⋂
S∗x∗R
d)
τ ◦ β(Cǫ2,TZ(x∗)) = τ(Cǫ2,TZ(x∗)
⋂
S∗x∗R
d).
Using the fact that τ is injective on S∗x∗R
d and Cǫ2,TZ(x∗) ⊂ A0, we obtain
τ((Aǫ\A0)
⋂
S∗x∗R
d)
⋂
τ(Cǫ2,TZ(x∗)
⋂
S∗x∗R
d) = ∅.
Thus,
τ ◦ β(Cǫ2,TZ(x∗))
⋂
ǫ>0
τ ◦ β(Aǫ\A0) = ∅.
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This contradiction completes the proof of our claim.
Now, we have
τ ◦ β(Cǫ2,TZ(x∗))
⋂
τ ◦ β(Aǫ3\A0) = ∅.
By decreasing ǫ3 if necessary, we may assume that
{x : |x− x∗| ≤ ǫ3} ⊂ π(A0).
Since both the sets τ ◦ β(Cǫ2,TZ(x∗)) and τ ◦ β(Aǫ3\A0) are compact in S∗−Γ, we can find
α ∈ C∞0 (S∗−Γ) as desired. This concludes the proof of the lemma.
The construction of α above completes the first stage of the proof of Theorem 3.2, we are
now at the second stage. We define the truncated geodesic X-ray transform Iαf as in (23) or
(24). By replacing the weight Φ with the new one α♯ · Φ, we obtain Nα, N1,α and N2,α from
the corresponding formulas of N, N1 and N2. It is clear that Lemma 6.2, 6.3 still hold with the
new weight.
Lemma 6.8. There exist a neighborhood U(x∗) of x∗ and a smoothing operator R from E ′(Ω,R2d)
into C∞(U(x∗),R2d), such that for for any s ∈ R and any neighborhood U0(x∗) of x∗ with
U0(x∗) ⋐ U(x∗), the following estimate holds
‖f‖Hs(U0(x∗),R2d) . ‖N1,αf‖Hs+1(U(x∗),R2d) + ‖Rf‖Hs(Ω,R2d). (52)
Proof. We first show that N1,α is an elliptic ΨDO . Indeed, as in Lemma 6.1, N1,α is a
ΨDO of order −1 from C∞0 (U˜(x∗),R2d) to D′(U˜(x∗),R2d) with principle symbol
σp(N1)(x, ξ) = 2π ·
∫
S∗xΩ
δ(〈ξ, θ〉)|α♯(x∗, θ)|2Φ†(x, θ) · Φ(x, θ) dσx(θ).
By the construction of α, for any ξ ∈ S∗x∗Rd, we have α♯(x∗, θ) = 1 for some θ ∈ S∗x∗Rd with
θ ⊥ ξ. Thus
σp(N1,α)(x∗, ξ) = 2π ·
∫
θ∈S∗x∗Rd, θ⊥ξ
|α♯(x∗, θ)|2Φ†(x∗, θ) · Φ(x∗, θ) dσx∗(θ) > 0
in the sense of symmetric positive definite matrix. By continuity, we can find a neighborhood
U(x∗) ⊂ U˜(x∗) of x∗ such that σp(N1,α)(x, ξ) > 0 for all x ∈ U(x∗) and ξ ∈ S∗xRd. Thus we can
conclude that N1,α is an elliptic ΨDO of order −1 from C∞0 (U(x∗),R2d) to D′(U(x∗),R2d). By
standard argument, we can conclude that Lemma 6.8 holds.
We now study the operator N2,α.
Lemma 6.9. There exists a small neighborhood of x∗, say U(x∗), such that the operator N2,α :
E ′(Ω,R2d)→ D′(U(x∗),R2d) is compact from Hs(Ωǫ0 ,R2d) to Hs+1(U(x∗),R2d).
Proof. Recall that N2,α has the following representation
N2,αf(x) =
∫
T ∗xΩ
Wα(x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) · dσx(ξ),
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where
Wα(x, ξ) =
1
|ξ|d−1 |α ◦ τ ◦ β(x, ξ)|
2Φ† ◦ β(x, ξ) · Φ ◦ β ◦ H(x, ξ)
+
1
|ξ|d−1 |α ◦ τ ◦ β(x,−ξ)|
2Φ† ◦ β(x,−ξ) · Φ ◦ β ◦ H−1(x,−ξ).
By (51) and the fact that A0 is symmetric, we see that supp Wα ⊂ A0 for all x with |x−x∗| ≤ ǫ3.
Now, let χj’s be as in the first stage. Define N2,j : E ′(Ω,R2d)→ D′(U(x∗, ξj),R2d) by
N2,jf(x) =
∫
T ∗xΩ
Wα(x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) · χj(x, ξ) dσx(ξ).
Let U(x∗) =
⋂M
j=1(U(x∗, ξj))
⋂{x : |x− x∗| < ǫ3}. Then U(x∗) is a neighborhood of x∗ and
each N2,j is compact from H
s(Ωǫ0 ,R
2d) into Hs+1(U(x∗),R2d).
We claim that N2,α =
∑M
j=1N2,j when both sides are viewed as operators from E ′(Ω,R2d) to
D′(U(x∗),R2d). Indeed, for any f ∈ C∞0 (Ω,R2d), since
∑M
j=1 χj = 1 on A0 and supp Wα ⊂ A0,
we have
Wα(x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) =Wα(x, ξ)f(φ(x, ξ))(1 − χǫ2(|ξ|)) ·
( M∑
j=1
χj(x, ξ)
)
for all x ∈ U(x∗). Thus N2,αf =
∑M
j=1N2,jf and the claim follows. This completes the proof of
the lemma.
Finally, note that Nα = N1,α +N2,α. Theorem 3.2 follows from Lemma 6.8 and 6.9.
7 Sensitivity analysis of recovering the velocity field from the
DDtN map
In this section, we prove Theorem 3.3 on the sensitivity of the inverse problem of recovering the
velocity field from the DDtN map. We first present a lemma which is a direct consequence of
Theorem 3.1 and Lemma 3.3.
Lemma 7.1. Let c and c˜ be two velocity field in A(ǫ0,Ω,M0, T ), and let f be as in (14). Then
there exists δ > 0 such that if ‖Λc˜ − Λc‖H1
0
[0,3ǫ1/4]×Γ→L2([0,T+ǫ1]×Γ) ≤ δ, then
‖If‖L∞(S∗−Γ,R2d) ≤ C‖f‖
2
C1(Ω,R2d) (53)
for constant C > 0 depending M0.
Proof of Theorem 3.3. The proof is divided into the following six steps.
Step 1. Since c is fold-regular, for each x ∈ Ωǫ0 , by Theorem 3.2, there exist a neighborhood
U(x) of x, a smooth cut-off function α ∈ C∞0 (S∗−Γ) and a smoothing operator R such that for
any U0(x) ⋐ U(x) the following estimate holds
‖f‖L2(U0(x),R2d) . ‖Nαf‖H1(U(x),R2d) + ‖N2,αf‖H1(Ω,R2d) + ‖Rf‖H1(Ω,R2d) (54)
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for all f ∈ L2(Ωǫ0 ,R2d). Moreover, both N2,α and R are compact from L2(Ωǫ0 ,R2d) to
H1(U(x),R2d).
We now fix a neighborhood U0(x) ⋐ U(x) of x for each x. Note that Ωǫ0 is compact, there
exists a finite number of points, say x1, x2, ... xM such that Ωǫ0 ⊂
⋃M
j=1 U0(xj). Let Nαj be the
operator associated with each point xj .
Step 2. Denote by H the Hilbert space
∏M
j=1H
1(U(xj),R
2d). We consider the following
three operators
Tf = (Nα1f,Nα2f, ...,NαM f),
T1f = (N2,α1f,N2,α2f, ...,N2,αM f),
T2f = (Rα1f,Rα2f, ...,RαM f).
It is clear that all three operators are bounded from L2(Ωǫ0) to H. Moreover, T1 and T2 are
also compact and the following estimate holds
‖f‖L2(Ω,R2d) . ‖Tf‖H + ‖T1f‖H + ‖T2f‖H . (55)
Step 3. Let L0 ⊂ L2(Ωǫ0 ,R2d) be the kernel of T . We claim that L0 ⊂ L2(Ωǫ0 ,R2d) is of
finite dimension. We prove by contradiction. Assume the contrary, then there exists an infinity
number of orthogonal vectors in L0 ⊂ L2(Ωǫ0 ,R2d), say, e1, e2, ..., such that ‖ej‖L2(Ωǫ0 ,R2d) = 1
and Tej = 0 for all j ∈ N. Since the sequence {ej}∞j=1 is bounded in L2(Ωǫ0 ,R2d) and the
operators T1 and T2 are compact, we can find a subsequence, still denoted by {ej}∞j=1, such that
both the sequences {T1ej}∞j=1 and {T2ej}∞j=1 are Cauchy in H. By applying Inequality (55) to
the vectors ei − ej and recall that T (ei − ej) = 0, we conclude that the sequence {ej}∞j=1 is also
Cauchy in L2(Ωǫ0 ,R
2d). This contradicts to the fact that ‖ei − ej‖L2(Ωǫ0 ,R2d) > 1 for all i 6= j.
This contradiction proves the claim.
Step 4. Denote by L⊥0 the orthogonal space to L0 in L
2(Ωǫ0 ,R
2d). We claim that
‖f‖L2(Ωǫ0 ,R2d) . ‖Tf‖H for all f ∈ L
⊥
0 . (56)
Indeed, assume the contrary, there exists a sequence {fn}∞n=1 ⊂ L⊥ such that ‖fn‖L2(Ωǫ0 ,R2d) = 1
and ‖Tfn‖H ≤ 1n for all n. By the same argument as in Step 3, we can find a subsequence,
still denoted by {ej}∞j=1, such that both the sequences {T1ej}∞j=1 and {T2ej}∞j=1 are Cauchy
in H. By Inequality (55) and the fact that ‖Tfn‖H ≤ 1n , we can conclude that {fn}∞n=1 is
also Cauchy in L2(Ωǫ0 ,R
2d). Let f0 = limn→∞ fn, then ‖Tf0‖H = limn→∞ ‖Tfn‖H = 0. This
implies that f0 ∈ L0. However, note that L⊥0 is closed, as the limit of a sequence of functions in
L
⊥
0 , f0 must belong to L
⊥
0 . Therefore, we see that f0 = 0. But this contradicts to the fact that
‖f0‖L2(Ωǫ0 ,R2d) = limn→∞ ‖fn‖L2(Ωǫ0 ,R2d) = 1. The claim is proved.
Step 5. From now on, let f be as in (14). We claim that
‖Tf‖H . ‖f‖
2
5
H
15
2 (Ω,R2d)
· ‖f‖L2(Ω,R2d).
Indeed, for each Iαj , by Lemma 7.1, we have ‖Iαjf‖L∞(S∗−Γ) ≤ C1‖f‖2C1 . Apply I
†
αj to both
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sides and use the fact that I†αj is bounded from L2 to L2(see [24]), we obtain
‖Nαjf‖L2(Ω,R2d) . ‖f‖2C1(Ω,R2d). (57)
Then,
‖Nαjf‖H1(U(xj),R2d) . ‖Nαjf‖
1
3
H3(U(xj),R2d)
· ‖Nαf‖
2
3
L2(Ω,R2d)
(by interpolation inequality)
. ‖Nαjf‖
1
3
H3(U(xj),R2d)
· ‖f‖
4
3
C1(Ω,R2d)
(by (57))
. ‖f‖
1
3
H3(Ω,R2d)
· ‖f‖
4
3
C1(Ω,R2d)
(by Lemma 6.8, 6.9)
. ‖f‖
1
3
H3(Ω,R2d)
· ‖f‖
4
3
H3(Ω,R2d)
(by interpolation inequality)
= ‖f‖
5
3
H3(Ω,R2d)
. ‖f‖
2
5
H
15
2 (Ω,R2d)
· ‖f‖L2(Ω,R2d). (by interpolation inequality)
It follows that
‖Tf‖H =
M∑
j=1
‖Nαjf‖H1(U(xj),R2d) . ‖f‖
2
5
H
15
2 (Ω,R2d)
· ‖f‖L2(Ω,R2d). (58)
This finishes the proof of our claim.
Step 6. Denote by L the projection of L0 from L
2(Ω,R2d) to the space L2(Ω,Rd) by taking
the last three components. Note that the first three components of f are zero, see (14). Thus
the condition ∇(ln c2 − ln c˜2) ⊥ L implies that f ∈ L⊥0 . Consequently, Inequality (56) holds.
Combining this with (58), we see that
‖f‖L2(Ω,R2d) . ‖f‖
2
5
H
15
2 (Ω,R2d)
· ‖f‖L2(Ω,R2d).
Therefore, we must have f = 0 for ‖f‖
2
5
H
15
2 (Ω,R2d)
sufficiently small. Finally, note that ‖f‖
H
15
2 (Ω,R2d)
.
‖c− c˜‖
H
17
2 (Ω)
and that both c and c˜ vanishes near the boundary, we conclude that f = 0 implies
c = c˜. This completes the proof of the theorem.
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8 Appendix
8.1 Linearization of ODE system
Given the following ODE system:
y˙ = f(y), y = yo,
where f ∈ C1(Rd,Rd). We consider the perturbed the system
y˙ǫ = fǫ(yǫ), yǫ = yo,
where fǫ = f + ǫg with g ∈ C1(Rd). We formally write yǫ(t) = y(t) + r(t) = y(t) + ǫφ(t) + r1(t),
where φ(0) = r(0) = r1(0) = 0. By substituting yǫ(t) = y(t) + ǫφ(t) + r1(t) into the perturbed
system, we can derive that φ satisfies the following equation:
φ˙(t) =
∂f
∂y
(y(t)) · φ(t) + g(y(t)), φ(0) = 0. (59)
By Grownwall’s inequality, we can show that |r(t)| ≤ Cǫ and |r1(t)| ≤ Cǫ2, where C is a constant
depending on ‖f‖C2 + ‖g‖C1 .
We solve equation (59) as follows. Let A(t) = ∂f∂y (y(t)). Let Φ(t) and Ψ(t) be the solution
to the following ODE system:
Φ˙(t) = −Φ(t)A(t), Φ(0) = Id;
Ψ˙(t) = A(t)Ψ(t), Ψ(0) = Id.
A straightforward calculation shows that Φ(t)Ψ(t) ≡ Φ(0)Ψ(0) = Id. Moreover,
φ(t) = Φ(t)−1
∫ t
0
Φ(s)g(y(s)) ds.
8.2 Proof of Lemma 4.2 and Lemma 4.4
Proof of 4.2. We only show (30), since (31) follows in a similar way. For simplicity, denote
D = (3ǫ1/4, t1 + ǫ1/2) × U(x1). We first show that
gˆ(t, y, λ) = gˆ∗(t, y, λ) +O(
1√
λ
) in L2(D). (60)
Indeed, by direct calculation,
gˆ(t, y, λ)− gˆ∗(t, y, λ) = (a(t) − a(t1))eiλτˆ∗ + a(t)(eiλτˆ − eiλτˆ∗). (61)
It suffices to show that
R1 := ‖(a(t) − a(t1))eiλτˆ∗‖L2(D) .
1√
λ
,
R2 := ‖a(t)(eiλτˆ − eiλτˆ∗)‖L2(D) .
1√
λ
.
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We first estimate R1. By Lemma 3.1 in [5], we have |a(t)| ≈ λ d4 . By Equation (27), we further
derive that |a˙(t)| ≈ λ d4 , thus
a(t)− a(t1) =
∫ 1
0
a˙(t1 + s(t− t1)) ds(t− t1) = O(λ
d
4 )|t− t1|.
Therefore,
‖(a(t)− a(t1))eiλτˆ∗‖2L2(D) .
∫
D
λ
d
2 (t− t1)2e−λ(t−t1,y)ℑMˆ(t1)(t−t1,y)† dtdy . 1
λ
.
This proves R1 .
1√
λ
.
We next estimate R2. Write τˆ = τˆ∗ + δτˆ , then δτˆ = O(|(t− t1, y)|3) and hence |1− eiλδτˆ | .
λ · O(|(t− t1, y)|3). It follows that
R2 ≤
∫
D
|a(t)eiλτˆ∗ |2 · |1− eiλδτˆ | dtdy .
∫
D
λ
d
2 · λ · |(t− t1, y)|3e−2λ(t−t1,y)ℑMˆ (t1)(t−t1,y)† dtdy . 1
λ
.
This completes the proof of (60).
We now proceed to show (30). By direct calculation,
∂gˆ
∂y
− ∂gˆ∗
∂y
= iλ
∂τˆ
∂y
· gˆ − iλ∂τˆ∗
∂y
· gˆ∗
= iλ(
∂τˆ
∂y
− ∂τˆ∗
∂y
) · gˆ + iλ∂τˆ∗
∂y
· (gˆ − gˆ∗)
One can check that ∂τˆ∂y − ∂τˆ∗∂y = O|(t− t1, y)|2, then a similar argument as used in the estimate
of R1 above shows that
‖λ(∂τˆ
∂y
− ∂τˆ∗
∂y
) · gˆ‖2L2(D) . 1.
Besides, (60) implies that
‖λ∂τˆ∗
∂y
· (gˆ − gˆ∗)‖2L2(D) . λ.
Combining these two estimates together, we conclude that
‖∂gˆ
∂y
− ∂gˆ∗
∂y
‖2L2(D) . λ.
Similarly, we can show that
‖∂gˆ
∂t
− ∂gˆ∗
∂t
‖2L2(D) . λ.
This completes the proof of (30) and hence the lemma.
Proof of Lemma 4.4. Denote D = (3ǫ1/4, t1 + ǫ1/2) × U(x1) again. We first show (33).
Since x is restricted to V (x1) ⊂ Γ, it suffices to show that
gˆ−(t, y, λ) + gˆ(t, y, λ) = O(
√
λ) in H1(D).
But this is a direct consequence of Lemma 4.2 and the fact that gˆ−∗ = −gˆ∗.
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We now prove (34). By direct calculate
∂g
∂ν
(t, x) =
∂
∂ν
(a(t)eiλτ(t,x)) = iλg · ∂τ
∂ν
= iλg · 〈ξ(t) +M(t)(x− x(t), ν(x)〉
= iλg · 〈ξ(t1), ν(x1)〉+ iλg · (〈ξ(t), ν(x)〉 − 〈ξ(t1), ν(x1)〉) + iλg · 〈M(t)(x − x(t), ν(x)〉.
Note that in the coordinate x = F (y),
|〈M(t)(x − x(t)), ν(x)〉| = O(|(t− t1, y)|),
|〈ξ(t), ν(x)〉 − 〈ξ(t1), ν(x1)〉| = O(|(t− t1, y)|).
It follows that
‖g · (〈ξ(t), ν(x)〉 − 〈ξ(t1), ν(x1)〉)‖2L2(D) .
1
λ
,
‖g · 〈M(t)(x − x(t), ν(x)〉‖2L2(D) .
1
λ
.
Thus
∂g
∂ν
(t, x) = iλg · 〈ξ(t1), ν(x1)〉+O(
√
λ).
Similarly,
∂g−
∂ν
(t, x) = iλg− · 〈ξ−(t1), ν(x1)〉+O(
√
λ).
Finally, using (33) and the fact that 〈ξ−(t1), ν(x1)〉 = −〈ξ(t1), ν(x1)〉, we conclude that (34)
holds. This completes the proof of the lemma.
8.3 An estimate on Gaussian beam interactions
Lemma 8.1. Assume that M1 and M2 are two symmetric positive definite matrices such that
0 < c0 < M1,M2 < c1, and N1 and N2 are two symmetric matrices such that ‖N1‖, ‖N2‖ ≤ c2.
Let δx, δξ be two vectors in Rd and λ ≫ 1. Then exists c3 > 0 depending only on c0, c1 and c2
such that
|
∫
Rd
eiλ·〈δξ,x〉−λx
T (M1+i·N1)x−λ(x−δx)T (M2+i·N2)(x−δx)| . 1
λ
d
2
e−c3λ(|δx|
2+|δξ|2).
Proof. See Lemma 3.7 in [5].
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