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SCHATTEN CLASSES OF GENERALIZED HILBERT
OPERATORS
JOSE´ A´NGEL PELA´EZ AND DANIEL SECO
Abstract. Let Dv denote the Dirichlet type space in the unit disc
induced by a radial weight v for which v̂(r) =
∫
1
r
v(s) ds satisfies the
doubling property
∫ 1
r v(s) ds ≤ C
∫ 1
1+r
2
v(s) ds. In this paper, we charac-
terize the Schatten classes Sp(Dv) of the generalized Hilbert operators
Hg(f)(z) =
∫ 1
0
f(t)g′(tz) dt
acting on Dv, where v satisfies the Muckenhoupt-type conditions
sup
0<r<1
(∫ 1
r
v̂(s)
(1− s)2
ds
)1/2 (∫ r
0
1
v̂(s)
ds
)1/2
<∞
and
sup
0<r<1
(∫ r
0
v̂(s)
(1− s)4
ds
) 1
2
(∫ 1
r
(1 − s)2
v̂(s)
ds
) 1
2
<∞.
For p ≥ 1, it is proved that Hg ∈ Sp(Dv) if and only if∫
1
0
(
(1− r)
∫ pi
−pi
|g′(reiθ)|2 dθ
) p
2 dr
1− r
<∞.
1. Introduction and main results
Let D denote the open unit disk of the complex plane, and letH(D) be the
class of all analytic functions on D. A function v : D → (0,∞), integrable
over D, is called a weight. It is radial if v(z) = v(|z|) for all z ∈ D. The
weighted Dirichlet space Dv consists of f ∈ H(D) for which
‖f‖2Dv = |f(0)|
2 +
∫
D
|f ′(z)|2v(z) dA(z) <∞,
where dA(z) = dx dy
π
is the normalized Lebesgue area measure on D. In
this work, we will consider Dirichlet type spaces Dv induced by weights
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in the class D̂ of the radial weights v for which v̂(r) =
∫ 1
r
v(s) ds satisfy
sup0<r<1
v̂(r)
v̂( 1+r
2
)
<∞. The standard radial weights v(z) = (1− |z|)α,α > −1
meet this doubling property. We write Dα for the Dirichlet type space
induced by the standard weight (1− |z|)α. The Hardy space H2 consists of
f ∈ H(D) for which ‖f‖H2 = limr→1−M2(r, f) <∞, where
M2(r, f) =
(
1
2pi
∫ π
−π
|f(reiθ)|2 dθ
) 1
2
.
The classical Littlewood-Paley formula says that H2 = D1. We refer the
reader to [6] for background information on this space. We denote by A2ω
the Bergman space induced by a weight ω (see [12, Chapter 1]). Moreover,
if ω is radial then A2ω = Dω⋆ , where
ω⋆(z) =
∫ 1
|z|
s log
s
|z|
ω(s) ds, z ∈ D \ {0}.
See [12, Theorem 4.2] for the details.
Every g ∈ H(D) induces an operator, that we call the generalized Hilbert
operator Hg, defined by
(1.1) Hg(f)(z) =
∫ 1
0
f(t)g′(tz) dt, f ∈ H(D).
The sharp condition
(1.2)
∫ 1
0
(1− s)2
v̂(s)
ds <∞
ensures that the integral in (1.1) defines an analytic function for each f ∈ Dv
(see Lemma 7 below).
The choice g(z) = log 1
1−z
in (1.1) gives an integral representation of
the classical Hilbert operator H. The Hilbert operator H is a model of
Hankel operator, and has been the object of previous studies such as [1,
3, 5], where the authors dealt with questions related to the boundedness,
the operator norm and the spectrum of H. This has revealed a natural
connection between H and other classical objects: the weighted composition
operators, the Szego¨ projection and the Legendre functions of the first kind.
The Hilbert operator is bounded on the classical Dirichlet type space Dα
if and only if α ∈ (0, 2), as was shown in [4, 7]. In fact, if α ≥ 2 there is
f ∈ Dα, f ≥ 0 on [0, 1) such that
∫ 1
0
f(t) dt =∞.
The generalized Hilbert operatorHg was introduced recently in [7], where
it is provided, among other results, a description of the g ∈ H(D) such that
Hg is bounded, compact or Hilbert-Schmidt on Dα,α ∈ (0, 2). In [11],
the authors solve the question of when is Hg bounded or compact between
weighted Bergman spaces Apω and A
q
ω, 1 < p, q < ∞, induced by a large
class of radial weights.
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The primary aim of this paper is to determine the membership in Schatten
ideals Sp(Dv) of generalized Hilbert operators Hg acting on Dirichlet type
spaces Dv, v ∈ D̂. This leads us to consider the following spaces. For
0 < p <∞, the mixed norm space B(2, p) consists of g ∈ H(D) such that
‖g‖qB(2,p) = |g(0)|
p +
∫ 1
0
M
p
2 (r, g
′)(1− r)
p
2
−1 dr <∞.
Let us observe that B(2, 2) is nothing else but the classical Dirichlet space
D0 = D. The space B(2,∞) consists of g ∈ H(D) such that
‖g‖B(2,∞) = |g(0)|+ sup
0<r<1
M2(r, g
′)(1− r)
1
2 <∞.
A classical result of Hardy and Littlewood [6, Chapter 5] asserts that
B(2,∞) coincides with the mean Lipschitz space Λ
(
2, 1
2
)
of the g ∈ H(D)
having a non-tangential limit g(eiθ) almost everywhere and such that
ω2(g, t) = O(t
1
2 ), t→ 0,
where
ω2(g, t) = sup
0<h≤t
(∫ 2π
0
|g(ei(θ+h))− g(eiθ)|2
dθ
2pi
)1/2
is the integral modulus of continuity of order 2.
The corresponding “little oh” mean Lipschitz space b(2,∞), usually de-
noted by λ
(
2, 1
2
)
, consists of g ∈ H(D) such that
lim
r→1−
M2(r, g
′)(1− r)1/2 = 0.
The next theorem is the main result of this paper.
Theorem 1. Let g ∈ H(D), 1 ≤ p ≤ ∞ and v ∈ D̂ which satisfies the
conditions
(1.3) M1(v) = sup
0<r<1
(∫ 1
r
v̂(s)
(1− s)2
ds
)1/2(∫ r
0
1
v̂(s)
ds
)1/2
<∞,
and
M2(v) = sup
0<r<1
(∫ r
0
v̂(s)
(1− s)4
ds
)1
2
(∫ 1
r
(1− s)2
v̂(s)
ds
) 1
2
<∞.(1.4)
Then, the following conditions are equivalent:
(i) Hg ∈ Sp(Dv);
(ii) g ∈ B(2, p).
Moreover,
‖Hg‖Sp(Dv) ≍ ‖g − g(0)‖B(2,p).
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It will also be proved (see Proposition 10 below) that Hg is compact on
Dv if and only if g ∈ b(2,∞). Notice that the conditions that characterize
the Schatten classes do not depend on the weight defining the space.
If v(z) = (1− |z|)α is a standard weight, (1.3) holds if and only if α > 0,
and (1.4) is satisfied if and only if α < 2, so both conditions hold simultane-
ously if and only if α ∈ (0, 2). Therefore, in particular, Theorem 1 provides
a characterization of Schatten classes of generalized Hilbert operators Hg
acting on the Hardy space H2 (α = 1) and standard Bergman spaces A2β,
β ∈ (−1, 0). Going further the next result follows from Theorem 1.
Corollary 2. Let g ∈ H(D), 1 ≤ p ≤ ∞ and ω ∈ D̂ which satisfies the
condition
(1.5) sup
0<r<1
(∫ r
0
ω̂(t)
(1− t)2
dt
) 1
2
(∫ 1
r
1
ω̂(t)
dt
) 1
2
<∞.
Then, the following conditions are equivalent:
(i) Hg ∈ Sp(A
2
ω);
(ii) g ∈ B(2, p).
The Muckenhoupt-type condition (1.5) arises in the study of generalized
Hilbert operatorsHg on weighted Bergman spaces in [11], where the authors
describe the g ∈ H(D) such thatHg is bounded, compact or Hilbert-Schmidt
on A2ω for the the subclass of D̂ consisting of regular weights.
From now on, for each radial weight v and x ∈ R let us denote V̂x(r) =
v̂(r)
(1−r)x
. Our approach to prove the case p = ∞ of Theorem 1 reveals the
role of Muckenhoupt type conditions (1.3) and (1.4). On one hand, (1.3)
allows to prove that L2
V̂2
is a natural restriction of Dv to functions defined
on [0, 1). On the other hand, the sublinear Hilbert operator defined by
H˜(f)(z) =
∫ 1
0
|f(t)|
1− tz
dt
behaves like a kind of maximal function for all generalized Hilbert operators
Hg such that g ∈ B(2,∞), and hence, it will be essential to study its
boundedness on L2
V̂2
.
Theorem 3. Let v ∈ D̂ which satisfies the conditions (1.2) and (1.3). Then
the following assertions are equivalent:
(i) H : L2
V̂2
→ Dv is bounded;
(ii) H˜ : L2
V̂2
→ Dv is bounded;
(iii) v satisfies the Muckenhoupt type condition (1.4).
Moreover, if M2(v) <∞, then
M2(v)
M1(v)
. ‖H‖(
L2
V̂2
,Dv
) ≍ ‖H˜‖(
L2
V̂2
,Dv
) .M1(v)M2(v).
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We obtain as a byproduct the following result which extends several re-
sults in the literature [4, 11].
Corollary 4. Let v ∈ D̂ which satisfies the conditions (1.3) and (1.4).
Then, both the Hilbert operator H and the sublinear Hilbert operator H˜ are
bounded on Dv.
Throughout the paper the letter C = C(·) will denote an absolute con-
stant whose value depends on the parameters indicated in the parenthesis,
and may change from one occurrence to another. We will use the notation
a . b if there exists a constant C = C(·) > 0 such that a ≤ Cb, and a & b
is understood in an analogous manner. In particular, if a . b and a & b,
then we will write a ≍ b.
2. The Hilbert operator on Dv
2.1. Some results on weights. The following lemma provides useful char-
acterizations of weights in D̂. For a proof, see [13]. Given a radial weight
v, we write vx =
∫ 1
0
sxv(s) ds, x > −1.
Lemma 5. Let ω be a radial weight. Then the following conditions are
equivalent:
(i) ω ∈ D̂;
(ii) There exist C = C(ω) ≥ 1 and β = β(ω) > 0 such that
ω̂(r) ≤ C
(
1− r
1− t
)β
ω̂(t), 0 ≤ r ≤ t < 1;
(iii) There exist C = C(ω) > 0 and γ = γ(ω) > 0 such that∫ t
0
(
1− t
1− s
)γ
ω(s) ds ≤ Cω̂(t), 0 ≤ t < 1;
(iv) There exist C = C(ω) > 0 and η = η(ω) > 0 such that
ωx ≤ C
(y
x
)η
ωy, 0 < x ≤ y <∞;
(v) There exists C = C(ω) > 0 such that ωn ≤ Cω2n for all n ∈ N;
(vi)
ωx ≍ ω̂
(
1−
1
x
)
, x ∈ [1,∞);
(vii) There exists λ = λ(ω) ≥ 0 such that∫
D
ω(z) dA(z)
|1− ζz|λ+1
≍
ω̂(ζ)
(1− |ζ |)λ
, ζ ∈ D;
(viii) ω⋆(z) ≍ ω̂(z)(1− |z|) for |z| ≥ 1
2
.
The following technical lemma will be used in the proof of Theorem 3.
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Lemma 6. Let v be a radial weight. If (1.4) holds, then
sup
0≤r<1
(∫ r
0
v(s)
(1− s)3
ds
) 1
2
(∫ 1
r
1
V̂2(s)
ds
) 1
2
<∞.
Proof. For 0 < r < 1, Fubini’s theorem gives∫ r
0
v̂(s)
(1− s)4
ds =
∫ r
0
v(s)[1− (1− s)3]
3(1− s)3
ds+ v̂(r)
1− (1− r)3
3(1− r)3
.
We may assume that r ∈ [1
2
, 1), and then we have∫ r
0
v(s)
(1− s)3
ds ≤ C
∫ 1
2
0
v(s) ds+ C
∫ r
1
2
v(s)[1− (1− s)3]
(1− s)3
ds
≤ C
∫ 1
2
0
v(s) ds+ C
∫ r
0
v̂(s)
(1− s)4
ds.
By (1.4), there is C = C(v) such that
∫ 1
0
1
V̂2(s)
ds ≤ CM2(v) <∞. Therefore,
the above inequality yields
sup
1
2
≤r<1
(∫ r
0
v(s)
(1− s)3
ds
) 1
2
(∫ 1
r
1
V̂2(s)
ds
) 1
2
≤ C sup
1
2
≤r<1
(∫ 1
2
0
v(s) ds+
∫ r
0
v̂(s)
(1− s)4
ds
) 1
2
(∫ 1
r
1
V̂2(s)
ds
) 1
2
≤ C
(∫ 1
2
0
v(s) ds
∫ 1
0
1
V̂2(t)
dt <∞
) 1
2
+ CM2(v) ≤ CM2(v) <∞.
This finishes the proof. 
2.2. Hardy-Littlewood type inequalities. The first result in this sub-
section gives a sharp condition that ensures that Hg is well defined on Dv.
Lemma 7. Let v be a radial weight which satisfies (1.2). Then there is a
positive constant C(v) such that
(2.1)
∫ 1
0
|f(t)| dt ≤ C(v)‖f‖Dv , f ∈ H(D).
Proof. For any f(z) =
∑∞
k=0 f̂(k)z
k ∈ H(D), it is clear that
(2.2)∫ 1
0
|f(t)| dt ≤ |f̂(0)|+
(
∞∑
k=1
k2|f̂(k)|2v2k−1
)1/2( ∞∑
k=1
1
k2(k + 1)2v2k−1
)1/2
.
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By Lemma 5(v)(vi)
∞∑
k=1
1
k2(k + 1)2v2k−1
≤ C
∞∑
k=1
1
v̂
(
1− 1
k+1
) ∫ 1− 1k+2
1− 1
k+1
(1− s)2 ds
≤ C
∫ 1
1
2
(1− s)2
v̂(s)
ds ≤ C
∫ 1
0
(1− s)2
v̂(s)
ds ≤ C.
This together with (2.2) and the identity ‖f‖2Dv = |f̂(0)|
2+2
∑∞
k=1 |kf̂(k)|
2v2k−1,
implies (2.1). 
A classical result of Hardy-Littlewood ([6, Theorem 5.11]) says that∫ 1
0
M2∞(r, f) dr ≤ C‖f‖
2
H2.
See also the classical Fe´jer-Riesz inequality [6, Theorem 3.13]. Applying this
inequality to dilated functions fr(z) = f(rz), 0 < r < 1, and integrating
respect to a radial weight ω, it can be easily obtained that
(2.3)
∫ 1
0
M2∞(r, f) ω̂(r) dr ≤ C‖f‖
2
A2ω
.
The next result shows a Hardy-Littlewood type inequality in a setting of
weighted Dirichlet spaces.
Lemma 8. Let v be a radial weight which satisfies (1.3). Then, there exists
C = C(v) > 0 such that
(2.4)
∫ 1
0
M2∞(s, f)
v̂(s)
(1− s)2
ds ≤ CM21 (v)‖f‖
2
Dv, f ∈ H(D).
Proof. By condition (1.3) there is a constant C = C(v) > 0 such that∫ 1
0
v̂(s)
(1−s)2
ds ≤ CM21 (v) <∞. Using [9, Theorem 1] with
U2(s) =
{
v̂(s)
(1−s)2
, 0 ≤ s < 1
0, s ≥ 1
and
V 2(s) =
{
v̂(s), 0 ≤ s < 1
0, s ≥ 1
.
we obtain∫ 1
0
M2∞(s, f)
v̂(s)
(1− s)2
ds
≤ CM21 (v)|f(0)|
2 +
∫ 1
0
(∫ s
0
M∞(r, f
′) dr
)2
v̂(s)
(1− s)2
ds
. CM21 (v)
(
|f(0)|2 +
∫ 1
0
M2∞(s, f
′)v̂(s) ds
)
.
(2.5)
Joining (2.3) and (2.5), we get (2.4). 
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It is worth mentioning that the inequality
M∞(r, f
′) ≤ C
M∞
(
1+r
2
, f
)
1− r
, 0 < r < 1,
implies the reverse inequality of (2.5) for any f ∈ H(D) and v ∈ D̂.
2.3. Proof of Theorem 3. It is clear that (ii)⇒(i).
(i)⇒(iii). This part of the proof uses ideas from [9]. For r ∈ [0, 1), set
φr(t) =
1
V̂2(t)
χ[r,1)(t), so that φr ∈ L
2
V̂2
by (1.2). Here, as usual, χE stands
for the characteristic function of a set E. Bearing in mind Lemma 8, we
deduce
‖H(φr)‖L2
V̂2
.M1(v)‖H(φr)‖Dv ≤M1(v)‖H‖
(
L2
V̂2
,Dv
)‖φr‖L2
V̂2
,
and hence
(2.6)
∫ 1
0
V̂2(s)
(∫ 1
r
1
V̂2(t)(1− ts)
dt
)2
ds .
∫ 1
r
1
V̂2(t)
dt.
On the other hand,∫ r
0
V̂2(s)
(∫ 1
r
1
V̂2(t)(1− ts)
dt
)2
ds ≥
1
4
(∫ r
0
V̂4(s) ds
)(∫ 1
r
1
V̂2(t)
dt
)2
,
and this, together with (2.6), implies
M2(v) .M1(v)‖H‖(
L2
V̂2
,Dv
) <∞.
(iii)⇒(ii). For any φ ∈ L2
V̂2
,(
H˜(φ)
)′
(z) =
∫ 1
0
t|φ(t)|
(1− tz)2
dt,
and so Minkowski’s inequality in continuous form yields
M2(r,
(
H˜(φ)
)′
) =
(
1
2pi
∫ 2π
0
∣∣∣∣∫ 1
0
|φ(t)|t
(1− treiθ)2
dt
∣∣∣∣2 dθ
) 1
2
≤
∫ 1
0
|φ(t)|
(∫ 2π
0
dθ
|1− treiθ|4
) 1
2
dt ≍
∫ 1
0
|φ(t)|
(1− tr)3/2
dt.
Hence, decomposing the range of variation of t, we obtain
‖H˜(φ)‖2Dv . I1(r) + I2(r) + |H˜(φ)(0)|
2(2.7)
where
I1(r) =
∫ 1
0
(∫ r
0
|φ(t)|
(1− t)3/2
dt
)2
v(r) dr
and
I2(r) =
∫ 1
0
(∫ 1
r
|φ(t)|
(1− tr)3/2
dt
)2
v(r) dr.
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By (1.4)
(2.8) |H˜(φ)(0)|2 ≤ ‖φ‖2L2
V̂2
∫ 1
0
1
V̂2(s)
ds ≤ C(v)M22 (v)‖φ‖
2
L2
V̂2
<∞.
The inequality
I1(r) . ‖φ‖
2
L2
V̂2
(2.9)
can be written as∫ 1
0
(∫ r
0
Φ(t) dt
)2
U2(r) dr .
∫ 1
0
Φ2(r)V 2(r) dr,
where
U2(x) =
{
v(x), 0 ≤ x < 1
0, x ≥ 1
,
V 2(x) =
{
(1− x)v̂(x), 0 ≤ x < 1
0, x ≥ 1
,
and Φ(t) = |φ(t)|
(1−t)
3
2
. From this, by [9, Theorem 1], (2.9) holds if and only if
M3(v) = sup
0<r<1
v̂(r)
1
2
(∫ r
0
1
(1− s)v̂(s)
ds
) 1
2
<∞.
Using (1.3), we get∫ r
0
1
(1− s)v̂(s)
ds ≤
1
1− r
∫ r
0
1
v̂(s)
ds ≤
M21 (v)
(1− r)
∫ 1
r
V̂2(s) ds
≤
M21 (v)
(1− r)
∫ 1+r
2
r
V̂2(s) ds
≤
CM21 (v)
v̂
(
1+r
2
) ≤ CM21 (v)
v̂ (r)
,
which implies that M3(v) ≤ CM1(v), and so by [9, Theorem 1]
I1(r) ≤ C(v)M
2
1 (v)‖φ‖
2
L2
V̂2
.(2.10)
Moreover, by applying [9, Theorem 2] with
U2(x) =
{
v(x)
(1−x)3
, 0 ≤ x < 1
0, x ≥ 1
,
and
V 2(x) =
{
V̂2(x), 0 ≤ x < 1
0, x ≥ 1
,
we deduce that
I2(r) .
∫ 1
0
(∫ 1
r
φ(t) dt
)2
v(r)
(1− r)3
dr ≤ M24 (v)‖φ‖
2
L2
V̂2
,
holds whenever
M4(v) = sup
0≤r<1
(∫ r
0
v(s)
(1− s)3
ds
) 1
2
(∫ 1
r
1
V̂2(s)
ds
) 1
2
<∞.
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By Lemma 6, M4(v) ≤ CM2(v) < ∞. This together with (2.7), (2.8) and
(2.10) gives (iii)⇒(ii). Going further, since there is an absolute constant
K > 0 such that min{M1(v),M2(v)} > K, we get
‖H˜‖(
L2
V̂2
,Dv
) .M1(v)M2(v).

Corollary 4 follows from Theorem 3 and Lemma 8.
3. Proof of Theorem 1
The right choice of the norm used is in many cases a key to a good
understanding of how a concrete operator acts in a given space. Here the
spaces B(2, p) will be equipped with an lp- norm of the H2 norms of dyadic
blocks of the Maclaurin series. In fact, a calculation shows that
‖g‖2B(2,∞) ≍ |ĝ(0)|
2 + sup
n∈N
 1
2n
∑
k∈I(n)
k2|ĝ(k)|2
 ,
where g(z) =
∑∞
k=0 ĝ(k)z
k and I(n) = {k ∈ N : 2n ≤ k < 2n+1− 1}, n ∈ N.
The same techniques allow us to prove that
g ∈ b(2,∞)⇔ lim
n→∞
1
2n
∑
k∈I(n)
k2|ĝ(k)|2 = 0.
Throughout this section, the expression g˜k will denote k
2|gˆ(k)|2. Using [8,
Theorem 1] it can also be proved that
‖g‖pB(2,p) ≍ |ĝ(0)|
p +
∞∑
n=0
2−
np
2
 ∑
k∈I(n)
g˜k

p
2
, 0 < p <∞.
3.1. Boundedness and compactness.
Proposition 9. Let g ∈ H(D) and v ∈ D̂ which satisfies the conditions
(1.3) and (1.4). Then Hg is bounded on Dv if and only g ∈ B(2,∞).
Moreover,
‖Hg‖ ≍ ‖g − g(0)‖B(2,∞).
Proof. We use that the norm of Hg(f) can be computed from the Taylor
coefficients of g and the moments of fχ[0,1)
(3.1) ‖Hg(f)‖
2
Dv =
∣∣∣∣ĝ(1) ∫ 1
0
f(t) dt
∣∣∣∣2 + ∞∑
j=1
j2g˜j+1
∣∣∣∣∫ 1
0
tjf(t) dt
∣∣∣∣2 v2j−1.
Assume that g ∈ B(2,∞), and let us see first that
(3.2)
∞∑
j=2
j2g˜j+1
∣∣∣∣∫ 1
0
tjf(t) dt
∣∣∣∣2 v2j−1 ≤ C‖g − g(0)‖2B(2,∞)‖f‖2Dv .
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Indeed, the left-hand side of the above can be decomposed in dyadic pieces
in terms of the parameter j, and is therefore dominated by
C
∞∑
n=1
v2n+1−12
2n
(∫ 1
0
t2
n
|f(t)| dt
)2 ∑
j∈I(n)
g˜j+1
≤ C‖g − g(0)‖2B(2,∞)
∞∑
n=1
v2n+1−12
3n
(∫ 1
0
t2
n
|f(t)| dt
)2
≤ C‖g − g(0)‖2B(2,∞)
∞∑
m=0
∑
j∈I(m)
j2
(∫ 1
0
tj |f(t)| dt
)2
v2j−1
≤ C‖g − g(0)‖2B(2,∞)‖H˜(f)‖
2
Dv .
By Corollary 4, the last quantity is less or equal than C‖g−g(0)‖2B(2,∞)‖f‖
2
Dv ,
showing the validity of (3.2).
Moreover, using Corollary 4 again, the remaining terms in (3.1) invol-
ving gˆ(1) and gˆ(2) can easily be controlled by ‖g − g(0)‖2B(2,∞)‖f‖
2
Dv . This
together with (3.1) and (3.2), implies that Hg is bounded on Dv with
‖Hg‖ . ‖g − g(0)‖B(2,∞).
Reciprocally, assume that Hg is bounded on Dv. For each N ∈ N, denote
aN = 1− 2
−N and consider the function fN defined, for z ∈ D as follows:
fN (z) = (1− aN)
λ
2 v̂(aN)
−1/2(1− aNz)
1−λ
2 ,
By Lemma 5(ii)(vii), λ > 0 can be choosen big enough so that
(3.3) sup
N
‖fN‖Dv <∞.
We are going to see now that
‖Hg(fN)‖
2
Dv ≥ C2
−N
∑
j∈I(N)
g˜j+1, N ∈ N.
By (3.1), the left hand side above is larger or equal than
∞∑
n=0
22n
(∫ 1
0
t2
n+1
fN(t) dt
)2
v2n+2−1
∑
j∈I(n)
g˜j+1
≥ 22N
(∫ 1
0
t2
N+1
fN (t) dt
)2
v2N+2−1
∑
j∈I(N)
g˜j+1
≥ C22N
(∫ 1
aN
t2
N+1
fN(t) dt
)2
v̂(aN)
∑
j∈I(N)
g˜j+1
≥ C2−N
∑
j∈I(N)
g˜j+1
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which together with (3.3) and the inequality
∫ 1
0
f0(t) dt ≥ C > 0 gives that
‖g − g(0)‖B(2,∞) . ‖Hg‖.

Now, we deal with the compactness of generalized Hilbert operators Hg.
Proposition 10. Let g ∈ H(D) and v ∈ D̂ which satisfies the conditions
(1.3) and (1.4). Then Hg is compact on Dv if and only g ∈ b(2,∞).
We will need the following lemma, which can be easily proved by using
(1.2), Ho¨lder’s inequality and (2.4).
Lemma 11. Let v be a radial weight such that (1.2) and (1.3) are satisfied.
Let {fj}
∞
j=1 be a sequence in Dv such that supj ‖fj‖Dv = K < ∞ and
fj → 0, as j →∞, uniformly on compact subsets of D. Then the following
assertions hold:
(i) limj→∞
∫ 1
0
|fj(t)| dt = 0;
(ii) Hg(fj)→ 0, as j →∞, uniformly on compact subsets of D for each
g ∈ H(D).
We also remind the reader that the norm convergence in Dv, v ∈ D̂, im-
plies the uniform convergence on compact subsets of D by [13, Lemma 3.2].
With these tools and from the proof of Theorem 9, Proposition 10 can be
shown using standard techniques. Therefore, its proof will be omitted. See
[7, Section 7] or [11, Section 7] for further details.
3.2. Hilbert-Schmidt operators. First, we observe that
(3.4) B(2, 2) ⊂ Dv if v ∈ D̂ satisfies that
∫ 1
0
V̂2(s) ds <∞ .
In fact, by Lemma 5(vi)
sup
j∈N
(j + 1)v2j+1 ≍ sup
j∈N
(j + 1)v̂
(
1−
1
2j + 1
)
≍ sup
j∈N
∫ 1− 1
j+2
1− 1
j+1
V̂2(s) ds ≤
∫ 1
0
V̂2(s) ds <∞,
which implies (3.4).
Proposition 12. Let g ∈ H(D) and v ∈ D̂ which satisfies the conditions
(1.3) and (1.4). Then Hg ∈ S2(Dv) if and only if g ∈ B(2, 2). Moreover,
‖Hg‖S2(Dv) ≍ ‖g − g(0)‖B(2,2).
Proof. Denote e0(z) = 1,
en(z) =
zn
‖zn‖Dv
=
zn√
2n2v2n−1
, n ∈ N\{0},
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and consider the basis {en}n∈N of Dv. If g(z) =
∑∞
0 ĝ(k)z
k ∈ H(D), since
Hg(e0)(z) =
g(z)−g(0)
z
, by (3.4)
‖Hg(e0)‖
2
Dv
≍ ‖g − g(0)‖2Dv . ‖g − g(0)‖
2
B(2,2).
On the other hand,
‖Hg(en)‖
2
Dv
=
|ĝ(1)|2
2(n+ 1)2n2v2n−1
+
1
2n2v2n−1
∞∑
k=1
k2g˜k+1
(n+ k + 1)2
v2k−1, n ∈ N.
(3.5)
Clearly,
∞∑
n=1
1
n2(n+ k + 1)2v2n−1
&
1
v2k+1
∞∑
m=1
(m+1)(k+1)∑
n=m(k+1)
1
n2(n+ k + 1)2
≍
1
(k + 1)3v2k+1
, k ∈ N.
The opposite inequality also holds, since v ∈ D̂, from Lemma 5(vi) and
(1.3), we get
k∑
n=1
1
n2(n+ k + 1)2v2n−1
≍
1
(k + 1)2
k∑
n=1
1
v̂
(
1− 1
2n−1
) ∫ 1− 1(n+1)
1− 1
n
ds
≍
1
(k + 1)2
∫ 1− 1
(k+1)
0
1
v̂ (s)
ds
.
1
(k + 1)2
∫ 1− 1
(k+2)
1− 1
(k+1)
V̂2(s) ds
≍
1
(k + 1)3v2k
, k ∈ N.
For the rest of the values of n, using again Lemma 5, and (1.4)
∞∑
n=k+1
1
n2(n+ k + 1)2v2n−1
≍
∞∑
n=k+1
1
n2v2n−1
∫ 1− 1
(n+1)
1− 1
n
ds ≍
∫ 1
1− 1
k+1
1
V̂2(s)
ds
.
1∫ 1− 1
k+1
0 V̂4(s) ds
.
1
(k + 1)3v2k
, k ∈ N.
From here, using Lemma 5(iv) and (3.5), we deduce
∞∑
n=1
‖Hg(en)‖
2
Dv
= |ĝ(1)|2
∞∑
n=1
1
2(n+ 1)2n2v2n−1
+
∞∑
k=1
k2g˜k+1v2k−1
∞∑
n=1
1
2n2(n+ k + 1)2v2n−1
≍ |ĝ(1)|2 +
∞∑
k=1
(k + 1)|gˆ(k + 1)|2 ≍ ‖g − g(0)‖B(2,2),
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proving our assertion. 
3.3. Proof of Theorem 1. (ii)⇒ (i). In order to obtain this implication
in Theorem 1 we use results from [10] on complex interpolation for the mixed
norm spaces B(2, p) and from [14, Theorem 2.6] for Schatten classes. Given
(X0, X1) a compatible pair of Banach spaces, we denote by (X0, X1)[θ] the
complex interpolating space of exponent θ ∈ [0, 1]. With the notation from
[10] for D and Ap,qδ,k, if one chooses the particular case D = D in [10], then
B(2, q) = A2,q1,1. In this way, the following result on complex interpolation
on the mixed norm space B(2, q) is a consequence of [10, Theorem 3.1] (see
also [10, Theorem B]).
Theorem A. Let 0 < q0 < q1 ≤ ∞ and θ ∈ (0, 1). If
1
q
= 1−θ
q0
+ θ
q1
, then
(B(2, q0),B(2, q1))[θ] = B(2, q).
Proposition 13. Let 2 < p < ∞ and v ∈ D̂ satisfying (1.3) and (1.4). If
g ∈ B(2, p), then Hg ∈ Sp(Dv) and ‖Hg‖Sp(Dv) . ‖g − g(0)‖B(2,p).
Proof. Let us consider the linear operator T (g) = Hg. By Proposition 12
the operator T is bounded from B(2, 2) to S2(Dv) with
‖T (g)‖S2(Dv) = ‖Hg‖S2(Dv) ≍ ‖g − g(0)‖B(2,2).
Analogously, by Proposition 9, T is bounded from B(2,∞) to S∞(Dv) with
‖T (g)‖S∞(Dv) = ‖Hg‖S∞(Dv) ≍ ‖g − g(0)‖B(2,∞).
So, the previous inequalities together with [2, Theorem 4.1.2, p. 88], Theo-
rem A and [14, Theorem 2.6] imply that T : B(2, p)→ Sp(Dv) is bounded.
This finishes the proof. 
In order to deal with the case 0 < p < 2, we will need two technical
lemmas.
Lemma 14. Let v ∈ D̂ satisfying (1.4). Then, for any q > 0 there is a
constant C(q, v) such that
∞∑
n=k
2−3qnv−q2n+1 ≤ C(q, v)2
−3qkv
−q
2k+1
for all k ∈ N ∪ {0}.
Proof. First, we prove that there exists γ = γ(v) ∈ (0, 1) such that∫ 1
1+r
2
(1− s)2
v̂(s)
ds ≤ γ
∫ 1
r
(1− s)2
v̂(s)
ds, 0 < r < 1.(3.6)
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Taking into account that v ∈ D̂ and (1.4)
∫ 1
1+r
2
(1− s)2
v̂(s)
ds ≤ C(v)
(∫ 1+r
2
0
V̂4(s) ds
)−1
≤ C(v)
(1− r)3
v̂
(
1+r
2
) ≤ C(v) ∫ 1+r2
r
(1− s)2
v̂(s)
ds, 0 < r < 1,
(3.7)
which is equivalent to (3.6). Then, Lemma 5 and (3.7) yield
∞∑
n=k
2−3qnv−q2n+1 ≤ C(q, v)
∞∑
n=k
(
1
v̂
(
1− 1
2n+1
) ∫ 1
1− 1
2n+1
(1− s)2 ds
)q
≤ C(q, v)
(∫ 1
1− 1
2k+1
(1− s)2
v̂(s)
ds
)q ∞∑
n=k
γn−k.
Since the last sum is convergent, all of the above is controlled by
C(q, v)
(
1
23kv̂
(
1− 1
2k+1
))q ≤ C(q, v)( 1
23kv2k+1
)q
, k ∈ N ∪ {0}.

Lemma 15. Let v ∈ D̂ satisfying (1.3). Then, for any q > 0 there is a
constant C(q, v) such that
k∑
n=1
2−qnv−q2n+1 ≤ C(q, v)2
−qkv
−q
2k+1
for all k ∈ N.
Proof. Now, we prove that there exists γ = γ(v) ∈ (0, 1) such that∫ 1
1+r
2
V̂2(s) ds ≤ γ
∫ 1
r
V̂2(s) ds, 0 < r < 1.(3.8)
By (1.3) ∫ 1
1+r
2
V̂2(s) ds ≤
C(v)∫ 1+r
2
0
1
v̂(s)
ds
≤
C(v)∫ 1+r
2
r
1
v̂(s)
ds
≤ C(v)
v̂ (r)
1− r
≤ C(v)
∫ 1+r
2
r
V̂2(s) ds, 0 < r < 1,
(3.9)
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which is equivalent to (3.8). So, by (3.9) and Lemma 5
k∑
n=1
2−qnv−q2n+1 ≤ C(q, v)
k∑
n=1
2−qnv̂
(
1−
1
2n+1
)−q
≤ C(q, v)
k∑
n=1
(∫ 1
1− 1
2n+1
V̂2(s) ds
)−q
≤ C(q, v)
(∫ 1
1− 1
2k+1
V̂2(s) ds
)−q k∑
n=1
γk−n
≤ C(q, v)
(∫ 1− 1
2k+2
1− 1
2k+1
V̂2(s) ds
)−q
≤ C(q, v)2−qkv̂
(
1−
1
2k+1
)−q
≤ C(q, v)2−qnv−q
2k+1
, k ∈ N.

Now we are ready to prove the remaining case of (ii)⇒(i) in Theorem 1.
Proposition 16. Let v ∈ D̂ satisfying (1.3) and (1.4). If 0 < p < 2 and
g ∈ B(2, p), then Hg ∈ Sp(Dv) and ‖Hg‖Sp(Dv) . ‖g − g(0)‖B(2,p).
Proof. Let g(z) =
∑∞
k=0 ĝ(k)z
k ∈ B(2, p). We use the orthonormal basis
{en}
∞
n=0, where
(3.10) e0(z) = 1 and en(z) =
∑
k+1∈I(n) z
k(∑
k+1∈I(n) k
2v2k−1
)1/2 , n ∈ N.
Since 0 < p ≤ 2, B(2, p) ⊂ B(2, 2). Thus, by Proposition 12, Hg ∈ S2(Dv),
and in particular Hg is a compact operator. Therefore, by [14, Theo-
rem 1.26] and [14, Corollary 1.32] (applied to H⋆gHg)
‖Hg‖
p
Sp(Dv)
= ‖H⋆gHg‖
p
2
S
p
2 (Dv)
≤
∞∑
n=0
〈Hgen,Hgen〉
p
2
Dv
.
Since Hg(e0)(z) =
g(z)−g(0)
z
, by (3.4)
‖Hg(e0)‖
2
Dv
≍ ‖g − g(0)‖2Dv . ‖g − g(0)‖
2
B(2,p).
Moreover, for n ∈ N
Hg(en)(z) =
∞∑
j=0
(j + 1)gˆ(j + 1)
(∫ 1
0
tjen(t) dt
)
zj
=
 ∑
k+1∈I(n)
(k + 1)2v2k+1
−1/2 ∞∑
j=0
(j + 1)gˆ(j + 1)
 ∑
m+1∈I(n)
1
m+ j + 1
 zj .
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So, it is enough to prove
∞∑
n=0
〈Hgen,Hgen〉
p
2
Dv
. ‖g − g(0)‖pB(2,p).(3.11)
By Lemma 5(v),
∑
k+1∈I(n)(k + 1)
2v2k+1 ≍ 2
3nv2n+1 , yielding
∞∑
n=1
〈Hgen,Hgen〉
p
2
Dv
.
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1
∣∣∣∣∣∣ĝ(1)
∑
m+1∈I(n)
1
m+ 1
∣∣∣∣∣∣
p
+
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1
 ∞∑
j=1
j2g˜j+1
 ∑
m+1∈I(n)
1
m+ j + 1
2 v2j−1

p
2
≤ J1 + J2 + J3,
(3.12)
where J1 is the first sum on the right hand side, and the second sum is
decomposed in j ≤ 2n+1 − 1 (J2) and j ≥ 2
n+1 (J3). By Lemma 14,
J1 . |ĝ(1)|
p
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1 . ‖g − g(0)‖
p
B(2,p).(3.13)
We now estimate for J2, which satisfies
(3.14) J2 ≍
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1
 n∑
k=0
∑
j∈I(k)
j2g˜j+1v2j−1

p
2
.
Using Lemma 5 and Lemma 14, the above can be bounded by
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1
 n∑
k=0
22kv2k+1
∑
j∈I(k)
g˜j+1

p
2
.
∞∑
n=1
2−
3pn
2 v
− p
2
2n+1
n∑
k=0
2pkv
p/2
2k+1
∑
j∈I(k)
g˜j+1

p
2
.
∞∑
k=0
2pkv
p/2
2k+1
∑
j∈I(k)
g˜j+1

p
2 ∞∑
n=k
2−
3pn
2 v
− p
2
2n+1
.
∞∑
k=0
2−
pk
2
∑
j∈I(k)
g˜j+1

p
2
. ‖g − g(0)‖pB(2,p).
(3.15)
To complete the estimation, we turn to J3, which satisfies
J3 ≍
∞∑
n=1
2−
pn
2 v
− p
2
2n+1
 ∞∑
k=n+1
2−2k
∑
j∈I(k)
j2g˜j+1v2j−1

p
2
.
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By Lemma 5 and Lemma 15, then J3 is controlled by
∞∑
n=1
2−
pn
2 v
− p
2
2n+1
 ∞∑
k=n+1
v2k+1
∑
j∈I(k)
g˜j+1

p
2
.
∞∑
n=1
2−
pn
2 v
− p
2
2n+1
∞∑
k=n+1
v
p/2
2k+1
∑
j∈I(k)
g˜j+1

p
2
=
∞∑
k=2
v
p/2
2k+1
∑
j∈I(k)
g˜j+1

p
2 k−1∑
n=1
2−
pn
2 v
− p
2
2n+1
.
∞∑
k=2
2−
kp
2
∑
j∈I(k)
g˜j+1

p
2
. ‖g − g(0)‖pB(2,p).
This together with (3.12), (3.13), (3.14) and (3.15) gives (3.11). 
3.4. Proof of Theorem 1. (i)⇒ (ii). In order to show the remaining
part of the proof of Theorem 1 we will employ [14, Theorem 1.28].
Proposition 17. Let g ∈ H(D) and v ∈ D̂ satisfying (1.3) and (1.4). If
1 ≤ p <∞ and Hg ∈ Sp(Dv), then g ∈ B(2, p) and
‖g − g(0)‖B(2,p) . ‖Hg‖Sp(Dv).
Proof. Let {en}
∞
n=0 be the orthonormal basis defined in (3.10). We write
M0 = |gˆ(1)| and
Mn =Mn(g, v) =
 ∑
k+1∈I(n)
k2g˜k+1v2k−1
1/2 , n ∈ N.
Let us consider Ng = {n ∈ N : Mn 6= 0} and
σn =M
−1
n
∑
k+1∈I(n)
(k + 1)ĝ(k + 1)zk, n ∈ Ng.
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The set {σn}n∈Ng is orthonormal. Denote now hk := k
2v2k−1g˜k+1. By
Lemma 5,
|〈Hgen, σn〉Dv |
=
 ∑
k+1∈I(n)
k2v2k−1
− 12 M−1n ∑
k+1∈I(n)
hk
 ∑
m+1∈I(n)
1
m+ k + 1

≍
 ∑
k+1∈I(n)
k2v2k−1
− 12  ∑
k+1∈I(n)
hk
 12
≍
(
23nv2n+1
)− 1
2
 ∑
k+1∈I(n)
hk

1
2
≍
2−n ∑
k+1∈I(n)
g˜k+1

1
2
, n ∈ Ng, n ≥ 1.
Hence, by [14, Theorem 1.28]
∞ > ‖Hg‖
p
Sp(Dv)
≥
∑
n∈Ng
|〈Hgen, σn〉Dv |
p
≥
∑
n∈Ng
2−n ∑
k+1∈I(n)
g˜k+1

p
2
& ‖g − g(0)‖pB(2,p).

Finally, Theorem 1 follows from Propositions 9, 12, 13, 16 and 17.
3.5. Proof of Corollary 2. Since ω ∈ D̂, by [12, Theorem 4.2] and
Lemma 5,
‖f‖2A2ω = |f(0)|
2ω(D) + ‖f ′‖2A2ω∗
≍ |f(0)|2 +
∫
D
|f ′(z)|2(1− |z|)ω̂(|z|) dA(z)
= ‖f‖2Dv , f ∈ H(D),
(3.16)
where v(|z|) = (1 − |z|)ω(|z|). Since ω ∈ D̂, we have that v ∈ D̂ and
v̂(|z|) ≍ (1−|z|)2ω(|z|), z ∈ D. So, using that ω̂ is a non-decreasing function
sup
0<r<1
(∫ 1
r
v̂(s)
(1− s)2
ds
)(∫ r
0
1
v̂(s)
ds
)
≍ sup
0<r<1
(∫ 1
r
ω̂(s) ds
)(∫ r
0
1
(1− s)2ω̂(s)
ds
)
<∞.
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Moreover, by (1.5)
sup
0<r<1
(∫ r
0
v̂(s)
(1− s)4
ds
) 1
2
(∫ 1
r
(1− s)2
v̂(s)
ds
)1
2
≍ sup
0<r<1
(∫ r
0
ω̂(s)
(1− s)2
ds
) 1
2
(∫ 1
r
1
ω̂(s)
ds
) 1
2
<∞.
Therefore, v satisfies both conditions, (1.3) and (1.4). This together with
(3.16) and Theorem 1, finishes the proof.
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