Abstract This study investigates the accuracy of support vector machines (SVM), which are regression procedures, in modelling reference evapotranspiration (ET 0 ). The daily meteorological data, solar radiation, air temperature, relative humidity and wind speed from three stations, Windsor, Oakville and Santa Rosa, in central California, USA, are used as inputs to the support vector machines to reproduce ET 0 obtained using the FAO-56 Penman-Monteith equation. A comparison is made between the estimates provided by the SVM and those of the following empirical models: the California Irrigation Management System (CIMIS) Penman, Hargreaves, Ritchie and Turc methods. The SVM results were also compared with an artificial neural networks method. Root mean-squared errors, mean-absolute errors, and determination coefficient statistics are used as comparing criteria for the evaluation of the models' performances. The comparison results reveal that the support vector machines could be employed successfully in modelling the ET 0 process.
INTRODUCTION
Evapotranspiration (ET) is an important issue for the water balance of an irrigated area. As described by Brutsaert (1982) and Jensen et al. (1990) , numerous methods have been proposed for estimating evapotranspiration. The combination of energy balance/aerodynamic equations generally "provides the most accurate results as a result of their foundation in physics and basis on rational relationships" (Jensen et al., 1990) . The Food and Agricultural Organization of the United Nations (FAO) assumed the ET definition of Smith et al. (1997) and accepted the FAO PenmanMonteith equation as the standard for estimating ET (Allen et al., 1998; Naoum & Tsanis, 2003) .
In the last decade, support vector machines (SVM), one of the soft computational techniques, has been successfully used in different research areas (e.g. Smola, 1996; Vapnik et al., 1997; Gao et al., 2001; Yoon et al., 2004; McNamara et al., 2005; Awad et al., 2007; Kaheil et al. 2008) . In the hydrology context, SVMs have been used successfully: to forecast flood stage (Liong & Sivapragasam, 2002) ; to extend the rating curves developed at three gauging stations in Washington, USA (Sivapragasam & Muttil, 2005) ; to predict future water levels in Lake Erie (Khan & Coulibaly, 2006) ; to forecast long-term discharges (Liu et al., 2006) ; to estimate nonlinear set-memberships (Keesman & Stappers, 2007) ; to solve identification and classification problems in control engineering (Vogt, 2008) ; to estimate the removal efficiency of settling basins in canals (Singh et al., 2008) ; to develop pedotransfer functions for water retention of soils (Lamorsky et al., 2008) ; to predict river stage (Wu et al., 2008) ; and to predict daily suspended sediment in rivers (Çimen, 2008) .
R R n → where w and B show a weight vector and a coefficient that have to be estimated from the data. Herein, the fundamental problem is to find a function f(x) that minimizes a risk function:
where l is a loss function used to measure the deviation between the target, y, and estimate, f(x), values. As the probability distribution function P(x, y) is unknown, one cannot minimize R[f(x)] directly but only compute the empirical risk function as:
This traditional empirical risk minimization is not advisable without any means of structural control or regularization (Gao et al., 2001) . Therefore a regularized risk function with the smallest steepness among the functions that minimize the empirical risk function could be used as:
where γ is a regularization parameter (γ ≥ 0). This additional term reduces the model space of the empirical risk function and thereby controls the complexity of the minimization solution (Gao et al., 2001) . Hence, the following form of this regularization risk expression can be considered (Smola, 1996; Çimen, 2008) :
where C C is a positive constant (implied as additional capacity control parameter) that has to be chosen beforehand. The constant C C influences a trade-off between an approximation error and the regression (weight) vector w and is a design parameter. The loss function l ε ( ) in this expression, which is called ε-insensitive loss function, has the advantage that we will not need all the input data for describing the regression vector w and can be written as:
This function behaves as a biased estimator when combined with a regularization term γ||w|| 2 . The loss is equal to 0 if the difference between the predicted f(x) and the measured value y i is less than ε. The choice of ε is easier than the choice of C C and it is often given as desired percentage of the output values y i . Hence, a nonlinear regression function is given by a function that minimizes equation (5) subject to equation (6), as in the following expression (Vapnik, 1995; Gunn, 1998; Çimen, 2008) :
where are the Lagrange multipliers, B is a bias term, and K(x, x i ) is the kernel function which is based upon reproducing kernel Hilbert spaces. The data are often assumed to have zero mean (this can be achieved by pre-processing), so the bias term is dropped. The kernel function is to enable operations to be performed in the input space rather than the potentially high dimensional feature space. In general, the kernel functions treated by the SVR are the functions with the polynomial, Gaussian radial basis, exponential radial basis, multi-layer perception, splines, etc. The Gaussian radial basis function (GRBF) taken into consideration in this study can be written as follows:
where σ is the Gaussian noise level of standard deviation.
CASE STUDY
The The following weather data used in the present study are measured at the CIMIS weather stations. The total incoming solar radiation is measured using pyranometers at height of 2.0 m above the ground. Air temperature is measured at a height of 1.5 m above the ground using a thermistor. The relative humidity sensor is sheltered in the same enclosure with the air temperature sensor at 1.5 m above the ground. Wind speed is measured using three-cup anemometers at 2.0 m above the ground. These measured daily meteorological data and the ET 0 values calculated using the CIMIS Penman method are downloaded from the CIMIS web server (http://www.ipm.ucdavis.edu/WEATHER/wxretrieve.html). For the Windsor and Santa Rosa stations, the conditions surrounding the station can change depending on the season. The area of these stations is irrigated, sometimes excessively, and the resultant growth is harvested as hay. CIMIS site criteria exist for this site for a short period of each growing season. The data set consists of ten years (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) of daily records of solar radiation (R s ), air temperature (T), relative humidity (RH) and wind speed (U 2 ). For each station, the first seven years (1998) (1999) (2000) (2001) (2002) (2003) (2004) data are used to train the SVR models and the remaining data are used for testing. In Table 1 , the x mean , S x , C v , C sx , x min , and x max denote the mean, standard deviation, variation coefficient, skewness, minimum, and maximum, respectively. The wind speed shows a skewed distribution for each station (see C sx values in Table 1 ). As can be seen from the correlation coefficients between the R s and ET 0 in Table 1 , the solar radiation is closely correlated with evapotranspiration for each station. The air temperature seems to be the second best parameter correlated with ET 0 . 
APPLICATION AND RESULTS
First, the ET 0 values for the Windsor, Oakville and Santa Rosa stations are calculated using the FAO-56 PM method as described in Allen et al. (1998) :
where ET 0 is reference evapotranspiration (mm d -1 ); Δ is the slope of the saturation vapour pressure function (kPa °C -1 ); R n is the net radiation (MJ m -2 d -1 ); G is the soil heat flux density (MJ m -2 d -1 ); γ is the psychometric constant (kPa °C -1 ); T is the mean air temperature (°C); U 2 is the average 24-h wind speed at 2 m height (m s -1 ), e a is the saturation vapour pressure (kPa), and e d is the actual vapour pressure (kPa).
Then, the inputs, R s , T, RH and U 2 and output ET 0 values calculated using the FAO-56 PM method are used for the calibration of SVR models. Root mean square errors (RMSE), mean absolute errors (MAE) and determination coefficient (R 2 ) statistics are used as the comparing criteria. The R 2 shows the degree to which two variables are linearly related. Different types of information about the predictive capabilities of the model are measured through RMSE and MAE. The RMSE sizes the goodness of the fit related to high ET 0 values, whereas the MAE measures a more balanced perspective of the goodness of the fit to ET 0 (Karunanithi et al., 1994) . The RMSE and MAE are defined as:
in which i is a time index, N denotes the number of data and the subscript 0 in ET 0 has been omitted to simplify notation. Two different models are developed using the SVR technique. The SVR models comprising two inputs, T and R s , are developed for the valid comparison with two parameter Hargreaves, Ritchie and Turc models. The RMSE, MAE and R 2 statistics of each SVR model in the test period are given in Table 2 . During the learning by SVR the purpose is to find a nonlinear function given by equation (7) that minimizes a regularized risk function (i.e. equation (5)). This is achieved for (7). The parameters C C , ε and σ of the optimum SVR models are also provided in Table 2 . Here, SVR1(30,0.01,0.3) denotes a SVR model having the C C , ε and σ parameter values as 30, 0.01 and 0.3, respectively. The SVR models are compared with the CIMIS Penman (Snyder & Pruitt, 1985) , Hargreaves (Hargreaves & Samani, 1985) , Ritchie (Jones & Ritchie, 1990 ) and Turc (Turc, 1961) methods. The CIMIS Penman equation employs the modified Penman equation (Pruitt & Doorenbos, 1977) with a wind function that was developed at the University of California, Davis. The method uses hourly average weather data as an input to calculate hourly ET 0 . The 24-h ET 0 values for the day (midnight-to-midnight) are then summed to produce estimates of daily ET 0 . The hourly PM equation that CIMIS uses to estimate hourly PM ET 0 is the FAO's version that is described in Irrigation and Drainage Paper No. 56 (Allen et al., 1998) . The CIMIS Penman equation is also described in Hidalgo et al. (2005;  see the CIMIS website, http://wwwcimis.water.ca.gov/cimis/ infoEtoCimisEquation.jsp):
where f U is the wind function (m s -1 ) and all other symbols have been defined above near equation (9). Daily ET 0 is the sum of 24 hours ET 0 (mm).
The Hargreaves empirical formula is one of the simplest equations used to estimate ET 0 . It is expressed as (Hargreaves & Samani, 1985) :
where ET 0 is the reference evapotranspiration (mm d -1 ); T max and T min are the maximum and ) minimum temperature (°C) and R a is the extraterrestrial radiation (converted to equivalent evaporation depth, mm d -1 ). The Ritchie method, as described by Jones & Ritchie (1990) Table 2 . The input variables used for each model are also given in this table. The SVR models comprising R s , T, RH and U 2 inputs are referred to as SVR1, and SVR2 denotes the SVR models with two inputs, R s and T. The SVR2, Hargreaves, Ritchie and Turc models use the same input variables. It can be seen from Table 2 that the SVR1 model outperforms all other models in terms of various performance criteria. The CIMIS Penman generally performs better than the twoparameter models. The SVR2, Hargreaves, Ritchie, and Turc models are rather simple and consider only T and R s data. Compared with the two-parameter empirical models, the SVR2 model performs better than the others. For the Santa Rosa Station, however, the Ritchie method performs better than the SVR2 model in terms of RMSE and R 2 . The RMSE value of the Hargreaves method is also lower than that of the SVR2 model for this station. Out of the two-parameter empirical models, the accuracies of the Ritchie and Hargreaves models are similar to each other and they perform much better than the Turc model. The Turc method has the worst performance.
The ET 0 estimates of each model for the Windsor, Oakville and Santa Rosa stations are illustrated in Figs 1-3 in the form of scatterplots. It is seen from the scatterplots that the SRV1 estimates are closer to the corresponding FAO-56 PM ET 0 values than those of the other models. As seen from the fitted line equations (assume that the equation is y = a 0 x + a 1 ) in the scatterplots, the a 0 coefficient for the SVR1 model is closer to 1 with a higher R 2 value than those of the other models. For the Windsor Station, the SVR2 model seems to perform better than the CIMIS Penman. For the Oakville and Santa Rosa stations, however, the CIMIS Penman has a better accuracy than the SVR2. This is also confirmed by the RMSE, MAE and R 2 values in Table 2 . Although the Turc models have high R 2 values, their estimates are far from the exact fit line. This can be clearly observed from their fitted line equation coefficients. The Turc method significantly underestimates ET 0 obtained by the FAO-56 PM method. The reason behind this may be the fact that the Windsor, Oakville and Santa Rosa stations are located in a windy region. This is obvious from the wind speed statistics in Table 1 . Trajkovic & Stojnic (2007) investigated the effect of wind speed on the accuracy of the Turc method in a humid climate, using data from 52 humid locations. They found that the Turc method overpredicts FAO-56 PM ET 0 at windless locations and generally underpredicts ET 0 at windy locations.
The estimation of total ET 0 is considered for comparison due to its importance in irrigation management (see Table 3 2433, 2337, 2410, 2371, 2391 and 2047 mm, respectively, compared to the measured 2459 mm, with underestimations of 1.1, 5, 2, 3.6, 2.8 and 16.7%, respectively. For the Oakville Station also the SVR1 estimates are closest to the reference value, i.e. that calculated by the FAO-56 PM method. The SVR2 model is ranked as the second best. For the Santa Rosa Station, the total ET 0 estimates of the SVR1, Ritchie, CIMIS Penman, SVR2, Hargreaves and Turc models are, respectively, 0.8 and 0.3% lower and 2.1, 6.9, 2.3 and 53.5% higher than the reference value (2232 mm). The Ritchie estimate seems to be better than the others for this station. The SVR1 estimate is slightly worse than the Ritchie one. Also, daily ET 0 estimation has been carried out by a feed-forward artificial neural networks (ANN) model, for the purpose of comparison. The conjugate gradient algorithm was used to adjust the weights of the ANN model as this technique is more powerful and faster than the conventional gradient descent technique (Kisi & Uncuoglu, 2005; Kisi, 2007a) . The sigmoid activation functions are used for the hidden and output node(s). The hidden layer node numbers of each model were determined after trying various network structures, since there is no theory yet to tell how many hidden units are needed to approximate any given function. The ANN network training was stopped after 250 epochs following the suggestion of Kisi & Uncuoglu (2005) . The optimum (Table 4 ) and the SVR models seem to perform better than the ANN.
Overall, the SVR models seem to be more adequate than the CIMIS Penman, Hargreaves, Ritchie and Turc models for the process of establishing a relationship between ET 0 and various meteorological data. The CIMIS Penman equation (equation (12)) combines two terms: the first expresses the energy required to sustain evaporation (radiative term) and the second expresses the diffusion mechanism by which energy is removed from the surface as water vapour (aerodynamic term). The Penman equation is one of the most widespread combination methods for estimating ET. The most important drawback of the Penman method is that it requires extensive input. However, the results showed that the SVR model could yield accurate estimation of ET 0 with simpler and fewer input parameters, e.g. SVR2. The Hargreaves, Ritchie and Turc methods can be considered as simplifications of the combination methods (e.g. Penman) through the introduction of empirical relationships between meteorological variables derived from local data. The Hargreaves, Ritchie and Turc models provide an estimation of the sole radiative term of the Penman equation that influences ET 0 more than the aerodynamic term (Jensen et al., 1990) . The main advantages of using SVRs are their flexibility and ability to model nonlinear relationships. The main disadvantage of the SVR technique is that it has no physical basis and belongs to a class of data-driven black-box approaches. The SVR can only be used when the training data are available. However, the empirical models are rather simple and have no such difficulties. In general, the SVR model can be considered to be relatively superior to the empirical models in estimation of ET 0 . This observation would be of much use in hydrological modelling studies where estimates of evapotranspiration values are not available. The SVR models can be integrated as a module in general hydrological analysis models.
CONCLUDING REMARKS
The potential of the SVR technique for the estimation of reference evapotranspiration using meteorological variables has been investigated in this paper. The study demonstrates that modelling of daily reference evapotranspiration is possible through the use of the SVR technique. The performance of the SVR models is compared with those of the commonly used CIMIS Penman, Hargreaves, Ritchie and Turc empirical methods. The SVR model whose inputs are the R s , T, RH and U 2 was found to perform better than the empirical models in estimation of FAO-56 PM ET 0 . However, in some areas (e.g. developing countries), the available data may be the solar radiation, R s , and air temperature, T, due to the difficulty in obtaining the data of the other two parameters, relative humidity and wind speed. Therefore, SVR2 models containing only two inputs, R s and T, are developed and compared with two-parameter Hargreaves, Ritchie and Turc models. The comparison results indicate that, in general, the SVR2 models are superior to the twoparameter empirical models. However, the Ritchie model is found to perform better than the SVR2 for the Santa Rosa Station. The applications indicate that the Ritchie model may yield better ET 0 estimates than the SVR2 model. The SVR2 models can be used in estimation of FAO-56 PM ET 0 where there exist only the R s and T data. Out of the two-parameter empirical models, the Ritchie model performs much better than the Hargreaves and Turc models. It should be noted that the comparisons of the SVR method with the empirical methods are not fair because the former is calibrated on local estimates of ET 0 derived by the Penman-Montieth method, whereas the empirical methods are totally independent of results of the Penman-Montieth method and do not include fitting to local data (see also discussion between Koutsoyiannis, 2007, and Kisi, 2007b , on a similar situation).
The SVR models were also compared with the conventional ANN models and found to be relatively superior to the ANN in estimation of FAO-56 PM ET 0 . It should be noted that the SVR models used in the present study are site-specific, since the selected stations are located in the North Coast Valleys Region. Researchers should base all calculations on their local conditions. The SVR technique could be of use in the design of reservoirs, and various other hydrological analyses where other models may be inappropriate. These SVR models can be embedded as a module for estimating ET 0 data in hydrological modelling studies.
