In the minimum linear arrangement problem one wishes to assign distinct integers to the vertices of a given graph so that the sum of the differences (in absolute value) across the edges of the graph is minimized. This problem is known to be NP-complete for the class of all graphs, but polynomial for trees-algorithms of time complexity O(n 2.2 ) and O(n 1.6 ) were given by Shiloach [SIAM J. Comput. 8 (1979) 
Introduction
Given a graph G = (V , E), a linear arrangement π of G is a bijection π : V → {1, 2, . . ., n}, where n = |V |. The cost of a linear arrangement π is given by the sum
C[π, G] = (u,v)∈E π(u) − π(v) ,
and a minimum linear arrangement of G is a linear arrangement which minimizes this sum.
For the class of all graphs, the problem of finding a minimum linear arrangement was shown in 1976 by Garey et al. [4] to be NP-complete. In that same year, Goldberg and Klipker [6] gave an O(n 3 ) algorithm that solved the problem when G is a tree. Shiloach [9] improved this bound to O(n 2.2 ) in 1979, and Chung [2] further improved it in 1983 to O(n λ ) for any λ satisfying λ > lg 3 ≈ 1.6. Recently, Shahrokhi et al. [8] showed that an algorithm for minimum linear arrangement could be used to find the bipartite crossing number of trees, thus showing that an O(n λ ) algorithm also exists for that problem.
In what follows, we use the term embedding instead of "linear arrangement". Hence we will speak of optimal embeddings and one-page embeddings, rather than optimal or one-page linear arrangements.
The present work discusses the problem of embedding trees on one page, and gives a linear time algorithm for this restricted problem. This is an improvement, for the case of trees, of a 1988 result of Frederickson and Hambrusch [3] which gives an optimal one-page embedding of any outerplanar graph in time O(n 2 ).
One-page embeddings
Let T be a tree and suppose we wish to find an embedding π such that all the edges of T can be drawn on one side of the number line without any pair of edges crossing. See Fig. 1 . Such embeddings are called one-page embeddings and are a special case of book embeddings [1] .
An embedding π is a one-page embedding if there do not exist four vertices a, u, b, v ∈ T such that (a, b) and (u, v) are edges in T , and π(a) < π(u) < π(b) < π(v). The following equivalent characterization is more useful for our purposes. Requiring an embedding to be "one-page" might prevent it from being optimal. In fact, the tree shown in Fig. 1 is such an example: The two embeddings shown are optimal with respect to allowing crossings and disallowing crossings, yet they differ in cost by 1. On the other hand, we give in this paper a linear time algorithm for finding an optimal, one-page embedding of a tree. This is in contrast to the bestknown algorithm for general embeddings, which is of time complexity O(n 1.6 ).
Some observations and theorems
Throughout this paper we will assume that our tree has n vertices.
Let v * be some vertex of a tree T , and consider the subtrees generated by deleting v * . Each of them is called a branch of v * , and for each of these branches T i there is a vertex v i ∈ T i , such that the edge (v i , v * ) ∈ T . The vertex v i is called the root of T i mod v * . We denote by n i the number of vertices in the tree T i . See Fig. 3 .
Let T be a tree, let v * be a vertex of T , and let T 1 , T 2 , . . . be the branches of v * . Suppose π is an optimal, one-page embedding of T . We call a vertex v visible from the top if there are no edges (u, w) ∈ T such that π(u) < π(v) < π(w). Proof. Suppose to the contrary that there exist three vertices u, v, w with π(u) < π(v) < π(w) such that u, w ∈ T i but v / ∈ T i . We distinguish two cases:
Lemma 2. If vertex v
Since u and w are in the same branch of v * , there must be a path from u to w which does not include v * . Let u = x 1 , x 2 , . . . , x k = w be such a path, and let j be the least index such that π(x j ) > π(v * ). Clearly j > 1. But then the edge (x j −1 , x j ) gives a contradiction to our assumption that v * is visible from the top.
We assume without loss of generality that π(v * ) < π(u). Again, since u and w are in the same branch of v * , there must be a path P 1 between them which lies entirely inside T i . Since v is in a different branch, there must be a path P 2 from v * to v which is entirely disjoint from P 1 . But then by Fact 1, we have a contradiction to π being a one-page embedding. ✷ We can say more about branches occupying intervals. 
Lemma 3. Let v * be a vertex of T , not necessarily visible from the top, and suppose
Proof. Suppose not. Since v is visible from the top, we can find two branches T 1 and T 2 mod v with π(T 1 ) = {2, 3, . . ., i} and π(T 2 ) = {i +1, i +2, . . ., j}. But then we can create a new embedding π which has lower cost, contradicting the optimality of π . We do this by "flipping" the branch T 1 across to the other side of v. See Fig. 4 
All the lengths within each branch remain the same, as does the distance from v to the root of T 1 . But the distance from v to the root of any other branch (including at least T 2 ) decreases by i − 1. This The path between v and w in the lemma above is called the basic path of the embedding, and is guaranteed to be monotone since the embedding has no crossings. The vertices on this basic path are exactly those vertices which are visible from the top (see Fig. 5 ). Lemma 4 is just a special case of a more general theorem, whose proof is essentially the same:
Lemma 5. If v is a vertex of T , then in any optimal one-page embedding π , the number of branches of v which lie entirely to the left of v is within 1 of the number of branches which lie entirely to the right of v.
Proof. This is clear if the degree of v is 1. Let us suppose that v has degree at least 2 with at least two more branches lying to its right than to its left. Let T i be the branch closest to v on the right. By Lemma 3, T i occupies an interval of integers. If we flip this branch and move it to the left of v, then the only edges which change length are those between v and the roots of its branches. The edges to branches on the right will decrease in length by |T i | while those to branches on the left will increase by the same amount. Since there are fewer on the left, there will be a net decrease in the cost of the embedding. ✷
We now consider the order in which these branches must be embedded in an optimal embedding. The result is similar to the general, not necessarily onepage embedding case [2, 9] . Lemma 6. Let π be an optimal one-page embedding of a tree T , and let v * be a vertex on the basic path. Let T 1 , T 2 , . . . , T k , be the branches of v * with n 1 n 2 · · · n k . Then we may assume that the vertex v * and its branches are embedded in the order
that is, there is an embedding of T in the form given which is an optimal embedding. Proof. We prove the claim by modifying the embedding π in several steps to obtain an embedding of the form desired. We also show that each step does not increase the cost of the embedding. We distinguish steps of two types, as illustrated in Fig. 6 . In a type A step, T j , the smaller of two neighboring branches on the same side of v * , is swapped with T i and moved closer to v * , decreasing cost by n i − n j . A type B step keeps cost the same but allows us to swap branches on opposite sides of v * .
We now prove the theorem as follows. First apply steps of type A on each side of v * to move the branches of greatest size, including T 1 , to the "outside", furthest away from v * . Then apply a step of type B, if necessary, so that T 1 ends up in its proper place. To get T 2 to its proper position, first make sure that it is on the right side of v * , by applying a step of type B, if necessary. Note that this will not affect the position of T 1 . Then we apply any necessary steps of type A so that T 2 moves to the outside position on the right side. Again, we will not affect the position of T 1 . We note that if there are several trees of sizes n 1 or n 2 then we may be doing some steps that switch branches of the same size, just because of the way we indexed our trees. Proceeding in this fashion, we can sequentially move each T i to its predicted position without increasing the cost of the embedding, yielding another optimal embedding of the predicted type. ✷ We next give a partial converse of Lemma 6 which we need in order to prove that the central vertex, discussed in the next section, lies on the basic path. The proof uses no new ideas, so we give only a sketch. In either case, the cost decreases, contradicting the optimality of the embedding. ✷
The central vertex
A central vertex c of an n-vertex tree T is a vertex such that all of the branches of T mod c have size at most n/2 [9] . This differs from a center of a tree, a vertex v that minimizes max u∈T d (v, u) . Every tree has exactly one or two central vertices, just as it has one or two centers, though the central vertices need not be the same as the centers.
For every pair of vertices u, v for which (u, v) is an edge of T , define s(u, v) to be the number of vertices in the branch of u which contains v. For example, in Fig. 7, s(u, v) = 3, and s(v, u) = 7. We note the following:
for any vertex u ∈ T ,
The next lemma is proved by Shiloach [9] , but we present an alternate proof which anticipates the nature of our algorithm.
Lemma 8. Every tree has a central vertex.
Proof. Select any vertex v 1 of T . If v 1 is a central vertex, we are done. Otherwise, there is some edge no edge (v, w) has s(v, w) > n/2, and v is a central vertex of our tree. ✷ It is not difficult to show that, in fact, every tree has at most two central vertices. 2 We now come to the theorem which shows why central vertices are relevant to the present problem.
Theorem 9. In any optimal embedding π of T , any central vertex of T must lie on the basic path.
Proof. Let 
Anchored trees
Our algorithm for finding an optimal, one-page embedding begins by embedding a central vertex c of the graph, and then embedding its branches according to Lemmas 5 and 6. Care must be taken, however, when embedding these branches. This is because the edge between c and the root of a branch mod c has a length that depends on the embedding of that branch, and this length contributes to the overall cost of the embedding. We are thus led to consider embeddings of left-anchored trees and right-anchored trees, a fundamental concept also found in previous work [2, 9] . They are defined as follows: A leftanchored tree is a tree with a distinguished vertex v * and an extra edge that joins v * to a vertex which lies to the left of the embedding and which contributes to the cost of the embedding. Right-anchored trees are defined symmetrically. The next two lemmas describe optimal embeddings of left-anchored trees. They are analogous to Lemmas 5 and 6 for non-anchored trees. The lemmas for right-anchored trees are symmetric. , to achieve an embedding with lower total cost. Indeed, the cost of embedding each branch will not change, while the sum of the length of the anchor edge and the lengths of the edges from v * to the branches will decrease by (s − t)|T s |, which is positive. If t > s + 1, then we flip the branch T s+1 to the other side of v * to achieve a total lower cost. ✷ Lemma 11. Let π be an optimal one-page embedding of a left-anchored tree T with anchor v * . Let T 1 , T 2 , . . . , T k , be the branches of v * with n 1 n 2 · · · n k . Then we may assume that the vertex v * and its branches are embedded in the order
Lemma 10. If π is an optimal one-page left-anchored embedding of T with anchor
that is, there is an embedding of T in the form given which is an optimal embedding.
Proof. We prove the claim by modifying the embedding π in several steps to obtain an embedding of the form desired, just as in the proof of Lemma 6. Steps of type A are the same, and steps of type B are only slightly different to account for the length of the anchor edge. See Fig. 8 .
The rest of the proof proceeds exactly as in the proof of Lemma 6. ✷
The following theorem summarizes all that has been said in the preceding lemmas, and completely characterizes optimal one-page embeddings of trees. c and branches T 1 , . . . , T k , with n 1 n 2 · · · n k as usual. Then we may make the following assumptions about π :
Theorem 12 (Main theorem). Let π be an optimal one-page embedding of a tree T with central vertex
(1) c is on the basic path, (2) the branches of c lie as described in Lemma 6, (3) each branch of c is embedded as described in Lemma 11. Proof. All that needs special proof is part (3) . To that end we note that the embedding of each branch of c is in fact an anchored embedding. If any of these are not embedded as described in Lemma 11, then we can modify that branch's embedding to obtain an embedding of the desired type without increasing the cost. ✷
The algorithm
We now give an algorithm for finding an optimal one-page embedding of a tree T in time linear in n, the number of vertices of T . The main algorithm is shown in Fig. 9 and the recursive procedure that embeds branches is in Fig. 10 .
Step (1) and s(v, u) = n − s (u, v) . To find a central vertex, step (2), we use the algorithm given in the proof of Lemma 8, also linear time.
Step (3) enables the two critical loops, step (4) in Fig. 9 and the for loop in Fig. 10 , to be executed in the correct order. A two-pass bucket sort is used to sort the adjacency lists of all vertices at the same time (as described by Yao in 1975 [10] ). The first pass sorts all edges (u, v) by s(u, v)-actually two copies of each undirected edge are involved, both (u, v) and (v, u) .
The second pass, a stable sort by u, the first endpoint, extracts the individual adjacency lists maintaining their sorted order. Time is O(n) because both sorts involve keys in the range [1, n] .
Step (4) performs the embedding specified in Lemma 6. Positions of all other vertices are initially computed relative to the location of the central vertex c and adjusted in step (5) . Because of this, it is important to start embedding the smallest branches, those closest to the central vertex, first.
The procedure EMBEDBRANCH follows Lemma 11 in the same way that step (4) followed Lemma 6. The branches closest to v are embedded recursively first, with special care taken to ensure that the evennumbered (smaller in total size) branches are embedded under the anchor edge. The variable before keeps track of the total size of these branches. In case of a
Embedding branches procedure EMBEDBRANCH (v, base, dir)
Suppose v has branches T 1 , . . . , T k with sizes n 1 · · · n k , and roots v 1 , . . . , v k .
(does not include the branch whose root is on the path toward the central vertex) left anchor, the even branches actually precede v in the embedding, but in a right anchor, they follow v. The variable dir keeps track of this fact; it is 1 for a branch with a left anchor and −1 for a right anchor.
If we consider the for loops in step (4) of the main algorithm and the one in EMBEDBRANCH together, each edge of the tree is examined exactly once. The recursion engendered by these loops is a depth-first search that starts at the central vertex and considers subtrees in order of increasing size, an ordering that is precomputed in step (3). The total time for this search is linear since each iteration of these loops takes constant time (ignoring the recursive calls). When v is a leaf, the for loop in EMBEDBRANCH does nothingthere are no further branches to consider. That the remaining loop is linear time is easy to see.
Conclusions and future work
We have presented a linear-time algorithm for minimum linear arrangement of trees, subject to the constraint that the arrangement be a one-page embedding. This raises interesting questions about minimum linear arrangement and the related problem of minimizing crossings in a two-layer embedding of a bipartite graph.
Can an optimal one-page embedding be used to approximate an optimal linear arrangement? It is not hard to show that a one-page arrangement costs no more than 3/2 as much as an optimal arrangement that allows crossings. The worst generic examples we have found to date prove a lower bound of 9/8 on the approximation ratio, but the true worst-case ratio still eludes us. Because the bipartite crossing number of a tree can be much less than the linear arrangement cost-according to Shahrokhi et al. [8] a linear arrangement of a tree T with cost L(T ) implies a bipartite embedding with
B(T ) = L(T )
crossings-a constant ratio approximation to the minimum linear arrangement does not necessarily imply anything about the approximation ratio for the crossing number.
Can the set of trees for which an optimal onepage embedding is also an unconstrained minimum linear arrangement be succinctly characterized? If so, this work might lead to a linear-time algorithm for minimum linear arrangement of trees. The same question can be asked for outerplanar graphs. In other words, for what subclass of outerplanar graphs does the result of Frederickson and Hambrusch [3] yield a minimum linear arrangement?
