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Abstract
We propose new measures to characterize dynamic network connections in large
financial and economic systems. In doing so, our measures allow one to describe
and understand causal network structures that evolve throughout time and over
horizons using variance decomposition matrices from time-varying parameter VAR
(TVP VAR) models. These methods allow researchers and practitioners to examine
network connections over any horizon of interest whilst also being applicable to a
wide range of economic and financial data. Our empirical application redefines
the meaning of “big” in big data, in the context of TVP VAR models, and track
dynamic connections among illiquidity ratios of all S&P500 constituents. We then
study the information content of these measures for the market return and real
economy.
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1 Introduction
Economic agents create links among one another. These relationships can be seen through
a variety of data such as: the co-movement of economic variables like consumption growth
(e.g. Richmond, 2019); financial variables including stock return volatilities (e.g. Her-
skovic et al., 2020); and firm characteristics describing the supply chain (e.g. Garvey
et al., 2015). A natural way to describe and understand these connections is to view
them as a network. Viewing linkages in this manner allows one to characterize and track
connections through entities of interest, and also contributes to understanding how shocks
propagate throughout a system.
However, connections evolve over time and shocks creating network linkages pos-
sess differences in persistence. The implication here is that network connections, and
shock propagation throughout these systems, are dynamic over time and across horizons.
Adding to this, the emergence of big data sources means that the dimensions of network
structures that researchers and practitioners wish to understand are growing rapidly.
Despite these two issues, dynamic networks remain ill-defined and poorly understood.
Researchers and practitioners are bound to thinking in terms of correlation-based mea-
sures and methods that permit time-variation into the modelling process either being
infeasible or computationally inefficient.
In this paper, we propose dynamic network measures that stem from time-varying
parameter VAR (TVP VAR) models. Our measures not only allow users to describe and
understand network structures that evolve throughout time and over horizons, but also
are readily available in the presence of big data. Adding to this, they have direct causal
interpretation that permits the understanding of how shocks with different persistence
create dynamic networks among economic and financial variables. Our methods are
applicable to a wide range of economic and financial data. We illustrate by characterizing
dynamic network connections among illiquidity proxies of N=496 financial assets. We
then demonstrate its usefulness in two applications. First we relate dynamic network
measures the market return, and then to the real economy and financial stress indicators.
Typically, the network literature in economics and finance study static networks (see
e.g. Elliott et al., 2014; Glasserman and Young, 2016). To illustrate this, Figure 1 (a)
shows a star topology where variable 1 is central and its shocks propagate to the remain-
ing N variables. In this case, variable 1 is creating a directed, or asymmetric network in
which the nodes are connected with the same strength. Figure 1 (b) is an N star network
topology where the links among the N central variables have weighted strengths. While
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the network is more complex, it is missing key ingredients to be able to describe dynamic
network in the economic and financial systems. First, these networks cannot adequately
capture evolving relationships among variables. Second, the network describes aggregate
connections across different horizons, while short-term, medium-term, and long-term con-
nections are hidden.
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Figure 1: Emergence of Network: The sub-figure (a) presents a network containing
x1, . . . , xN variables represented as nodes. Here node x1 influences all other x2, . . . , xN nodes.
Nodes x2, . . . , xN are not connected to each other and also do not influence node x1. The sub-
figure (b) presents an N -star network where nodes x1, . . . , xN are connected to a set of nodes
exclusively, and also to one another. Arrows denote the direction of the connection and the
density of the line denotes the strength of the connections.
Our approach provides a potential resolution to the account for the two key ingre-
dients prior work misses. To illustrate, Figure 2 introduces a dynamic network with
multiple layers that represent distinct connections among variables. We interpret these
links as dynamic horizon specific network connections where the layers distinguish short-
term and long-term linkages. Without loss of generality, the curves connecting the N
central variables allow for the possibility of connections across layers. We represent time
dynamics of network connections at periods t = 1, . . . , T on a time line.
For simplicity we assume that the N central variables are the same across each layer
but will have connections of different strengths over time and horizon. Specifically, net-
work connections are more intense in the long run during the first period relative to the
short run meaning that relationships are more persistent and a shock to the central vari-
ables will create linkages with a long-run strengths. During the second period long-term
network connections lose their strength and network connections are stronger in the short
run.
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Figure 2: A Dynamic Horizon Specific Network: This figure presents a multi-layer
N-star network with snapshot of two time and two horizon specific network layers. Arrows
denote directions of connections and the line density denotes strength. The curves from the
N central nodes allow for connections to spillover across layers. We interpret each layer as a
network specific to a horizon of interest; for example short-term depicted by light blue color
and long-term depicted by light red color.
Our main objective is to provide a framework for tracking and understanding the
causal nature of dynamic networks that form within a potentially large system of vari-
ables. Current studies almost exclusively examine static networks that mimic time dy-
namics using an approximating window (see e.g. Demirer et al., 2018)1. In doing so, we
employ a locally stationary TVP VAR that allows us to estimate the adjacency matrix for
a network at each point in time using the variance decomposition matrix. We decompose
this into horizon specific components that allow us to disentangle short-term, medium-
term, and long-term network connections. Our methods are general enough to permit
one to examine any horizon of interest, such as over the business cycle for macroeconomic
applications, or even on a daily basis for financial applications.
Variance decompositions are a natural way to characterize a network working with
causal linkages. Specifically, variance decompositions tell us much of the future variance of
variable j is due to shocks in variable k, and under mild assumptions have a direct causal
interpretation (Rambachan and Shephard, 2019). The variance decomposition matrix
1Geraci and Gnabo (2018) estimates multiple pairwise time varying parameter models in an attempt
to characterize a network of financial stocks using autoregressive coefficients.
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defines the network adjacency matrix completely. It is intimately related to network
node degrees, mean degrees, and connectedness measures (Diebold and Yilmaz, 2014).
We label our network structures as dynamic horizon specific networks that stem from
time-varying variance decompositions.
Our network structures build on classical network structures. In a typical network,
the adjacency matrix contains zero and one entries, depending on the node being linked or
not, respectively. In the above notion, one interprets variance decompositions as weighted
links showing the strength of the connections. In addition, the links are directed, meaning
that the j to k link is not necessarily the same as the k to j link, and hence, the adjacency
matrix is not symmetric. Therefore we can define weighted, directed versions of network
connectedness statistics readily that include degrees, degree distributions, distances and
diameters.
We consider horizon specific dynamics of network connections by using the spectral
representation of the variance decomposition matrix. A shock with a strong long-term
effect will have high power at low frequencies, and in case it transmits to other variables,
it creates long-term connectedness. Long-term connectedness of economic variables may
be attributable to permanent changes in expectations of economic agents. Conversely,
short-term connections may appear when changes are transitory. Barun´ık and Krˇehl´ık
(2018) define notion of the horizon specific connectedness measures for a simple VAR
that we further generalize to a locally stationary processes here. To capture horizon-
specific dynamic network connections, we propose a general framework for decomposing
the aggregate dynamic network to any frequency, or horizon specific, band of interest.
Our empirical applications show the usefulness of dynamic network connections that
form on individual stock illiquidities for the market return, and the real economy2. Re-
garding the former, we uncover a strong link between the market return and illiquidity
network connections that intensifies during periods of financial stress. We link this to the
reinforcing mechanism between market and funding liquidity in Brunnermeier and Ped-
ersen (2009) and argue that our measures may be of use for portfolio formation and/or
rebalancing. Concerning the latter, we document a negative (positive) link with real ac-
tivity (financial stress indicators). We relate this finding to Kiyotaki and Moore (2019)
and suggest that our illiquidity connectedness measures act as indices that track horizon
2There is a growing literature that focuses on illiquidity. For example some focus on the pricing
implications of liquidity risk (see e.g. Pa´stor and Stambaugh (2003), Acharya and Pedersen (2005),
Bekaert et al. (2007)). Meanwhile others concentrate on the dynamics of market illiquidity and market
returns (Amihud, 2002; Chen et al., 2018); as well as the link between market illiquidity and the real
economy (Næs et al., 2011; Ellington, 2018)
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specific systemic shock propagation.
The remainder of this paper proceeds as follows. Section 2 describes our methodology
in tracking dynamic horizon specific network connections. In Section 3, we discuss data
and how we track horizon specific dynamic illiquidity network connections for a system
containing all S&P500 constituents. Our empirical results relating network connectedness
to the dynamics of market returns and showing its usefulness for the real economy and
financial stress indicators are in Section 4. Finally, conclusion are given in Section 5.
2 Measurement of Dynamic Causal Network Con-
nectedness
Our measures rely on locally stationary processes because this assumes the process is
approximately stationary over a short time interval. Intuitively, this allows us to incor-
porate time-variation and establish our measures of horizon specific time-varying network
connections. Consider a doubly indexed N -variate time series (Xt,T )1≤t≤T,T∈N with com-
ponents Xt,T = (X1t,T , . . . ,XNt,T )> that describe all variables in an economy. Here t refers
to a discrete time index and T is an additional index indicating the sharpness of the local
approximation of the time series (Xt,T )1≤t≤T,T∈N by a stationary one. Coarsely speaking,
we can consider (Xt,T )1≤t≤T,T∈N to be a weakly locally stationary process if, for a large
T , given a set ST of sample indices such that t/T ≈ u over t ∈ ST , the sample (Xt,T )t∈ST
approximates the sample of a weakly stationary time series depending on the rescaled
location u. Note that u is a continuous time parameter referred to as the rescaled time
index, and T is interpreted as the number of available observation, hence 1 ≤ t ≤ T and
u ∈ [0, 1], see Dahlhaus (1996) for further details.
We assume assets to follow a locally stationary TVP-VAR of lag order p as
Xt,T = Φ1(t/T )Xt−1,T + . . .+ Φp(t/T )Xt−p,T + t,T , (1)
where t,T = Σ−1/2(t/T )ηt,T with ηt,T ∼ NID(0, IM) and Φ(t/T ) = (Φ1(t/T ), . . . ,Φp(t/T ))>
are the time varying autoregressive coefficients. In a neighborhood of a fixed time point
u0 = t0/T , we approximate the process Xt,T by a stationary process X˜t(u0) as
X˜t(u0) = Φ1(u0)X˜t−1(u0) + . . .+ Φp(u0)X˜t−p(u0) + t, (2)
with t ∈ Z and under suitable regularity conditions |Xt,T −X˜t(u0)|= Op(|t/T −u0|+1/T )
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which justifies the notation “locally stationary process.” Crucially, the process has time
varying VMA(∞) representation (Dahlhaus et al., 2009; Roueff and Sanchez-Perez, 2016)
Xt,T =
∞∑
h=−∞
Ψt,T (h)t−h (3)
where Ψt,T (h) ≈ Ψ(t/T, h) is a stochastic process satisfying sup`||Ψt−Ψ`||2= Op(h/t) for
1 ≤ h ≤ t as t→∞. Since Ψt,T (h) contains an infinite number of lags, we approximate
the the moving average coefficients at h = 1, . . . , H horizons. The connectedness measures
rely on variance decompositions, which are transformations of the Ψt,T (h) and will allow
the measurement of the contribution of shocks to the system.
Since a shock to a variable in the model does not necessarily appear alone, i.e. or-
thogonally to shocks to other variables, an identification scheme is crucial in calculating
variance decompositions. We will adapt a generalized identification proposed by Pesaran
and Shin (1998) to a locally stationary processes. An important feature of the gener-
alized impulse responses is its direct causal interpretation. Under the mild conditions
(Rambachan and Shephard, 2019), our measures will be causal measures.
Moreover, as argued by Barun´ık and Krˇehl´ık (2018) a natural way to describe horizon
specific dynamics (the long-term, medium-term, or short-term) of the connectedness in
the network is to consider a spectral representation of the approximating model. Hence
instead of impulse responses in the system, we will focus on the frequency response of a
shock that in addition will be local. As a building block of the measures, we consider a
time-varying frequency response function Ψt/T e−iω =
∑
h e
−iωhΨt,T (h) which we obtain
from a Fourier transform of the coefficients with i =
√−1.
A unique time varying spectral density of Xt,T at frequency ω which is locally the
same as the spectral density of X˜t(u) at u = t/T can be defined as a Fourier transform
of VMA(∞) filtered series as
SX(u, ω) =
∞∑
h=−∞
E
[
X˜t+h(u)X˜>t (u)
]
e−iωh =
{
Ψ(u)e−iω
}
Σ(u)
{
Ψ(u)e+iω
}>
. (4)
The time-varying spectral density is a key quantity for understanding frequency dy-
namics, since it describes how the variance of the time varying covariance of Xt,T is
distributed over the frequency components ω. Using the spectral representation for the
local covariance that is associated with local spectral density,
E
[
X˜t+h(u)X˜>t (u)
]
=
∫ pi
−pi
SX(u, ω)eiωhdω (5)
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we can naturally introduce time varying frequency domain counterparts of variance de-
compositions.
The following proposition3 establishes time varying spectral representation of the vari-
ance decomposition of shocks from asset j to asset k, and it is central to the development
of the network connectedness measures in the time-frequency domain.
Proposition 1 (Dynamic Adjacency Matrix). Suppose Xt,T is a weakly locally stationary
process with
σ−1kk
∞∑
h=0
∣∣∣∣[Ψ(u, h)Σ(u)]j,k
∣∣∣∣ < +∞,∀j, k.
Then the time-frequency variance decompositions of the jth variable at a rescaled
time u = t0/T due to shocks in the kth variable on the frequency band d = (a, b) : a, b ∈
(−pi, pi), a < b forming a dynamic adjacency matrix is defined as
[
θ(u, d)
]
j,k
=
σ−1kk
∫ b
a
∣∣∣∣∣
[
Ψ(u)e−iωΣ(u)
]
j,k
∣∣∣∣∣
2
dω
∫ pi
−pi
[{
Ψ(u)e−iω
}
Σ(u)
{
Ψ(u)e+iω
}>]
j,j
dω
(6)
where Ψ(u)e−iω = ∑h e−iωhΨ(u, h) is local impulse transfer function or frequency re-
sponse function computed as the Fourier transform of the local impulse response Ψ(u, h)
Proof. See Appendix A.
It is important to note that
[
θ(u, d)
]
j,k
is a natural dissagregation of traditional vari-
ance decompositions to time-varying frequency bands, since portion of the local error
variance of the jth variable at a given frequency band due to shocks in the kth variable
is scaled by the variance of the jth variable. Note that while the Fourier transform of
the impulse response is generally a complex valued quantity, the quantity introduced by
proposition (1) is the squared modulus of the weighted complex numbers, thus producing
a real quantity.
This relationship is an identity which means the integral is a linear operator, sum-
ming over disjoint intervals covering the entire range (−pi, pi) recovers the time domain
counterpart of the local variance decomposition. The following remark formalizes this
fact.
3Note to notation: [A]j,k denotes the jth row and kth column of matrix A denoted in bold. [A]j,·
denotes the full jth row; this is similar for the columns. A
∑
A, where A is a matrix that denotes the
sum of all elements of the matrix A.
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Remark 1 (Aggregation of Adjacency Matrix). Denote by ds an interval on the real
line from the set of intervals D that form a partition of the interval (−pi, pi), such that
∩ds∈Dds = ∅, and ∪ds∈Dds = (−pi, pi). Due to the linearity of integral and the construction
of ds, we have [
θ(u,∞)
]
j,k
=
∑
ds∈D
[
θ(u, ds)
]
j,k
.
Remark (1) is important as it establishes the aggregation of frequency specific net-
work connectedness measures to its time domain, total counterpart. Hence one can eas-
ily obtain short-term, medium-term, and long-term time varying network connectedness
characteristics that will always sum up to an aggregate time domain counterpart.
As the rows of the time-frequency network connectedness do not necessarily sum to
one, we normalize the element in each by the corresponding row sum
[
θ˜(u, d)
]
j,k
=
[
θ(u, d)
]
j,k
/
N∑
k=1
[
θ(u,∞)
]
j,k
(7)
Our notion that we can approximate well the process Xt,T , by a stationary process
X˜t(u) in a neighborhood of a fixed time point u = t/T , means that all associated local
quantities approximate well their time varying counterparts. Following the arguments
in Dahlhaus (1996) and using mild assumptions one can easily see that local variance
decompositions at a frequency band θ˜(u, d) approximate well the time-varying variance
decompositions of the process Xt,T .
Note that local generalized variance decompositions form a dynamic network adja-
cency matrix defining a time-varying network at a given frequency band. Hence we can
use these measures directly as a time-varying network connectedness that contains richer
information in comparison to typical network analysis. In a typical network, adjacency
matrix is filled with zero and one entries depending on the node being linked or not. In
our notion, variance decompositions can be viewed as weighted links showing strengths of
the connections. In addition, the links are directional, meaning that the j to k link is not
necessarily the same as the k to j link, and hence the adjacency matrix is asymmetric.
Even more important, using our notion above, the adjacency matrix is time-varying and
frequency specific that allows the study of time-varying network connectedness at various
frequency bands of the user’s choice.
Now we can define network connectedness measures that characterize a time varying
horizon specific network. We define local network connectedness measures at a given
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frequency band as the ratio of the off-diagonal elements to the sum of the entire matrix
C(u, d) = 100×
N∑
j,k=1
j 6=k
[
θ˜(u, d)
]
j,k
/
N∑
j,k=1
[
θ˜(u,∞)
]
j,k
(8)
This measures the contribution of forecast error variance attributable to all shocks in the
system, minus the contribution of own shocks. Similar to the local network aggregate
connectedness measure that infers the system-wide connectedness, we can define measures
that will reveal when an individual variable in the economy is transmitter or receiver of
shocks. The local directional connectedness that measures how much of each variables’s
j variance is due to shocks in other variable j 6= k in the economy is given by
Cj←•(u, d) = 100×
N∑
k=1
k 6=j
[
θ˜(u, d)
]
j,k
/
N∑
j,k=1
[
θ˜(u,∞)
]
j,k
, (9)
defining the so-called from connectedness. Note that this quantity can be precisely in-
terpreted as from-degrees (often called out-degrees in the network literature) associated
with the nodes of the weighted directed network represented by the variance decompo-
sitions matrix generalized to a time-varying frequency specific quantity. Likewise, the
contribution of variable j to variances in other variables is computed as
Cj→•(u, d) = 100×
N∑
k=1
k 6=j
[
θ˜(u, d)
]
k,j
/
N∑
j,j=1
[
θ˜(u,∞)
]
k,j
(10)
and is the so-called to connectedness. Again, this can be precisely interpreted as
to-degrees (often called in-degrees in the network literature) associated with the nodes of
the weighted directed network represented by the variance decompositions matrix. These
two measures show how other assets contribute to the risk of asset j, and how asset j
contributes to the riskiness of others, respectively, in a time varying fashion at a chosen
frequency band.
Proposition 2 (Reconstruction of Dynamic Network Connectedness). Denote by ds an
interval on the real line from the set of intervals D that form a partition of the interval
(−pi, pi), such that ∩ds∈Dds = ∅, and ∪ds∈Dds = (−pi, pi). We then have that
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C(u,∞) = ∑
ds∈D
C(u, ds)
Cj←•(u,∞) =
∑
ds∈D
Cj←•(u, ds)
Cj→•(u,∞) =
∑
ds∈D
Cj→•(u, ds)
(11)
where C(u,∞) are local network connectedness measures aggregated over frequencies with
H →∞.
Proof. See Appendix A.
In light of the above, all local frequency connectedness measures C(u, d) for u = t/T
approximate well the time-varying frequency connectedness of the process Xt,T , that is
Ct,T (d).
Finally, we note that our measures can be have a direct causal interpretation. Ram-
bachan and Shephard (2019) provide a discussion about causal interpretation of impulse
response analysis in the time series literature. In particular, they argue that if an observ-
able time series is shown to be a potential outcome time series, then generalized impulse
response functions have a direct causal interpretation. Potential outcome series describe
at time t the output for a particular path of treatments.
In the context of our study, paths of treatments are shocks. The assumptions re-
quired for a potential outcome series are natural and intuitive for a typical economic
and/or financial time series: i) they depend only on past and current shocks; ii) series
are outcomes of shocks; and iii) assignment of shocks depend only on past outcomes and
shocks. The dynamic adjacency matrix we introduce in Proposition 1 is a transformation
of generalized impulse response functions. Therefore, the dynamic adjacency matrix and
all measures that stem from manipulations of its elements possess a causal interpretation;
thus establishing the notion of causal dynamic network measures.
2.1 Obtaining horizon specific network risk measures from large
dynamic networks
In light of the assumptions that underpin our measures, we conjecture that the economy
(or market) follows a stable time-varying parameter heteroskedastic VAR (TVP-VAR)
model as in (1). To obtain the time-varying coefficient estimates at a fixed time point
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u = t0/T , Φ1(u), ...,Φp(u), and the time-varying covariance matrices, Σ(u), we estimate
the model using Quasi-Bayesian Local-Liklihood (QBLL) methods (Petrova, 2019).
Specifically, this approach uses a kernel weighting function that provides larger weights
to observations that surround the period whose coefficient and covariance matrices are of
interest. Using conjugate priors, the (quasi) posterior distribution of the parameters of
the model are analytical. This alleviates the need to use a Markov Chain Monte Carlo
(MCMC) simulation algorithm and permits the use of parallel computing. Note also that
in using (quasi) Bayesian estimation methods, we obtain a distribution of parameters
that we use to construct network measures that provide confidence bands. Details of
the model and estimation algorithm are in Appendix B.4 We provide a computationally
efficient package DynamicNets.jl in JULIA and DynamicNets in MATLAB that allows
one to obtain our measures on data the researcher desires.5
We provide some details on estimation here. First, the variance decompositions of
the forecast errors from the VMA(∞) representation require a truncation of the infinite
horizon with a H horizon approximation. As H → ∞ the error disappears (Lu¨tkepohl,
2005). We note here that H serves as an approximating factor and has no interpretation
in the time-domain. We obtain horizon specific measures using Fourier transforms and set
our truncation horizon H=100; results are qualitatively similar for H ∈ {50, 100, 200}.
Second in computing our measures, we diagonalize the covariance matrix because our
objective is to focus on the causal affects of network connections. The Ψ(u, h) matrix
embeds the causal nature of network linkages, and the covariance matrix Σ(u) contains
contemporaneous covariances within the off-diagonal elements. In diagonalizing the co-
variance matrix we remove the contemporaneous effects and focus solely on causation.
3 Building a dynamic horizon specific network among
S&P500 constituent illiquidity measures
To illustrate our methodology, we focus on characterizing network connections among
illiquidity proxies of financial assets. However, it is worth noting that our dynamic
network measures can be applied to a wide range of economic and financial data. An
4Unlike traditional TVP VARs time-variation evolves in a non-parametric manner thus making no
assumption on the laws of motion within the model. Typically, the model of Primiceri (2005), and many
extensions, assume parameters evolve as random walks or autoregressive processes.
5The packages are available at https://github.com/barunik/DynamicNets.jl and https://
github.com/ellington/DynamicNets
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abundance of work focuses on the pricing implications of liquidity risk (see e.g. Pa´stor
and Stambaugh (2003), Acharya and Pedersen (2005), Bekaert et al. (2007)). However,
there are emerging studies concerning the dynamics of market illiquidity and market
returns (Amihud, 2002; Chen et al., 2018); as well as the link between illiquidity and the
real economy (Næs et al., 2011; Ellington, 2018).
There are various channels through which illiquidity can influence returns and the
real economy. First, a liquid stock market permits the ease of trading assets which
people rely on to ensure fair pricing. Second, a liquid stock market may reveal the in-
formation set of investors. For example if market participants anticipate future declines
to liquidity conditions, their adjustments into safer, and more liquid, assets reflect this
expectation (Florackis et al., 2014). From a theoretical perspective, Brunnermeier and
Pedersen (2009) link funding and market liquidity which creates a mechanism for liq-
uidity to influence returns and the real economy. Specifically, this link intensifies during
periods of financial decline which causes mutually reinforcing “liquidity spirals” which
puts persistent downward pressure on prices; and therefore depletes returns.
Adding to this, Kiyotaki and Moore (2019) provide a mechanism through which liq-
uidity shocks affect the real economy. In particular, people within this economy sell
holdings for liquid assets in order to finance investment opportunities due to binding bor-
rowing constraints. Liquidity in this context refers to resaleability of assets which change
due to the order flow. Successive orders change trading costs which in turn changes the
ease of reselling assets. When prices become more sensitive to the order flow, the ease
of reselling assets falls. In turn, the cost of trading rises, investment deteriorates, which
spurs contractions in real activity.
The purpose of our illustration is on how network connections form among illiquidi-
ties of individual stocks. We use the result in Acemoglu et al. (2012) that network
structures allow idiosyncratic shock propagation throughout a network structure to de-
termine aggregate fluctuations. Chordia et al. (2000) document that liquidity measures,
on a country-by-country basis, exhibit a common component; we also see this in the data
at an individual stock level.
Naturally, viewing individual stock’s liquidity measures as nodes in a network allows
one to track and characterize network connections. In our application, we build a dynamic
network on a daily basis using all constituents listed on the S&P500 from July 8, 2005 to
August 31, 2018. We aggregate high-frequency price and trading volume data from Tick
Data. For each of N=496 stocks, we compute their daily returns Rt =
∑D
i=1(pt,i − pt,i−1)
and trading volume VOLt =
∑D
i=1 volt,i on day t where D denotes the total number of
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intraday observations. The subscript i denote intraday observations which we observe at
5 minute intervals; and pt,i, volt,i are the intraday price and trading volume of the asset
respectively. We then convert trading volume into $ trading volume by multiplying by
the closing price of the stock on day t. We then compute each stock’s Amihud (2002)
ratio as
ILLIQt =
|Rt|
DVOLt
(12)
where |Rt| is the stock’s day t absolute daily return, and DVOLt is the stock’s dollar
trading volume on day t.
The Amihud (2002) ratio captures the price impact dimension of illiquidity and mea-
sures the elasticity of the stock price with respect to a $1, in our case, change in trading
volume. This measure has strong theoretical links with the price impact coefficient in
Kyle (1985). This tracks the sensitivity of asset prices to the order flow; empirically,
Goyenko et al. (2009) show that the Amihud (2002) ratio is a good proxy for price im-
pact. Furthermore, these price impact ratios link well with the economic mechanism of
liquidity shocks in Kiyotaki and Moore (2019).
A feature of a stock’s illiquidity is its positive correlation with volatility. This raises
the question whether proxies for illiquidity capture illiquidity or effects attributable to
volatility. Also, volatility may contain information regarding future prices and the state
of the economy that bears no link with illiquidity (Bansal et al., 2014). Following Chen
et al. (2018), we orthogonalize each stock’s ILLIQt measure by taking the residuals of
a regression of ILLIQt on the corresponding stock’s contemporaneous realized volatility
measure. Formally for each stock, their volatility-free measure of illiquidity is:
ILLIQ⊥RVt = ILLIQt − a− b× RVt (13)
where a and b are regression coefficients, and RVt is the stock’s realized volatility measure
that we construct as RVt =
√∑D
i=1(pt,i − pt,i−1)2 with D denoting the number of intraday
observations, and pt,i is the intraday stock price.
We estimate the TVP VAR as in (1) on N=496 stock’s volatility-free illiquidity mea-
sures with p=2 lags on our T=3275 days of data. We estimate dynamic horizon specific
network measures on a 48-core server and for every time period we generate 500 simu-
lations of the quasi-posterior distribution; this results in a total estimation time of 10
days.
We compute dynamic network measures at short-, medium-, and long-term horizons.
Short-term captures connections at horizons 1-day to 1-week; medium-term captures
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connections at horizons 1-week to 1-month; and long-term captures at horizons greater
than 1-month. Figure 3 shows total dynamic network connectedness, we define Cdt,T , d =
{S,M,L} over the short-term, S; medium-term, M; and long-term, L as an approximation
for the theoretical quantity C(u, d) such that Cdt,T ≈ C(u, d).
2005 2006 2008 2009 2010 2012 2013 2015 2016 2017
0
20
40
60
CSt,T
CMt,T
CLt,T
Figure 3: Illiquidity Dynamic Network Connectedness from July 8, 2005 to August
31, 2018 Cdt,T , d = {S,M,L}
This figure plots the quasi posterior median and one standard-deviation percentiles of to-
tal illiquidity network connectedness specific to the short-term, medium-term and long-term
Cdt,T , d = {S,M,L} for S&P500 stock returns from July 8, 2005 to August 31, 2018. We define
short-term, S, as connections made over the 1 day to 1 week horizon; we characterize connec-
tions over the medium-term as 1 week to 1-month and long-term as horizons greater than 1
month.
We can see that short-term illiquidity network connectedness is far stronger than
medium-term and long-term network connectedness. We expect this to occur since our
measures of illiquidity are orthogonal to realized volatility that stem from an OLS regres-
sion. Furthermore, observe that peaks in short-term and long-term illiquidity network
connectedness appear in conjunction with key stock market events. In particular, connect-
edness rises: i) during the 2007–2009 recession; ii) late 2010 to mid 2011 that corresponds
with the European sovereign debt crisis and bear market in 2011; and iii) the 2015-2016
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stock market sell-off where our measures peak in August 2015.
On the whole, our measures provide a useful characterization of illiquidity conditions
into their respective horizon specific components. We interpret our measures of illiquidity
network connectedness as indexes tracking systemic risk that formulates as a result of
illiquidity shock propagation throughout the market. The next section provides two
applications that demonstrates the use of our measures in the context of return dynamics
and real activity on the basis of theoretical arguments and empirical evidence we outline
earlier.
4 Applications of illiquidity network connectedness
In this section, we conduct two exercises that demonstrate the usefulness of our dynamic
network measures that from on illiquidity proxies of S&P500 constituents. First, we use
total network connectedness and explore the in-sample dynamics with market returns.
We then examine the contemporaneous links of total network connectedness with real
activity and financial uncertainty indicators.
4.1 Dynamics with the market return
Here we explore the relationship between market returns on total illiquidity connect-
edness. In doing so, we construct a market capitalisation weighted index using all our
S&P500 constituents on a daily basis and use the first order log-difference (multiplied
by 100) as the market return, Rt,T . Within this application our goal is to explore the
dynamic relationship between market returns and illiquidity connectedness. This is be-
cause studies examining the link between illiquidity and returns suggest that there is a
negative link between illiquidity and returns (Chen et al., 2018). Economically this makes
sense, as liquidity declines prices fall which causes returns to deplete. In the context of
our exercise, as total illiquidity connectedness rises, illiquidity shocks propagate across
assets. In turn, liquidity dries up causing prices decline and returns to deteriorate. How-
ever, literature also documents: i) time-varying liquidity risk premia; and ii) business
cycle contingent predictions of market returns (see e.g. Pa´stor and Stambaugh, 2003;
Watanabe and Watanabe, 2007).
In order to account for the above, we estimate univariate specifications of the time-
varying parameter methods in Petrova (2019) of which we provide details in the Appendix
C. We control for three popular specifications to obtain loadings; namely the market risk
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premium; the Fama and French (1993) three factors; and the Fama and French (2015)
five factors. All factor data are from Kenneth French’s Data Library. In each regression,
we include only one of our network connectedness measures which by definition have high
correlations. Formally
Rt,T = α(t/T ) + β∆C
d(t/T )∆Cdt−1,T + β>(t/T )Xt−1,T + t,T t,T v N
(
0, σ2t,T
)
(14)
Xt−1,T =

MKTt−1,T
MKTt−1,T , SMBt−1,T , HMLt−1,T
MKTt−1,T , SMBt−1,T , HMLt−1,T , CMAt−1,T , RMWt−1,T
(15)
where α(t/T ) is the time-varying intercept; β∆Cd(t/T ) is the sensitivity of our S&P500
index return to lagged changes in horizon specific or aggregate network connectedness
with d = {S,M,L,∞} here ∞ refers to aggregate network connectedness that sums con-
nections over horizons; β>(t, T ) is a vector of coefficients holding loadings to other lagged
factors we use as controls; and Xt−1,T is a matrix containing lagged factors. MKTt−1,T
is the lagged market risk premium; SMBt−1,T , HMLt−1,T , CMAt−1,T , and RMWt−1,T are
the small-minus-big (Fama and French, 1993), high-minus-low (Fama and French, 1993),
conservative-minus-aggressive (Fama and French, 2015), and robust-minus-weak (Fama
and French, 2015) factors respectively.
Figure 4 reports the beta coefficients associated to changes in aggregate network
illiquidity connectedness. In general, it is clear that there is substantial time-variation in
the response of market returns to changes in aggregate illiquidity network connectedness.
Specifically, we can see that lagged changes result in lower returns from 2007 to 2009
and again in late-2010 and throughout 2011. Returns are most sensitive to changes in
aggregate illiquidity network connectedness during 2008 with an economically meaningful
(posterior median) estimate hovering around -1.45 in mid-to-late 2008. We also see that
during late 2010 and throughout the 2011, the aggregate illiquidity network risk beta
becomes significant, both statistically and economically, with a posterior median estimate
in the range of -0.4 to -0.5. This period coincides with the European Sovereign debt crisis,
the 2010 flash crash, and the S&P500’s bear market during spring/summer of 2011.
We now turn to the links between horizon specific network connectedness and the
market return. In Figure 5 we plot the betas associated to changes in: i) short-term net-
work connectedness; ii) medium term network connectedness; and iii) long-term network
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connectedness. The columns in this figure distinguish between additional controls in each
regression. The leftmost columns control for the market risk premium and the middle
and rightmost columns control for the Fama and French (1993) 3-factors and Fama and
French (2015) 5-factors respectively.
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Median
2005 2010 2016
−1
0
1
Fama French 5-factors
Figure 4: Market return betas with respect to aggregate dynamic network con-
nectedness, β∆C∞(t/T )
This figure plots the quasi posterior median and one standard-deviation percentiles of beta
coefficients with respect to changes in aggregate dynamic network connectedness, β∆C∞(t/T ),
for S&P500 stock returns from July 12, 2005 to August 31, 2018. The leftmost columns are
from regressions controlling for the market risk premium, CAPM; the middle columns are from
regressions controlling for the Fama and French (1993) 3-factors; and the rightmost columns
are from regressions controlling for the Fama and French (2015) 5-factors.
Two main factors emerge from Figure 5. First, the sensitivity of S&P500 returns
to changes in horizon specific dynamic network connectedness are robust to controls we
account for. In particular, we can see that the time profile of these betas are similar
across all specifications. Second, there are substantial differences in the response of
market returns to changes in horizon specific dynamic network connectedness. Prior to
and during the 2008 recession, S&P500 returns are significantly and positively associated
to changes in short-term illiquidity network connectedness. Turning our attention to
medium-term and long-term illiquidity network connections during the same period, the
impact is negative. The same behaviour occurs in late 2010 and throughout 2011 that
corresponds with the European sovereign debt crisis and the short-lived bear market in
2011.
In general, the mechanism between aggregate illiquidity network connectedness and
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Figure 5: Market return betas with respect to horizon specific dynamic network
connectedness, β∆Cd(t/T ), d = {S,M,L}
This figure plots the quasi posterior median and one standard-deviation percentiles of beta
coefficients with respect to changes in horizon specific dynamic network connectedness,
β∆Cd(t/T ), d = {S,M,L}, for S&P500 stock returns from July 12, 2005 to August 31, 2018.
The leftmost columns are from regressions controlling for the market risk premium, CAPM; the
middle columns are from regressions controlling for the Fama and French (1993) 3-factors; and
the rightmost columns are from regressions controlling for the Fama and French (2015) 5-factors.
The top row reports sensitivities of the S&P500 returns to changes in short-term network con-
nectedness, β∆CS(t/T ); while the middle and bottom rows show S&P500 return sensitivities to
changes in medium-term and long-term network connectedness, β∆CM(t/T ), β∆CL(t/T ) respec-
tively.
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the market return follows the economic intuition; in times of financial turmoil when con-
nections among stocks’ illiquidities become increasingly high, the market return becomes
more sensitive to these connections and contractions are economically meaningful. We
interpret the time-varying sensitivities to aggregate illiquidity connectedness as docu-
menting these “liquidity spirals” in Brunnermeier and Pedersen (2009).
However, we observe opposing effects over short-term network connectedness when
comparing to medium-term, and long-term connectedness. We conjecture that the pos-
itive impact of short-term network connectedness during the 2008 recession and bear
market of 2010-2011 as being attributable to a mispricing phenomenon that is corrected
by the respective negative impacts of medium- and long-term network connectedness.
Therefore, from an economic perspective we argue that innovations to short-term illiq-
uidity network connectedness can cause puzzling mispricing events for the market, that
are lost over the medium to long-run since they have no permanent effect on prices. Nev-
ertheless, this application demonstrates that the network measures we characterize on
illiquidity contain useful information investors may wish to use when forming portfolios
and/or rebalancing.
4.2 The Information content of illiquidity networks for the real
economy and financial uncertainty
Here we examine the information content of illiquidity network connectedness for real ac-
tivity and financial uncertainty. The financial sector helps the economy function through
intermediation. As we outline earlier, a growing literature exists quantifying macro-
financial linkages; particularly through the lens of illiquidity (see e.g. Ellington, 2018).
Furthermore, history serves as a reminder that systemic shocks to the financial system
can cause deep and long recessions (Hubrich and Tetlow, 2015).
We select the main three monthly indicators that measure economic activity and
financial uncertainty, these are: the Aruoba-Diebold-Scotti (ADS) Business Condition
Index (Aruoba et al., 2009); the Kansas City Financial Stress Index (KCFSI) (see Hakkio
et al., 2009); and the Chicago Board of Exchange (CBOE) VIX. We collect them according
to their availability at a monthly frequency6. To match the monthly frequency of our
6The Aruoba-Diebold-Scotti (ADS) Business Condition Index tracks real business conditions at a high
frequency and it is based on economic indicators. It is collected from: https://www.philadelphiafed.
org/research-and-data/real-time-center. The Kansas City Financial Stress Index (KCFSI) is a
measure of stress in the U.S. financial system based on eleven financial market variables (see Hakkio et al.,
2009). It is collected from https://www.kansascityfed.org/research/indicatorsdata/kcfsi.VIX
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indicators, we aggregate illiquidity network connectedness measures for a given month
and define the monthly illiquidity network connectedness measures as Cdt , d = {S,M,L}7.
Figure 6 reports our real activity and financial uncertainty indicators, along with hori-
zon specific illiquidity network connectedness measures Cdt , d = {S,M,L} on a monthly
basis from July 2005 to December 2017. We normalize all variables to have zero mean
and unit variance so they are interpretable. The leftmost plot shows the ADS business
conditions index. It is clear that our measures of network connectedness have a strong
negative link with real activity. Specifically we can see that trough during the 2008
recession corresponds with peaks in our Cdt , d = {S,M,L} measures. Turning to the
middle and rightmost plots, there is a clear positive relationship between our measures
of illiquidity connectedness and financial uncertainty with peaks and troughs matching
throughout these monthly time-series.
For our purposes we want to explore the contemporaneous relationships between our
respective measures of illiquidity network connectedness and real activity (financial un-
certainty). We therefore focus on first differences of the series we plot in Figure 6. Intu-
itively, we expect that changes in our illiquidity network connectedness measures have a
negative (positive) contemporaneous relationship with changes in real activity (financial
uncertainty).
We relate dynamic illiquidity network connectedness using the following OLS regres-
sion
∆Xt = α + γ∆C
d∆Cdt + γILLIQ∆ILLIQMKTt t, (16)
where Xt ∈ {ADS,KCSFI,VIX} is one of the macroeconomic and economic uncertainty
indicators and t v N (0, σ2). Naturally, we also control for market illiquidity, ILLIQMKTt ,
that we compute as the Amihud (2002) ratio for individual stocks listed on the NYSE,
AMEX and NASDAQ on a daily basis subject to filtering conditions standard in the
literature. To compute a market measure, we take the cross sectional average each day
and then take the time-series average of daily observations in each month. One can
loosely interpret the γ coefficients in Equation 16 as capturing the contemporaneous
correlations between real activity (financial uncertainty) and our measures of illiquidity
connectedness, after controlling for market illiquidity.
Table 1 reports various specifications of Equation 16 to quantify the contemporanous
links between changes in our illiquidity network connectedness measures and real activ-
is the Chicago Board of Exchange implied volatility index collected from Bloomberg.
7We drop the double time index here since we aggregate the daily measures to monthly observations
and estimate linear OLS regressions in this section.
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Figure 6: Monthly real activity indicators and financial uncertainty from July 2005
to December 2017
This figure plots real activity and financial uncertainty indicators, along with the quasi posterior
median dynamic network connectedness measures at short-term, medium-term and long-term
horizons. The leftmost plot shows the Aruoba et al. (2009) (ADS) business conditions index;
the middle plot shows the Kansas City Financial Stress Index (KCFSI); and the rightmost
plot shows the VIX index. On each plot, we report the horizon specific illiquidity network
connectedness measures Cdt , d = {S,M,L}. All variables are standardized to have mean 0 and
standard deviation 1 to make the series interpretable.
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ity/financial uncertainty. Under each heading, the first specification includes only changes
in market illiquidity, the remaining three columns include changes in one of our horizon
specific illiquidity network connectedness measures, ∆Cdt , d ∈ {S,M,L}. Three main fac-
tors emerge from these results. First, looking at regressions using ADS (KCFSI/VIX),
we can see that all γ∆Cd , d ∈ {S,M,L} are negative (positive) which is consistent with
our expectation. Second, short-term illiquidity connections have a statistically significant
contemporaneous link with ADS and KCFSI. Adding to this, the contemporaneous rela-
tionship between changes to long-term illiquidity network connectedness and changes to
each respective measure of real activity or financial uncertainty are statistically signifi-
cant. Third, controlling for changes in market illiquidity does not subsume the significance
of our network connectedness measures.
Overall, this exercise shows that horizon specific connections among stock illiquidities
contain information directly related to real activity and financial uncertainty; particularly
over the long-term. Economically speaking, one can interpret our measures as indices
for systemic risk that capture horizon specific illiquidity shock propagation. From a
theoretical perspective, our results here suggest: i) that our measures better capture the
shock propagation mechanism of liquidity shocks in Kiyotaki and Moore (2019); and ii)
that the information content of our measures is inherently different to raw measures of
stock market illiquidity.
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Table 1: Information content of illiquidity network connectedness for real activity and financial uncertainty
Notes: This table reports regression results linking horizon specific illiquidity network connectedness to alternative indicators for
economic activity and financial uncertainty. ADS is the Aruoba et al. (2009) business conditions index. KCFSI is the Kansas
City Financial Stress Index (Hakkio et al., 2009) and VIX is the CBOE implied volatility index. α is the regression constant;
γ∆Cd , d ∈ {S,M,L} are the respective betas associated to short, medium, and long term changes in illiquidity network connectedness;
and γILLIQ is the coefficient associated to changes in market illiquidity. *, **, and *** denote statistical significance at the 10%, 5%
and 1% levels respectively. R¯2 is the regression adjusted R-squared.
ADS KCFSI VIX
α −0.002 −0.004 −0.002 −0.016 0.002 0.008 0.007 0.021 0.022 0.038 0.072 0.195
(0.028) (0.028) (0.028) (0.028) (0.035) (0.033) (0.035) (0.034) (0.388) (0.388) (0.391) (0.385)
γ∆C
S −0.078∗ 0.207∗∗∗ 0.549
(0.042) (0.050) (0.586)
γ∆C
M −0.019 0.147 1.458
(0.106) (0.130) (1.451)
γ∆C
L −0.088∗∗∗ 0.120∗∗∗ 1.076∗∗∗
(0.029) (0.036) (0.405)
γILLIQ −1.450 −1.564 −1.426 −0.441 3.572 3.876∗ 3.390 2.200 38.905 39.714 37.092 26.549
(1.870) (1.856) (1.881) (1.852) (2.310) (2.195) (2.314) (2.273) (25.743) (25.769) (25.806) (25.653)
R¯2 −0.003 0.013 −0.009 0.049 0.009 0.107 0.011 0.073 0.009 0.008 0.009 0.048
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5 Conclusion
In this paper, we characterize measures of dynamic network connections for large financial
and economic systems. Specifically, we assume the market or economy is generated by a
TVP VAR model and rely on a locally stationary approximation of the data generating
process. Our measures rely on causal linkages by viewing the local forecast error variance
decomposition matrices at each point in time as adjacency matrices that completely
characterize the dynamic network. We decompose the aggregate dynamic network into
components that capture horizon specific connections among systems of financial and
economic variables. This allows the researcher or practitioner to study the impact of shock
propagation that causes network structures over horizons of interest. In our empirical
application we show that our methods are readily available to use in problems using
big data. In doing so we redefine the meaning of “big” in big data, in the context of
TVP VAR models, and track dynamic connections among illiquidity ratios of all S&P500
constituents.
We then go on to show the usefulness of our dynamic network measures by: i) explor-
ing the dynamic relationship between horizon specific illiquidity network connectedness
and the market return and ii) the contemporaneous relation of horizon specific network
connections and real activity (financial uncertainty). The former uncovers a strong link
between illiquidity connections and the market return that intensifies during periods of
financial turbulence. We link this to the self reinforcing mechanism between market
and funding liquidity in Brunnermeier and Pedersen (2009) and argue that our measures
may be useful for portfolio formation and rebalancing. The latter shows a strong nega-
tive (positive) link with real activity (financial stress indicators). We link this with the
theoretical mechanism in Kiyotaki and Moore (2019) and conjecture that our illiquidity
network connectedness measures are indices that track horizon specific systemic shock
propagation.
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Technical Appendix
A Proofs: New measures of horizon specific network
risk for large dynamic networks
Proposition 1. Let us have the VMA(∞) representation of the locally stationary TVP
VAR model (Dahlhaus et al., 2009; Roueff and Sanchez-Perez, 2016)
Xt,T =
∞∑
h=−∞
Ψt,T (h)t−h (A.1)
Ψt,T (h) ≈ Ψ(t/T, h) is a stochastic process satisfying sup`||Ψt − Ψ`||2= Op(h/t) for
1 ≤ h ≤ t as t→∞, hence in a neighborhood of a fixed time point u = t/T the process
Xt,T can be approximated by a stationary process X˜t(u)
X˜t(u) =
∞∑
h=−∞
Ψ(u, h)t−h (A.2)
with  being iid process with E[t] = 0, E[st] = 0 for all s 6= t, and the local covariance
matrix of the errors Σ(u). Under suitable regularity conditions |Xt,T−X˜t(u)|= Op(|t/T−
u|+1/T ).
Since the errors are assumed to be serially uncorrelated, the total local covariance
matrix of the forecast error conditional on the information at time t− 1 is given by
Ω(u,H) =
H∑
h=0
Ψ(u, h)Σ(u)Ψ>(u, h). (A.3)
Next, we consider the local covariance matrix of the forecast error conditional on knowl-
edge of today’s shock and future expected shocks to k-th variable. Starting from the
conditional forecasting error,
ξk(u,H) =
H∑
h=0
Ψ(u, h)
[
t+H−h − E(t+H−h|k,t+H−h)
]
, (A.4)
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assuming normal distribution of t ∼ N(0,Σ), we obtain8
E(t+H−h|k,t+H−h) = σ−1kk
[
Σ(u)
]
·kk,t+H−h (A.5)
and substituting (A.5) to (A.4), we obtain
ξk(u,H) =
H∑
h=0
Ψ(u, h)
[
t+H−h − σ−1kk
[
Σ(u)
]
·kk,t+H−h
]
. (A.6)
Finally, the local forecast error covariance matrix is
Ωk(u,H) =
H∑
h=0
Ψ(u, h)Σ(u)Ψ>(u, h)− σ−1kk
H∑
h=0
Ψ(u, h)
[
Σ(u)
]
·k
[
Σ(u)
]>
·kΨ
>(u, h). (A.7)
Then
[
∆(u,H)
]
(j)k
=
[
Ω(u,H)−Ωk(u,H)
]
j,j
= σ−1kk
H∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
(A.8)
is the unscaled local H-step ahead forecast error variance of the j-th component with
respect to the innovation in the k-th component. Scaling the equation with H-step ahead
forecast error variance with respect to the jth variable yields the desired time varying
generalized forecast error variance decompositions (TVP GFEVD)
[
θ(u,H)
]
j,k
=
σ−1kk
H∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
H∑
h=0
[
Ψ(u, h)Σ(u)Ψ>(u, h)
]
j,j
(A.9)
Next, we derive the frequency representation of the quantity in (A.9) using the fact
that unique time varying spectral density of Xt,T at frequency ω which is locally the
same as the spectral density of X˜t(u) at u = t/T can be defined as a Fourier transform
of VMA(∞) filtered series over frequencies ω ∈ (−pi, pi) as
SX(u, ω) =
∞∑
h=−∞
E
[
Xt+h(u)X>t (u)
]
e−iωh =
{
Ψ(u)e−iω
}
Σ(u)
{
Ψ(u)e+iω
}>
, (A.10)
8Note to notation: [A]j,k denotes the jth row and kth column of matrix A denoted in bold. [A]j,·
denotes the full jth row; this is similar for the columns. A
∑
A, where A is a matrix that denotes the
sum of all elements of the matrix A.
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where we consider a time varying frequency response function Ψ(u)e−iω = ∑h e−iωhΨ(u, h)
which can be obtained as a Fourier transform of the coefficients with i =
√−1.
Letting H → ∞, we have time varying generalized forecast error variance decompo-
sitions
[
θ(u,∞)
]
j,k
=
σ−1kk
∞∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
∞∑
h=0
[
Ψ(u, h)Σ(u)Ψ>(u, h)
]
j,j
= AB . (A.11)
Starting with frequency domain counterpart of the nominator A, we will use the
standard integral
1
2pi
∫ pi
−pi
eiω(r−v)dω =
1 for r = v0 for r 6= v. (A.12)
Using the fact that ∑∞h=0 φ(h)ψ(h) = 12pi ∫ pi−pi∑∞v=0∑∞r=0 φ(r)ψ(v)eiω(r−v)dω, we can
rewrite (A.11) as
σ−1kk
∞∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
= σ−1kk
∞∑
h=0
(
n∑
z=1
[
Ψ(u, h)
]
j,z
[
Σ(u)
]
z,k
)2
= σ−1kk
1
2pi
∫ pi
−pi
∞∑
r=0
∞∑
v=0
(
n∑
x=1
[
Ψ(u, r)
]
j,x
[
Σ(u)
]
x,k
) n∑
y=1
[
Ψ(u, v)
]
j,y
[
Σ(u)
]
y,k
 eiω(r−v)dω
= σ−1kk
1
2pi
∫ pi
−pi
∞∑
r=0
∞∑
v=0
(
n∑
x=1
[
Ψ(u, r)eiωr
]
j,x
[
Σ(u)
]
x,k
) n∑
y=1
[
Ψ(u, v)e−iωv
]
j,y
[
Σ(u)
]
y,k
 dω
= σ−1kk
1
2pi
∫ pi
−pi
( ∞∑
r=0
n∑
x=1
[
Ψ(u, r)eiωr
]
j,x
[
Σ(u)
]
x,k
) ∞∑
v=0
n∑
y=1
[
Ψ(u, v)e−iωv
]
j,y
[
Σ(u)
]
y,k
 dω
= σ−1kk
1
2pi
∫ pi
−pi
(
n∑
x=1
[
Ψ(u)eiω
]
j,x
[
Σ(u)
]
x,k
) n∑
y=1
[
Ψ(u)e−iω
]
j,y
[
Σ(u)
]
y,k
 dω
= σ−1kk
1
2pi
∫ pi
−pi
([
Ψ(u)e−iωΣ(u)
]
j,k
)((
Ψ(u)eiωΣ(u)
]
j,k
)
dω
= σ−1kk
1
2pi
∫ pi
−pi
∣∣∣∣∣
[
Ψ(u)e−iωΣ(u)
]
j,k
∣∣∣∣∣
2
dω
(A.13)
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Hence we have established that
A = σ−1kk
∞∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
= σ−1kk
1
2pi
∫ pi
−pi
∣∣∣∣∣
[
Ψ(u)e−iωΣ(u)
]
j,k
∣∣∣∣∣
2
dω (A.14)
from (A.11), we use the local spectral representation of the VMA coefficients in the second
step. The rest is a manipulation with the last step invoking the definition of modulus
squared of a complex number to be defined as |z|2= zz∗. Note that we can use this
simplification without loss of generality, because the VMA(∞) representation that is
described by the coefficients Ψ(u, h) has a spectrum that is always symmetric.
Next, we concentrate on B from (A.11). Using similar steps and the positive semidef-
initeness of the matrix Σ(u) that ascertains that there exists P (u) such that Σ(u) =
P (u)P>(u).
∞∑
h=0
[
Ψ(u, h)Σ(u)Ψ>(u, h)
]
=
∞∑
h=0
[
Ψ(u, h)P (u)
][
Ψ(u, h)P (u)
]>
= 12pi
∫ pi
−pi
∞∑
r=0
∞∑
v=0
[
Ψ(u, r)eiωrP (u)
][
Ψ(u, v)e−iωvP (u)
]>
dω
= 12pi
∫ pi
−pi
∞∑
r=0
[
Ψ(u, r)eiωrP (u)
] ∞∑
v=0
[
Ψ(u, v)e−iωvP (u)
]>
dω
= 12pi
∫ pi
−pi
[
Ψ(u)eiωP (u)
][
Ψ(u)e−iωP (u)
]>
dω
= 12pi
∫ pi
−pi
[{
Ψ(u)eiω
}
Σ(u)
{
Ψ(u)e−iω
}>]
dω
(A.15)
That establishes the fact that
B =
∞∑
h=0
[
Ψ(u, h)Σ(u)Ψ>(u, h)
]
j,j
= 12pi
∫ pi
−pi
[{
Ψ(u)eiω
}
Σ(u)
{
Ψ(u)e−iω
}>]
j,j
dω (A.16)
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from (A.11), and we have shown that
[
θ(u,∞)
]
j,k
=
σ−1kk
∞∑
h=0
([
Ψ(u, h)Σ(u)
]
j,k
)2
∞∑
h=0
[
Ψ(u, h)Σ(u)Ψ>(u, h)
]
j,j
=
σ−1kk
∫ pi
−pi
∣∣∣∣∣
[
Ψ(u)e−iωΣ(u)
]
j,k
∣∣∣∣∣
2
dω
∫ pi
−pi
[{
Ψ(u)eiω
}
Σ(u)
{
Ψ(u)e−iω
}>]
j,j
dω
(A.17)
Finally, focusing on a frequency band d = (a, b) : a, b ∈ (−pi, pi), a < b, we have
[
θ(u, d)
]
j,k
=
σ−1kk
∫ b
a
∣∣∣∣∣
[
Ψ(u)e−iωΣ(u)
]
j,k
∣∣∣∣∣
2
dω
∫ pi
−pi
[{
Ψ(u)eiω
}
Σ(u)
{
Ψ(u)e−iω
}>]
j,j
dω
(A.18)
This completes the proof.
Proposition 2. Using the Remark 1 and appropriate substitutions, it immediately follows
that
∑
ds∈D
C(u, ds) =
∑
dz∈D
 N∑
j,k=1
j 6=k
[
θ˜(u, ds)
]
j,k
/
N∑
j,k=1
[
θ˜(u,∞)
]
j,k

=
 ∑
dz∈D
N∑
j,k=1
j 6=k
[
θ˜(u, ds)
]
j,k

/
N∑
j,k=1
[
θ˜(u,∞)
]
j,k
=
N∑
j,k=1
j 6=k
[
θ˜(u,∞)
]
j,k
/
N∑
j,k=1
[
θ˜(u,∞)
]
j,k
= C(u,∞)
(A.19)
Similarly, quantities Cj←•(u,∞) and Cj→•(u,∞) will sum over frequency bands. This
completes the proof.
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B Estimation of the time-varying parameter VAR
model
To estimate our high dimensional systems, we follow the Quasi-Bayesian Local-Liklihood
(QBLL) approach of Petrova (2019). let Xt be an N × 1 vector generated by a stable
time-varying parameter (TVP) heteroskedastic VAR model with p lags:
Xt,T = Φ1(t/T )Xt−1,T + . . .+ Φp(t/T )Xt−p,T + t,T , (B.1)
where t,T = Σ−1/2(t/T )ηt,T with ηt,T ∼ NID(0, IM) and Φ(t/T ) = (Φ1(t/T ), . . . ,Φp(t/T ))>
are the time varying autoregressive coefficients. Note that all roots of the locally station-
ary VAR polynomial, lie outside the unit circle, and Σ−1t is a positive definite time-varying
covariance matrix. Stacking the time-varying intercepts and autoregressive matrices in
the vector φ(t/T ) with X¯ ′t,T = (IN ⊗ xt,T ) , xt,T =
(
1, x′t−1,T , . . . , x′t−p,T
)
and ⊗ denotes
the Kronecker product, the model can be written as:
Xt,T = X¯ ′t,Tφ(t/T ) + Σ−
1
2 (t/T )ηt,T (B.2)
We obtain the time-varying parameters of the model by employing Quasi-Bayesian Local
Likelihood (QBLL) methods. Estimation of (B.1) requires re-weighting the likelihood
function. Essentially, the weighting function gives higher proportions to observations
surrounding the time period whose parameter values are of interest. The local likelihood
function at discrete time period s, where we drop the double time index for notational
convenience, is given by:
Ls
(
Xs|φs,Σs, X¯s
)
∝
|Σs|trace(Ds)/2exp
{
−12(Xs − X¯
′
sφs)′ (Σs ⊗Ds) (Xs − X¯ ′sφs)
}
(B.3)
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The Ds is a diagonal matrix whose elements hold the weights:
Ds = diag(%s1, . . . , %sT ) (B.4)
%st = ζT,swst/
T∑
t=1
wst (B.5)
wst = (1/
√
2pi) exp((−1/2)((k − t)/H)2), for s, t ∈ {1, . . . , T} (B.6)
ζTs =
( T∑
t=1
wst
)2−1 (B.7)
where %st is a normalised kernel function. wst uses a Normal kernel weighting function.
ζTs gives the rate of convergence and behaves like the bandwidth parameter H in (B.6),
and it is the kernel function that provides greater weight to observations surrounding the
parameter estimates at time s relative to more distant observations.
Using a Normal-Wishart prior distribution for φs|Σs for s ∈ {1, . . . , T}:
φs|Σs v N
(
φ0s, (Σs ⊗Ξ0s)−1
)
(B.8)
Σs vW (α0s,Γ0s) (B.9)
where φ0s is a vector of prior means, Ξ0s is a positive definite matrix, α0s is a scale
parameter of the Wishart distribution (W), and Γ0s is a positive definite matrix.
The prior and weighted likelihood function implies a Normal-Wishart quasi posterior
distribution for φs| Σs for s = {1, . . . , T}. Formally let A = (x¯′1, . . . , x¯′T )′ and Y =
(x1, . . . , xT )′ then:
φs|Σs,A,Y v N
(
φ˜s,
(
Σs ⊗ Ξ˜s
)−1)
(B.10)
Σs v W
(
α˜s, Γ˜−1s
)
(B.11)
with quasi posterior parameters
φ˜s =
(
IN ⊗ Ξ˜−1s
) [
(IN ⊗A′DsA) φˆs + (IN ⊗Ξ0s)φ0s
]
(B.12)
Ξ˜s = Ξ˜0s + A′DsA (B.13)
α˜s = α0s +
T∑
t=1
%st (B.14)
Γ˜s = Γ0s + Y′DsY + Φ0sΓ0sΦ′0s − Φ˜sΓ˜sΦ˜′s (B.15)
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where φˆs = (IN ⊗A′DsA)−1 (IN ⊗A′Ds) y is the local likelihood estimator for φs. The
matrices Φ0s, Φ˜s are conformable matrices from the vector of prior means, φ0s, and a
draw from the quasi posterior distribution, φ˜s, respectively.
The motivation for employing these methods are threefold. First, we are able to
estimate large systems that conventional Bayesian estimation methods do not permit.
This is typically because the state-space representation of an N -dimensional TVP VAR
(p) requires an additional N(3/2 + N(p + 1/2)) state equations for every additional
variable. Conventional Markov Chain Monte Carlo (MCMC) methods fail to estimate
larger models, which in general confine one to (usually) fewer than 6 variables in the
system. Second, the standard approach is fully parametric and requires a law of motion.
This can distort inference if the true law of motion is misspecified. Third, the methods
used here permit direct estimation of the VAR’s time-varying covariance matrix, which
has an inverse-Wishart density and is symmetric positive definite at every point in time.
In estimating the model, we use p=2 and a Minnesota Normal-Wishart prior with a
shrinkage value ϕ = 0.05 and centre the coefficient on the first lag of each variable to 0.1 in
each respective equation. The prior for the Wishart parameters are set following Kadiyala
and Karlsson (1997). For each point in time, we run 500 simulations of the model to
generate the (quasi) posterior distribution of parameter estimates. Note we experiment
with various lag lengths, p = {2, 3, 4, 5}; shrinkage values, ϕ = {0.01, 0.25, 0.5}; and
values to centre the coefficient on the first lag of each variable, {0, 0.05, 0.2, 0.5}. Network
measures from these experiments are qualitatively similar. Notably, adding lags to the
VAR and increasing the persistence in the prior value of the first lagged dependent variable
in each equation increases computation time.
C Univariate time-varying parameter regressions
We now consider a linear regression with time-varying parameters that has a Normal-
Gamma quasi-posterior distribution. Specifically, this is a univariate version of Petrova
(2019). Let
yt,T = β0(t/T ) + x1,t,Tβ1(t/T ) + · · ·+ xl,t,Tβl(t/T ) + t,T , t,T v N
(
0, σ2t,T
)
(C.1)
yt,T = xt,Tβ(t/T ) + t,T (C.2)
where xt,T ≡ (1, x1,t,T , . . . , xl,t,T ) and β(t/T ) ≡ (β0(t/T ), β1(t/T ), . . . , βl(t/T ))>.
Now let λt,T ≡ σ−2t,T . The weighted local likelihood function of the sample Y ≡
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(y1, . . . , yT ), using X ≡
(
x>1 , . . . , x
>
T
)>
as a T × l matrix, at each discrete time point s,
where we drop the double time index for notational convenience, is given by
Ls (Y |βs, λs,X) =
(2pi)−tr(Ds)/2λtr(Ds)/2s exp
{
−λs2 (Y −Xβs)
>Ds(Y −Xβs)
}
(C.3)
with
Ds = diag (ϑs,1, . . . , ϑs,T ) (C.4)
ϑs,t = ζT,sws,t/
T∑
t=1
ws,t (C.5)
ws,t =
(
1/
√
2pi
)
exp
(
(−1/2)((k − t)/H)2
)
, ∀ s, t ∈ {1, . . . , T} (C.6)
ζT,s =
(
T∑
t=1
w2s,t
)−1
(C.7)
Now assuming βs, λs have a Normal-Gamma prior distribution ∀s ∈ {1, . . . , T}
βs|λs v N
(
β0,s, (λsκ0,s)−1
)
(C.8)
λs v G (α0,s, γ0,s) (C.9)
We can combine Ls with the above priors such that βs, λs have Normal-Gamma
quasi-posterior distribution ∀k ∈ {1, . . . , T}
βs|λs v N
(
β¯s, (λsκ¯s)−1
)
(C.10)
λs v G (α¯s, γ¯s) (C.11)
with (quasi) posterior parameters:
β¯s = κ¯−1s
(
X>DsXβ̂s + κ0,sβ0,s
)
, β̂s =
(
X>DsX
)−1
X>Dsy (C.12)
κ¯s = κ0,s + X>DsX (C.13)
α¯s = α0,s +
T∑
t=1
ϑs (C.14)
γ¯s = γ0,s +
1
2
(
Y >DsY − β¯>s κ¯sβ¯s + β>0,sκ0,sβ0,s
)
(C.15)
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The Algorithm
1. Initialise β0,s, κ0,s, α0,s, γ0,s and compute kernel weights. Then repeat steps 2-3
ι = 1, 2, . . . , I times.
2. For every s ∈ {1, 2, . . . , T}, draw λss|X, y, βs−1s from v G (α¯s, γ¯s).
3. For every s ∈ {1, 2, . . . , T}, draw βss |y,X, λss from v N
(
β¯s, (λsκ¯s)−1
)
.
In our case, for each regression in Section 4.1 we set the parameter H =
√
T to compute
the kernel weights and initialize β0,s, κ0,s, α0,s, γ0,s using OLS parameters from a linear
regression for the time-series in question. Then, we generate I=1000 simulations for
each time-period. The estimations are carried out using parallel computing on a desktop
machine with 64GB of RAM, an Intel 3.70GHz i7-8700K processor with 6-cores. Note
we also estimate regressions containing only changes in illiquidity network connectedness
individually. Results do not change qualitatively and are available on request. The total
estimation time for 16 models, 12 models we present in the main text plus the 4 models
for extra robustness purposes, is 1496 seconds.
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