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It is a well known fact that time series and data are commonly and frequently used in applied researches and 
various  methods are developed for analysis of these data. The  most common  method used for analysis  of 
univariate time series is Box- Ljung method which is based on modelling of a time series with its own  lagged 
values and error terms. Another recent method used for analysing the univariate time series is nonparametric 
regression method which is based on a certain function instead of coefficients and where the estimations are 
done through this function. The two methods share the same aim which is to model the time series and to 
forecast making use of this model.  
This study aims at realizing a practical comparison of the efficiency of Box-Ljung method and nonparametric 
regression method, which are used for analysis of univariate time series, on the basis of monthly closing prices 
of  ISE  National  Index  100.  As  a  result  of  the  analyses  performed  in  line  with  this  aim  the  comparisons 
performed as for various performance criteria revealed that the nonparametric regression method gives more 
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Zaman serisi verilerinin, uygulamalı ara tırmalarda çok sık ve yoğun bir  ekilde kullanıldığı ve bu verilerin 
analizine yönelik çe itli yöntemlerin geli tirildiği bilinmektedir.  Tek deği kenli zaman serilerinin analizinde 
kullanılan en bilinen yöntem, bir zaman serisinin kendi gecikmeli değerleri ve hata terimleri ile modellemesine 
dayalı Box-Ljung (BL) yöntemidir.  Tek deği kenli zaman serilerinin analizinde son dönemlerde kullanılan 
yöntemlerden  biri  ise,  katsayılar  yerine  belirli  bir  fonksiyonu  temel  alan  ve  kestirimlerin  bu  fonksiyon 
üzerinden yapıldığı nonparametrik regresyon yöntemidir. Her iki yöntemin de ortak amacı zaman serilerini 
modellemek ve bu model yardımı ile öngörüde bulunmaktır. 
Bu  çalı manın  amacı,  tek  deği kenli  zaman  serilerinin  analizinde  kullanılan  Box-Ljung  (BL)  yöntemi  ile 
nonparametrik regresyon yöntemlerinin etkinliklerini, ĐMKB-100 Endeksinin aylık kapanı  fiyatlarını temel 
almak  suretiyle  uygulamalı  olarak  kar ıla tırmaktır.  Bu  doğrultuda  yapılan  analizler  sonucunda,  çe itli 
performans kriterlerine göre yapılan kar ıla tırmalarda nonparametrik regresyon yönteminin Box-Ljung (BL) 
yöntemine göre daha etkin sonuçlar verdiği görülmü tür.      Ekonometri ve Đstatistik Sayı:10 2009 
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1.GĐRĐ  
 
Zaman  serileri stokastik bir sürecin gerçekle mesidir. Đstatistiksel veri analizi ise  bu 
süreçlerin sonuçlarını açıklamaya yöneliktir. Đstatistiksel veri analizinde yapılan temel i lem 
gözlenmi  zaman serilerini etkileyen olasılık yasalarını ortaya çıkarmaktır. Ortaya çıkarılan 
olasılık  yasalarıyla  zaman  serilerini  olu turan  dinamikler  açıklanmaya  çalı ılır  ve    zaman 
serilerinin analiz edilmesi gelecekteki olaylar hakkında tahminde bulunabilmeyi, gelecekteki 
olayları kontrol edilebilmeyi  ve değerlendirme yapabilme  olanağı sağlar. 
  Zaman serisi verilerinin analizlerinde ARMA, ARIMA, ARCH vb. gibi parametrik 
modeller kullanılmaktadır. Son yıllarda ise kernel regresyon  ve lokal ağırlıklı regresyon gibi 
nonparametrik regresyon modelleri de kullanılmaya ba lamı tır. 
  Parametrik  regresyon  modellerinde  belirli  bir  modelin  regresyon  katsayılarının 
hesaplanması önemli bir yere sahiptir. Hesaplanan katsayıların aldığı değerleri göre belli bir 
güven aralığında veya bir hipotez testine göre istatistiksel sonuçlar elde  edilir. Parametrik 
regresyon  yakla ımlarında  deği kenler  arasındaki  ortalama  ili ki  bir  fonksiyon  ile  ifade 
edilmesi  gerekir.  Bu  parametrelerin  aldığı  değerlere  göre  de  istatistiksel    çıkarımlarda 
bulunulur. Parametrik  regresyonda eğer fonksiyonel ili ki verilere uygun ise etkili sonuçlar 
elde edilir.(Takezawa ,2006:20-21) .  
Nonparametrik  regresyonun  ana  amacı  iki  deği ken  arasındaki  ili kiyi  açıklayan  bir 
model sağlamak, belirli bir  parametrik modeli referans almadan eldeki gözlemler için bir 
kestirimde bulunmaktır. Nonparametrik regresyonda regresyon fonksiyonunun süreklilik ve 
türevlenebilir  gibi  özellikleri  diklate  alınır(Eubank,1999:4-5).  Ayrıca  nonparametrik   
regresyon  modellerinde  katsayılar  yoktur.  Đstatistiksel  çıkarımlar  direkt  olarak  regresyon 
fonksiyonu ile ilgilidir ( Fox , 2008: 476-477).  
Nonparametrik  teknikler ilk olarak spectral yoğunluk hesaplarında kullanılmı tır. Daha 
sonraları  bilgisayar  teknolojilerindeki  geli melerle  birlikte  öncellikle  bağımsız  gözlemler 
içeren veriler için  regresyon analizinde kullanılmı   ve daha  sonra bağımlı gözlem içeren Box-Ljung ve Nonparametrik Reg. Yön. Etk. Kar. ĐMKB-100 Endeksine Yönelik Bir Uygulama                                                                        
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zaman   serilerine   geni letilmi tir (Härdle  ve  Chen, http://citeseer.ist.psu.edu/228910.html, 
eri im tarihi:19.03.2009).  
Yapılan  literatür  taramasında,    zaman  serileri  analizinde  genellikle  Box-Ljung 
yöntemlerinin  kullanıldığı  görülmektedir.  Ancak  son  yıllarda  nonparametrik  regresyon 
yöntemleri  de  kullanılmaya  ba lanmı tır.  Bu  çalı manın  amacı  da  bu  iki  yöntemi  ĐMKB 
endeks verilerini kullanarak bazı performans kriterlerine göre etkinliklerini kar ıla tırmaktır.  
Aynı  doğrultuda  yapılan  tek  bir    çalı maya  rastlanmı tır.    Rodriguez  N.  ve  Siado  P., 
tarafından  2003 yılında yapılan çalı mada Kolombiya için enflasyon verilerine   dayalı olarak 
arima  ,  star  ve  nonparametrik  regresyon  yöntemlerinin    kar ıla tırması  yapılmı tır.  Aynı 
doğrultuda olmamakla beraber farklı yöntemlerin etkinliklerinin kar ıla tırılmasına yönelik 
olarak  da    bazı  çalı malara      ula ılmı tır.  Aydın    D.  ,    2007  yılında  yaptığı  çalı mada 
nonparametrik regresyon  yöntemlerinden olan  kernel ve spline   yöntemlerini   milli  gelir 
verilerine  göre  kar ıla tırmı tır.  Diğer bir çalı ma ise, Topal  M., Yıldız N. ve Bilgin Ö. C.  
nin    yaptıkları  çalı madır.  Bu  çalı mada  nonparametrik  regresyon    yöntemi  olan  Theil 
yöntemi ile parametrik en küçük kareler yöntemi kar ıla tırılmı tır.  
Görüldüğü  üzere  ülkemizde  bu  iki  farklı  yöntemin  etkinliklerinin  kar ıla tırılmasına 
yönelik  bir çalı ma yapılmamı tır. Bu çalı manın amacı da zaman serisi verilerinde belirli bir 
parametrik  modeli  referans  almadan  eldeki  gözlemler  için  bir  kestirim    olanağı  sağlayan 
nonparametrik regresyon yöntemlerden biri olan kernel regresyon ile Box-Lung yöntemiyle 
bir kar ıla tırmasını  yapılarak  zaman serisi analizleri için bir seçenek  verilmi tir. Ayrıca 
nonparametrik  regresyon    yöntemler  aykırı  gözlemlerin  olduğu  veri  kümeleri  için  önemli  bir 
analiz yöntemi olduğundan ĐMKB gibi  aykırı verilerin olabileceği veri kümelerinde  parametrik 
yöntem kullanılmak istendiğinde   bir ön bilgi sağlayacaktır. 
   
2. METODOLOJĐ 
Zaman  serileri  analizinin  en  önemli  amacı,  ele  alınan  zaman  serisinin  bugünkü  ve 
geçmi   değerlerini  kullanarak  geleceğe  dönük  öngörülerde  bulunmaktır.    Bu  amaçla 
geli tirilen çe itli yöntemler mevcuttur.  Bu yöntemlerden birisi Box-Ljung(BL) yöntemidir. 
Bu çalı manın amacı, zaman serileri analizinde yaygın olarak kullanılan  Box-Ljung yöntemi      Ekonometri ve Đstatistik Sayı:10 2009 
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ile son zamanlarda kullanılmaya ba lanılan nonparametrik regresyon yöntemlerinden biri olan 
kernel regresyon yönteminin etkinliklerini  kar ıla tırmaktır.   
2.1  Box-Ljung Yöntemi  
Zaman  serilerinin  analizinde  kullanılan  en  bilinen  yöntem  BL  yöntemidir.    Tek 
deği kenli zaman serilerinin analizinde kullanılan BL  yönteminin esası, zaman serilerinin 
herhangi bir dönemdeki değerini aynı serinin geçmi  dönemdeki gözlem değerlerinin ve hata 
terimlerinin  doğrusal  bir  bile imi  ile  açıklamaktır.    Bu  nedenle  BL    yöntemi  literatürde 
otoregresif    entegre  hareketli  ortalama  yöntemi  (ARIMA)  olarak  da  bilinmektedir.    Bu 
yöntemin  temel  varsayımları,  ele  alınan  serinin  kesikli  ve  durağan  olmasıdır.    Durağan 
olmayan zaman serilerine BL yönteminin uygulanabilmesi için önce durağanlığı bozan trend 
ve  mevsimsellik  gibi  unsurların  bazı  dönü üm  yöntemleriyle  ortadan  kaldırılarak,  serinin 
durağan hale getirilmesi gerekir ( Özmen, 1986: 16-17). 
  Süreç durağan olduğunda bir otoregresif hareketli ortalama modeli genel olarak 
a ağıdaki gibi gösterilir ve ARMA(p,q) olarak tanımlanır: 
 
  t q t q t t p t p t t t Y Y Y Y ε ε θ ε θ ε θ φ φ φ ξ + − − − − + + + + = − − − − − − ... ... 2 2 1 1 2 2 1 1           (1) 
 
Burada p otoregresif terim sayısını, q hareketli ortalama terim sayısını, φ ’ler otoregresif 
parametreleri ve θ ’lar hareketli ortalama parametrelerini göstermektedir. Eğer seri durağan 
değilse,   seriyi durağan hale getirmek için   t
d
t
d Y B Y ) 1 ( − = ∇   fark alınarak seri durağan hale 
getirilir. d kaç kez fark alınması gerektiğini belirtmek üzere model ARIMA(p,d,q)  olarak 
ifade edilir. 
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2.2 Nonparametrik Regresyon Yöntemi 
{ }n
i i i y x 1 , =    gözlem  değerleri olmak üzere nonparametrik regresyonun temel dü üncesi 
ham verilerin ağırlıklı ortalamasını kullanarak  f  regresyon fonksiyonunu tahmin etmektir. 
Söz  konusu  ağırlıklar    i x   noktalarında  olu an  − X uzayındaki  uzaklıkların  azalan  bir 
fonksiyonudur.    i x   noktasındaki  kestirim  için  j y     gözlemiyle  ili kili  bu  tür  bir 
ağırlıklandırma  eması Nadarya (1964) ve Watson (1964) tarafından önerilmi tir: 
 


























j i j i
ij                                        (2)  
 
Burada  n  gözlemlerin sayısı,  K  seçilen ve kernel olarak bilinen, sınırlı, sürekli ve integrali 












1 ) ( du u K    olan simetrik bir fonksiyon olup, ağırlıkları hesaplamak için 
kullanır ve h değeri ise bant geni liği veya düzeltme parametresidir. 
Uygulamada  kullanılan  farklı  tipte  kernel  fonksiyonları  vardır.  Ancak  kernel 
fonksiyonunun seçimi bant geni liğinin seçiminden daha az  bir öneme sahiptir. Uygulamada 
kullanılan bazı kernel fonksiyonları a ağıda verilmi tir.Bu fonksiyonlar  sıfıra göre simetrik, 
negatif olmayan değerler alır  ve ikinci mertebeden türevlenebilirdir.( Fox, 2008: 477-478 ): 




















•  Düzgün kernel :  ] 1 , 1 [ ,
2
1
) ( − ∈ = u u K  
•  Üçgensel kernel :  ] 1 , 1 [ , ) 1 ( ) ( − ∈ − = u u u K  
•  Epanechnikov kernel:   ] 1 , 1 [ , ) 1 (
4
3 2 − ∈ − u u       Ekonometri ve Đstatistik Sayı:10 2009 
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•  Dördüncü dereceden kernel (Quartic):   ] 1 , 1 [ , ) 1 (
4
3 2 2 − ∈ − u u  
Herhangi bir  i x  noktasındaki  f  regresyon fonksiyonunun kernel tahmini, 





i j ij i i w y w x f y
1
' ) ( ˆ ˆ                                                            (3) 
 eklinde  tanımlanır.  Burada  ( ) 1,...., n y y ′ = y   olarak  ifade  edilir.  (3)    denklemi  matris 
formunda yeniden yazılarak a ağıdaki biçimde  de ifade edilebilir: 
                         y W f = ˆ                                                                          (4) 
i.gözlemin ağırlıkları,  ( ) 1,..., i i in w w ′ = w olarak ifade edilir. W  matrisine kernel  apka matrisi 
veya  kernel düzeltme matrisi denir. Buna göre keyfi bir  1 x  noktasındaki kernel kestirimleri, i 
ile 1 yer deği tirilerek (3) denkleminden elde edilebilir:  
( )( ) 1 1 11 1 1 ˆ( ) ,..., ,...,
T
n n f x w w y y ′ = w y =                                   (5) 
Böylece bağımlı  y  deği keninin tahmini değerler vektörü veya bilinmeyen  f  fonksiyonun 




















































































f                                       (6)   
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2.2.1 Çapraz geçerlilik (Cross-validation): Kernel fonksiyonlarında  h  band  seçimi 
oldukça önemlidir.Band   geni liği  h   değerinin nasıl seçileceği ili kin  bir çok ara tırma  
yapılmasına  rağmen  genel  olarak      çapraz  geçerlilik  fonksiyonunu  minimum  yapan     h  
değeri  band geni liği olarak  alınır.  
 { }n
i i i y x 1 , =     gözlem  değerlerinden herhangi birini atarak  kalan (n−1)  gözlem değerine 
dayanarak   i x   noktasında  düzgün (ikinci mertebeden türevlenebilir)  bir fonksiyon için kareli  
artıkları  tahmin etmeye ve kareli artıkların toplamını minimum yapan düzeltme parametresi  










j x f y
n
λ − = ∑
=
                           (7)  
 eklindedir. Burada ( j ) değeri  j. noktadaki tahmin değerinin çıkarıldığı göstermektedir. 
 
 2.2.2 Zaman serilerinde kernel regresyon 
Regresyon  problemlerinin  istatistiksel  özelliği  bağımsız  gözlemler  arasındaki  ili kiyi 
analizi  etmektir.  { }n
i i i y x 1 , =   gözlem  değerlerinin  i.i.d.    varsayımına  göre  elde  edildiğidir. 
Parametrik ve nonparametrik regresyon tekniklerinde de gözlemler arasındaki bağımlılığın 
kaldırılması gerekir.  Nonparametrik teknikler için literatürde   mixing − α     ve    mixing − φ  
ko ullarına    göre  bağımlığın  kaldırılması    ifade  edilmi tir  (Heiler, 
http://129.3.20.41/eps/fin/papers/9904/9904005.pdf).  
  Nonparanmetrik  regresyon  kestiricileri  bağımlı  gözlemler  üzerinde  kullanıldığında, 
kestiriciler  tüm  veri  setindeki  gözlemlerin  bağımlılığı  tarafından  etkilenir.  Bu  nedenle 
gözlemler  arasındaki  bağımlılığın  ortadan  kaldırılması  gerekir.    Nonparametrik  regresyon 
kestiricileri  bağımlı  gözlemler  üzerinde  kullanıldığında  söz  konusu  kestiriciler  tüm  veri 
setinde değil sadece küçük bir  aralıktaki gözlemlerin bağımlılığından etkilenir. Küçük bir 
aralıktaki gözlemler arasındaki bağımlılık uzun dönemde hatırlanma kabiliyetinden yoksun 
olacağından bu aralıktaki (periyottaki) gözlemler hemen hemen bağımsız olur. Bu özelliğe       Ekonometri ve Đstatistik Sayı:10 2009 
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“Whitening by windowing principle”   denir. Buna  göre   bağımsız gözlemler için geli tirilen 
tekniklerin çoğu bağımlı gözlem içeren zaman serilerinde de kullanılabilir (Hart ,1996  :115-
117).   
 
3. Uygulama  
Bu  çalı manın  amacı,  ĐMKB-100  Endeksinin  aylık  kapanı   fiyatlarının  Box-Ljung  
yöntemi ve  nonparametrik regresyon yöntemlerinden Kernel Regresyon ile modellemesini 
yaparak, iki yöntemin etkinliğini belirli performans kriterlerine göre kar ıla tırmaktır.  Bu 
amaçla  2001  yılı  Ocak  ayı  ile  2008  yılı  Haziran  dönemini  kapsayan  90  aylık  gözlem 
değerlerinden  yararlanılmı tır.  Đlgili  analizlerde  SPSS-13.0,  Eviews-  5.0  ve  R  paket 
programları kullanılmı tır. 
 
3.1. Box-Ljung yöntemi ile model tahmini 
Verilerin  zamana  göre  grafiği  çizildiğinde  ( ekil  1)  ĐMKB-100  serisinin  artan  bir 
eğilime  sahip  olduğu  ve  aynı  zamanda  birbirini  izleyen  yılların  aynı  aylarında  benzer 
davranı ların var olduğu görülmektedir.  Bu durum seride hem trendin hem de mevsimsel 
dalgalanmaların olabileceğini göstermektedir. 










2001 2002 2003 2004 2005 2006 2007
IMKB100
 
 ekil 1.   ĐMKB-100  serisinin grafiği 
 
Ancak serinin durağan olup olmadığı otokorelasyon fonksiyonu yardımıyla daha güvenilir bir 
 ekilde belirlenebilir.  ĐMKB-100 serisinin orijinal değerlerine göre ACF grafiği  ekil 2’de 
verilmi tir.    
 
 
                      ekil 2.  ĐMKB-100 serisinin otokorelasyon fonksiyon grafiği (ACF) 
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 ekil 2 incelendiğinde 16 gecikme için tüm otokorelasyon katsayılarının anlamlı olduğu ve 
serinin durağan olmadığı görülmektedir.  Dolayısıyla ilk olarak seriyi durağan hale getirmek 
ve daha sonra uygun ARIMA modeline karar vermek gerekir.   Bu amaçla logaritmik zaman 
serisinin  birinci  dereceden  diferansiyeli  alınarak  seri  durağan  hale  getirilmi tir.     ekil  3 
incelendiğinde serinin artık trend unsuru içermediği görülmektedir.   
 
Yt=ĐMKB100 
LĐMKB100=  ) ln( t Y  










2001 2002 2003 2004 2005 2006 2007
DLIMKB100
 
 ekil 3. DLĐMKB100  serisinin grafiği 
 
Çalı manın bu a amasında birçok model denemesi yapılmı  olup, en uygun modelin 
belirlenmesinde  parametrelerin  anlamlılık  düzeylerinin  yanı  sıra  uyum  iyiliği  testlerinden 
Akaike bilgi kriteri (AIC) ve Schwartz Bayesian bilgi(BIC)  kriterinden yararlanılmı tır. Bu 
analizler sonucunda geçici uygun model olarak mevsimsel ARIMA (1,1,0)(1,1,0)12 modeli 
benimsenmi tir. Serin alınan birinci diferansiyeli trendi, alınan on ikinci diferansiyel ise aylık Box-Ljung ve Nonparametrik Reg. Yön. Etk. Kar. ĐMKB-100 Endeksine Yönelik Bir Uygulama                                                                        
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mevsimselliği elimine etmi tir.  Tahmin sonuçları Tablo 1’de ve uyum iyiliği göstergeleri ise 
Tablo 2’de gösterilmi tir.   
    
Tablo 1. Mevsimsel ARIMA (1,1,0)(1,1,0)12 modeli tahmin sonuçları 
 
 
Tablo 2. Mevsimsel ARIMA (1,1,0)(1,1,0)12  modeli  uyum iyiliği göstergeleri 
 
Sabit  terim  anlamlı  bulunmadığından,  modelde  yer  verilmemi tir.    Tahmin  sonuçları 
incelendiğinde mevsimsel ve mevsimsel olmayan birinci dereceden otoregresif parametrelerin 
sırasıyla 0,05 düzeyinde istatistiksel açıdan anlamlı olduğu görülmektedir.  Elde edilen bu 
sonuçlar, uyum iyiliği göstergeleri ile birlikte değerlendirildiğinde benimsenen geçici modelin 
uygun  model  olabileceğini  göstermektedir.    Ancak  kesin  bir  sonuca  ula abilmek  için 
benimsenen modelin tahmin hatalarının incelenmesi gerekir. 
  Bu  a amada  tahmin  edilen  geçici  mevsimsel  ARIMA  (1,1,0)(1,1,0)12  modelinin 
verilere uygunluğunun testi yapılmı tır. Bir ARIMA modelinin uygunluğu, tahmin hataları 
serisinin otokorelasyon katsayılarının analiz edilmesiyle yapılır.  Bu amaçla ilk olarak modele 
ili kin  tahmin  hataları  bulunmu   ve  daha  sonra  tahmin  hatalarının  ACF  (otokorelasyon 
fonksiyonu) grafiği ( ekil4) çizdirilmi tir.   












Parametre   sayısı 
Artıklar  serbestlik derecesi 






Artık  kareler toplamı
Artık varyansı 
  Modelin standart hatası 
Log-Likelihood 
AIC   bilgi kriteri 
BIC  bilgi kriteri 
Parametre Tahmini
-0,276  0,111 -2,497 0,015
-0,524 0,100 -5,250 0,000
AR1  Mevsimsel olmayan gecikmeler
Mevsimsel  AR1  Mevsimsel  gecikmeler 
Tahminler Standart Hata  t  Anlamlılık 
.      Ekonometri ve Đstatistik Sayı:10 2009 
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       ekil 4. Tahmin hatalarının  otokorelasyon fonksiyonu 
           
 ekil  4  incelendiğinde  ,  otokorelasyon  katsayılarının  9.  gecikme  haricinde  standart  hata 
limitleri  içinde  ( 23 , 0 77 / 2 ± = ± ,  n=90-13=77)  kaldığı  ve  dolayısıyla  istatistiksel  açıdan 
anlamlı olmadıkları görülmektedir. Diğer bir ifadeyle, hatalar rassaldır ve herhangi bir zaman 
unsuru göstermemektedir. Bu nedenle seçilen mevsimsel ARIMA (1,1,0)(1,1,0)12 modelinin 
ĐMKB-100 serisi için uygun bir model olduğu kabul edilir. Ayrıca seçilen modelin uygunluğu 
Box-Ljung  istatistiğine  göre  de  incelenmi tir.  16.  gecikmeye  kadar  hesaplanan  BL 
istatistiklerinin herbirinin istatistiklerinin istatistiksel açıdan anlamlı olmadığı görülmü tür. 
Dolayısıyla  otokorelasyon  katsayılarının  e anlı  olarak  sıfır  olduğunu  ileri  süren  sıfır 
hipotezini  reddetmek  istatistiksel açıdan  mümkün  değildir.    Böylece  bir  kez  daha  tahmin 
hatalarının rassal olarak dağıldığı ve modelin verilere uygun olduğuna karar verilmi tir.    Son 
olarak gerçekle en ve tahmin edilen değerlerin aynı grafik üzerinde çizimine yer verilmi tir 
( ekil 5). 
 
 
       















 ekil 5.  Gerçekle en ve tahmin serilerinin grafiği 
 
3.2. Nonparametrik regresyon yöntemi ile tahmin 
Bu çalı madaki veri seti için nonparametrik regresyon modellerinden biri olan kernel 
regresyon  uygulanmı tır.  Kernel  regresyon  fonksiyonlarından  normal  kernel  adı  verilen 
fonksiyon tercih edilmi tir.  Band geni liği h değeri çapraz geçerlilik fonksiyonu yardımıyla  
çapraz geçerlilik fonksiyonunu minimum yapan  h  band geni liği değeri 1,38 olarak tespit 
edilmi tir. Buna göre  ekil 6 da tahmin  sonuçlarının grafiği verilmi tir. Grafikten görüleceği 
üzere  band  geni liğinin  1,38  olması  durumunda  gerçekle en  değerler  ile  kernel  tahmin 
değerleri birbirine oldukça yakındır. 
Verileri temsil eden deği kenler a ağıdaki gibi tanımlanmı tır. 
ĐMKB100: Ocak 2001-Haziran 2008  arasında aylık kapanı  değerleri 
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 ekil 6 : Kernel regresyona göre gerçekle en ve kernel tahmin değerlerinin grafiği 
 
 
4. Yöntemlerin Kar ıla tırılması  
Modellerinin performanslarını kar ıla tırmak için uygulamada hata kareler ortalaması 
(MSE)  ,  onun  karekökü  (RMSE)    ,  ortalama  mutlak  hata  (MAE) ,  ortalama  mutlak  hata 
yüzdesi  (MAPE)  gibi  kriterler  kullanılmaktadır.  Bu  kriterlere  göre  örneğin  hata  kareler 
ortalaması  (MSE)  değeri  ne  kadar  küçükse  gözlenen  değer  ile  beklenen  değer  arasındaki 
sapma  da  küçük  olur.    Böylece  gözlem  değerleri  ve  beklenen  değer  arasındaki  sapma 
küçüldükçe modelin gerçek uyumunun daha iyi olduğu belirtilir.  Đlgili performans kriterlerine 
ili kin formüller a ağıdaki gibidir: 
 
 









MSE − = ∑
=
  ,  
 
o  Gerçekle en   
             Kernel         Box-Ljung ve Nonparametrik Reg. Yön. Etk. Kar. ĐMKB-100 Endeksine Yönelik Bir Uygulama                                                                        
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gibi kriterler kullanılır.    Burada  t y , gerçekle en gözlem değeri  ,  t y ˆ   ise öngörülen değerdir ( 
Fan & Yao, 2005:244-245).   
  Kernel  regresyonda  analizler  orijinal  gözlem  değerleri  (Yt=ĐMKB100)  üzerinden 
yapılırken, BL  yönteminde  ise, logaritmik gözlem  değerlerine [lnYt=ln(ĐMKB100)] dayalı 
olarak yapılmı tır.  Đki yöntemin etkinliklerinin kar ıla tırılabilmesi için bağımlı deği kenin 
aynı  olması  gerekir.    Bu  nedenle  BL  yöntemine  ili kin  Tablo  2’de  verilen  uyum  iyiliği 
göstergeleri  kullanılmayıp,  performans  kriterleri  uygun  dönü ümler  ile  yeniden 
hesaplanmı tır. 
  Performans kriterleri incelendiğinde  Kernel regresyon ile elde edilen sonuçların ARIMA 
(1,1,0 12 ) 0 , 1 , 1 (  modeline göre daha küçük değer aldığı görülmektedir.  Dolayısıyla aynı verilerin  
modellenmesinde  kernel regresyonun  daha etkin bir tahmin yöntemi olduğu görülmektedir.       Ekonometri ve Đstatistik Sayı:10 2009 
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    Tablo 3: ĐMKB_100 için modellerin performans değerleri 
Performans 
kriterleri 
ARIMA (1,1,0 12 ) 0 , 1 , 1 (
  Kernel regresyon 
MSE  13034605,6  228782,5 
RMSE  3610,3470  478,3121 
MAE  2712,64  347,9461 
MAPE  0,1071 (%10,71)  0,01559 (%1,559) 
 
 5. Sonuç  
  Bu çalı mada zaman serisi  analizlerinde sıkça kullanılan parametrik  BL  yöntemi  ile 
nonparametrik  kernel  regresyon    yöntemi    ĐMKB    aylık  endeks  verileri  kullanılarak 
kar ıla tırılmı tır. MSE, RMSE, MAE ve  MAPE  performans kriterlerine   göre yapılan 
kar ıla tırma da kernel regresyonun  BL parametrik yöntemine göre daha iyi sonuç verdiği 
görülmü tür.  Bu alanda yapılan  tek çalı ma olan Rodrigez N. ve Siado P.’  de   benzer 
bulgulara ula mı tır. Bu çalı mada  Kolombiya için enflasyon verileri kullanılarak  arima, star 
ve kernel regresyon yöntemleri kar ıla tırılmı tır ve kernel regresyonun diğer iki yönteme 
göre daha etkin olduğu sonucu elde edilmi tir.  
  Ula ılan bulgular çerçevesinde ĐMKB verilerini kullanarak Box-Ljung yöntemine göre 
analiz yapan bilgi kullanıcıları,  aynı zamanda kernel regresyon yöntemini de  kullanarak   
önerdikleri  modelin  geçerliliğini  test  edebilirler.  Böylece    ĐMKB  verileri    kullanılarak 
yapılacak öngörülerin  daha doğru  ve güvenilir olması sağlanabilir. 
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