Typical mobile robots can be customized to perform a variety of different tasks by combining in different ways a set of basic control modules, or behaviors. By contrast, most current systems for manipulation are still designed for just one specific task. In this paper, we propose a hierarchical behavior-based system that can perform several vision-based manipulation tasks by using different combinations of the same set of basic behaviors. Behaviors can run concurrently, and they are arbitrated through '%then" rules. We show experiments involving object tracking, grasping and placing, both with static and moving objects.
Introduction
Most current systems for (vision-based) manipulation are designed for just one specific task. Depending on the task and on the arm configuration, the design process can be pretty complex, especially when the task requires the use of a visual servoing approach [3] . This contrasts with the dominant design style in the mobile robotics community. Mobile robots are t y p ically equipped with a set of basic control modules, or "behaviors", that perform atomic types of o p e r a tions. The designer can then customize the system to perform a variety of different tasks by simply instantiating and combining these behaviors in different ways [12] . The goal of the present paper is t o propose a behavior-based approach for manipulation tasks, and to illustrate its use to solve some different tasks involving both static and moving objects.
A few behavior-based approaches to manipulation have been already proposed in the literature. Several of these systems are based on Brooks' subsumption architecture [l] , including Connell's early can retrieving robot [2] as well as systems based on fuzzy logic control [4] and on force-based control [15] . Other systems use finite state machines to sequence behaviors. For instance, Pettinaro [lo] mostly uses sequential a,ctivations of generic arm behaviors to perform assembly tasks. De Giuseppe [5] uses sequential activation of fuzzy behaviors to perform a pick-up task. All the above approaches are based on a winner-takeall strategy for behavior combination: only one behavior is in the control of the manipulator at any given time. In our previous work [14] we have proposed a system where several vision-based behaviors can be simultaneously active and are fused together using a fuzzy logic technique to achieve a overall coordinated motion of the arm to grasp static objects. We have shown that our approach results in increased modularity, smoother trajectories, and greater reactivity to unexpected events. In this work, we show that our previous behaviorbased system can be used to solve a variety of different manipulation tasks by combining the same basic behaviors in different ways. Moreover, we show that our behaviors can operate in moderately dynamic environments, in which the objects of interests are moving around, for example to perform tracking or grasping of a moving object. Differently from common approaches to visual tracking (e.g., [8, 7, 61) our system does not need a predictive model of the object's motion: rather, we rely on the reactivity of fuzzy behaviors to adapt the execution to the changing position of the object. In case a predictive model is available, however, it can be incorporated in our behavior-based approach to better cope with faster object dynamics. In the next Section, we recall the basic elements of our behavior-based system for manipulation, described in more detail in [14] . In Section 3, we show how these elements can be used t o solve four different manipulation tasks: track, grasp, place, and repeated pick-andplace. In all cases, the position of the objects is not know a priori, and objects may be moving. Finally. we describe experiments performed on a real robot arm, which show that our system features the desired properties of reactivity, smoothness, and modularity.
Manipulation behaviors
A robot arm is a complex plant with usually more than 3 degrees of freedom, and it is typically controlled by giving desired joint angles (in joint space, JS) or by giving the desired external coordinates of the gripper (in work space, WS) [13]. In environments which are dynamic or not known U priori, visual feedback is often used as the major sensory input. In this case, all object's parameters are measured in an additional space: the image space (IS). The relation between the IS and the WS (or the JS) depends on the arm-camera configuration. Fig. 1 illustrates this relation for the "eye-in-hand" configuration considered in this paper.
Basic behavior set
To design a behavior-based control system, we must define a set of basic behaviors such that: (i) each behavior in the set implements a simple control strategy; and (ii) a large variety of tasks can be performed by combining these behaviors in different ways. While there are de-facto standard sets of behaviors for mobile robots, the literature offers few examples of behaviors for manipulation.
In this work, we use the following set of basic, unitary behaviors for simple manipulation tasks, extended from the set defined in 1141.
Center Move the gripper in order to keep the object in the center of the image. Zoom Move the gripper forward or backward in order t o keep the size of the object to a given set-point. Surround Adjust the position of the gripper so that the object is between the fingers. Catch Grasp the object and move up a little. GoHome Bring the arm to its home configuration.
Vision-based behaviors
Some of the above behaviors only consider the position of the gripper and can be implemented by directly generating controls to the joints. Other behaviors, however, are defined in t e r m of the relative position between the gripper and a given object, and thus require input from sensory feedback, e.g. a camera. These behaviors take as input features in the image space (IS), like the size and position of the target object in the image, and must eventually generate controls in joint space (JS) 131. In most approaches to visual serve+ ing, the controller either maps the IS directly into the JS (image-based visual servoing), or it maps it to the WS which is then mapped into the JS (position-based visual servoing) -see Fig. 2 . In [14] we have proposed a different approach to implement vision-based control using an intermediate space, which we call the camera space (CS). The camera space is a 3D Cartesian space with its origin at the center of the camera and its z axis along the optical axis of the camera, as shown in Fig. 1 . The controller (behavior) maps input from the IS to control values defined in the CS. These are then transformed to joint controls by a Jacobian transformation [13], which is the same for all vision-based behaviors. Thus, each mapping from IS to CS defines a specific visual be-havior. These mappings can be defined in several ways ( Fig. 2) : in our approach, we use fuzzy rule-based control systems 191. The main motivation for this is that, once we introduce the notion of camera space, it becomes very easy for a designer to write intuitive control rules that implement basic vision-based motions like "center" or "zoom." No analytical model of the system is needed to do so. For example, the following rules, defined by the designer, implement the Center behavior:
where the condition 'at left', 'at right' and so on are relative to the image. The rule conditions are evaluated from the features in IS, and produce a truth value between 0 (fully false) and 1 (fully true). Each rule affects the corresponding control variable (the first two the 2 axis in CS and the other two y) by an amount that depends on the truth value of its condition: as a result, smaller or larger adjustments to the camera position will be generated depending on how much the object is close to the center of the image.
Complex behaviors
Complex behaviors are built by combining simpler b o haviors together. In our approach we select behaviors in a purely reactive way using situation-action rules, and we fuse the output of concurrent behaviors by using mechanisms from fuzzy logic 111, 121. We write complex behaviors using fuzzy meta-rules of the form 
Using the behaviors
In this Section, we show that the above behaviors are sufficient to perform a variety of different vision-based Figure 3 : Implementation of a "Track" task using our behaviors manipulation tasks by combining them together in different ways. In each case, basic behaviors will he combined in a hierarchal way t o form increasingly complex behaviors [12] . Basic behaviors will be graphically indicated by boxes with a thick border.
Tracking
The first task we consider is tracking of an object moving with unknown but relatively slow dynamics. A typical industrial application would be a robot arm that needs to catch objects that are irregularly placed on a transporter and may move on it, e.g. stones. The arm can track the objects until they enter in its workspace, and then grasp them without a need for further search. The tracking task can be simply achieved by the composition of two basic behaviors: Center and Search. The following meta-rules implement the Tracking behavior, shown in a graphical form in Fig. 3 (The "CS" and "JS" labels indicate the space in which controls are generated).
IF object in image THEN USE(CENTER) IF object not in image THEN USE(SEARCH)
As in the case of the rules for basic behaviors, the rule preconditions are evaluated on the input given by sensory feedback. The Center behavior, mentioned in Section 2, keeps object in camera's view. If the object is not found in the image, however, the Search behavior is activated. This behavior first searches a small area around the last known position of object by generating a random small motion in CS. This usually allows to reacquire the object if it moved out of the field of view, or if it was temporarily occluded, or in case of transient failures of the object detection routines. If after a while the object is still not visible, the Search behavior starts a systematic search by moving the camera to a set of pre-defined positions.
The reactive combination of Center and Search can effectively track objects that move slowly compared to the dynamics of the arm. In order to cope with faster moving objects, we may want to incorporate a simple Prediction behavior in our task this behavior is similar to Center, except that it takes as input not the instantaneous position of the object but its future position compnted by linear extrapolation. Since the control values produced by concurrent behaviors are averaged by the fuzzy fusion mechanism, we can incorporate the Predict behavior by simply adding it to the existing task, instead of replacing (or modifying) the Center behavior. This simplifies the incremental upgrade of an existing system.
Pickup
A more complex example of hierarchical composition of behaviors is provided by the grasping task shown in Fig. 4 . The following met&rules implement the top level behavior for this task, called Pickup. 
IF if object is not in view

THEN USE(GOTOP0S)
This task uses basic behaviors from the set of unitary behaviors mentioned above plus a complex behavior, Approach, which is in turn built up from basic behaviors. Tbis hierarchical design results in a smaller amount of rules and in the possibility to do incremental testing and tuning. The purpose of the Approach behavior is to bring the gripper close to the object of interest without loosing it from the image. The overall Pickup behavior generates a smooth motion of the cameralgripper that simultaneously keeps the object in the view of the image and brings the gripper closer to the object in order to catch it. As in the previous case, a predictive model of the object motion can be added by including an additional Predict behavior.
Place
A Place task can be easily designed by the composite behavior shown in Fig. 5 . The goal of this behavior is to leave a grasped object at a free space on the pallet.
Figure 4: Implementation of a "PickUp" task using our behaviors Figure 5 : Implementation of a "Place" task using our behaviors This behavior uses the basic behavior FindFreeSpace behavior mentioned in Section 2. When implementing the system, however, we have found it convenient to further decompose this latter behavior into two simpler ones: Avoid blocks Center image on the largest area that contains no object Go Lower Go toward the pallet and stay at proper distance above it. This decomposition simplifies the design and makes it easier to modify this behavior to adapt t o a different type of pallet.
Pick-and-Place
Finally, we can compose the above Pickup and Place behaviors to perform a complex Pick-and-Place task that picks up all the blocks found in one pallet and brings them to a second pallet. The number and PO sition of the blocks are not known, and blocks can be moving. This task can be implemented by the simple finite state machine shown in Fig. 6 . Switching from one state to the next happens if and only if the previous behavior has successfully completed its task, e.g., the Pickup behavior has caught a block. Recall the Pickup uses the Search behavior in order t o cope with the unknown position of the blocks. 
Experiments
We have implemented all the above behaviors on a 5DOF Scortec ER1 arm, shown in Fig. 7 , and we have tested them in hundreds of experiments where the tasks were: 1) tracking the selected moving blocks, 2) to pick up all blocks from a pallet beside the arm and place them on another pallet. In each experiment, the blocks were placed at random positions and moved randomly on the pallet. The image features used by the vision-based behaviors were the size, centroid and minor/major axis of all blocks (see Fig 7 right ). Images were taken by a web camera mounted on the top of gripper. When the block disappears the 'Ikack behavior starts to search the block around the last known position. After the block is reacquired, the arm continues to move in order to keep it in the center of the field of view of the camera. This is done by composition of the translation and tilt motion of the gripperlcamera. Note that we could track the object even without the Predict behavior, which was not used in these exper-I I In the next test the grasping task was examined. Fig. 9 shows the result of typical run. In order to test the advantages of the reactive rule-based arbitration at the beginning a block is placed in a random position and stays there for a while. After the block is found, the arm starts to move toward it. Normally the arm would grasp the static block and bring it up [14]. However, the block starts to move away from its position, and the arm tracks it and comes closer to it, until it can finally grasp it. Notice that this situation would be problematic if the behaviors were organized, say, in a finite state machine 110, 51. The last example, shown in Fig. 10 seen. The Place behavior is now executed, which puts the caught block at a free spot in the second pallet.
At the end the arm goes back t o the initial position ready to move the other blocks.
Conclusions
Our approach allows a designer t o build complex controllers by combining in a hierarchical way a number of simple behavior-producing units. The key to design simplicity is that each "behavior" is only meant to achieve a simple, elementary goal under a limited set of conditions. The system then can be customized to perform different, possibly complex tasks by instantiating and combining these behaviors in different ways
We have shown that the set of behaviors proposed in [14], and originally used to pick-up static objects, can be extended and used to solve several common manipulation tasks, including: search, track, pickup, place, and move blocks from one pallet to another.
All tasks involve the use of visual feedback, and can be performed on both static and moving objects. ExDeriments show that the resultinrr system is hirhlv re-
