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Abstract
Ribonucleic acid (RNA) molecules play important roles in a variety of biological processes. To
properly function, RNA molecules usually have to fold to specific structures, and therefore
understanding RNA structure is vital in comprehending how RNA functions. One approach to
understanding and predicting biomolecular structure is to use knowledge-based potentials built
from experimentally determined structures. These types of potentials have been shown to be
effective for predicting both protein and RNA structures, but their utility is limited by their
significantly rugged nature. This ruggedness (and hence the potential's usefulness) depends
heavily on the choice of bin width to sort structural information (e.g. distances) but the appropriate
bin width is not known a priori. To circumvent the binning problem, we compared knowledge-
based potentials built from inter-atomic distances in RNA structures using different mixture
models (Kernel Density Estimation, Expectation Minimization and Dirichlet Process). We show
that the smooth knowledge-based potential built from Dirichlet process is successful in selecting
native-like RNA models from different sets of structural decoys with comparable efficacy to a
potential developed by spline-fitting — a commonly taken approach — to binned distance
histograms. The less rugged nature of our potential suggests its applicability in diverse types of
structural modeling.
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Ribonucleic acids (RNAs) are important biological molecules that carry out a range of
molecular processes, including protein synthesis, gene regulation and biochemical catalysis.
In order to correctly function, RNA has to fold into a three-dimensional form that involves
interactions between water, metal ions, small ligands and proteins. RNA, in general, tends to
fold hierarchically such that its sequence defines its secondary structure consisting of a set
of stable base-pairing interactions. This set of base-paired helices then rearrange to form its
stable functional tertiary structure (or "native" state) under physiological conditions.
The knowledge of RNA structure is therefore crucial in enriching our understanding of RNA
function. In particular, the higher the resolution at which we can analyze RNA structure, the
more details we can extract, such as the importance of specific RNA sequences for particular
functional roles. It was shown recently that with high-resolution structural information, it is
possible to design RNA molecules with functions that mimic naturally occurring biological
processes.1
Detailed structural information is typically obtained from experimental means such as X-ray
crystallography and nuclear magnetic resonance (NMR) studies. Unfortunately, not all RNA
molecules can be crystallized, and structural analysis by NMR is confined to small- or
medium-sized RNA only. Other solution techniques circumvent these problems, but are still
unable to provide high-resolution RNA structural information.
Simulations using physics-based potentials, conversely, give structural insights in atomic
detail, but these potentials are limited in their accuracy, particularly in predicting native-like
molecular structures of proteins and RNA.1–3 Furthermore, the need to model solvent at the
atomic level makes molecular modeling highly intractable, particularly for time scales of
biological interest.
One approach to circumvent the modeling of solvent is to use information (e.g. dihedral and
torsional angles1,4,5 and inter-atomic distances).6,7 from native structures of RNA to
generate knowledge-based (KB) potentials. When building these potentials, it is assumed
that solvent effects are implicitly contained in the structural information of the native RNA
structures. The efficacy of the method depends on the information extracted, and how it is
used to generate the KB potential. One source of information that is commonly used is inter-
atomic pair-wise distances, and our recent work has shown that a KB potential built using
distances is sufficient for screening native-like RNA, without the need to separate KB terms
into physical components like other RNA KB potentials.5,8,9
Once these distances are mined, they can be converted to energy functions (see Sec. 2) by
the potentials of mean-force method.10,11 A common approach is to generate a histogram for
each pair-wise distance (user-defined bin width) that is then normalized by a reference
distribution. Next, these discretized normalized histograms are spline-fitted to give smooth
functions for gradient-based calculations (e.g. molecular dynamics or energy minimization),
resulting in a high-dimensional potential that is usually very rugged.12 It is unclear if this
ruggedness is an effect of improper binning, or true structural features.
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To avoid issues associated with binning, in our aforementioned RNA KB potential, we made
use of Dirichlet process mixture (DPM) models, which do not require user-defined bin sizes
and instead build RNA potentials based on raw distance distributions directly (see Sec. 2 and
Ref. 6 for more details). Here, as a follow-up, we attempted data-fitting using other mixture
models (MMs) and compared their efficacy in capturing the raw distance distributions, and
in selecting native-like RNA structures. As an additional test, we compared the quality of
KB potentials generated using MMs to that generated using quintic spline-fitting, a
commonly used alternative approach.2
Amongst the different MMs tested, the DPM and Kernel Density Estimation (KDE) models
captured the true distance distributions well, while the Expectation-Minimization (EM)
model resulted in significant deviation. We further compared the models in their ability to
screen native-like RNA structures from sets of different decoys. The smooth KB potential
from DPM is equally capable as the splined KB potential in selecting native-like RNA
structures but the KB potential from KDE modeling fared much worse. Therefore DPM
modeling appears to be the best method for smoothing KB potentials while preserving
important structural information within the potentials for biological applications.
2. Materials and Methods
2.1. Data collection and potential construction
All distances were obtained from a non-redundant dataset specially curated for obtaining KB
potentials.6 Two different strategies were used to process distances compiled from a
previously described five-atom per nucleotide coarse-grained model (total of 20 atom
types)6: (i) building of histograms from raw data and (ii) estimating distance distributions
using MMs. The histograms were calculated with an optimized bin size of 0.13 Å obtained
by density estimation.13 using the R software suite. MMs were built using three different
techniques: EM, DPMs and KDE. Simplified versions of the mixture models were also built
when applicable (see Sec. 2.2).
For the histogram-based model, counts are directly converted to energy potentials using the
Lu and Skolnick formalism.10,14 The total energy E of a given conformation can be
expressed as the sum over potentials for all pairs of atoms i and j at distance dij apart10:
(1)
where T is the temperature (taken to be 300 K) and k the Boltzmann constant. pobs(dij) and
pref(dij) represent the observed and reference probabilities respectively for the atoms i and j
separated by distance dij. Like in our previous study,6 the reference distribution was chosen
from the Samudrala and Moult model.10 Due to numerical instabilities and inaccuracies in
the low count region (below 2.5 Å), corrections were done as previously described.2
For the MMs, after each distance distribution was converted into a potential, the low count
region was corrected by a linear approximation from the origin to the first descending
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inflexion point (first observed basin). Smooth truncation at the 14Å cutoff distance is
ensured by multiplying each potential by a negative sigmoid function.6
2.2. Mixture models
MMs were used to estimate the distance densities (reference probabilities) to get analytically
differentiable potential functions. Each density is modeled as a mixture of univariate




The MMs were obtained by estimating the parameters ωi, μi and σi in order to maximize the
quality of the approximation.
2.2.1. Expectation-Maximization—The EM algorithm is a common tool used to
estimate the parameters of an MM.15 The likelihood of the density estimation is maximized
by iteratively computing the expectation of the log-likelihood using the current estimate of
the parameters (E step) and by updating the parameters in order to maximize the log-
likelihood (M step). The pitfall is that this method leads only to a local maximum of the log-
likelihood. Another drawback is that the number of components has to be carefully chosen,
and in some cases this choice is not straightforward.
2.2.2. Dirichlet process mixtures—Using an MM with an infinite number of
components is a way to avoid having to choose the number of components. This can be done
with a DPM model,16 where a Dirichlet process is used to build priors for mixing
proportions of components. DPMs were computed using the fbm package.17 To get a finite
mixture, the components are sorted according to their weights ωi and a threshold is defined
for the components to be kept. The main disadvantage of this approach is that a Dirichlet
process needs to be evaluated by a Monte Carlo Markov Chain using the Metropolis
algorithm, which is computationally costly.
2.2.3. Kernel density estimation—KDE18 (also known as the Parzen windows method)
uses one component (a Gaussian kernel) centered on each point of the dataset. All the
components share the same weight and since the Gaussian means μi are directly obtained
from the data points, the only remaining optimizable parameter is the standard deviations
σi
2, which are chosen to be equal to a constant called the bandwidth. The critical part of the
algorithm is the choice of the bandwidth and various methods can be used to automatically
tune this parameter; we used the Sheather and Jones technique from the R software.13 Since
for this model there is one Gaussian component per point in the dataset, it is difficult to
build the mixture from kernel density as it is large and basic operations can be slow
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(evaluation of the density, random sampling, etc.), an issue further accentuated by the need
to loop over all the components of the mixture during evaluation.
2.2.4. Simplification of mixture models—KDEs are very precise approximations of
the density function but their size — the number of components in the mixtures — is very
large. Conversely, models built with the EM algorithm are compact and usually precise
(assuming a local minimum is found close to the global optimum). The simplification of
MMs allows the building of a compact mixture from a very large but precise MM. The
Bregman hard clustering algorithm was used to make the simplification19,20 with the
components of the mixtures compared by a k-means algorithm using the Kullback—Leibler
divergence. We used pyMEF,21 a generic library for handling mixtures of exponential
families.
2.2.5. Comparison of models—Log-likelihood is the primary criterion used for
evaluating the quality of the density estimation function. The best performing algorithm in
terms of log-likelihood was chosen as the reference. We then compared each method to the
reference using the Kullback—Leibler divergence evaluated by a Monte Carlo method
available in PyMEF.21 The purpose of this comparison is to evaluate the tradeoff between
speedup and accuracy.
2.3. Biological evaluation
We evaluated the potentials with two quantitative criteria as previously published6: the
number of decoys that scored lower than the native structure (Nbad) and the Enrichment
Score (ES).22 ES is based on the degree of overlap between structures that are in the top 10%
scoring (Etop10%) and those that have the best 10% root mean squared deviation (RMSD) to
native (Rtop10%). It is defined as:
(4)
where |Etop10% ∩ Rtop10%| is the number of structures in the intersection of Etop10% and
Rtop10%. An ideal scoring function has an ES of 10, a random scoring function has as ES of
1 and an ES below 1 indicates a bad scoring function.
Both criteria provide insight on how the potentials perform in selecting native-like structures
from a set of decoys. We evaluated the different models by scoring decoys generated by
different means, namely position restrained replica exchange molecular dynamics,23 normal
modes2 and fragment assembly (by FARNA).8 Information about decoy generation has been
described elsewhere.6
3. Results and Discussion
3.1. Comparison of mixture models
There are several ways to estimate which MM best represents the data and therefore is best
for building a KB potential. In this case, visual inspection of the model fits to distance
distributions provides insight, especially in determining if the distance distribution peaks are
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correctly captured by the modes obtained from the MMs. Nonetheless, a quantitative
measure is still required to distinguish between the quality of the different MMs that
correctly model the first peak in distance distributions. One such measure is the log-
likelihood criterion that is optimized in EM algorithms for a specific distance measurement
set but unfortunately this measure cannot be directly compared between different pair-wise
distance sets.
To provide a global comparison between MMs, we computed the ranks of each MM based
on the log-likelihood criterion for each of the 210 pair-wise distance sets of the coarse-
grained RNA representation (five atoms per nucleotide). We compared seven models: DPM
(Dirichlet process model), KDE (Kernel Density Estimation), KDEs (Kernel Density
Estimation followed by simplification), EM8 (Expectation Maximization with 8
components), EM8s (Expectation Maximization with 8 components followed by
simplification), EM12 (Expectation Maximization with 12 components) and EM12s
(Expectation Maximization with 12 components followed by simplification). For each
distance measurement, the best performing MM in terms of log-likelihood is ranked 1 and
the worst performing model is ranked 7. The average rank and the rank distribution then
indicate the best performing model. Figure 1 shows a heat map of the ranks for each MM.
Ranks based on log-likelihood show that DPM is by far the best model, ranking number 1 in
more than 98% of the cases. The KDE-based models are next best, followed byEM8. The
rank distributions of both KDE and EM8 are wider than that for DPM, suggesting that these
models perform well on average but fail in capturing the distributions of some pair-wise
distances. The global comparison also shows that k-means simplification drastically worsens
the estimates; this could be due to a bad fit or to too few final components used during
simplification. Interestingly, EM8 shows better results than EM12, indicating that an
increase in the number of components in MMs does not always improve the fit to raw data.
In addition, we visually compared the modeled distributions to the raw distance sets. An
example is provided in Fig. 2 for the gC4-gC4 distance set. DPM and KDE models capture
the largest peaks and seem to be good coarse estimators of the gC4-gC4 distance
distribution. Due to the small number of components used, EM models are easily computed,
but this advantage comes at the expense of less accurate fit s to the data. Most notably, while
the first peaks are well captured, the distance distributions at longer distances tend to be
over-fitted (as judged by the excessive oscillations of the model fit), 1a problem accentuated
by the fact that data at these distances tend to be more noisy than those at smaller distances
(< 10 Å). For KDE, the model fit s to raw distance distributions appear to be more
reasonable. However, KDE results in a complicated functional form that could slow down
full energy calculations within any molecular modeling program. The functional form of
DPM is simpler than that of KDE, but this does not appear to compromise the quality of
model fit to data (Figs. 2 and 3). The benefit s of a simple functional form and the high
quality of fit to raw data outweigh the disadvantage of the longer computational time needed
to obtain DPM.
For further quantitative comparison, the Kullback—Leibler divergence was computed
between all models for each distance set and the average results are shown in Table 1.
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DPM and KDE models are relatively similar to each other, even for the simplified version of
KDE, whereas EM based models are very different. Since DPM and KDE fit the data well
but significant deviation was observed for EM, we focused only on the potentials from DPM
and KDE for the following biological scoring assessment.
3.2. Assessing mixture models by scoring RNA structural decoys
While it is vital to quantitatively compare models to the raw distance distributions, it is also
crucial to compare, from a biological perspective, the quality of the different KB potentials.
In particular, the energy landscape of any molecule is high dimensional, and therefore it is
not sufficient to compare the KB potentials just by looking at fit s to individual pair-wise
distributions. We focus on one aspect of biology that KB potentials are useful for: selecting
a near-native molecular structure from a set of decoys. To do this, we made use of RNA
decoys generated as described previously,6 and quantitatively compared the different KB
potentials generated using KDE, DPM and spline-fitting (EM models were omitted due to
the poor fitting to distance distributions as judged visually and using the log-likelihood
measure).
Spline-fitting is a common approach to generate KB potentials,2 hence for comparison to
MMs, we generated a KB potential using the spline-fitting protocol as previously used for
proteins.2 Each distance distribution and reference distribution was normalized and binned
into widths of 0.13 Å. This bin value was chosen as it is the optimum bandwidth of the KDE
model (see above) and it is very close to the 0.1 optimal bin size obtained in a previous
published study on proteins.2 The negative logarithm of the ratio (distance distribution over
reference distribution) was then spline-fitted to generate smooth KB potentials for each
distance set (with appropriate corrections at low distances).2 The spline-fitting results in
smooth fit s to the data, but resultant KB potentials often were very rugged compared to
those from MMs (see Fig. 3). This is a complexity that could have arisen due to true
structural features and/or inappropriately chosen bin sizes. It was also shown for proteins
that the final form of the potential and hence its efficacy is dependent on the chosen
histogram bin size.2,24
From Table 2, we observed that the KB potential from KDE fit s performed significantly
worse in screening RNA decoys than DPM and spline-fitting, a result that was not directly
obvious from the KDE fit to the distance distributions. The KB potential generated from
DPM fit s gives results that are comparable than those using the KB potential determined
from spline-fitting; both potentials are similarly able to distinguish near-native structural
models.
Since the potentials from DPM are less rugged than those obtained via spline-fitting, we
expect to observe more substantial differences between both versions of potentials for
energy minimization of structures. We plan to explore this in the future.
4. Perspectives and Conclusion
Our assessments of KB potentials derived from different MMs suggest that DPM modeling
is an efficient approach to generate smooth, differentiable KB potentials of RNA that
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preserve important biological information. Applications of traditional KB potentials (derived
from spline-fitting) in biological structural modeling have often been limited by excessive
ruggedness of KB potentials. Our study shows that the use of an appropriate MM (e.g.
DPM), provides a less rugged KB potential with similar structure scoring properties. Hence
the KB potential derived from DPM could plausibly be more versatile than the traditional
version, thereby allowing extensive and effective applications in molecular modeling like
minimization and sampling.
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Evaluation of fit of mixture models to the complete set of raw pair-wise distance data (210
pairs for the 5-pt representation). All models were ranked based on the quality of fit (using
the log-likelihood criterion; see text for details) for each pair-wise distance distribution.
Results are shown as a heatmap, with low to high frequency color coded from white to
black.
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Raw distance distribution for gC4—gC4 (grey) compared to different mixture models: DPM
(a), KDE (b), EM-8 (c) and EM-12 (d). EM fit s are quick to obtain but are less than ideal
representations of the raw distribution. KDE is quick and yields a good fit, however, it has a
more complicated functional form than DPM, therefore requires more computational time to
evaluate the energy of each molecular structure. DPM is the ideal model due to the quality
of fit to the raw data and the simplicity of its functional form. These advantages offset the
longer time needed to obtain the DPM fit.
Sim et al. Page 11























Comparison of the potentials obtained for the gC4—gC4, uC4—uC4 and gC6—cC4
distances using DPM with low count correction (blue), KDE without low count correction
(green), KDE with low count correction (dashed green) and spline-fitting (black). The KDE
models appear to be excessively smoothed since some distance potential basins are absent.
The KB potential from spline-fitting is significantly more rugged than that from the DPM
model. The spline-fitted potential wells are also more pronounced (particularly for the first
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well), which could be an artifact of the spline-fitting model. Distances corresponding to (1)
and (2) labeled in the potential graphs are shown in the atomic figure.
Sim et al. Page 13





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































J Bioinform Comput Biol. Author manuscript; available in PMC 2014 May 30.
