This paper addresses the issue of battery power conservation in wireless personalarea networks (WPANs). Specifically, we consider a WPAN, which contains a processor and a disk drive, and develop a collaborative power management technique, which minimizes the total WPAN power consumption. Our approach is based on the theory of rational behavior, which leads to a collaborative architecture where devices in the WPAN are equipped with cooperating rational controllers (RCs). Using as an example the Intel 80200 XScale processor and the Hitachi 1GB microdrive, we show that collaborative power management using RCs offers substantial power saving compared to selfish operation, where each device attempts to minimize only its own power consumption.
INTRODUCTION
In recent years, the field of mobile computing has seen two important emerging trends.
The first trend is the development of powerful specialized computing, communication, and storage devices, such as the Apple iPod [1] , handheld computers with Intel 80200 XScale processors [2] , and 3G cell phones [3] . The second trend is the development of short-range radio technologies, such as Bluetooth [4] , that offer low-power, high-bandwidth connectivity for mobile devices.
These two trends are enabling the development of wireless personal-area networks (WPANs) that aggregate multiple specialized devices worn or carried by an individual user. The distributed nature of a WPAN offers several important advantages over a traditional monolithic mobile computer. First, each device in a WPAN can be placed at its most convenient location.
For example, displays and microphones can be placed near the eyes and mouth, while other devices such as a mobile disk drive can be placed on one's belt or in a pocket. Second, a WPAN can easily add new capabilities by dynamically networking with additional devices.
For instance, a laptop or stationary computer could provide additional computing power for demanding applications, while a digital camera or RFID reader could be networked to provide specialized I/O capacity.
The distributed nature of a WPAN also creates important challenges that must be addressed. Chief among such challenges is the conservation of battery power. Indeed, since each device in a WPAN typically utilizes its own energy supply, the productivity of the entire network can be seriously compromised if even a single device runs out of battery power. Hence, power management techniques that extend the operating lifetime of the WPAN as a whole must be developed.
To-date, a large body of work is available on power management of individual devices in a WPAN. Specifically, for processors, dynamic voltage scaling algorithms that adaptively modify CPU speed have been studied in [5] [6] [7] . These algorithms exploit the fact that the processor power consumption is approximately proportional to the square of the supply voltage and, thus, reducing the voltage or CPU speed by a factor of two results in a reduction of power consumption by a factor of four. For storage devices, power management schemes that control the transitions among active, idle, and sleep modes have been designed and analyzed in [8] [9] [10] [11] . The largest possible power saving that can be achieved using these schemes has been investigated in [12] . Finally, for communication devices, power-efficient protocols that periodically or adaptively enable/disable client receivers in a wireless local-area network have been proposed in [13] [14] [15] [16] .
The above-mentioned power management techniques are selfish in the sense that each device attempts to minimize only its own power consumption. When these devices are connected to form a WPAN, interactions among them can actually increase the power consumed by the WPAN as a whole, compared to not utilizing any power management. Indeed, we show in this paper that such a phenomenon can be observed in a WPAN as simple as one consisting of only a processor and a disk drive. Therefore, it is necessary to develop collaborative power management techniques, which allow the devices to cooperate and account for the interactions among them, so that the total WPAN power consumption is reduced.
In this paper, we focus on a WPAN containing a processor and a disk drive and develop a collaborative power management technique, whereby the two devices cooperate, rather than compete, to ensure that the total power consumed by the WPAN is minimized. Our approach is based on the theory of rational behavior (TRB) [17] [18] [19] [20] [21] [22] [23] , which offers methods for designing decentralized systems where each component adjusts its individual decision so that the system's penalty function is optimized. This theory leads to a collaborative architecture where the devices are equipped with rational controllers (RCs), the interaction of which minimizes the total WPAN power consumption. Using as an example the Intel 80200
XScale processor and the Hitachi 1GB microdrive, our analysis shows that collaborative power management using RCs yields up to 38% power saving in comparison with selfish operation of the devices.
The outline of this paper is as follows: Section 2 briefly reviews the main results of TRB.
In Section 3, we present a case study on collaborative power management using RCs for a WPAN having only a processor and a disk drive. The case study includes a power-efficiency comparison between selfish and collaborative power management. Finally, the conclusion and future work are formulated in Section 4.
THEORY OF RATIONAL BEHAVIOR
The theory of rational behavior (TRB) emerged in the 60's in the work of mathematicians and physicists, primarily from the former USSR (see [21, 22] for a comprehensive treatment).
Initially, this theory was intended to explain the simplest form of animal behavior [17] and collective behavior of social insects modeled as automata [18] [19] [20] . The main ideas and structure of TRB are summarized below.
Individual Rational Behavior
Although there are several ways of defining individual rational behavior in the framework of TRB, the one described here is the simplest [23] .
Consider a decision space X and a scalar penalty function ϕ(x) > 0, x ∈ X, defined on it.
Introduce a dynamical system with trajectories depending on the function ϕ(x) and a positive integer N . Denote these trajectories as x ϕ(x),N (x 0 , t 0 , t), where x 0 is the initial decision at time t 0 . We say that the dynamical system with trajectories x ϕ(x),N (x 0 , t 0 , t) exhibits rational behavior if the following two properties hold:
(a) Ergodicity: For every initial decision x 0 and any set B in X, there exists a time moment
(b) Rationality: During a sufficiently long time interval, the ratio of residence times in decision x 1 ∈ X and x 2 ∈ X is greater than 1, if ϕ(x 1 ) < ϕ(x 2 ). Moreover, this ratio tends to infinity as N → ∞.
These properties imply that the behavior is rational if all possible decisions are explored and those with smaller penalties are selected more often than those with larger ones. Clearly, parameter N can be viewed as a measure of rationality.
The literature offers many examples of dynamical systems with trajectories exhibiting rational behavior [21] [22] [23] . One of them, referred to as the ring element, can be described as follows. Let X = [0, 1) and ϕ(x) > 0 be a continuous scalar function. Consider the following
where {x} denotes the fractional part of x and N is a positive integer. Clearly, trajectories of this system satisfy both ergodicity and rationality properties. The ergodicity is satisfied because all subsets of X are visited. The rationality property is met since the residence time in the vicinity of each decision x 1 can be evaluated as
.
and
Note that the behavior of this rational element is akin to simulated annealing [24] .
Collective Behavior of Rational Elements
Consider a group of M rational elements with level of rationality N . Assume each of the elements has two decisions in its decision space: x 1 and x 2 . Assume also that the collective with M , the collective behaves like a statistical-mechanical gas, rather than a purposeful group. This result indicates that parameters of the rational controllers must be carefully selected so that the behavior of the group is rational.
CASE STUDY: PROCESSOR AND DISK DRIVE
This Section presents a case study on collaborative power management in wireless personalarea networks (WPANs) using rational controllers (RCs). Although our eventual goal is to
Read/ write Jobs arrive Figure 1 : WPAN containing a processor and a disk drive treat WPANs having multiple devices, in this case study we consider a WPAN containing only a processor and a disk drive that, together, have to perform computing and read/write tasks (see Figure 1) . We first describe the models for job arrival, the processor, and the disk drive. We then introduce two architectures for power management using RCs and evaluate their efficacy under several job arrival scenarios.
Modeling
Job arrival. We assume a sequence of jobs, identified by the index k, such that the Processor. We assume that the processor is capable of operating at n p pairs of frequencies and voltages, denoted (
, let p i denote the power consumed. We also assume that both frequency and voltage are kept constant during the processing of each job, and that they are allowed to change upon the completion of a job.
Thus, we denote the frequency, voltage, and power used during the processing of the kth job as f (k), v(k), and p(k), respectively. Therefore, the energy consumed by the processor to complete the kth job is given by
Disk drive. The disk drive is assumed to have three modes of operation: active, idle, and sleep. Whenever a read/write job is requested, the disk drive switches to the active mode, reading/writing at a fixed data rate of s bytes per second. Once the job is completed, it switches to the idle mode, stays there for τ seconds, and then switches to the sleep mode. The parameter τ , referred to as the threshold, is allowed to take
We also assume that the threshold is kept constant during the processing of each job, and is allowed to change upon the completion of a job. Thus, we denote the threshold used during the processing of the kth job as τ (k).
Labeling the active, idle, and sleep modes by 1, 2, and 3, respectively, the power/energy consumption of the disk drive is characterized by the matrix
where φ i > 0 is the power used in mode i, and Φ ij > 0 is the energy used to switch from mode i to j. It is assumed that
3)
The second and third inequalities in (3.3) imply that switching directly between the active and sleep modes requires no more energy than going through the idle mode. The last inequality in (3.3) implies that switching from the active mode to idle and back to active consumes less energy than switching from the active mode to sleep and back to active. As it follows from the above, the energy consumed by the disk drive during the processing of the kth job is given
where the first alternative in (3.4) does not trigger the sleep mode, and the second one does.
Control Architectures
We assume that the processor and disk drive each has an RC. Upon completion of each job, the processor controller selects the pair of frequency and voltage to be used for the next job.
Hence, the processor controller determines the sequence {(f (k), v(k)), k = 1, 2, . . .}. Similarly, upon completion of each job, the disk drive controller selects the threshold to be used for the next job and, thus, determines the sequence {τ (k), k = 1, 2, . . .}.
These two controllers can be used in two different architectures, namely: selfish and collaborative. Figure 2 illustrates the selfish architecture, where each controller takes its decision 
Total energy consumed per cycle 
Rational Controllers
As shown in Figures 2 and 3 for both the processor and disk drive controllers.
The penalty function P and the level of rationality N are the parameters of the controllers, to be selected so that the dynamics and steady-states of the closed-loop system are desirable.
Note that these controllers exhibit rational behavior in the sense of Section 2. Indeed, ergodicity is ensured by the fully connected nature of the transition diagrams, and rationality is ensured by the monotonically increasing nature of the penalty function.
Scenarios
To evaluate the efficacy of the selfish and collaborative architectures as well as the behavior of the RCs, we consider a sequence of 10, 000 jobs and four scenarios for computing job arrival: The disk drive considered is the Hitachi 1GB microdrive. This disk drive is capable of reading/writing at a fixed data rate of 4 MB/sec. Although it is capable of operating in four modes, we consider only the active, idle, and sleep modes. For this device, the power/energy Table 1 : Energy consumption for constant parameter strategies consumption matrix Φ defined in (3.2) has the following numerical values [12] :
Although this disk drive can operate with arbitrary thresholds, we consider only two: 0.2 sec and 1.0 sec.
As specified in Section 3.3, the processor and disk drive are each equipped with an RC.
Here, we consider two levels of rationality, N = 3 and N = 9, and choose the penalty function for both the controllers as 
Results
For the purpose of comparison, we evaluate the performance of constant parameter strategies, defined by keeping constant, throughout all the jobs, the frequency and voltage of the processor and the threshold of the disk drive. Table 1 summarizes the simulation results, showing the energy consumption, in Joules, for each of the four loads and each of the four constant parameter strategies. For each load, the smallest energy consumption is shown in bold. For instance, for high load, the smallest energy consumption is 23087.6 J, achieved by using the combination of parameters (333 MHz, 1.0 V) and 0.2 sec. The results in Table 1 will be used below as a benchmark against which to compare the efficacy of the selfish and collaborative architectures. Table 2 Also, note from (3.1) that the threshold selected by the disk drive does not affect the energy consumed by the processor. Thus, for the processor to be rational, it should select (333 MHz, 1.0 V). Subsequently, for the disk drive to be rational, it should select the threshold that yields the smallest energy consumption, given the parameters selected by the processor. We see that this is indeed the case. For instance, consider high load with N = 3. The processor almost always selects (333 MHz, 1.0 V) and the disk drive most frequently selects 0.2 sec, as predicted by Table 1. (b) Collaborative RCs also exhibit rational behavior. For collaborative RCs to be rational, they should most frequently select the combination of parameters that corresponds to the bold entries in Table 1 . We see that this is indeed the case. For instance, for medium load, according to Table 1 , the best combination of parameters is (733 MHz, 1.5 V) and 1.0 sec. For N = 3, Table 2 shows that this combination is selected with probability for the processor minimizes energy consumption regardless of the threshold of the disk drive. Table 2 shows that, for N = 3, the probability of selecting (733 MHz, 1.5 V) for the processor is 0.63, split equally between the two thresholds. However, for N = 9, this probability of residence increases to 0.84, and is still split equally. Table 3 summarizes the simulation results in terms of energy consumption for high, medium, low, and variable loads, for selfish and collaborative architectures, and for N = 3
and N = 9.
Comparing Tables 1 and 3 
CONCLUSION AND FUTURE WORK
In the above case study, we have shown that RCs do exhibit rational behavior. Moreover, increasing the level of rationality increases the probability of residence in an optimal state, which in turn improves power-efficiency of the WPAN. Finally, we have shown that collaborative RCs offer significant power-efficiency improvement over both constant parameter strategies and selfish RCs.
Future work on collaborative power management using RCs will focus on extending the results of this paper to a general WPAN consisting of multiple heterogeneous devices, operating under various kinds of inter-device traffics. The extension will include both theoretical analysis and experimental verification.
