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T´ıtulo del estudio:
Cuantificacio´n del Intere´s de un usuario
en un tema mediante miner´ıa de texto y
ana´lisis de sentimiento
Nu´mero de pa´ginas: 110.
Objetivos y me´todo de estudio: En la presente tesis se define y propone un
me´todo para cuantificar el intere´s de un usuario en un tema utilizando te´cnicas de
miner´ıa de texto y ana´lisis de sentimiento en espan˜ol. Proponemos utilizar miner´ıa
de texto para evaluar que´ tanto habla un usuario acerca del tema y ana´lisis de
sentimiento para saber que´ sentimiento utiliza al hablar de e´ste. Para lograr este
u´ltimo objetivo desarrollamos una herramienta de ana´lisis de sentimiento en espan˜ol
llamada TOM, la cual probo´ tener una precisio´n comparable a otras herramientas
en el estado del arte. Se experimento´ con el me´todo propuesto en un conjunto de
40,186,542 comentarios provenientes de 80,954 usuarios extra´ıdos de un microblog
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llamado Twitter. Para cuantificar el intere´s del usuario propusimos tres estrategias
para crear representaciones de los usuarios, las cuales a su vez, pueden variar segu´n
el sentimiento de dichos comentarios. As´ı mismo, propusimos un me´todo simple y
automa´tico para representar los temas mediante vectores de palabras y valores TF-
IDF. Finalmente mostramos que el Intere´s, cuantificado mediante nuestro me´todo,
tiene una correlacio´n superior a 0.8 en la mayor´ıa de los casos con la probabilidad
de que dos usuarios sean contactos en el microblog. Esto concuerda con el principio
de homofilia el cua´l dice que las personas tienden a contactar con ma´s frecuencia a
personas ma´s similares que a personas menos similares [69]. Dicho principio tambie´n
ha sido estudiado en microblogs [22].
Contribuciones y conlusiones: La contribucio´n principal de la tesis es la de-
finicio´n del Intere´s del usuario en un tema y el me´todo propuesto para cuantificarlo;
el cual tiene en cuenta lo cotidiano o frecuente que es para el usuario el hablar sobre
un tema y el sentimiento que utiliza al hacerlo. Entre las contribuciones podemos
mencionar las representaciones de los usuarios y los temas, as´ı como la posibilidad
de utilizar el sentimiento como un filtro de contenido para crear la representacio´n de
los usuarios. Esta idea podr´ıa ser utilizada para crear otros modelos que representen
los intereses de los usuarios.
Otra contribucio´n importante es la herramienta que desarrollamos para el ana´li-
sis de sentimiento en espan˜ol llamada TOM que puede ser utilizada por otros inves-
tigadores dada la escasez de este tipo de recursos en nuestro idioma. Una posible
aplicacio´n del Intere´s es la de crear sistemas de recomendacio´n para empresas que
deseen promocionar sus productos en un mar de usuarios como lo son los microblogs.
Firma del asesor:
Dra. Sara Elena Garza Villarreal
Cap´ıtulo 1
Introduccio´n
1.1 El Intere´s del usuario sobre un tema
Desde los an˜os 90s, el Internet se ha convertido en una opcio´n importante para
obtener informacio´n y comunicarse. Una de las conclusiones de un estudio realizado
por Pew Internet Survey en 2004 [32] afirma que las personas utilizan Internet para
tomar decisiones en su vida diaria. Obtuvieron que el 92 % de los usuarios creen que
el Internet es un buen lugar para obtener informacio´n d´ıa con d´ıa, el 85 % dijeron
que es una buena forma de comunicarse con otros y el 69 % mencionaron que es un
buen lugar para entretenerse. En otro estudio realizado por la misma organizacio´n en
2010 [50] encontraron que el 58 % de los ciudadanos en Estados Unidos han buscado
informacio´n acerca de productos en Internet y el 32 % han escrito un comentario
sobre un producto. Lo cual es interesante desde un punto de vista comercial.
El Internet esta´ creciendo con mucha rapidez, llegando a incrementarse la can-
tidad de usuarios en 1,410.8 % del an˜o 2000 al 2012 en Ame´rica Latina con una
penetracio´n en 2012 del 42.9 % de la poblacio´n; teniendo Me´xico una penetracio´n de
Internet del 36.5 %1 [95]. Debido a este crecimiento y la cantidad de contenido que
se genera diariamente en Internet, la tarea de buscar informacio´n que sea del intere´s
del usuario se convierte en una tarea muy compleja. El usuario estar´ıa frente a miles
(o millones) de opciones y le ser´ıa imposible evaluarlas todas. Por esta razo´n han
surgido a´reas como la Recuperacio´n de Informacio´n la cual intenta ayudar al usuario
1Poblacio´n en 2012 de 114,975,406 habitantes con 42,000,000 de usuarios de Internet
1
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en la bu´squeda de informacio´n. Otras a´reas como los Sistemas de Recomendacio´n
buscan hacer recomendaciones al usuario que le puedan resultar de intere´s con ba-
se en un conocimiento de su comportamiento que se utiliza para buscar y evaluar
automa´ticamente otras opciones.
Recientemente han surgido las redes sociales y microblogs, los cuales permiten
a los usuarios compartir sus opiniones, sucesos de su vida diaria o informacio´n. Son
espacios en Internet donde los usuarios pueden comunicarse entre ellos y generar
contenidos tales como: como comentarios, conversaciones, fotograf´ıas, videos, enlaces
a informacio´n, etc. Un estudio realizado en Estados Unidos [65] encontro´ que el 67 %
de los usuarios de Internet utilizan alguna red social o microblog; en primer lugar se
encuentra Facebook2 con el 67 % y en segundo lugar Twitter3 con el 16 %. Entre los
usuarios que tienen una edad de 18 a 29 an˜os el uso de alguna red social es del 83 %,
siguiendo un 77 % para usuarios de entre 30 y 49 an˜os de edad. Debido al contenido
y penetracio´n de las redes sociales y microblogs, e´stos se han convertido en fuentes
de informacio´n muy valiosas desde un punto de vista comercial, ya que tienen un
contenido muy rico sobre los intereses de los usuarios que los utilizan [30].
1.2 Justificacio´n y Motivacio´n
Durante de´cadas se han utilizado te´cnicas como la encuesta o los grupos de dis-
cusio´n, con las que se pretende conocer las necesidades, opiniones, ideas, emociones
y pensamientos de los consumidores [12]. Las empresas invierten dinero y tiempo en
publicidad y otros artefactos que les permiten ganar clientes [97]. Requieren hacer
investigacio´n de mercados con el fin de conocer a los consumidores para poder afinar
sus estrategias de marketing [12]. Sus esfuerzos incluyen encuestas, organizacio´n de
grupos de discusio´n, imagen de marca, ana´lisis de posicionamiento de marca, etc.
[56]. Estos estudios necesitan tiempo para llevarse a cabo y analizar los resultados,
lo cual es una desventaja. El dinero que representa tener que subcontratar un ser-
2www.facebook.com
3www.twitter.com
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vicio de investigacio´n de mercados o hacer la investigacio´n directamente puede ser
incosteable [93]. Las redes sociales en Internet que han aparecido recientemente y
que han crecido muy ra´pidamente, representan una nueva forma menos costosa de
investigar las necesidades y opiniones de los consumidores [84, 112, 96, 28]. La can-
tidad de informacio´n que se puede obtener de ellas esta´ generando gran intere´s por
parte de investigadores y empresas ya que se obtiene informacio´n en tiempo real de
las opiniones, deseos, quejas, emociones, pensamientos, relaciones sociales, ubicacio´n
geogra´fica, etc. de los usuarios [8, 109, 39] y es ma´s barato que hacer una encuesta
o reunir a un grupo de personas que cumplan con un perfil [116].
Es por eso que en esta tesis deseamos introducir formalmente el concepto de
Intere´s de un usuario en un tema (producto, servicio, marca, etc.) y cuantificarlo
nu´mericamente. Una utilidad que se le podr´ıa dar a esta me´trica es la deteccio´n de
clientes potenciales en un microblog que este´n mas dispuestos a adquirir un producto
o servicio.
1.3 Microblogs
Los microblogs son espacios en Internet donde las personas pueden comunicarse
e intercambiar opiniones con otros. La principal caracter´ıstica de los microblogs es
que se basan en la distribucio´n de mensajes cortos de texto (o comentarios), ima´genes
con un texto breve, enlaces a video o a informacio´n. Los usuarios pueden utilizar
estos mensajes para comunicar sucesos de su vida diaria, dar a conocer noticias,
vender algu´n producto o servicio, solicitar algu´n tipo de ayuda, informarse sobre
algu´n evento, entre muchos otros usos posibles. La mayor´ıa de estos servicios son
gratuitos y en los u´ltimos an˜os han tenido un gran crecimiento a nivel global. Como
mı´nimo suelen pedir un correo electro´nico para registrarse como usuario y en algunos
casos podr´ıan limitar el uso a partir de una cierta edad.
Una vez que se ha registrado, el usuario puede comenzar a buscar contactos
con los que puede interactuar. Los mensajes que se publican dentro del microblog
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son mostrados al usuario en un a´rea principal, l´ınea de tiempo (“timeline”) o canal
donde van fluyendo conforme otros usuarios los publican; generalmente en orden
cronolo´gico. La decisio´n de ver mensajes provenientes de ciertas fuentes depende
del usuario. Si e´ste desea recibir actualizaciones de dicha fuente se convertira´ en su
contacto. Algunos microblogs llaman seguidores (“followers”) o amigos (“friends”) a
estos contactos dependiendo de la relacio´n con el otro usuario. Por ejemplo, cuando
un usuario desea recibir actualizaciones de otro se convierte en un seguidor, pero si
ambos desean recibir actualizaciones del otro se dir´ıa que son amigos. La terminolog´ıa
exacta depende de cada microblog.
La mayor´ıa de los microblogs reciben sus ganancias econo´micas a partir de la
publicidad que es mostrada a sus usuarios y que es pagada por empresas que desean
anunciarse. Esta publicidad se enfoca segu´n algunas caracter´ısticas del usuario como
pueden ser su ubiacio´n geogra´fica o sus gustos e intereses obtenidos mediante un
procesamiento de su informacio´n personal publicada en el sitio. Tambie´n existen mi-
croblogs que realizan un cobro para poder registrarse (los cuales podr´ıan no utilizar
publicidad dentro del sitio web o hacerlo con poca frecuencia).
Entre algunos microblogs podemos mencionar Plurk4, Identi.ca5, Weibo6, Twit-
ter7 y App.Net8 que al momento de la escritura de esta tesis se encuentran vigentes.
Otros microblogs como el caso de Jaiku que fue comprado por Google9 y cancelado
en el an˜o 201110 han desaparecido.
Plurk: Su lema es: “Reg´ıstrate para compartir pequen˜os mensajes, enlaces,
videos y cualquier otra cosa con tus amigos”. Se basa en la propagacio´n de mensajes
cortos que no tengan ma´s de 140 caracteres. El registro es gratuito pero solicitan
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publicidad a sus usuarios basados en la informacio´n personal que tienen acerca de
ellos.
Identi.ca: Se basa en la propagacio´n de mensajes cortos limitados a 140 ca-
racteres como ma´ximo. Solicitan un correo electro´nico para el registro el cual es
gratuito. Permite utilizar usuarios de otros microblogs o redes sociales como Twitter
o Facebook. Tiene una funcio´n para crear grupos de usuarios y compartir mensajes
solo con ellos si se desea. Para su creacio´n utilizaron un software de co´digo abierto
(Open Source) y aunque mencionan que su giro es comercial, no hemos conseguido
encontrar publicidad en e´l.
Weibo: Es uno de los microblogs ma´s populares en China. Los usuarios pueden
escribir comentarios de hasta 140 caracteres. Solicitan un correo electro´nico para
registrarse, lo cual es gratuito. Su modelo de negocio esta´ basado en publicidad,
comercio electro´nico y juegos sociales como Farmville11.
Twitter: Se basa en la propagacio´n de mensajes cortos limitados a 140 ca-
racteres como ma´ximo. Solicitan un correo electro´nico para el registro y requieren
que el usuario tenga una edad mayor a 13 an˜os. Obtienen ganancias econo´micas a
trave´s de mensajes promocionados los cuales son vistos por los usuarios al momento
de realizar alguna buu´squeda. Otra forma de hacer publicidad es a trave´s de temas o
to´picos promocionados que aparecen junto a una lista de los to´picos ma´s importantes
del momento.
App.Net: Los mensajes esta´n limitados a 256 caracteres de longitud. Su mo-
delo de negocio esta´ basado en la venta del producto (microblog) junto con otros
servicios dentro de e´ste y no en publicidad, por lo que el registro no es gratuito.
Requiere que el usuario tenga una edad mayor a 13 an˜os.
11http://company.zynga.com/games/farmville
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1.4 Definicio´n del problema
Las empresas necesitan de sus clientes para poder sobrevivir y necesitan obtener
informacio´n sobre ellos para poder conocer el mercado y ser ma´s competitivos. Su-
pongamos que una empresa que lanza un nuevo producto desea buscar posibles com-
pradores en redes sociales o microblogs. Nos har´ıamos las preguntas, “¿De que´ forma
podemos saber si un usuario estara´ interesado en comprar?”, “¿Co´mo podr´ıa obte-
ner una lista de posibles usuarios interesados provenientes de las redes sociales?”,
“¿Cua´les ser´ıan las caracter´ısticas de estos usuarios que los hacen diferentes de los
dema´s?”, “¿Se podr´ıa automatizar el procedimiento de bu´squeda para generar un
reporte diario?”.
En esta tesis abordamos directamente el problema de identificar a las personas
en un microblog que con mayor probabilidad adquirir´ıan un producto o servicio, o
estar´ıan interesados en conocerlo. Definiremos formalmente el concepto de Intere´s de
un usuario en un tema y presentaremos un procedimiento para medirlo que tendra´ en
cuenta el contenido del usuario y el sentimiento que se encuentra en dicho contenido.
De esta forma podemos cuantificar el agrado o desagrado que tiene un usuario sobre
un tema.
1.5 Preguntas de Investigacio´n
Describimos la pregunta principal en la que se concentra el trabajo que se va a
realizar en esta tesis, y de e´sta se desprende una serie de preguntas que al resolverse
contribuira´n a su consecucio´n.
¿Co´mo se puede definir y cuantificar el intere´s de un usuario en un tema?
• ¿Es posible hacer ana´lisis de sentimiento en texto en espan˜ol?
• ¿Es posible utilizar miner´ıa de texto en espan˜ol?
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• ¿Es posible hacer miner´ıa de texto en combinacio´n con el ana´lisis de
sentimiento de texto en espan˜ol?
• ¿De que´ forma se podr´ıan representar los usuarios?
• ¿Se podr´ıa utilizar el sentimiento para crear las representaciones de los
usuarios?
• ¿De que´ forma se podr´ıan representar los temas?
• ¿De que´ forma se podr´ıa calcular la similitud del contenido del usuario y
un tema?
• ¿De que´ forma se podr´ıa calcular el sentimiento del usuario hacia un
tema?
• ¿Es posible combinar los ana´lisis de contenido y de sentimiento para cuan-
tificar el Intere´s de un usuario en un tema?
1.6 Hipo´tesis
Describimos la hipo´tesis general a comprobar en esta tesis y una serie de hipo´te-
sis espec´ıficas que componen e´sta. La hipo´tesis general que se comprueba en esta tesis
es:
Es posible definir formalmente el intere´s de un usuario en un tema y definir un
procedimiento para cuantificarlo nume´ricamente
La cual esta compuesta por otras hipo´tesis que tambie´n se demuestran en el
trabajo realizado en esta tesis:
Es posible emplear te´cnicas de ana´lisis de sentimiento en texto en espan˜ol.
Es posible aplicar miner´ıa de texto en espan˜ol.
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Es posible combinar el ana´lisis de sentimiento y la miner´ıa de texto en espan˜ol.
Los usuarios se pueden representar utilizando comentarios de sus contactos.
El ana´lisis de sentimiento se puede utilizar para crear representaciones del
usuario.
Los temas se pueden representar utilizando comentarios publicados en un mi-
croblog.
Es posible cuantificar el intere´s de un usuario en un tema a partir de los
resultados de la aplicacio´n de ana´lisis de sentimiento y miner´ıa de texto en
espan˜ol utilizando representaciones del usuario y del tema.
1.7 Contribucio´n
Como mencionamos en la seccio´n 1.1, el porcentaje de la poblacio´n de usuarios
que utilizan Internet en Ame´rica Latina es del 42.9 %. El idioma Espan˜ol ocupa el
tercer lugar de los idiomas ma´s utilizados en Internet segu´n la empresa Miniwatts
Marketing Group, la cual publica estad´ısticas acerca del uso de Internet [94]. Sin
embargo, llama la atencio´n que existen pocos recursos para trabajar con el idioma
Espan˜ol en el a´rea de ana´lisis de sentimiento— quiza´ debido a lo reciente del a´rea.
Por esta razo´n hemos decidio crear un recurso para hacer un ana´lisis de sentimiento
en espan˜ol y que pueda ser utilizado por otros investigadores. Creamos un le´xico de
palabras con su polaridad de sentimiento (negativo o positivo) y una carga emotiva
junto con otros componentes como lo es un conjunto de frases con su carga emotiva,
y desarrollamos un procedimiento para evaluar el sentimiento de comentarios en
espan˜ol que utiliza este recurso para la evaluacio´n. El le´xico creado, sus componentes
y el procedimiento de evaluacio´n podr´ıan ser utilizados por otros investigadores.
Para cuantificar el Intere´s tenemos que contestar las preguntas mencionadas
en la Seccio´n 1.5. Como parte de la contribucio´n de esta tesis proponemos distintas
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formas de representar a los usuarios para poder compararlos con los temas. Pro-
ponemos varias alternativas las cuales utilizan los comentarios de los contactos del
usuario para modelar sus intereses, pero adema´s filtramos dichos comentarios segu´n
su sentimiento, es decir, utilizamos so´lo comentarios positivos, negativos, neutros o
todos, para crear la representacio´n y finalmente evaluamos la probabilidad de que
dos usuarios sean amigos si tienen un Intere´s muy positivo o muy negativo sobre un
tema.
Proponemos una forma de representacio´n de los temas basada en la extraccio´n
de informacio´n proveniente del mismo ambiente donde los usuarios interactu´an. Esta
representacio´n tiene la propiedad de ser dependiente del tiempo en que se crea,
permitiendo obtener nuevas caracter´ısticas del tema d´ıa con d´ıa; por ejemplo, los
“Deportes” son un tema muy cambiante.
Desarrollamos un me´todo para cuantificar el Intere´s del usuario en un tema
utilizando ana´lisis de sentimiento y miner´ıa de texto en el contenido generado por
el usuario. Verificamos la valide´z del modelo utilizando a los mismos usuarios, eva-
luando si la probabilidad de que sean amigos tiene alguna correlacio´n con el Intere´s
de ambos usuarios por un tema.
1.8 Estructura de la tesis
El resto de este trabajo esta´ estructurado de la forma siguiente: En el cap´ıtulo 2
describimos el marco teo´rico en el que se basa nuestro modelo; hablamos de miner´ıa
de texto, ana´lisis de sentimiento y sistemas de recomendacio´n. En el cap´ıtulo 3
describimos el modelo propuesto para la cuantificacio´n del intere´s y la metodolog´ıa
que seguimos para crear una herramienta de ana´lisis de sentimiento en espan˜ol que
fue necesaria para la experimentacio´n. En el cap´ıtulo 4 describimos los experimentos
realizados en cuanto al ana´lisis de sentimiento y a la cuantifiacio´n del intere´s en
un tema. En este mismo cap´ıtulo introdujimos un posible procedimiento para hacer
una recomendacio´n de temas para un usuario con base a sus intereses utilizando
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nuestro modelo. En el cap´ıtulo 5 comentamos las conclusiones de nuestro trabajo
y mencionamos posibles trabajos que se podr´ıan realizar para validar el modelo en
otros ambientes, mejorar la herramienta TOM y posibles aplicaciones del modelo.
Cap´ıtulo 2
Marco Teo´rico
En este cap´ıtulo se describen los conceptos y teor´ıas en las que se basa esta tesis.
Se describen trabajos relacionados que tienen que ver con miner´ıa de texto y ana´lisis
de sentimiento, y que han inspirado la elaboracio´n de las hipo´tesis aqu´ı planteadas
as´ı como la metodolog´ıa para obtener los resultados.
2.1 Ana´lisis de sentimiento
El ana´lisis de sentimiento es un a´rea de investigacio´n que se enfoca en las
opiniones. Se trata primordialmente de un problema de clasificacio´n de texto en el
que se intenta saber si e´ste refleja una opinion positiva, negativa o neutra [63, 79, 64].
Para nuestros propo´sitos utilizaremos la definicio´n de sentimiento propuesta por Alec
Go, Richa Bhayani y Lei Huang [3], la cual se traduce al espan˜ol como: “una sensacio´n
positiva o negativa de la persona”. La Tabla 2.1 muestra algunos ejemplos.
El problema de clasificar el sentimiento en textos se ha abordado de diferen-
tes formas; una de ellas es a trave´s de la utilizacio´n de te´cnicas de aprendizaje de
ma´quina supervisado como las ma´quinas de vectores de soporte (SVM) [80], Na¨ıve
Bayes [101]; aprendizaje de ma´quina no supervisado [102] o me´todos estad´ısticos
como Ma´xima Entrop´ıa [3]. Otra forma es mediante la creacio´n manual o semi-
automa´tica de recursos informa´ticos como diccionarios de palabras o le´xicos [98] y
el uso de te´cnicas lingu´ısticas basadas en conocimiento existente acerca del lenguaje
y su estructura [27].
11
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Tabla 2.1: Ejemplos de clasificacio´n del sentimiento.
Sentimiento Comentario
Positiva la pel´ıcula me parecio´ muy buena
Negativa el nuevo iPhone es muy caro
Neutra acabo de pagar el seguro del auto
En esta tesis utilizamos un enfoque basado en le´xicos y tomamos la decisio´n
de crear uno nuevo para el idioma Espan˜ol debido a que existen pocos recursos de
este tipo y podr´ıa ser u´til en trabajos futuros. El uso de e´stos es comu´n en el ana´lisis
de sentimiento para el idioma Ingle´s. La SentiWordNet 3.0 [4] es un diccionario de
palabras (en ingle´s) creado semi-automa´ticamente a partir un conjunto de palabras
descrito por Turney et al. [103] que contiene palabras consideradas “paradigma´tica-
mente positivas” o “paradigma´ticamente negativas”. E´stas se agrupan y propagan
sus valores de carga emotiva a otras palabras siguiendo enlaces como “adema´s vea”
o “vea anto´nimos” que existen en el diccionario WordNet 3.0 [36] publicado por
la universidad de Princeton. A estas palabras se les asignan tres valores nume´ricos
que dependen de la carga emotiva recibida indicando que´ tan positiva, negativa o
neutra es. Partiendo de una palabra y siguiendo estos enlaces se pueden ir visitando
las palabras “vecinas” hasta una cierta profundidad k. Las cargas emotivas (posi-
tiva, negativa y neutra) son determinadas utilizando un comite´ clasificador que se
compone de 8 miembros que resultan de la combinacio´n de dos para´metros que son
la profundiad k y un clasificador supervisado. E´stos corresponden a los valores de
k = 0, 2, 4, 6 y los clasificadores Rocchio [86] y SVMs [107]. La idea que se utilizo´ pa-
ra crear el diccionario es que si una palabra tiene muchos enlaces hacia palabras
positivas (o negativas) es probable que tambie´n e´sta sea positiva (o negativa).
Se han realizado trabajos utilizando estos diccionarios en otros idiomas tra-
duciendo las palabras mediante un software especializado [25]. Sin embargo, en los
microblogs se presentan muchas expresiones del lenguaje hablado que no tienen una
traduccion directa y no son reconocidas por algu´n software, adema´s de la gran can-
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tidad de faltas de ortograf´ıa, uso indebido de palabras, lenguaje vulgar y lenguaje
coloquial que hacen dif´ıcil realizar una traduccio´n. Julian Brooke, Milan Tofiloski
y Maite Toboada [16] reportan una pe´rdida de precisio´n al utilizar su herramienta
llamada SO-CAL para analizar textos en espan˜ol, adjudicando esta disminucio´n al
uso de una traduccio´n de su diccionario. Esto nos motiva a crear un diccionario
espec´ıfico para el idioma Espan˜ol.
Algunos trabajos tambie´n descomponen el texto en enunciados para procesar-
los individualmente en busca de enunciados comparativos o para separar aquellos
que contienen opiniones de los que no [53], [117], [115]. Otros han examinado la po-
sibilidad de evaluar la opinio´n de un usuario sobre un tema utilizando informacio´n
de sus contactos en una red social adma´s de los comentarios que e´ste publica en
la misma [100]; a fin de cuentas, una empresa desea saber que´ opinio´n tienen los
usuarios con relacio´n a un producto o servicio.
Como ya hemos mencionado, existen pocas herramientas para ana´lisis de sen-
timiento de textos en espan˜ol. Una de e´stas es Sentitext [76], la cual ha mostrado
tener un buen desempen˜o para determinar la polaridad del sentimiento [75]. Senti-
text evalu´a texto asignando una cantidad de “estrellas” que indican que´ tan positivo
o negativo es el sentimiento, entrega cero “estrellas” cuando el comentario es muy
negativo, cinco “estrellas” cuando es neutro y diez “estrellas” cuando el comentario
es muy positivo. Esta´ basada en el uso de un diccionario de palabras y reglas del
lenguaje. Utiliza un algoritmo que no implementa ninguna te´cnica de aprendizaje
automa´tico [76].
2.2 Miner´ıa de texto
La miner´ıa de texto es un proceso que consiste en extraer informacio´n u´til de
conjuntos de documentos no estructurados de texto, y en identificar automa´ticamen-
te patrones interesantes no triviales o conocimiento [35, 34]. Tambie´n puede ser visto
como un problema de clasificacio´n de texto [92] o de agrupacio´n segu´n ciertas simili-
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tudes [9]. Se trata de un a´rea multidisciplinaria que esta´ fuertemente relacionada con
otras: como la recuperacio´n de informacio´n, ana´lisis de texto, procesamiento de len-
guaje natural, clustering, categorizacio´n (o clasificacio´n), visualizacio´n, aprendizaje
de ma´quina y miner´ıa de datos [46].
La recuperacio´n de informacio´n se enfoca en la bu´squeda de documentos en
una coleccio´n grande de e´stos que tentativamente contienen la respuesta a alguna
necesidad de informacio´n [67]. Se diferenc´ıa del a´rea de miner´ıa de texto en que e´sta
busca extraer informacio´n nueva, mientras que la recuperacio´n de informacio´n busca
optimizar el acceso a informacio´n a partir del uso de palabras clave en una consulta
[2].
La miner´ıa de texto tambie´n puede ser vista como una extensio´n de la miner´ıa
de datos en el sentido de que algunas te´cnicas utilizadas en e´sta pueden ser aplicables
en textos (tales como el clasificador Na¨ıve Bayes, a´rboles de decisio´n, K vecinos ma´s
cercanos, ma´quinas de vectores de soporte y clustering) mediante un procesamiento
previo del texto que lo permita [43]. La miner´ıa de datos es una disciplina que
busca obtener informacio´n o conocimiento a partir de repositorios grandes de datos
(incluyendo texto) [40]. Elizabeth D. Liddy [60] propone que la miner´ıa de datos
hace referencia a un paso dentro de un a´rea ma´s general llamada Descubrimiento de
Conocimiento en Datos (KDD, del ingle´s Knowledge Discovery from Data), el cual
incluye en su definicio´n los conceptos de almacenaje, acceso e interpretacio´n mientras
que la miner´ıa de datos hace referencia a la aplicacio´n de algoritmos espec´ıficos para
detectar y extraer patrones.
Feldman y Sanger dividen la miner´ıa de texto en cuatro a´reas: tareas de pre-
procesamiento, operaciones de miner´ıa, presentacio´n y navegacio´n, y te´cnicas de
refinamiento [35].
Tareas de pre-procesamiento incluye todas aquellas rutinas, procesos y me´todos
requeridos para obtener y preparar los datos para las operaciones de descubri-
miento de conocimiento.
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Operaciones de miner´ıa incluye la deteccio´n de patrones, ana´lisis de tendencias
y algoritmos de descubrimiento de conocimiento.
Presentacio´n y navegacio´n incluye herramientas de visualizacio´n y navegacio´n
de los patrones orientadas al usuario.
Te´cnicas de refinamiento incluye los me´todos que filtran informacio´n redundan-
te, la ordenan, resumen, generalizan y agrupan.
En muchos casos el procesamiento de texto directamente desde el documento
no es posible debido a las caracter´ısticas del mismo, el cual es de naturaleza difu-
sa, no estructurada y con ruido. Para lograr trabajar con documentos de manera
ma´s eficiente, usualmente se utilizan representaciones de los mismos que permitan
trabajar con ellos con mayor facilidad. Comu´nmente se hace mediante vectores de
caracter´ısticas (feature vectors) los cuales contienen caracter´ısticas del documento
necesarias para el procesamiento y su peso o valor de relevancia.
El modelo ma´s comu´n es el llamado “saco de palabras” (bag-of-words) el cual
simplemente toma las palabras diferentes en el documento [43]. A cada palabra,
posteriormente se le puede asignar un peso; lo cual se puede llevar a cabo de diferentes
formas. La ma´s simple es mediante el uso de un operador binario el cual equivale
a 1 si la palabra esta´ presente en el documento o´ 0 si no lo esta´. La ma´s utilizada
es mediante el ca´lculo de valores TF-IDF1[89] los cuales son valores que dan mayor
peso a palabras poco frecuentes en todos los documentos y ma´s frecuentes dentro de
ciertos documentos en particular para los cuales ser´ıan ma´s relevantes. El ca´lculo de
este valor se realiza en esta tesis segu´n la Ecuacio´n 2.1.
fw,d∑
w fw,d
· log ( |D|
fw,D
) (2.1)
Donde w representa la palabra, fw,d representa el nu´mero de veces que aparece
la palabra w en el documento d, D es el conjunto de todos los documentos y fw,D es
1www.tfidf.com
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el nu´mero de documentos en donde aparece la palabra w. Sin embargo, e´ste puede
ser calculado de diversas formas. Manning, C.D. and Raghavan, P. y Schu¨tze, H.
[67] enlistan algunas variantes las cuales se muetran en la Tabla 2.2. En esta tesis
utilizamos la Ecuacio´n 2.1 para calcular el valor de relevancia de las palabras. Sin
embargo, otras medidas tambie´n podr´ıan ser utilizadas como en el me´todo binario,
que se basa en la simple existencia de la palabra en el documento. Otras medidas
ma´s complejas, que podr´ıan estar en la categor´ıa de aprendizaje supervisado son
discutidas por Lan et al. [58] y Debole et al. [24].
Variantes de TF-IDF
Frecuencia de Termino (TF) Frecuencia de Documento (IDF)
n (natural) tfw,d n (no) 1
l (logaritmo) 1 + log(tfw,d) t (idf) log
N
dfw
a (aumentado) 0.5 +
0.5t˙fw,d
maxw(tfw,d)








Tabla 2.2: Variantes del valor TF-IDF.
2.3 Sistemas de Recomendacio´n
El a´rea de sistemas de recomendacio´n [1] ha adquirido un gran intere´s por la
gran cantidad de aplicaciones pra´cticas y de informacio´n que existen en la actualidad.
Estos sistemas tratan de aprender los gustos o preferencias de los usuarios con el fin
de procesar la abundante informacio´n existente y ofrecerle recomendaciones [14]. Al-
gunas aplicaciones de esto son: recomendacio´n de mu´sica [114], pel´ıculas [19], libros
[44], art´ıculos de tiendas virtuales como Amazon [62] y en general en el comercio
electro´nico [91, 90]. El problema de recomendacio´n puede reducirse al problema de
estimar calificaciones o ratings de un usuario hacia un art´ıculo [1]; comu´nmente, esto
se hace con base en un historial de calificaciones otorgadas a art´ıculos anteriormen-
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te por el usuario. A este estimador tambie´n se le conoce como funcio´n de utilidad,
que mide la utilidad de un art´ıculo para un determinado usuario. Los sistemas de
recomendacio´n intentan encontrar los art´ıculos que maximicen este valor para poder
hacer la recomendacio´n al usuario [1]. Balabanovic´ y Shoham [6] clasifican a los sis-
temas de recomendacio´n en tres categor´ıas: recomendaciones basadas en contenidos
(content-based), recomendaciones colaborativas (collaborative) y enfoques h´ıbridos.
Recomendaciones basadas en contenido Al usuario se le hacen recomendacio-
nes basadas en las preferencias que ha mostrado en el pasado.
Recomendaciones colaborativas Al usuario se le hacen recomendaciones de art´ıcu-
los que han sido del agrado de usuarios que tienen gustos similares a los de
e´l.
Enfoques h´ıbridos Estos me´todos combinan las recomendaciones basadas en con-
tenido y las colaborativas.
Los sistemas de recomendacio´n tienen sus ra´ıces en las investigaciones reali-
zadas en el a´rea de sistemas de recuperacio´n de informacio´n [88, 5]. La mejora que
incorporan los sistemas de recomendacio´n es la presencia de perfiles de usuarios los
cuales contienen informacio´n acerca de los gustos, preferencias o necesidades de e´ste
[1]. Debido a esto la mayor cantidad de aplicaciones de los sistemas de recomendacio´n
existentes trabajan con texto y utilizan palabras clave o keywords para representar
a los usuarios o art´ıculos. Por ejemplo Pazzani y Billsus utilizan las 128 palabras
ma´s significativas para representar los documentos [81]. La medida de importancia
de las palabras generalmente se calcula utilizando alguna variante del valor TF-IDF
explicado en la seccio´n anterior.
En los sistemas de recomendacio´n muchas veces es necesario comparar usua-
rios para saber si tienen gustos similiares. Utilizando conjuntos de palabras clave
ma´s relevantes, una forma comu´n de hacer esta comparacio´n es mediante el uso de
alguna heur´ıstica, como la similitud cosenoidal [88, 5]. La cual puede observarse en
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la Ecuacio´n 2.2; donde ~w1 y ~w2 son los vectores de los pesos de las palabras que
representan a cada usuario.
Similitud(u1, u2) =
~w1 · ~w2
‖ ~w1 ‖ · ‖ ~w2 ‖ (2.2)
Esta a´rea de investigacio´n permanece abierta y con una gran atencio´n debido
a las necesidades que surgen con el aumento de informacio´n disponible, sobre todo
en Internet.
2.4 Trabajo relacionado
El problema de obtener informacio´n que satisfaga las necesidades de un usuario
ha sido abordado desde los or´ıgenes de la recuperacio´n de informacio´n. En la medida
que la tecnolog´ıa ha avanzado y proliferado la cantidad de informacio´n disponible,
las te´cnicas empleadas se han vuelto ma´s complejas y han surgido otras a´reas co-
mo los sistemas de recomendacio´n y, ma´s recientemente, el ana´lisis de sentimiento.
Actualmente existen pocos trabajos que integren ana´lisis de sentimiento como par-
te de un me´todo para obtener un modelo del usuario que represente sus intereses
[59, 99, 47].
Tan et al. [100] crearon un modelo para predecir el sentimiento de un usuario
con respecto a un tema basa´ndose en los comentarios publicados por los usuarios y en
las relaciones (contactos) cuyo sentimiento es conocido. Su enfoque es semi-automa´ti-
co ya que clasifican el sentimiento de un pequen˜o conjunto de usuarios manualmente
y utilizan esa informacio´n para clasificar a los dema´s de forma automa´tica. Matthew
Michelson y Sofus a. Macskassy [71] crearon un me´toto para obtener los temas de in-
tere´s del usuario a partir de la seleccio´n de sustantivos en sus comentarios utilizando
Wikipedia2 como base de conocimientos para desambiguar los te´rminos.
Jiang et al. disen˜aron un modelo para clasificar el sentimiento de un comentario
2www.wikipedia.com
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con relacio´n a una entidad (target) [52]. Con este ana´lisis intentan distinguir entre
el sentimiento global del comentario y el sentimiento con respecto a dicha entidad
o tema. Por ejemplo en el comentario “¿Porque´ estoy recibiendo correo spam de
gente extran˜a pregunta´ndome si quiero chatear con lady gaga?”. El sentimiento
global podr´ıa ser negativo mientras que para Lady Gaga es un comentario neutro.
Para representar a la entidad utilizan un me´todo probabil´ıstico con el cual extraen un
conjunto de K palabras que se relacionan con e´sta en mayor medida. Ellos utilizan el
ı´ndice de Informacio´n Mutua Puntual (Pointwise Mutual Informacion, PMI) [31, 13])
para medir la relacio´n entre dos palabras la cual se observa en la Ecuacio´n 2.3.




Donde p(w, t) es la probabilidad de que w y t ocurran en el mismo comentario
y p(w), p(t) son las probabilidades de que w y t aparezcan en algu´n comentario.
PMI es una medida de la asociacio´n utilizada en estad´ıstica [68]. Las probabilidades
son estimadas en un repositorio que contiene 20 millones de comentarios. En este
trabajo ellos utilizan el valor de K = 20 para obtener las palabras que representan
la entidad. Finalmente crean un grafo con los comentarios que contienen al menos
una de estas 20 palabras el cual utilizan para evaluar su sentimiento.
Yi et al. evalu´an el sentimiento de un documento (review) con respecto a un
tema [113]. Utilizan te´cncias de Procesamiento de Lenguaje Natural (PLN) para
obtener las palabras (features) ma´s representativas en un conjunto de documentos
relacionados con el tema, utilizando me´todos matema´ticos para calcular la relevancia
de las mismas. Las palabras finalmente son seleccionadas por dos evaluadores hu-
manos quienes las clasifican como feature o no feature y so´lo las palabras en las que
ambos evaluadores esta´n de acuerdo en que son feature, se utilizan para la evaluacio´n
del documento. Finalmente, determinan el sentimiento del documento basa´ndose en
el sentimiento de cada enunciado encontrado que contenga alguna de las palabras
elegidas. Nuevamente utilizando te´cnicas de PLN para determinar do´nde comienza
y termina un enunciado.
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Malouf y Mullen [66] intentan descifrar los intereses pol´ıticos de los usuarios
utilizando ana´lisis de sentimiento, Na¨ıve Bayes y clustering. Encontraron que utili-
zando solamente el texto publicado por el usuario es dif´ıcil determinar estos intereses,
y que la precisio´n se incrementa cuando se utiliza la ubicacio´n del usuario en la red
social como informacio´n. Utilizaron el modelo PMI-IR de Turney [102] para anali-
zar el sentimiento, el cual logro´ una precisio´n de 40.76 %. Utilizando Na¨ıve Bayes
alcanzaron un 63.59 % y utilizando clustering obtuvieron un 68.48 % de precisio´n.
Soo-Min y Hovy introducen el problema de encontrar sentimientos en un texto sobre
un tema y a las personas que los expresan [55]. Utiliza PLN para encontrar enuncia-
dos que contienen referencias al tema y a quie´n expresa el sentimeinto. El analizador
de sentimiento que utilizan fue desarrollado por ellos mismos utilizando una lista
de palabras como semilla y aumenta´ndolas utilizando WordNet [72]. El sentimiento
de cada oracio´n se determina mediante dicho analizador. Mei et al. determinan el
sentimiento de un documento con respecto a un tema basandose en un me´todo pro-
babil´ıstico llamado Latent Semantic Indexing (LSI) [42] para asignar scores a cada
enunciado en el documento segu´n su probabilidad de pertenecer a un tema y de tener
un sentimiento [70]. Finalmente el sentimento existente en el documento se calcula
mediante una fo´rmula. Otros trabajos similares utilizan Latent Dirichlet Allocation
(LDA) para obtener los temas y los sentimientos en un documento automa´ticamente
[61, 119].
Wang et al. incorporan ana´lisis de sentimiento en un sistema de recomendacio´n
basado en filtrado colaborativo, en el cual los usuarios pueden asignar etiquetas
(tags) tales como (“divertida”, “aburrida”, etc.) a pel´ıculas [110]. El ana´lisis de
sentimiento se lleva a cabo en dichas etiquetas generando as´ı nueva informacio´n que
incrementa la utilidad de las recomendaciones alcanzando una precisio´n de 29.70 %
que sobrepasa la precisio´n de 25.12 % y 27.31 % en comparacio´n con me´todos que no
utilizan informacio´n acerca del sentimiento de las etiquetas. Se basan en el trabajo
de Durao y Dolog el cual utiliza me´tricas cla´sicas de la recuperacio´n de informacio´n
como TF-IDF y similitud cosenoidal, pero agrega un componente de ana´lisis de
sentimiento [29].
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2.5 Caso de estudio: Twitter
En esta tesis trabajamos con el microblog Twitter ya que es uno de los ma´s po-
pulares actualmente en Me´xico y Estados Unidos. Twitter (http://www.twitter.com),
es un microblog que se basa en la propagacio´n de pequen˜os comentarios llamados
tweets, los cuales son publicados por los usuarios y distribuidos automa´ticamente a
otros usuarios que deseen recibir actualizaciones de e´stos. Cada comentario esta´ li-
mitado a 140 caracteres de longitud y diariamente se publican al rededor de 200
millones [105], los cuales pueden ser vistos por cualquier usuario registrado. Estas
caracter´ısticas lo hacen interesante para el ana´lisis de sentimiento debido a que los
usuarios tienden a ir directamente al punto de lo que quieren decir, los mensajes pue-
den ser procesados ra´pidamente por los algoritmos y es relativamente fa´cil obtener
una cantidad suficiente de comentarios para un ana´lisis.
2.5.1 Investigaciones que han utilizado a Twitter
Algunos autores han comenzado recientemente a utilizar este microblog para
sus investigaciones. Twitter cuenta con un conjunto de utiler´ıas que se ofrecen gra-
tuitamente por la compan´ıa y que permiten obtener una cantidad de informacio´n
suficiente para el estudio cient´ıfico. Entre algunos trabajos podemos mencionar a
la herramienta Twitter-Sentiment [3, 37] para el ana´lisis de sentimiento. Twitter-
Sentiment se basa en la evaluacio´n de comentarios por separado (independientemen-
te del contexto) y los clasifica como negativos, neutros o positivos segu´n su carga
emotiva. Esta herramienta no utiliza informacio´n de los contactos del usuario ni in-
tenta determinar su posicio´n con respecto a un tema sino que se limita a evaluar el
comentario en s´ı mismo.
Jonathon Read explica co´mo se pueden utilizar emoticonos para crear conjun-
tos de prueba extra´ıdos de Twitter que sirvan para el entrenamiento de modelos de
aprendizaje automa´tico en la clasificacio´n del sentimiento [85]. En la televisio´n cada
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vez es ma´s frecuente el uso de redes sociales para tener contacto con los televidentes.
Nicolas A. Diakopoulos y David A. Shamma [26] realizaron un estudio acerca de los
cambios en el sentimiento en los comentarios publicados en Twitter con relacio´n al
debate que se llevaba a cabo entre los candidatos presidenciales Barack Obama y
John McCain en vivo, en Estados Unidos. Otro estudio similar es el realizado por
Brendan O’connor y cols. en el que encontraron que el sentimiento en los comen-
tarios publicados en Twitter mantiene una correlacio´n positiva con los resultados
de encuestas publicados por las revistas Index of Consumer Sentiment (ICS) para
la confianza de la gente en la economı´a del pa´ıs y Gallup3 para la preferencia de
la gente por los mismos candidatos presidenciales en el 2008 [74]. Bernard et al.
hicieron un estudio del efecto que tiene la publicidad de boca en boca dentro del
microblog y concluyen diciendo que la tendencia de esta red a ser utilizada como
una fuente confiable de informacio´n representa una nueva oportunidad para contac-
tar clientes potenciales [49]. Cha et al. realizaron un estudio sobre la influencia de
ciertos usuarios en el comportamiento de los dema´s; encontraron que no necesaria-
mente aquellos con la mayor cantidad de seguidores son los que tienen mayor poder
para influir, y que este poder tampoco es obtenido sin esfuerzo sino mediante una
participacion activa [18]. Otro tipo de estudios exploran las caracter´ısticas de comu-
nidades o usuarios particulares en Twitter a trave´s de sus comentarios e intentan
descubrir informacio´n como: ¿De que´ temas hablan?, ¿Esta´n a favor o en contra de




En este cap´ıtulo explicamos el modelo conceptual para cuantificar el intere´s
de un usuario en un tema. El procedimiento se realiza en tres etapas por lo que
comenzamos desde un punto de vista general mediante un esquema y continuaremos
hasta considerar todos los detalles del me´todo.
3.1 Definicio´n del Intere´s
El intere´s es una medida del agrado, desagrado o indiferencia del usuario hacia
un tema. Cuando un usuario habla acerca de algo, puede utilizar palabras que llevan
una carga emotiva ya sea positiva, negativa o neutra, y e´stas nos permiten conocer
la opinio´n de ese usuario. Si el usuario menciona el tema en forma repetitiva, esto
tambie´n es indicativo de un cierto intere´s por parte del usuario aunque lo haga de
manera objetiva sin expresar sentimientos.
Cuantificamos el intere´s contestando primeramente la pregunta ¿Cua´nto habla
el usuario acerca de un tema?, la cual nos permite saber que tan comu´n es que
el usuario hable del tema, si lo hace cotidianamente o si por el contrario lo hace
poco. Despue´s contestamos la pregunta ¿Que´ sentimiento utiliza el usuario al hablar
del tema? que nos permite saber la opinio´n del usuario con relacio´n al tema. Si un
usuario habla bien o positivamente acerca de un tema decimos que tiene intere´s en
e´l, pero cuando habla mal o negativamente, aunque tambie´n tiene un intere´s, e´ste
es un intere´s negativo que indica desagrado por parte del usuario.
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El intere´s del usuario es calculado mediante la combinacio´n de la respuesta a
estas dos preguntas a trave´s de una funcio´n a la que llamamos funcio´n de cuantifi-
cacio´n. En la Definicio´n 1 describimos el Intere´s con mayor formalidad.
Definicio´n 1. El Intere´s I de un usuario u con respecto a un tema t es una funcio´n
del contenido generado por el usuario con respecto al tema cu(t) y del sentimiento
expresado con respecto al tema su(t). Es un nu´mero real cuyo signo y magnitud
indican el nivel de agrado (I > 0), desagrado (I < 0) e indiferencia (I ≈ 0) con
respecto a un tema. El Intere´s podr´ıa ser positivo, negativo o neutro dependiendo del
tema y se muestra en la Ecuacio´n 3.1. Donde f es la funcio´n de cuantificacio´n.
Iu(t) = f(cu(t), su(t)) (3.1)
Definimos, entonces, el Intere´s en un tema como una funcio´n de similitud de
contenido generado por el usuario y del ana´lisis de sentimiento aplicado en dicho
contenido. La similitud de contenido cu(t) evalu´a el parecido que existe entre el
contenido del usuario y el tema. Es un nu´mero real que se encuentra en el rango
[0, 1], el cual toma el valor de 0 cuando e´stos son totalmente diferentes y 1 cuando
son exactamente iguales. Esta funcio´n contesta la pregunta ¿Cua´nto habla el usuario
acerca de un tema?. El ana´lisis de sentimiento su(t) evalu´a el sentimiento del usuario
hacia el tema. Es un nu´mero real que se encuentra en el rango [−1, 1], el cual toma el
valor de -1 cuando todos los comentarios del usuario referentes al tema son negativos,
el valor de 1 cuando son todos positivos y el valor de 0 cuando son todos neutros.
Esta funcio´n contesta la pregunta ¿Que´ sentimiento utiliza el usuario al hablar del
tema?.
La funcio´n de cuantificacio´n utiliza las me´tricas de similitud de contenido y
sentimiento para cuantificar el intere´s. E´sta podr´ıa ser cualquier funcio´n elegida de
forma que pueda cumplir con su objetivo de hacer estimaciones con relacio´n al intere´s
del usuario. Por simplicidad utilizamos la operacio´n de multiplicacio´n para definir
esta funcio´n. La multiplicacio´n respeta el signo del sentimiento y, para magnitudes
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pequen˜as (o grandes) de las funciones su(t) y cu(t), el intere´s sera´ pequen˜o (o gran-
de) tambie´n. Utilizando la multiplicacio´n como funcio´n de cuantificacio´n podemos
escribir el Intere´s como en la Ecuacio´n 3.2.
Iu(t) = cu(t) · su(t) (3.2)
Dado que utilizamos la multiplicacio´n como funcio´n de cuantificacio´n, el Intere´s
es un nu´mero real que se encuentra en el rango de [-1, 1] donde valores negativos
indican un desagrado por parte del usuario, valores positivos indican un agrado y
valores cercanos a cero indican indiferencia.
En lo subsiguiente, al hablar del Intere´s hacemos referencia a la Ecuacio´n 3.2,
la cual utilizamos para realizar los experimentos que comprueban nuestras hipo´tesis.
3.2 Descripcio´n del proceso de cuantificacio´n
del Intere´s
La cuantificacio´n del intere´s del usuario en un tema se realiza en tres pasos
segu´n el modelo propuesto. El primero de ellos calcula la similitud que existe entre
el contenido generado por el usuario y el tema, el segundo paso evalu´a el sentimiento
que el usuario expresa y el tercero cuantifica el Intere´s mutiplicando ambas me´tricas.
En la Figura 3.1 se muestra una representacio´n conceptual del modelo.
El contenido generado por el usuario y el tema funcionan como entradas pa-
ra el proceso de cuantificacio´n que finalmente arrojara´ el Intere´s. Ambas funciones
cu(t) y su(t) utilizan informacio´n proveniente de estas dos fuentes para hacer los
ca´lculos y enviar los resultados a la funcio´n de cuantificacio´n. Para poder evaluar
cu(t) y su(t) es necesario utilizar representaciones del usuario y del tema que permi-
tan hacer comparaciones entre ellos. Nosotros utilizamos vectores de valores TF-IDF
de palabras para representar tanto al usuario como al tema ya que e´stos permiten
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Figura 3.1: Proceso de cuantificacio´n del Intere´s de un usuario en un tema.
realizar operaciones matema´ticas como la similitud cosenoidal. Esto sera´ explica-
do en las siguientes secciones. El ana´lisis de sentimiento se lleva a cabo utilizando
una herramienta de elaboracio´n propia llamada TOM (Twitter Opinion Mining) la
cual sera´ explicada a detalle ma´s adelante. Con ayuda de TOM se puede clasificar
el sentimiento global del usuario hacia el tema. El Intere´s es calculado finalmente
utilizando la Ecuacio´n 3.2.
3.3 Representacio´n del usuario y del tema
En los microblogs, los usuarios generan contenido a partir de pequen˜os comen-
tarios por medio de los cuales buscan compartir algu´n pensamiento o informacio´n.
Nosotros utilizamos estos comentarios para crear representaciones tanto de los usua-
rios como de los temas. La diferencia entre una representacio´n y otra esta´ en la
forma en que se seleccionan los comentarios. A partir de los comentarios selecciona-
dos creamos un vector que representara´ al usuario o al tema, cuya dimensio´n es el
nu´mero de palabras diferentes en los comentarios y sus componentes son los valores
TF-IDF de las palabras. El valor TF-IDF (del ingle´s, Term Frecuency - Inverse Do-
cument Frecuency) representa la relevancia de una palabra dentro de un documento
y es utilizado con frecuencia en el a´rea de recuperacio´n de informacio´n [41]. Tiene
la caracter´ıstica de incrementar su valor para palabras que se repiten dentro del

































































Figura 3.2: Ejemplo de obtencio´n de valores TF-IDF para un conjunto de palabras
de un documento.
documento y que no son muy comunes en el repositorio de documentos en general.
Cuando una palabra aparece en varios documentos del repositorio o si se utiliza con
poca frecuencia dentro de un documento pierde relevancia para dicho documento.
Para ilustrar mejor el efecto que tiene el utilizar valores TF-IDF, consideremos
el siguiente ejemplo que contiene tres documentos los cuales estan formados por un
solo comentario.
1. Es probable que termine con un iPhone 4S antes de que termine el an˜o.
2. Telmex lanza tienda de aplicaciones.
3. Lanza Android su Appstore ni mas ni menos que en Amazon.
Las palabras que componen el documento 3 son: “Lanza”, “Android”, “su”,
“Appstore”, “ni”, “mas”, “ni”, “menos”, “que”, “en”, “Amazon”. Utilizando la
Ecuacio´n 2.1 para calcular el valor TF-IDF de estas palabras en el repositorio de
tres documentos, obtenemos los valores de la Figura 3.2.
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No´tese que la palabra “ni” aparece una sola vez en el vector ya que por de-
finicio´n el vector contiene solo palabras diferentes. Al utilizar TF-IDF, la palabra
“Lanza” obtiene menor relevancia ya que esta´ presente en dos documentos, en cambio
la palabra “ni” adquiere mayor relevancia porque se repite dos veces en el documento
y no aparece en los dema´s. Aunque el valor TF-IDF sera´ muy pequen˜o para ciertas
palabras que se utilizan mucho como “la” o “el” es conveniente eliminar previamen-
te palabras que de antemano sabemos que sera´n poco relevantes y que por lo tanto
sera´n poco u´tiles para cuantificar el intere´s. A estas palabras se les conoce como
“vac´ıas” o “stopwords” en ingle´s. Nosotros utilizamos una lista de 308 palabras que
forman parte del mecanismo de indexacio´n de Lucene. Estas palabras son exclu´ıdas.
Entre algunas de e´stas podemos mencionar: “la”, “de”, “ya”, “esta”, “sin”, “hab´ıa”,
“tiene”, “sea”, “eran”, “poco”, “algo”, “ni”, “e´l”, “muchos”, etc.
En las subsecciones siguientes describiremos con mayor detalle estas represen-
taciones.
3.3.1 Representacio´n del usuario
La representacio´n de los usuarios se crea a partir de los comentarios de sus
contactos. Los contactos fueron u´tiles para crear un sistema de recomendacio´n de
noticias llamado Buzzer [82] el cual utiliza los comentarios de e´stos para ordernar
por relevancia las noticias y as´ı poder hacer la recomendacio´n al usuario. En esta
estrategia ellos excluyeron los comentarios del propio usuario. Es comu´n en algunos
microblogs, que algunos usuarios tienden a no publicar comentarios o hacerlo muy
poco; sin embargo, tienen contactos que utilizan como fuentes de informacio´n [51].
Por esta razo´n damos preferencia al uso de los contactos para representar al usuario.
En la Definicio´n 2 exponemos el concepto de vector de usuario que estaremos
utilizando en esta tesis. Como mencionamos en la Seccio´n 3.2, los comentarios son
clasificados segu´n su sentimiento en positivos, negativos y neutros por la herramienta
TOM. Esto permite que podamos utilizar la clasificacio´n para crear subconjuntos
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de comentarios que tienen el mismo sentimiento y utilizar e´stos para representar
al usuario. Como parte de la experimentacio´n analizamos el efecto que tiene en la
cuantificacio´n del intere´s el utilizar solo comentarios positivos, negativos o neutros
provenientes de los contactos del usuario.
Definicio´n 2. El vector de usuario ~U es un vector de dimensio´n N , donde N es
el nu´mero total de palabras diferentes que existen en los comentarios de sus contactos






Figura 3.3: Representacio´n del usuario en base a los comentarios de sus contactos.
En la Figura 3.3 se muestra la forma en que son seleccionados los comentarios.
De cada uno de los contactos del usuario tomamos los k comentarios ma´s recientes.
Consideramos que un valor adecuado para k es 1,000; dicho valor fue utilizado para
los experimentos que se describira´n en el Cap´ıtulo 4.
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3.3.2 Representacio´n del tema
Definicio´n 3. El vector de tema ~T es un vector de dimensio´n N , donde N es
el nu´mero total de palabras diferentes que existen en los comentarios elegidos para
representar el tema y sus componentes son los valores TF-IDF de cada palabra.
Para obtener los comentarios que se utilizara´n para crear el vector de tema
hacemos una bu´squeda de todos aquellos comentarios que incluyan un conjunto de-
terminado de palabras sin importar el usuario que lo haya publicado. Estas palabras
se eligen dependiendo del tema. Por ejemplo, al utilizar el tema de Deportes, utiliza-
mos las palabras “deportes” y “deporte”. En esta primera aproximacio´n utilizamos
el nombre del tema junto con algunas variantes como el plural o singlar de las pa-
labras para buscar aquellos comentarios que contengan alguna de ellas. Jiang et al.
utilizan un enfoque parecido para buscar comentarios acerca de una entidad (o tar-
get) [52]. Ellos utilizan las palabras “Obama”, “Google”, “iPad”, “Lakers” y “Lady
Gaga” para obtener conjuntos de comentarios que tengan un sentimiento hacia esas
entidades.
3.4 ¿Cua´nto habla el usuario acerca de un
tema?
Para dar respuesta a la pregunta ¿Cua´nto habla el usuario acerca de un tema?
calculamos la similitud cosenoidal entre el vector de usuario ~U y el vector de tema
~T . La similitud cosenoidal es una medida de la similitud entre dos vectores que mide
el a´ngulo θ existente entre ellos [5] y se calcula de la siguiente forma:
Similitud(~U, ~T ) = cos(θ) =
~U · ~T
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E´sta da como resultado un 0 cuando los vectores son totalmente diferentes,
es decir, los usuarios no han utilizado ninguna palabra en comu´n, lo cual es poco
probable, y da como resultado un 1 cuando los vectores son ide´nticos. Si sustitu´ımos
la similitud cosenoidal en la fo´rmula del Intere´s quedar´ıa de la siguiente forma:
Iu(t) = Similitud(~U, ~T ) · su(t). (3.4)
La similitud cosenoidal es utilizada con frecuencia en el a´rea de recuperacio´n
de informacio´n y es utilizada por Zhong Wang et al [110] en un sistema de recomen-
dacio´n de pel´ıculas.
3.5 ¿Que´ sentimiento utiliza el usuario al
hablar del tema?
El ca´lculo del sentimiento que el usuario utiliza al hablar de un cierto tema
se realiza mediante la obtencio´n de un promedio del sentimiento encontrado en los
comentarios del usuario que contienen ciertas palabras clave que dependen del tema
en cuestio´n. De cada tema, elegimos N palabras que tienen los valores TF-IDF ma´s
altos, es decir, las palabras ma´s releventas del tema. Para cada una de las palabras
se obtiene una lista de comentarios de los contactos del usuario que la contienen y
se calcula un promedio del sentimiento.
La evaluacio´n de los comentarios se realiza utilizando la herramienta TOM. Es-
ta herramienta clasifica los comentarios segu´n su sentimiento en positivos, negativos
o neutros. Para obtener el promedio del sentimiento convertimos esta clasificacio´n a
un nu´mero entero segu´n la Tabla 3.1. El sentimiento final del usuario con respecto al
tema se calcula obteniendo un promedio del sentimiento con respecto a las palabras
individuales segu´n la Ecuacio´n 3.5. De esta forma podemos obtener el valor de su(t)
en la funcio´n del Intere´s, dando una respuesta a la pregunta ¿Que´ sentimiento utiliza
el usuario al hablar del tema?. A continuacio´n definimos el sentimiento del usuario
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con respecto a un tema.
Definicio´n 4. El sentimiento del usuario con respecto a un tema es el promedio
del sentimiento individual con respecto a las palabras ma´s relevantes del tema. Sea
TN el conjunto que contiene las N palabras ma´s relevantes del tema (con los valores
TF-IDF ma´s grandes), se sigue que:
su(t) =
Cpos − Cneg
Cpos + Cneg + Cneu
(3.5)
Donde Cpos, Cneg, Cneu son la cantidad de comentarios positivos, negativos o
neutros respectivamente, que contienen alguna palabra w ∈ TN .






Tabla 3.1: Conversio´n de clasificacio´n de sentimiento a nu´mero entero.
3.6 TOM: Twitter Opinion Mining
La evaluacio´n del sentimiento de los comentarios de los usuarios se lleva a
cabo utilizando una herramienta de ana´lisis de sentimiento de elaboracio´n propia.
Esta herramienta esta´ basada en un le´xico de palabras clasificadas como positivas
o negativas y con un peso segu´n la fuerza del sentimiento. As´ı mismo contiene un
diccionario de frases con clasificacio´n y peso e implementa intensificadores de valen-
cia en su ana´lisis. Al conjunto de palabras, frases e intensificadores de valencia lo
llamamos diccionario. El diccionario y su creacio´n se describe a continuacio´n y ma´s
adelante describiremos el algoritmo que utiliza TOM para la clasificacio´n.
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3.6.1 Diccionario
Llamamos diccionario a los recursos informa´ticos que utiliza TOM para clasi-
ficar el sentimiento de los comentarios. El diccionario tiene tres componentes que se
definen a continuacio´n.
Le´xico: Es un conjunto grande de palabras con un sentimiento positivo o nega-
tivo y un peso segu´n la fuerza del sentimiento. Los le´xicos se han utilizado amplia-
mente en la investigacio´n del ana´lisis de sentimiento. El le´xico utilizado por TOM fue
creado de forma semi-automa´tica mediante de la traduccio´n de un le´xico existente
en ingle´s y su enriquecimiento a trave´s de la obtencio´n de nuevas palabras utilizando
frases que permitieran extraerlas semti-automa´ticamente. El le´xico es utilizado para
clasificar palabras individuales dentro del comentario.
Frases : Es un conjunto de frases comunes del lenguaje con un peso sentimental.
Las frases son una ampliacio´n al le´xico ya que incluyen un conjunto de palabras que
deben ser escritas en el orden correcto para ser identificadas dentro del comentario.
Una frase puede cambiar por completo el significado de las palabras individuales y
esto hace que el reconocimiento de las frases sea un paso necesario para lograr un
alto nivel de precisio´n en la clasificacio´n. Por ejemplo, la frase “vale la pena” que
se encuentra en el texto “la nueva pantalla ta´ctil del iPhone vale la pena” modifica
por completo el valor de la palabra individual “pena” que por s´ı sola es considerada
negativa y en cambio, al usarse en esta frase cambia el valor del sentimiento a
positivo.
Modificadores de valencia: Es un conjunto de palabras o expresiones que sirven
para enfatizar lo que se esta´ diciendo. E´stos pueden cumplir cuatro funciones: au-
mentar, disminuir, invertir o neutralizar el sentimiento. En la Tabla 3.2 se muestran
ejemplos de co´mo se utilizan estos modificadores de valencia. Los modificadores de
valencia se pueden aplicar a otros modificadores de valencia como en la frase “muy
muy interesante” o para modificar el valor de una frase como en “no vale la pena”
donde el “no” hace la funcio´n de invertir el valor positivo y volverlo negativo. Para
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Tabla 3.2: Uso de modificadores de valencia.
Modificador Ejemplo Efecto
realmente La pel´ıcula fue realmente buena Aumentar
muy El nuevo iPhone es muy bonito Aumentar
algo El mensaje fue algo positivo Disminuir
poquito La ensalada quedo´ un poquito desabrida Disminuir
no no vale la pena seguir as´ı Invertir
no no es tan malo como algunos pensaban Neutralizar
tener un entendimiento ma´s amplio de los modificadores de valencia recomendamos
leer a Polanyi y Zaenen [83] quienes los describen con ma´s detalle. Por ahora nuestro
diccionario cuenta con un cojunto limitado de estos modificadores ya que implementa
so´lo algunos de los intensificadores mencionados en el trabajo citado.
3.6.2 Creacio´n del diccionario
En esta seccio´n describimos el procedimiento seguido para crear el diccionario
que utiliza TOM. Para la creacio´n de las partes del diccionario utilizamos una co-
leccio´n extra´ıda de Twitter de 6,000 comentarios publicados por usuarios diferentes,
esto es, cada comentario proviene de un usuario diferente. Los comentarios fueron
divididos en dos grupos de 3,000 comentarios que llamaremos C1 y C2 para hacer
referencia a ellos ma´s adelante. Cada uno de los comentarios en ambos conjuntos
fue clasificado manualmente por un grupo de tres personas, cada una en lugar y
tiempo diferente de las dema´s. Dos de las personas que evaluaron los comentarios
son estudiantes de Maestr´ıa y una Doctora. La evaluacio´n se realizo´ a trave´s de
Internet en donde los evaluadores pod´ıan observar y clasificar los comentarios (ver
Figura 4.1). Los evaluadores no tuvieron comunicacio´n entre ellos durante el tiem-
po en que clasificaron los comentarios y no se definio´ ningu´n tipo de criterio para
decidir cuando un comentario ser´ıa positivo, negativo o neutro. Esto permitio´ que
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los evaluadores pudieran clasificar libremente, sin ningun tipo de prejuicio en cuanto
al sentimiento. El conjunto C1 fue utilizado para la creacio´n del le´xico, conjunto de
frases y modificadores de valencia que describiremos en las secciones siguientes y el
conjunto C2 fue apartado para la experimentacio´n y validacio´n de TOM.
Creacio´n del le´xico
La creacio´n del diccionario se dividio´ en cuatro etapas. La primera consistio´ en
la traduccio´n del conjunto de palabras publicado por Liu [10] mediante el traduc-
tor ingle´s a espan˜ol de Google1; la segunda etapa consitio´ en agregar palabras y
frases encontradas en los comentarios; la tercer etapa consitio´ en la expansio´n del
diccionario para incluir palabras nuevas a partir de las que ya se ten´ıan y la cuarta
etapa consistio´ en asignar un valor que representa la fuerza (peso) del sentimiento.
A continuacio´n detallaremos cada una de las etapas.
El diccionario publicado por Liu2 contiene 6,800 palabras clasificadas como
positivas o negativas. Se utilizo´ el traductor de Google para traducir estas palabras a
espan˜ol; se limpiaron manualmente ambos conjuntos de palabras eliminando aquellas
que se repet´ıan debido a la traduccio´n y reclasificamos aquellas que al traducirse
automa´ticamente cambiaron su sentimiento. Estas palabras fueron introducidas al
diccionario en la primer etapa.
En la segunda etapa nos basamos en el uso de emoticonos al igual que Read [85]
para extraer comentarios de Twitter. Los emoticonos que utilizamos se muestran en
la Tabla 3.3. Se realizo´ una bu´squeda en los comentarios para obtener aquellos que
contuvieran cualquiera de los emoticonos positivos o negativos y se separaron segu´n
su categor´ıa. Obtuvimos 2.2 millones de comentarios que contienen emoticonos po-
sitivos y 0.4 millones de comentarios con emoticonos negativos. Esto es congruente
con los resultados de Rodr´ıguez y Torres [87] en los que se observa una tendencia
a escribir ma´s comentarios positivos que negativos. Para nuestros propo´sitos, supo-
1translate.google.com
2http://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html
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nemos que en estos comentarios el usuario esta´ expresando una sensacio´n positiva o
negativa dada la presencia expl´ıcita de emoticonos. Utilizamos los comentarios para
crear una lista de todos los trigramas (conjuntos de tres palabras) que aparecen en
ellos y se seleccionaron aquellos que siguieron el patron “es-un” o alguna de sus
variantes (ver la Tabla 3.4), almacenando la tercer palabra como una palabra que
expresa un sentimiento. Se obtuvieron 6,145 palabras, las cuales fueron clasificadas
manualmente como positivas, negativas o neutras. Las palabras clasificadas como
neutras fueron desechadas y se incorporaron al diccionario so´lo aquellas clasificadas
como positivas o negativas. Se obtuvo un total de 1,065 palabras positivas y 1,147
palabras negativas.
En Monterrey, el uso de palabras en ingle´s durante conversaciones o en las
publicaciones dentro de redes sociales es una pra´ctica comu´n. Ciertas palabras co-
mo “nice”, “good”, “cool”, “perfect” entre otras, son necesarias para la correcta
clasificacio´n de comentarios au´n cuando se traten de comentarios en espan˜ol.
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Tabla 3.5: Criterio de asignacio´n de pesos.
Peso Descripcio´n Ejemplo
+3 Sensacio´n positiva + Halago + Alabanza Es excelente en su trabajo
+2 Sensacio´n positiva + Halago Eres buen mu´sico
+1 Sensacio´n positiva Obtuvo un premio
-1 Sensacio´n negativa Tuvo un accidente
-2 Sensacio´n negativa + Insulto Lo despidieron por corrupto
-3 Sensacio´n negativa + Insulto + Humillacio´n Tiene una actitud mediocre
En la tercer etapa decidimos expandir el diccionario agregando palabras nuevas
y asigna´ndoles una carga emotiva. Para esto utilizamos la herramienta Freeling3 [78]
la cual permite hacer un ana´lisis del lenguaje en espan˜ol, es gratuita y se ha utilizado
en muchos trabajos de investigacio´n [16]. Utilizamos esta herramienta para detectar
todos los verbos que se encontraban en nuestro diccionario y posteriormente los
conjugamos.
En la cuarta etapa se recorrio´ el diccionario asignando valores de carga emotiva
a cada palabra. Esta´ asignacio´n se realizo´ manualmente. Los valores que se eligieron
variaron del -3 al +3 para el ma´s negativo y el ma´s positivo respectivamente. El
criterio que se empleo´ para la asignacio´n de las palabras se muestra en la Tabla 3.5.
A las palabras que resultaron de la conjugacio´n de los verbos se les asigno´ la misma
carga emotiva que la palabra original.
Creacio´n del conjunto de Frases
El conjunto de frases fue creado seleccionando frases que se encontraran en
el conjunto de comentarios C1 mediante inspeccio´n visual. Frases como “vale la
pena”, “beneficio de la duda”, “envidia de la buena”, fueron incorporadas en nuestro
diccionario. En estas frases de ejemplo se observa que una valoracio´n palabra por
palabra resultar´ıa en una clasificacio´n incorrecta. Por ejemplo, la palabra “envidia”,
3http://nlp.lsi.upc.edu/freeling/
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por s´ı sola es negativa y al escribirse dentro de la frase “envidia de la buena” se
invierte su polaridad. Algunas otras frases como “ni trabajan ni dejan trabajar”
pueden generalizarse. Para este tipo de frases se utilizo´ una coleccio´n de verbos
extra´ıda de la base de datos de Freeling [78] de manera que el algoritmo detecta
patrones como “ni [verbo] ni dejan [verbo]”. A cada frase se le asigno´ manualmente
un peso que representa su carga emotiva que, al igual que las palabras, se encuentra
en un rango de -3 a +3.
Creacio´n del conjunto de Modificadores de Valencia
Para crear el conjunto de modificadores de valencia seguimos el mismo proceso
que para crear nuestro conjunto de frases. Mediante una inspeccio´n visual del con-
junto de comentarios C1 obtuvimos una lista de modificadores de valencia comunes
que incorporamos al diccionario.
3.6.3 Disen˜o del algoritmo
El algoritmo de clasificacio´n de sentimiento esta´ compuesto por varias etapas
que generan informacio´n con respecto al comentario. Los pasos en del algoritmo son
los siguientes:
1. Divisio´n del comentario en palabras
2. Correccio´n de ortograf´ıa
3. Procesamiento de le´xico
4. Procesamiento de frases
5. Procesamiento de preguntas
6. Procesamiento de modificadores de valencia
7. Evaluacio´n final
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Divisio´n del comentario en palabras
El primer paso del algoritmo es dividir el comentario en palabras. El proceso
de dividir es sencillo: cualquier caracter que no sea una letra de la “a” a la “z” se
considera un delimitador que marca el final de la palabra actual y comienza una
nueva. Cuando de nuevo se encuentra con una letra de la “a” a la “z” vuelve a
comenzar una nueva palabra. As´ı, la frase “@usuario JB con Pwntools 3.0 funcio-
nando de maravilla en un iphone 2g” quedar´ıa dividida de la siguiente forma: {“@”,
“usuario”, “JB”, “con”, “Pwntools”, “3.0”, “funcionando”, “de”, “maravilla”, “en”,
“un”, “iphone”, “2”, “g”}.
Correccio´n de ortograf´ıa
A cada palabra en el arreglo se le aplica un filtro que elimina caracteres repe-
tidos que provcar´ıan que la palabra no fuera encontrada en el le´xico. Por ejemplo,
la palabra “excelenteeeee” sera´ transformada a la palabra “excelente”. Este tipo de
expresiones son comunes, en los microblogs por lo que es necesario realizar este paso.
Procesamiento de le´xico
Una vez terminadas estas preparaciones se procede a buscar palabras del co-
mentario en el le´xico. Cada palabra encontrada se marca con una carga emotiva que
es el peso asignado a la palabra en el le´xico; en caso de no encontrarse, se considera
neutra y se asigna el valor 0.
Procesamiento de frases
Al igual que con las palabras del le´xico, se buscan frases (conjuntos de palabras)
en el comentario que existan en nuestro conjunto de frases y se les asigna una carga
emotiva (el peso almacenado para dicha frase). Cuando se encuentra una frase en
el comentario, e´sta se agrupa y a partir de ese momento se trata como si fuera una
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sola palabra con carga emotiva.
Procesamiento de Preguntas
La funcio´n de e´stas es la de neutralizar lo que se considera parte de la pregunta,
y la razo´n de hacer esto en el proceso es para mejorar la precisio´n en la deteccio´n
de comentarios neutros (que son ma´s dif´ıciles de reconocer). Cualquier texto que se
encuentre antes del signo de interrogacio´n (“?”) hasta un delimitador— que puede ser
cualquiera de los siguientes: “,”, “?”, “¿”, “!”, “;”,— se considera neutro y se modifica
su valor a 0 exceptuando las palabras que tienen una carga emotiva muy negativa
(-2 o -3). Por ejemplo la pregunta “¿Por que´ el nuevo Nokia esta´ tan horrible?”
sigue teniendo un sentimiento negativo a pesar de ser una pregunta. Por otro lado, la
pregunta, “¿Alguien conoce una excelente podadora de ce´sped que pueda comprar?”,
se considera neutra. Con la incorporacio´n de este procesamiento en el algoritmo se
consigue mejorar la precisio´n para detectar comentarios neutros, aunque este paso
necesita seguirse trabajando y se hara´ en trabajos futuros.
Procesamiento de Modificadores de valencia
Los modificadores de valencia, propuestos por Polanyi y Zaenen, pueden au-
mentar, disminuir o neutralizar la carga emotiva de una palabra [83]. Ellos suman
o restan una constante c a la carga de la palabra que esta´n modificando; utiliza-
ron c = 1 en ese trabajo. Balahur y Montoyo utilizan un coeficiente k = 1.5 que
multiplica la carga emotiva de la palabra cuando la aumenta o´ k = 0.5 cuando la
disminuyen [7]. De igual forma, Jang y Shin utilizan el coeficiente k = 2 cuando la
carga aumenta y k = 0.5 cuando la carga diminuye [48]. Nosotros utilizamos estos
u´ltimos coeficientes para aumentar o disminuir la carga emotiva de una palabra. Los
modificadores de valencia pueden afectar la carga emotiva de palabras anteriores o
posteriores. Por ejemplo, en la frase “la pel´ıcula estuvo algo interesante”, la palabra
“algo” precede a “interesante”, sin embargo, en la frase “la pel´ıcula me disgusto´ un
poco“, la palabra “poco” esta´ despue´s de “disgusto´”, que tiene una carga negati-
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va. Un ana´lisis sinta´ctico-sema´ntico del texto podr´ıa ayudar a decidir en el caso de
que existan palabras con carga emotiva justo antes y despue´s del modificador de
valencia. Nosotros utilizamos un me´todo ma´s simple, el cual consite en asignar un
rango de “accio´n” a cada modificador de valencia, modificando aquellas palabras o
frases que se encuentren dentro de dicho rango. Los rangos utilizados son de una
palabra anterior, una palabra posterior o ambas. En futuros trabajos buscaremos
implementar el ana´lisis mencionado.
Otro modificador es el caso de la “negacio´n”, el cual cancela o invierte la carga
emotiva. Pang et al. implementan la negacio´n ajustando la carga emotiva de todas
las palabras que esta´n entre la palabra “no” y el siguiente signo de puntuacio´n [80].
En nuestro caso implementamos la negacio´n so´lo para el caso de palabra “no” que
actu´a en un rango de tres palabras siguientes. El modificar “no” cancela la carga
emotiva de palabras que tengan una carga c >= −1; aquellas que tienen una carga
c <= −2 no son canceladas completamente, sino que se suma 1 a su valor c. Esto
permite que frases como “no seas tonto”, que contienen palabras muy negativas
puedan seguir siendo clasificadas como negativas. Sin embargo, frases como “no es
genial”, son clasificadas como neutras. La implementacio´n de la negacio´n en ana´lisis
de sentimiento esta´ siendo investigada actualmente [111, 21].
Los modificadores de valencia podr´ıan tener una carga emotiva por s´ı mismos,
como es el caso de la palabra “bien”. En la frase “la pel´ıcula esta´ bien padre”, la
palabra “bien” intensifica el valor positivo de “padre”. Sin embargo, en la frase,
“En el d´ıa de hoy me parece bien ir a caminar”, la palabra “bien” se utiliza para
expresar un sentimiento positivo. Los modificadores que tienen una carga emotiva
por s´ı mismos y no tienen otras palabras en su rango de accio´n aportan su carga al
sentimiento del comentario.
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3.6.4 Evaluacio´n final
La decisio´n final del sentimiento del comentario se toma a partir de la infor-
macio´n que se produjo en las etapas anteriores. En estas etapas se obtuvo un peso o
carga emotiva para palabras individuales, frases y preguntas. Aunque en el comen-
tario existan ma´s palabras con una carga emotiva, e´stas pudieron ser neutralizadas.
En la evaluacio´n se lleva a cabo una suma de los pesos de palabras y frases
finales. Un criterio simple para decidir si el comentario es positivo, negativo o neutro
es contar la cantidad de palabras positivas y negativas; si hay ma´s palabras positivas
que negativas el comentario sera´ positivo, si hay ma´s palabras negativas sera nega-
tivo y si tienen la misma cantidad sera´ neutro. Este me´todo se conoce como conteo
de te´rminos (term-counting, en ingle´s) [54]. La idea fue propuesta inicialmente por
Turney [102, 104] aunque el me´todo deja poco margen para los comentarios neutros.
Tambe´n se podr´ıa utilizar un rango [α, β] de valores que corresponder´ıan a la cate-
gor´ıa del neutro como lo mencionan Kennedy y Inkpen [54]. Si el valor sobrepasa a
β el comentario ser´ıa positivo; y si por el contrario es menor a α, el comentario ser´ıa
negativo.
Para TOM elegimos α = 0 y β = 1 para el rango de comentarios neutros. Este
rango podr´ıa ser ajustado en el futuro. Fue elegido debido a que observamos que
algunos comentarios neutros del conjunto de prueba ten´ıan palabras con un peso
ligero positivo. Por ejemplo, las palabras como “comediante”, “baile”, “invitado”,
“saludo” tienen un peso de 1. Pensamos que cuando existe una sola palabra de este
tipo en el comentario es ma´s probable que el comentario sea neutro.
Cap´ıtulo 4
Experimentos
En este cap´ıtulo explicamos los experimentos realizados que tienen el fin de
comprobar la validez de las hipo´tesis planteadas. Este cap´ıtulo se divide en dos
secciones principales, que son: la experimentacio´n con TOM y la experimentacio´n
con la cuantificacio´n del intere´s.
4.1 Introduccio´n
Para llevar a cabo la experimentacio´n con respecto a la cuantificacio´n del In-
tere´s fue necesario crear una herramienta llamada TOM, que clasifica un comentario
como positivo, negativo o neutro de acuerdo a lo descrito en la Seccio´n 3.6; a partir
de un repositorio grande de comentarios del microblog Twitter. Como veremos ma´s
adelante, se extrajeron dos conjuntos de datos: uno para extraer manualmente reglas
de clasificacio´n (a manera de un conjunto de entrenamiento, pero con un enfoque no
supervisado) y otro para evaluar la precisio´n de la herramienta (a manera de conjun-
to de prueba). La precisio´n tambie´n fue comparada con una herramienta existente
para ana´lisis de sentimiento en espan˜ol llamada Sentitext. Viendo que la precisio´n de
TOM era aceptable, se procedio´ a evaluar todos los comentarios del repositorio para
efectuar la experimentacio´n relacionada con el Intere´s de un usuario en un tema,
para la cual obtuvimos tres conjuntos de usuarios cuyas representaciones para cada
grupo var´ıan segu´n la Tabla 4.12.
El intere´s de los usuarios en cada grupo fue obtenido para 38 temas y com-
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parado con la probabilidad de que dos usuarios sean contactos cuando tienen un
Intere´s alto en el mismo tema. Se conoce como principio de homofilia al hecho de
que los contactos o interacciones son ma´s frecuentes entre personas similares que en
personas menos similares [17, 69]. Este principio ha sido estudiado en redes sociales
donde se observa que personas con intereses similares tienden a unirse [108, 23]. De
Choudhury encontraro´ que el intere´s en los mismos temas se asocia a un alto grado
de homofilia entre los usuarios del microblog Twitter (nuestro caso de estudio) [22].
Basados en estos trabajos podemos validar los resultados de la cuantificacio´n del
Intere´s a trave´s de la existencia de una correlacio´n fuerte o moderada con la proba-
bilidad de que los usuarios sean contactos cuando tienen un Intere´s muy positivo o
muy negativo por un tema.
4.2 Experimentos de ana´lisis de sentimiento
En esta seccio´n describiremos los experimentos realizados con respecto al ana´li-
sis de sentimiento que se lleva a cabo mediante la herramienta TOM que desarro-
llamos. Describiremos la forma en que se obtuvieron los comentarios del microblog
Twitter y como se creo´ el conjunto de palabras (le´xico) con carga emotiva (positiva
o negativa) as´ı como el conjunto de modificadores de valencia y frases. Evaluaremos
la precisio´n de TOM con respecto a tres evaluadores humanos, quienes clasificaron
manualmente dos conjuntos de comentarios. El primero de estos conjuntos fue utili-
zado como conjunto de entrenamiento para la obtencio´n de las reglas manuales y el
segundo utilizado como conjunto de prueba con el cual se evalu´a la precisio´n. Final-
mente, compararemos la herramienta TOM con otra herramienta existente llamada
Sentitext disen˜ada para trabajar con texto en espan˜ol. La comparacio´n se llevo´ acabo
midiendo la precisio´n de cada herramienta con el mismo conjunto de prueba.
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4.2.1 Clasificacio´n de sentimiento
En esta seccio´n describiremos el proceso de creacio´n del le´xico y de la herra-
mienta TOM. Posteriormente evaluaremos su desempen˜o en comparacio´n con los
tres evaluadores humanos.
Configuracio´n
El repositorio de comentarios es un conjunto de comentarios provenientes de
usuarios del microblog Twitter. Twitter ofrece un conjunto de funciones o me´todos
llamado API (Interfaz de Programacio´n de Aplicaciones) que permiten la comunica-
cio´n de una computadora con la red social. Una API es una interfaz de comunicacio´n
entre dos componentes de software que facilita la labor de comunicacio´n y programa-
cio´n. Utilizando la API de Twitter nos fue posible crear un programa para obtener
40,186,542 comentarios provenientes de 80,954 usuarios. Los comentarios se extra-
jeron selectivamente eligiendo primero a los usuarios y despue´s extrayendo 1,000
comentarios ma´s recientes de cada uno de ellos. Si el usuario no hab´ıa publicado au´n
1,000 comentarios se tomaba la cantidad que tuviera.
Los usuarios que se registran en Twitter tienen un espacio entre sus datos per-
sonales que les permite publicar su lugar de origen o el lugar donde se encuentran
en ese momento. Para la seleccio´n de usuarios elegimos aque´llos que hab´ıan escrito
cualquiera de las palabras que aparecen en la Tabla 4.1, las cuales hacen referen-
cia a la ciudad de Monterrey, N.L. Me´xico y su a´rea metropolitana (note que son
los nombres y abreviaciones de municipios colindantes). El proceso de extraccio´n
comienza mediante la seleccio´n de un conjunto de 100 usuarios que sirvieron como
semilla extra´ıdos de Twitter mediante una bu´squeda de comentarios que incluyeran
la palabra “Monterrey”. Partiendo de estos usuarios se exploro´ en sus contactos en
busca de aquellos que incluyeran las palabras mencionadas en la Tabla 4.1 en su lu-
gar de origen. De cada usuario nuevo encontrado (que fue elegido por tener la mayor
cantidad de contactos que mencionaban algu´n municipio del a´rea metropolitana) se
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extrajeron tambie´n sus contactos y se repitio´ el proceso hasta obtener la muestra
completa.
Twitter ofrece un segundo me´todo para la seleccion de usuarios que es a trave´s
de la lectura de la ubicacio´n geogra´fica para aquellos que cuentan con dispositivos
que tienen un sistema de Posicionamiento Global (del ingle´s, Global Positioning Sys-
tem o GPS) integrado como algunos de los celulares recientes. E´sta ser´ıa la forma
ido´nea para seleccionar usuarios de una cierta regio´n ya que se podr´ıa detectar por
medio del GPS a los usuarios que se encuentren en ella con una gran precisio´n. La
dificultad de esto radica en que son muy pocos los usuarios que permiten a sus dis-
positivos compartir ese dato,— quiza´ por cuestiones de seguridad personal— lo que
nos obliga a recurrir al me´todo mencionado ma´s impreciso. En la muestra inicial de
100 usuarios que obtuvimos de Twitter so´lo el 14.6 % de los comentarios producidos
por ellos ten´ıan informacio´n sobre la ubicacio´n, mientras que en la muestra global
obtenida posteriormente, y que incluye a los 80,954 usuarios, el porcentaje es de
1.05 %. Pensamos que la diferencia en el porcentaje se debe a la forma en que fue-
ron elegidos los primeros 100 usuarios y al funcionamiento de Twitter el cual ofrece
resultados segu´n su algoritmo de bu´squeda interno.
A partir del repositorio de comentarios se eligieron al azar dos conjuntos de
3,000 comentarios cada uno que cumpl´ıan con la condicio´n de ser escritos por un
usuario diferente para evitar seleccionar comentarios escritos de forma continua en
una conversacio´n personal, ya que este tipo de conversaciones son comunes en Twit-
ter. Llamaremos a estos conjuntos C1 y C2 para hacer referencia a ellos en este
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cap´ıtulo. Cada uno de los comentarios en ambos conjuntos fue clasificado manual-
mente utilizando una herramienta de tecnolog´ıas de la informacio´n creada por el
autor de esta tesis que trabaja a trave´s de Internet. Fueron tres personas quienes
clasificaron ambos conjuntos de 3,000 comentarios C1 y C2. Dos de las personas que
evaluaron los comentarios son estudiantes de Maestr´ıa (inclu´ıdo el autor de esta tesis)
y una Doctora (asesora de esta tesis). Los evaluadores no tuvieron comunicacio´n en-
tre ellos durante el tiempo en que clasificaron los comentarios y no se definio´ ningu´n
tipo de criterio para decidir cuando un comentario ser´ıa positivo, negativo o neutro.
Esto permitio´ que los evaluadores pudieran clasificar libremente, sin ningun tipo de
prejuicio en cuanto al sentimiento. Definir un criterio de clasificacio´n podr´ıa ser ries-
goso en el sentido de que los evaluadores estar´ıan utilizando mentalmente un me´todo
de ca´lculo de proximidad hacia dicho criterio, lo que finalmente producira´ un sesgo
en los resultados si no se define apropiadamente el criterio. La Figura 4.1 muestra
una imagen de la herramienta utilizada por los evaluadores durante la clasificacio´n
manual de los comentarios.
Figura 4.1: Imagen de la herramienta de clasificacio´n manual utilizada por los eva-
luadores.
La herramienta permit´ıa clasificar los comentarios de diferentes formas como se
muestra en la Tabla 4.2. Se opto´ por asignar como categor´ıa definitiva a un comen-
tario aquella que hubiera sido asignada por los tres evaluadores de forma una´nime
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desechando aquellos comentarios en los que no se estuvo de acuerdo. Adema´s de las
clasificaciones obvias (positiva, negativa y neutra) consideramos oportuno identifi-
car comentarios que presentaban dos opiniones al mismo tiempo, una negativa y una
positiva, as´ı como identificar comentarios sarca´sticos y aquellos que el evaluador no
fue capaz de decidir la categor´ıa a asignar considera´ndolos dif´ıcil de clasificar.
Tabla 4.2: Opciones disponibles para la clasificacio´n manual.
Evaluacio´n Evaluador
Positivo Tuvo una sensacio´n positiva respecto al comentario
Negativo Tuvo una sensacio´n negativa respecto al comentario
Neutro No considera que el comentario tenga un sentimiento
Positivo y Negativo Cree que parte del comentario es positiva y parte es negativa
Sarcasmo Cree que el autor del comentario esta´ siendo sarca´stico
Otro idioma Detecto´ un comentario en otro idioma
No se´ No ha podido decidir si el comentario tiene un sentimiento o no
Se utilizo´ el conjunto C1 para generar una lista de palabras, frases y modifi-
cadores de valencia que se introducir´ıan al diccionario de TOM (conjunto de reglas
manuales). El conjunto C2 fue apartado para la experimentacio´n.
El primer experimento consistio´ en utilizar TOM para clasificar automa´tica-
mente los comentarios del conjunto C2, los cuales no se han utilizado para desarrollar
el algoritmo. Se tomaron en cuenta los comentarios que fueron clasificados de la mis-
ma forma por los tres evaluadores para medir la precisio´n de TOM al clasificar el
sentimiento. La precisio´n fue obtenida dividiendo los aciertos (cuando TOM clasifica
igual que los evaluadores) por el total de estos comentarios. Suponemos que cual-
quier persona evaluar´ıa estos comentarios de dicha manera y por consiguiente un
algoritmo de clasificacio´n automa´tica deber´ıa hacerlo tambie´n. Jiang et al. utiliza-
ron un conjunto de comentarios clasificados manualmente como positivos, negativos
o neutros por dos evaluadores humanos para validar su me´todo de ana´lisis de sen-
timiento hacia un objetivo (o target) [52]. Otros comentarios que los evaluadores
consideraron dif´ıciles de clasificar como: sarcasmo, positivo y negativo, tambie´n fue-
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ron exclu´ıdos al evaluar la precisio´n centrandonos en las categor´ıas de sentimiento
positivo, negativo y neutro.
En la experimentacio´n con TOM inclu´ımos un ana´lisis de la contribucio´n de
cada una de las partes del algoritmo a la precisio´n. Esto es, analizamos los cambios
en la precisio´n al activar o desactivar funciones de TOM tales como el le´xico de
Liu, le´xico de Twitter, carga emotiva de las palabras (pesos), frases, modificadores
de valencia, corrector de ortograf´ıa, procesamiento de preguntas y eliminacio´n de
sustantivos.
Al desactivar los pesos en el le´xico (rango de -3 a +3), se utiliza un rango
simple de -1 a +1 para palabras negativas (-1), neutras (0) y positivas (+1). Es
decir, palabras que son muy positivas o muy negativas tendra´n el mismo peso que
una palabra con carga emotiva ma´s ligera. Por ejemplo, las palabras “Perfecto” (peso
= +3) y “tranquilo” (peso = +1) tendra´n el mismo peso de +1.
La experimentacio´n con respecto a los sustantivos se debe a que observamos en
el conjunto de comentarios C1 que algunos sutantivos pueden tener carga emotiva,
pero que e´sta se vuelve neutra al ser utilizados de cierta forma en un comentario;
por ejemplo, en la frase “su familia se encuentra en casa”, la palabra “familia” no
tiene sentimiento. Sin embargo, en la frase “juntos son como una familia”, la palabra
“familia” tiene un sentimiento positivo. El ana´lisis de discurso es un procesamien-
to realizado en un texto el cual asigna etiquetas a cada una de las palabras segu´n
su funcio´n dentro del comentario [15]. Mediante ana´lisis de discurso podemos dis-
tinguir los sustantivos, verbos, art´ıculos, adjetivos, pronombres, etc. lo cual brinda
informacio´n que puede ser utilizada en un procesamiento posterior (como ana´lisis de
sentimiento). Nosotros no hacemos un ana´lisis de discurso completo, pero utilizamos
una lista de palabras que neutralizan la carga emotiva de la siguiente palabra. Las
palabras que utilizamos con este fin, son: “la”, “’el”, “sin”, “ni”, “mi”, “su”, “tu”,
“mis”. La siguiente palabra es neutralizada siempre y cuando su carga emotiva sea
>= −1. Por ejemplo, las expresiones “la traicio´n”, “el amor”, “tu ca´ıda”, “ni ayuda
ni perjudica”, ser´ıan clasificadas como neutras.
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En la siguiente seccio´n presentamos los resultados obtenidos.
Resultados
En la Tabla 4.3 se muestran la cantidad de comentarios en los que dos y
tres evaluadores coinciden en la clasificacio´n y el porcentaje en relacio´n al total de
comentarios tomando en cuenta que por lo menos un evaluador lo clasifico´ como
se indica en la tabla para cada caso. Es decir, si un evaluador determina un cierto
sentimiento para un comentario, se calcula la probabilidad de que otro tambie´n lo
haga.
Para el conjunto C1, teniendo en cuenta solo sentimientos positivos, negati-
vos y neutros, obtuvimos que en promedio dos evaluadores esta´n de acuerdo en la
clasificacio´n en el 57.72 % de los casos cuando uno de ellos ya lo clasifico´ de dicha
manera, y los tres evaluadores estara´n de acuerdo en un 24.64 % de los casos. Para
el conjunto C2 obtuvimos que dos evaluadores estara´n de acuerdo en el 59.18 % de
los casos y tres evaluadores estara´n de acuerdo en 28.86 % de los casos.
La precisio´n de TOM fue medida utilizando solamente el conjunto C2 ya que
e´ste no fue utilizado durante su creacio´n. La Tabla 4.4 muestra los porcentajes pa-
ra el sentimiento positivo, negativo y neutro. Obtuvimos que la precisio´n global de
TOM es de 77.32 %. En este conjunto encontramos 1,147 casos en los que los tres
evaluadores coinciden en cuanto al sentimiento, los cuales representan un 38.23 % de
la muestra y fueron utilizados para medir la precisio´n. El 11.60 % de los comentarios
fueron clasificados como otro idioma y en el 50.17 % restante los evaluadores no coin-
cidieron en la clasificacio´n. Es interesante observar que los evaluadores no coinciden
en los casos de positivo y negativo, sarcasmo y no se´, por lo que no podemos afirmar
que algu´n comentario de nuestra muestra pertenece a estas categor´ıas.
La Tabla 4.5 muestra el detalle de los errores en la clasificacio´n de TOM.
Observamos que cuando un comentario es positivo (o negativo), es menos probable
que se clasifique como negativo (o positivo) en comparacio´n con los comentarios
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Tabla 4.3: Coincidencia en la clasificacio´n de los evaluadores humanos.
Conjunto Sentimiento Uno Dos % Tres %
Positivo 526 465 55.39 % 188 15.95 %
Negativo 398 331 66.55 % 461 38.74 %
Neutro 898 589 51.22 % 354 19.23 %
C1 Positivo y Negativo 83 18 17.82 % 0 0.00 %
Sarcasmo 36 3 7.69 % 0 0.00 %
No se´ 92 2 2.13 % 0 0.00 %
Otro idioma 42 61 90.21 % 326 75.99 %
Positivo 406 320 57.08 % 220 23.26 %
Negativo 362 223 55.53 % 229 28.13 %
Neutro 696 590 64.92 % 698 35.18 %
C2 Positivo y Negativo 54 12 18.18 % 0 0.00 %
Sarcasmo 81 8 8.99 % 0 0.00 %
No se´ 355 11 3.01 % 0 0.00 %
Otro idioma 97 68 81.09 % 348 67.84 %
Tabla 4.4: Precisio´n de TOM.
Sentimiento Tres TOM Precisio´n
Positivo 220 171 77.73 %
Negativo 229 159 69.43 %
Neutro 698 592 84.81 %
Global 77.32 %
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Tabla 4.5: Errores de clasificacio´n de TOM.
Incorrectos
Clase Comentarios Correctos Positivos Negativos Neutros
Positivos 220 171 0 0.00 % 6 2.72 % 43 19.54 %
Negativos 229 159 11 4.80 % 0 0.00 % 59 25.76 %
Neutros 698 592 46 6.59 % 60 8.60 % 0 0.00 %
neutros.
Para saber en que´ beneficia cada una de las partes del algoritmo (le´xico de
Liu, le´xico de Twitter, carga emotiva de las palabras (pesos), frases, modificadores
de valencia, corrector de ortograf´ıa, procesamiento de preguntas y eliminacio´n de
sustantivos) hemos desactivado cada una de las funciones por separado al momento
de hacer la evaluacio´n de los comentarios. Los resultados se ven en la Tabla 4.6.
Discusio´n de los resultados
El ana´lisis de sentimiento es una tarea compleja ya que tiene que ver con la
opinio´n. El porcentaje de coincidencia de los evaluadores con respecto al sentimiento
del comentario es bajo, y conforme ma´s personas se unen a la evaluacio´n observamos
una tendencia a disminuir au´n ma´s. A partir de los resultados podemos afirmar que
au´n para evaluadores humanos es dif´ıcil ponerse de acuerdo si un comentario debe
considerarse positivo, negativo o neutro. Este hecho tiene implicaciones en la inves-
tigacio´n, sobre todo a la hora de definir un procedimiento o criterio para medir la
precisio´n con la que se evalu´a un comentario automa´ticamente; adema´s es evidencia
de que la evaluacio´n se lleva a cabo bajo el contexto del conocimiento y/o expe-
riencia personal del evaluador. Incluso para la clasificacio´n de comentarios en otros
idiomas existen diferencias entre un evaluador y otro. En este caso la clasificacio´n
es mucho mas objetiva puesto que se trata de identificar un idioma, sin embargo
para el conjunto C2 la coincidencia de tres evaluadores es de un 67.84 %. Creemos
que se debe a que no se definio´ un criterio para la clasificacio´n de comentarios que
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Tabla 4.6: Precisio´n de TOM al activar/desactiar funcionalidades.
Clase Solo Liu Solo Twitter Liu + Twitter
Positivos 25.91 % 45.91 % 53.18 %
Negativos 50.22 % 58.95 % 58.95 %
Neutros 86.82 % 88.68 % 85.82 %
Global 54.32 % 64.51 % 65.98 %
Clase Con Pesos Ortograf´ıa Modificadores
Positivos 72.27 % 74.09 % 75.91 %
Negativos 67.69 % 69.00 % 69.87 %
Neutros 83.95 % 83.95 % 83.67 %
Global 74.64 % 75.68 % 76.48 %
Clase Frases Sin Preguntas Sin Sustantivos
Positivos 77.73 % 77.73 % 73.18 %
Negativos 70.31 % 69.43 % 70.31 %
Neutros 83.38 % 84.81 % 85.67 %
Global 77.14 % 77.32 % 76.39 %
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mezclan el idioma ingle´s y espan˜ol ya que existen frases en ingle´s que aparecen con
frecuencia en los comentarios, como: “good morning”, “hello”, “perfect!”, etc. En
los casos de sarcasmo, comentarios con sentimiento positivo y negativo a la vez, y
comentarios “dif´ıciles” no hubo coincidencia por los tres evaluadores. Esto quiere de-
cir que son ma´s dif´ıciles de detectar y tambie´n sera´ ma´s dif´ıcil obtener un conjunto
suficientemente grande para su ana´lisis.
La precisio´n global de TOM fue de 77.32 %. Este resultado es aceptable, sin
embargo, creemos que la precisio´n puede mejorar si se continua expandiendo su
diccionario. De la Tabla 4.6 se puede observar que los mecanismos que principalmente
contribuyen a la precisio´n son:
Las 2318 palabras iniciales provenientes de Twitter.
Los pesos asignados a cada palabra del diccionario.
Esto sugiere que el conjunto de palabras de TOM podr´ıa ser ampliado con el
fin de mejorar la precisio´n. Utilizando solamente el diccionario de Liu tenemos una
precisio´n de 54.32 %, y utilizando solo el le´xico de Twitter obtenemos una precisio´n
de 64.51 %. Esto quiere decir que para trabajar con microblogs donde las personas
pueden escribir en la forma que lo deseen, los errores de ortograf´ıa o grama´tica son
muy comunes y existen expresiones coloquiales (como “amors”, “chido”, etc.), es u´til
contar con un diccionario que incluya dichos te´rminos. El le´xico de Liu contribuye
en 1.47 % a la precisio´n cuando se combina con el le´xico de Twitter que obtuvimos
alcanzando un 65.98 %.
La asignacio´n de pesos a las palabras en el rango de -3 a +3, proporciona
otro incremento significativo en la precisio´n llegando a 74.64 %. Esto quiere decir la
asignacio´n de pesos mayores a palabras con carga emotiva mayor contribuye en gran
medida en la precisio´n.
La correccio´n de ortograf´ıa, modificadores de valencia, procesamiento de frases
y procesamiento de preguntas contribuyen un 2.68 % a la precisio´n con respecto al uso
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del le´xico de Liu + Twitter y pesos de las palabras. Creemos que estas caracter´ısticas
forman parte de un conjunto de procesamientos ma´s finos cuyo perfeccionamiento
sera´ necesario para que en un futuro TOM pueda tener niveles de precisio´n ma´s
altos. Sin embargo, la precisio´n alcanzada solo por estas tres caracter´ısticas es buena
(74.64 %).
La eliminacio´n de los sustantivos no contribuye a mejorar el resultado global.
Al excluir los sustantivos obtenemos una pe´rdida en la precisio´n global de 0.93 %.
Este resultado es congruente con los trabajos de Pang et al. [80] y Go et al. [3],
ya que el ana´lisis del discurso (part-of-speech) que realizaron en los comentarios no
contribuyo´ a un mejor resultado. Sin embargo Kouloumpis et al. mencionan que es
necesario seguir investigando su utilizacio´n en ana´lisis de sentimiento [57]. Con lo
cual, nosotros estamos de acuerdo.
Algunas de las complicaciones con las que nos encontramos en la evaluacio´n
son por ejemplo, el sarcasmo, la deteccio´n de chistes o bromas, dichos comunes, y
principalmente cuando se necesita un conocimiento previo de lo que se esta´ hablando.
Las bromas son dif´ıciles de detectar y de clasificar; la clasificacio´n depende del tipo de
broma. Por ejemplo, si se hace una broma acerca de una persona quiza´ esto represente
una opinio´n negativa o positiva hacia dicha persona. Si se trata de un chiste podr´ıa
ser neutro aunque en la composicio´n del chiste se utilicen palabras emotivas. El caso
del sarcasmo ha sido mencionado por algunos autores y actualmente se encuentra
en desarrollo la deteccio´n y clasificacio´n de este tipo de comentarios [38]. Estos
comentarios necesitan que el lector tenga un conocimiento de lo que se habla para
poder detectar el sentimiento detra´s de las palabras; por ejemplo la frase: “Hay una
fila que parece que hoy dan caviar y langosta...”. En esta frase se debe saber de
antemano que a la mayor´ıa de las personas les disgusta hacer fila para ser atendidos
y tambie´n que el caviar y la langosta son bien apreciados como alimentos. Mediante
un ana´lisis que incluya dicha informacio´n podr´ıamos concluir que en el comentario
existe una queja de la fila expresa´ndose en forma de sarcasmo; en este caso es un
sentimiento negativo.
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Dado que TOM es una herramienta de ana´lisis de sentimiento, e´sta podr´ıa ser
utilizada en otras aplicaciones distintas a la cuantificacio´n del intere´s; tales como:
ana´lisis de mercados, deteccio´n de opiniones sobre un producto, prono´sticos con
relacio´n a la bolsa de valores con base en el sentimiento de los usuarios en microblogs
[11], o predecir las ventas de una pel´ıcula [73].
En la siguiente seccio´n compararemos el desempen˜o de TOM con una herra-
mienta para ana´lisis de sentimiento en espan˜ol llamada Sentitext.
4.2.2 Experimentos comparativos
En esta seccio´n compararemos a TOM con una herramienta existente llamada
Sentitext [76] que evalu´a el sentimiento de texto en espan˜ol. Sentitext es una de
las pocas herramientas que existen para determinar el sentimiento de un texto en
espan˜ol. Su funcionamiento esta´ basado en un diccionario de palabras, al igual que
TOM, y en un conjunto de reglas del lenguaje. Utilizaremos el conjunto de comen-
tarios C2 para evaluar la precisio´n de Sentitext con respecto a los tres evaluadores
humanos y compararemos dicha precisio´n con la de TOM.
Configuracio´n
Sentitext asigna un nu´mero de “estrellas” en vez de una polaridad o neutralidad
del sentimiento como lo hace TOM. Por esta razo´n dividimos el rango de “estrellas” y
los asociamos a un tipo de sentimiento. Sentitext arroja valores entre 0 y 10 estrellas,
donde 0 quiere decir que es un comentario muy negativo y 10 que es un comentario
muy positivo. Si la evaluacio´n obtenida con Sentitext era de 5, consideramos el
comentario como neutro dado que Sentitext no fue capaz de encontrar palabras con
carga emotiva. De igual forma si el resultado era menor o mayor de 5 lo consideramos
como negativo o positivo respectivamente. El criterio para elegir la clasificacio´n se
ve en la Tabla 4.7. Una descripcio´n ma´s completa de Sentitext puede encontrarse en
[77].
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Tabla 4.8: Comparacio´n de evaluacio´n de TOM con Sentitext.
Sentimiento TOM Sentitext Diferencia
Positivo 77.40 % 75.48 % 1.92 %
Negativo 68.33 % 62.44 % 5.89 %
Neutro 85.01 % 78.46 % 6.55 %
Global 76.91 % 72.13 % 4.79 %
Sentitext presento´ un error al evaluar ciertos comentarios arrojando un valor
nulo— quiza´ debido al uso de caracteres especiales en los comentarios tales como
$, #, &, , etc. Dichos casos en los que sentitext arrojo´ un error fueron exclu´ıdos
al evaluar a Sentitext. En total fueron 31 casos con error que se excluyeron de la
comparacio´n. La precisio´n de TOM fue recalculada despue´s de eliminar estos casos.
Resultados
Para el conjunto C1 obtuvimos que Sentitext coincide con los tres evaluadores
en promedio en el 73.88 % de los casos y para el conjunto C2 obtuvimos que coincide
en promedio en el 72.13 % de los casos. Utilizando nuestro evaluador TOM el cual
contiene palabras espec´ıficas que se utilizan en microblogs, obtuvimos que para el
conjunto C2 se clasificaron correctamente en promedio el 76.91 % de los comenta-
rios. Esto representa una mejora de 4.79 %. En la Tabla 4.8 se ve una comparacio´n
detallada de las clasificaciones obtenidas por TOM y por Sentitext.
En las Figuras 4.2, 4.3 y 4.4 se ilustra el comportamiento de ambos algoritmos
(TOM y Sentitext) durante la evaluacio´n de los comentarios; se observa como varia
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la precisio´n de la clasificacio´n. Mostramos solo las gra´ficas para el conjunto C2. Las
mediciones en la gra´fica corresponden a intervalos de 20 comentarios hasta completar



















Figura 4.2: Precisio´n de TOM con respecto al nu´mero de comentarios evaluados.
El mecanismo de correccio´n de ortograf´ıa de TOM le permite encontrar pala-
bras que no se encuentran en el diccionario tal cual fueron escritas. Por ejemplo, en el
comentario “cada vez me gusta menos FB... aburridoo” se observa la palabra “abu-
rridoo” que fue detectada correctamente por TOM. En la Tabla 4.9 se ve una lista de
comentarios que fueron clasificados correctamente por TOM e incorrectamente por
Sentitext. En algunos casos TOM toma ventaja al identificar correctamente estas
palabras. Note tambie´n el comentario “Buen dia que Dios los bendiga”, el cual no
refleja una opinio´n sobre algo (como un producto) pero manifiesta un buen deseo y
los evaluadores estuvieron de acuerdo en que es un comentario positivo. Sin embar-
go, Sentitext no encuentra palabras de opinio´n y por tanto lo clasifica como neutro.
Diferencias como e´sta pueden deberse a la existencia de acuerdos acerca de lo que
es una opinio´n o una sensacio´n positiva o negativa; en nuestro caso utilizamos la
definicio´n propuesta por Go et al. [3].
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Tabla 4.9: Comparacio´n de TOM (correcto) con Sentitext (incorrecto).
Comentario Evaluadores TOM Sentitext
RT @criistto: Pido una oracion en cadena
por mi amigo @davidalvareez que man˜ana
presenta, RT porfa :P
Neutro Neutro Positivo
Felicidades don Oscar #LaVozMe´xico. Positivo Positivo Neutro
Por cierto, hoy me ire a dormir con mi nuevo
mantra: Me importa un culo hago lo que
sea, me importa un culo hago lo que sea.
Gud nait
Negativo Negativo Neutro
RT @A reirse: El cura en la iglesia dice:
-Hoy confesare a las devotas. Se levanta
una mujer y pregunta: -padre, ¿y las que
vinimos en s ...
Neutro Neutro Positivo
@simonnin jajajaja de seguro fue una de
tus primeras fotos
Neutro Neutro Positivo
cada vez me gusta menos FB... aburridoo Negativo Negativo Positivo
En tiempos de paz lo hijos entierran a los
padres, en tiempos de guerra los padres
entierran a los hijos. Pelicula de
los INMORTALES
. Neutro Neutro Negativo
?@PPmerino: Dato curioso: Han inmigrado a
Me´xico 452 ciudadanos de Corea del Norte
desde 1995.? wuoraleee son un buen!!
Neutro Neutro Positivo
?@malatorre: MITAD Y MITAD LUCHA POR
EL AMOR.....YA VIENE...SI EL PRIMERO
ARRASO EL SEGUNDO APLASTARA
a q mugrero ya cambiale no jodas
Negativo Negativo Positivo
Buen dia que Dios los bendiga Positivo Positivo Neutro





































Figura 4.4: Precisio´n promedio de Sentitext y TOM.
As´ı mismo la Tabla 4.10 muestra un conjunto de comentario donde Sentitext
hizo la clasificacio´n correcta. En estos ejemplos notamos que algunas palabras como
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“pachorruda” o “reirse” hacen falta en el diccionario de TOM, y algunas formas del
lenguaje como en la expresio´n “Feliz como una lombriz” no son bien identificadas.
Discusio´n de los resultados
El desempen˜o de TOM es comparable al de Sentitext, teniendo una ventaja de
4.79 % en la precisio´n global al trabajar con comentarios cortos publicados en mi-
croblogs como Twitter. Esto quiere decir que la herramienta puede ser utilizada en
trabajos de miner´ıa de texto en microblogs ya que cuenta con una precisio´n compa-
rable a las herramientas existentes en el estado del arte que trabajan con el espan˜ol.
Sentitext no esta´ disen˜ado para trabajar con Twitter sino que tiene un objetivo ma´s
general, enfocado a trabajar con textos ma´s grandes y con menos deficiencias en
grama´tica y ortograf´ıa. Esto comprueba que al trabajar con microblogs es necesaria
la utilizacio´n de un le´xico que incluya te´rminos que se utilizan en ellos, aunque no
formen parte del idioma con el que se trabaja propiamente dicho.
TOM clasifica correctamente 85.01 % de los comentarios neutros en compara-
cio´n con 78.46 % de Sentitext. Esto es importante dado que al clasificarse una mayor
cantidad de comentarios neutros correctamente se reduce la introduccio´n de ruido a
las otras categor´ıas (positivos y negativos) lo que se traduce en una mejor extraccio´n
de informacio´n.
En la Tabla 4.9 observamos como el corrector de ortograf´ıa ayudo´ en algunos
casos, como en la clasificacio´n del comentario “cada vez me gusta menos FB... aburri-
doo”; en el cual se detecto´ correctamente la palabra “aburridoo”. Por ahora nuestro
corrector de ortograf´ıa se limita a este tipo de casos como se explico´ en la Seccio´n
3.6.3 pero otras correcciones podr´ıan ser u´tiles como es el caso de los acentos o la
sustitucio´n de ciertos caracteres en la palabra. Por ejemplo, la palabra “cancio´n”,
en microblogs es frecuente encontrarla escrita como “kancion” o “kancio´n”. Median-
te observacio´n, notamos en el conjunto de entrenamiento C1 que algunas palabras
pueden corregirse sustituyendo letras que tengan un sonido parecido. Por ejemplo,
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Tabla 4.10: Comparacio´n de TOM (incorrecto) con Sentitext (correcto).
Comentario Evaluadores TOM Sentitext
Por que no eres mas inteligente? Negativo Neutro Negativo
Feliz como una lombriz Positivo Neutro Positivo
La gente esta semana ya es totalmente
pachorruda
Negativo Neutro Negativo
Hay que reirse un rato .....
http://t.co/arzPHWP0
Positivo Neutro Positivo
http://t.co/qQVwGmWE todo. El. dia.
con. Esta. cancion. Grcias a mi. Sobrina
Vale
Neutro Negativo Neutro
De esas veces que todo se va al carajo en un
segundo .....
Negativo Neutro Negativo
Esta mas que claro, Randall-El debe de entrar,
Roethlisberger no esta listo, ya
tiene 2 intercepciones, se nota su
desesperacion...
Negativo Neutro Negativo
domingo 1 de enero solo drink arenoso 7:00pm Neutro Negativo Neutro
Cada vez queda menos para sortear la Tablet,
as´ı que si au´n no participas es
el momento de hacerlo! Ingresa a...
http://t.co/PiMSZacJ
Neutro Negativo Neutro
La diferencia entre los que viven por fe
y los que no es que los primeros
no permiten que sus dudas decidan.
Neutro Positivo Neutro
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Tabla 4.11: Comparacio´n de errores de TOM con Sentitext.
TOM
Incorrectos
Clase Total Correctos Positivos Negativos Neutros
Positivos 208 161 0 0.00 % 6 2.88 % 41 19.71 %
Negativos 221 151 11 4.98 % 0 0.00 % 59 26.70 %
Neutros 687 584 44 6.40 % 59 8.59 % 0 0.00 %
Sentitext
Incorrectos
Clase Total Correctos Positivos Negativos Neutros
Positivos 208 157 0 0.00 % 7 4.46 % 44 28.03 %
Negativos 221 138 24 17.39 % 0 0.00 % 59 42.75 %
Neutros 687 539 97 18.00 % 51 9.46 % 0 0.00 %
cambiando la “s” por la “c”, la “k” por la “c”, etc. As´ı mismo podr´ıan intercam-
biarse los acentos en las vocales. El objetivo de esto es localizar dicha palabra en el
le´xico que contiene el peso (carga emotiva) para la palabra. Este enfoque podr´ıa ser
investigado en un trabajo futuro.
En la Tabla 4.10 notamos que algunas palabras hacen falta en el le´xico de
TOM tales como: “pachorruda”, “reirse” y “carajo”. Estas palabras no se encon-
traron en el le´xico y por lo tanto fueron clasificadas como neutras. Creemos que el
le´xico debe seguir ampliandose con el fin de mejorar la precisio´n. La palabra “Vale”
en el comentario “El. dia. con. Esta. cancion. Grcias a mi. Sobrina Vale” fue clasi-
ficada como negativa, cuando en verdad podr´ıa ser el nombre de una persona o una
expresio´n comu´n en Espan˜a. Dicha palabra s´ı ser´ıa negativa en un expresion como
“Me vale”. Esto hace evidente que se necesita un procesamiento de desambigu¨acio´n
de las palabras que por ahora no esta´ inclu´ıdo en el algoritmo de TOM.
En el comentario “Esta mas que claro, Randall-El debe de entrar, Roethlisber-
ger no esta listo, ya tiene 2 intercepciones, se nota su desesperacion...”, la palabra
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“claro” fue clasificada como positiva, adema´s de estar precedida por un modificador
de valencia “que”, el cual aumenta el valor multiplicandolo por 2, dando como resul-
tado que la expresio´n “que claro” tenga mayor peso a la palabra negativa “desespe-
racion” y por lo tanto fue clasificado incorrectamente. Este caso podr´ıa solucionarse
agregando la frase “ma´s que claro” al conjunto de frases neutras del diccionario de
TOM. Sin embargo, debe analizarse si esta frase es neutra en todos los casos. De
igual forma en el comentario “Cada vez queda menos para sortear la Tablet”, la frase
“queda menos para” tambie´n podr´ıa ser agregada al conjunto de frases neutras.
En estos casos Sentitext toma ventaja sobre TOM debido a que cuenta con
un le´xico y un conjunto de frases y reglas del lenguage ma´s amplios. La precisio´n
de TOM puede mejorarse de varias formas, algunas pueden ser: ampliar el le´xico,
agregar ma´s frases con carga emotiva, procesar mejor los modificadores de valen-
cia, utilizar informacio´n de un analizador de discurso, utilizar otras alternativas al
procesamiento de preguntas, incluso podr´ıa adaptarse a un enfoque de aprendizaje
supervizado para la deteccio´n automa´tica de nuevas palabras y su carga emotiva.
Los resultados obtenidos con TOM son alentadores en esta primera etapa,
pensamos que en un futuro podra´ ser una excelente herramienta para miner´ıa de
texto en espan˜ol en microblogs.
4.3 Experimentos de cuantificacio´n del Intere´s
En esta seccio´n describiremos los experimentos realizados para cuantificar el
intere´s y explicaremos los resultados obtenidos.
4.3.1 Configuracio´n
Para la representacio´n de los usuarios se utilizaron comentarios provenientes
de sus contactos. No hemos podido encontrar investigaciones acerca del nu´mero
adecuado de contactos que debe ser considerado para obtener una representacio´n
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del usuario ni del nu´mero de comentarios a tomar de cada contacto. Por esta razo´n
utilizamos las tres combinaciones de la Tabla 4.12:
Estrategias para la representacio´n del usuario
20 Contactos del usuario seleccionados al azar
40 Contactos del usuario seleccionados al azar
30 Contactos que se hayan mencionado mutuamente
Tabla 4.12: Representaciones de usuario utilizadas.
Creamos tres grupos de usuarios utilizando cada una de las estrategias descritas
en la Tabla 4.12 y mostramos que la probabilidad de que dos usuarios sean contactos
aumenta cuando tienen un Intere´s alto por el mismo tema ya sea positivo (agrado)
o negativo (desagrado).
Para cada estrategia obtenemos cuatro conjuntos de comentarios segu´n el sen-
timiento (positivo, negativo, neutro o todos) que sera´n utilizados para crear el vector
de usuario ~U necesario para comparar con el tema. Es decir, la representacio´n del
usuario puede crearse a partir de aquellos comentarios de sus contactos que per-
tenezcan solo a una clase de sentimiento. Analizaremos el efecto que tiene en el
Intere´s el hecho de utilizar so´lo un cierto tipo de comentarios ya sea positivos, ne-
gativos o neutros para representar al usuario. La Figura 4.5 muestra el modelo de
experimentacio´n utilizado.
El primer paso es calcular el Intere´s de cada uno de los usuarios con respecto
al tema y despue´s calcular la probabilidad de que dos usuarios sean contactos dado
el nivel de Intere´s que tienen. Hacemos esto para los tres grupos de usuarios y para
los cuatro subconjuntos de comentarios segu´n su sentimiento.
En el caso de Twitter, adema´s de la posibilidad de que dos usuarios se sigan
el uno al otro, un usuario puede seguir a otro sin que e´ste u´ltimo le corresponda de
la misma manera. Por esta razo´n realizamos experimentos midiendo la probabilidad
para cada clase de relacio´n (unidireccional o bidireccional). Los vectores de palabras
y valores TF-IDF fueron obtenidos utilizando la herramienta Lucene.
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Figura 4.5: El modelo de experimentacio´n.
Herramienta Lucene
El procesamiento se llevo´ a cabo utilizando la herramienta Lucene1, la cual
permite indexar documentos de texto y ha sido utilizada en diversas investigaciones
que tienen que ver con la recuperacio´n de informacio´n. En su disen˜o se incluye
un mo´dulo para trabajar con el idioma espan˜ol necesario para los experimentos
de esta tesis. Utilizando Lucene obenemos un vector de palabras que es generado
automa´ticamente. Lucene incorpora mecanismos propios para la limpieza de texto
el cual incluye una lista predefinida de stopwords (palabras vac´ıas) y un mecanismo
de tokenizacio´n basado en delimitadores.
Eleccio´n de Temas
Elegimos 38 temas para calcular el intere´s de los usuarios en el microblog
Twitter. Obtuvimos 30 de ellos a partir de la lista de marcas ma´s valiosas del mun-
do segu´n la empresa Millward Brown2 dando preferencia a marcas mexicanas. Los
siguientes 8 temas fueron elegidos por ser comunes en pa´ginas de entretenimiento
1http://lucene.apache.org
2http://www.millwardbrown.com/BrandZ/Top 100 Global Brands.aspx
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como youtube.com o yahoo.com. La Tabla 4.13 muestra los temas utilizados en los
experimentos. La experimentacio´n se realizo´ utilizando cada tema individual y en
forma global para los 38 temas.
Marcas comerciales como temas.
Soriana Telmex Microsoft Corona Movistar Sanborns
CocaCola Amazon Cemex Modelo Disney TV Azteca
Telcel Intel Google Walmart Apple Facebook
Oracle Toyota Inbursa Liverpool IBM Elektra
Tecate Televisa Bimbo Nike Aurrera HP
Tabla 4.13: Estas marcas fueron elegidas por estar dentro del top 100 de marcas







Tabla 4.14: Temas generales utilizados en la experimentacio´n. Fueron elegidos por
estar presentes en algunas pa´ginas de entretenimiento que tienen gran cantidad de
visitantes como youtube.com o yahoo.com.
El vector de tema ~T fue creado haciendo bu´squedas de comentarios en el repo-
sitorio completo que contuvieran algunas palabras clave dependiendo de cada tema.
Estas palabras fueron obtenidas a partir del nombre del tema mediante modifica-
ciones a su ortograf´ıa, es decir, agregando o quitando acentos y utilizando su forma
singular o plural. Los temas y la cantidad de comentarios obtenidos se muestran en
las Tablas 4.15 y 4.16
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Marcas comerciales como temas
Tema Cantidad Tema Cantidad
Facebook 99214 TV Azteca 4418
Sorianta 4254 Movistar 1953
Google 36506 HP 4035
Amazon 3860 Televisa 20162
Apple 18951 Liverpool 3429
Telcel 15006 Walmart 2949
Cemex 1994 Aurrera 408
Tecate 1976 IBM 1465
Corona 8023 Bimbo 1332
Nike 6658 Toyota 1284
Modelo 6280 Oracle 1221
Disney 6280 Sanborns 1176
Microsoft 6172 Intel 1028
Telmex 4820 Elektra 410
Coca-Cola 4606 Inbursa 121
Tabla 4.15: Palabras utilizadas para obtener los comentarios relacionados con cada
tema para marcas comerciales.
Creacio´n de grupos de prueba
Para realizar los experimentos creamos tres grupos de usuarios, uno para cada
una de las estrategias mostradas en la Tabla 4.12. En esta tabla se muestra el nu´mero
de contactos por usuario, nu´mero de comentarios mı´nimo por contacto y el total de
comentarios en la representacio´n del usuario. El vector de usuario ~U se cro´ segu´n la
estrategia de cada grupo pero la experimentacio´n realizada en ellos sigue el mismo
proceso explicado en la Seccio´n 4.3.1
El Grupo 1 y y el Grupo 2 esta´n formados cada uno por 6,000 usuarios
elegidos al azar a partir de los usuarios que existen en la muestra que obtuvimos.
Estos usuarios cumplen la condicio´n de seguir por lo menos a otros 40 usuarios
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Temas Generales
Tema Cantidad Tema Cantidad
Mu´sica 45685 Cine 25849
Deporte 12974 Cultura 9909
Tecnolog´ıa 9897 Ciencia 4818
Teatro 4418 Religio´n 3639
Tabla 4.16: Palabras utilizadas para obtener los comentarios relacionados con cada
tema general.
Grupo Usuarios Contactos Comentarios Representacio´n
Grupo1 6000 20 > 400 mı´nimo 15184
Grupo2 6000 40 > 400 mı´nimo 32292
Grupo3 400 30 > 0 mı´nimo 17121
Tabla 4.17: Resumen de los grupos de prueba.
que a su vez han publicado por lo menos 400 comentarios cada uno. Elegimos 400
comentarios por ser una cantidad estad´ısticamente significativa. Los usuarios elegidos
son utilizados en ambos grupos con la diferencia en la utilizacio´n de una mayor
cantidad de contactos en el Grupo 2. Para el Grupo 1 utilizamos 20 contactos y en
el Grupo 2 utilizamos 40 contactos que incluyen a los 20 primeros. De esta forma
podemos comparar el efecto que tiene la utilizacio´n de un mayor o menor nu´mero
de contactos al momento de cuantificar el intere´s.
El Grupo 3 es un grupo de 400 usuarios elegidos al azar que cumplen la con-
dicio´n de seguir por lo menos a otros 30 usuarios con los cuales haya tenido contacto
mediante mencio´n. En el caso de Twitter, la mencio´n se define como la utilizacio´n del
nombre del usuario en el comentario el cual recibe una notificacio´n para su lectura
[106]. Esta muestra, aunque es lo suficientemente grande para ser estad´ısticamente
significativa es pequen˜a en comparacio´n con los usuarios de los Grupos 1 y 2 debido a
que la cantidad de usuarios que interactu´an mediante mencio´n mutua en Twitter es
mucho menor en nuestra muestra. En Twitter existen usuarios conocidos como bots
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los cuales podr´ıan ser personas que operan bajo un sueldo o programas de compu-
tadora que simulan ser un humano. Creamos este grupo siguiendo la intuicio´n de que
si existe una comunicacio´n entre los usuarios mediante mencio´n podemos reducir la
probabilidad de que alguno de ellos sea un bot ya que la presencia de e´stos puede
influir en la cuantificacio´n de los intereses del usuario. Existen algoritmos avanzados
para la deteccio´n automa´tica de bots [20], sin embargo la implementacio´n de alguno
esta´ fuera del alcance de la presente tesis.
Los grupos de prueba y sus caracter´ısticas se resumen en la Tabla 4.17. Para
realizar los experimentos, en cada grupo de prueba elegimos al azar un nu´mero de
pares de usuarios y los separamos en tres categor´ıas segu´n la Tabla 4.18. Para el
Grupo 1 y 2 elegimos 12,000 pares de usuarios en cada categor´ıa y para el Grupo
3 elegimos 4,000 pares en cada categor´ıa. En el caso de una relacio´n unidireccional
para el Grupo 3 solo nos fue posible obtener 900 pares. Quiza´ la probabilidad de que
los usuarios tengan una relacio´n unidireccional es menor cuando se han mencionado
el uno al otro, favoreciendo a la relacio´n bidireccional. La cantidad de pares por
grupo y categor´ıa se muestra en la Tabla 4.19.
Tipo Descripcio´n
Sin relacio´n Ninguno de los usuarios sigue al otro.
Unidireccional Un usuario sigue al otro pero e´ste no lo sigue a e´l.
Bidireccional Ambos usuarios se siguen mutuamente.
Tabla 4.18: Tipos de contactos en Twitter.
La probabilidad de que dos usuarios sean contactos segu´n el valor del Intere´s
hacia el mismo tema se calculo´ para cada grupo de dos formas segu´n la relacio´n
unidireccional o bidireccional. La primera consiste en dividir la cantidad de usuarios
que tienen una relacio´n unidireccional entre la cantidad de usuarios que no tienen
relacio´n (que no son contactos). En la segunda se divide la cantidad de usuarios que
tienen una relacio´n bidireccional entre la cantidad de usuarios que no tienen relacio´n.
Finalmente calculamos la correlacio´n que existe entre el Intere´s y la probabilidad de
que dos usuarios sean contactos para cada una de las estrategias planteadas para los





Grupo 1 Unidireccional 12000
Bidireccional 12000
Sin relacio´n 12000
Grupo 2 Unidireccional 12000
Bidireccional 12000
Sin relacio´n 4000
Grupo 3 Unidireccional 900
Bidireccional 4000
Tabla 4.19: Pares de usuarios para la experimentacio´n por cada grupo.
Grupos 1, 2 y 3.
En la siguiente seccio´n analizaremos los resultados.
4.3.2 Resultados
La muestra global se compone de 40,186,542 comentarios los cuales fueron cla-
sificados segu´n su sentimiento utilizando la herrameinta TOM. En la Tabla 4.20
se muestra la cantidad de comentarios para cada clasificacio´n. El 65 % de los co-
mentarios son neutros, 17 % son negativos y 18 % son positivos. En la Seccio´n 4.3.1
mencionamos que utilizar´ıamos subconjuntos segu´n la clase del sentimiento de los
comentarios. Vemos que esto ser´ıa conveniente computacionalmente hablando ya que
al utilizar solo una clase de sentimiento se podr´ıa reducir el tiempo de procesamiento
de texto al discriminar los dema´s comentarios.
Para cada usuario en los tres grupos de prueba obtuvimos el Intere´s para
los 38 temas con los que trabajamos. En la Tabla 4.21 se muestran estad´ısticas
descriptivas del Intere´s por grupo y subconjunto de comentarios segu´n el sentimiento.
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Clasificacio´n Cantidad Porcentaje
Positivos 7,221,178 18 %
Negativos 6,753,920 17 %
Neutros 26,211,444 65 %
Tabla 4.20: Sentimiento de los comentarios del repositorio.
Como mencionamos anteriormente, los comentarios de los usuarios elegidos para
representar al usuario y evaluar la funcio´n cu(t) pueden variar segu´n el sentimiento;
esto es, se puede utilizar una sola categor´ıa de comentarios (positivos, negativos o
neutros) para crear el vector de usuario ~U . De esta forma obtenemos distintos valores
del Intere´s para cada categor´ıa, incluyendo el caso global en donde se utilizan todos
los comentarios. Podemos notar que los valores en general son muy pequen˜os; esto
se debe al uso de la funcio´n de similitud cosenoidal para calcular la similitud entre el
tema y el contenido (cu(t)) la cual requiere que los vectores de usuario ~U sean muy
similares para obtener valores cercanos a 1.
Grupo Sentimiento Mı´nimo Ma´ximo Rango Promedio Desviacio´n
Grupo 1
Global -0.0336 0.0814 0.1149 -0.0001 0.0016
Negativos -0.0482 0.0299 0.0634 -0.0003 0.0019
Neutros -0.0190 0.0528 0.0864 -0.0001 0.0015
Positivos -0.0133 0.2784 0.3120 0.0000 0.0025
Grupo 2
Global -0.0274 0.0288 0.0562 -0.0001 0.0013
Negativos -0.0524 0.0189 0.0463 -0.0002 0.0016
Neutros -0.0182 0.0306 0.0580 -0.0001 0.0013
Positivos -0.0114 0.1016 0.1290 0.0000 0.0017
Grupo 3
Global -0.0206 0.0211 0.0417 -0.0003 0.0017
Negativos -0.0362 0.0186 0.0392 -0.0004 0.0020
Neutros -0.0175 0.0196 0.0402 -0.0003 0.0017
Positivos -0.0127 0.0169 0.0375 -0.0002 0.0015
Tabla 4.21: Estad´ısticas descriptivas del Intere´s.
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Para cada uno de los grupos calculamos las probabilidades de que dos usuarios
sean contactos para intervalos acotados que parten de k desviaciones esta´ndar hasta
1 cuando al usuario le agrada el tema (I > 0), y de −1 hasta −k desviaciones
estandar cuando al usuario le desagrada el tema (I < 0). Analizamos ambas partes
(agrado y desagrado) de forma separada ya que deseamos observar si una opinio´n
negativa con respecto a un tema de ambos usuarios aumenta la probabilidad de que
sean contactos de la misma que una opinio´n positiva.
As´ı mismo, en cada grupo hicimos un ana´lisis de la correlacio´n que existe entre
la probabilidad de que dos usuarios sean contactos y el Intere´s por el mismo tema.
Para calcular dicha correlacio´n se utilizo´ un conjunto P de valores discretos del
Intere´s para los que se evaluo´ la probabilidad de que dos usuarios sean contactos.
Para e´sto se utilizaron rangos del Intere´s que var´ıan +/- 0.001 partiendo de cada
punto discreto pi ∈ P . Estos puntos discretos comienzan en 0 y van incrementandose
o decrementandose en la cantidad de 0.0005 o -0.0005 (son multiplos de 0.0005).
Aquellos puntos para los que existio´ una cantidad de usuarios mayor o igual a 30
en el rango del Intere´s [pi − 0.001, pi + 0.001], fueron utilizados para el ca´lculo de la
correlacio´n.
En las siguientes subsecciones presentamos los resultados para cada uno de los
grupos de prueba.
Resultados y discusio´n del Grupo 1
La Tabla 4.22 muestra la variacio´n de la probabilidad de que dos usuarios sean
contactos conforme su Intere´s por el mismo tema aumenta. Observamos que a medida
que el Intere´s se hace ma´s positivo o ma´s negativo la probabilidad aumenta. En el
caso unidireccional tenemos que cuando el Intere´s es menor a −3σ (desagrado) la
probabilidad alcanza el 74 % utilizando comentarios globales y neutros para calcular
cu(t). Cuando el usuario tiene un agrado hacia el tema (I > 0) la probabilidad
alcanza el 69 % cuando el Intere´s es mayor a 3σ y cuando se utilizan comentarios
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positivos para calcular cu(t).
Grupo 1
[−1, µ− kσ] [µ+ kσ, 1]
Tipo k = 3 k = 2 k = 1 k = 0 k = 0 k = 1 k = 2 k = 3
Unidireccional
Neutros 0.74 0.67 0.61 0.55 0.48 0.52 0.58 0.66
Positivos 0.50 0.73 0.61 0.53 0.48 0.53 0.64 0.69
Negativos 0.67 0.65 0.59 0.55 0.49 0.50 0.55 0.64
Global 0.74 0.68 0.61 0.55 0.48 0.52 0.58 0.65
Ma´ximo 0.74 0.73 0.61 0.55 0.49 0.53 0.64 0.69
Bidireccional
Positivos 0.80 0.78 0.65 0.57 0.42 0.33 0.41 0.50
Neutros 0.77 0.71 0.64 0.59 0.44 0.35 0.35 0.41
Negativos 0.71 0.69 0.63 0.59 0.46 0.35 0.33 0.35
Global 0.75 0.70 0.61 0.59 0.45 0.39 0.43 0.49
Ma´ximo 0.80 0.78 0.65 0.59 0.46 0.35 0.41 0.50
Tabla 4.22: Variacio´n de la probabilidad de ser contactos con respecto al Intere´s para
el Grupo 1.
Llama la atencio´n que cuando ambos usuarios manifiestan un desagrado por el
mismo tema su probabilidad de ser contactos tiende a aumentar; mientras que en el
caso bidireccional observamos que la probabilidad cuando los usuarios muestran un
agrado alto hacia el tema no supera el 50 % en ningu´n caso. Esto quiere decir que en
las relaciones de usuarios ma´s estrechas (ya que ambos siguen al otro) podr´ıa tener
un mayor peso el desagrado por los mismos temas lo que hace que sean contactos. Se
podr´ıa investigar en un trabajo futuro si en los grupos ma´s cohesivos el desagrado por
el mismo tema los une ma´s o si este resultado es un efecto provocado por la interface
de Twitter (nuestro caso de estudio). Las Figuras 4.6 y 4.7 muestran gra´ficas de la
probabilidad de ser contactos conforme var´ıa el Intere´s para el Grupo 1 en los casos
unidireccional y bidireccional.





























































Figura 4.7: Probabilidad de ser contactos segu´n el Intere´s para el Grupo 1 y relacio´n
unidireccional.
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Grupo 1
Sentimiento Unidireccional Bidireccional
I < 0 I > 0 I < 0 I > 0
Positivos -0.9753 0.8392 -0.9703 -0.5872
Neutros -0.9710 0.8643 -0.9644 -0.0566
Negativos -0.5587 0.9336 -0.6986 -0.6908
Global -0.9575 0.8662 -0.9825 -0.2431
Promedio -0.8656 0.9235 -0.9040 -0.3944
Tabla 4.23: Correlacio´n de la probabilidad de ser contactos y el Intere´s segu´n el tipo
de sentimiento para el Grupo 1.
Los resultados de un ana´lisis de correlacio´n realizado para el agrado y desagra-
do en los casos unidireccional y bidireccional se muestra en la Tabla 4.23. En general
observamos correlaciones indicativas de una relacio´n fuerte excepto cuando los usua-
rios muestran un agrado por el tema (I > 0) en el caso bidireccional. En este caso la
correlacio´n es negativa. Esto sugiere que conforme el agrado por un tema aumenta
es menos probable que los usuarios sean contactos mutuos (relacio´n bidireccional).
En trabajos futuros podr´ıa investigarse si esto se debe a cuestiones psicolo´gicas de
las personas.
En general observamos que la forma en que se eligen los comentarios que ser-
vira´n para crear la representacio´n del usuario tiene un impacto en la cuantificacio´n
del intere´s. Utilizar comentarios positivos obtuvo los mejores resultados en el caso
unidireccional y bidireccional cuando ambos usuarios muestran un agrado (I > 0).
Cuando ambos usuarios muestran un desagrado por el tema, la utilizacio´n de comen-
tarios globales y neutros obtuvieron los mejores resultados en el caso unidireccional
y los positivos para el caso bidireccional. Sin embargo, en este caso los neutros y
negativos tambie´n tienen probabilidades altas (77 % y 71 % respectivaemnte).
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Resultados y discusio´n del Grupo 2
La Tabla 4.24 muestra la variacio´n de la probabilidad de que dos usuarios
sean contactos conforme su Intere´s por el mismo tema aumenta. Observamos que a
medida que el Intere´s se hace ma´s positivo o ma´s negativo la probabilidad aumenta
al igual que para el Grupo 1. En el caso unidireccional tenemos que cuando el Intere´s
es menor a −3σ la probabilidad alcanza el 71 % para comentarios globales y neutros.
Cuando los usuarios manifiestan un agrado hacia los temas la probabilidad alcanza
tambie´n un 71 % cuando el Intere´s es mayor a 3σ.
Grupo 2
[−1, µ− kσ] [µ+ kσ, 1]
Tipo k = 3 k = 2 k = 1 k = 0 k = 0 k = 1 k = 2 k = 3
Unidireccional
Global 0.71 0.64 0.59 0.54 0.49 0.56 0.66 0.71
Negativos 0.68 0.64 0.58 0.55 0.49 0.55 0.65 0.64
Neutros 0.71 0.64 0.58 0.54 0.49 0.56 0.65 0.70
Positivos 0.62 0.62 0.58 0.53 0.49 0.56 0.64 0.70
Ma´ximo 0.71 0.64 0.59 0.55 0.49 0.56 0.66 0.71
Bidireccional
Global 0.75 0.70 0.61 0.59 0.45 0.39 0.43 0.49
Negativos 0.71 0.70 0.61 0.59 0.46 0.40 0.44 0.50
Neutros 0.77 0.70 0.61 0.59 0.45 0.39 0.42 0.45
Positivos 0.73 0.75 0.61 0.57 0.44 0.37 0.44 0.56
Ma´ximo 0.77 0.75 0.61 0.59 0.46 0.40 0.44 0.56
Tabla 4.24: Variacio´n de la probabilidad de ser contactos con respecto al Intere´s para
el Grupo 2.
En el caso bidireccional sucede algo parecido al Grupo 1, la probabilidad llega
a un 56 % cuando los usuarios manifiestan un agrado hacia el tema (I > 0); sin
embargo, cuando los usuarios muestran un desagrado hacia el tema la probabilidad






























Figura 4.8: Probabilidad de ser contactos segu´n el Intere´s para el Grupo 2 y relacio´n
unidireccional.
alcanza un 77 %. Aqu´ı el patron del Grupo 1 se repite, por lo que nuevamente surge la
pregunta del efecto que tiene en los usuarios el compartir un desagrado con respecto
a un tema y su posible origen debido a la interface de Twitter o psicolog´ıa de las
personas. Las Figuras 4.8 y 4.9 muestran gra´ficas de la probabilidad de ser contactos
conforme var´ıa el Intere´s para el Grupo 2 en los casos unidireccional y bidireccional.
Grupo 2
Sentimiento Unidireccional Bidireccional
I < 0 I > 0 I < 0 I > 0
Positivos -0.8641 0.8933 -0.6691 0.2137
Neutros -0.9368 0.9829 -0.9473 -0.3104
Negativos -0.9753 0.8459 -0.9427 -0.1284
Global -0.8177 0.9720 -0.8308 0.2855
Promedio -0.8985 0.9235 -0.8475 0.0151
Tabla 4.25: Correlacio´n de la probabilidad de ser contactos y el Intere´s segu´n el tipo
de sentimiento para el Grupo 2.
Los resultados de un ana´lisis de correlacio´n realizado para el agrado y desagra-






























Figura 4.9: Probabilidad de ser contactos segu´n el Intere´s para el Grupo 2 y relacio´n
unidireccional.
do en los casos unidireccional y bidireccional se muestra en la Tabla 4.25. Al igual que
en el Grupo 1, observamos correlaciones indicativas de una relacio´n fuerte excepto
cuando los usuarios muestran un agrado por el tema (I > 0) en el caso bidireccio-
nal. En este caso la correlacio´n es negativa cuando se utilizan comentarios neutros
y negativos para crear la representacio´n del usuario. Sin embargo, la correlacio´n
es positiva (aunque de´bil) cuando se utilizan comentarios positivos. Aqu´ı surge la
duda si la utilizacin´ de un mayor numero de conactos del usuario podr´ıa seguir cam-
biando los resultados en cuanto a la probabilidad calculada mediante las relaciones
bidireccionales. Esto podr´ıa investigarse en un trabajo futuro.
Al igual que en el Grupo 1 observamos que la forma en que se eligen los
comentarios que servira´n para crear la representacio´n del usuario tiene un impacto
en la cuantificacio´n del intere´s. Utilizar comentarios positivos obtuvo los buenos
resultados en el caso unidireccional y bidireccional cuando ambos usuarios muestran
un agrado (I > 0). Cuando ambos usuarios muestran un desagrado por el tema, la
utilizacio´n de comentarios globales y neutros obtuvieron los mejores resultados en el
caso unidireccional y los neutros para el caso bidireccional. En general se obtuvieron
probabilidades altas, mayores al 70 %.
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Resultados y discusio´n del Grupo 3
La Tabla 4.26 muestra la variacio´n de la probabilidad de que dos usuarios sean
contactos conforme su Intere´s por el mismo tema aumenta. En el caso unidireccional
notamos una diferencia significativa con respecto a los resultados del Grupo 1 y 2.
Cuando los usuarios manifiestan un agrado (I > 0) por el mismo tema la probabi-
lidad alcanza un 71 %, sin embargo, cuando los usuarios manifiestan un desagrado
(I < 0) por el tema la probabilidad alcanza un 52 %,
Grupo 3
[−1, µ− kσ] [µ+ kσ, 1]
Sentimiento k = 3 k = 2 k = 1 k = 0 k = 0 k = 1 k = 2 k = 3
Unidireccional
Global 0.52 0.45 0.50 0.48 0.53 0.56 0.61 0.61
Negativos 0.52 0.46 0.49 0.48 0.52 0.56 0.62 0.71
Neutros 0.51 0.45 0.49 0.48 0.53 0.56 0.62 0.70
Positivos 0.51 0.47 0.50 0.48 0.53 0.58 0.61 0.65
Ma´ximo 0.52 0.47 0.50 0.48 0.53 0.58 0.62 0.71
Bidireccional
Global 0.62 0.60 0.57 0.55 0.49 0.48 0.49 0.53
Negativos 0.62 0.59 0.56 0.55 0.49 0.48 0.52 0.60
Neutros 0.62 0.59 0.56 0.55 0.49 0.48 0.49 0.51
Positivos 0.60 0.59 0.57 0.55 0.49 0.48 0.50 0.53
Ma´ximo 0.62 0.60 0.57 0.55 0.49 0.48 0.52 0.60
Tabla 4.26: Variacio´n de la probabilidad de ser contactos con respecto al Intere´s para
el Grupo 3.
En el caso bidireccional las probabilidades cuando los usuarios muestran un
agrado (I > 0) o desagrado (I < 0) alcanzan valores de 60 % y 62 % respectiva-
mente. Vemos que aunque se observa una tendencia creciente, las probabilidades son
generalmente ma´s bajas que en los Grupos 1 y 2. La ma´xima probabilidad de que






























Figura 4.10: Probabilidad de ser contactos segu´n el Intere´s para el Grupo 3 y relacio´n
unidireccional.
los usuarios sean contatos en el Grupo 3 se da en el caso unidireccional cuando los
usuarios manifiestan un agrado hacia el mismo tema. Comparando estos resultados
con los de los Grupos 1 y 2 podemos notar que la eleccio´n de los usuarios de forma
sistema´tica (no aleatoria) tiene un impacto significativo al cuantificar el Intere´s. Las
Figuras 4.10 y 4.11 muestran gra´ficas de la probabilidad de ser contactos conforme
var´ıa el Intere´s para el Grupo 3 en los casos unidireccional y bidireccional.
Grupo 3
Sentimiento Unidireccional Bidireccional
I < 0 I > 0 I < 0 I > 0
Positivos -0.3976 0.9389 -0.7953 0.4417
Neutros 0.3994 0.9150 -0.8442 0.4466
Negativos 0.0650 0.8873 -0.7929 0.4766
Global 0.1638 0.8875 -0.5405 0.5881
Promedio 0.0576 0.9072 -0.7432 0.4883
Tabla 4.27: Correlacio´n de la probabilidad de ser contactos y el Intere´s segu´n el tipo
de sentimiento para el Grupo 3.






























Figura 4.11: Probabilidad de ser contactos segu´n el Intere´s para el Grupo 3 y relacio´n
bidireccional.
Los resultados de un ana´lisis de correlacio´n realizado para el agrado y desagra-
do en los casos unidireccional y bidireccional se muestra en la Tabla 4.27. Podemos
observar que las correlaciones cuando los usuarios muestran un agrado hacia el tema
(I > 0) indican una relacio´n fuerte y moderada para el caso unidireccional y bidi-
reccional respectivamente. Esto contrasta con los casos del Grupo 1 y 2, ya que la
correlacio´n en estos es de´bil o incluso negativa en el caso bidireccional.
Al igual que en los Grupos 1 y 2 observamos que la forma en que se eligen los
comentarios que servira´n para crear la representacio´n del usuario tiene un impacto
en la cuantificacio´n del intere´s. Utilizar comentarios positivos obtuvo los mejores
resultados en el caso unidireccional. Los comentarios neutros tienen una correlacio´n
mayor en el caso bidireccional cuando los usuarios muestran un desagrado por el
mismo tema (I < 0) mientras que con el uso de todos los comentarios se obtienen
mejores resultados cuando los usuarios muestran un agrado por el mismo tema (I >
0). No obstante, la utilizacio´n de comentarios positivos, negativos o neutros produce
resultados similares en el caso bidireccional por lo que podr´ıa ser u´til utilizar un
conjunto de comentarios positivos para representar al usuario siguiendo la estrategia
de seleccio´n de contactos utilizada en el Grupo 3.
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4.3.3 Discusio´n general de los resultados
En los Grupo 1 y 2 vemos que el Intere´s tiene una correlacio´n fuerte en el caso
unidireccional tanto para el agrado (I > 0) como el desagrado (I < 0); mientras
que el caso bidireccional la correlacio´n ma´s fuerte se da en el caso del desagrado
(I < 0) solamente. En el Grupo 3 las correlaciones son ma´s fuertes en el caso
bidireccional y cuando los usuarios tienen un agrado (I > 0) por el mismo tema
en el caso unidireccional. Vemos que el hecho de que dos usuarios compartan un
agrado o desagrado por un tema aumenta la probabilidad de que los usuarios sean
contactos.
En el caso unidireccional, para el Grupo 1 tenemos que cuando el Intere´s es
menor a −3σ la probabilidad alcanza el 74 % para comentarios globales y neutros.
En el lado positivo del Intere´s la probabilidad alcanza el 69 % cuando el Intere´s es
mayor a 3σ. Para el Grupo 2 tenemos que si el Intere´s es menor a −3σ o mayor a
3σ la probabilidad alcanza el 71 % para comentarios globales y neutros. En el caso
del Grupo 3, cuando el Intere´s es menor a 3σ la probabilidad llega a 52 % mientras
que cuando el Intere´s es mayor a 3σ la probabilidad alcanza el 71 %.
En estos grupos, la utilizacio´n de comentarios neutros y globales alcanza las
probabilidades ma´s altas cuando se trabaja con el desagrado de los usuarios. Sin
embargo, al trabajar con el agrado, los comentarios positivos alcanzan probabilidades
de 70 % para el Grupo 2, 69 % para el Grupo 1 y 71 % para el Grupo 3.
En el caso del Grupo 2 podr´ıa ser preferible utilizar los comentarios positivos al
trabajar con el agrado ya que la cantidad de comentarios de e´stos es mucho menor. El
Grupo 3 es un caso especial por la forma en que se seleccionaron los comentarios de
los usuarios para crear las representaciones. En e´stos se incluyen so´lo comentarios de
contactos con los que haya interactuado mediante mencio´n. Observamos que cuando
el Intere´s es menor a −3σ la probabilidad se mantiene cercana al 50 % mientras que
cuando es mayor a 3σ alcanza el 71 %. Esto quiere decir que un agrado de los mismos
temas (I > 0) aumenta la probabilidad de que los usuarios que tienen interacciones
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entre ellos sean contactos. Mientras que en los Grupos 1 y 2, las relaciones se forman
independientemente cuando hay un Intere´s alto ya sea negativo o positivo por los
mismos temas.
Para el caso de la relacio´n bidireccional para el Grupo 1 (ver Tabla 4.22)
tenemos que cuando el Intere´s es menor a −3σ la probabilidad alcanza el 80 %
mientras que cuando es mayor a 3σ llega a un 50 %, ambos utilizando los comentarios
positivos. Para el Grupo 2, cuando el Intere´s es menor a −3σ la probabilidad alcanza
un 77 % con los comentarios neutros mientras que cuando es mayor a 3σ llega a un
56 % con los comentarios positivos. En el Grupo 3, cuando el Intere´s es menor a −3σ
la probabilidad alcanza un 62 % y cuando es mayor a 3σ llega a un 60 %, ambas
utilizando los comentarios negativos. En los Grupos 1 y 2 observamos que el Intere´s
sirve mejor para predecir si dos usuarios son contactos cuando tienen un desagrado
por los mismos temas, mientras que, aunque tengan un agrado, no implica una
probabilidad alta de que sean contactos de forma bidireccional. El caso bidireccional
es interesante ya que ambos usuarios han manifestado un intere´s en el otro. En el
Grupo 3 la probabilidad aumenta cuando los usuarios comparten un agrado, llegando
a un 60 % cuyo valor es preferible al de 56 % o 50 % de los Grupos 1 y 2.
Para el caso unidireccional observamos que la correlacio´n para los tres grupos es
alta en el caso de agrado por el mismo tema; con valores arriba de 0.86, pero en caso
de desagrado, la correlacion es ma´s baja para el Grupo 3, con un promedio de 0.0576
en comparacio´n con -0.8656 y -0.8985 para los Grupos 1 y 2 respectivamente. Con
base en las correlaciones mostradas podemos decir que la utilizacio´n de las estrategias
para definir al usuario utilizadas por los Grupos 1 y 2 podr´ıan ser preferibles para
representar el Intere´s. La diferencia en este caso entre los Grupos 1 y 2 es pequen˜a,
pero dado que para el Grupo 1 se procesa la mitad del texto que para el Grupo 2
podr´ıa ser preferible sobre la estrategia del Grupo 1.
En el caso bidireccional observamos que la correlacio´n para el Grupo 3 es
preferible a la de los los Grupos 1 y 2 en la parte del agrado por el mismo tema,
para el cual los Grupos 1 y 2 tienen correlaciones bajas (0.0151 en el Grupo 2);
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incluso una de ellas es negativa (-0.3944 en el Grupo 1). La correlacio´n negativa
del Grupo 1 indica que a medida que aumenta el Intere´s diminuye la probabilidad
de que los usuarios sean contactos por lo que esta estrategia no ser´ıa recomendable
para predecir si dos usuarios son contactos o no. Sin embargo, para los Grupos 1
y 2 existe una correlacio´n alta en la parte del desagrado (I > 0) con promedios de
-0.9040 y -0.8475 respectivamente mayor a la del Grupo 3 de -0.7432.
Con base en los datos mostrados, para crear un sistema de deteccio´n de Intere´s
alto con relacio´n a una marca o producto por parte de los usuarios, se podr´ıa utilizar
la estrategia planteada en el Grupo 3 siempre que sea posible mediante la utiliza-
cio´n de comentarios positivos provenientes de contactos con los que ha interactuado
mendiante mencio´n y utilizando el agrado (I > 0) para seleccionar a los usuarios
que sobrepasen un cierto limite θ. Si el usuario no tiene contactos cuya relacio´n es
bidireccional y haya tenido alguna interaccio´n se podr´ıa utilizar alguna estrategia
como la del Grupo 1 que utiliza solo 20 contactos al azar pudiendose utilizar tambie´n
solo los comentarios positivos.
En el caso de tener la intencio´n de crear un sistema de recomendacio´n de
usuarios una posible forma de hacerlo ser´ıa a trave´s del desagrado (I < 0) por los
mismos temas utilizando la estrategia planteada por el Grupo 1 la cual presenta una
correlacio´n alta en ambos tipos de relaciones (unidireccional y bidireccional) con
-0.9316 y -0.9567 respectivamente utilizando solo los comentarios positivos.
En los tres grupos se utilizaron comentarios de los contactos del usuario para
crear su representacio´n y, posteriormente, estos comentarios fueron evaluados uti-
lizando la herramienta TOM. Por simplicidad, en la cuantificacio´n del intere´s se
llevo´ a cabo la evaluacio´n de todos los comentarios sin excepcio´n. Dados los resulta-
dos favorables con respecto al Intere´s, podemos asumir que el hecho de no eliminar
comentarios en otros idiomas para crear la representacio´n del usuario no afecta de-
masiado al cuantificar el intere´s en un tema,— dichos comentarios ser´ıan clasificados
como neutros por TOM ya que no identificar´ıa palabras con sentimiento. En el caso
de que un usuario utilice dos o ma´s idiomas con frecuencia, quiza´ sea conveniente
Cap´ıtulo 4. Experimentos 86
aplicar un me´todo de deteccio´n de idioma previo a la cuantificacio´n del intere´s o mo-
dificar a TOM para incluir la evaluacio´n de dichos comentarios. Esto sera´ analizado
en un trabajo futuro.
Durante la evaluacio´n de TOM se encontro´ que en el 50.17 % de los comentarios
del conjunto de prueba C2 los evaluadores no coincidieron en la clasificacio´n por
lo que no se encuentran dentro de ninguna categor´ıa. Estos comentarios podr´ıan
manifestarse en forma de ruido en la cuantificacio´n del intere´s ya que podr´ıan generar
falsos positivos, negativos o neutros. En un trabajo futuro, para medir esta cantidad
de ruido podr´ıamos plantear la realizacio´n de una comparacio´n entre la evaluacio´n
de TOM en estos comentarios y el acuerdo o desacuerdo en dicha evaluacio´n por
parte de un cierto grupo de evaluadores. As´ı podr´ıamos observar si la respuesta de
TOM es favorecida en caso de indecisio´n en cuanto al sentimiento.
4.4 Recomendacio´n de temas
Utilizamos el criterio planteado en la seccio´n anterior para recomendacio´n de
temas utilizando comentarios positivos para la representacio´n del usuario y la es-
trategia de seleccio´n de contactos del Grupo 3 con valores del Intere´s mayores a 2σ
(0.0027) para hacer la recomendacio´n. La cantidad de usuarios a los que se les podr´ıa
recomendar el tema se muestran en la Figura 4.12.
En la Tabla 4.28 se muestran 18 comentarios de un usuario cuyo Intere´s por la
marca “TV Azteca” es alto. Algunas menciones fueron eliminadas para proteger su
identidad, se dejaron aquellas referencias de personas pu´blicas. As´ı mismo, la Tabla
4.29 muestra las 60 palabras que obtuvieron el valor TF-IDF ma´s alto para la misma
marca.














































































































Figura 4.12: Usuarios con Intere´s en el tema.
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Espero que no!! Y que le guste a todo el mundo!
Saludos Analeli!! Bendiciones
Saliendo del Circo de la Cafeter´ıa con mi compa @regalito tv con
grandes planes y sorpresas para ustedes. Este´n pendientes!!
Esa rolita s´ı que me gusta! Lo malo es que la hice yo.
Eh! Yo quiero ir! Ya no me invitan! Que´ gachos... Jejejeje.
Saludos a la familia compa!
Buenis d´ıas a todos! Madrugue´ por culpa de una maldita pesadilla
y mejor me vine a correr a la arboleda. Y termine´, as´ı que un ban˜ito!
Buenos d´ıas @lizbriones @OMARCHAPARRO. Pura gente disciplinada.
Buenos d´ıas @teregarcia1931 @ladivademexico .
Buenos d´ıas @soyomareldeclub @MikyCopeton
pero soy compa de todos! Soy Gonza´lez!
ya esta´! Me acuerdo cuando andaba bien necio con El planeta de los
simios dec´ıa “vamos a ver la de changos changos”. Jejeje.
@EDSONZUNIGA Que´ bueno que regreso´ compa! A ver si le marco
para saludarlo. Un fuerte abrazo. El´ıas
@OMARCHAPARRO Compadrito! Revise su email porque ya le mande´ su
encargo. Un gran abrazo y espero que le guste.
Esta es una convocatoria para que me digan a do´nde llevar a pasear a
mi novia hoy en MTY. Descartados el cine, boliche, cenar, Santa Luc´ıa!!
Esa es muy buena! Lo malo es que ella vive en Sta. Catarina y nos queda
lejos. Pero muchas gracias hermano!
Ya fuimos, nos subimos y hasta cenamos en El Lingote la mejor comida que
jama´s haya probado. Saludos compa! Mas sugerencias
Neta que soy bien fan de @ladivademexico !
@fernandolozano ojala´ que ganen hoy y man˜ana.
Saludos compadrito. Un gran abrazo!
Tabla 4.28: Comentarios de ejemplo de un usuario con Intere´s alto en TV Azteca.

























En esta tesis abordamos el problema de calcular el Intere´s de un usuario en un
tema mediante miner´ıa de texto y ana´lisis de sentimiento. Definimos formalmente
el Intere´s de un usuario en un tema como una funcio´n f del contenido del usuario
cu(t) y del sentimiento expresado en el mismo su(t), cuyo valor es un indicador del
agrado, desagrado o indiferencia con respecto al tema. Utilizamos miner´ıa de texto
para obtener cu(t), el cual mide la similitud del usuario con el tema, y ana´lisis de
sentimiento en el contenido para obtener su(t), la cual es el sentimiento del usuario
con respecto al tema. En los experimentos de esta tesis utilizamos la multiplicacio´n
como funcio´n de cuantificacio´n f (f(cu(t), su(t)) = cu(t) · su(t)), sin embargo, otras
funciones podr´ıan ser investigadas.
Las funciones cu(t) y su(t) deben ser elegidas de acuerdo al entorno en el que
se este´ trabajando con el fin de representar en forma adecuada el intere´s del usuario.
Este concepto puede ser aplicado tanto en redes sociales como en otros a´mbitos
donde exista una interaccio´n del usuario a trave´s de comentarios como en el caso de
los microblogs. Tanto el contenido como el sentimiento pueden variar en la forma
dependiendo del entorno y e´stos pueden ser utilizados para cuantificar el intere´s.
Para la cuantificacio´n del intere´s propusimos utilizar una representacio´n del
usuario creada a partir de comentarios de los contactos del usuario en un microblog.
Analizamos tres posibilidades de representacio´n del usuario, las cuales se listan en la
Tabla 4.12. Adema´s analizamos la posiblidad de utilizar comentarios de una sola clase
de sentimiento para crear la representacio´n como se explico´ en la Seccio´n 4.3.1. De
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igual forma, propusimos utilizar comentarios dentro del microblog para representar
al tema.
Para lograr el objetivo de hacer ana´lisis de sentimiento en espan˜ol sobre el
contenido del usuario creamos una herramienta llamada TOM, la cual probo´ tener
una precisio´n considerable y competitiva con respecto a otras herramientas existentes
en el estado del arte. Utilizamos dicha herramienta para calcular el sentimiento
del usuario con respecto al tema su(t). Tambie´n utilizamos a TOM para elegir los
comentarios que se utilizar´ıan para representar al usuario con base en un sentimiento
a manera de filtro. TOM podr´ıa ser utilizado en otras aplicaciones que tengan que ver
con miner´ıa de texto y ana´lisis de sentimiento. As´ı mismo, TOM puede ser mejorado
y estudiado por otros investigadores.
En general obtuvimos que la probabilidad de que dos usuarios sean contactos
en el microblog aumenta cuando tienen un Intere´s muy positivo o muy negativo
en el tema; lo cual es congruente con el trabajo de Feld sobre relaciones en las
organizaciones [33] y el principio de homofilia en redes sociales [69]. La correlacio´n
obtenida de dicha probabilidad y el Intere´s es mayor a 0.80 en la mayor´ıa de los
casos. Tambie´n observamos que utilizar comentarios de una clase de sentimiento
para representar al usuario podr´ıa ser suficiente para calcular el Intere´s. Esto podr´ıa
ser u´til durante el ca´lculo (computacionalmente hablando) ya que es una cantidad de
informacio´n menor y por lo tanto el tiempo de procesamiento sera´ menor tambie´n.
Podemos concluir que s´ı fue posible utilizar ana´lisis de sentimiento en espan˜ol
con el propo´sito de cuantificar el intere´s ya que fuimos capaces de crear y utilizar
la herramienta TOM con dicho propo´sito. Utilizamos los vectores de valores TF-
IDF para representar a los usuarios. Por tanto, tambie´n logramos aplicar miner´ıa
de texto en espan˜ol con el mismo fin. Vimos que los usuarios s´ı se pueden repre-
sentar mediante los comentarios de sus contactos y que esto ayuda a cuantificar el
intere´s. Mediante TOM se pudieron crear diferentes representaciones de los usuarios
a trave´s de la eleccio´n de comentarios que pertenecen a una misma categor´ıa de sen-
timiento. Utilizamos comentarios del microblog para crear representaciones de los
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temas automa´ticamente. Finalmente, nos fue posible cuantificar el intere´s utilizando
las funciones cu(t) y su(t) lo cual comprueba la hipo´tesis principal de la tesis. Las
siguientes son las principales contribuciones de este trabajo:
Modelo de cuantifiacio´n del intere´s con base en el contenido y el sentimiento.
La herramienta TOM, que clasifica comentarios en espan˜ol como positivos,
negativos o neutros; y su diccionario, el cual incluye el le´xico, frases y modifi-
cadores de valencia.
Utilizacio´n de comentarios de los contactos del usuario para crear su represen-
tacio´n (ver Tabla 4.12).
Creacio´n de representaciones de un tema apartir de comentarios pu´blicos de
un microblog.
Utilizacio´n del sentimiento para elegir los comentarios de los contatos.
5.0.1 Trabajo futuro
Como ya hemos mencionado, la probabilidad de que dos usuarios sean contac-
tos en el microblog aumenta cuando ambos tienen un Intere´s muy positivo o muy
negativo en el mismo tema. La utilizacio´n de comentarios de una cierta clase de
sentimiento para crear la representacio´n del usuario puede ayudar a que el proce-
samiento sea ma´s ra´pido; sin embargo, en un trabajo futuro podr´ıa investigarse el
impacto que tiene esto para representar los intereses del usuario o en la obtencio´n
de un conjunto de temas del agrado o desagrado del usuario.
Para los Grupos 1, 2 y 3, la correlacio´n de la probabilidad de que sean contactos
con el intere´s por el mismo tema es alta cuando se trata de un agrado por los
mismos temas para el caso unidireccional. Sin embargo, para el caso bidireccional,
la correlacio´n es alta cuando se trata de un desagrado por el mismo tema. Se podr´ıa
investigar utilizando otros microblogs o redes sociales si en los grupos ma´s cohesivos,
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el desagrado por los mismos temas tiene mayor importancia al momento de formar
lazos sociales. As´ı mismo, en el caso unidireccional (en donde un usuario recibe
informacio´n del otro), podr´ıamos investigar si la relacio´n se debe a que los usuarios
desean recibir informacio´n o comentarios positivos acerca de sus temas de intere´s.
La cuantificacio´n del intere´s realizada en esta tesis obtiene un valor que re-
presenta el nivel de agrado, desagrado e indiferencia con respecto a un tema. Sin
embargo, para crear un sistema que obtenga automa´ticamente los usuarios que con
mayor probabilidad aceptar´ıan probar un nuevo producto o incluso comprarlo, es ne-
cesario determinar un nivel θ, que sirva para clasificar a los usuarios que esta´n dentro
de la categor´ıa de posibles compradores. E´ste es un trabajo futuro que podr´ıa reali-
zarse utilizando productos y usuarios en un escenario que permita validar si probaron
o compraron el producto. En otro experimento se podr´ıan utilizar los temas con los
que trabajamos en esta tesis para mostrarle a un grupo de usuarios el Intere´s que
resulto´ de aplicar nuestro me´todo y validar los resultados mediante calificaciones
asignadas por ellos.
La experimentacio´n realizada podr´ıa llevarse a cabo en otros ambientes donde
los usuarios interactu´an, como es el caso de redes sociales como Facebook, o Tuenti;
incluso se podr´ıan repetir los experimentos en blogs de usuarios.
En esta tesis se trabajo´ con los contactos del usuario para crear una repre-
sentacio´n que permitiera comparar al usuario con el tema y evaluar su sentimiento.
Como mencionamos anteriormente, se utilizaron tres estrategias para elegir dichos
usuarios las cuales se encuentran en la Tabla 4.12. Otras estrategias se podr´ıan utili-
zar para elegirlos; por ejemplo, una vez que se tenga informacio´n de usuarios que ya
han mostrado un intere´s en un tema (producto o servicio) con anterioridad, podr´ıa
ser utilizada para cuantificar el intere´s de sus contactos hacia dicho tema. En el caso
de un producto o servicio, podr´ıa ser u´til considerar informacio´n de los contactos
del usuario que ya han tenido un acercamiento con dicho producto o si ya lo han
comprado.
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El me´todo propuesto para la cuantificacio´n del intere´s no depende del idioma
con el que se este´ trabajando. Se podr´ıa ampliar la herramienta TOM para procesar
tambie´n el sentimiento en otros idiomas o utilizar alguna otra para el idioma es-
pec´ıfico determinado previamente a partir del comentario; e´sto ser´ıa u´til en ciudades
donde se utilice ma´s de un idioma con mucha frecuencia.
Por ahora, la precisio´n de TOM al evaluar el sentimiento es aceptable; sin em-
bargo, todav´ıa se puede mejorar. Para obtener datos confiables del Intere´s se necesita
una cantidad suficientemente grande de comentarios que permita tener la certeza de
que el sentimiento con respecto al tema es positivo, negativo o neutro. Conforme se
avance en la obtencio´n de una mejor precisio´n al clasificar los comentarios de TOM,
podr´ıan repetirse los experimentos.
El le´xico de TOM au´n puede mejorarse tambie´n. Se podr´ıan utilizar me´todos
de aprendizaje supervisado que sean capaces de detectar palabras que se utilizan
para denotar sentimientos (como por ejemplo, los adjetivos calificativos); utilizando
como conjunto de entrenamento y de prueba parte del le´xico con el que ya contamos.
La determinacio´n de pesos (o carga emotiva) de las palabras tambie´n fue realiza-
da manualmente. En este caso se podr´ıa utilizar de nueva cuenta algu´n metodo de
aprendizaje supervizado que determine dichos pesos, tales como: ma´quinas de vecto-
res de soporte (SVM) o redes neuronales. El le´xico de SentiWordNet 3.0 [4] en ingle´s
podr´ıa ser traducido al espan˜ol y adaptado al le´xico de TOM. Dado que SentiWord-
Net asigna tres cargas (positiva, negativa y neutra) a cada palabra, un me´todo para
determinar el peso final tendra´ que ser utilizado antes de agregar dichas palabras al
le´xico de TOM.
Como mencionamos en la Seccio´n 4.2.2, el corrector de ortograf´ıa que utiliza
TOM es muy simple. Otros me´todos como el que propusimos en dicha seccio´n, el
cual utilizar´ıa un cambio sistema´tico de letras que tengan alguna similitud hasta
encontrar la palabra en el le´xico y obtener su peso, podr´ıa ser utilizado. Dicha
similitud podr´ıa ser a partir del sonido de las letras (como en el ejemplo de la
palabra “kancion” y “cancio´n”).
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La lista de modificadores de valencia que utiliza TOM puede ser ampliada.
Cierta informacio´n proveniente de un analizador de discurso podr´ıa ser u´til para
determinar el alcance del modificador. En los experimentos utilizamos rangos de pa-
labras que son afectadas por los modificadores. Estos rangos inclu´ıan una palabra
hacia atras o hacia adelante dependiendo del modificador. Este tipo de reglas intro-
dujo algunos errores en la clasificacio´n como se vio en la Tabla 4.10. La informacio´n
del analizador de discurso podr´ıa ser u´til para determinar si se trata o no de un
modificador de valencia y el alcance del mismo.
Para mejorar la precisio´n de TOM se podr´ıa incluir un proceso de desambigua-
cio´n de las palabras. Vimos que en el caso de la palabra “Vale” en un comentario de
la Tabla 4.10, fue clasificado incorrectamente como negativo ya que no se trataba de
una expresio´n como “Me vale”. Para la desambigu¨acio´n se podr´ıa utilizar tambie´n un
analizador de discurso. Freeling es un analizador de texto en espan˜ol que se podr´ıa
utilizar con este fin [78].
Como vimos en la Seccio´n 4.2.1, la eliminacio´n de los sutantivos mediante el
me´todo propuesto no fue u´til en la clasificacio´n del sentimiento. Se podr´ıa seguir
investigando este tratamiento mediante un ana´lisis ma´s profundo de las reglas del
lenguaje y un analizador de discurso como Freeling. Ciertas frases como “el amor(+1)
es feo(-1)”, por ahora son clasificadas como neutras por TOM. Eso hace evidente la
necesidad de detectar el sustantivo o sujeto que es de lo que se habla.
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