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Abstract. One of the main challenges in neuroscience is to define the 
detailed structural design of the nervous system. This challenge is one of 
the first steps towards understanding how neural circuits contribute to 
the functional organization of the nervous system. In the cerebral cortex 
pyramidal neurons are key elements in brain function as they represent 
the most abundant cortical neuronal type and the main source of cor-
tical excitatory synapses. Therefore, many researchers are interested in 
the analysis of the microanatomy of pyramidal cells since it constitutes 
an excellent tool for better understanding cortical processing of informa-
tion. Computational models of neuronal networks based on real cortical 
circuits have become useful tools for studying certain aspects of the func-
tional organization of the neocortex. Neuronal morphologies (morpholog-
ical models) represent key features in these functional models. For these 
purposes, synthetic or virtual dendritic trees can be generated through a 
morphological model of a given neuronal type based on real morphome-
tric parameters obtained from intracellularly-filled single neurons. This 
paper presents a new method to construct virtual dendrites by means of 
sampling a branching model that represents the dendritic morphology. 
This method has been contrasted using complete basal dendrites from 
374 layer II/III pyramidal neurons of the mouse neocortex. 
Keywords: Bioinformatics, Machine Learning, Neurosciencie, 
Microstructure Neuronal Morphology. 
1 Introduction 
Over the years, neuroscience has evolved considerably thanks to the use of a great 
variety of in-vivo and in-vitro approaches. However, the s tudy of the nervous 
system is still subject to several major limitations which comes from three major 
factors: (i) large number of elements (ii) the existence of an intricate web of 
interactions between these elements, and (iii) limited knowledge of the functional 
signiñcance of these interactions. 
To overeóme some of these limitations, simulation and modeling mechanisms 
are proposed to manage the inherent complexity of the nervous system. These 
mechanisms take proñt of the development of new tools integrated with labora-
tory research using experimental approaches. 
In general, neurons adopt a considerable variety of shapes and sizes, as well 
as different patterns of dendritic and axonal arborizations. In particular, cortical 
pyramidal neurons consist of a typically pyramid cell body that gives rise to an 
apical and basal dendritic arbor. Their axons leave the región of origin, in which 
the cell body is located, and are therefore also called projection neurons. 
One of the main challenges in neuroscience is to define the detailed structural 
design of the nervous system. This challenge is one of the first steps towards 
understanding how neural circuits contribute to the functional organization of 
the nervous system. In particular, the neocortex is the choice of numerous theo-
reticians and experimentalists because of its direct involvement in many aspeets 
of mammalian behavior. In the neocortex, pyramidal neurons are key elements 
in its functional organization as they represent the most abundant cortical neu-
ronal type (70-85%) and the main source of cortical excitatory synapses. They 
constitute the vast majority of projection neurons and are commonly subdivided 
according to their projection site and the pattern of their terminal axonal ar-
borization (for reviews see [1], [2], [3], [4], [5], [6], [7], [8], [9]). Moreover, all 
dendritic surfaces of pyramidal cells are covered by spines, except the proximal 
segments arising directly from the cell soma which are spine-free. These dendritic 
spines constitute the major postsynaptic elements of excitatory synapses. Thus, 
dendritic spine are considered to be fundamental for memory, learning and cog-
nition ([10], [11], [12], [13]). There is a spatial segregation of different inputs in 
different regions of the dendritic tree that can be divided into two major com-
partments: the apical dendrite with its collateral branches and dendritic tuft, 
and the basal dendrites. The basal dendrites form about 90% of the dendritic 
length of any cortical pyramidal neuron ([14]). Consequently, the basal dendritic 
arbor represents the major source of synaptic inputs to pyramidal neurons. 
As a result, many researchers are interested in the analysis of the microanatomy 
of pyramidal cells since it constitutes an excellent tool for better understanding 
cortical processing of information. Computational models of neuronal networks 
based on real cortical circuits have become useful tools for studying certain aspeets 
of the functional organization of the neocortex ([15]). A powerful method to exam-
ine developmental mechanisms and structure-function relationships of 
neuronal morphological parameters is computational modeling of neuronal mor-
phology (e.g., [16]). For these purposes, synthetic or virtual dendritic trees can be 
generated through a morphological model of a given neuronal type based on real 
morphometric parameters obtained from intracellularly-filled single neurons. 
This paper presents a new method to construct virtual dendrites by means 
of sampling a branching model that represents the dendritic morphology. This 
method has been contrasted using complete basal dendrites from 374 layer II/III 
pyramidal neurons of the mouse neocortex. 
The rest of the paper is organized as follows: In Section 2 the main con-
cepts about the morphology of pyramidal cells are briefly presented. Section 3 
introduces the methodology to créate the morphology model and the use of this 
model to créate virtual dendrites. In Section 4 experimental results are reported. 
Finally, Section 5 discuses the results and future work. 
2 Dendrit ic Morphologies of Pyramidal Cells 
A remarkable characteristic of pyramidal cells is the great variations in their 
microanatomy since signiñcant differences between pyramidal cells in different 
cortical layers and áreas and between species exist regarding the pattern of 
dendritic arborisation and in the number and density of dendritic spines (e.g., 
[14], [17], [18], [19], [20], reviewedin [21], [22]). This is an important issue in terms 
of function, since the morphology of the dendritic tree is related to the processing 
of synaptic inputs. For example, the structure of the dendritic tree itself affects 
the process of integration, while its size influences topographic sampling map 
and the mixing of inputs ([23],[24], for a recent work see [25]). 
In general, a major limitation in analyzing the morphology of the neurons is 
that it is necessary to use relatively thin tissue slices to visualize labeled neurons, 
frequently in the order of a few microns, in contrast to the hundreds of microns 
or even millimeters over which neuronal processes may expand. Thus, labeled 
processes are frequently incomplete because during the slicing procedures of the 
tissue some parts of the neuron morphology are missing in a variable degree 
depending on the thickness of the sections and the relative localization of the 
labeled neuron within the slice. Currently, this problem can only be overeóme 
by using serial sections to reconstruct the cell in 3D. However, neuronal pro-
cesses are not always easy to trace and they may be lost in the background 
noise at times ([26]). Together, these obstacles make it very laborious and time-
consuming to obtain meaningful measurements from neurons. Virtual neurons 
may also help to validate and develop algorithmic methods for repairing ([27]), 
using different sampling protocols. The advantage to obtain such a repair method 
is that pyramidal neurons might be examined in coronal sections to include both 
the apical and basal dendritic systems, though incomplete the repair methods 
might help to genérate a complete picture of the pyramidal cell morphology. 
Fortunately, the basal dendritic arbors of pyramidal cells can be fully recon-
structed in single sections. Furthermore these sections are made in the horizon-
tal plañe and with a sufñcient thickness as to include the whole dendritic tree 
(e.g., [17]). Thus, we have used data from fully reconstructed basal dendrites as 
they are particularly valuable to validate and develop methods to créate virtual 
neurons. 
3 Methodological Approach 
Dendrites are complex tree-like 3D structures deñned by many morphometric 
parameters. As a preliminary step towards the creation of virtual dendrites, this 
paper proposes a method to define the branching scheme of the dendrites. Instead 
of considering the 3D structure of the dendrite, the branching scheme represents 
some topological aspects, such as the number of branches and the symmetry of 
these branches, together with some aggregated morphometric parameters, such 
as the length of the dendrite (and branches) the distance to the cell soma and 
the tortuosity. 
The method presented in this paper has two main components: (i) a procedure 
to construct a branching model and (ii) a dendrite sampler to use the model to 
produce virtual dendrites. 
The construction of the model is an off-line process applied on the experi-
mental data extracted from real-neurons. How this model is constructed is fully 
explained in Section 3.2. Nevertheless, it is easier to understand the objective of 
this model if the dendrite sampler (that uses this model) is first presented. 
3.1 Dendrite Sampler 
The dendrite sampler implements an algorithm to créate virtual dendrites by 
means of sampling a branching model. The virtual dendrites created by this 
algorithm should be biologically feasible in terms of morphological aspects and 
statistically analogous to real dendrites obtained by experimental methods. 
The dendrite sampler operates at the level of segment. A segment is the por-
tion of a dendrite between two consecutive branch bifurcations, or between the 
soma and the first bifurcation of the dendrite. A segment has a given pathlength 
(the length of the corresponding portion of the dendrite, named segment path-
length) . The pathlength is also computed between the end of the segment and 
the cell soma. Another parameter is the euclidean distance between the end of 
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the segment and the soma, as well as the euclidean distance between the begin-
ning and the end of the segment. The ratio between this last euclidean distance 
and the pathlength is called tortuosity. Most of the attributes have been ex-
tracted from the literature ([28], [29], [30]) and there is a graphical explanation 
in Figure 1. 
The dendrite sampler tries to simúlate the growth of a real dendrite, it creates 
the branches in a breadth-ñrst order. In Figure 2 there is a flow diagram to 
explain the procedure. There is a set of segments, called growing segments, which 
are in development stage. The sampler extracts the shortest (minimum global 
pathlength) one and uses the termínatíon model to predict if the branch ñnishes 
at this position. If not, the segment has to bifúrcate. The bifurcation is performed 
sampling a pathlength and a euclidean distance for each of the branches (using 
the pathlength model and the euclidean distance model). Then, both branches 
are included in the set of growing segments. The process is repeated iteratively 
until there are no growing branches in the set. 
3.2 Model Construction 
In the present study we have used homogeneous collections of complete basal den-
dritic arbors to genérate synthetic dendritic morphologies using machine learning 
methods based in stochastic algorithms. In particular, the whole basal dendritic 
arbor of layer II/III pyramidal neurons was examined. In this experiment, these 
cells were obtained from 6 different cytoarquitectonic cortical áreas of the mouse 
neocortex: primary and secondary motor (MI and M2), primary and secondary 
somatosensory (SI and S2) and primary and secondary visual cortex (VI and V2) 
using intracellular injections of Lucifer Yellow in ñxed cortical tissue. Thereafter, 
the geometrical structure of basal arbors was three-dimensionally reconstructed 
in each cortical región using Neurolucida package (MicroBrightField). A total 
of 374 neurons were included in the analysis (44 in MI, 91 in M2, 44 in SI, 71 
in S2, 41 in VI and 83 in V2). This material has been used in previous studies 
([19], [20] ) in which the intracellular injection methodology and visualization of 
neurons is described in detail. 
In order to obtain a virtual dendrite, the sampler uses three different models: 
termination model, pathlength model and euclidean distance model. These models 
are induced from the experimental data provided by the 374 pyramidal cells. 
The real dendrite data is retrieved with Neurolucida and stored in ASC for-
mat. This format supports basically the morphology structure of the dendrite 
with space coordinates and additional information like labels, color and other 
Ítems speciñed by the Neurolucida user. To use this data to build models and 
extract the metrics there must be a preprocess of data. It consists of two phases, 
the ñrst one retrieves the morphology structure of the dendrite, and the second 
one calculates the different measures of the branches. Once this is done, the in-
formation is stored at the segment level. Thus the instances are formed by the 
data of two consecutive segments, the attributes of the ñrst one, and the ñnish 
valué, pathlength increment and euclidean distance increment of the second seg-
ment. For example, if a segment A bifurcates into two children segments B and 
C, the following two instances will be created (A,B) and (A,C). These instances 
are used by pathlength model and euclidean distance model. The termination 
model uses a different dataset containing whole branches (from soma to the end 
of the branch). This data set records the pathlength and euclidean distance of 
the branches. 
To maintain the quality of the data, there is a ñlter which exeludes from the 
dataseis those dendrites that are too small to exists in a real neuron. These are 
dendrites with only one branch or one bifurcation. The models are built with 
Weka from the ñnal dataset and then provided to the sampler for generating the 
virtual dendrites. 
The termination model uses a normal distribution of the dendrite pathlength 
estimated from the expermiental data. The sample mean and variance are com-
puted via máximum likelihood (using Bessel correction for the variance). The 
corresponding model, for each candidate branch, provides a probability to ñnish 
at the current pathlength. Then, a binomial distribution is sampled with prob-
ability p equals to the probability computed before. This binomial distribution 
indicates if the branch ñnishes or not. 
The pathlength model is computed by sampling a normal distribution, but in 
this case the parameters are predicted using a regression model from the data. 
This regression model approximates the mean valué of the increment pathlength 
using the rest of the information of the previous segment (branch order, previous 
segment pathlength, previous euclidean distance to soma, ...). The predicted 
valué is considered the mean valué of the normal distribution, for the variance 
the s tandard mean square error (MSE) is used. 
The euclidean distance rnodel is created using a very similar process. The 
main difference is tha t the model computes the euclidean distance increment. 
To construct this model the pathlength of the current segment (already sampled) 
is included. 
4 Experimental Results 
To validate the procedure several morphometric parameters have been used. 
These measure the whole dendrites, not segments: Total length (pathlength seg-
ment of each of the branches of the dendrite), Number of branches (number of 
branches in the dendritic tree), and Máximum euclidean distance (The euclidean 
distance reached by the most distant terminal of the branches of the dendrite). 
These morphometric parameters have been extensively used in the literature, 
as they provide important information to construct functional models ([16], [13]). 
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Table 1. Morphometrics p-valúes of T-Test and F-Test. Bold face indicates distribu-
tions with no significant statistical differences. 
fold 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Total length 
T-Test 
0,41919188 
0,11765158 
0,66068776 
0,12481806 
0,33458759 
0,40131150 
0,94251514 
0,00026773 
0,02489360 
0,00006949 
F-Test 
0,36478547 
0,49714120 
0,00005603 
0,00132655 
0,29449791 
0,45813770 
0,38969360 
0,51401748 
0,88807141 
0,13280718 
Max. euclidean distance 
T-Test 
0,02830407 
0,05487532 
0,99464954 
0,46224339 
0,21931231 
0,61319364 
0,04513971 
0,00011822 
0,02408693 
0,00488902 
F-Test 
0,13246995 
0,07755403 
0,01051810 
0,15136875 
0,15544413 
0,22591712 
0,66399835 
0,49456661 
0,36758700 
0,45006132 
Number of branches 
T-Test 
0,00000289 
0,00000022 
0,00000259 
0,00000039 
0,00000055 
0,00000188 
0,00010505 
0,00000000 
0,00000026 
0,00000000 
F-Test 
0,00247477 
0,00000577 
0,00060837 
0,00748735 
0,00465168 
0,00002223 
0,00121797 
0,00035040 
0,00133224 
0,00000558 
The length and number of branches provide information of the complexity of 
the input maps of the neuron and the euclidean distance an estimation of the 
interaction radius between neurons. Figure 3 shown a comparison of all this 
morphometrics valúes obtained in the process between real and virtual dendrites. 
The evaluation of the quality in these models consists on a ten-fold validation. 
The 374 neurons are randomly separated into 10 different groups (folds). Then, 
9 out of these 10 folds are grouped together to créate the input data to construct 
the models. After that, the models are passed through the dendríte sampler and 
it will produce the same number of dendrites that contains the remaining fold. 
Then the three morphometric measures are considered to compare the set of real 
dendrites and the set of virtual dendrites generated by the sampler. 
The mechanisms carried out to compare the different measures and determine 
if there exist statistical differences are two statistical tests: T-Test and the F-
Test, which compare the mean and standard deviation distributions, respectively. 
The entire process is repeated 10 times, considering each time a different fold 
for validation and using the rest of them to construct the models. The p-valúes 
obtained are shown in Table 1, where the bold face valúes represent folds which 
do not have statistical differences between the real and virtual distributions and, 
therefore, we cannot assert than they are different from each other. 
5 Conclusions 
In this paper, a ñrst approach on the prediction of the morphologies of pyrami-
dal cells has been presented. This study has considered 374 neurons and some 
morphometric parameters (such as total length of branches, máximum euclidean 
distance and the number of branches). In order to evalúate the results a method-
ology of validation of the sampled data has been presented. 
This approach shows that even preliminary studies on the prediction of 
neuronal morphologies can obtain promising good results for some of the 
morphometric parameters . The total pathlength for a given dendrite branch 
is easily predicted by the distribution of pathlengths in a homogeneous da ta set. 
As the prediction for the total pathlength is well-adjusted the other two mod-
els have to compénsate each other. The pathlength of the segment is not so pre-
cise and probably longer than expected, which reduces the number of branches 
required to reach the expected pathlength of the entire branch. 
In the near future, more effort will be addressed to reñne the segment path-
length model to improve the overall sampling procedure, by additionally analyz-
ing the cells grouping them per cortical áreas. As an open issue, the model will 
provide 3D structures of dendrites and will include other morphological elements. 
The expectation of using this model in functional studies of cortical circuits is 
also clear. Besides the application to construct computational models, these vir-
tual neurons have a short- term practical application to develop repair algorithm 
methods in order to reconstruct the missing portions of the labeled neurons 
([27]). Such a repair method would allow to genérate a complete picture of the 
pyramidal cell morphology in coronal sections, in which both basal and apical 
arbors are partially included within the sections. 
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