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できる．この logit関数を probit関数へと置き換えるものとして AIRを定義することが可
能である．一般に知られているように，logit 関数と probit 関数は近似できるため，AIR














第 1章 はじめに ..................................................................................................... 6 
1.1 類似検索と空間索引 ............................................................................. 6 
1.2 空間索引とクラスタリング .................................................................. 7 
1.3 次元縮小法の必要性 ........................................................................... 10 
1.4 増加再標本焼きなまし法の提案 ......................................................... 12 
1.5 論文の構成 ......................................................................................... 15 
第 2章 ヒルベルトソートの高性能化 .............................................................. 16 
2.1 高性能化の概要 .................................................................................. 17 
2.2 提案アルゴリズムの具体的手順例 ...................................................... 18 
2.3 提案アルゴリズム ............................................................................... 25 
2.4 ヒルベルトソートの速度比較実験 ...................................................... 28 
2.5 結論 .................................................................................................... 31 
第 3章 増加再標本焼きなまし法を用いた次元縮小射影 Simple-Mapの 
ピボット探索 ........................................................................................... 33 
3.1 次元縮小射影 Simple-Map ................................................................. 33 
3.2 増加再標本焼きなまし法 .................................................................... 35 
3.3 従来手法と提案手法の性能比較 ......................................................... 37 






第 4章 焼きなまし法の共通視点 ...................................................................... 40 
4.1 焼きなまし法と提案手法の共通視点 .................................................. 40 
4.2 焼きなまし法 ...................................................................................... 42 
4.3 増加再標本焼きなまし法 .................................................................... 43 
4.4 焼きなまし法の共通視点 .................................................................... 45 
4.5 焼きなましスケジュール .................................................................... 46 
4.6 MCMCにおける logitと probit ......................................................... 48 
4.7 次元縮小射影のピボット探索 ............................................................. 51 
4.8 焼きなましに基づくクラスタリング .................................................. 52 
4.9 結論 .................................................................................................... 56 
第 5章 結論と今後の課題................................................................................... 57 
謝辞  ................................................................................................................... 61 
































近い順に k個の点を求める．  
近年注目されている AI 技術の Deep Learning[28] では，クラス分類などの問題に
対して精度の高い結果が得られても，結果の理由を説明することが難しいとされている．





























































   






































類似検索で用いられる手法に局所性鋭敏ハッシュ（Locality Sensitive Hash, 












































軸別量子化法 [18] より良い解を得ることができなかった． 






な誤差を発生する確率が高く，探索の初期段階では AIRは SA と同様にランダムな遷
移を行う．大きな再標本での評価は誤差が小さくなるので，最終段階では，AIRは SA




さらに，本論文では，AIRが SA の近似になっていることを示す．そのために，SA と
AIR がいずれも確率的揺らぎをもった目的関数を用いた山登りであるという統一的な





















































の次元数 m とヒルベルト曲線の次数 r の両方に関して指数関数的に大きなコス
トを必要とする．既知の改善された方法 [3, 15, 16] では，O(mr) の時間で各点
のヒルベルトインデックスを計算するため，n個の点をソートするためには，イ















O(n log n) 時間でソートすることができ，計算量を改善できる．また，マルチメ
ディアデータの高次元の特徴など，実用的なデータにおいても，提案アルゴリ
ズムを用いると非常に高速にソートすることが確認できる． 
































らをすべて区別するヒルベルト曲線は，次数 3 のものである（図 3）．ここで，
図3においては，空間が 22×3=64個の小領域に分割されていることに注意しよう．
























図 4  領域全体のヒルベルト曲線 
  
まず，横軸で分割する（図 5）．分割で用いたビットは，図の右側の座標値を















































図 9  領域の分割と要素数 
 
また，ヒルベルトインデックスの算出には mnr = 54ビットの参照が行われる
のに対して，ヒルベルトインデックスを算出しないヒルベルトソートでは，全













図 10と図 11の疑似コードは，C++ 風に書いた．引数 Aは便宜上，rビット
列の m次元配列のポインタの n個配列として疑似コードを書いたが，実際には
r = 8なら unsigned char，r = 16なら unsigned short，r = 32なら unsigned long，r = 













始時においては [15, 16] に出てくる d及び eと同じ意味を持ち，cが 0から n－
1までの 1サイクルを通して，同様の変化を生じる． 
関数 partition の計算量は，区間の長さと比例する．関数 HSort では，partition






bitset<r> * A[], // array of points to be sorted 
int st, int en, // represent range A[st], ... , A[en] 
int od, // current order of Hilbert curve 
int c,   // axis counter in current order  
bitset<r> & e, // start positions of axes 
int d,  // axis number of first division on current order 
bool di,  // direction of previous division: 
  // false -> forward,    true -> backward 
int cnt  // number of continuous occurrences of di at same order  
) 
{ 
int p, d2; 
if(en <= st) return; // nothing to do for empty or singleton 
p = partition(A, st, en, od, (d + c) % n, e.test((d + c) % m)); 
if(c == m - 1) {  // simulation done, goto next order  
if(b == 0) return; // no more order to simulate  
d2 = (d + m + m - (di ? 2 : cnt + 2)) % m; 
e.flip(d2); e.flip((d + c) % m); 
HSort(A, st, p - 1, b - 1, 0, e, d2, false, 0); 
e.flip((d + c) % m); e.flip(d2); // undo of flips (2 before line) 
d2 = (d + m + m - (di ? cnt + 2 : 2)) % m; 
HSort(A, p, en, b - 1, 0, e, d2, false, 0); 
} else { 
HSort(A, st, p - 1, b, c + 1, e, d, false, di ? 1 : cnt + 1); 
e.flip((d + c) % m); e.flip((d + c + 1) % m); 
HSort(A, p, en, b, c + 1, e, d, true, di ? cnt + 1 : 1); 
e.flip((d + c + 1) % m); e.flip((d + c) % m);  // undo of flips 
} 
} 






bitset<m> *A[], // array of points to be sorted 
int st, int en, // represent range A[st], ... , A[en] 
int od,  // order of interest 
int ax,  // axis number to be divided 
bool di  // direction, false -> ascending, true -> descending   
) 
{ 
int i, j; 
i = st – 1; 
j = en + 1; 
while(true) { 
do i = i + 1; while(A[i][ax].test(od) == di); 
do j = j - 1; while(A[j][ax].test(od) != di); 








間が 1 以下になると打ち切りになるため，枝の数は各階層で n 以下であること
が保証される．このことから，各階層の処理は枝分かれ分をすべて足したとし
て最悪でも O(n) に収まることが分かる．途中打ち切りが発生しないとき，階層


































次数 r = 8 (=unsigned char に相当)，データ件数 n = 1024k (= 1024×1024 = 
1,048,576) を基準として，それぞれ次数とデータ件数を半分，4分の 1，8分の 1，



























































































本章は，LWDA 2017で発表した論文 [23] に基づいている． 
 
3.1 次元縮小射影 Simple-Map 
ここでは，提案する最適化手法の適用対象である次元縮小射影 Simple-Map 






二つの距離空間 (𝑈, 𝐷), (𝑈′, 𝐷′) を考えよう．ここで，𝐷 および 𝐷′ は，三角
不等式を満たす距離関数とする．データ𝑢の次元数をdim(𝑢)とする．写像
𝜋:  𝑈 → 𝑈′が次元縮小であるとは，任意の𝑢, 𝑣 ∈  𝑈に対して，以下の条件を満た
すことをいう． 
 dim(𝜋(𝑢)) ≤ dim(𝑢) (1) 
 𝐷′(𝜋(𝑢), 𝜋(𝑣)) ≤ 𝐷(𝑢, 𝑣) (2) 
条件 (1) は，次元を縮小することを，条件 (2) は 𝐷′ が 𝐷 による距離の上限
を与えることを意味する． 
Simple-Map（S-Map）は，ピボットと呼ぶ点 𝑝 を用いて以下によって定義さ
れる射影 𝜋𝑝 に基づく． 
𝜋𝑝(𝑢) = 𝐷(𝑝, 𝑢) 
三角不等式により，任意の 𝑢, 𝑣 ∈  𝑈 に対して，以下が成立つ． 
|𝜋𝑝(𝑢) − 𝜋𝑝(𝑣)| ≤ 𝐷(𝑢, 𝑣) 
ピボット集合 𝑃 = {𝑝1,  …  , 𝑝𝑚′} を用いる S-Map 𝜋𝑃 および 𝐷
′ を以下で定める． 




|𝜋𝑝𝑖(𝑢) − 𝜋𝑝𝑖(𝑣)| 













し，その要素を状態と呼ぶ．目的関数（評価関数）𝐸(𝑥, 𝑆) は，標本 𝑆 に対す
る状態 𝑥 の評価値を与えるもので，評価値は小さい（大きい）ほど好ましいと
する．最適化問題とは，探索空間 𝐴 の中から評価値を最小（あるいは最大）に
する 𝑥 を求めることである．また，目的関数 𝐸 は，任意の部分標本 𝑆′ ⊆ 𝑆 と







と定義するものとする．ここで，𝐸(𝑥, 𝑠) は標本中の個々のデータ 𝑠 ∈ 𝑆 に対す
る任意の状態 𝑥 ∈ 𝐴 における評価とする．さらに，探索空間 𝐴 における 𝑥 の
近傍 𝑁𝑏(𝑥) が定められているとする．近傍 𝑁𝑏 については，焼きなまし法や
局所探索法におけるものと同様に， 
∀𝑥, 𝑦 ∈ 𝐴, 𝑦 ∈ 𝑁𝑏∗(𝑥) 
を満たしている，すなわち，任意の 𝑥 から近傍操作 𝑁𝑏 を有限回適用すれば，
任意の 𝑦 が得られるとする． 
図 14 に AIR のアルゴリズムを示す．ループの繰り返し回数 𝑡 を時刻と呼ぶ






任意の 𝑡 に対して 𝑠𝑖𝑧𝑒(𝑡) が標本全体 𝑆 のサイズであるとき，AIR は，常に
標本全体を用いた状態評価を用いるので，いわゆる局所探索と同等であること
に注意しよう．現状態の近傍 𝑁𝑏(𝑥) の中から再標本 𝑆′ に対する評価が良いも
のを探す手法の詳細については任意である．実際には，実装上や効率化のため
に，𝑁𝑏(𝑥) の一部またはすべての中で，再標本 𝑆′ に対する評価が最も良いも
のに遷移する最急勾配法風にすることもある． 
探索の初期段階では再標本サイズが小さいため，再標本に対する評価 𝐸(𝑥, 𝑆′)
と真の評価 𝐸(𝑥, 𝑆) とのずれは大きくなる可能性が高く，真の評価が悪いもの
へ遷移する可能性がある．このように，𝑠𝑖𝑧𝑒(𝑡) が小さいときには，AIRでの遷
移は，ランダムウォーク的になり，SAの高温のときと同様のものになる．一方，
𝑠𝑖𝑧𝑒(𝑡) が標本全体のサイズに近くなると，𝐸(𝑥, 𝑆′) ≒ 𝐸(𝑥, 𝑆) となり AIRは局所
function AIR(S: 標本):状態; 
 𝑥 ← 任意の状態;  
 for 𝑡 =1 to 𝑇𝑟𝑖𝑎𝑙𝑠  
  𝑥′ ← 𝑁𝑏(𝑥) から選んだ任意の状態; 
  𝑆′ ← 𝑆から無作為に選んだ再標本，ただし，|𝑆′| = 𝑠𝑖𝑧𝑒(𝑡); 
  if 𝐸(𝑥, 𝑆′) > 𝐸(𝑥′, 𝑆′) then 
   𝑥 ← 𝑥′; 
 return 𝑥; 
 













徴データで，次元数は 64次元，各次元は 0～255の整数，特徴間の距離は 𝐿1 で
ある．射影次元数（ピボット数）𝑚′ は，R-Treeの検索効率が良くなる 8とした．
評価用の標本 𝑆 は，データベースから任意に選んだ 5,000 個のデータ対を用い







を用いて，これを最大化するピボット集合 𝑃 を探索した． 
局所探索と AIRで用いたピボット集合 𝑃 の近傍 𝑁𝑏(𝑃) は，𝑃 から選んだピ
ボット 𝑝 に対して，𝑝 の 64の軸から一つを 0～255に変化させたものとした．  
比較対象としては，過去に行った研究での SAや統計量に基づく 2値量子化法
BQ，局所探索 LS に関する実験結果を示す．AIR では，状態遷移回数を SA や













表 1  Simple-Mapのピボット探索 
 最適化手法 探索時間（秒） 距離保存率  
 SA 43 55.93%  
 BQ 31 56.48%  
 LS 1386 57.32%  
 
AIR 
27 56.90%  
 64 57.33%  




































増加再標本焼きなまし法（Annealing by Increasing Resampling，AIR）は，標本評価
を用いる組合せ最適化問題に対して，少しずつ再標本サイズを増やしながら山登りを
行う確率的な最適化法である．本章では，従来の焼きなまし法（Simulated Annealing, 
SA）と AIRの共通視点を導入する．この視点では，SA と AIRの両方を確率的な変動
を伴う目的関数の確率的山登りと見ることができる．生じる確率的変動は，SA では





本章の内容は，ICPRAM 2019で発表予定 [24] である． 
 
4.1 焼きなまし法と提案手法の共通視点 
ここで，焼きなまし法 SA[27] と増加再標本焼きなまし法 AIR[23] に共通の視
点を与えておく．用いる記号や表記法を表 2 に示す．ここでは，標本に対する







タ 𝑠 ∈ 𝑆 に対する解 𝑥 の評価を合計や平均などによって集計するものとする．
最適化の目標は，𝐸 を大域的に最小化する 𝑥∗，つまり，すべての 𝑥 ∈ 𝐴 に対
して，𝐸(𝑥∗, 𝑆) ≤ 𝐸(𝑥, 𝑆) となる 𝑥∗ を求めることである． 
 
表 2  記号と記法 
記法 意味 
𝑡 ∈ ℕ 時刻（0, 1, 2, …） 
𝑇(𝑡)  ≥ 0 時刻 𝑡 における温度（単調減少） 
𝑆 目的関数 𝐸 の評価用のデータ集合（標本） 
|𝑆| 集合 𝑆 の要素数 
𝑠𝑖𝑧𝑒(𝑡) ∈ ℕ 時刻 𝑡 における再標本サイズ（≤ |𝑆|） 
𝐴 探索空間 
𝑥, 𝑥′ ∈ 𝐴 探索空間の要素，状態 
𝑁𝑏(𝑥) ⊆ 𝐴 𝑥の近傍 
𝐸(𝑥, 𝑆′) 




∑ 𝐸(𝑥, 𝑠)𝑠∈𝑆′  
𝐸(𝑥, 𝑠) 𝑥のデータ𝑠 ∈ 𝑆 に対する評価値 
ω 一様乱数（0 < ω < 1） 








率 [1]（acceptance probability）あるいは受理基準 [45]（acceptance criterion）と
いう．アルゴリズム 1に SAの概要を示す．2状態 𝑥 と 𝑥′ の標本 𝑆 に対する
評価値の差を ∆𝐸 とする． 
∆𝐸 = 𝐸(𝑥′, 𝑆) − 𝐸(𝑥, 𝑆) 
SA では，2 種類の受理確率が良く用いられる．一つは，メトロポリス
（Metropolis[33]）関数 𝑃𝑀 で，最初に SA [27] で用いられたもので，標準的に
用いられている． 
𝑃𝑀(∆𝐸, 𝑇) = min {1, exp(− ∆𝐸 𝑇⁄ )} 
もう一つは，ベーカー（Baker[2]）関数 𝑃𝐵 （または，heat bath関数 [1]）で
あり，ボルツマンマシン  [46] の文脈で導入されたヘイスティングス
procedure SA 
 𝑥 ← 任意の初期状態; 
 for 𝑡 = 1 to ∞ do 
  𝑥′ ← 𝑁𝑏(𝑥) から選んだ任意の状態; 
  ∆𝐸 ← 𝐸(𝑥′) − 𝐸(𝑥); 
  𝜔 ← rand(0, 1); 
  if 𝜔 ≤ 𝑃(∆𝐸, 𝑇(𝑡)) then 𝑥 ← 𝑥′; 
 








1 + exp (∆𝐸 𝑇⁄ )
 
さて，状態 𝑥 に続いて 𝑥′ ∈ 𝑁𝑏(𝑥) が選ばれる条件を考えよう．メトロポリ
ス関数に対しては，ω ≤ exp (−∆𝐸/𝑇) であるので，つぎの条件が得られる． 













単純な山登り法においては，∆𝐸 が 0以下であれば，より良い状態 𝑥′ に遷移




AIRにおいては，目的関数は，標本 𝑆 から選んだ再標本 𝑆′ を用いるものと
し，個々の評価値の平均を最小化する問題を扱う．𝑆′ のサイズが小さいほど評
価値は大きく揺らぐという性質をもつ．AIR はこのことを利用した探索手法で





全標本サイズを |𝑆| とし，2 状態 𝑥 と 𝑥′ の再標本 𝑆′ に対する評価値の差 
𝐸(𝑥′, 𝑆′) − 𝐸(𝑥, 𝑆′) は標準偏差 𝜎 の正規分布に従うと仮定する．目的関数は，
標本の個々のデータに対する評価値の平均や合計で求められるので，この仮定
は中心極限定理から合理的である． 
そうすると，サイズ |𝑆′| の再標本 𝑆′ に対する 𝑥 と 𝑥′ の評価値の差は，標
準誤差を持った正規分布にしたがう．つまり，𝐸(𝑥′, 𝑆′) − 𝐸(𝑥, 𝑆′) の値は，真の















∙ probit(𝜔) ≤ 0   (2) 
ここで，probit は標準正規分布の累積確率密度関数の逆関数である．𝜔 を 0
procedure AIR 
 𝑥 ← 任意の初期状態; 
 for 𝑡 = 1 to ∞ do 
  𝑥′ ← 𝑁𝑏(𝑥) から選んだ任意の状態; 
  𝑆′ ← 𝑆からランダムに選んだ再標本， 
    ただし，|𝑆′| = 𝑠𝑖𝑧𝑒(𝑡) とする; 
  if 𝐸(𝑥′, 𝑆′) − 𝐸(𝑥, 𝑆′) ≤ 0 then 𝑥 ← 𝑥′; 
 







AIR では標本 𝑆 の再標本 𝑆′を選択している．次の反復時には 𝑆′とは独立に
再標本を選ぶ必要がある．良く似た方法として，再標本 𝑆′ を保持して，差分の









次状態候補の受理条件は，ベーカー関数に基づいた SA では式 (1) であり，
AIRでは式 (2) である． 







∙ probit(𝜔) ≤ 0   (2) 
どちらも，真の評価値の差 ∆𝐸 と確率的揺らぎをもった項との和である．そ







logit(𝜔) ≈ 𝜎0 ∙ probit(𝜔) 
である[7]． 
したがって，SAと AIRの次状態候補の受理条件を一般化して， 
∆𝐸 + 𝛼(𝑡) ∙ Φ−1(𝜔) ≤ 0 
とすることができる．ここで，𝛼 は時刻 𝑡 に関して単調減少であり（AIRでは，
再標本サイズ 𝑛 は，関数 𝑠𝑖𝑧𝑒 で与えられることに注意），Φ−1 は，確率分布













𝑇 = 𝑇0 ∙ 𝑇𝑟   (0 < 𝑇𝑟 < 1) 
ここで，𝑇 および 𝑇0，𝑇𝑟 は，それぞれ，現在の温度，初期温度，温度比であ
る．𝑇𝑟 は，時刻に対して単調減少であることに注意されたい．|𝑆| および 𝑛0，
|S′| を，それぞれ，最大再標本サイズ（＝標本サイズ），初期再標本サイズ，現
在の再標本サイズとする．また，𝜎0をおおよそ 1.65 とし，𝜎 を個々のデータの
評価値の標準偏差とする． 
次状態候補の受理条件は，ベーカー関数に基づいた SA では式 (1) であり，
AIRでは式 (2) である．どちらも，真の評価値の差 ∆𝐸 と確率的揺らぎをもっ
た項との和である．それらの揺らぎが等しくなるようにするには， 
procedure Unified_Annealing 
 𝑥 ← 任意の初期状態; 
 for 𝑡 = 1 to ∞ do 
  𝑥′ ← 𝑁𝑏(𝑥) から選んだ任意の状態; 
  𝜔 ← rand(0, 1); 
  if 𝐸(𝑥′) − 𝐸(𝑥) + 𝛼(𝑡) ∙ Φ−1(𝜔) ≤ 0 then 
   𝑥 ← 𝑥′; 
 





















さらに，𝑇 = 𝑇0 のとき，𝑇𝑟 = 1，|S
















          (3) 
時刻 𝑡 における再標本サイズ |𝑆′| は，𝑡 の関数によって与えられる．ここで，
𝑠𝑖𝑧𝑒(0) = 𝑛0 であることに注意しよう．式 (3) によって，SAにおける 𝑇 = 𝑇0 ∙
𝑇𝑟 の冷却スケジュールとAIRにおける再標本サイズのスケジュールの橋渡しが
できる．SAと AIRで同じ温度比 𝑇𝑟 を用いるようにすれば，公平な比較実験を
行うことができる． 
 

















受理条件としては，以下の 6 種類を比較した．ただし MCMC において温度は常に
T=1で固定となる． 
i. メトロポリス法: 








(ω) = log (ω): 
∆𝐸 + 𝑇 ∙ log (ω) ≤ 0 
iv. Φ
−1
(ω) = logit (ω): 
∆𝐸 + 𝑇 ∙ logit (ω) ≤ 0 
v. Φ
−1
(ω) = 1.60 ∙ probit (ω): 
∆𝐸 + 𝑇 ∙ 1.60 ∙ probit (ω) ≤ 0 
vi. Φ
−1
(ω) = 1.65 ∙ probit(ω): 
∆𝐸 + 𝑇 ∙ 1.65 ∙ probit(ω) ≤ 0 
 
状態遷移回数を 105から 108まで変化させて，MCMCによる誤差比較を行った結果







ったが，107 や 108 での実験では有意な差が現れている．このことから，おおよそ遷移
回数が 107を超える付近から，logit と probit との差異が現れるのではないかと思われ
る． 
この実験は，メトロポリス・ヘイスティング法の誤差に関する実験であるが，焼きなまし
法の代替としてAIRを用いる場合には温度 𝑇 の存在が 𝜎 を吸収してくれるため，常
に最適な 𝜎0 として機能し，厳密な最適値を求める手間が不要となる．また，焼きなま














の距離空間に適用できるという特徴を持っている．ピボットを  個用いることで，𝑚′ 次






実験環境としては，2.53GHz Intel Core i5，主記憶 8GBの mac OS X環境上にて測




ア平均の上昇する様子が観測できた．処理速度については，SA より AIRの方が 5倍
から 8 倍程度高速になっており，その差は，遷移回数が増えるほど大きくなっているこ













近いクラスタ中心との二乗誤差の和（SSE）である．2013年に Merendino と Celebi は，
ガウス遷移を用いた中心摂動に基づく SA クラスタリングアルゴリズム SAGM を提案し
た[32]．SAGM は MMC と SMC の二つの冷却スケジュールを採用している．彼らは
UCI機械学習リポジトリ [8] の 10個のデータセットを使用した実験を通して， SAGM
（SMC）が他の SA アルゴリズムよりも大幅に速く収束することを報告した．表 4 に実験









11 149.7 57.06% 0.2763 
40 511.1 57.36% 0.2379 
400 4864 57.52% 0.1485 
AIR 
11 28.80 57.10% 0.2260 
40 70.49 57.35% 0.1333 






で使用したデータセットの諸元を示した．ここで，|𝑆| はデータ数，m は属性数，k はク
ラス数である．データ数はさほど大きくないので，データセットをそのまま標本として用
いた． 
SAGM（MMC）と SAGM（SMC）を C++で実装し，それらの AIR 版についても互換
スケジュールにて，それぞれ AIR（MMC）と AIR（SMC）として実装した．実験環境は，
Intel(R) Core(TM) i7-7820X CPU @ 3.60GHz，主記憶 64GBのWindows10環境上に




表 4  データセット一覧 
ID データセット名 |𝑆| m k 
1 Ecoli 336 7 8 
2 Glass 214 9 6 
3 Ionosphere 351 34 2 
4 Iris Bezdek 150 4 3 
5 Landsat 6,435 36 6 
6 Letter Recognition 20,000 16 26 
7 Image Segmentation 2,310 19 7 
8 Vehicle Silhouettes 846 18 4 
9 Wine Quality 178 13 7 








で示している．また，表 8 で示す処理時間平均では，9 番のデータセットを除くすべて
のデータセットでAIRは SAより高速に動作している．9番のデータセットでは標本サイ
ズがとても小さい（|𝑆|=178）ため，SA がわずかに速い．実行時間に対する標本サイズ




表 9  解の品質（SSE平均） 
ID 
MMC SMC 
SAGM AIR SAGM AIR 
1 17.55 17.53 17.60 17.56 
2 18.91 19.05 18.98 19.08 
3 630.9 638.8 630.9 646.8 
4 6.988 6.986 6.988 6.991 
5 1742 1742 1742 1742 
6 2732 2720 2738 2722 
7 411.9 395.2 413.1 396.2 
8 225.7 224.6 225.8 224.6 
9 37.83 37.81 37.85 37.82 










表 10  処理時間平均（sec） 
ID 
MMC SMC 
SAGM AIR SAGM AIR 
1 1.727 1.376 0.282 0.182 
2 0.719 0.629 0.125 0.091 
3 1.549 0.857 0.281 0.095 
4 0.139 0.110 0.022 0.015 
5 17.40 1.051 3.216 0.125 
6 167.4 13.72 28.82 1.803 
7 3.285 0.606 0.523 0.056 
8 1.298 0.367 0.219 0.035 
9 0.786 0.814 0.141 0.149 
10 2.854 0.971 0.497 0.088 
 

































今回のクラスタリング問題の実験では比較対象の SA-Java（SAGM の Java 実装で
M. Emre Celebi教授より提供を受けたもの．独自実装の SAGM-C++版の動作確認






















さらに，温度 T と再標本サイズ |𝑆′| の互換性の関係について，理論上の式を示す
ことができた．これによって従来の SA で経験的に事前調査した初期温度 𝑇0 を定め
ていた代わりにAIRでは経験的に事前調査した初期再標本サイズ 𝑛0 を与えることで，
SA と理論的に同程度となる温度スケジュールが適用可能になった．ただし，これにつ
いて ICPRAM 2019へと投稿後に追加調査で分かった新事実がある．図 19に S-Map
のピボット探索において，実際に理論上温度スケジュールが同程度になると思







S-Map ではピボットの軸ごとに遷移を行っているため，軸ごとに 𝜎0 が異なっている
のかもしれない．しかし，詳細については，本論文をまとめるにあたって，ま
だ解明できていない．この現象の解明については，今後行っていく必要がある． 
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