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Abstrat
We onsider a asade model of N dierent proessors performing a distributed
parallel simulation. The main goal of the study is to show that the long-time dynamis
of the system has a luster behavior. To attak this problem we ombine two methods:
stohasti omparison and FosterLyapunov funtions.
1 Introdution
The present paper ontains a probabilisti analysis of some mathematial model of asyn-
hronous algorithm for parallel simulation. For the detailed disussion of synhronization
issues in parallel and distributed algorithms we refer to [1, 11℄. Here we give only a brief
desription of the problem. In large-sale parallel omputation it is neessary to oordi-
nate the ativities of dierent proessor whih are working together on some ommon task.
Usually suh oordination is implemented by using a so-alled message-passing system.
This means that a proessor shares data with other proessors by sending timestamped
messages. Between sending or reeiving the messages the proessors work independently.
It an be happened that till the moment of reeiving of a message some proessor an pro-
eed farther in performing its program than the value of timestamp indiated in this newly
reeived message; in this ase the state of the proessor should be rolled bak to the indi-
ated value. It is lear that due to possible rollbaks the mean speed of a given proessor
∗
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in the omputing network will be lower than its proper speed. One of the most important
performane harateristis of the system is the progress of the omputing network on large
time intervals.
Probabilisti models for suh system are studied already for twenty years. From the
probabilisti point of view these models onsists of many relatively independent ompo-
nents whih synhronize from time to time their states aording to some speial algorithm.
The detailed review of all existing publiations is out of range of this paper. We would
like to mention only that the bibliography on this subjet onsists mostly of two group
of papers. The rst group of publiation [2, 6, 9, 10, 12, 13℄ are devoted to the ase of
two proessors. The paper [2℄ is of speial interest sine it ontains an exhaustive basi
analysis of the two-dimensional model and had a big inuene on further researh. The
ase of many proessors was studied in [3, 4, 5, 8, 9, 14, 15℄. An important dierene of
suh models from two-dimensional ase is that in a realisti model with more than two
proessors one message an provoke a multiple rollbak of a hain of proessors. Sine
the multi-dimensional model is muh more ompliated for a rigorous study, in the above
papers the authors deal with the set of idential proessors and their mathematial results
are ontained in preparatory setions before large numerial simulations.
It should be noted also that probabilisti models with synhronization mehanism are
interesting also for modelling database systems (see for example, [1℄). Moreover, now
synhronization-like interations are onsidered as well in the framework of interation
partile systems [16, 17, 18℄.
The model onsidered in the present paper is of speial interest for the following rea-
sons. We deals with a nonhomogeneus model onsisting of several dierent proessors.
We onsider ase of message-passing topology other from the topology of omplete graph
whih was onsidered in all previous papers. Our main interest is the asade model whih
pressupose a subordination between proessors. We put forward a onjeture on the luster
behavior of the system: proessors an be divided into separated groups whih are asymp-
totially independent and have their own proper performane harateristis. Our main
goal is to justify this onjeture. One should point out that in the ase of omplete graph
topology the luster deomposition into groups is degenerated and, thus, not interesting.
We desribe our model in terms of multi-dimensional ontinuous time Markov proess.
To get asymptotial performane harateristis of the model we ombine two probabilisti
methods (stohasti omparison and FosterLyapunov funtions).
The paper is organized as follows. In Setion 2 we introdue a general ontinuous
2
time Markov model and dene a asade model as a speial sublass of the general model.
In Setion 3 we pass to the embedded Markov hain. Main problem is now to study a
long-time behavior of Markov hain with highly nonhomogeneous transition probabilities.
To do this we onsider relative oordinates and nd groups of proessors whose evolution
is ergodi (onvergenes to a steady state) in these relative oordinates. To our opinion
the method of Foster-Lyapunov funtions seems to be the only one to prove the stability
in relative oordinates for the Markov hain under onsideration. First of all in Setion 5
we start from the ase of two proessors (N = 2) and the analysis here is rather simple
and similar to [2℄. In the study of the three-dimensional ase (Setion 7) the main point
is the proof of ergodiity. We propose an expliit onstrution of some nonsmooth Foster-
Lyapunov funtion. Our onstrution is rather nontrivial as it an be seen by omparing
with already existing expliit examples of Lyapunov funtions (see [7℄). All this analysis
bring us to some onlusions presented in Setion 8. This setion ontains deomposition
into groups (lusters) in the ase of asade model with any number of proessors N and
our main Conjeture 13. We show that the proof of this onjeture ould be related with
progress in expliit onstrution of multi-dimensional Foster-Lyapunov funtions. Analysis
of random walks in Z
n
+ (whih was done in [7℄) shows that, in general, this tehnial problem
may be very diult. In the next papers we hope to overome these diulties by using
spei features of our onrete Markov proesses.
Aknowledgements. The rst author is very grateful to the team TRIO (INRIA
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2 Desription of ontinuous time model
2.1 General model
We present here some mathematial model for parallel omputations. There are N om-
puting units (proessors) working together on some ommon task. The state of a proessor
k is desribed by an integer variable xk ∈ Z whih is alled a loal (or inner) time of the
proessor k and has a meaning of amount of job done by the proessor k up to the given
time moment.
Assume that the state (x1, x2, . . . , xN ) of the system evolves in ontinuous time t ∈ R+.
Any hange of a state is possible only at some speial random time instants. Namely,
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with any proessor k we assoiate a Poissonian ow Πk =
{
0 = σk0 < σ
k
1 < · · · < σ
k
n < · · ·
}
with intensity λk and with a pair (k, l) of proessors we assoiate a Poissonian ow
Πkl =
{
0 = σkl0 < σ
kl
1 < · · · < σ
kl
n < · · ·
}
with intensity βkl. This means, for example, that{
σkn − σ
k
n−1
}∞
n=1
is a sequene of independent exponentially distributed random variables
with mean λ−1k : ∀n = 1, 2, . . . P
{
σkn − σ
k
n−1 > s
}
= exp (−λks), and similarly for the
ows Πkl. We also assume that all these ows Πk and Πkl are mutually independent.
Let us now dene a stohasti proess (X(t) = (x1(t), . . . , xN(t)) , t ∈ R+) on the state
spae Z
N
aording to the following rules.
1) At time instants σkn the proessor k inreases its loal time xk by 1: xk(σ
k
n + 0) =
xk(σ
k
n) + 1.
2) There is an exhange of information between dierent proessors. At time instant σkli
the proessor k sends a message m
(xk)
kl to the proessor l. We assume that messages reah
their destination immediately. A message m
(xk)
kl oming to node l from node k ontains an
information about loal time xk(σ
kl
i ) = xk of the sender k. If at the time instant σ
kl
i (when
the message m
(xk)
kl arrives to the node l) we have xl(σ
kl
i ) > xk(σ
kl
i ) then the loal time xl
rolls bak to the value xk: xl(σ
kl
i + 0) = xk(σ
kl
i ). Moreover, if the proessor l rolls bak,
then all messages sent by the proessor l during the time interval I = (θl(xk, σ
kl
i ), σ
kl
i ),
where θl(x, u) := max {s ≤ u : xl(s) = x, xl(s+ 0) = x+ 1} , σ
kl
i ), should be eliminated.
This may generate a asading rollbak of loal times for some subset of proessors. For
example, assume that there is a proessor q whih reeived a message m
(x′
l
)
lq at some time
instant s′ ∈ I and xq(σ
kl
i ) > xl(s
′) = x′l. Then the loal lok of q should be rolled bak
to the value xl(s
′): xq(σ
kl
i + 0) = xl(s
′) and, moreover, all messages sent by q during the
interval I = (θq(xl(s
′), σkli ), σ
kl
i ) should be deleted, and so on. Hene, at time instant σ
kl
i a
message from k to l an provoke a multiple rollbak of proessor l, q, . . . in the system.
2.2 Casade model
From now we shall onsider the following speial sublass of the above general model.
A hain of proessors 1, 2, . . . , N is alled a asade if any proessor j an send a mes-
sage only to its right neighbour j + 1. Hene, the proessor N does not send any message
and the proessor 1 does not reeive any message. In other words, βij 6= 0 ⇔ (j = i+1). A
message sent from j to j+1 an provoke a asading roll-bak of proessors j+2, . . . . Reall
that all above time intervals are exponentially distributed and assumed to be independent.
Obviously, the stohasti proess X
(N)
c (t) = (x1(t), . . . , xN(t) ) is Markovian. A very im-
portant property is that any trunated marginal proess X
(N1)
c (t) = ( x1(t), . . . , xN1(t) ),
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N1 ≤ N , is also Markovian.
Assume that for any j the following limit
v∗j = lim
t→+∞
xj(t)
t
(in probability) (1)
exists. Then the numbers v∗j , j = 1, . . . , N , haraterize performane of the model. The
main goal of the present paper is to prove the existene of these limits and to alulate
them.
Note that if we uniformly transform the absolute time sale t = cs, where c > 0 is a
onstant and s is a new absolute time sale, the performane harateristis (1) will not
hange.
3 Denition of the disrete time asade model
Consider a sequene
0 = τ0 < τ1 < τ2 < · · · < · · ·
of time moments when hanges of loal time at nodes may happen (we mean loal time
updates and moments of sending of messages). It is lear that {τr+1 − τr}
∞
r=0 is a sequene
of independent identially distributed r.v. having exponential distribution with parameter
Z =
N∑
i=1
λi +
N−1∑
i=1
βi,i+1.
Observing the ontinuous time Markov proess (x1(t), . . . , xN(t)) at epohs τn we get the so-
alled embedded disrete time Markov hain {X(n), n = 0, 1, . . .} with state spae ZN+ . In
the sequel we will be interested in the long-time behaviour of the hain {X(n), n = 0, 1, . . .}.
Transition probabilities. In the MC {X(n), n = 0, 1, . . .} there are transitions pro-
dued by the free dynamis and transitions generated by rollbaks. By the free dynamis
we mean updating of loal times
P {X(n+ 1) = x+ ej |X(n) = x} = λjZ
−1, j = 1, . . . , N ,
5
where ej = (0, . . . , 0, 1
j
, 0, . . . , 0). It is easy to see that if a state x = (x1, . . . , xN) is suh
that for some j xj < xj+1 then a message sent from j to j + 1 produes a transition of
the following form
(x1, . . . , xj , xj+1, . . . , xl, xl+1, . . . , xN )→ (x1, . . . , xj , wj+1, . . . , wl, xl+1, . . . , xN ) (2)
with probability
Z−1βj,j+1
l−1∏
q=j+1
p(wq, xq;wq+1, xq+1) × (1− bl)
min(xl,xl+1−1)−wl+1 , (3)
where
• sequene (wj+1, . . . , wl) is admissible in the following sense:
j < l ≤ N, wj+1 = xj wq ≤ wq+1 ≤ min (xq, xq+1 − 1) , (j < q < l)
• p(wq, xq;wq+1, xq+1) = bq (1− bq)
wq+1−wq
• bq =
λq
λq + βq,q+1
, q < N .
Here bq is the probability of an event that proessor q in state xq sends at least one message
to q + 1 before updating its state xq → xq + 1. For q = N we put bN = 0. So in the ase
l = N the probability (3) takes the form
Z−1βj,j+1
N−1∏
q=j+1
p(wq, xq;wq+1, xq+1) .
Relative oordinates. Note that the rst proessor x1(t) evolves independently of other
proessors. It is useful to introdue new proess Yc(t) = (y2(t), . . . , yN(t)) ∈ Z
N−1
in
relative oordinates as viewing by an observer sitting at the point x1(t):
yj(t) := xj(t)− x1(t), j = 2, . . . , N .
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In a similar way we dene Y (n) = Yc(τn), n = 0, 1, . . . . The free dynamis produe the
following transitions of Y (n):
P {Y (n+ 1) = y + ej | Y (n) = y} = λjZ
−1, j = 2, . . . , N , (4)
P
{
Y (n+ 1) = y −
∑N
j=2ej | Y (n) = y
}
= λ1Z
−1. (5)
Sine rollbak does not aet on the rst proessor the orresponding transitions have the
same form and the same probabilities as (2) and (3).
4 Stohasti monotoniity
All statements of this setion are valid for the both Markov proesses X
(N)
c (t), t ∈ R+,
and X(n), n ∈ Z+. For the sake of breavity we give here results only for the ontionuous
time model X
(N)
c (t). The following results will play a signiant part in the proof of the
Theorem 4 in Setion 6.
Theorem 1. Let us onsider two asade models (say X
(n)
c,1 (t) and X
(n)
c,2 (t) ) with proessors
1, 2, . . . , n and parameters λ1, . . . , λn and β
(1)
12 , β
(1)
23 , . . . , β
(1)
n−1,n for the rst model X
(n)
c,1 (t)
and parameters λ1, . . . , λn and β
(2)
12 , β
(2)
23 , . . . , β
(2)
n−1,n for the seond model X
(n)
c,2 (t). Assume
that
β
(1)
i,i+1 ≤ β
(2)
i,i+1 ∀i .
Then X
(n)
c,1 is stohastially larger than X
(n)
c,2 , that is: if X
(n)
c,1 (0) = X
(n)
c,2 (0) then X
(n)
c,1 (t) ≥st
X
(n)
c,2 (t) for any t.
1
Proof may be given by an expliit oupling onstrution of the proesses X
(n)
c,1 (t) and
X
(n)
c,2 (t) on the same probability spae. The following fat should be used: a Poisson ow
with intensity β
(1)
12 an be obtained from a Poisson ow with intensity β
(2)
12 in whih any
point (independently from other) is killed with probability 1− β
(1)
12 /β
(2)
12 .
Corollary 2 (Solid barriers). Fix some 1 ≤ r1 < r2 < · · · < rb < n and onsider two
asade models: X
(n)
c,1 (t) with parameters
(
λ1, . . . , λn ; β
(1)
12 , β
(1)
23 , . . . , β
(1)
n−1,n
)
and X
(n)
c,2 (t)
1
It means that there exists a oupling
(
X˜
(n)
1 (t, ω), X˜
(n)
2 (t, ω)
)
of stohasti proessesX
(n)
1 (t) andX
(n)
2 (t)
suh that P
{
ω : X˜
(n)
1 (t, ω) ≥ X˜
(n)
2 (t, ω) ∀t
}
= 1. If w, z ∈ Rn we say w ≥ z if wi ≥ zi for all i =
1, . . . , n (partial order).
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with parameters
(
λ1, . . . , λn ; β
(2)
12 , β
(2)
23 , . . . , β
(2)
n−1,n
)
, where
β
(2)
i,i+1 = β
(1)
i,i+1 ∀i 6∈ {r1, . . . , rb} , β
(2)
i,i+1 = 0 ∀i ∈ {r1, . . . , rb} .
We an say that the model X
(n)
c,2 (t) diers from the model X
(n)
c,1 (t) by the presene of b solid
barriers between proessors r1 and r1 + 1, . . . , rb and rb + 1. Then by Theorem 1 we have
that
X
(n)
c,1 (t) ≤st X
(n)
c,2 (t) .
5 Case N = 2
We start with the Markov hain X
(2)
c (t). Sine proessor 1 works independently, it is
enough to onsider the Markov hain Y
(2)
c (t) = x2(t)− x1(t).
Bearing in mind the remark at the end of Subsetion 2.2, for brevity of notation let
us resale absolute time in suh a way that Z = 1. Then the Markov hain Y (n) has the
following transition probabilities
pi,i+1 = λ2, pi,i−1 = λ1, pi,0 = β12 (i ≥ 0), pi,i = β12 (i < 0)
and pi,j = 0 for any another pair i, j .
β12
λ1 λ2 λ1 λ2
β12β12
Y0
Theorem 3. If λ1 < λ2 then the Markov hain Y (n) is ergodi and we have v
∗
1 = v
∗
2 = λ1.
If λ1 > λ2 then the Markov hain Y (n) is transient and we have v
∗
1 = λ1, v
∗
2 = λ2.
Proof. The Markov hain Y (n) is one-dimensional and its analysis is quite easy. To es-
tablish ergodiity under assumption λ1 < λ2 we use the Foster-Lyapunov riterion (Theo-
rem 16, see Appendix) with test funtion f(y) = |y|, y ∈ Z. This implies that x2(t)−x1(t)
has a limit in distribution as t → ∞. Reall that x1(t) is a Poissonian proess hene
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the limit v∗1 = t
−1 lim
t
x1(t) = λ1 exists (in probability). It follows from this that v
∗
2 =
t−1 lim
t
x2(t) = λ1.
Under assumption λ1 > λ2 we get transiene by hoosing the funtion f(y) = min(e
δy, 1),
y ∈ Z, where we x suiently small δ > 0, and applying Theorem 17 from Appendix.
Therefore any trajetory of Y (n) spends a nite time in any prexed domain {y ≥ C}
entailing limt→∞ x2(t) − x1(t) = −∞ (a.s.). It means that after some time, the messages
from 1 to 2 an not produe a rollbak anymore, so x1(t) and x2(t) beome asymptotially
independent and hene v∗2 = t
−1 lim
t
x2(t) = λ2.
6 Case N = 3
Theorem 4. Four situations are possible.
1. If λ1 < min (λ2, λ3) then v
∗
1 = v
∗
2 = v
∗
3 = λ1.
2. If λ2 > λ1 > λ3 then v
∗
1 = v
∗
2 = λ1, v
∗
3 = λ3.
3. If λ2 < min (λ1, λ3) then v
∗
1 = λ1, v
∗
2 = v
∗
3 = λ2.
4. If λ1 > λ2 > λ3 then v
∗
1 = λ1, v
∗
2 = λ2, v
∗
3 = λ3.
Items 2, 3 and 4 an be redued in some sense to the results of the ase N = 2 (see
Theorem 3). We prove them in the urrent setion. Proof of the item 1 is muh more
intriate and relies heavily on the onstrution of an adequate Lyapunov funtion needing
lengthy developments deferred to the following setion 7.
Proof of Theorem 4 (items 24). We start from the item 2: λ2 > λ1 > λ3. Sine
the rst two proessors are governed by the Markov hain X
(2)
c (t) and do not depend on
the state of proessor 3 we apply Theorem 3 and onlude that X
(2)
c (t) is ergodi and
v∗1 = v
∗
2 = λ1.
Let us ompare the following two asade models
X(3)c (t) : 1
β1,2
−→ 2
β2,3
−→ 3
X
(3)
c,2 (t) : 1
β1,2
−→ 2
0
−→ 3
9
(parameters λ1, λ2 and λ3 are the same for the both models X
(3)
c (t) and X
(3)
c,2 (t) ).
In the model X
(3)
c,2 the groups of proessors {1, 2} and {3} evolve independently. Ev-
idently, an asymptoti speed of proessor 3 in the model X
(3)
c,2 exists and is equal to λ3.
By Corollary 2 X
(3)
c (t) ≤st X
(3)
c,2 (t). Hene in the model X
(3)
c an asymptoti speed of the
proessor 3 is not greater than λ3. Sine λ3 < λ1 we onlude that there exists some time
moment T0 suh that for t ≥ T0 in the model X
(3)
c messages from 2 to 3 that roll bak
the proessor 3 will be very rare. So these rare rollbaks will be not essential for an
asymptotial speed of the proessor 3. In other words, as t→∞ the groups of proessors
{1, 2} and {3} of the model X
(3)
c beome asymptotially independent, so the proessor 3
will move with the average speed λ3.
Items 3 and 4 an be onsidered in a similar way. Note the item 3 onsists of two
subases: λ1 > λ3 > λ2 and λ3 > λ1 > λ2. We omit details.
7 Expliit onstrution of Lyapunov funtion
In this setion we prove the item 1 of Theorem 4. Reall that our key assumption here is
λ1 < λ2, λ1 < λ3. (6)
The main idea is to prove that the Markov hain Y (n) is ergodi. To do this we apply the
Foster-Lyapunov riterion (see Theorem 16 in Appendix). As in the ase of Theorem 3
ergodiity of Y (n) implies that v∗j = λ1, j = 1, 2, 3 .
7.1 Transition probabilities
Consider the embedded Markov hain Y (n). A stohasti dynamis produed by this
Markov hain onsists of two omponents: transitions generated by the free dynamis and
transitions generated by roll-baks. For eah transition probability pαβ, α 6= β, we have
the following representation:
pαβ = sαβ + rαβ , (7)
where sαβ ≥ 0 orresponds to a transition α → β whih ours due to the free dynamis
and rαβ orresponds to a roll-bak transition α→ β.
Taking into aount the remark at the end of Subsetion 2.2, without loss of generality
we assume that the time is resaled in suh way that Z = 1. This slightly simplies
notation for transition probabilities. For example, free dynamis transitions (4)(5) are
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equal to λ2, λ3 and λ1 orrespondingly. On the next gure we show all non-zero transitions
α → β, (α 6= β). It is true, of ourse, that pαα = 1 −
∑
β 6=α pαβ, but it is useless to put
this information on the piture. Below we give the expliit form of rollbak transition
probabilities:
1→ 2 : ryz = β12 for 0 < y2
2→ 3 : ryz = β23 for y2 < y3
1→ 2→ 3 : ryz =
{
β12 (1− b2)
z3 b2, z3 < y3
β12 (1− b2)
y3 , z3 = y3
for 0 < y3 ≤ y2
1→ 2→ 3 : ryz =
{
β12 (1− b2)
z3 b2, z3 ≤ y2
β12 (1− b2)
y2+1 , z3 = y3
for 0 < y2 < y3
where y = (y2, y3), z = (z2, z3).
λ1
λ2
y3
y2
2→ 3
2→ 3
1→ 2
1→ 2→ 3
1→ 2→ 3
λ3
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7.2 Contour of level 1
In the plane Oy2y3 onsider the ellipse
e(y2, y3) = ay
2
2 + b (y2 − y3)
2 = 1, a > 0, b > 0,
and draw a tangent line to it with normal vetor (−∆, 1). Evidently, there exist two
tangent lines with the same normal vetor (−∆, 1). If ∆ > 0 is suiently large then one
of this tangent line touhes the ellipse at some point T3 of the domain y2 < 0, y3 < 0.
Take a segment on this line from the point T3 to a point K3 = (0, u3) of intersetion with
oordinate axis Oy3. Now let us draw tangent lines to the ellipse orresponding to a normal
vetor (1,−∆). If ∆ > 0 is suiently large, then one of these lines touhes the ellipse at
some point T2 of the domain y3 < 0. Let us take this tangent line and x a segment on
it from the point T2 to a point K2 = (u2, 0) of intersetion with oordinate axis Oy2. It is
evident that [K2K3] = R
2
+ ∩ {(y2, y3) : y2/u2 + y3/u3 = 1}.
Let us onsider now a losed ontour L, onsisting of subsequently joined segment
K3K2, segment K2T2, ar T2T3 of the ellipse and segment T3K3. This ontour has the
following property: any ray of the form{cv, c > 0}, where v ∈ R2, v 6= 0, has exatly one
ommon point with the ontour L.
y3
y2K2
K3
T3
T2
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We denote by n(y) the outer normal unitary vetor of the ontour L orresponding to
the point y ∈ L, n(y) is well dened at all points of L exept the points K2 and K3 and,
moreover, this funtion is ontinuous on L exept the points K2 and K3. The behaviour
of n(y) on the ar T2T3 is of prime interest:
n(y) =
∇e(y)
‖∇e(y)‖
, ∇e(y) = 2( ay2 + b(y2 − y3),−b(y2 − y3) ), y ∈ T2T3 ⊂ L .
It is easy to see that n(y) = n(T2) for y ∈ (K2T2], n(y) = n(T3) for y ∈ [T3K3) and
n(y) =
(
u−12 , u
−1
3
)
y ∈ (K3K2).
For the sequel it is important to point out the following points of the ar T2T3: y
(3) =
(−a−1/2,−a−1/2) and y(2),
{
y(2)
}
= T2T3 ∩
{
y
(2)
3 =
a+b
b
y
(2)
2
}
. It is easy to hek that
n(y(2)) ‖Oy3, n(y
(3)) ‖Oy2 .
Obviously, both points belong to the domain {y2 < 0, y3 < 0}.
Lemma 5.
The funtion n(y) has the following properties:
• 〈n(y), y〉 6= 0 ∀y ∈ L\{K2, K3}
• If ∆ > 0 is suiently large then there exist ontinuous funtions c2(y) and c3(y)
suh that
c2(T2) = c3(T3) = 1, c2(T3) = c3(T2) = 0, c2(y) > 0, c3(y) > 0 y ∈ (T2, T3)
n(y) = c2(y)n(T2) + c3(y)n(T3), y ∈ (T2, T3).
• 〈n(y), (0,−1)〉 < 0 if y2 < 0, y3 > y2, and 〈n(y), (−1, 0)〉 < 0 if y2 > 0, y3 < 0.
7.3 Denition of funtion ϕ
For any point (y2, y3) ∈ R
2\{0} dene ϕ(y2, y3) > 0 suh that
(y2, y3)
ϕ(y2, y3)
∈ L .
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For (y2, y3) = 0 we put ϕ(0, 0) = 0. The funtion ϕ(y2, y3) is well-dened and has the
following properties:
• ϕ : R2 → R+ (positivity)
• ϕ(ry2, ry3) = rϕ(y2, y3), r > 0, (homogeneity)
• L = {y : ϕ(y) = 1}.
To any point y = (y2, y3) we put in orrespondane a point y
∗ := y
ϕ(y)
∈ L. Therefore,
ϕ(y∗) = 1.
Lemma 6.
• The gradient ∇ϕ(y) exists at all points exept that y for whih y∗ = K2 or K3 and,
moreover, the gradient is onstant on rays of the form {cv, c > 0}, v ∈ R2:
∇ϕ(y) =
n(y∗)
〈y∗, n(y∗)〉
.
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• Let y = (y2, y3) be suh that y
∗ ∈ T2T3. Then
|ϕ(w)− 〈∇ϕ(y∗), w〉| ≤
const
ϕ(y)
‖w − y‖2 . (8)
In other words, in a neighbourhood of the point y the funtion ϕ an be approximated
by the linear funtion 〈∇ϕ(y∗), ·〉.
In partiular, ϕ(y) = 〈∇ϕ(y∗), y〉.
Proof of Lemma 6 is a straightforward omputation.
7.4 Modiation of the priniple of loal linearity
For any state α dene a set Tα = {β : pαβ > 0}. Reall deomposition (7) and dene
Fα = {β : sαβ > 0} and Rα = {β : rαβ > 0}. It is evident that Tα = Fα ∪ Rα. The most
simple ase is Fα ∪ Rα = ∅. The ase Fα ∪ Rα 6= ∅ an be redued to the previous one
by a dilatation of the state spae. Thus we assume that Fα ∪ Rα = ∅ and onsider the
events {Y (n+ 1) ∈ Fα} and {Y (n+ 1) ∈ Rα}. On the set {ω ∈ Ω : Y (n, ω) = α} we have
I{Y (n+1)∈Fα}(ω) + I{Y (n+1)∈Rα}(ω) ≡ 1. Hene,
E (f(Y (n+ 1)) | Y (n) = α)− f(α) = E
(
(f(Y (n+ 1))− f(y)) I{Y (n+1)∈Fα} | Y (n) = α
)
+
+E
(
(f(Y (n+ 1))− f(y)) I{Y (n+1)∈Rα} | Y (n) = α
)
It follows from denition of the Markov hain Y (n) (see Subset. 7.1) that the diameters
dα := diamFα are uniformly bounded in α: d = maxα dα < +∞. Dene a vetor
MF (α) = E
(
(Y (n+ 1)− α) I{Y (n+1)∈Fα} | Y (n) = α
)
=
∑
β∈Fα
(β − α)pαβ .
This is an analogue of a notion of mean jump (see (13) in Appendix). In the next subsetion
we shall need the following modiation of the priniple of loal linearity from [7℄ (see also
Subset. A.2 in Appendix).
Lemma 7. Assume that the following ondition holds
inf
l
sup
α˜∈Rn,‖α˜−α‖≤dα
|f(α˜)− l(α˜)| < ε ,
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where inf is taken over all linear funtions l. If
f (α +MF (α))− f(α) < −5ε ,
then the following inequality
E
(
( f(Y (n+ 1))− f(α) ) I{Y (n+1)∈Fα} | Y (n) = α
)
< −ε
holds.
The proof of this statement repeats the proof of priniple of loal linearity presented
in [7℄ and is omitted.
7.5 Proof of the Foster ondition
The validity of the Foster ondition will follow from several anillary lemmas dealing with
the following dierent domains of the state spae:
E− := {y = (y2, y3) : min(y2, y3) < 0} ,
E1 := {y = (y2, y3) : y2 > 0, y3 > 0} ,
E1,2 := {y2 > 0, y3 = 0},
E1,3 := {y2 = 0, y3 > 0}.
Lemma 8. Consider the domain E− = {y = (y2, y3) : min(y2, y3) < 0}. There exists C
8
>
0, suh that if ϕ(y) > C
8
, then
a)
E
(
(ϕ(Y (n+ 1))− ϕ(y)) I{Y (n+1)∈Ry} | Y (n) = y
)
≤ 0 ,
b) there exists ε > 0 suh that
ϕ (y +MF (y))− ϕ(y) < −5ε .
Proof. It is evident that the vetor
MF (y) = (λ2 − λ1, λ3 − λ1)
is onstant (does not depend on y). Sine the vetor n(T2) is o-direted with the vetor
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(1,−∆) and the vetor n(T3) is o-direted with the vetor (−∆, 1) and the onditions
λ2 > λ1, λ3 > λ1 hold, we an nd a large ∆1 > 0 suh that
〈MF (y), n(T2)〉 < 0, 〈MF (y), n(T3)〉 < 0 , ∀∆ > ∆1 .
Fix this ∆1. Hene, by Lemma 5 there exists ε > 0 suh that
〈MF (y), n(y)〉 < −6ε if min(y2, y3) < 0.
Put w = y +MF (y) and onsider
ϕ(w)− ϕ(y) = ϕ(w)− 〈∇ϕ(y∗), y〉
= ϕ(w)− 〈∇ϕ(y∗), w〉+ 〈∇ϕ(y∗), w − y〉
= ϕ(w)− 〈∇ϕ(y∗), w〉+ 〈∇ϕ(y∗),MF (y)〉 .
By (8) for any given ε > 0 we an hoose C0 > 0 suh that
|ϕ(y +MF (y))− 〈∇ϕ(y
∗),MF (y)〉| ≤
const
ϕ(y)
d2 ≤ ε if ϕ(y) ≥ C0 .
Now the item b) of the lemma easily follows.
Let us prove the item a) of the lemma. Note that in the domain y3 > y2, y2 < 0 a
rollbak dereases oordinate y3: (y2, y3)→ (y
′
2, y
′
3) = (y2, y2). From geometrial properties
of level sets of funtion ϕ and item 3 of Lemma 5 it follows that any transition generated
by a rollbak dereases a value of the funtion ϕ: ϕ( (y2, y3) ) < ϕ( (y
′
2, y
′
3) ). In the domain
y3 < 0, y2 > 0 a rollbak has the following form: (y2, y3) → (y
′
2, y
′
3) = (0, y3). For similar
reasons we again have ϕ( (y2, y3) ) < ϕ( (y
′
2, y
′
3) ). In the domain y3 ≤ y2 < 0 there is no
rollbak. Now the item a) easily follows.
Lemma 9. Consider the domain: E1 = {y = (y2, y3) : y2 > 0, y3 > 0}.
1. The onditional expetation
E
(
(ϕ(Y (n + 1))− ϕ(y)) I{Y (n+1)∈Fy} | Y (n) = y
)
=
〈(
u−12 , u
−1
3
)
,MF (y)
〉
does not depend on y.
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2. There exist onstants C
9
, γ
9
> 0 suh that
E
(
(ϕ(Y (n + 1))− ϕ(y)) I{Y (n+1)∈Ry} | Y (n) = y
)
≤ −γ
9
ϕ(y) if ϕ(y) > C
9
(9)
Proof. The rst statement follows from the fat that in this domain ϕ(y) =
〈(
u−12 , u
−1
3
)
, y
〉
,
and the vetor MF (y) does not depend on y.
Let us prove (9). Fix some level set
L+C := {y : ϕ(y) = C} ∩ E1 ≡ {y2/u2 + y3/u3 = C, y2 > 0, y3 > 0}
and onsider an ation of rollbaks for y ∈ L+C . We have three dierent situations.
a) Let y be suh that y2 ≥ y3 > 0. It follows that y2 ≥
C
1
u2
+ 1
u3
. As it an be easily
onluded from Subsetion 7.1, with probability β12 we have a rollbak of the following
form (y2, y3)→ (0, y
′
3) where 0 ≤ y
′
3 ≤ y3. Then we obtain
ϕ ((0, y′3))− ϕ ((y2, y3)) =
(
0
u2
+
y′3
u3
)
−
(
y2
u2
+
y3
u3
)
≤ −
y2
u2
≤ −
C
1
u2
+ 1
u3
(u2)
−1 = −
C
1 + u2/u3
uniformly in y′3 suh that y
′
3 ≤ y3. To phrase it, we will say that with probability β12 the
inrement of ϕ(y) is less or equal to −
C
1 + u2/u3
. Hene the onditional mean
E
(
(ϕ(Y (n+ 1))− ϕ(y)) I{Y (n+1)∈Ry} | Y (n) = y
)
(10)
does not exeed the value −
β12C
1 + u2/u3
if y ∈ L+C , y2 ≥ y3 > 0.
b) Let y ∈ L+C be suh that 0 <
1
2
y3 ≤ y2 < y3. It follows that y2 ≥
C
2
(
1
u2
+ 1
u3
)
.
With probability β12 we have a rollbak (y2, y3) → (0, y
′
3) where 0 ≤ y
′
3 ≤ y3 and with
probability β23 we have a rollbak (y2, y3)→ (y2, y2). Both of them give negative inrements
of the funtion ϕ. But the rst rollbak gives the inrement ϕ ((0, y′3))− ϕ ((y2, y3)) whih
is less or equal to −
C
2(1 + u2/u3)
. So we onlude that the above onditional mean (10)
will not exeed the value −1
2
β12 (1 + u2/u3)
−1C.
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) Now let y ∈ L+C be suh that 0 < y2 ≤
1
2
y3. It follows that y3 − y2 ≥ K(C) where
K(C) :=
1
2
·
C(
1
2u2
+ 1
u3
) = Cu3
u3/u2 + 2
.
With probability β12 we have a rollbak (y2, y3)→ (0, y
′
3), 0 ≤ y
′
3 ≤ y3, and with probabil-
ity β23 we have a rollbak (y2, y3)→ (y2, y2). The rst rollbak gives a negative inrement
of the funtion ϕ, and the seond rollbak gives the inrement ϕ ((y2, y2)) − ϕ ((y2, y3))
whih is less or equal to −K(C)/u3. Hene the onditional expetation (10) does not
exeed the value −β23K(C)/u3 = −β23 (u3/u2 + 2)
−1C.
The proof of the lemma is ompleted.
Lemma 10. Consider the ases when y belongs to the axes: y ∈ E1,3, y ∈ E2,3. Here
E
(
(ϕ(Y (n+ 1))− ϕ(y)) I{Y (n+1)∈Ry} | Y (n) = y
)
≤ −γ
10
ϕ(y) ,
and
E
(
(ϕ(Y (n+ 1))− ϕ(y)) I{Y (n+1)∈Fy} | Y (n) = y
)
does not depend on y, where y ∈ {y : ϕ(y) > C
10
}.
Proof. We onsider in details the ase E1,3 = {y2 = 0, y3 > 0}. We start with the free
dynamis. The following transition
(0, y3)→ (y
′
2, y
′
3) = (−1, y3 − 1) ∈ E3 = {y2 < 0, y3 > y2}.
ours with probability λ1. It is easy to see that for y3 > C
10
values of the funtion ϕ(·)
in both points (0, y3) and (−1, y3− 1) onide with the values of linear funtion 〈n(T3), ·〉.
With probability λ2 we have a transition
(0, y3)→ (y
′
2, y
′
3) = (1, y3) ∈ E1 = {y2 > 0, y3 > 0},
and with probability λ3 we have a transition
(0, y3)→ (y
′
2, y
′
3) = (0, y3 + 1) ∈ E3.
Evidently, that in (0, y3), (1, y3) and (0, y3 + 1) the values of ϕ(·) oinide with the values
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of a linear funtion 〈n1, ·〉. Hene,
E
(
(ϕ(Y (n+ 1))− ϕ(y)) I{Y (n+1)∈Fy} | Y (n) = y
)
= λ1 〈n(T3), (−1,−1)〉
+ λ2 〈n1, (1, 0)〉+ λ3 〈n1, (0, 1)〉 .
Sine the r.h.s. does not depend on y we get the seond statement of the lemma.
Due to a rollbak the Markov hain Y (n) goes from the state (0, y3) ∈ E1,3 to a state
(0, 0) with probability β23. Note that values of ϕ(·) at these two points an be alulated
by using the linear funtion 〈n1, ·〉. Obviously, that the inrement of ϕ orresponding to
this rollbak is equal to ϕ ( (0, 0) ) − ϕ ( (0, y3) ) = −C, where C = ϕ( (0, y3) ). The rst
statement of the lemma is proved.
The ase of the domain E1,3 = {y2 > 0, y3 = 0} is similar.
Lemma 11. For any C0 > 0
sup
y:ϕ(y)≤C0
E (ϕ(Y (n + 1)) | Y (n) = y) < +∞ .
Proof. This statement follows from the fat that the jumps of any xed neighbourhood of
(0, 0) are bounded and the fat that the funtion ϕ is ontinuous.
In view of the Lemmas 711, the Foster-Lyapunov riterion (Theorem 16, Appendix) is
fullled with f(y) = ϕ(y) therefore the Markov hain Y (n) is ergodi and hene the proof
of the item 1 of Theorem 4 is ompleted.
8 Conlusions, onjetures and perspetives
8.1 Deomposition into groups
We shall always assume that all λ1, . . . , λN are dierent. Dene a funtion
ℓ(m) := min
i≤m
λi .
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Evidently, this funtion has the following property:
ℓ(1) = λ1 ≥ · · · ≥ ℓ(m) ≥ ℓ(m+ 1) ≥ · · · ≥ min(λ1, . . . , λN) = ℓ(N) .
Level sets of funtion ℓ generate a partition of the set {1, . . . , N}. Namely, there exists
a sequene j1 = 1 < j2 < · · · < jK < jK+1 = N + 1 suh that the set of all proessors an
be divided into several noninterseting groups
{1, . . . , N} =
⋃
k=1,K
Gk , (11)
Gk := {jk, jk + 1, . . . , jk+1 − 1} , ℓ(jk − 1) > ℓ(jk) = · · · = ℓ(jk+1 − 1) > λjk+1 .
Remark 12. An equivalent desription of the group is possible. We say, for example, that
1, 2, . . . , k is a group if
λ1 ≤ min (λ2, . . . , λk) , λ1 > λk+1. (12)
8.2 Long-time behaviour of the groups
Taking into aount Theorems 3 and 4 and the above notion of groups of proessors we
put forward the following Conjeture.
Conjeture 13. Assume that all λ1, . . . , λN are dierent. For any j the following limit
v∗j = lim
t→+∞
xj(t)
t
exists and v∗j = ℓ(j) .
Therefore this onjeture entails v∗j = ℓ(jk) for j ∈ Gk. If for some k the group Gk
onsists of more than one proessor we may say that the proessors of the group Gk are
synhronized.
Remark 14 (On monotone ases). If λ1 < · · · < λN then v
∗
j = λ1 for any j.
If λ1 > · · · > λN then for all j we have v
∗
j = λj.
Let us disuss briey perspetives of rigorous proof of the above Conjeture for large
values of N . In fat, we have already proved this onjetures for a wide lass of asade
models.
21
Theorem 15. Assume that all λ1, . . . , λN are dierent and a partition (11) of the set of
proessors {1, . . . , N} is suh that |Gk| ≤ 3 for all k. Then the limits v
∗
j = lim
t→+∞
xj(t)
t
exist
and v∗j = ℓ(j) .
The proof of this statement is just a ombination of the result of Theorem 4 (item 1)
and arguments of the proof of items 2-4 of Theorem 4. We will not pursue further.
So the key to the proof of Conjeture onsists in generalization of item 1 of Theorem 4.
As it was seen in Setion 7, a possible way of suh generalization is an expliit onstrution
of Foster-Lyapunov funtion in high dimensions. This seems to be a diult tehnial
problem whih is out of sope of this paper.
A Appendix
Let (ξn, n = 0, 1, . . .) be a ountable irreduible aperiodi Markov hain with the state
spae A.
A.1 Criteria
We use the following Foster riterion.
Theorem 16 ([7℄). The Markov hain ξn is ergodi if and only if there exists a positive
funtion f(α), α ∈ A, a number ε > 0 and a nite set A ∈ A suh that
1)
E (f(ξn+1) | ξn = y)− f(y) < −ε
for all y 6∈ A,
2) E (f(ξn+1) | ξn = y) < +∞ for all y ∈ A.
The following theorem give a riterion of transiene.
Theorem 17 ([7℄). The Markov hain is transient, if and only if there exists a positive
funtion f(α) and a set A suh that the following inequalities are fullled
E (f(ξm+1) | ξm = αi)− f(αi) ≤ 0, ∀αi 6∈ A,
f(αk) < inf
αj∈A
f(αj), for at least one αk 6∈ A.
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A.2 Priniple of loal linearity
From now on we assume that the state spae A is some subset of Rk. Dene a vetor of
mean jump from the point α
M(α) = E ( (ξn+1 − α) | ξn = α) =
∑
β
(β − α)pαβ . (13)
Assume that dα := maxβ {|β − α| : pαβ > 0} <∞ for all α.
The following priniple of loal linearity was proved in [7℄.
Lemma 18. Assume that at some point α the following ondition
inf
l
sup
α˜∈Rn,‖α˜−α‖≤dα
|f(α˜)− l(α˜)| < ε ,
holds, where inf is taken over all linear funtions l. Then
f (α +M(α))− f(α) < −5ε =⇒ E ( f(ξn+1)− f(α) | ξn = α) < −ε .
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