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Abstract
Data structures for combinatorial objects are traditionally designed to handle objects up to
a certain size. We introduce the idea of threshold data structures: representations that allow a
richer collection of operations on small objects than large ones. As illustrations of the general
concept we discuss threshold data structures for sets and multisets, and show how the former
can be applied to cache memory design. Consider threshold representations for subsets of a
universe of size n, supporting insertions and deletions at any level, and enumeration of sets
whose size does not exceed the threshold t. We derive lower bounds on the space used by any
such representation. When t is xed and n ! 1 (the case of interest in memory design), any
such representation must use, asymptotically, at least (t + 1)log2n bits of memory. Applying
the theory of error-correcting codes, we design a structure, eciently supporting the required
operations, whose space consumption matches the lower bound. Similar results are proved for
multisets. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this work we study a data structure design problem that is at the heart of directory{
based cache coherence protocols. Data structures have a long and honorable history
within computer science. In this paper, we introduce the idea of threshold data struc-
tures and show how algebraic coding theory can play a role in its realization. Both the
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specic technique and the application of coding theory to cache coherence seem to be
new.
This work was motivated by a problem that arises in the implementation of directory{
based cache coherence protocols. Its larger context is a parallel programming environ-
ment in which processors keep local copies of shared memory. To read a block, a
processor requests a copy and stores it in local memory. In other words it caches the
block. The copy is explicitly returned when it is no longer needed. To handle a write
request, the memory manager must invalidate all copies of the block. Failing to do so
would cause other processors to maintain outdated copies of a block, giving rise to a
data coherence problem. We henceforth refer to this problem as the cache coherence
problem.
In order to address the cache coherence problem the memory manager must de-
termine where invalid copies of the block are. Traditionally, this is not done, and
the addresses of invalid blocks are simply broadcast to all processors. Broadcasting
involves the following diculties, however. First, a broadcast will increase network
trac and slow down processors that have no need of the information. Messages are
also issued serially, so the time for a broadcast will be proportional to the number
of processors, whereas we would prefer a scalable solution using time bounded by a
small power in the logarithm of the number of processors. Furthermore, latency (the
time needed for the memory manager to determine the addresses of invalid blocks) is
a crucial issue. Thus, one is interested in very fast solutions to the cache coherence
problem that have simple and ecient hardware implementations.
Studies of sharing patterns indicate that there are essentially two cases: either a few
processors share a block, or all of them do. (See, for example, [21].) For this reason,
it is worthwhile to handle the rst case quickly, if that can be done, before resorting
to a broadcast. In addition, since we must ensure that extant copies of every block are
identical, we wish to do this with a small amount of memory. To see why, note that
the storage space needed to solve the cache coherence problem for b blocks will be a
factor of b larger than the one needed to solve the same problem for a single block.
In this work we describe an elegant and ecient solution to the cache coherence
problem that is simple to implement. We will do this, but in fact do more. Before
summarizing our contributions let us begin by formally stating the problem motivating
this work and how it relates to data structures.
1.1. Data structures and the cache coherence problem
Consider a piece of shared memory, i.e. a block, copies of which can be held by n
processors. We focus on a single block. Copies are managed by a device, the memory
manager, that ensures that at any given time all copies of the block held by the
processors are identical. At various times, not under the memory manager’s control, it
is desired to know how many copies of the block are extant, and if that number does
not exceed a threshold t, quickly identify which processors have copies. The set of
labels of the processors will be denoted 
. The goal is to provide a data structure that
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maintains a dynamic representation of the set of labels, denoted S, of processors that
hold copies of the block. In addition, the data structure should be able to support the
following three operations:
 Insert: If 2
nS; Insert
() updates the representation of S to S [ fg.
 Delete: If 2 S; Delete
() updates the representation of S to Snfg.
 Enumerate: If jSj6t; Enumerate
; t lists the elements of S, and if jSj>t, it returns
NIL.
However, Insert
() and Delete
() should be supported provided they are feasible
operations, i.e., 2
nS in the case of insertion and 2 S in the case of deletion. (Note
that whether or not an operation is feasible depends solely on the history of operations
performed and not on the state of the data structure.) We will refer to a data structure
with the above-described properties as a threshold data structure for subsets of 
. To
be considered a satisfactory solution to the cache coherence problem, any such data
structure should have an ecient implementation with low memory overhead.
There is a naive solution to the above-stated problem that is correct even when t= n.
Associate to the block an n-bit vector representing S whose coordinates are indexed
by the labels assigned to processors. (In the literature, these bits are called presence
ags [7].) Set the th bit of the vector only if 2 S. Deletions and insertions can be
easily implemented by complementing the th coordinate of the vector. To implement
Enumerate
; n simply list all the indices  for which the th bit of the vector is set.
Clearly, the above data structure is very \simple". Moreover, insertions, deletions, and
enumerations can be implemented eciently. But, our problem arises in the design
of memory systems. In this context, memory is limited. Empirical studies of directory
protocols consider 32-byte blocks [23, Section 3.5]. On a system with 1024 processors,
the naive solution incurs a 400% memory overhead! Hence, it is unsatisfactory.
For t=1, there is an elegant solution. Indeed, let lg n denote the length of n in binary
and assign to each processor an identier that is a nonzero bit vector of length lg n.
The system keeps count of how many copies are checked out, plus a register containing
the exclusive | or of all identiers of processor holding the block. When there is only
one such process, the register indicates the unique processor holding a copy. Thus, the
overall memory usage is 2lg n. This solution is due to David Wood, improving on an
earlier method of Chandra and Palacharla. We will extend this solution to values of t
larger than 1.
1.2. Our contributions
Our main technical contributions are a lower bound on the space required to ap-
proximately represent dynamic subsets of a space 
 (in a sense we will make precise)
and a data structure that eciently supports insertions, deletions, and enumeration of
up to t elements, whose space consumption asymptotically matches the lower bound.
Moreover, our data structure can be implemented eciently and, when the threshold pa-
rameter t is a small constant, it has an ecient hardware level implementation. Indeed,
the most expensive operation supported by our data structure is essentially equivalent
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to single decoding step in a Bose{Chaudhuri{Hocquenghem (BCH) t error correcting
code [14, Chapters 3, 9]. For such codes, specially designed ecient hardware level
decoding procedures exist [14, Chapter 9, Section 6]. In summary, we provide a sat-
isfactory solution to a \threshold" version of the cache coherence problem which is
optimal in terms of memory usage.
In order to discuss the memory usage of our data structure as well as the cost of the
operations it performs we henceforth denote by lg n the length in binary of a positive
integer n. Note that lg n= blog2 nc+1 and lg n= dlog2(n+1)e as well. When the size
of 
 is n our data structure uses (t + 1)lg n bits of memory. This implies, for t=4
and n=1024, that our data structure solves the cache coherence problem with a 20%
memory overhead. This compares favorably to protocols considered in the literature,
some of which are in some sense inferior 3 to our solution. For large values of t and n,
the cost of insertions and deletions is O(t(log n)1+o(1)) bit operations and enumeration
of up to t elements requires O((t log n)2+o(1)) bit operations. For small values of t
and n, the rst two operations cost O(t(log n)2) bit operations while the latter requires
O((t log n)3) bit operations.
We also show that our threshold data structure for subsets of 
 has an interesting
and potentially useful property. Namely, the set 
 need not be assumed to be xed
(provided some conditions are satised and that sucient additional memory can be
allocated to the data structure in the case that the size of 
 grows). This property
might be used to improve performance of our data structure. Moreover, it could prove
useful in the design of a solution to the cache coherence problem that takes advantage
of processors that get freed by jobs being executed in a parallel environment.
The design of our data structure heavily relies on algebraic coding theory. To the
best of our knowledge, the use of coding theoretic techniques to address the cache
coherence problem is novel.
This work, in addition to its technical contributions, contains a conceptual contribu-
tion. Indeed, our solution to the problem that motivated this work rests in a realization
of a new concept. Traditionally, a data structure for a combinatorial object must sup-
port a family of operations no matter what the size of the object. Our innovation is
to introduce a threshold t and only support certain operations when the object’s size
does not exceed the threshold. For certain applications, this may be sucient, and
even desirable if economies of space and=or time usage thereby result. We call this
new type of data structure a threshold data structure. Below we describe one such
data structure; a dynamic-set threshold data structure.
Recall that many algorithms manipulate sets that can grow, shrink, and change over
time. We will call these dynamic sets. Algorithms that manipulate dynamic-sets may
require several types of operations to be performed on them. For example, insertions
and=or deletions of elements, membership tests, etc. In a typical implementation of a
dynamic-set it is assumed that the objects representing elements of the set have an
3 E.g., some protocols avoid broadcasts by preventing more than t processors from sharing a block, others
use software to handle the case when more than t processors hold a copy of a block.
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identifying eld called a key. Objects usually contain satellite data, i.e., information
that is carried around in other object elds but are otherwise unused by the dynamic-set
implementation. Typical operations on a dynamic set S, where S is contained in some
xed set 
, are:
 Membership test: given a key  returns an element of S whose key is , or NIL if
no such element belongs to S.
 Insert: given a pointer p augments the set S with an element pointed to by p.
 Delete: given a pointer p to an element in the set S, removes that element from S.
 Enumerate: a query that lists all the elements in S.
 Minimum (respectively Maximum): a query on a totally ordered set S that returns
the element of S with the smallest (respectively largest) key.
 Predecessor (respectively Successor): a query that, given a pointer p to an element
from a totally ordered set S, returns the next smaller (respectively larger) element
of S, or NIL if no such element exists.
For a threshold t such that t<j
j we say that a dynamic-set operation on a set S
is a dynamic-set threshold operation if it is an operation, dierent from insertion and
deletion, that returns what is supposed to if jSj is at most t, and returns NIL otherwise.
Denition 1. A dynamic-set threshold data structure is a dynamic-set data structure that
supports the insertion and deletion operations; and one or more dynamic-set threshold
operation.
In designing dynamic-set threshold data structures, one can think of the goal as that
of designing a data structure for a set S that supports insertion and deletion operations
and at least one other standard operation, but only doing these other operations at times
when the set’s size drops to t or less. If the size of S is greater than t, we might not
even be able to support other standard operations besides insertion and deletion.
We expect that dynamic-set threshold data structures will nd applications in domains
where sets are too large to be represented in main or auxiliary memory. In this work
we exhibit only one such application. But, there are several realizations of the concept
of threshold data structure. In order to substantiate this claim we provide additional
examples of threshold data structures. In particular, we build a data structure which
maintains a representation of a dynamic multi-set and supports insertions, deletions,
and enumeration of up to t elements. Its construction is based on some facts that could
prove useful in the design of other threshold data structures.
The idea of threshold data structures is intriguing, and quite possibly our ideas will
nd other uses. In some sense, then, our technique is a solution looking for more
problems.
1.3. Related work
Chien and Frazer [11] applied BCH codes to solve an information retrieval problem.
One is given a large set of documents, indexed by the presence of one or more features.
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Given a set S of features, one wishes to list all the documents whose feature sets
T contain S. To solve this problem, Chien and Frazer dene a decipherable linear
superimposed code to be a collection of bit vectors representing feature subsets of
cardinality 6t, with the property that no two distinct linear combinations of size 6t
are equal, and observe that the columns of a parity check matrix for a t-error correcting
BCH code form such a code. When S and T have cardinality 6t, deciding if S T
is reduced to BCH decoding.
Such codes were further studied by Ericson and Levenshtein [12], who imposed the
additional constraint that they should be resistant to transmission errors, and proved
various bounds on their size. The goal of this work was to economically represent the
set of active users in a token ring network.
In contrast to the works cited above, we want our set representations to still be
useful when the set size exceeds t. Put another way, we do not restrict the set size, but
partition the allowed operations into those that can be always applied and those that
only work on \small" sets. For this reason, the previous work is not directly applicable.
Our lower bounds also apply to any representation of a threshold set data structure,
not just those based on linear superposition. Finally, no one seems to have considered
multisets at all.
1.4. Organization
In Section 2 we describe a t-threshold data structure for subsets of 
 that uses
(t + 1)lg j
j bits of memory. Furthermore, we discuss the cost of the operations it
supports and additional properties of the data structure. In Section 3, we focus on small
values of the threshold parameter t and discuss several issues that would be useful for
achieving a good performance in an actual implementation of our data structure, and
thence in a solution to the cache coherence problem. In Section 4, we show that our
data structure is optimal in terms of memory usage. In Section 5, we illustrate the
concept of threshold data structures with additional examples.
2. A threshold data structure for dynamic sets
In this section we describe a threshold data structure relying on algorithms from
the theory of error-correcting codes, in particular the algebraic decoding algorithm
for binary BCH codes invented by Peterson [17] and rened by Berlekamp [3] and
Massey [15].
We will now describe a t-threshold data structure for subsets of 
. We henceforth
identify 
 with a subset of GF(2m), the nonzero elements of the nite eld of order
2m. Each element of 
 is thus represented by a nonzero bit vector of length m. All sets
under consideration will be subsets of the universe 
. If there are n distinct elements
we wish to keep track of, we must have j
j=2m − 1>n, so m> log2(n+ 1).
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We now describe how our data structure represents a dynamic set S. Let Si=
P
2S 
i
be the ith power sum of elements in S and C be a non-negative integer equal to jSj.
The set S 
 is represented by the vector
(S1; S3; : : : ; S2t−1; C):
Initially the vector is (0; 0; : : : ; 0; 0) which represents the empty set. For 2
, the
operations are as follows:
1. Insert
(): Increment C. Add the vector (; 3; : : : ; 2t−1) to (S1; : : : ; S2t−1), doing
these operations in GF(2m).
2. Delete
(): Decrement C. Add the vector (; 3; : : : ; 2t−1) to (S1; : : : ; S2t−1), doing
these operations in GF(2m).
3. Enumerate
; t : If C>t return NIL. If 0<C6t, for j=1; : : : ; C − 1, determine S2j
as S2j . Recover the elements of S from the power sums S1; S2; : : : ; S2C−1.
Note that insertions and deletions are implementable using addition in GF(2m), which
is just bitwise addition mod 2. The enumeration operation requires more discussion.
First, when x; y2GF(2m), we have (x + y)2 = x2 + y2. Therefore, S2j = S2j . Suppose
that jSj=d, a value that can be read from the counter. Determining the ’s from the
power sums is exactly the problem that is solved when decoding binary BCH codes.
Let us briey outline how this is done. Using the Berlekamp{Massey algorithm [3, 15],
we take the power sums S1; S2; : : : ; S2d−1 and produce the coecients of the polynomial
f(X )=
Q
2S
(1− X ):
In coding theory, this polynomial is called the error locator. Suppose the elements of
S are 1; : : : ; d. We note that
f(X )= 1− 1X + 2X 2 +   + (−1)ddX d ;
where 1; : : : ; d are the elementary symmetric functions of 1; : : : ; d. That is, we now
have the coecients of
g(X )=
Q
2S
(X − )=X d − 1X d−1 + 2X d−2 +   + (−1)dd:
By nding the roots of this polynomial, we can recover the ’s.
We now discuss the space required by this method. Since 2m − 1>n, the smallest
value of m that can be used is lg n. We also have 06C6n, so that lg n bits suce
for storing the counter. These estimates give our rst result.
Theorem 1. Let 
=GF(2m). There is a t-threshold data structure for subsets of

 that supports any feasible sequence of the operations Insert
; Delete
; and
Enumerate
; t using (t + 1)lg j
j bits of storage.
Proof. Consider the data structure described above. Recall that since GF(2m) is of
characteristic two, x − y= x + y for all x; y2GF(2m). From this it follows that the
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data structure correctly maintains a representation of S 
 for any sequence of feasible
operations (meaning that they could be performed on an exact representation of the
set). The space consumption follows from the fact that to store each of the t power
sums requires lg j
j bits of storage and to store the counter lg j
j additional bits of
memory are needed.
Note that there are 2j
j possible subsets of 
 and that the data structure of the previ-
ous theorem has j
jt+1 distinct states. Thus, it is impossible, information theoretically,
for the data structure to support Enumerate
;n. This is a feature of our threshold data
structure that most standard dynamic-set data structures do not share.
We now discuss the asymptotic time complexity of our procedures. We assume that
GF(2m) is implemented using polynomials over GF(2) modulo an irreducible degree
m polynomial. In this case, addition and subtraction require O(m) bit operations, and
multiplication and division require O(m1+o(1)) bit operations.
Theorem 2. Let 
=GF(2m) and n= j
j. For d; n!1; Insert
 and Delete
 can
be implemented using O(t(log n)1+o(1)) bit operations. If jSj=d6t; Enumerate
; t can
be implemented using O((d log n)2+o(1)) bit operations.
Proof. Consider insertions rst. If t>1, the required power sums can be found with
t multiplications in GF(2m). The remaining steps are t additions in GF(2m) and the
increment of a counter less than n. Since m=O(log n), the rst bound follows. Clearly,
deletions have the same cost.
Now consider enumerations. Note that d= jSj is available from the counter C. We
can obtain the required S2i and run the Berlekamp{Massey algorithm using O(d2m2)
bit operations [3, 15]. Finally, Shoup [19, p. 14] has proved that a degree d polynomial
with all its zeroes in GF(2m) can be completely factored using O((d log n)2+o(1)) bit
operations. Since m=O(log n), the result follows.
Apropos of this result, some remarks are appropriate.
First, we are implicitly assuming that communication has been minimized in transmit-
ting instructions such as Insert() to the data structure. If we are willing to transmit
all the power sums, then insertions and deletions can be done using O(t log n) bit
operations.
Second, the running time for enumerations of sets of size d6t can be improved if
randomized algorithms are permitted. Let us sketch a proof of this. Blahut [5, p. 340]
shows that the Berlekamp{Massey algorithm can be implemented with O(d(log d)2
log log d) multiplications in GF(2m). Kaltofen and Shoup [13, Theorem 3] prove that
a degree d polynomial f in GF(2m)[X ] can be factored into its irreducible factors by
a randomized (Las Vegas) algorithm using O(md(d1+o(1) + m0:67+o(1))) bit operations.
Therefore, we nd the expected number of bit operations for enumerations to be
O(d(log n)(d1+o(1) + (log n)0:67+o(1))):
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We emphasize that the randomization used here only aects the running time; when
the algorithm nishes, the members of S are accurately determined.
Finally, the assumption that d and n are large may be unrealistic for applications. For
this reason it is worthwhile to see what can be proved using standard arithmetic algo-
rithms, which use O(m2) bit operations to multiply and divide elements of GF(2m) [2,
Chapter 6]. With this assumptions, insertions and deletions cost O(t(log n)2) bit op-
erations. To implement enumerations we must use the Berlekamp{Massey algorithm,
which costs O(m2d2) as before, and nd the d roots of the degree d polynomial g(X ).
This is done as follows. Let R denote the ring of polynomials modulo g. By the Chinese
Remainder Theorem we have
R = GF(2m)     GF(2m):
We rst nd a matrix F for the GF(2)-linear map a 7! a2 on R. This will use O((md)3)
bit operations [2, Exercise 7.15]. If Fa= a, we have a=(a1; : : : ; ad) with ai either 0 or
1, and if a 6= 0; 1, then we can split g by computing gcd(a; g). We do this systematically
as follows. First, use Gaussian elimination to nd a basis B= fb1; : : : ; bdg for the kernel
of F − I . (Cost: O((md)3) bit operations.) Next, let S = fgg. Then, for i=1; : : : ; d, we
execute the following renement step: For each s2 S, compute gcd(s; bi), and replace
s by its factors thus found, should they be nontrivial. We can see this will completely
factor g by considering  and 0, two distinct zeroes of g. Suppose at the end of the
procedure we have some s2 S with s()= s(0)= 0. Then, each bi is simultaneously
zero or not zero at ; 0, and B is not a basis. At all times, S contains a factorization
of g. Therefore, the ith renement step uses
O(m2)
P
s2S
(deg s)(deg bi)=O(m2d)
P
s2S
(deg s)=O(m2d2)
bit operations.
There are d renements, so the total cost of enumerations is O((d log n)3) bit oper-
ations.
We have established the following.
Theorem 3. Let 
=GF(2m) and n= j
j. With standard arithmetic; the instruc-
tions Insert
 and Delete
 can be implemented using O(t(log n)2) bit operations.
If jSj=d6t; Enumerate
; t can be implemented using O((d log n)3) bit operations.
We now discuss an interesting property of the data structure described at the begin-
ning of this section. Namely, it is able to support dynamic expansions and contractions
of the set of labels 
. Below we formally state what we mean by this claim. But,
let us rst describe our motivation for addressing such an issue. Parallel machines, by
their very nature, may execute several dierent jobs at the same time. A xed number
of processors might be allocated to each job. Hence, while running a particular task
other jobs might nish executing thus freeing processors. In this case, it is useful to
be able to re-allocate the freed processors to jobs that are still executing. But, our pro-
posed solution to the cache coherence problem seems to require that the set of labels
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of available processors be known from the beginning. We now show that this is not
the case. Indeed, our data structure allows for a smooth transition from an underlying
set of processors’ labels 
 to a new set of labels 
0, provided 

0 and that 
0 is
suciently large. In other words our data structure supports the operation of expansion
of the underlying set of labels. We stress that this can be achieved without signicantly
disrupting execution of the tasks being performed.
Formally, we have the following:
Lemma 1. Let 
=GF(2m); m0= km for some positive integer k>1; and 
0=
GF(2m
′
). There is a threshold data structure for subsets of 
 that supports any fea-
sible sequence of the operations Insert
; Delete
; and Enumerate
; t . In addition;
the data structure supports the operation
Expand
(

0): Updates the data the structure to a threshold data structure for
subsets of 
0 supporting any feasible sequence of the operations Insert
′ ;
Delete
′ ; and Enumerate
′ ; t :
The cost of Expand
(

0) is equivalent to the allocation of (t+1)(lg j
0j− lg j
j) bits
of memory.
Proof. The initial data structure is the one of Theorem 1. Since m0= km, then GF(2m
′
)
is a eld extension of GF(2m). Hence, addition and multiplication in GF(2m) of ele-
ments in GF(2m) is consistent with addition and multiplication in GF(2m
′
). It follows
that the Insert
() and Insert
′() (respectively Delete
() and Delete
′()) up-
date the data structure in exactly the same way when 2
.
The initial state of the new data structure after the Expand
(

0) will be the last
state taken by the initial data structure. Moreover, after an Expand
(

0) operation,
the arithmetic involved in Insert
′ ; Delete
′ , and Enumerate
′ ; t should be done in
GF(2m
′
) and the counter should be allowed to reach values of up to j
0j. This requires
allocating lg j
0j − lg j
j additional bits of memory for the counter and each of the
power sums.
Note that an implementation of an expansion operation does not cause an increase
of communication overhead and is independent of the size of the set represented by
the data structure. The reverse of the expansion operation is a contraction, denoted
Contract
′(
) (where 
 and 
0 are as in Lemma 1). Provided this operation is feasible,
i.e. the set represented by the data structure is fully contained in 
, it can be supported
by our data structure at the cost of freeing lg j
0j − lg j
j bits of memory.
3. Hardware realizations for small thresholds
In this section we return to memory design and discuss some ideas that would be
useful for this application.
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We rst observe that enumeration is only required after a write request. Since the
complexity of enumeration grows with the size of the set enumerated, it is worth
considering writes in detail. These will be of two types. If the processor  writes to a
block it already holds, the others holding the block can be found by doing Delete(),
then Enumerate. A further Insert() restores the set to its original state. Writing to
a \new" block, can be handled with Enumerate followed by Insert(). Using this
trick, t can be eectively increased by 1 at little additional cost.
Second, we note that we will only be interested in small values of t. For example,
Weber and Gupta [21] suggest that in most sharing patterns, the number of readers is
less than 4. For such cases, a feasible alternative to the general enumeration procedure
is to directly compute the i’s and then nd the roots of a small degree polynomial.
This is important in BCH decoding, and many methods for this have been published.
No one source, however, contains all the useful ideas, and so a brief review of the
topic seems appropriate.
In the remainder of this section, we will assume that a power basis is used for
GF(2m). That is, elements of this eld are represented as the coecients ci ofPm−1
i=0 ci
i, where  has degree m over GF(2). On GF(2m), squaring is an invert-
ible GF(2)-linear map, given in the power basis by a matrix we will denote by F .
Berlekamp et al. [4] observed that square roots in GF(2m) can be found by applying
F−1. Their method for solving the quadratic equation
y2 + y= ;
whose left-hand side is a GF(2)-linear function of y, goes as follows. If y=
Pm−1
i=0 yi
i
and =
Pm−1
i=0 i
i, the equation takes the form

U 0
 0
0B@
ym−1
...
y0
1
CA =
0
B@
m−1
...
0
1
CA ;
where U is an (m− 1) (m− 1) matrix of full rank. Then0
B@
ym−1
...
y1
1
CA =U−1
0
B@
m−1
...
1
1
CA :
Taking y0 = 0; 1 gives two values for y. (The equation has two solutions or none. We
will only be concerned with the rst case. For a solvability criterion, see [4, p. 555].)
Equations of the form z4 + az2 + bz= c are equivalent to
Mz def= (F2 + aF + bI)z= c
and solvable by Gaussian elimination [4, p. 562]. If matrices for F2 and powers of 
times F and I are precomputed, these can be added together to form M . This scheme
uses about 2m3 bits of memory, but we can reduce this by spending more time. First,
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as discussed in [10, p. 331], if a 6= 0, the substitution z=paw leads to the standard
form
M 0w=(F2 + F + b0I)w= c0:
(If a=0, the form is the same without the F .) This cuts the memory needed in half.
We can reduce it further to O(m2) if we evaluate b0I by nested multiplication; for
example if K represents multiplication by  we have
(c0 + c1+ c22 + c23)I = c0I + K(c1I + K(c2I + c3K)):
The matrix K is sparse, so the work is roughly that of m matrix{vector multiplications.
With these preliminaries taken care of, we can now give our \formulary" for enu-
meration. In the theorems below, 1; 2; : : : ; d denote elements of GF(2m) and d the
size of the set S which we wish to enumerate. We let 1 =
P
i i, 2 =
P
i<j ij; : : :
denote their elementary symmetric functions, and S1 =
P
i i; S2 =
P
i 
2
i ; : : : their
power sums.
Theorem 4 (Enumeration for d=2). Let 1 6= 2. If y is a solution to y2+y= S3=S31+
1; then (in some order) 1 =y=S1 and 2 = 1 + S1.
Proof. Follows from the discussion in [4]. We note that S1 6= 0.
Theorem 5 (Enumeration for d=3). Let 1; 2; 3 be distinct. Then D= S31 + S3 6= 0.
If C =(S51 + S5)=D; the equation y
4 + Cy2 + Dy=0 has distinct nonzero solutions
y1; y2; y3. We may take (in some order) i=yi + S1.
Proof. Blokh [6, p. 27] shows that D 6= 0 and y3 +Cy+D=0, from which the result
follows.
Our approach has been to reduce a cubic equation to an easily solved quartic.
Alternatively, one can extract a square root and a cube root and then solve an auxiliary
quadratic equation [8]. Cube root computation can be reduced to exponentiation; see
[2, Theorem 7.3.2].
Theorem 6 (Polynomial coecients for d=4). Let 1; : : : ; 4 be distinct. Let
3 = S3 + S31 ;
5 = S5 + S51 ;
7 = S7 + S23S1;
D= S33 + S15:
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Then D 6= 0; and
1 = S1;
2 =
1
D
(S3(5 + S213) + S1(7 + S
4
13));
3 = 3 + S12;
4 =
1
D
(5(5 + S213) + 3(7 + S
4
13)):
Proof. From Newton’s identities (binary case) [14, p. 244] we have0
BB@
1 0 0 0
S2 S1 1 0
S4 S3 S2 S1
S6 S5 S4 S3
1
CCA
0
BB@
1
2
3
4
1
CCA =
0
BB@
S1
S3
S5
S7
1
CCA :
The matrix has determinant D=
Q
i<j(i − j) [17, p. 462], which cannot vanish.
Solving for the i by Gaussian elimination gives the result.
Theorem 7 (Root nding for d=4). Let the zeroes of
4Q
i=1
(x − i)= x4 + 1x3 + 2x2 + 3x + 4
be distinct. If 1 6= 0; let D be as in Theorem 6 and dene 0i for i=2; 3; 4 by
=
p
3=1;
04 = S
2
1 =D;
03 = S
3
1 =D;
02 = (2 + 1)
0
4:
If 1 = 0; let 0i = i. Then; the equation z
4 + 02z
2 + 03z= 
0
4 has distinct solutions
z1; : : : ; z4 and we may take (in some order)
i=

z−1i +  if i 6= 0;
zi otherwise
for i=1; 2; 3 and 4 = S1 + 1 + 2 + 3.
Proof. Substituting x=y +  in the original equation brings it to the form
y4 + 1y3 + (2 + 1)y2 + (4 + 22 + 4)= 0:
Its constant term must be nonzero, otherwise it would have a double root. The further
substitution z=1=y and some algebra gives the result.
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Table 1
Cost of enumerations for small d. Here, v and w are m-dimensional bit vectors (elements of GF(2m),
M is a mm matrix, and we have borrowed the notation Mnv from MATLABJ to stand for solution
of the linear system Mx= v
d v  w v w Mv Mnv Memory
2 2 2 1 0 m2
3 3 1 0 1 2m3
4 17 5 1 1 2m3
The main idea of this method is already in [4], but the simple formulas for 0i do not
seem to be in the literature. It is also possible to solve a quartic equation by extracting
two square roots and solving one auxiliary cubic and three auxiliary quartic equations
[8].
Assuming that matrices for F−1, F2, and powers of  times F and I have been
precomputed, Table 1 summarizes the complexity of the above described methods.
There are specic methods for larger d, but we limit ourselves to a few remarks.
In general, the polynomial coecients i are rational functions of the power sums Si.
These functions are given explicitly for d66 in [16, pp. 144{147].
For degree 5 equations, Trager and Winograd [22] have given an elegant method,
relying on inversion of an m m matrix, for nding their roots.
Finally, we consider the hardware performance of our methods. A detailed engineer-
ing analysis of this matter is beyond the scope of this paper, but one can get an idea
of what is possible by considering the recent literature on decoders for error-correcting
codes. In recent years, code engineers have concentrated on Reed{Solomon codes rather
than the binary BCH codes favored in the 1960s. Fortunately, our enumeration proce-
dure can make use of the components provided in modern Reed{Solomon decoders.
Roughly speaking, an enumeration operation can be done in about half the time used
to decode one Reed{Solomon codeword.
Let us briey recall Reed{Solomon codes. A codeword consists of n=2m−1 symbols
from GF(2m), thought of as a polynomial
C(X )= c0 + c1X +   + cn−1X n−1:
Codewords satisfy C(i)= 0, for i=1; : : : ; 2t, where  generates the cyclic group
GF(2m). The decoder gets the polynomial R(X )=C(X ) + E(X ), where
E(X )= e0 + e1X +   + en−1X n−1
is the error contributed by the channel. Using R, the decoder nds the syndromes
Sk =R(k)=E(k)= e0 + e1k +   + en−1k(n−1)
for k =1; : : : ; 2t. From these, error locations are determined (places where ei 6= 0) and
error magnitudes (the values of nonzero ei), allowing up to t transmission errors to be
corrected.
E. Bach, M. Kiwi / Theoretical Computer Science 235 (2000) 3{23 17
The connection to our enumeration procedure is as follows. In our case, ei is either
0 or 1. Therefore, we already have half of the syndromes and can nd the others by
squaring, using t multiplications in GF(2m). It is evident that we need only to determine
the error locations. To do this, decoders use the Berlekamp{Massey algorithm (or a
variant thereof), followed by a Chien search for the roots of a polynomial. This search
method uses special hardware to reduce the time per root to one clock cycle.
Chi [9, p. 951] analyzes the performance of several popular Reed{Solomon decoders.
He assumes that the decoder has 2t parallel units, each capable of one multiplication
or division, plus one addition, in GF(2m) per clock cycle. Taking into account that
we can obtain the syndromes with one clock cycle and that we do not need the error
values, we nd that enumeration can be done within 6t + n+ 1 cycles. (The time for
full decoding is about double this.) More decoder designs can be found in [18] and
the references therein.
With specialized hardware, it should be possible to perform an enumerate operation in
a few microseconds when n=102− 103. Indeed, commercial Reed{Solomon decoders,
which are programmed for diering code sizes and hence do not have the best possible
performance, achieve latencies around 20 s when n=255 [1].
4. A lower bound on memory usage
The data structure for subsets of 
 discussed in Section 2 requires about (t +
1) log2 j
j bits of memory. In this section, we will show this is optimal up to low-order
terms, when t is xed and j
j ! 1.
Let 
 be a universe of size n. We would like to consider a nite state machine
M that models a t-threshold data structure for subsets of 
. Intuitively, each state of
M should stand for one or more subsets, and the input alphabet of M should consist
of instructions to insert or delete various elements of 
. The action of M should be
compatible with the intended interpretation of machine states as subsets.
Unfortunately, the formalism of nite automata is cumbersome to apply here, and
we are better o working directly with a mapping from 2
 to the state space Q of
M . Our goal is to prove a lower bound on the size of Q. In order to achieve this,
recall that if S is the set whose representation is maintained by the data structure, then
Insert
() (respectively Delete
()) is a feasible operation provided that  2 
nS
(respectively  2 S). Thus, whether or not an operation is feasible depends solely on
the history of operations performed and not on the state of the data structure. Consider
the mapping q from the set of feasible operation sequences into Q. Note that dierent
feasible operations sequences might give rise to the same subset S of 
 but leave the
nite state machine M in dierent states. We abuse notation and view q as a mapping
from 2
 to Q where q(S) corresponds to a state of Q reached by M when its input is
a feasible operations sequence that gives rise to S (many such sequences exist, so in
order to dene q(S) pick one arbitrarily). We rst require q to satisfy two conditions
that say, in eect, that the state transition function of M is well dened.
18 E. Bach, M. Kiwi / Theoretical Computer Science 235 (2000) 3{23
(1) Let  62 S [ T . If q(S)= q(T ), then q(S [ fg)= q(T [ fg).
(2) Let  2 S \ T . If q(S)= q(T ), then q(Snfg)= q(Tnfg).
Lemma 2. Let q satisfy conditions (1) and (2) above and let S and T be subsets
of 
. If q(S) 6=q(T ) and  is a feasible operations sequence for both sets; then
q(S) 6= q(T); where S (respectively T) is the set that the sequence of operations
 gives rise too when performed starting from S (respectively T ).
Proof. Use induction on the length of .
So far, our requirements could be satised by a trivial mapping (one with jQj=1).
To get a lower bound, we add a third requirement. This says, intuitively, that each set
of size at most t is represented within M by a distinct state which is also distinct from
any state representing a larger set, i.e.,
(3) If jSj6t and T 6= S, then q(S) 6= q(T ).
Lemma 3. Let q : 2
 ! Q satisfy (1){(3) above. If S and T are distinct subsets of

 such that jS \ T j>minfjSj; jT jg − t; then q(S) 6= q(T ).
Proof. The conclusion is true by assumption if jSj or jT j is at most t. Hence, assume
that t<jSj6jT j and jS \T j>jSj− t. If q(S)= q(T ), we can delete all elements in the
(non-empty) intersection and obtain sets S 0 and T 0, respectively. By Lemma 2, we must
have q(S 0)= q(T 0). But jS 0j= jSj−jS\T j6t, so requirement (3) forces q(S 0) 6= q(T 0).
This is a contradiction.
The following result gives a lower bound on the number of states used by any
t-threshold data structure for subsets of 
.
Theorem 8. Let j
j= n. If q : 2
 ! Q satises (1){(3) above; then jQj>Pt+1i=0 (ni:
Proof. Let us denote f1; : : : ; jg by [j]. Identify 
 with [n]. We dene a family
C of subsets of [n], any pair of which satises the hypothesis of Lemma 3. Let
C0 = fS [n]: jSj6tg, and for 16i6n − t dene Ci= fS [ [i]: S [n]n[i]; jSj= tg.
Let C =
Sn−t
i=0 Ci and note that the size of C is
tP
i=0

n
i

+
n−tP
i=1

n− i
t

=
tP
i=0

n
i

+
n−1P
i=t

i
t

=
tP
i=0

n
i

+

n
t + 1

=
t+1P
i=0

n
i

:
When t is xed and n ! 1 the bound of Theorem 8 is asymptotic to nt+1=(t +
1)!. Hence, the number of memory bits used by the method of Section 2, namely
(t + 1) log2 n, is asymptotically optimal. When t= n=2, Theorem 8, and the fact that
log2
( n
n=2
  n, imply that we cannot expect much gain over explicitly listing all states.
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Finally, when t=0, the bound becomes n + 1, telling us that the simple method of
detecting empty sets by means of a counter is optimal.
We note that the bound of Theorem 8 is not best possible in all cases. Take, for
example, n=3 and t=1. We start with C0 = f;; f1g; f2g; f3gg. We get C1 by adding
1 to each singleton not containing 1, so C1 = ff1; 2g; f1; 3gg. In a similar fashion,
C2 = ff1; 2; 3gg. Thus, C consists of all subsets of f1; 2; 3g save f2; 3g, and the lower
bound is 7. However, f2; 3g must be distinguished from every set of size at most 1 (by
requirement 1), from any set of size 2 (since there is always a common intersection),
and from the set of size 3 (since we can delete 2 and 3). Hence in this case, eight
states are required.
5. Extensions
As mentioned in the introduction to this work, we believe that threshold data struc-
tures could prove useful not only in the design of memory systems, but also when
there is too much data to be stored in main or auxiliary memory. Thus, in our opin-
ion, identifying new threshold data structures and providing additional techniques for
constructing them is a worthwhile endeavor. In this section we undertake this task.
Moreover, the results we describe below establish that the concept of threshold data
structure has several realizations besides the one described in Section 2.
We rst observe that a threshold data structure for subsets of 
 can support
additional dynamic-set operations, like membership test, by combining it with stan-
dard data structures. Indeed, consider a universe 
0 much larger than 
 and that we
wish to maintain a representation of a dynamic subset S of 
0 whose size is small
compared to 
0. In addition, we wish to eciently perform insertions, deletions, enu-
merations of up to t elements, and membership tests. Note that this can be achieved by
hashing the elements of 
0 into a hash table indexed by the elements of 
, resolving
collisions through chaining, 4 and using our data structure for subsets of 
 to keep
track of the hash table entries storing elements of S. Such data structure can support
the operations of deletion, insertion, and membership test in the standard way. More-
over, enumeration of sets of size up to t can be performed eciently by rst listing
the entries of the hash table to which the elements of S hash and then enumerating
the elements of S associated to those entries.
We now construct a threshold data structure that maintains a dynamic representation
of a multi-set, i.e., of a \set with repeated elements". Our new data structure will sup-
port the same operations as those of a threshold data structure for subsets of 
. We
will call such data structure a threshold data structure for multi-subsets of 
. For-
mally, we consider a universe 
 and a threshold parameter t. As usual we identify the
elements of 
 with the elements of GF(2m) for some suciently large m. The formal
denition of the dynamic-multi-set operations of insertion, deletion, and enumeration
4 In other words, elements that hash to the same value are placed on a linked list.
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of up to t elements are the natural generalizations of those provided in Section 1.1 for
the analogous operations over sets. We abuse notation and also refer to the multi-set
operations by Insert
, Delete
, and Enumerate
; t .
The construction of our new data structure arises from the following observation. In
the dynamic-set threshold data structure described in Section 2 it is possible to avoid
the Berlekamp{Massey algorithm by spending a little more work in the Insert
 and
Delete
 procedures. Indeed, it suces to work with the polynomials directly and store
f(X ) =
Q
2S
(X − )mod X t
together with a counter C. Then, Insert
() can be implemented by taking the re-
mainder mod X t of the product of f(X ) by X −  and incrementing the counter C.
Moreover, Delete
() can be performed by taking the remainder mod X t of the prod-
uct of f(X ) and −tX t−1 + −t+1X t−2 +   + −1 (which is (X − )−1 mod X t) and
then decrementing the counter C. The implementation of Enumerate
; t relies on the
following identity:
Q
2S
(X − ) =
(
X t + f(X ) if jSj= t;
f(X ) if jSj<t:
Hence, from f(X ) one obtains
Q
2S(X − ). Once this polynomial is determined,
its roots are found as before by polynomial factorization. This yields the elements of
S. We now come to a crucial observation. The above procedures allow for multiple
insertions and deletions of elements in 
. Thus, they maintain a dynamic representation
of a multi-subset of 
. Hence, the advantage of these procedures is that they extend
to multi-sets, albeit with a more complex deletion and enumeration procedure. Indeed,
deletion requires a polynomial multiplication and enumeration uses a more involved
factorization procedure. More precisely, we get the following
Theorem 9. Let N be a positive integer; 
=GF(2m); and n= j
j. There is a
t-threshold data structure for multi{subsets of 
 of size up to N that supports
any feasible sequence of the operations Insert
; Delete
; and Enumerate
; t using
lgN + t lg n bits of storage. The instructions Insert
 and Delete
 can be imple-
mented using O(logN+t(log n)2) and O(logN+(t log n)2) bit operations; respectively.
If jSj=d6t; Enumerate
; t can be implemented using O((d log n)3) bit operations.
Proof. Consider the data structure described above. The memory requirement follows
by observing that a counter of size up to N consumes lgN bits of storage and that to
store the coecients of a degree t − 1 polynomial in GF(2m)[X ] consumes t lg n bits
of storage.
Insertion can be done with t multiplications and t additions in GF(2m) and by
incrementing a lgN bit counter. Hence, it costs O(log N + t(log n)2) bit operations.
Deletion can be done with t2 multiplications and t(t − 1) additions in GF(2m) and by
incrementing a lgN bit counter. Hence, it costs O(logN + (t log n)2) bit operations.
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Now, consider enumeration. Note that jSj=d6t is available from the counter.
Thus, Enumerate
; t can be done by nding the roots of the degree d polynomial
g(X )=
Q
2S(X − ). In order to achieve this, we rst determine the monic square-
free polynomials g1; : : : ; gr and the positive integers e1; : : : ; er such that g= g
e1
1    gerr .
(Cost: O(d3(log n)2) bit operations [2, Theorem 7.5.2].) Then, for i 2 f1; : : : ; rg, we
nd the di roots of gi as described in Section 2. (Cost: O((di log n)3) bit operations for
i 2 f1; : : : ; rg.) Recalling that Pri=1 eidi=d we get that the total cost of enumeration
is O((d log n)3) bit operations.
Stronger versions of Theorem 9 may be derived when d; n!1, and when random-
ized algorithms are permitted. We leave the details to the interested reader.
If the cost of insertions and deletions is crucial and ecient memory usage is
not so important, then there is an alternative to the above described threshold data
structure for multi-subsets of 
. Indeed, assume 
=GF(pm) where p is a prime
greater than t. As usual, let n= j
j. Consider the same data structure described in
Section 2, but where: (1) lgN bits are allocated for the counter; (2) the ith power
sums, for i 2 fj: 16j62t − 1; gcd(p; j)= 1g are stored; (3) arithmetic is performed
over GF(pm) instead of GF(2m). In such data structure, provided precomputation is
permitted, insertions (respectively deletions) can be performed by incrementing (respec-
tively decrementing) the counter and with d(2t − 1)(1 − 1=p)e additions in GF(pm)
which cost O((2t − 1)(1− 1=p)log n) bit operations. Enumeration is essentially equiv-
alent to a single decoding step in a t-error correcting narrow-sense BCH code over
GF(p). We note, however, that memory usage is not ecient since the new data struc-
ture requires lgN bits to store the counter and d(2t− 1)(1− 1=p)elg n bits to store the
power sums.
The rst threshold data structure for multi-subsets of 
 discussed above requires
about log2 N + t log2j
j bits of memory. By extending the argument of Section 4, we
can show that this is optimal up to low-order terms when t is xed and j
j ! 1.
More precisely, let 
 be a universe of size n and let M 0 be a nite state machine
that models a t-threshold data structure for multi-subsets of 
 of size up to N . In the
same way as the mapping q was associated to M in Section 4 we can now associate
to M 0 a mapping q0 which takes multi-subsets of 
 to elements of the state space Q0
of M 0. Conditions (1){(3) of Section 4 should still hold for q0 instead of q if we view
the operations \ and [ as their natural extension to multi-sets. We henceforth refer to
such view of conditions (1){(3) as conditions (10){(30). Similar arguments to those
given in Section 4 yield the following:
Lemma 4. Let q0 be a mapping from multi-subsets of 
 into Q0 satisfying conditions
(10){(30). If S and T are distinct multi-subsets of 
 such that jS\T j>minfjSj; jT jg−t;
then q0(S) 6= q0(T ); where \ corresponds to the multi-set intersection operator.
We can now prove a lower bound on the required size of Q0.
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Theorem 10. Let j
j= n. If q0 is a mapping from multi-subsets of 
 into Q0 satis-
fying conditions (10){(30); then
jQ0j>

n+ t
t

+

n+ t − 1
t

(N − t):
Proof. Identify 
 with f1; : : : ; ng. We now dene a family C of multi-subsets of
f1; : : : ; ng any pair of which satises the hypothesis of Lemma 4. For 06i6t, let Ci
be the collection of multi-sets of size i chosen from the universe f1; : : : ; ng. Note that
the cardinality of Ci is
n+ i − 1
n− 1

=

n+ i − 1
i

:
We denote multi-sets by double brackets and let
Ct+1 = fffS; 1gg: S 2 Ctg;
Ct+2 = fffS; 1gg: S 2 Ct+1g;
...
CN = fffS; 1gg: S 2 CN−1g:
Then, C =
SN
i=0 Ci. The size of C is
tP
i=0

n+ i − 1
n− 1

+

n+ t − 1
t

(N − t)
=
n+t−1P
i=n−1

i
n− 1

+

n+ t − 1
t

(N − t)
=

n+ t
t

+

n+ t − 1
t

(N − t):
Since all multi-sets in C must be represented by distinct states, we get the desired
bound on jQ0j.
When t is xed and n!1 the bound of the above stated theorem is asymptotic to
(N − t)nt=t!. Hence, the number of memory bits used by any t-threshold data structure
for multi-subsets of 
 of size up to N is asymptotic to log2 N+t log2 n when N; n!1.
It follows that the number of memory bits used by the rst method described in this
section, namely lgN + t lg n, is asymptotically optimal.
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