dent filtering processes (such as predictive deconvolution). The vertical variations are caused by attenuation in the earth. The approach described in this paper is to eliminate the lateral variations in acquisition using independent measurements of the source wavefield and to ensure that any tracedependent filtering has no effect on the wavelet. Vertical variations are then tackled as a separate problem. This approach provides a firm framework within which to interpret subtle stratigraphy.
During the last 30 years, resolution of lateral acoustic discontinuities in 3-D seismic data has improved very rapidly, and it is now substantially better than vertical resolution. This is a consequence of many developments in acquisition/processing (particularly migration) of 3-D seismic data for the determination of structure. Modern data permit routine resolution and mapping of faults with throws on the order of 10 m and the mapping of meandering river channels over large distances using horizontal time slices.
By comparison, vertical resolution has been somewhat neglected. The problem is to determine the wavelet present in the data at the zone of interest. This problem is intimately related to the well-tie problem and the determination of fine stratigraphy at the theoretical limit of vertical resolution, which is usually reckoned to be some fraction of the shortest wavelength in the data. As Jon Claerbout has explained, the difference between theory and practice is much less in theory than in practice. In this case, the practical limit of vertical resolution is determined by our ignorance of the wavelet, which is often more extensive than we like to admit. This paper argues that wavelet estimation can be greatly simplified by making appropriate measurements during acquisition. If these measurements are not made, as is normally the case, wavelet estimation becomes extremely difficult.
At the most basic level of seismic interpretation, it is essential to identify the major reflecting interfaces, known at the wells, with their corresponding reflections in the seismic data. Once this basic framework is established, it makes sense to fill in the detail and identify more subtle interfaces and then, perhaps, to use seismic inversion to identify even more subtle stratigraphy. However, there is no point in attempting to define subtle stratigraphy if the basic framework-identification of major interfaces at the wells-is not in place. This paper deals only with establishing the basic framework.
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Simplified wavelet estimation using source-signature measurements The problem of the wavelet. Figure 1 shows data from a 3-D seismic volume acquired in the North Sea in 1995. The data, which have been "processed to zero-phase" and migrated, consist of a series of vertical slices through the volume. The slices join at the wells. The four wells in the figure are vertical. They were logged for density and Pwave velocity. Intensive check-shot surveys were carried out to calibrate the integrated sonic log for depth-totime conversion of the log data.
The focus now shifts to three prominent reflectors: the seafloor, the Top Balder, and the base Cretaceous horizon (most prominent reflector in this part of the North Sea).
Using a velocity of sound in seawater of 1460 m/s, the seafloor reflection ties to all wells in the survey area to within one time sample (4 ms). The seafloor reflection is positive for a pressure wave and, with our polarity convention, this is the first blue horizon on the seismic data (about 250 ms).
The Top Balder is a very high-resolution event at about 1500 ms and corresponds to a tuff-rich mudstone that can easily be picked on the logs. The reflection coefficient is positive, corresponding to a blue peak in these data. Check-shot surveys positioned this event to within about 1 m in wells 2 and 4. In well 1, the nearest check shot was 50 m below the Top Balder. Well 3 had no logs at the Top Balder event. There is absolutely no difficulty in picking the blue peak and correlating it. The difficulty comes in tying it to the wells (see Table 1 ); mis-ties of more than 30 ms occur.
In three of the four wells in Figure  1 , the base Cretaceous event was selected as one of many positions for the downhole geophone. In the fourth well, the downhole geophone was placed both below and above the base Cretaceous horizon; only 10 m separated these two levels. The depth of the base Cretaceous is known to within about 1 m at all wells, and the checkshot surveys position it in time to within 1 ms.
The base Cretaceous event in this area is a reflection off the top of the famous Kimmeridge clay, which shows up in the logs of all four wells as a low-velocity, low acoustic-impedance layer, giving a strong negativepolarity reflection for a pressure wave incident from above. With our polarity convention, this should be a red loop. There is no difficulty in identifying the correct red loop and following it around a polygon of lines joining up the wells. The problem is to tie the loop to the base Cretaceous. The smallest mis-tie is 13 ms and the largest is more than 30 ms ( Figure 2 and Table  1 ).
Similar mis-ties occur at other horizons below the Base Cretaceous (not shown because they are prospective). They are typically 20-30 ms and not necessarily in the same direction at any given well. The mis-tie may be positive at one horizon and negative at another. Because the horizons are fixed in time and space, we must look for errors in the seismic data, particularly in the wavelet.
Why the wavelet varies both vertically and laterally. If the wavelet were zero phase everywhere, the central peak would occur at the arrival time of the reflection from the corresponding interface. This is more or less the case for the seafloor reflection. It is not the case for the Base Cretaceous reflection or for any other reflection. Moreover, because there is no consistent pattern of mis-ties, there is no simple way to correct them on the poststack data.
The three possible causes of this observed variation in the wavelet are: (1) variations in the source signature caused by variations in acquisition parameters; (2) vertical and lateral variations introduced by processing; and (3) variations introduced by the earth.
Variations in the source signature. The source signature varies from shot to shot and from line to line. These are lateral variations. They do not change the wavelet in the vertical (time) direction. In the case of dynamite data, the signature is very short and very likely minimum phase, so small shot-to-shot signature variations can be handled in processing using minimum-phase filters to equalize the spectra, if desired.
In the case of vibroseis data, there are variations from vibrator to vibrator and from vibration point to vibration point. These are currently handled using the feedback system on each vibrator to force the weighted sum "ground force" feedback signal to follow the pilot sweep. In fact, as is now well known, the weighted sum of the reaction mass acceleration and the base plate acceleration is not equal to the ground force, and significant amplitude and phase errors can be introduced by not taking this into account.
Finally, in marine seismic surveying with air guns, small shot-to-shot variations along any line are introduced by variations in the depths of the guns as a result of the action of waves on the towing apparatus plus much smaller variations introduced by synchronization errors in the firing time of the guns. The synchronization errors must be within predetermined limits, but the variation in gun depth due to the waves is difficult to measure precisely and is much harder to control. When the vessel changes course to shoot a new line, possibly in the opposite direction, the wind, currents, and waves generally force the guns to tow at a different depth, thus changing the period of oscillation of every air-gun bubble in the array. The line-to-line variations are therefore generally greater than the shot-to-shot variations along a line. These shot-toshot and line-to-line signature variations are measurable but are not normally measured.
Signature variations introduced in pro-
cessing. The two kinds of lateral variation in geology that we want to observe in seismic data are sharp discontinuities (e.g., faults) and more subtle changes caused by lateral stratigraphic variations. If the wavelet is varying slowly laterally, the sharp discontinuities will still be detected, but the slowly varying stratigraphic variations may be missed. To observe these slowly varying stratigraphic variations, we should ensure that the wavelet does not vary laterally and we should avoid introducing any lateral trace-to-trace variations.
Unfortunately, standard prestack processing procedures do not avoid trace-to-trace variations in the wavelet. In processing, prestack and poststack predictive deconvolution are routinely applied. This filtering process changes the amplitude and phase spectrum of the trace. Prestack predictive deconvolution applies a different filter on every trace, ostensibly to attenuate the multiples and compress the source signature. Predictive deconvolution certainly attenuates multiples to some degree, but it is not exact and the price for this attenuation is changing the wavelet. The wavelet is unchanged by predictive deconvolution only if it is shorter than the predictive gap. Usually no attempt is made to make the wavelet shorter than the gap, and predictive deconvolution must then change the wavelet from trace to trace. The lateral variations in the geology cause the filter to change from trace to trace in predictive deconvolution. Because of the enormous subsurface overlap between adjacent CMP gathers, the wavelets in adjacent stacked traces are very similar. However, the wavelet is liable to vary slowly with CMP position. After the wavelet has been changed by any trace-dependent filtering process, such as predictive deconvolution, any process that mixes traces (such as frequency-wavenumber filtering or Radon transform) will add additional slow lateral variations to the wavelet.
Variations introduced by the earth. The earth attenuates the propagating wavelet with, in each layer, higher frequencies more attenuated than lower frequencies. The attenuation is layer dependent. As a result, attenuation of a traveling wavelet depends on its travel path. Because each wavelet takes a different path to a receiver, each suffers a different amount of attenuation. Thus, all arriving wavelets are different. There is a progressive decrease in high-frequency energy with arrival time (essentially a vertical effect in the data) and, because all wavelets are different, this effect is not convolutional. Therefore it cannot be removed by deconvolution.
In summary, the earth introduces vertical variations in the wavelet, while shot-to-shot variations and tracedependent filtering operations in processing introduce lateral variations in the wavelet. The lateral variations are introduced prestack.
Poststack estimation of the wavelet.
Because other papers in this special section may tackle this problem, I emphasize only the following: 1) There is no freedom to move interfaces fixed by the wells. 2) The wavelet in the data varies both vertically and laterally. 3) Vertical variations are caused by attenuation in the earth and are nonconvolutional. 4) Lateral variations are caused by prestack shot-to-shot signature variations and by prestack tracedependent filtering effects; they are not convolutional in poststack data. 5) Because both vertical and lateral variations are caused by nonconvolutional effects, they cannot be removed by deconvolution.
A scheme to minimize the difficulty. My approach to this problem is to eliminate lateral variations introduced by acquisition and processing and to tackle vertical variations introduced by earth attenuation separately. Lateral variations in the wavelet are introduced prestack and must be eliminated prestack. If they are not eliminated prestack, the stacked data present enormous difficulties that are probably insuperable. I believe the problem can be avoided and is avoidable for future data.
As we have seen, there are two causes for lateral variations of the wavelet: source-signature variations in data acquisition and trace-dependent filtering in processing. My approach is straightforward: (1) measure the source wavefield during acquisition; (2) construct the far-field signature from these measurements; (3) eliminate shot-to-shot source-signature variations (as the first processing step) by applying signature deconvolution filters to equalize the source signatures to a short desired signature; and (4) ensure that tracedependent filters cannot affect the wavelet. To satisfy step (4) in the case of predictive deconvolution applied to marine seismic data, it is essential to make the desired signature shorter than the two-way traveltime in the water layer. The predictive gap can then be made longer than this wavelet, and predictive deconvolution will not affect it. These steps eliminate lateral variations in the wavelet.
This approach has been fully detailed in a number of papers (see suggestions for further reading). I summarize here the key results. The problem of attenuation is discussed further below and a somewhat crude but very successful approach to the well-tie problem is presented below.
Determination of the signature from measurements. The underlying physics for this approach is the wavetheoretical convolutional model of the propagation of seismic waves. Any seismogram is the convolution of the impulse response of the earth with the source time function. The convolution arises because of the linear relation between applied stress and deformation in the earth at the small amplitudes of seismic waves. All our modeling and generation of synthetic seismograms is based on this principle. The stress-deformation (stressstrain) relation may not be instantaneous. If a rock reacts instantaneously and linearly to the applied stress, it obeys Hooke's law, and seismic wave propagation obeys the linear elastic wave equation, and there is no intrinsic absorption of elastic energy.
If the rock is not instantaneously reacting, the strain may also depend in a linear manner on the rate of applied stress. In this case, some energy is lost, and there is some intrinsic absorption of elastic energy. An extra term appears in the wave equation to account for these losses. Because all rocks contain fluids, it is not difficult to understand the mechanism for this. A propagating compressional or P-wave consists of a sequence of compressions and dilatations. In the zone where the rock is instantaneously in compression, the pore space is compressed in the direction perpendicular to the wavefront, and pore fluid, which is almost incompressible, moves parallel to the wavefront to dilate the pore space in the parallel direction. As the wave propagates, the compression is followed by a dilatation and the fluid moves back, overshooting its initial position. Thus, part of the propagating elastic energy is transferred to fluid motion in a viscous fluid that moves relative to the rock matrix, and energy is lost through friction. One would expect the fractional energy loss to be less where the effective stress (overburden stress minus pore fluid pressure) is high, for the pore fluid will have less room to move. This is clearly a complicated process, but at low fluid velocities one can imagine that the deformation would be linearly related to both the stress and the rate of change of stress.
The key point is the linearity. If the response of the earth is linear over the frequency bandwidth of interest, the seismogram is the convolution of the earth impulse response with the source time function. The impulse response is what would be seen at the receiver if the source time function were an impulse.
We require all lateral variations introduced in data acquisition to be removed from the data. It is well known that in noisy data it is impossible to recover the impulse response perfectly, even if the source time function is known very precisely. The best that can be done is to obtain the impulse response within the bandwidth of the source. If the source signature changes, a correction should be made to the seismogram to create the seismogram that would have existed if the source signature had remained the same.
Dynamite. It is normally impossible to measure the dynamite signature directly, but it is possible to determine it indirectly using two different sized charges at each shotpoint. The two shots give two different shot records, in which the two source signatures are different but related by a known scaling law, and the response of the earth is the same. The method has been tested, and both the theory and the results of the test were published in GEOPHYSICS in 1993.
As mentioned, the dynamite signature is quite short and (from all the evidence I have seen) is minimum phase. My experience of tying wells to dynamite data is from the 1970s and 1980s, but I do not recall having the problems being faced with marine data and, I assume, with vibroseis data.
Vibroseis. As mentioned, the vibrator feedback signal is the weighted sum of the reaction mass and baseplate accelerations and is equal to the ground force only if the baseplate does not bend. Even the stiffest baseplates bend, so this signal is not a true measure of the ground force. This is one source of error in the vibroseis system. A second is in the feedback system itself: It cannot cope perfectly with the harmonic distortion introduced by the drive system of the hydraulic vibrator, so the feedback signal and the pilot signal are not the same.
Vibroseis processing starts by cross-correlating the data with the pilot sweep and then assuming the wavelet in the data is the autocorrelation of this sweep. This assumption relies on two other assumptions: (1) that the feedback system forces the feedback signal to be equal to the pilot sweep and (2) that the feedback signal is equal to the true ground force. As we have seen, both are incorrect, and the true source signal is not equal to the autocorrelation of the pilot sweep. Because this source signal varies from vibrator to vibrator and with vibrator position, lateral variations in the wavelet are introduced.
The true ground force can be measured by using devices known as "load cells" bolted to the underside of the baseplate. This has been understood for at least 15 years, but little has been done to incorporate this technique into routine acquisition/processing of vibroseis data. As a result, vibroseis data probably face the same mis-tie problem that is illustrated above for marine data. If these ground force measurements were made, it would be a straightforward matter to determine the signature that exists after crosscorrelation with the pilot sweep and then to equalize all signatures.
Air guns. As discussed above, shot-toshot and line-to-line variations in the signature of air-gun arrays are caused by the action of waves and by changes in the direction of the vessel with respect to winds and currents. A wellestablished method for measuring the wavefield of an air-gun array has existed since 1982 and has been offered commercially since 1995. I illustrate only the main points here.
The established method is to use near-field hydrophones in the vicinity of the guns. There must be at least one hydrophone per source element; this may be a single gun or a cluster of guns. The positions of all guns and all hydrophones must be known. All hydrophones should be calibrated or their relative sensitivities known. When the guns fire, they create oscillating bubbles which, at seismic frequencies, generate spherical waves. Thus, each hydrophone sees a superposition of spherical pressure waves, one from each source element, plus its ghost, which appears to come from its virtual image in the sea surface. The spherical waves propagate at the speed of sound in water and decay in amplitude inversely as the distance traveled. The spherical divergence and the time delay of each arrival at a given hydrophone are determined by geometry. To ensure that the hydrophones make independent measurements, it is normal to put one hydrophone next to each source element. To avoid nonlinear effects close to the oscillating bubbles, hydrophones must not be placed too close to the guns (1 m is normally close enough).
If there are at least as many hydrophones as source elements, signatures of the individual pressure waves from each oscillating bubble may be computed. Figure 3 shows the signatures of six guns in a string from a six-string air-gun array. These signals are very complicated and last several hundred milliseconds.
Each oscillating bubble is sensitive to the pressure field in the water, and therefore there are interactions between all oscillating bubbles. If one gun changes its behavior (by firing late, for example), the bubble it emits affects all other bubbles and is itself affected by the changed behavior of the other bubbles. Near-field hydrophones measure the modified outgoing spherical pressure waves from all bubbles, and the modified signals (known as notional source signatures) from each bubble may be calculated.
The point is, first, to compute the wavelet in the far field and, second, to compensate for any source-signature variations in processing. The far-field signature can be calculated at any position in the water as a superposition of the known spherical waves from the notional sources and their virtual images. In fact, the signal can be computed anywhere in the water, for instance, at spare hydrophones put in to check the precision of the calculation. Figure 4 shows the result of one test of a calculation for a spare hydrophone in the same string of air guns used for and predicted signals at this hydrophone match (error = 2.8%). The far-field wavelet can now be estimated from these measurements by incorporating the source and receiver ghosts and assuming an angle of incidence for the chosen event. Figure 5a shows a typical wavelet and the result of converting this signature to a much shorter signature having almost exactly the same amplitude spectrum. Figure 5b shows the desired much shorter minimum-phase wavelet, Figure 5c the filter required to shape the known wavelet of Figure  5a , and Figure 5d the actual result of convolving the filter with this wavelet. This filter should now be applied to the shot record for which this wavelet was calculated from near-field measurements. It will change the wavelet of Figure 5a , originally present in the data, to the much shorter wavelet of Figure 5d , which is almost identical with the desired wavelet, Figure 5b . Figure 6 shows the amplitude spectra corresponding to these wavelets and the filter. The amplitude spectrum of the filter (Figure 6c ) is more or less equal to 1 over the bandwidth of the signal (approximately 12-95 Hz). Thus, if the noise is approximately white, the filter compresses the long wavelet of Figure 5a to the short wavelet of Figure  5d without changing the signal-tonoise ratio.
A well-tie example including attenuation. The University of Edinburgh collaborated with Enterprise Oil and Geco-Prakla to apply this method to a small part of a 3-D data set obtained in the North Sea in 1995. Near-field pressure measurements were made according to the notional source method. At this point the data could be processed in two ways: the conventional way, resulting in a "zerophase" section similar to the data shown in Figure 1 , and the more deterministic way, using the method proposed above. Anew deviated well was drilled and logged.
Using the "zero-phase" processed section near the well, we constructed a zero-phase wavelet from the data over a window of 1800-2400 ms and convolved it with the normal-incidence reflection coefficient series computed from the well logs. Extensive corrections for the well deviation were made. Figure 7 is the result. The "tie" is poor.
Using the near-field measurements, the far-field wavelet was estimated, and signature deconvolution was applied to convert the wavelet to the shortest possible zero-phase wavelet within the bandwidth. Predictive deconvolution was applied before stack (but not after stack) to attenuate water-layer multiples, and the gap was chosen to be larger than the length of the wavelet, to ensure that no lateral variations were introduced into the wavelet by processing. Subsequent processing was the same as for the conventional route, except that there was no proprietary conversion to zero-phase. Figure 8 is the result of convolving the known short zero-phase wavelet with the reflection coefficient series. Again, the "tie" is not good, but the bandwidth of the synthetic seismogram is much broader than the bandwidth of the data. This part of the North Sea has high intrinsic attenuation: The peak frequency of the data at 2000 ms is only 25 Hz. We decided to filter the synthetic seismogram by applying a minimum-phase filter with an exponentially decaying amplitude spectrum exp (-af) in which "f" is the frequency and "a" is a constant found by trial and error. This corresponds to a constant Q model for attenuation. Using 37.5 as the value of Q, the "tie" is good (Figure 9 ). Higher up in the section, the tie is, of course, not so good. Because the tie is so good in Figure 9 , we can state that the wavelet in the data is our zero-phase wavelet convolved with the minimum-phase Q filter. We have achieved this result deterministically, but with the choice of a single number "a" which causes the spectrum of our synthetic seismogram to more nearly match the spectrum of the data.
In the window of interest in this part of the 3-D volume, we know the phase of the wavelet; it is the same as the phase of the Q filter. To enable the physical horizons known at the wells to be correlated with reflections in the data requires that this phase component be removed. However, this component is not the same at all levels in the data and increases for each frequency as a function of time. It cannot be removed with a simple convolutional filter.
The cost of making source-signature measurements. The cost measuring the source signature in the marine case is approximately 1% of the acquisition cost. For land, the fractional increase in cost would be similar.
To put these costs in context: The worldwide cost of exploration geophysics is about 10 US cents per barrel. The North Sea cost is about the same as the worldwide average.
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