Abstract-The paper studies delay-dependent global robust problem for a class of uncertain stochastic delayed neural networks of neutral-type with discrete and distributed delays. Novel stability criteria are obtained in terms of linear matrix inequality (LMI) by employing the LyapunovKrasovskii functional method and using the free-weighting matrices technique. In addition, two examples are given to show the effectiveness of the obtained conditions.
I. INTRODUCTION
The problem of stability analysis for neural networks with time delays is of both practical and theoretical importance. The main reason for this is that time delays will affect stability of a neural network by creating oscillatory and instability characteristics. Therefore, a lot of reports about stability criteria for neural networks with time delays are reported in the literature, such as [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , and the references cited therein. It is worth noting that the existing stability criteria can be classified into two categories: delay-independent stability and delaydependent stability, and the latter are less conservative than the former. Recently, there are some research issues about delayed neural networks of neutral-type with (or neutral type neural networks) time delays (see, e.g., [11] [12] [13] [14] [15] [16] [17] ). In particular, there have been extensive results on the problem of the delay-dependent global stability of neutral-type with time delays in the literatures (see, e.g., [13, [15] [16] ).
In addition, the problem of global stability analysis for neural networks of neutral type with discrete and distributed delays has also received considerable attention; see for example, [18] [19] [20] [21] . Based on the LyapunovKrasovkii functional method, the global exponential stability of neutral type neural networks with distributed delays was studied in [18] . The delay-dependent stability conditions for neutral type neural networks with both discrete and unbounded distributed delays were discussed in [19] . Moreover, for stochastic neural networks of neutral type, various stability results were obtained in [20] and [21] . However, there have been few studies devoted to the problem of uncertain stochastic delayed neural networks of neutral-type with discrete and distributed delays. The objective of this paper is to investigate the global robust stability criteria for uncertain stochastic delayed neural networks of neutral-type. For this purpose, an approach combining the free-weighting matrices technique together with the Lyapunov functional method is taken in our study. Finally, two numerical examples are given to demonstrate the applicability of the proposed stability criteria.
The remainder of the paper is structured as follows: In Section 2, the problem description, three assumptions and basic lemmas for the considered systems are presented. In Section 3, the delay-dependent global robust stability results of this paper are derived. Illustrative examples are given in Section 4, and the paper is concluded in Section 5.
Notations: The following notations will be used throughout this paper. For real symmetric matrices X and Y , the notation X Y ≥ (respectively, X Y > ), means that X Y − is positive semi-definite (respectively, positive definite); n ℜ and n n × ℜ denote the n-dimensional Euclidean space and the set of all n n × real matrices, respectively; The superscripts " " T and "-1" stand for matrix transposition and matrix inverse, respectively;
is a complete probability space, where Ω is the sample space, F is the σ -algebra of subsets of the sample space andＰ is the probability measure on F ; The shorthand 1 2 diag{ , ,..., } n M M M denotes a block diagonal matrix with diagonal blocks being the matrices 1 2 , ,..., n M M M ; I is the identity matrix with appropriate dimensions. The symmetric terms in a symmetric matrix are denoted by ( ) * .
II. PROBLEM DESCRIPTION AND PRELIMINARIES
This section considers the following class of neural networks with discrete and unbounded distributed delays described by a non-linear neutral delay differential equation:
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System (6) then reads as
In the following section, propose a new stability criterion for the system described by (6) . The following lemmas are useful in deriving the criterion: Lemma 1(Schur complement [22] ). Given constant matrices 1 
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Lemma 3 [24] . For any real vectors , a b and any matrix 0 Q > with appropriate dimensions, it follows that 1 
2
. [25] . Let , M E and ( ) F t be real matrices of appropriate dimensions with ( ) F t satisfying ( ) ( )
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III. ROBUST STABILITY ANALYSIS
In the following theorem, a novel robust delaydependent criterion for global asymptotic stability of system (6) 
, and two positive scalars 1 2 , ε ε such that the following LMI holds: 
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Therefore, one has 
Consider the following lyapunov-krasoskill functional for system (6) as (6) 
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By using Lemma 2, one can get 
It is obvious that for 0 ϒ < , and there exists a scalar 0 δ > such that diag{ , 0, 0, 0, 0, 0, 0, 0, 0, 0} 0, I δ ϒ + < (38) By isometry, we can obtain
which indicates from Lyapunov stability theory that system (6) is globally robustly asymptotically stable in the mean square. This completes the proof.
Remark 1:
The criterion given in Theorem 1 is delaydependent. It is well known that the delay-dependent criteria are less conservative than delay-independent criteria when the time delay is small. Remark 2: Note that the condition (15) is given as a LMI. Therefore, by using the MATLAB LMI Toolbox, it is straightforward to check the feasibility of (15) without turning any parameters.
IV. NUMERICAL EXAMPLES
To illustrate the effectiveness of the theory developed in this paper, two numerical examples are proposed as follows. Example 1. Consider a two-neuron uncertain stochastic delayed neural network of neutral-type (6) 
One can assume that 0.6,
. Now, solving the LMI (15) in Theorem 1, by using Matlab LMI Control toolbox, one can find that system (6) described by Example 1 is globally robustly stochastically asymptotically stable in the mean square. Then, one gets a part of the feasible solution as follows: A novel delay-dependent global robust stability criterion for neural networks of neutral-type with discrete and distributed has been provided. The new sufficient criterion has been presented in terms of LMI. The result is obtained based on the Lyapunov-Krasovskii method in combination with the free-weighting matrices technique. 
