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SPECTRAL PARAMETERIZATION FOR POWER SUMS OF A
QUANTUM SUPERMATRIX
D. I. Gurevich,∗† P. N. Pyatov,∗‡ and P. A. Saponov§
We obtain a parameterization for power sums of a GL(m|n)-type quantum (super)matrix in terms of its
spectral values.
Keywords: quantum (super)matrix, characteristic subalgebra, spectral value
1. Introduction
This paper adds to our previous works [1]–[3] devoted to quantum matrix algebras (QMAs) of the
GL(m|n) type. Here we continue to investigate the commutative characteristic subalgebra of the QMA.
More precisely, we ﬁnd a parameterization for the set of “quantum” traces of “powers” of a quantum
(super)matrix in terms of spectral values, which are quantum analogues of the set of (super)matrix eigen-
values. We note that this set of quantum traces generates the characteristic subalgebra. To illustrate our
statements, we brieﬂy recall the corresponding facts from the classical matrix algebra.
As is well known, any complex N×N matrix M ∈MatN (C) satisﬁes the polynomial Cayley–Hamilton
(or characteristic) identity, which can be represented in the factored form
N∏
i=1
(M − µiI) = 0,
where I is the unit matrix and µi, i = 1, . . . , N , are the eigenvalues of M . Opening the brackets, we can




where ek(µ), k = 0, 1, . . . , N , are elementary symmetric polynomials1 in the variables {µi}1≤i≤N . The
elementary symmetric polynomials generate the whole algebra of symmetric polynomials in the eigenvalues
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(−1)rprek−r = 0, k ≥ 1.
In [1], [2], we found analogues of the above classical results for a family of Hecke-type QMAs, which
includes q-generalizations of GL(m|n)-type supermatrices for all integers m ≥ 0 and n ≥ 0 (see the def-
initions in the next section). In particular, we derived the Cayley–Hamilton identities for these algebras,
which clariﬁed the way to introduce the spectral values for quantum matrices. We note that the coeﬃcients
of the Cayley–Hamilton polynomials mutually commute. They generate a commutative characteristic sub-
algebra in the QMA, which is an analogue of the algebra of symmetric polynomials in the eigenvalues of the
matrix M . The Cayley–Hamilton identity allows representing the elements of the characteristic subalgebra
as (super)symmetric polynomials in the spectral values of the quantum matrix.
As in the classical case, quantum analogues of the power sums can be deﬁned as some speciﬁc traces of
“powers” of the quantum matrix. By construction, the power sums belong to the characteristic subalgebra,
but an explicit expression for them in terms of the spectral values was not yet known. Our main goal here
is to derive such an expression.
Our presentation is strongly based on the previous works cited above. In the next section, we give
the notation and list the deﬁnitions and main results used in what follows (see [1], [2] for a more detailed
exposition, proofs, and a short overview).
2. Some basic results and deﬁnitions
Let V be a ﬁnite-dimensional linear space over the ﬁeld of complex numbers C, dimV = N . Let I denote
the identity matrix (its dimension is clear from the context if not explicitly speciﬁed) and P ∈ Aut(V ⊗2)
be the permutation automorphism P (u⊗ v) = v ⊗ u.
With any element X ∈ End(V ⊗p), p = 1, 2, . . . , we associate a sequence of endomorphisms Xi ∈
End(V ⊗k), k ≥ p, i = 1, . . . , k − p + 1, according to the rule
Xi = I⊗(i−1) ⊗X ⊗ I⊗(k−p−i+1) , 1 ≤ i ≤ k − p + 1,
where I is the identity automorphism of V .
We consider a pair of invertible operators R,F ∈ Aut(V ⊗2) subject to the following conditions:
1. The operators R and F satisfy the Yang–Baxter equations
R1R2R1 = R2R1R2, F1F2F1 = F2F1F2. (2.1)
Such operators are called R-matrices.
2. The pair of R-matrices {R,F} is compatible, i.e.,
R1F2F1 = F2F1R2, F1F2R1 = R2F1F2. (2.2)
3. The matrices of both the operators R and F are strictly skew invertible. With the operator R as an
example, this requirement means that
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a. R is skew invertible if there exists an operator ΨR ∈ End(V ⊗2) such that
Tr(2) R12ΨR23 = P13,
where the subscript on the trace symbol indicates the number of the space V where the trace
is evaluated (the component spaces in the tensor product are enumerated as V ⊗k := V1 ⊗ V2 ⊗
· · · ⊗ Vk), and
b. the strictness condition additionally implies that the operator DR1 := Tr(2) Ψ
R
12 is invertible.








j , X ∈MatN (W ),
where W is an arbitrary linear space.
For a compatible pair {R,F} of strictly skew-invertible R-matrices, the QMA M(R,F ) is a unital
associative algebra generated by N2 components of the matrix ‖M ij‖Ni=1 satisfying the relations
R1M1¯M2¯ = M1¯M2¯R1, (2.3)
where we introduce the notation
M1¯ := M1, Mk+1 := FkMk¯F
−1
k
for the copies Mk¯ of the matrix M . Deﬁnition (2.3) then implies relations of the same type for consecutive
pairs of the copies of M (see [5])
RkMk¯Mk+1 = Mk¯Mk+1Rk.
Speciﬁc subfamilies in a variety of QMAs are extracted by imposing additional conditions on the R-matrix
R in deﬁnition (2.3). We now describe these conditions.
We suppose that R has a quadratic minimal polynomial that can be suitably normalized3 as
(R− qI)(R + q−1I) = 0, q ∈ C \ 0. (2.4)
In this context, this relation is called the Hecke condition, and the R-matrices satisfying it are called the
Hecke R-matrices. We further assume that the parameter q in (2.4) is generic, i.e., it does not coincide
with the roots of the equation
kq :=
qk − q−k
q − q−1 = 0 (2.5)
for any k = 2, 3, . . . .
Given any Hecke R-matrix R, we can construct a series of R-matrix representations ρR of the A-type
Hecke algebras Hk(q) ρR−→ End(V ⊗k), k = 2, 3, . . . . The characteristic properties of these representations
are used to classify the Hecke R-matrices.4 Without going into the construction details, we only mention
that under conditions (2.5), the Hecke algebra Hk(q) is isomorphic to the group algebra C[Sk] of the
symmetric group, that its irreducible representations are labeled by a set of partitions λ  k, and that the
corresponding central idempotents in Hk(q) are denoted by eλ in what follows. We ﬁx some decomposition




a , where dλ is the dimension of the
representation with the label λ. It is also suitable to introduce the following notation:
2In the literature on quantum groups, the R-trace is usually called the quantum trace or, brieﬂy, the q-trace. Giving a
diﬀerent name to this operation, we hope to avoid a misleading association with the parameter q of the Hecke algebra (see
below).
3We note that conditions (2.1) and (2.2) are independent of the normalization of R.
4A brief description of the Hecke algebras and their R-matrix representations can be found in [1]. See [6], [7] and the
references therein for a more detailed exposition of the subject.
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For two arbitrary integers m ≥ 0 and n ≥ 0, an inﬁnite set of partitions λ = (λ1, λ2, . . . ) satisfying




)  (m + 1)(n + 1) is brieﬂy denoted by λm,n. The corresponding Young
diagram is a rectangle with m+1 rows of length n + 1. We note that λm,n is a minimal partition not
belonging to the set H(m,n).
We are now ready to formulate the classiﬁcation of the Hecke R-matrices.
Proposition 1 [8], [3]. For a generic value of q, the set of Hecke R-matrices is partitioned into subsets
labeled by an ordered pair of nonnegative integers {m,n}. The R-matrices belonging to the subset with the
label {m,n} are called GL(m|n)-type matrices (or, in other words, they have the bi-rank (m|n)). The R-
matrix representations ρR generated by a GL(m|n)-type R-matrix R have the property that for all integers
k ≥ 2 and for any partition ν  k, the images of the idempotents eν ∈ Hk(q) satisfy the relations
ρR(eν) = 0 iﬀ ν /∈ H(m,n)
or, equivalently, iﬀ λm,n ⊂ ν, where the inclusion µ = (µ1, µ2, . . . ) ⊂ ν = (ν1, ν2, . . . ) means that µi ≤ νi
for all i.
An algebraM(R,F ) deﬁned by a Hecke (GL(m|n)-type) R-matrix R is called a Hecke (GL(m|n)-type)
QMA.
For the Hecke QMA M(R,F ), we consider a set of its elements sλ(M) called the Schur functions,
s0(M) := 1, sλ(M) := TrR(1...k)
(
M1¯ · · ·Mp¯ρR(eλa)
)
, λ  p, p = 1, 2, . . . ,
where the deﬁnition of sλ(M) is independent of the particular choice of the primitive idempotent eλa (indeed,
it can be replaced with d−1λ e
λ). As shown in [9], the linear span of the Schur functions sλ(M) is an Abelian
subalgebra in M(R,F ). In what follows, we call it the characteristic subalgebra of M(R,F ). It follows
that the characteristic subalgebra of the GL(m|n)-type QMA is spanned by the Schur functions sλ(M),
λ ∈ H(m,n). The multiplication table for the elements sλ(M) ∈M(R,F ) coincides with that for the basis





where Cνλµ are the Littlewood–Richardson coeﬃcients. Later, we need information about the generating
sets of the characteristic subalgebra.
Proposition 2 [9], [5]. For generic values of q, the characteristic subalgebra of the Hecke QMA
M(R,F ) is generated by any one of the three sets
1. the single-column Schur functions ak(M) := s(1k)(M), k = 0, 1, 2, . . . ,
2. the single-row Schur functions sk(M) := s(k)(M), k = 0, 1, 2, . . . , and
3. the set of power sums
p0(M) := (TrR I)1, pk(M) := TrR(1...k)(M1¯ · · ·Mk¯Rk−1 · · ·R1), k ≥ 1. (2.7)
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q−rsr(M)pk−r(M) = 0, (2.9)
k∑
r=0
(−1)rar(M)sk−r(M) = 0. (2.10)













we can rewrite relations (2.8)–(2.10) in the compact form [4], [10]5
P (−t)A(qt) = A(q−1t), P (t)S(q−1t) = S(qt), A(t)S(−t) = 1. (2.12)
For the GL(m|n)-type QMA, the zeroth-power sum is [3]
p0(M) = qn−m(m− n)q1. (2.13)
One of the remarkable properties of the Hecke QMA M(R,F ) is the existence of the characteristic
identity for the matrix M of its generators. To formulate the result, we introduce the notion of the matrix
-product of quantum matrices (see Sec. 4.4 in [12] for a detailed exposition). Namely, starting with the
quantum matrix of generators M and the scalar quantum matrices sλ(M)I for all λ  k, k ≥ 0, we construct
the whole set of quantum matrices by the following recursive procedure: given any quantum matrix N , its









 M := M · sλ(M),
M  N := M · φ(N), where φ(N)1 := TrR(2) N2¯R12
and the dot product is the usual multiplication of a matrix by a scalar (matrix). The -product of quantum
matrices is required to be associative; it is commutative by construction. The -powers of a quantum matrix
M are
M 0¯ := I, M 1¯ := M,
M k¯ := M  · · ·  M︸ ︷︷ ︸
k matrices
= TrR(2...k)(M1¯ · · ·Mk¯Rk−1 · · ·R1), k > 1.
We note that for the family of the so-called reﬂection equation algebras, the QMAs of the form M(R,R),
the -product coincides with the usual matrix product.
The characteristic identity depends essentially on the type of the QMA. For the GL(m|n)-type QMA, it
is an (m+n)th-order polynomial identity in -powers of the matrix M with coeﬃcients in the characteristic
subalgebra. The following q-analogue of the classical Cayley–Hamilton theorem holds.
5The ﬁrst of these relations was also derived in the limit case M(R, R) q→1−→ U(gln) in [11].
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Theorem 1 [1], [2]. The characteristic identity for the matrix of generators of the GL(m|n)-type











where we use the brief notation for the partitions
[m|n]k := ((n + 1)k, nm−k), [m|n]r := (nm, r).
Remarkably, for a generic-type QMA (i.e., if mn > 0), the characteristic polynomial in the left-hand
side of identity (2.14) factors into the product of two factors of degrees m and n. Therefore, in setting the
factorization problem for the characteristic polynomial, we must separate all the m+n roots into two parts
of sizes m and n.
Let C[µ, ν] be the algebra of polynomials in two sets of mutually commuting and algebraically inde-
pendent variables µ := {µi}1≤i≤m and ν := {νj}1≤j≤n. We consider the map of the coeﬃcients of the
characteristic polynomial into C[µ, ν]
s[m|n]k(M) 
→ s[m|n]k(µ, ν) := s[m|n](µ, ν)ek(q−1µ), 1 ≤ k ≤ m, (2.15)
s[m|n]r(M) 
→ s[m|n]r(µ, ν) := s[m|n](µ, ν)er(−qν), 1 ≤ r ≤ n, (2.16)
where ek( · ) are elementary symmetric polynomials in their arguments (e.g., ek(µ) ≡ ek(µ1, . . . , µm) =∑
1≤i1<···<ik≤m µi1 · · ·µik). For the moment, we do not specify an explicit expression for the polynomial
s[m|n](µ, ν). We now deﬁne a central extension of the -product algebra of the quantum matrices by scalar
matrices of the form p(µ, ν)I, p(µ, ν) ∈ C[µ, ν], such that sλ(M)I ≡ sλ(µ, ν)I. In the extended algebra,
characteristic identity (2.14) has the completely factored form
m∏
i=1
(M − µiI) 
n∏
j=1




Assuming that s[m|n](µ, ν) = 0, we can interpret the variables µi, i = 1, . . . ,m, and νj , j = 1, . . . , n, as
eigenvalues of the quantum matrix M , respectively called the even and odd spectral values of M .
Map (2.15), (2.16) admits a unique extension to a homomorphic map of the characteristic subalgebra
into the algebra C[µ, ν] of polynomials in the spectral values µi and νj . Using Littlewood–Richardson
multiplication rule (2.6), we obtain (see [2])
ak(M) ≡ s[k|1](M) 




sk(M) ≡ s[1|k](M) 




where hk( · ) denotes the complete symmetric polynomial in its variables, hk(µ) ≡ hk(µ1, . . . , µm) =∑
1≤i1≤···≤ik≤m µi1 · · ·µik .
Because each of the sets {ak(M)}k≥0 and {sk(M)}k≥0 generates the characteristic subalgebra, the
homomorphism is completely deﬁned by (2.17) or by (2.18). In particular, formulas (2.17) and (2.18) imply
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This homomorphic map induced by (2.17) or (2.18) is called the spectral parameterization of the charac-
teristic subalgebra. In the next section, we derive the spectral parameterization for the third generating set
of the characteristic subalgebra, i.e., the set of power sums {pk(M)}k≥0.
3. Spectral parameterization of power sums
In this section, we work with the GL(m|n)-type QMA M(R,F ) deﬁned by relations (2.3) with an R-
matrix R satisfying the criterion in Proposition 1. During our consideration, we assume that the parameter
q is generic (see (2.5)), although this restriction can subsequently be waived: unlike the Schur functions
ak(M) and sk(M), the power sums pk(M) are consistently deﬁned for all q ∈ C \ 0.
The spectral parameterization of the power sums was found in [13] in the particular case of the
GL(m):=GL(m|0)-type reﬂection equation algebraM(R,R). Taking into account that the quantum matrix












µi − µj .
Our goal is to extend this formula to the general case. For this, we introduce an auxiliary set of polynomials







(qνj)k, k ≥ 1. (3.1)
In what follows, we use the following property of these polynomials.
Lemma 1. The sets of polynomials {ak(µ, ν)}k≥0, {sk(µ, ν)}k≥0 (see Eqs. (2.17) and (2.18)), and








sr(µ, ν)πk−r(µ, ν) = 0, k ≥ 1. (3.3)
Proof. First, we recall the relations between the generating functions for the power sums and the
elementary symmetric and complete symmetric polynomials in a ﬁnite set of variables x := {xi}1≤i≤p (see


















pk(x)tk−1 = − d
dt





We consider three functions depending on the two sets of variables x := {xi}1≤i≤m and y := {yi}1≤i≤n:
A(x, y|t) := E(x|t)H(−y|t),
S(x, y|t) := H(x|t)E(−y|t),
Π(x, y|t) := P (x|t)− P (y|t).
(3.5)
These functions are supermatrix analogues of the respective generating functions of the elementary and
complete symmetric polynomials and the power sums (see Exercise 27 in Sec. I.5 in [4] and the references
therein). Indeed, using (3.4), we can easily verify that these functions satisfy relations similar to (3.4),
Π(x, y|t) = − d
dt
logA(x, y| − t) = d
dt
logS(x, y|t). (3.6)
The assertion in the lemma now follows because A(q−1µ, qν|t), S(q−1µ, qν|t), and Π(q−1µ, qν|t) are the
respective generating functions for the sets of polynomials {ak(µ, ν)}k≥0, {sk(µ, ν)}k≥0, and {πk(µ, ν)}k≥1.
Relations (3.2) and (3.3) are just expansions of (3.6) in powers of t.
We can now formulate our main result regarding the power sums.
Proposition 3. Spectral parameterization (2.17) (or (2.18)) for the power sums pk(M) in (2.7) in the
GL(m|n)-type QMA is given by the formulas
pk(M) 










j , k ≥ 0, (3.7)




















νj − νp . (3.9)
Because the spectral values {µi} and {νj} are assumed to be algebraically independent, all the coeﬃcients
di and d˜j are nonzero and well deﬁned.
Proof. For the proof, we need yet another set of recurrence relations for the power sums {pk(µ, ν)}k≥1
in (3.7) and the polynomials {πk(µ, ν)}k≥1 in (3.1).
Lemma 2. The relations
kpk(µ, ν) = kqπk(µ, ν) + (q − q−1)
k−1∑
r=1
rqπr(µ, ν)pk−r(µ, ν), k ≥ 1, (3.10)
hold. In terms of the generating functions
P (µ, ν|t) := 1 + (q − q−1)
∑
k≥1




where P (µ, ν|t) is the spectral parameterization of P (t) (see (2.11)) and Π(µ, ν|t) is deﬁned in (3.5), rela-
tions (3.10) have the brief form
P (µ, ν|t)(qΠ(q−1µ, qν|qt)− q−1Π(q−1µ, qν|q−1t)) = d
dt
P (µ, ν|t). (3.11)
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(z − νj) .
Because the spectral values are algebraically independent, this function has a ﬁrst-order pole at each point
µi and νj . Moreover, as can be easily seen, f(0) = q2(n−m) and limz→∞ f(z) = 1. Taking this limit at
inﬁnity into account, we expand the function f(z) into the sum of simple fractions



















= (q − q−1)µidi, Res f(z)
∣∣
z=νj
= (q − q−1)νj d˜j .
Evaluating the right-hand side of (3.12) at z = 0, we obtain








:= 1− (q − q−1)p0(µ, ν),
and therefore
p0(µ, ν) = qn−m(m− n)q1.
We have thus veriﬁed the consistency of (3.7) with our previous result (2.13) for p0(M).
To prove relations (3.10), we expand the functions zkf(z), k ≥ 1, into the sum of simple fractions. In
addition to the simple poles at µi and νj , the function zkf(z) has the kth order pole at z = ∞ or, in terms










































Evaluating (3.13) at z = 0 and taking (3.7) into account, we obtain the relation
pk(µ, ν) =
fk
(q − q−1)k! , k ≥ 1. (3.14)
We now calculate fk. Recalling that y = z−1, we write the ﬁrst-order derivative f ′(y) in the form
df(y)
dy
= (q − q−1)u(y)f(y), (3.15)
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(1− νjy)(1− q2νjy) .




















This relation leads immediately to









:= k! (k + 1)qπk+1(µ, ν), k ≥ 0. (3.16)
Diﬀerentiating relation (3.15) at y = 0 now yields







ur(0)fk−r−1, k ≥ 1,
where we use the obvious condition f0 = 1. Taking relations (3.14) and (3.16) into account, we can easily
prove the assertion in the lemma. Indeed,
kpk(µ, ν) =
fk



















(k − r)! =




Finally, the equivalence of (3.10) and (3.11) is veriﬁed by a direct calculation.
We are now ready to prove the proposition. We verify that relations (2.8) and (2.9) become identities if
we replace ar(M), sr(M), and pk−r(M) with their spectral parameterizations (2.17), (2.18), and (3.7)–(3.9)
and use equalities (3.2) and (3.3) together with (3.10). For deﬁniteness, we verify relation (2.8).
To simplify the calculation, we work with the generating functions A(q−1µ, qν|t) for {ak(µ, ν)}k≥0,
Π(q−1µ, qν|t) for {πk(µ, ν}k≥1, and P (µ, ν|t) for {pk(µ, ν)}k≥1. Substituting the expression for Π( · ) in









A(q−1µ, qν| − q−1t)).
Integrating this equation leads to
P (µ, ν|t)A(q−1µ, qν| − qt) = CA(q−1µ, qν| − q−1t).
The obvious boundary condition P (µ, ν|0) = A(q−1µ, qν|0) = 1 ﬁxes the integration constant C = 1, and
we obtain the sought relation: the ﬁrst relation in (2.12).
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