Abstract -Preconditioners based on various multilevel extensions of two-level piecewise linear finite element methods lead to iterative methods which have an optimal order computational complexity with respect to the size (or discretization parameter) of the system. The methods can be in block matrix factorized form, recursively extended via certain matrix polynomial approximations of the arising Schur complement matrices or on additive, i.e., block diagonal form using stabilizations of the condition number at certain levels. The resulting spectral equivalence holds uniformly with respect to jumps in the coefficients of the differential operator and for arbitrary triangulations. Such methods were first presented by Axelsson and Vassilevski in the late 1980s. An important part of the algorithm is the treatment of systems with a diagonal block matrix, which arises on each finer level in a recursive refinement method and corresponds to the added degrees of freedom on that level. This block is well-conditioned for model type problems but becomes increasingly ill-conditioned when the coefficient matrix becomes more anisotropic or, equivalently, when the mesh aspect ratio increases. This paper presents some methods for approximating this matrix also leading to a preconditioner with spectral equivalence bounds which hold uniformly with respect to both the problem and the discretization parameters. Therefore, the same holds also for the preconditioner to the global matrix.
Introduction
In many problems in mathematical modeling in natural sciences, engineering, and in other areas as well where second-order boundary-value problems must be solved numerically, large scale linear systems, which, furthermore, frequently have to be solved a number of times for each modeling case, arise.
Arising systems are often severely ill-conditioned due to some problem parameters taking values near a certain limit. Examples of such parameters are the ratio of coefficient jumps, anisotropy, aspect ratio of the mesh and domain geometry, Poisson ratio for nearly incompressible materials, etc. Furthermore, the condition number may increase rapidly when the discretization mesh is refined (due to both the smaller mesh parameter and the possible irregularity of the mesh elements). In finding a good solution method, one should preferably search for efficient preconditioners for the parameter free conjugate gradient iterative solution method.
The method to be presented is a block matrix approximate factorization preconditioning of the algebraic multilevel iteration of the AMLI type. It is based on two or multilevel finite element meshes and can handle arbitrary coefficient jumps on the coarsest mesh used and also ratio of anisotropy, using newly developed finite element based preconditioners for the block corresponding to the added nodes. The condition number is bounded for any ratio of coefficient jumps and anisotropy.
Given the finite element matrix on two-level form, the AMLI method is constructed purely algebraically and the conditions for optimality are also formulated algebraically .
Only two parameters, the CBS constant and the degree of anisotropy of the differential operator (or, equivalently, the shape of elements of the initial, coarsest mesh) determine the optimality of the method and its robustness. The robustness with respect to the coefficient jumps is shaped automatically, while, as we shall see, the robustness with respect to anisotropy needs special constructions.
Other methods, such as the BPX [17] method and the similar hierarchical basis function method [18] , which later can be seen as a special recursive extension of the AMLI twolevel method, may be robust with respect to the coefficient jumps but not with respect to anisotropy of the operator (or the shape of the initial triangulation).
Algebraic multilevel preconditioners were first presented in [9, 10] and are multilevel extensions of the two-level methods in [11] and [6] . Here block matrix approximate factorizations were considered (see, e.g., [10] ) and it was shown that by recursively extending the two level method using certain matrix polynomial approximations of the arising Schur complement matrices, one can derive a preconditioner with a relative condition number which is bounded independent at the number of levels and jumps in the coefficients, assuming the coarsest mesh used had no jumps inside any element. Since, in practice one can use a coarsest mesh which is still quite fine, a significant number of jumps in coefficients, i.e., different materials in the physical model can be allowed. Similarly, preconditioners in additive form, i.e., those using block diagonal preconditioners, but with stabilization at certain levels (see [3] ) were developed with the same properties.
In the above methods, the block matrix corresponding to the added degrees of freedom on each level becomes increasingly ill-conditioned with increasing degree of anisotropy. Until recently, no efficient generally applicable method to handle this problem has been given. In [15] , a preconditioner to this matrix in multiplicative form and in [8] an element-by-element preconditioner in additive form were suggested. The first method considered either x-or y-dominated anisotropy while the latter considered the general case with arbitrary coefficients in the differential operator. It was shown that the preconditioner is spectrally equivalent to the given matrix with bounds which hold uniformly in the number of levels and in the coefficients of the operator. A preliminary idea of the present work has been considered in [7] .
In the present paper, we improve these methods. In particular, we show that for the considered new element-by-element preconditioners in multiplicative or block diagonal form improvements in the related condition number can be achieved. Analysis of the computational complexity associated with the constructed preconditioners is also made for different model problems.
The rest of the paper is organized as follows: In Section 2, we give a short survey of the main results for multiplicative and additive preconditioners in algebraic multilevel form. Section 3 deals with the construction of an additive (element by element) preconditioner for the block diagonal matrix corresponding to the added degrees of freedom on each level, and Section 4 presents a preconditioner of multiplicative form. In Section 5, we discuss solutions of algebraic systems arising when the preconditioners are used. We conclude the paper with a remark about applications of the methods for elasticity equations.
The following notation is used throughout the paper: A B means that A−B is positive semidefinite.
Multilevel preconditioning methods for elliptic boundary-value problems
Consider the elliptic problem
where Ω is a polyhedral domain, with proper boundary conditions on ∂Ω . Its variational formulation is :
where
and where the function spaces H 1 g (Ω) and H 1 0 (Ω) incorporate the Dirichlet portion of the boundary conditions. The diffusion matrix [a ij ] is assumed to be symmetric and positive definite, but otherwise general, for instance, it can approach a singular matrix arbitrarily closely. The domain of definition is partitioned into finite elements, such as triangles (d = 2), tetrahedrons or prisms (d = 3), and on each element we use piecewise linear finite element basis functions. Finite element methods are based on the consideration of the variational formulation of a boundary-value problem in a subspace of the function space of definition of the given operator. The subspace is spanned by a finite number of basis functions each with local support. This can be used in proving spectral equivalence for operators having the same number of basis functions. If they are defined on the same element mesh, i.e., the same geometric partitioning of the domain of definition of the operator, then the analysis of the condition number can be performed locally, element-wise. This important property tremendously simplifies both the construction and the analysis of element-based preconditioners. Similarly, in connection with mesh refinements, one can use a partitioning of the basis functions at previous and added mesh points to form a block diagonal or a Schur complement preconditioner which can also be analyzed locally. Such methods will be discussed in this section. We first recall the theoretical background and then discuss some general techniques used in the construction of matrix preconditioners and their analysis.
A general important technique for finite element methods is to transform the arising integral over an arbitrary element to a standard reference element. We illustrate here the transformation method for a planar domain (d = 2) using its triangulation.
Transformation is equivalent to a change of the coefficients in the differential equation operator.
First we show that the analysis for an arbitrary triangle (e) with coordinates (x i , y i ), i = 1, 2, 3 can be performed on the reference triangle ( e), with coordinates (0, 0) (1, 0) and (0, 1). Transforming the finite element function between these triangles, the element bilinear form in a 2D problem (see, e.g., [3] ) becomes,
where 0 < x, y < 1, i.e., it takes the form
where x 1 = x, x 2 = y and where the coefficients a ij depend on both the coordinates in e (or, equivalently, the angles in e) and the coefficients a ij in the differential operator. A similar form holds in 3D problems. We conclude that it suffices for the analysis of uniform bounds for the finite element method to consider (2) The following Lemma will be useful for the analysis of the condition numbers when local, element-wise preconditionings have been used. 
where the inequalities are positive semidefinite. Then
Proof (see [2] ).
The lemma shows also that if all splittings
i N i ), assuming here that M i are nonsingular. Hence, to construct preconditioners satisfying the bound (1 − α)/(1 − β), it suffices to construct local preconditioners satisfying the bounds α i M i N i β i N i and, similarly, to construct a convergent splitting for the global matrix, it suffices to construct convergent splittings for the element matrices.
Condition numbers for two-level finite element matrices
Each finite element is partitioned into 2 d elements of equal volume and the node set is partitioned into two sets, the old (coarse mesh) and the new (added) ones. The finite element matrix is partitioned, accordingly, into 2 × 2 blocks
(added node points) (coarse mesh node points), which is the two level matrix.
If we use the standard basis functions for the arising small elements in both the old and new node points, A takes the so called nodal basis function form, while, if we keep the basis functions for the old node set corresponding to the whole (unrefined) elements, it takes the form of a hierarchical basis function matrix
To be specific, we illustrate this method for triangular meshes. Two-level methods arise in mesh refinement methods. Given a 'coarse' triangle, it is subdivided into four congruent triangles by joining the mid-edge nodes. In the thus arising six node-points we can use either nodal basis functions for the small triangles or hierarchical basis functions, where we keep the previous basis functions at the vertex node points of the coarse triangle and add new basis functions in the mid-edge nodes. The latter can be piecewise linear, with support only on the adjacent three triangles (see Fig. 1 
), called the h−version.
Alternatively, we can use piecewise quadratic basis functions at the added node points with support on the whole triangle, called the p−version (p = 2).
(1) (6) (
Support for the piece-wise linear basis function ϕ 6 AJ follows and an elementary computation, using this, shows the following relations between the corresponding matrix blocks:
Further, A 22 = A 2h , i.e., the nodal basis function matrix for the coarse (unrefined) mesh and S = S, where
Moreover, the following spectral relations hold:
and all inequalities are sharp. Further, it is known that the above block diagonal matrix is an optimal preconditioner, i.e., it minimizes the spectral condition number, among all block-diagonal preconditioners.
Here γ, 0 γ < 1 is identical to the smallest constant in the strengthened CBS-inequality
which holds for all v ∈ V 2h , the space of basis functions on the coarse mesh and u ∈ V h \ V 2h . One can compute the constant γ e elementwise and let γ = max e γ e . Here (3) holds for all
. We let γ 1 , γ 2 denote the constants for the h-version (i.e., for p=1) and the p-version (i.e., for p=2) of hierarchical basis functions, respectively. The following relation between γ 1 and γ 2 holds. .
We now recall the two preconditioners used to extend the two-level method to an arbitrary number of levels. For the hierarchical basis function matrix it is efficient to use a block diagonal preconditioner
The matrices B 11 and A, of size n 2 − n 1 and n 1 , respectively, are approximations spectrally equivalent to matrices A 11 and A 22 . The next result has been proven in [6] .
Theorem 2.2. Assume that
holds. This method can be extended recursively whereby each coarser matrix is approximated as above, except on certain levels, where one uses inner iterations to solve the arising coarse matrix system. Without such a stabilization the condition number would grow in general at least as
, with the level number distance l. For details, see [3] .
Alternatively, one can use a multiplicative (=factorized) preconditioner. We use here the notations A 2h and A h for the stiffness matrices corresponding to two consecutive levels. This preconditioner takes the form ( [10] )
Here J 12 is the interpolation matrix which transforms the components of the current coarse vector to new components of the vector on the next finer level. The reason for perturbing the off-diagonal block matrices, as it is done in (4), is that if in this way we let
, which follows from an elementary computation. Here A 12 = A 12 + A 11 J 12 is the off-diagonal block in the hierarchical basis function matrix
Hence M h can be considered as a preconditioner to A h and the extreme eigenvalues of M
Further, since the off-diagonal blocks in M h equal those in A h , the estimate of the extreme eigenvalues of M
−1
h A h can be readily determined. As shown in [10] , if
It follows from Corollary 1 that for piecewise linear functions on a triangular mesh γ 2 < 3/4 holds. For tetrahedrons, γ 2 < 9/10 (see [1] ) holds. The multiplicative method can be extended by recursively replacing S B with the matrix polynomial approximation
where P ν (0) = 1 and P ν is small on the interval of the eigenvalues of M
h A h , where M 2h is the preconditioner to A 2h . The best approximation is by a shifted and scaled Chebyshev polynomial (see [10] ). In this way, the condition number can be stabilized, i.e., bounded by a number which does not depend on the number of levels. The construction is readily extended to the multilevel case. The polynomial does not have to be the same on each level.
As can be seen from the condition number estimates in Theorem 2.2 and in (5), it is important to control the conditioning of A 11 . The major task of this paper deals with derivations of spectrally equivalent preconditioners B 11 to A 11 , with condition number bounds which hold uniformly in problem and mesh parameters.
Additive preconditioning of A 11
On each level of the recursive multilevel extension of the additive or multiplicative method we must approximate the block matrix A 11 . In this and next sections we describe two algorithms for constructing optimal order preconditioners B 11 to the matrices A 11 which are required within the AMLI methods under consideration. For all algorithms the condition numbers κ(B −1 11 A 11 ) are bounded for all levels, i.e., independent of the level number, where the constant in the estimate is independent of the initial triangulation and the coefficients a ij (x) of the differential operator. The construction and the analysis of the preconditioners B 11 are based on a macroelement-by-macroelement assembling procedure. The results presented in this section appeared earlier in a preliminary form in [7] , but are included here for completeness.
Some basic relations
Let us consider two consecutive levels of uniform refinement (l1) and (l2). They correspond to the triangulations T 2h and T h , where each element of T 2h is divided into four congruent triangles of T h . We call the union of these four triangles the macroelement E ∈ T h (see Fig.  2 ). Following the standard FEM assembling procedure, we can write A 11 in the form Figure 2 . Four levels of uniform refinement of T ∈ T 0 and macroelement E ∈ T 3
where L E stands for the restriction mapping of the global vector of unknowns onto the local one corresponding to the macroelement E. Taking into accounting the general form of the element stiffness matrix corresponding to T ∈ T 0 , we get the following simple representation of A 11:E (see, e.g., [5] ):
where r T depends on the shape of T ∈ T 0 and on the related coefficients of the differential operator, and a T ,
b T , c T equal the cotan of the angels in T.
In what follows we will simplify the notations, omitting the subscript T . This will not lead to any confusion as all constructions we will introduce are local, that is, they are within one and the same element of the initial triangulation T ∈ T 0 . Now without loss of generality we can assume that |a| b c. This can be concluded from the following relations. 
Proof. Since a = cot(π − (θ 2 + θ 3 )), the elementary trigonometric relations show that
which is item (i). and it follows that a < 0 and
where α = a/c, β = b/c. Taking into account that a = cot θ
T , and c = cot θ
T , where θ
T = π are the angles of some auxiliary triangle depending on T ∈ T 0 and on the corresponding coefficients a ij (T ) of the differential operator (see, e.g., [5] The next algebraic inequality will also be used in the following considerations.
Lemma 3.2. For all (α, β) ∈ D, there holds the inequality
Proof. The inequality is equivalent to 4α Fig. 3 ). From ∂ψ ∂α = 8α − 7β − 3, it follows that if ψ has an extremum at some interior point ( α, β) ∈ D,
, which is strictly decreasing if 0 β 1. This means that ψ(α, β) reaches its extremum on the boundary of D. From expression (6) it follows that the extreme values must be taken either for α < 0 and |α|β maximum or for α = β = 1. This simply leads to ψ max = ψ (−1/2, 1) = 7, which completes the proof of the lemma.
Optimal order preconditioner of A 11 in additive form
The additive preconditioner is defined as follows:
The local matrix B 11:E is obtained by preserving only the strongest off-diagonal entries, i.e., we have
To estimate the condition number of the preconditioner (7) to A 11 , we consider the local generalized eigenvalue problem A 11:E v E = λ E B 11:E v E . The characteristic equation for λ E , det(A 11:E − λ E B 11:E ) = 0 can be written in the form
where µ E = 1 − λ E . For the solutions of (8) we get
or, after simplification,
.
Hence, applying inequality (6), it follows that µ (2,3) E 2 < 7/15, and the local eigenvalue estimate 1 − 7/15 < λ E < 1 + 7/15 (9) holds. Now we are ready to prove the next theorem. 
This condition number holds independent of the shape and size of each element and the coefficients in the differential operator.
Proof. Using (9), we get
and, similarly, v
Combining of the last two inequalities completes the proof:
Remark 1. The additive preconditioner B 11 was first introduced and analyzed in [8] . A new proof based on the algebraic inequality from Lemma 3.2 is presented here. As we show in the next section, this approach is of fundamental importance for the analysis of the proposed multiplicative preconditioner which is the major contribution of this paper.
Multiplicative preconditioner of A 11
We partition the nodes corresponding to the block A 11 into two groups, where the first group contains the centers of the parallelogram superelements Q (see Fig. 4 ), which are weakly connected in the sense of the relations between the coefficients |a| b c. It is important to note that the parallelograms Q ⊂ T ∈ T 0 , i.e., it is not allowed to be composed of triangles of neighbouring elements from the coarsest triangulation T 0 . According to this partitioning, A 11 admits the following two-by-two block-factored form:
where S 11 stands for the related Schur complement. We now define B 11 as the symmetric block Gauss-Seidel preconditioner of A 11 , i.e.,
(4) Figure 4 . Multiplicative preconditioner. Block partitioning of the nodes of the superelement Q Since D 11 is a diagonal matrix, it follows that the Schur complement S 11 can be assembled from the corresponding superelement Schur complements
Such a procedure is sometimes called static condensation. The obtained sparsity structure is such that solving systems with E 11 requires: first, local elimination steps along the lines of dominant anisotropy and, at the end, solving at most a banded system whose order and structure are similar to those of A (0) corresponding to T ∈ T 0 . This means that the computational cost to solve a system with the current matrix B 11 is proportional to the size of this matrix. The connectivity pattern of the E 11 block related to a given triangle T ∈ T 0 is illustrated in Fig. 5 .b. The only difference between the decoupled structure of the additive and the multiplicative preconditioners is in the boundary layer which is parallel to the dominating anisotropy direction of the current coarsest grid triangle T ∈ T 0 .
A similar construction was first introduced and studied in [15] for the particular case of triangulation T 0 consisting of right triangles with legs parallel to the coordinate axis.
As for the additive algorithm, a local spectral analysis will be applied to estimate the relative condition number of the preconditioner under consideration. 
Then the minimal eigenvalue λ Proof. The required superelement matrices read as follows: , which follows immediately from (6).
The main result of this subsection is given in the theorem. 
This is proved in the same way as in Theorem 3.1 applying the estimate from Lemma 4.1. Based on the above estimates and the estimates of Section 2, we conclude that the condition numbers of the related multilevel preconditioners have optimal orders, uniform in size and shape of the elements and in the coefficients of the differential operator.
Solution of linear systems with preconditioners B 11
The ability of systems to be efficiently solved with the previously introduced preconditioning matrices B 11 is determined by their connectivity pattern, assuming that rapid solution methods are used at this step of the algorithm.
Model problem
Let us first consider a model problem in Ω = (0, 1) × (0, 1), where the mesh is rectangular and uniform and the bilinear functional is as follows:
where the coefficients (a 1 , a 2 ) are piecewise constants in subdomains Ω i , i ∈ {1, 2, 3, 4} varying the anisotropy ratio as follows: Fig. 6 illustrates the connectivity pattern of B 11 where the dense circles and bold lines show the remaining links after the local modification in the additive algorithm and after the static condensation in the multiplicative variants. What one can see for this example is that the solution of systems with the preconditioning matrices B 11 is either split into a number of uncoupled tridiagonal systems (algorithm [A]) or, after solving such tridiagonal blocks, the reduced system is sparse and relatively small (algorithm [M]). Our final goal is to generalize these observations.
Additive algorithm [A]
Consider now a more irregular mesh, as shown in Fig. 7 . It is readily seen that in this case the matrix B 11 has a generalized tridiagonal structure (see [8] and also [16] ), that is, the solution of linear systems with B 11 has a computational cost proportional to the related problem size. In more detail, due to the form of the corresponding element matrices B 11:E , Figure 7 . An example of the connectivity pattern for the additive preconditioner [A] the related connectivity pattern of the preconditioner B 11 is as shown in Fig. 7 . This means that the coupled nodes form either a single point, a polyline or a polygon. Therefore, there are no cross-points. Finally, we summarize the principal result of this subsection in the next theorem.
Theorem 5.1. The additive preconditioner of A 11 has an optimal computational complexity with respect to both problem and discretization parameters.
Multiplicative algorithm [M]
For this algorithm, the passing from the model problem to the general case turns out to be also almost trivial. For this purpose we will use the nested dissection (ND) algorithm which is known as a rapid solution method for sparse linear systems. If the graph representing the connectivity of the matrix is planar, i.e., it can be drawn in a plane such that no edges cross each other, then the computational complexity of ND method is N N D = O n 3/2 , where n stands for the size of the problem (see [13] ). Now, let us denote by N the size of B 11 . At the first step of our solution algorithm we eliminate the unknowns corresponding to the nodes from the interior of the triangles from the coarsest mesh T 0 . This is performed by solving a number of tridiagonal systems (see Fig.  6 ) and, therefore, requires arithmetic operations proportional to N , i.e., N 
Concluding remarks
We summarize here some of the benefits from using the aforementioned preconditioning methods. The additive preconditioner [A] has a block diagonal structure which makes the implementation of the algorithm more efficient and easy, furthermore, it has an optimal computational complexity with respect to the size of the considered problem. Although the multiplicative preconditioner [M] gives a better condition number, its optimal complexity strongly depends on the use of a nested dissection algorithm which makes the implementation more complicated. Both preconditioners [A] and [M] deal with scalar equations.
The methods also can be applied for systems of elasticity equations. As shown in [4, 12] , for instance, here one can precondition the elasticity system with a block diagonal matrix, where each block is a Laplacian operator. The condition number of the so preconditioned matrix depends on the Korns inequality constant (which depends on the domain geometry and the possible occurrence of rotational degrees of freedom) and the Poisson ratio. More specifically, the condition number increases as O((1/2 − ν) −1 ), as ν → 1/2, i.e., as the material approaches the (volumetric) incompressibility. As shown in [4] and elsewhere, one can handle the latter problem by introducing a mixed variational formulation involving, for instance, displacement variables and pressure.
