Abstract. In this paper, we establish a multiple critical points theorem for a one-parameter family of non-smooth functionals. The obtained result is then exploited to prove a multiplicity result for a class of periodic eigenvalue problems driven by the p-Laplacian and with a non-smooth potential. Under suitable assumptions, we locate an open subinterval of the eigenvalue.
Introduction
In this paper, we consider the following periodic eigenvalue problems with a non-smooth potential (hemivariational inequality):
(t, x(t)) for almost all t ∈ [0, b],
x(0) = x(b), x ′ (0) = x ′ (b),
where 1 < p < ∞, λ is a real parameter and ∂j(x, t) is the generalized subdifferential of a generally non-smooth locally Lipschitz potential ξ → j(t, ξ).
Recently, there has been increasing interest in scalar periodic problems driven by the one dimensional p-Laplacian. We refer to the works for Fabry, Fayyad [6] , Guo [10] and Dang, Oppenheimer [4] . However, in all these works, the approach is degree theory and in particular the fixed point index and Kransnoselski's theorem on fixed points for maps of the compression-expansion type. Moreover, they only establish the existence of one solution. In 1992, Del Pino, Manasevich, Murua [5] examined the problem of existence of multiple periodic solutions. Their approach used degree theory and assumed the forcing term f (t, ξ) is continuous. Their conditions on f (t, ξ) also require that asymptotically there is no interaction between the nonlinearity and the Fucik spectrum of the one dimensional p-Laplacian. In 2004, using smooth critical point theory and the so-called "second deformation theorem", E. H. Papageorgiou, N. S. Papageorgiou [14] established the existence of at least two nontrivial solutions.
The study of problems with non-smooth critical potential is lagging behind. In 2003, As λ = 1, Gasinski, Papageorgiou [9] established three multiplicity results for Problem (P) by using the non-smooth critical point theory of Chang [3] and its extensions due to Kourogenis, Papageorgiou [11] . In 2007, Gasinski [7] considered the following periodic system
where
N is a set valued map, and studied the existence of multiple solutions for problem (1.2) in both resonant and non-resonant cases by using an abstract local linking result.
In particular, in 2002, Marano, Motreanu [13] established a three critical points theorem, which is a non-smooth version of Ricceri's three critical points theorem. In 2005, using the non-smooth critical points theorem, Bonanno, Giovannelli [2] obtained a multiplicity result for an eigenvalue Dirichlet problem involving the p-Laplacian operator.
The aim of this paper is to prove a multiplicity result for Problem (P). We establish a three critical points theorem and extended a three critical points theorem introduced by B. Ricceri to non-smooth functionals. It is worth pointing out that, we locate the interval of the parameter λ and obtain the upper and lower bound of λ. As an application of the three critical points theorem, we obtain the existence of a bounded interval Λ, such that, for each λ ∈ Λ, Problem (P) admits three solutions.
We should mention that hemivariational inequalities arise in physical problems, when one wants to consider more realistic models with non-smooth and non-convex energy functionals. The hemivariational inequalities formalism proved to be an effective analytical tool in the study of many complex mechanical structures, such as multilayered plates, Vonkarman plates in adhesive contact with rigid support, composite structures, and others (see [8] ). This paper is arranged as follows. In Section 2 we recall some basic definitions and establish a three critical points theorem, while Section 3 is devoted to multiplicity result for Problem (P).
Three critical points theorem
Let X be a Banach space and X * be its topological dual. By ∥ ∥ X , we denote the norm of X and by ⟨ , ⟩ X the duality brackets for the pair (X, X * ). A functional Φ : X → R is called locally Lipschitz if for each x ∈ X, there exist a neighborhood U of x and a constant L ≥ 0 such that
We define the generalized directional derivative of Φ at x ∈ X along the direction h ∈ X, by
The generalized gradient of the functional Φ at x, denote by ∂Φ(x) is the set
Definition 2.1. A point x ∈ X is said to be a critical point of the locally
Definition 2.2. A locally Lipschitz functional Φ satisfies the non-smooth (PS) condition if any sequence {x
where ε n → 0 + , possesses a convergent subsequence. 
Lemma 2.1 ([8]). Let X be a reflexive Banach space and Φ : X → R a locally Lipschitz function with the non-smooth (PS) condition. If Φ has a pair of local minima (or maxima)
x 0 , x 1 ∈ X,X. That is 1) E(x) → ∞ as ∥x∥ X → ∞; 2) For any sequence {x n } in X such that x n → x weakly as n → ∞, there holds E(x) ≤ lim inf n→∞ E(x n ).
Then E is bounded from below on M and attains a global minimum in M .
Now, we establish a multiple critical points theorems by using 
where (2.6)
Further, we take a real interval Λ and for λ ∈ Λ, the functional Φ 1 + λΦ 2 satisfies non-smooth (PS) condition and
Then, in case (φ 1 (r), φ 2 (r)) ∩ Λ ̸ = ∅, the functional Φ 1 + λΦ 2 admits at least three critical points for every λ ∈ (φ 1 (r), φ 2 (r)) ∩ Λ.
Proof. Since Φ 2 is weakly continuous, we obtain that the set Φ −1 , r] ). Since Φ 1 is weakly sequentially lower semicontinuous and Φ 1 + λΦ 2 satisfies (2.6), we deduce that the restriction of Φ 1 + λΦ 2 to M attains its infimum by using Lemma 2.2. Now, let x λ be the infimum of the function
Hence, we obtain that λ ≤ φ 1 (r). However, from λ ∈ (φ 1 (r), φ 2 (r)) ∩ Λ, we have λ > φ 1 (r). So we infer that Φ 1 + λΦ 2 admits a local minmum in for every λ ∈ (φ 1 (r), +∞) ∩ Λ. Similarly, we obtain that Φ 1 +λΦ 2 also admits a local minmum in Φ −1 2 ((−∞, r]) for every λ ∈ (−∞, φ 2 (r)) ∩ Λ. Thus, since φ 1 (r) < φ 2 (r), we obtain the existence of two local minima for every λ ∈ (φ 1 (r), φ 2 (r)) ∩ Λ. Taking into account that Φ 1 + λΦ 2 satisfies the non-smooth (PS) condition, we obtain that Φ 1 + λΦ 2 admits at least three critical points by Lemma 2.1. □ Remarks. 1) In Theorem 2.3, we locate the three critical point interval and establish the upper and lower bound of the eigenvalue λ. For differentiable functionals, Bonanno [1, Theorem B] locate the three critical point interval only in the case Λ = [0, +∞). Hence, our result improves the previous one given in [1] .
2) By a simple calculation, we obtain that the hypothesis (3.1) is equivalent to the following: there exists r ∈ (inf x Φ 2 (x), sup X Φ 2 (x)) and x 1 , x 2 such that
Multiplicity result
In this section, we prove a multiplicity result for Problem (P) by using Theorem 2.3.
Let the Sobolev space
with the norm
. By an eigenvalue λ of the minus scalar p-Lapcian x → (|x
′ with b-periodic boundary condition, we mean a λ ∈ R such that the problem
has a non-trivial solution x, called the eigenfunction corresponding to λ. Evidently, λ 0 = 0 is an eigenvalue of (3.1) and is simple and isolated. Each eigenvalue is non-negative and 0 is the smallest one (see Mawhin [12] ). So, if Now, we define the functionals Φ 1 ,
and the function φ 1 , φ 2 given respectively by (2.6). Remark. By (H2), we obtain that x = 0 is a trivial solution of Problem (P).
Let the functional
I : W 1,p per ([0, b]) → R by (3.2) I(x) = 1 p ∥x ′ ∥ p p − λ ∫ b 0 j(t, x(t))dt = Φ 1 (x) + λ 2 (x).
Lemma 3.2. The functional I(x) is locally Lipschitz in
Proof. By (H2), (H3) and Lebourg mean value theorem, we obtain a u 0 ∈ ∂j(t, ξ) such that
. By (3.3) and a standard argument in 
and so by (3.4) we have
and so Proof. By (H4), we obtain that there exist R > 0 and α > 0 such that for almost all t ∈ (0, T ) and |ξ| ≥ R
Combining (3.3) and (3.5), we obtain that for almost all t ∈ (0, T ) and |ξ| ≤ R
. Therefore, we obtain that for any ξ ∈ R,
, we obtain that (3.6)
with α 1 > 0. This implies that the functional I(x) is coercive for every λ ∈ (φ 1 (0), +∞). Therefore, I(x) is bounded below, and hence it satisfies the nonsmooth (PS) condition. □
The proof of Theorem 3.1. To apply Theorem 2.3, we only obtain that there exists r ∈ Φ 2 (x(t)) such that φ 1 (r) < φ 2 (r). Indeed, it is easy to obtain that if j
j(t, x ε (t)).
Hence, let ε → 0, we have lim sup ε→0 + Φ 2 (x ε (t)) ≤ −j(t, x 0 (t))b < 0.
So we obtain that Φ 2 (x(t)) can take negative values and Φ Combining (3.7) and (3.8), we can choose r < 0 such that for each compact interval Λ ⊂ (φ 1 (0), +∞)
The proof is concluded. □
