If the Solar System is long-lived and non-resonant (that is, if the planets are bound and have evolved independently through many orbital times), and if the System is observed at any non-special time, it is possible to infer the dynamical properties of the Solar System (such as the gravitational force or acceleration law) from a snapshot of the planet positions and velocities at a single moment in time. We consider purely radial acceleration laws of the form a r = −A [r/r 0 ] −α , where r is the distance from the Sun. Using only an instantaneous kinematic snapshot (valid at 2009 April 1.0) for the eight major planets and a Bayesian probabilistic inference technique, we infer 1.989 < α < 2.052 (95-percent confidence). Our results confirm those of Newton (1687) and contemporaries, who inferred α = 2 (with no stated uncertainty) via the comparison of computed and observationally inferred orbit shapes (closed ellipses with the Sun at one focus; Kepler 1609). Generalizations of the methods used here will permit, among other things, inference of Milky-Way dynamics from Gaia-like observations.
Introduction
The Gaia Satellite (Perryman et al. 2001) will measure positions and velocities for millions to billions of stars at varying precision. One of the principal goals of this mission is to provide the data necessary to infer the dynamical state of the Milky Way. However, there are issues in principle with inference of dynamics from a snapshot or instantaneous set of configuration and velocity measurements: The instantaneous positions and velocities have no necessary relationship with the potential or accelerations. Indeed, despite a considerable literature (for example , Oort 1932; Schwarzschild 1979; Kaasalainen & Binney 1994; Johnston et al. 1999; there is no methodology for performing this inference that naturally handles all of the issues, including finite and non-trivial observational uncertainties or noise, missing data, non-steady aspects of the mass distribution, and the (incredibly likely) possibility that the potential is not (simply) integrable. Robust inference may not even be possible if the Milky Way has significant time-dependence or is strongly chaotic or is far from showing any simple symmetries (such as axisymmetry).
Certainly there is no hope for dynamical inference on the massive scale required for the Gaia data set if we can't perform it on much simpler, much more symmetrical, much older (in a dynamical sense), and much smaller (in a data sense) systems. In what follows, we take one of the simplest possible systems-the Solar System-and the smallest possible data set-the positions and velocities of the major planets at a moment in time-and perform a complete dynamical inference. For a test system we could also have chosen the black hole at the Galactic Center, where similar considerations apply. However, this system has additional issues with "missing data" because not all six phase-space coordinates are directly measurable for all stars. The Solar System truly is the simplest problem in this class; despite this we will find that the inference is not trivial.
Our inferential starting point is orbital roulette . In orbital roulette, the idea is to find dynamical model parameters that produce the greatest diversity in orbital angles (in the action-angle formalism). More specifically, the method is to modify dynamical model parameters, computing orbital angles at every value of the parameters, and a distribution statistic on those orbital angles. If the distribution statistic is designed to monotonically increase with the diversity of the angles or the flatness of the angle distribution, the "best fit" dynamical model parameters are those that optimize the distribution statistic. This kind of approach is inherently frequentist, in that it involves model comparison through something analogous to the likelihood of (some aspect of) the data, given the model.
In what follows we find and solve a problem in probabilistic inference (what is often called "Bayesian statistics") that has the same core assumptions as the roulette problem. In this framework, we use prior probability distribution functions for dynamical model parameters and conditional probabilities of the data given the model to encode the assumptions of a long-lived and bound Solar System. These prior and conditional probability distributions and the data create posterior probability distribution functions for all the parameters. We use this new method to infer the gravitational force law (radial dependence and amplitude). What is new here, in the context of Solar System dynamics, is that we perform this inference with only a snapshot of the kinematic state, that is, with only the positions and velocities of the planets at a single instant of time.
Of course the kinematic snapshot we employ is, in fact, a set of initial conditions for a Solar System integration (Giorgini et al. 1996) . These initial conditions were determined not by a single measurement at a single epoch, but are in fact the result of an optimization of a Solar System integration to observed planetary positions over many decades. In the context of this paper-a demonstration of a method-it is best to think of these "data" as "simulated data" useful for testing the method. They just happen to be data that have been simulated by the analog computer we know as the Solar System.
What is new here, in the context of dynamical inference, is that our method is fully probabilistic or Bayesian. This is important for future problems, such as the Gaia problem, or for inferring the mass of the black hole at the center of the Milky Way, because in these real data analysis problems, the data points come with non-trivial and highly correlated observational uncertainties, and because entire dimensions of phase space are missing or unobserved. At the Galactic Center, we do not know the radial distance to anything accurately, and in the Gaia data set many of the radial velocities will not be measured. The Bayesian framework handles these real-world data issues very naturally, although in fact they are not important in the test problem we solve here. Aside from these issues of principle, it is also the case, as we will show, that the Bayesian method performs extremely well.
Of course, a lot is known about the gravitational force law in the Solar System, so we don't expect, at the outset, to be surprised by our results. The first force-law inference in the Solar System (Newton 1687, and also work by contemporaries, particularly Hooke, who may have priority) made use of full orbit shape determination (Kepler 1609) . In this sense, Newton's problem-find the force law (from among a small, discrete group of possible force laws) that leads to elliptical orbits with the Sun at one focus-was much easier than the problem we have set for ourselves. Of course, along the way, Newton had to develop for the first time the general principles of kinematics and dynamics; Newton's result is therefore arguably more impressive than any results we present in this short note.
Parameterized force law, or dynamical model
We are going to assume spherical symmetry to the Sun's force law and gravitational potential, although nothing in the general inference formalism that follows will require this. Consider a radial force law (really acceleration law) of the form
where A is an amplitude, r is the distance from the Sun, r 0 is a distance scale (in this case we will use r 0 = 1 AU so that A can be thought of as the acceleration at the Earth's orbit), α parameterizes the radial dependence, andr is the radial direction. In this model, the list of free parameters is
where we have taken the logarithm of A because in inference problems, dimensioned parameters are usually best handled in the log (Jeffreys 1939; Sivia & Skilling 2006) .
The potential u (potential energy per unit planet mass), radial effective potential u eff , and binding energy per unit mass ǫ ≡ −E/m are
where j 2 is the square of the magnitude of the planet's angular momentum per unit mass (or L 2 /m 2 ), and v r is the radial component of the velocity (the component of v parallel to x). The perihelion and aphelion distances r peri and r ap are both found by setting ǫ = −u eff . With these, we can define a radial asymmetry e e ≡ r ap − r peri r ap + r peri ,
where we have called this "e" because in the Kepler-Newton α = 2 case it is the orbital eccentricity. One way of thinking of this radial asymmetry is that at any point in the space made up of the dynamical parameters ω and the binding energy ǫ, the radial asymmetry e is a dimensionless description of the angular momentum magnitude.
Importantly for what follows, we can define a "radial angle" φ r that increases linearly with time from perihelion passage through next perihelion passage. Any planet at radius r on an orbit with perihelion distance r peri and aphelion distance r ap can be assigned this angle φ r by
where the first numerator is the time it takes to go from r peri to r outbound, the first denominator is the time it takes to go from r peri to r ap outbound, the second numerator and denominator are the times inbound, and all time differences between two radii can be computed numerically for general values of α by integrating the inverse of the radial velocity between these radii. The first-order form of this integral has an integrable singularity at the perihelion and aphelion, which can be handled by an appropriate change of variables (e.g., Press et al. 2007) . A planet observed at a set of random times spanning many orbits will be observed to have radial angles φ r drawn from a flat distribution in the range 0 < φ r < 2 π. This radial angle is one of the angles in the action-angle formulation of the system, which is integrable for the simple reason that it is spherically symmetric.
Kinematic data
In what follows, we are going to use and compare several methods for inferring the force-law parameters ω (the amplitude ln A and radial exponent α of the spherical force law) from an instantaneous snapshot of the positions and velocities of the eight major planets. This snapshot was taken from JPL's HORIZONS System which provides highly accurate ephemerides for Solar System objects 1 (Giorgini et al. 1996) . It is an extrapolation (at the time of writing) to 2009 April 1.0, approximately 400 years after the important publication of Kepler (1609) . This kinematic snapshot is given in Table 1 .
Since this snapshot is obtained by integrating the positions and velocities of Solar System bodies, the accuracy is limited by (i) the correctness of the dynamical model used, (ii) the numerical integration of the equations of motion, and (iii) the accuracy to which the initial conditions are known. It is generally believed that the dynamical model used is correct and complete, and that the numerical integration is sufficiently accurate. The main uncertainty in the ephemerides is then that due to the uncertainty in the initial conditions. The current set of initial conditions (DE405; Standish 1998) is a fit to a set of optical, radar, and VLBI observations as well as to a set of spacecraft range and Doppler points from various space missions. The uncertainties are the largest for the outer planets, since the data for these are almost entirely from optical observations (with the exception of Jupiter), and because Neptune has not been observed over a full orbit since the start of accurate measurements. A comparison between the DE405 ephemerides and more recent observations shows that the positions of the inner planets are known to a fractional accuracy of approximately 10 −8 , while those of the outer planets are known to a fractional accuracy of 10 −6 to 10 −7 (Standish 2004) . Uncertainties in the velocities are at the same fractional magnitude.
This kinematic snapshot is not, of course, a fair data set with which to perform the inference below, for the main reason that the "measured" kinematic state of the Solar System is in fact the output of fitting observations with a dynamical model that assumes α = 2. For this reason, the data should be thought of as "idealized" or "simulated data" and the work must be considered a test of the method rather than a definitive or novel inference.
Bound, virialized, and long-lived
The virial theorem relates the time averages T and U of a test particle's kinetic and potential energies through
where α is the exponent in the radial force law. Given that a planet's potential energy is a function of the dynamical parameters ω, while it's kinetic energy is not, the virial relation for each planet becomes a one-dimensional locus in ω. These loci are shown in Figures 1 and 2. The fact that all eight lines cross near a single point in the space is encouraging that the system is virialized (as we expect) and that the inference will work.
Also shown in Figures 1 and 2 is the region of parameter space in which one or more of the planets is unbound because T > U or, equivalently, ǫ < 0. This region is at lower values of ln A than the virial lines for α < 3. In what follows, we will assign vanishing probability to regions of parameter space in which one or more planets is unbound.
Also shown in Figure 1 is the region of parameter space in which one or more of the planets has r peri < R ⊙ , where R ⊙ is the radius of the Sun. This part of parameter space ought also to be excluded, although in practice this is not necessary for any of what follows.
In preparation for what follows, we pre-compute all of the planet radial angles φ r,igiven their positions x i and velocities v i -as a function of the dynamical parameters. These angles are shown in Figure 3 .
Frequentist orbital roulette
In orbital roulette , the idea is to compute, for each point ω in parameter space, the N radial angles φ r,i and analyze them statistically for being well mixed. In practice, this means applying a distribution test or multiple distribution tests to the angles and preferring parameters for which these tests are more consistent with a random or flat distribution of angles in the range 0 < φ r < 2 π. Because each test provides one constraint, and in the case described here the parameter space is two-dimensional, at least two qualitatively different tests are required to make localized constraints in ω. In addition to a test for flat angle distribution we also apply a test for an angle-energy correlation.
About the simplest consistency test for the calculated angles is a test of the mean of the angles: Is the mean consistent with the expected mean for a uniformly distributed set of N planets? For this to perform well one must fold the angles of the inbound planets onto the interval [0, π] , that is, disregard the information in the sign of the radial velocity; then the expected mean of the angles is equal to π/2 (for details on how to test this assumption, see . The fact that we have to perform this mapping indicates that the procedure is ad hoc. Indeed, for a uniform distribution on the circle there is no specific meaning to the perihelion and the aphelion, or to any two points, such that no real meaning can be attached to the mean of the angles between two arbitrary points on the circle. As is often the case, the only justification for testing the mean of the angles is provided by the Bayesian procedure (below).
Better, one can test the consistency of the full distribution function of the angles with a uniform distribution. This could again be done with the full [0, 2π] distributed angles or with the folded angles; the results will depend on this choice. Testing an observed distribution for consistency with an expected distribution often involves comparing cumulative distribution functions (Kolmogorov 1941) . The Kolmogorov-Smirnov (K-S) test is the simplest in practice, since the distribution of the test statistic-the maximum difference between the cumulative distributions-can be approximated by an analytic function (Stephens 1970) . The K-S test is by construction most sensitive to deviations near the median value, this rules out dynamical parameters at which the planets bunch up at perihelion or at aphelion, the situation in which about half are at perihelion and half at aphelion dupes the test.
A statistic can be chosen that is sensitive to deviations at all values, such as the Anderson-Darling statistic (Anderson & Darling 1952) . However, no approximate analytic description of the distribution of this statistic exists and in practice this distribution has to be obtained by Monte Carlo sampling (e.g., . A statistic more appropriate to the problem at hand (although we are not primarily interested in a careful examination of the differences between different frequentist procedures) is Kuiper's statistic (Kuiper 1962) . This statistic-the sum of the maximum distance of the observed cumulative distribution above and below the expected cumulative distribution-is invariant under periodic shifts of the angle and was specifically designed to test uniform distributions on the circle. The advantage over Anderson-Darling is that the asymptotic distribution of the Kuiper statistic is known (e.g., Press et al. 2007 ).
All of these tests for the uniformity of the distribution of the angles are shown in Figure 4 . These tests can fail when for a certain combination of dynamical parameters some planets are near aphelion while other planets are near perihelion. This situation appears here in Figure 3 , at α far from 2, where there are large regions in which the inner planets, especially Mercury and Venus, are near perihelion, while the outer planets, especially Uranus and Neptune, are near aphelion and vice versa. This prevents the mean angle and K-S tests from excluding those regions. The Kuiper test performs better.
A second constraint (for the two-dimensional parameter space) comes from a second test. In regions of parameter space in which the inner planets are all near perihelion and the outer planets are all near aphelion, a significant correlation between the angles and the energies exists. This correlation is unphysical if the system is not being observed at any special time. A non-parametric test for the correlation is preferred here as the angle-energy correlation will not in general be linear. We perform a test of the angle-energy correlation using Kendall's τ (Kendall 1938 ). This is a rank test; it only considers the relative ordering of the angles and energies of different planets (for details on this test see Press et al. 2007) . That this test is in a sense orthogonal to the tests of the uniformity of the angle distribution can be seen in Figure 4 .
All of the frequentist tests permit acceptance or rejection of a dynamical model at a certain confidence level. 95 and 99-percent confidence intervals for all of the frequentist tests are shown in Figure 4 . Also shown is the combination of the tests of the uniformity of the angle distribution with the test of the angle-energy correlation.
The frequentist procedures perform relatively well in this simple problem because the number of dynamical parameters is small and the data have vanishing errors and no missing components. As the number of dynamical parameters increases the frequentist must find larger numbers of tests in order to break degeneracies. While data uncertainties can be included by sampling the error distribution of the data and combining the results (e.g., , this will perform badly in the limit of low signal-to-noise or missing data. These difficulties are related to the fact that the frequentist uses only a very crude model of the data, that is, that the angles are distributed uniformly and that angleenergy correlations should be absent, which allows no room for discovery of structure in phase space. A fully Bayesian treatment of this problem can treat the phase-space distribution function as an unknown function to be inferred from the data. Modeling the full phasespace distribution function permits simultaneous inference of missing data and properly marginalized probabilitiy distributions for dynamical parameters.
Probabilistic dynamical inference
Imagine that we have the three-vector positions x i and three-vector velocities v i at some time t for N planets i and a parameterized model for the gravitational acceleration law (force law per unit mass) a ω ( x), a function of position x and a list of parameters ω. We wish to obtain an estimate of the posterior probability distribution p(ω|{ x i , v i }) for the parameters, where { x i , v i } is the set of all planet positions and velocities. We employ Bayes's theorem as follows:
where, as usual, p({ x i , v i }|ω) is the probability distribution function for the data given the model parameters, evaluated at the observed values of the data, p(ω) is the prior probability distribution function for the parameters, and the denominator is (for our purposes here) a normalization constant. The challenges are to choose a realistic but uninformative prior distribution p(ω) and to describe accurately but as uninformatively as possible our assumptions about the system in the conditional probability p({ x i , v i }|ω), which is sometimes described as the "likelihood of the model". In principle there is no freedom in writing down p({ x i , v i }|ω) when the model is a fully generative model, that is, when the model specifies the statistical process that generates the data. However, this is rarely true, and not true here, since we don't want to assume much about the processes by which the Solar System formed, or what kinds of structure to expect in phase space.
For situations in which we have missing data or expect correlations among the phasespace parameters (for instance informative structure in the conserved actions in an integrable system), it is often useful to add to the dynamical parameters ω an additional list of parameters θ that describe the phase-space distribution f θ ( x, v) of the planets, preferably in terms of conserved quantities (constants of the motion), so that the description is time-independent. In this case, the inference becomes a marginalization of a bigger inference:
where these equations, respectively, show the marginalization, show Bayes's theorem, and show that the joint probability of the N planets is the product of the individual-planet probabilities.
Generalizing further, one of the key advantages of the Bayesian perspective is that the incorporation of finite measurement uncertainty or noise is extremely straightforward. In this case, each measured phase-space coordinate can be permitted some 6 d offset (∆ x i , ∆ v i ); these offsets become a new list of model parameters ∆
and the inference becomes
where we have separated the prior p(∆) because usually the error distribution depends on things other than the dynamical parameters (which, in principle, can also be parameters inferred simultaneously with the dynamical parameters). In practice, the simplest method for performing the marginalization is often to sample the distribution p(∆) and perform the vanishing-error inference on each of these samples. This approach generalizes straightforwardly to the case of entirely missing data, for example when the transverse components of positions or velocities have been measured but not the line-of-sight (as is the case for many observations of interest).
Conditional probabilities
We have chosen a sensible set ω of dynamical parameters, so that a flat or uniform prior in the space will be relatively uninformative, and represents a reasonable description of our (assumed) prior knowledge. The much more challenging problem is to write down a conditional probability distribution function p({ x i , v i }|ω) or p({ x i , v i }|θ, ω) that accurately represents the likelihood of the model given the data, and does not bias the inference in unintended ways. In some sense, we seek the least informative function that captures our assumptions.
Our principal assumption is that the system is bound. This means that if we do not model the phase-space distribution function (with parameters θ), we must choose a conditional p({ x i , v i }|ω), or family p ({ x i , v i }|ω, θ) , that vanishes for any parameter values for which any of the planets is not bound. This condition is easy to enforce: Energies ǫ i (and radial asymmetries e i and radial angles φ r,i ) can be directly computed for each of the phase-space positions ( x i , v i ), in the context of the dynamical parameters ω. We assign zero conditional probability if any of the computed binding energies ǫ( x i , v i , ω) is negative (because we defined ǫ > 0 to be bound).
Another way to enforce the bound condition is to infer not just the dynamical parameters ω but also phase-space distribution function parameters θ and only permit in that distribution function regions of phase space for which the orbits are bound. Because this approach has much more general applicability to future problems, we adopt it here. The phase-space distribution function f θ ( x, v) does more than ensure that the planets are bound. It also expresses our prior information or assumption that the system is long-lived (in units of the dynamical time), that it is non-resonant, and that we are not seeing the system at any special time, or that the radial angles φ r will be randomly distributed between 0 and 2 π. In the absence of any better information, we will try to be as agnostic as possible about the actions (conserved quantities) of the planets but extremely confident that all radial angles 0 < φ r < 2 π are equally likely.
In the simple spherical or radial situation under consideration here, we can express these beliefs with a distribution functionf θ (ln ǫ, e, φ r ) on only the binding energy ǫ, the radial asymmetry e, and the radial angle φ r , as the orientation of the orbit of a planet does not depend on the dynamical parameters. We can then write
2 ) = |J(ln ǫ, e, φ r ; r, v r , j 2 )|f θ (ln ǫ, e, φ r ) ,
where, again, we have gone to ln ǫ because dimensioned parameters are usually best handled in the log, and J(ln ǫ, e, φ r ; r, v r , j 2 ) is the Jacobian matrix of all the partial derivatives of (ln ǫ, e, φ r ) with respect to (r, v r , j 2 ).
If we had prior information that the system of planets was "thermalized" (we certainly don't!) we would have chosen a function of ln ǫ only. If we wanted to be completely general, allowing for (for example) orbital alignments, we could have put in all the orbital angles (including the perihelion angles, the orbital inclinations, and the longitudes of the ascending nodes). However, given that we are only considering spherical force laws, and given that we have no "missing data", structure in these other angles are not helpful to the inference. If we had missing data, for example if we were observing a distant system (such as the system of stars orbiting the black hole at the center of the Galaxy), where it is not possible to measure all six dimensions of each particle's phase-space position ( x, v), phase-space structure that goes beyond (ln ǫ, e) is very useful; fitting for it is essential.
To keep things as simple as possible, we model the distribution functionf θ (ln ǫ, e, φ r ) as a product of a top-hat function in ln ǫ from ln ǫ a to ln ǫ b with a top-hat function in e from e a to e b and a uniform distribution for the radial angle. The latter incorporates the assumption that the radial angles are uniformly distributed for the sample of eight planets. In this context, the phase-space parameter list is
In what follows, we only consider values A < ln ǫ a < ln ǫ b < B, where A and B provide very distant (uninformative) limits (below, we will take the limit), and 0 ≤ e a ≤ e b ≤ 1. These enforce our assumption or prior information that the system is bound.
With all of this in place, our inference becomes
where each planet's value of (ln ǫ, e, φ r ) is a function of phase-space position ( x i , v i ) and dynamical parameters ω, the Jacobian is evaluated at each planet's value of (ln ǫ, e, φ r ), and the integral-the marginalization-is over all four of the phase-space distribution parameters in θ. If the prior p(θ, ω) is made flat or uniform in all the parameters, this marginalization can be performed analytically; it leaves
where ln ǫ L is the lowest planetary binding energy at this point ω in dynamical parameter space, ln ǫ K is the highest, e L is the lowest planetary radial asymmetry at this point ω, e M is the highest, and we have taken the limit in which the range of the parameters (ln ǫ a , ln ǫ b ) goes to infinity, or A → −∞, B → ∞.
Results and discussion
For each planet we evaluated the Jacobian |J(ln ǫ, e, φ r ; r i , v r,i , j 2 i )| at the observed radius, radial velocity, and specific angular momentum for each value of the dynamical parameters ω and multiplied the magnitudes of the determinants of these Jacobians together.
Following equation (19) we multiplied this product with the value of the marginalized product of the distribution function evaluated at each planets actions and finally multiplied this with the (uniform) prior on the dynamical parameters in order to obtain the posterior probability distribution for the dynamical parameters. It is instructuve to look at the magnitude of the determinant of the Jacobian for each planet as a function of the dynamical parameters in Figure 5 as it shows that these factors for each planet display a clear preference for the dynamical parameters to lie on the virial locus of each planet. Why is this? At most points ω in dynamical parameter space, except those very close to the correct values, each planet finds itself subject to either a substantially larger or else a substantially smaller radial force than it should. In the former case, the planet finds itself very close to e = 1 and aphelion (φ r = π); in the latter, close to e = 1 and perihelion (φ r = 0 or 2π). The vast majority of the allowed dynamical parameter space is far from the correct values but also has the angles and actions pinned to special values. When the radial asymmetries and angles are pinned, the Jacobian determinant vanishes.
The posterior probability distribution is shown in Figure 6 . A strong peak is apparent near α = 2 and the Newtonian Solar value for ln A. The width of the probability distribution is indicated by the 95 and 99-percent confidence contours. These contours are defined to enclose the smallest area that holds 95 and 99 percent, respectively, of the posterior probability distribution.
In order to infer the exponent α of the force power-law we perform a second marginalization of the posterior probability distribution, this time over the (for our purposes) uninteresting parameter ln A. This gives a posterior probability distribution for the parameter α p(α|{
This probability distribution is shown in Figure 7 . The 95 and 99-percent confidence limits in this figure are defined to exclude 2.5 and 0.5 percent, respectively, of the distribution on either side of the central region.
The result of the inference is not a value for the parameters but a posterior probability distribution. The concept of a "best fit" value for α is inappropriate; the only meaningful numbers we can use-aside from the full posterior probability distribution-to summarize the distribution are the upper and lower limits set by a sufficiently broad confidence interval. The 95-percent confidence interval is 1.989 < α < 2.052. This compares favorably with the results obtained by Newton (1687) who inferred α = 2 from a much richer data set (though a less rich model set).
That the posterior distribution p(α|{ x i , v i }) turns out to be multi-modal is no surprise in the light of the virial considerations from Figures 1 and 2: The two peaks in p(α|{ x i , v i }) correspond to the two main regions in parameter space in which the different virial loci cross. These virial considerations, and also the frequentist techniques, are very similar to the probabilistic approach in that they all prefer each planet to be in a non-special region of radial angle space, that is, between perihelion and aphelion; this can only happen simultaneously near the points in parameter space at which virial loci cross. The advantage of the probabilistic approach is that it explains and quantifies this reasoning, and uses it to set formal limits on the dynamical parameters.
The approach developed here can be applied to other (perhaps more pressing) dynamical inference problems in which test particles can be relied upon to be well-mixed in angle space. One such problem is the dynamics in the region surrounding the black hole at the Galactic Center. Often in these problems complications arise because of large observational uncertainties (often highly correlated), the absence of some of the six-dimensional phase-space coordinates, and selection effects, all of which are absent in the simple problem considered here. It will be necessary for these problems to model the full six-dimensional phase-space distribution function. This will complicate the marginalization over the phase-space parameters, which was trivial here, but at the same time it will permit the discovery of structure in the phase-space distribution, which can aid with the presence of missing data and large observational uncertainties. That this approach has much potential has been shown before in the case of the Galactic Center; the assumption that a set of stars at the Galactic Center is part of a disk-like population has been suggestively successful in reconstructing missing data (Beloborodov et al. 2006) . Extension of the approach developed in this paper will permit incorporation of much more of the available data on the dynamics in the central region of the Galaxy. This, in turn, will lead to a better determination of the mass of the black hole and the surrounding density profile.
On larger scales, approaches like that developed in this paper will prove to be essential for the analysis of the large data sets of upcoming surveys such as Gaia. As the duration of the Gaia mission is vanishingly smaller than any dynamical timescale, the problem posed is essentially the same as the problem posed here: Infer the dynamics from a snapshot of the kinematics. Our approach cannot simply be applied to this larger problem because the system is almost certainly not (trivially) integrable, and the assumption of mixed angles is invalidated by the clear abundance of substructure in the halo (e.g., Willman et al. 2005; Belokurov et al. 2006 Belokurov et al. , 2007 Koposov et al. 2008 ) and the disk (Dehnen 1998) . Modeling the details of the phase-space distribution function will be even more important in this context. However, we expect that a large fraction of the Galaxy, even a large fraction of the stellar halo, is well-mixed, such that mixed-angles approaches are expected to lead to valuable inferences. Combining the mixed-angle and unmixed-substructure techniques into a general inference about the dynamics of the Galaxy requires a fully probabilistic method and the approach developed in this paper is a baby step towards this ambitious goal.
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