All Feynman integrals are examples of periods, and as such conjecturally carry an action of the motivic Galois group, or dually the coaction of the Hopf algebra of functions on the motivic Galois group. In this paper, we study this structure in the case of Feynman integrals associated to scalar one-loop Feynman graphs for a fixed dimension of space-time.
Introduction

Context
Feynman integrals are examples of periods, i.e. they can be interpreted as integrals of rational functions with rational coefficients over domains given by polynomial inequalities with rational coefficients [16] , due to the existence of the parametric representation (7) . This enables a motivic point of view in understanding interesting patterns in the evaluations of Feynman integrals, such as patterns of multiple zeta values studied by Bloch, Esnault and Kreimer in [8] . When viewed in this light, a new structure satisfied by Feynman integrals arises, as all periods conjecturally carry an action of the motivic Galois group [2] . Further study of this structure led to a very striking coaction conjecture made in [20] , which states that the action of the motivic Galois group should be closed on motivic Feynman integrals of primitive log-divergent graphs in φ 4 theory, and moreover that the Galois conjugates of such a Feynman integral should be periods associated to subquotient graphs if one allows for non-φ 4 primitive log-divergent graphs. It is checked numerically therein for hundreds of examples, some of which have 11 loops. This, along with other evidence in different theories, e.g. [21] , leads one to speculate that such a structure might exist more generally, possibly after enlarging the space of periods under consideration appropriately. An important reason for studying this structure is that any results of this type combined with easy results for small graphs provide very strong constraints on Feynman integrals to all loop orders. This is referred to as the small graphs principle [4, 8.4,9.3] .
In order to circumvent the deep conjectures in the theory of motives, we can lift the periods of interest to motivic periods, which is equivalent to working in a category of realizations of motives (1.1), rather than in the category of motives itself. Moreover, we would like to work in a more general context than the one in [8, 20] by considering Feynman integrals as functions of masses and momenta of particles. In [4] , Brown provides precisely such a lifting, with mild constraints on the possible kinematics, thereby setting up the prerequisites for studying the Galois theory of a very general class of Feynman integrals. He also explains why we expect the Galois conjugates of motivic lifts of Feynman integrals to be motivic periods associated to subquotient graphs [4, Conjecture 1] , and proves this in the "affine case" [4, Theorem 8.11] .
In order to go further in this direction, we would like to understand in detail the Galois theory of a family of Feynman integrals where we allow masses and momenta. It is a theorem due to Nickel [17] that one-loop integrals in 4-dimensional space-time always evaluate to linear combinations of integrals associated to one-loop graphs with 4 edges, which in turn can be evaluated in terms of dilogarithms. From the perspective of algebraic geometry this was studied in [7] . It is shown there that the fact that these integrals evaluate to dilogarithms is a consequence of the fact that the geometry underlying these integrals carries a Mixed-Tate Hodge structure with weights 0,2, and 4, which varies in a family over the space of kinematics. These structures are very well understood in algebraic geometry, and we use this here to study the Galois theory of one-loop scalar integrals with kinematic dependence.
Contents
In the first section we provide a brief overview of the technical background and terminology. We recall the definition of motivic periods which we will be working with, as well as the definition of de Rham periods which is required to set up the motivic Galois coaction. Note that we will not be working with an action of a group scheme, but rather dually with a coaction of the Hopf algebra of functions on a group scheme. We also briefly recall the definition of the motivic Feynman amplitude I m G (m, q) associated to the Feynman integral I G (m, q) of the Feynman graph G, depending on internal masses and external momenta attached to edges and vertices of the graph respectively, which we denote by (m, q) in order to abbreviate notation. The appendices will provide more detail. The second section contains general results on the (Hodge realizations of) motives of one-loop graphs, and can largely be regarded as restating the results of [7] in terms of motivic periods. In particular it contains the reduction of the motivic Feynman amplitude of any graph with more than four edges to a Q(m, q)-linear combination of motivic Feynman amplitudes of four-edge graphs in 4 space-time dimensions, which amounts to lifting the result of Nickel to motivic periods. We also recall how one computes the semi-simplifications of the associated Mixed Hodge structures. In the third section we compute the coaction on the motivic Feynman amplitude on the four-edge one-loop graph with non-vanishing generic kinematics (see Remark 2) , which gives us the coaction for any one-loop graph with non-vanishing generic kinematics by the results of the previous section. Bearing in mind the definition of the associated motivic Feynman amplitude (12) and its de Rham version I dr G (14) , the definition of the motivic Galois coaction (6) , as well as the definitions of the de Rham logarithm log dr (x) (78), and the Lefschetz de Rham period L dr (79), the main result of the third section is the following: Theorem 1. Let G be the Feynman graph with 4 edges and 1 loop with generic masses and momenta. Let I m G be its associated motivic Feynman amplitude in d = 4 dimensions. Then the motivic Galois coaction on I m G is:
where I m G {e i ,e j } θ G {e i ,e j } is the motivic Feynman amplitude in d = 2 dimensions of the bubble graph obtained by contracting the edges e j and e k of G, and
where i = √ −1, and C is the matrix associated to the second Symanzik polynomial of G (83).
One of the main aims of this paper is pursued in the second part of the third section, which is dedicated to understanding the de Rham periods in the theorem above. We relate them to the residue morphism 3.2.1, the de Rham projection morphism 3.2.2, and the differential equation satisfied by the Feynman integral 3.2.3.
It is important to note that the coaction commutes with specialization to a point in the space of kinematics, so long as the motivic periods in the coaction (the terms I m G {e i ,e j } θ G {e i ,e j } in the theorem above) don't diverge. However, if that does happen, for example let all other assumptions in the previous theorem remain equal and set one of the internal masses to zerothen 3 of the six terms I m G {e i ,e j } θ G {e i ,e j } will diverge, one can still apply the same methods used in the third section to analize to compute the Galois coaction, so long as the values of masses and momenta are such that I G (m, q) converges. However, one should bear in mind that in the cases such as the one just described, the conjugates in the coaction might not be easily interpreted in terms of motivic periods of subquotient graphs using only the tools presented in section 3. Understanding this subtlety motivates a more detailed study of a couple of special cases in the next section, in particular Theorem 2.
In the fourth section we will concern ourselves with the three-edge graph. The result for the case with generic kinematics is quite similar to the box graph case above, but a few special cases when some of the masses vanish reveal subtleties. The result in one of these special cases is the following:
Theorem 2. Let G be the Feynman graph with 3 edges and 1 loop, with all internal masses vanishing and non-trivial external momenta. Denote the three external momenta by q 1 , q 2 , q 3 , and the associated motivic Feynman amplitude I m G . Then the reduced coaction on this motivic Feynman amplitude is:
where
for some constants a i ∈ Q.
In the case of the previous theorem one cannot straightforwardly think of the motivic logarithms appearing in the coaction as motivic periods of the motives of quotient graphs of the triangle graph with all masses vanishing. This is because Feynman integrals associated to the one-loop graphs with two edges obtained by contracting an edge of the triangle graph are divergent. In order to relate the motivic logarithms in this coaction to subqutient graphs we must consider regularized versions of motivic periods of subquotient motives, or alternatively the periods of the associated affine motives. With that subtlety in mind it is possible to say that the motivic side of the coaction is fairly well understood, in light of [4] and Conjecture 1 therein.
We note that we aim to make the computation of the coaction involving masses and momenta as explicit as possible. For that reason some moderately lengthy computations and bulky notation can be found in the second half of this paper.
1 Brief overview of the technical background
Category of realizations and motivic periods
We will be working in a category of realizations H. Its objects are triples V = (V dR , V B , c) such that V dR , V B are Q-vector spaces equipped with an increasing filtration W • V dR , W • V B called the weight filtration. In addition V dR is equipped with a decreasing filtration -the Hodge filtration
The category H is neutral Tannakian over Q and has two fiber functors ω dR and ω B sending a triple V to V dR and V B respectively. The ring of H-periods P m H is the ring of regular functions on the torsor of tensor isomorphisms between ω dR and ω B . Explicitly we can view it as a Qspan of equivalence classes of triples (V, γ, ω), where γ ∈ V ∨ B and ω ∈ V dR , under Q-bilinearity in γ and ω, as well as naturality with respect to morphisms in H. By naturality we mean that for every morphism between two triples V 1 and V 2 , consisting of a pair of vector space maps
respecting all the filtrations and comparison isomorphisms, we get equivalences
We denote the equivalence classes by [V, γ, ω] m . The ring P m H comes with a natural period homomorphism:
Note that we use the word "motive" abusively for an object in H when it is of prescribed geometric origin. In this paper by this prescription we mean the de Rham and Betti cohomology of an algebraic variety with its associated Mixed Hodge structure. We refer to the corresponding H-periods of such an object as motivic periods. For examples of motivic periods see A.0.2. For more details on the cohomology groups we consider see A.0.1. This terminology is justified in particular for the families of periods we study here because of the fact that the Hodge realization functor is fully-faithful on Mixed-Tate motives over number fields, and the fact that one-loop Feynman integrals only give rise to Mixed-Tate Hodge structures, as we will see below.
Everything contained in this paper can be lifted to families of motivic periods over some base space of parameters. This is needed in order to consider Feynman integrals as functions of masses and momenta. In this relative setting, the relevant category is denoted H(S), where S is some base scheme, and the vector spaces V dR , V B , would be replaced by a vector bundle with integrable connection with regular singularities at infinity, and a local system of finitedimensional vector spaces over S respectively. The relevant ring of families of motivic periods would be denoted P m H(S) . We will mostly be working on the fibers over the space of kinematics -fixing the values for masses and momenta, but will also be using the fact that we can work in families in 3.2.3. For a complete technical introduction to motivic periods, and their families, see [3] .
de Rham periods and coaction
We obtain the coaction from the Tannakian formalism by considering the ring of regular functions on the affine scheme of tensor automorphisms of the fiber functor ω dR called the ring of de Rham periods and denoted P dr
and ω ∈ V dR . They satisfy the following relations: Q-bilinearity in f and ω and naturality with respect to morphisms in H similar to the one described for H-periods. For the main examples used in this paper see A.0.2. There is a natural coaction, coming from the Tannakian formalism:
The general formula for this coaction is:
where the e i constitute a basis of V dR , and e ∨ i the dual basis of V ∨ dR .
Feynman integrals and their motivic lifts
For the definition of a Feynman graph see Definition 4 in A.2, or [4, §1] . In parametric form, the Feynman integral which is of interest in physics applications is the following projective integral:
and Ψ G , and Ξ(m, q) are the first and second Symanzik polynomials of G, respectively. For definitions see Definition 5 and Example 1 in A.2. The domain of integration is:
and
where dα i means that we omit dα i . The derivation of this form of the Feynman integral from its momentum space representation using the Schwinger trick is nicely explained in [19] . Note that when N G = h G d 2 the Γ prefactor of the previous integral will have a pole, and in which case the integral to study will be its residue i.e. coefficient of 1 ǫ in dimensional regularization.
In order to consider both of these cases at the same time we will study the following projective integral:
This integral may not necessarily converge but we restrict ourselves in this paper to the case when it does. Note that this integral is clearly a period in the sense of [16] .
For future use we define
In addition we denote an intersection of the faces of ∆ by ∆ I ∶= ∩ i∈I ∆ i . We write G e i for the graph with the edge e i contracted, and G e I for the graph with the edges {e i } i∈I contracted.
In order to study the Galois theory of these periods we need to lift them to elements of P m H . By this we mean find an element H G ∈ H and a motivic period
For a quick review of how the lifting can be done with very weak constraints on masses and momenta see A.2. For a detailed introduction see the original paper in which it was defined [4] . Note that this can be done in a way that is relative to a base space of kinematics.
Motives of one loop amplitudes
Four and more internal edges
We specialize the previous discussion to the case of 1-loop diagrams with N G edges. In this case, the second Symanzik polynomial Ξ G is homogeneous quadratic in the α i , and the first Symanzik polynomial Ψ G is linear in the α i . We will be working in d = 4 dimensions. The integral of interest is:
where Ω G is defined in (9) . Let N G ≥ 4 and note that in this case only the second Symanzik polynomial is in the denominator of the integrand. For fixed generic masses and momenta s = (m, q) the divisor Q ∪ ∆, where Q = V (Ξ G (m, q)), is simple normal crossing in P n , i.e. the condition that Q and ∆ do not intersect transversely is a closed condition on the space of kinematics. Furthermore recall that we have restricted to the case when I G (m, q) is convergent, therefore the domain of integration and Q do not meet. In this case we have
and we can define the motivic Feynman amplitude as the motivic period:
is the graph "motive". The vector spaces are given by de Rham and Betti cohomology, and the isomorphism c is given by Grothendieck's algebraic de Rham theorem. The existence of the required filtrations and compatibilities with c follows from the existence of a natural Mixed Hodge structure [11] , [12] .
Remark 1. Notice that we have taken the complement of only the quadric Q because the first Symanzik polynomial is not in the denominator for the Feynman integrals we consider, except for N G ≤ 3, which we treat separately.
As we shall see in the following subsection, in the case of one loop diagrams we will only have to consider objects of H of Mixed-Tate type. These are the objects H ∈ ob(H) such that the graded pieces with respect to the weight filtration are gr W n H = Q(−m) if n = 2m, and gr W n H = 0 if n = 2m − 1, where Q(−m) is the Tate Hodge structure, i.e. the pure Hodge structure of weight 2m defined by
In this particular situation it will make sense to define a de Rham Feynman amplitude by:
Note that this only makes sense for separated objects of H G (see 3.2.2).
Semi-simplification of the motive
Let us start with the most general case by studying the motive (13) . The following was proved for example in [4, Proposition 5.6] .
Lemma 1. Let n = 2k − 1 ≥ 1, and let Q ⊂ P n be a smooth quadric such that Q ∪ ∆ forms a simple normal crossing divisor inside P n , where ∆ is the standard simplex in P n . Then the weight graded pieces of H ∶= H n (P n ∖ Q, ∆ ∖ Q ∩ ∆) are:
where ∆ I ∶= ∩ i∈I ∆ i corresponds to a face of ∆ of dimension n − I .
Proof. The first page of the relative cohomology spectral sequence (71) evaluates to:
Consider the Gysin spectral sequence (73), with X = Q ⊂ P n . It is well known that for a quadric
is even, and zero for k odd. Moreover, if k is odd, by the Lefschetz hyperplane theorem, we have that
and 0 if i is odd, for all i ≤ k. Therefore, plugging this into the Gysin sequence, we get:
The differentials d p,q
are all zero by the above calculation, except in row q = 0, where we have d n−1,0
. Therefore, we get the result of the lemma.
The following proposition, which was shown in [7, §7] , follows immediately from the previous lemma and an observation about the quadric given by the vanishing of the second Symanzik polynomial of a one loop graph in d = 4 dimensions -the symmetric matrix corresponding to Ξ G (m, q) (83) has rank ≤ 6 [7, Lemma 6.3]. Before we state it we need to clarify the genericity conditions used throughout the remainder of this paper.
Remark 2. Note that we have already used one notion of genericity of masses and momenta in the previous lemma -that ∆ ∪ Q is a simple normal crossing divisor in P n . Another notion of genericity is given by considering those values of masses and momenta for which the rank of the matrix associated to Ξ G (m, q) is exactly 6, i.e. the condition that the rank of Q is strictly less than 6 is a closed condition in the space of kinematics. In what follows we will assume both of these conditions when we refer to "generic masses and momenta". When one of these conditions is broken, we will make that explicit. We stress that neither is necessary in general to set up a Galois theory of motivic Feynman amplitudes as functions of masses and momenta. However a third genericity assumption is made in the work of Brown [4] -therein all masses and momenta take values in the extended Euclidean sheet. See A.2.3 for more.
Then for generic values masses and momenta and Q ∶= V (Ξ G (m, q)) the weight graded pieces of the graph motive
are as follows:
When N G ≥ 6 there is also the weight 6 part:
Proof. For N G = 2k where k ≥ 2 the claim of the proposition regarding weights 2 and 4 follows immediately from the previous lemma where we set n = N G − 1.
we are in a similar situation to the previous lemma except n would then be even. In this case the proof of the claim regarding the weight 2 and 4 pieces is exactly the same as before: since we assumed that we are in a generic situation, in particular we have that the intersection
We can then use this fact to plug in (15) into the relative cohomology spectral sequence (71) and observe that we get E N G −3,1
It remains to show the claim for the weight 6 piece of H G , as well as that there are no higher weight graded pieces of H G . Recall that Q is degenerate, and we assumed that the symmetric matrix corresponding to Ξ(m, q) (83) has rank 6. Therefore if N G ≥ 7 then Q ⊂ P N G −1 is a generalized cone over a smooth quadric Q 0 ⊂ P 5 . Hence, P N G −1 ∖ Q is a fiber bundle with affine fibers over P 5 ∖ Q 0 . By a standard result on the cohomology of fiber bundles with affine fibers we have
Therefore we can apply (15) again to conclude that for all q > 6 and p ≥ 0 the E p,q 1 vanish. So there are no weight graded pieces higher than 6.
We have gr
. By (15) we get E N G −5,5 1 ≅ 0 and therefore
In the last equality we are using (18) .
Remark 3. The previous proposition tells us that in the calculation of Feynman amplitudes with one loop in 4 dimensions and with generic masses and momenta, we are only dealing with families of Mixed-Tate Hodge structures of weights 0,2,4 and 6. However, we can also show directly that the Feynman differential form ω G (m, q) is a weight 4 differential form in H G , and therefore we only need to deal with families of Mixed-Tate Hodge structures of weight 0,2 and 4, via an equivalence of motivic periods (see (4)) where the morphism in H is given by the inclusion of mixed Hodge structures W 4 H G ↪ H G .
Reduction to four edges
The main tool we use to reduce to the graph with 4 internal edges is the following:
be the quadric where we take the masses and momenta to be generic. Then the Feynman differential form ω G (m, q) is exact, and we can find an (n − 1)-form ω n−1 on P n ∖ Q, along with constants a j ∈ Q(m, q), such that dω n−1 = ω G and r j (ω n−1 ) = a j ω G e j , where r j is the restriction map with the appropriate sign -see A.0.1.
Proof. See [7, Lemma 8.1]
This allows us to reformulate an old result of Nickel [17] in terms of motivic periods as follows:
Proposition 2. With notations as in the lemma above, for generic values of masses and momenta and in d = 4 dimensions, the motivic Feynman amplitude of any one loop graph G is a Q(m, q)-linear combination of motivic periods of graph motives of 4-edge quotient graphs of G.
Proof. We start with a motivic periods [H G , [σ G ], [ω G ]] m , which evaluates to the Feynman integral under the period map. We would like to show that there exist constants a I ∈ Q(m, q) such that we can write (19) or equivalently:
To do this, we apply the previous lemma as follows. Because P N G −1 ∖Q is affine and ∆∖Q∩∆ is a simple normal crossing divisor therein, (H G ) dR is computed by the cohomology of the total complex of the double complex (75). Therefore, the class of the Feynman form [ω G ] ∈ (H G ) dR can be represented by an element of the double complex:
such that d T ot(C * , * ) (ω ′ ) = ω + ω ′′ , where r i is the restriction to the face ∆ i and d T ot(C * , * ) is the total differential of the double complex C •,• , see (76). Now, obviously we can write [ω ′′ ] as a linear combination over Q of classes of (N G − 2)-forms in (H G e j ) dR for 1 ≤ j ≤ N G . The de Rham component of a face map (77)
sends
Summing over all the faces we get a morphism
where we write [ω G e i ] for the class of the element [(ω G e i , 0, . . . , 0)]. The Betti components of face maps (77) are given by restriction to the faces of ∆, and again we sum over all the faces to get:
which shows the equivalence of motivic periods:
Iterating this same process we can then write each of the (N G − 2)-forms on the right hand side above as a Q(m, q)-linear combination of (N G − 3)-forms of graphs obtained by contracting two edges of G, up to a form that is exact in relative de Rham cohomology. This can be repeated until we get down to a Q(m, q)-linear combination of 3-forms which belong to the de Rham realizations of motives of graphs with 4 edges obtained by contracting the N G − 4 edges of the original graph. Gathering all the coefficients a i at each stage into a I for each set of N G − 4 contracted edges I, we obtain the proof of the lemma.
Applying the period map to (20) we get the following: 
The periods of such motives are always Q(m, q)-linear combinations of dilogarithms. For a proof of this, up to expressing the value of the Feynman integral on any fiber over the space of kinematics in terms of a special value of a dilogarithm, using the fact that mixed Hodge structures H G vary in algebraically defined families and thus satisfy Griffiths transversality see [7, §9 ].
The triangle graph
We consider the graph with N G = 3 edges, henceforth the triangle graph, with non-vanishing masses and momenta:
We denote the edges with non-vanishing masses with double lines. Notice in the definition of the differential form ω G in (11) that the first Symanzik polynomial is in the denominator of the differential form. Because of this we must consider the full graph motive. Let L be the vanishing locus of the first Symanzik polynomial Ψ G . Then, for fixed generic masses and momenta, the Feynman amplitude is a period of the following motive:
which we refer to as the motive of the triangle graph. We will study the triangle graph and the Galois coaction on the associated motivic Feynman amplitude in section 4.
There can of course be cases, for some values of masses and momenta, which are degenerate, and where we have to modify the motive by blowing up. In particular we will see that when one of the internal masses vanishes the quadric Q passes through one of the points of intersection of the irreducible components of ∆ = ∂σ G , therefore ∆ ∖ (Q ∪ L) ∩ ∆ in that case does not contain the domain of integration. Some of these degeneracies will be considered in section 4.
The bubble graph
Finally, the last graph we will be considering here is the one loop graph with N G = 2 edges, henceforth the bubble graph:
so we can consider the Feynman amplitude in d = 4 as a period of the motive H 1 (P 1 ∖L, ∆∖L∩∆), where L = V (Ψ). However, this does not have any dependence on masses and momenta, in fact we have I G = 1 in this case. Therefore in order to relate the bubble graph with the motivic coaction on one loop graphs with more than 2 edges, which do depend on masses and momenta, we are going to consider the following motive:
For generic values of masses and momenta the full motive of the bubble graph is
where Q is the vanishing locus of the second Symanzik polynomial of the bubble graph:
This is the graph motive of the bubble graph according to the definition (88), and it can easily be seen using techniques in (A.0.1) that it has rank 3. We will be interested in the motivic Feynman amplitude of this graph in d = 2, in which case we have the Feynman form
Denote by [p 0 p 1 p 2 p 3 ] the cross-ratio of 4 points on P 1 . Then the period corresponding to the motivic Feynman amplitude of the bubble graph in d = 2 dimensions is:
We will also consider the bubble graph with one vanishing mass:
and we can check that one of the two points of Q = {u 0 , u 1 } ⊂ P 1 coincides with one of the
Without loss of generality say that u 0 ∈ ∆. In that case we shall consider:
Definition 3. The restricted motive of the bubble graph with one vanishing mass is:
It has rank 2. Note that in d = 4 dimensions the Feynman integral is still 1, as it does not depend on masses and momenta. However, in d = 2 dimensions in the case of one vanishing mass the Feynman integral diverges. There is still one interesting period of this motive which we get by pairing the path between p 0 and p 1 with a generator of (H ′ G ) dR represented by the form
where x, y are coordinates of u 1 and L respectively in the coordinate chart of P 1 where α 1 = 0. The period is again the logarithm of the cross-ratio of points:
3 Coaction on the 4-edge graph: proof of Theorem 1.
The motivic side of the coaction
Let us see what the coaction does when applied to the Feynman amplitude of a one loop graph with 4 edges G. Recall that the general formula for the coaction gives us:
where {ω j } is a basis of (H G ) dR , and {ω ∨ j } is the dual basis. Combining the arguments of the previous two lemmas we can express the motivic side of the coaction as follows. The first sheet of the basis of (H G ) dR are images under the face maps of differential forms on the dimension 1 faces of ∆.
Consider the bubble graph obtained by contracting edges e i and e j . In the next figure we have chosen to contract e 2 and e 3 :
The full motive of the bubble graph (28) obtained by contracting edges e i and e j is:
where Q G {e i ,e j } and L G {e i ,e j } are the vanishing loci of the second and first Symanzik polynomials of the bubble graph. Note that for the closed form
dimensions, which is why we denote it with θ. It is the Feynman form in
where {i, j} = I. The latter vector space is one dimensional so we may take θ G {e i ,e j } as its basis.
We can choose a basis of (H G ) dR such that it contains the class of the Feynman form of G in 4 dimensions [ω G ], which is of weight 4, and the 6 weight 2 classes denoted by ω ij G , which we define to be the images of θ G {e i ,e j } under the de Rham component of the face map (77):
As before, restriction to the faces of the domain of integration
is the Betti component of the face map, which gives an equivalence of motivic periods: 
Since
and the form θ G e {i,j} has simple poles at {u 0 {i,j} , u 1 {i,j} } we can rewrite the coaction as
Remark 5. One can combine the previous proposition with (20) . to obtain the coaction on all graphs with one loop in d = 4 with generic masses and momenta.
de Rham side of the coaction
In order to complete the proof of Theorem 1 we need to determine the de Rham side of the coaction, i.e. to interpret the objects
. It is possible to address this question in several ways, each of which reveals something about the nature of these objects. For this reason we divide the approach in 3 parts. The first brings in the residue homomorphism into the picture, which in particular can be used to show that the objects we are interested in are de Rham logarithms. The second introduces the de Rham projection, which enables us to associate to our de Rham periods certain motivic periods. The third part addresses the question of how one can combine the face maps, seen in the previous subsection, and the Gauss-Manin connection to derive a simple differential equation for the de Rham periods in question. We conclude this subsection by relating Theorem 1 with a result in the physics literature.
Residues and de Rham periods
When the graph hypersurface has smooth irreducible components one can try to use the residue morphism to get more information on the de Rham side of the coaction. Proposition 4. Let p ∈ Q(C) be a point on the quadric. Then T p Q ∩ Q consists of two lines l 1 , l 2 . Let u j i be the four points defined by projecting
where a 1 , a 2 ∈ Q are constants, and [p 0 p 1 u 1 1 u 1 2 ] denotes the cross ratio of points. This does not depend on the choice of p.
, using the notation of the previous proposition, which we wish to determine. First, we can restrict without consequence from
[ω G ] depends on the other faces of ∆. The latter motive is computed by the hypercohomology of the complex of sheaves:
We have the residue map, because Q is smooth for generic values of masses and momenta:
. We get an equivalence of de Rham periods
We can apply the spectral sequence (71) to show that gr W H Q = Q(−2) ⊕2 ⊕Q(−1), so it is a Kummer extension, therefore [H Q , [h ij ] ∨ , Res([ω G ])] dr corresponds to a de Rham logarithm.
To determine it recall that P 1 ×P 1 ≅ Q ⊂ P 3 is a doubly ruled surface via the Segre embedding, and consider the pullback:
where l 1 , l 2 ⊂ Q are lines in Q belonging to two different rulings of Q. To choose such lines on Q one can choose a point p on Q(C) and consider the two lines T p Q ∩ Q. We will denote the latter motive with H ′ Q . Since each line in one ruling is cohomologically equivalent to any other line in the same ruling it doesn't matter which ones are chosen. Then one can check that
. From (71) we then get:
where the weight 4 basis elements are supported on the faces ∆ i , ∆ j . Since pullbacks preserve the weight we can write i * (Res(ω G )) as a linear combination of global differential forms on ∆ i and ∆ j with poles at ∆ i ∩ (l 1 ∪ l 2 ) and ∆ j ∩ (l 1 ∪ l 2 ) respectively. The weight 2 part of H Q is unaffected by restricting to H ′ Q . Let p 0 , p 1 , u j i be as in the statement of the proposition. Then we can write an equivalence of de Rham periods:
for some constants a 1 , a 2 .
The de Rham projection
The de Rham projection was introduced in [3, 4.3] , and a way to compute it presented in [6, 4] . It can be applied whenever the underlying object H ∈ ob(H) is separated i.e. when the morphism
is an isomorphism and all Hodge numbers h p,q (H) vanish unless p, q ≥ 0. The previous two conditions imply there is a splitting H dR = W 0 H dR ⊕ F 1 H dR . Objects H with a Mixed-Tate Hodge structure, such as the ones we study in this paper, certainly satisfy this condition. Counterexamples include objects coming from the cohomology of elliptic curves. For a separated object H we can form the following morphism:
The de Rham projection is then defined on P m,+ H,sep -the subalgebra of P m H spanned by motivic periods of separated objects, as follows:
The weight 0 basis element of the Betti realization is the class of the spherical lune cut out by the two hyperplanes L i and L j on Q(C). Then we have . Then by changing to spherical coordinates we can compute Res(ω G ) and notice that it is simply 1/4 times the volume form on the sphere. Integrating over the lune we get that the period is half the dihedral angle between the hyperplanes L 1 , L 2 . To get the original period and thus dependence on masses and momenta we need to plug back in the change of coordinates. This relates a motivic period to each de Rham period we have in our coaction.
Connection and the de Rham periods
The final approach is to use the Gauss-Manin connection to deduce information about the de Rham periods.
In order to take this approach we rely on the fact that the we are working with families of periods (see A.2.2), i.e. Feynman integrals are functions of masses and momenta, rather than working with fixed values of parameters. We consider the cohomology groups relative to a base space of parameters S (see A.2.3):
. This is a vector bundle on S equipped with a connection A.1. Now
is the space of kinematics. Moreover, this vector bundle sits in a long exact sequence of vector bundles:
and we denote, by abuse of notation, the image of [ω G ] in H 3 dR (P 3 ∖ Q) S by the same symbol. Since H 3 dR (P 3 ∖ Q) S is a vector bundle with connection of rank 1 we know that the Feynman integrand satisfies a relation ∇ ∂ ∂q 1 ([ω G ]) + B(m, q)[ω G ] = 0, where ∇ ∂ ∂q 1 is the Gauss-Manin connection on H 3 dR (P 3 ∖ Q) S composed with contraction by the vector field ∂ ∂q 1 , and B(m, q) is an algebraic function of masses and momenta. This relation lifts to a relation of sections of
We compute it explicitly in the following lemma:
Let q 1 be one of the momentum parameters of a one-loop four-edge amplitude
where β is a section of Ω 2 P 3 ∖Q S , and is computed explicitly in (41). The function B(m, q) of masses and momenta is given explicitly in (43).
Proof. We use the general description of rational forms on P n with poles along a hypersurface [14] . A 2-form on P 3 with a pole along Ξ or order 2 is of the form:
for linear polynomials A i . One then computes the exterior derivative
In [14, Proposition 4.6] Griffiths makes a quite general observation that whenever we have a rational form A F k Ω such that A ∈ J(F ), where J(F ) is the Jacobian ideal generated by partial derivatives of F , we can reduce the order of the pole up to an exact form. To compute ∇ ∂ ∂q 1 ([ω G ]) one differentiates ω G with respect to q 1 and writes the resulting form in terms of the basis of sections of H 3 (P 3 ∖ Q) S , which we have chosen to be [ω G ]. We can use the Groebner basis to find the A i 's such that we can reduce the pole of ∂ ∂q 1
(ω G ):
which indeed depends only on masses and momenta since A i are necessarily linear, gives us the stated relation. 
, for 1-forms β ij given in (48). We can write β ij = a ij (m, q)θ G {e i ,e j } , where θ G {e i ,e j } is the section of (H G {e i ,e j } ) S corresponding to the basis element chosen in (35), for a ij (m, q) some algebraic functions of masses and momenta. Then
is the differential equation satisfied by the functions f ij (m, q) in Theorem 1, and P is the prefactor therein.
is represented by the cocycle of the total complex of the double complex:
where d 2 T ot is the differential of the total complex defined in (76) and r j are restrictions of differential forms with appropriate signs (see beginning of A.2). As classes in (H G ) dR we have (15) we know that there must exist forms β i ∈ Ω 1 ∆ i (∆ I ) such that dβ i = r i (β). Using this fact we see that we can write for each β i :
T ot (0, ..., 0, β i , ..., 0) = (0, . . . , r i (β), . . . , 0) − (0, ..., 0, r i j (β i ), r i k (β i ), r i l (β i ), 0, ..., 0)
where r i j is the restriction of differential forms on ∆ i to forms on ∆ j with appropriate signs. Combining (45) and (46) for each i we get:
Note that in the previous equation we get two contributions for each 1-face ∆ {i,j} -one from first restricting β to the 2-face ∆ i and then to the 1-face ∆ {i,j} , and the other by first restricting to ∆ j and then to ∆ {i,j} . If we write
where the latter is the double complex defining H 1 (∆ {i,j} ∖ Q ∩ ∆ {i,j} , ∆ {i,j} ∩ ∆ {i,j} ), we proved the first claim:
Now let us consider the composition of the connection and the coaction:
where we applied (37). For each 1 ≤ i < j ≤ 4 we have:
where the second to last equality holds because Φ ij,dR θ G {e i ,e j } = ω ij G are elements of the basis of H G of weight 2 and ω ij G ∨ are the corresponding elements of the dual basis. Putting this back into the previous equation (49) we get:
where I dr G {e i ,e j } θ G {e i ,e j } is the de Rham period of the bubble graph obtained by contracting {e i , e j } in d = 2.
Remark 6. The previous proposition enables us to determine the functions f ij (m, q) in Theorem 1 up to a constant by solving the differential equation. The constant can be fixed by applying the coaction to the expression of the Feynman integral in terms of dilogs at a special kinematic point.
Comparing with an analytic expression for the Feynman integral
We are going to apply the motivic coaction to an expression for the Feynman integral of the 1-loop 4-edge graph in 4 dimensions as it appears in the physics literature [18, Proposition 8.] , and check that it matches the coaction computed in the previous proposition. As a consequence, we will see that the coaction is both shorter and more symmetrical than the full expression of the Feynman integral in terms of dilogarithms as found in [18] , and obtain a compact expression for the arguments of the de Rham logarithms studied in this subsection.
The expression given in [18] then the family of periods, depending on masses and momenta, of interest is:
Note that the above expression consists of a linear combination of 42 dilogarithms. Once we apply the coaction to it, taking care to note that the arguments are all on the unit circle, we get a linear combination of 42 terms of the form
Notice that in Theorem 1 we have 6 terms of the form log m (f i ) ⊗ log dr (g i ), while in the coaction (54) on (53) we have 42 such terms.
All the computations below were done in Maple. In order to check that the two expressions are equivalent, we take the 6 motivic logarithms from Theorem 1 and the 42 motivic logarithms from the coaction on (53), and we find a basis for these 48 functions which includes the 6 motivic logarithms in Theorem 1 One can do this by applying the LLL algorithm to a matrix whose entries are the evaluations of the (q 1 -derivative) of the 48 motivic logarithms at sufficiently many points in the space of generic kinematics. The basis found contains 27 motivic logarithms. One then checks that the relations found indeed hold on the level of the logarithms themselves and expresses the non-basis elements in terms of the basis. Plugging this back into the original expression for the coaction on I m G in (53) and collecting the de Rham logarithms with each of the 27 basis motivic logarithms, one then repeats the procedure of finding a basis for the de Rham logarithms one is left with on the right hand side of the tensor product. The basis on the de Rham side contains 20 logarithms. Expressing the non-basis de Rham logarithms in terms of these 20 and plugging this back into the previous expression with the motivic side reduced to 27 terms one observes that everything cancels out but 6 terms:
If a jk (m, q) are computed as in the previous proposition we can check that
recalling that 2i arctan(z) = log i−z i+z , as expected. As another check one can observe that 
The triangle graph
As mentioned previously, the triangle graph produces a slightly different motive in that there is a linear part as well as the quadric in the polar locus of the integrand. Let us look at the case when the masses and momenta are generic first. In this case the motive of interest is: Proof. The first page of the relative cohomology spectral sequence (71) reads as follows:
To compute this, we first note that
are the points of intersection of the quadric Q and the line L with the face ∆ i ↪ ∆. Next we need to compute H 1 (P 2 ∖ (Q ∪ L)) and H 2 (P 2 ∖ (Q ∪ L)), which we can both do using the spectral sequence (74).
Let us compute the relevant part of the first page. We will need the following elements:
From this we can see that the first page of the spectral sequence looks like
The horizontal maps are collections of Gysin morphisms and we can see that the spectral sequence degenerates at the second sheet, therefore we have E −p,q 2 ≅ gr W q H q−p (P 2 ∖ (Q ∪ L)). In particular we have E −1,2 2 ≅ gr W 2 H 1 (P 2 ∖ (Q ∪ L)) ≅ Q(−1), and indeed by inspection we can see that H 1 (P 2 ∖(Q∪L)) has no other graded pieces, therefore H 1 (P 2 ∖(Q∪L)) ≅ Q(−1). Similarly, we get H 2 (P 2 ∖ (Q ∪ L)) ≅ Q(−2). We might note how the top row of (58) gives, after passing to cohomology, E −2,4 2 ≅ Q(−2). It is indeed so because the horizontal differential d −2,4 1 is actually an alternating sum of two Gysin morphisms H 0 (Q ∩ L) → H 2 (Q) and H 0 (Q ∩ L) → H 2 (L), each of them obviously mapping the two generators of H 0 (Q ∩ L) (since Q ∩ L = {two points}) to the one generator of H 2 (Q) and H 2 (L) respectively. And so we conclude by plugging this back into (56) and taking cohomology of the rows there.
Some degenerate cases of the triangle graph
When one of the masses m i vanishes the quadric Q passes through a point of ∆ defined by the vanishing of the coordinates corresponding to the other two edges V (α j ) ∩ V (α k ), where i, j, k are pairwise distinct. In the following figure, we have chosen m 1 = 0:
This means that the poles of the integrand meet the boundary of the domain of integration and ∆∪Q∪L is not anymore simple normal crossing, thus we cannot realize the relevant Feynman amplitude of the graph as a motivic period of the motive H 2 (P 2 ∖ (Q ∪ L), ∆ ∖ (Q ∪ L) ∩ ∆). To remedy the situation we must blow up the point
corresponds to a subgraph spanned by the edges {e j , e k }, which is a motic subgraph (see [4, 3.1] for definition) of our triangle graph G. This is a particular example of a general correspondence that holds between certain subgraphs and bad loci, which is discussed briefly in (A.2.3).
Lemma 5. Let G be a 1-loop graph with 3 internal edges. For other values of masses and momenta generic, let 0 ≤ v ≤ 3 be the number of vanishing masses. Then after blowing up v points on ∆ ⊂ P 2 we can represent the Feynman amplitude of G as a motivic period of a certain motive H G whose graded pieces are:
Proof. Let us see how one proceeds in the case of one vanishing mass. Without loss of generality let that mass be m 1 = 0. Writing π ∶ P G → P 2 for the blow-up of P 2 at the point V (α 3 )∩V (α 2 ) = [1 ∶ 0 ∶ 0],Q,L for the strict transforms of Q and L, and D = π −1 (∪ i∈1,2,3 ∆ i ) for the total transform of the hyperplanes that are the boundary of the simplex ∆ (see (60)), we are now exactly in the situation of Theorem 4 and Lemma 6 specialized to a point in the space of kinematics, and we can write the motivic Feynman integral as:
Note that D has 4 irreducible components, each isomorphic to P 1 , one for each ∆ i and one exceptional divisor which we denote D −1 . Let us look more closely at the relative cohomology spectral sequence computing the weight graded pieces of the relevant motive:
Remark 7. Vanishing of two masses m i = m j = 0 causes the subgraphs spanned by {e i , e k } and {e j , e k } to become motic. If all three masses vanish the motic subgraphs are all three 2-edge subgraphs of G.
Coaction on the triangle graph with generic masses and momenta
Notice from the proofs of the previous two lemmas that all periods in the cases of non-vanishing masses and one vanishing mass, except the one of weight 4 and one of weight 0, come from the faces of ∆ (or D in the one vanishing mass case). Thus we can follow the same line of reasoning as in (37), constructing an equivalence of motivic periods via the face map. When no masses vanish the contracted graphs G e i , for i ∈ {1, 2, 3}, are bubble graphs with non-vanishing masses. Therefore in this case we consider the full motive of the bubble graph H G e i (28) for all i. Then (W 2 H G e i ) dR is of rank 2 and we can choose its basis to be the classes of the two forms:
where i, j, k are pairwise distinct and x, y are coordinates of points u 1 ∈ Q ∆ i and L ∆ i respectively in the coordinate chart of ∆ i where α j = 0. We can choose a basis of (H G ) dR such that it contains the class of the Feynman form of G in 4 dimensions [ω G ], which is of weight 4, and the 5 weight 2 classes denoted by ω j i , which we define to be the images of θ j G e i under the de Rham component of the face map (77):
Note that there are 6 such classes ω j i , two for each face ∆ i , but there is a relation between them coming from H 1 (P 2 ∖ (Q ∪ L)) ≅ Q(−1) computed in the proof of Lemma 4. Proposition 6. Let G be a triangle graph with generic masses and momenta, then the motivic Galois coaction on the associated motivic Feynman amplitude is:
When one of the masses in the triangle graph vanishes, the coaction becomes:
where we have taken, without loss of generality, m 1 = 0, and H ′ G e 2 and H ′ G e 3 are motives of bubble graphs with one vanishing mass (31), while H G e 1 is the motive of a bubble graph with non-vanishing masses (28). Remark 8. Both the motivic and the de Rham side of the coaction in the previous proposition can be expressed in terms of motivic and de Rham logarithms respectively, using the same arguments as in the previous section.
Coaction on the triangle graph with two or more vanishing masses
In the proof of Lemma 5 we saw that when 2 masses of the triangle graph vanish we have
Similarly when all 3 masses vanish we get
Therefore not all weight 2 periods come from the faces of D.
We will show here what we can say about the coaction when all three masses vanish without computing explicitly a basis of 2-forms for the motive H G = H 2 (P G ∖ (Q ∪L), D ∖ (Q ∪L)). By Lemma 5 this is a 4 dimensional vector space with 2 of its basis elements weight 2.
Theorem 3. Let G be the triangle graph with all internal masses vanishing. Consider the following hyperplanes:
and denote by F i their strict transforms as well. Denote the following intersection points:
Then the coaction on the motivic Feynman amplitude is:
Proof. From Lemma 5 and the definition of the coaction we have
where e i are weight 2 elements of a chosen basis of (H G ) dR . To identify the de Rham side we consider the residue morphism alongL:
This morphism gives us an equivalence of de Rham periods, and by computing the periods of the motive on the right hand side we get that each de Rham period in our coaction is a linear combination of log dr ([f 0 f 1 d 1 d 2 ]) and log dr (
To determine the motivic periods in the coaction consider the pullback morphism:
Computing the Gysin spectral sequence and the relative cohomology spectral sequence for the motive on the right we get that:
therefore, since the pullback preserves the weight, the class of i * (e i ) vanishes in
We can therefore write it as the differential of a 1-form which in turn restricts to a Q-linear combination of non-exact differential forms on
We get an equivalence of classes of differential forms:
where θ l are forms of the form (32) with simple poles at the points u l and g l , for l = 1, 2. We denote by
and l, k, j pairwise distinct. We get an equivalence of motivic periods:
Now notice that [E l , [σ G E l ], [(0, . . . , θ l , 0, . . . , 0)]] m = log m (g l u l p l 0 p l 1 ), and collect all the constants into a 1 , a 2 to obtain the result. Corollary 3. Computing the intersections in the previous theorem we get
and so Theorem 2 follows.
Remark 9. There are two ways of viewing the motivic periods which are conjugates of motivic Feynman amplitudes under the coaction as coming from the faces of ∆, or D in the case when there are bad loci which need to be blown up, and in turn relating these to motives of subquotient graphs. One is to consider the affine motive of a graph, defined in [4, 5.4 and 8.5] . This involves removing a hyperplane for each motic subgraph of a graph, or equivalently an exceptional divisor in the blow up, in order to make the faces affine, as was done in the proof of the previous theorem.
In the example of the massless triangle the affine motive would be
where F 1 and F 2 are as in the theorem above, and F 3 ∶= V (α 1 + α 2 ). Removing the third hyperplane is superfluous in this example because in that case we would get another motivic logarithm in the coaction, log m q 2 1 q 2
2
, but there is an obvious relation with the two motivic logarithms in the theorem. These three motivic logarithms are periods of the affine motives of the subgraphs of the triangle graph obtained by removing one edge. However, in physics one rarely thinks of cycle-free graphs contributing logarithms.
Therefore, in order to produce a more satisfying graphical interpretation of the motivic side of the coaction in the preceding example, we should consider regularizing the motivic periods of the bubble graphs which are obtained by contracting an edge of the triangle graph. We could then obtain the conjugates in the coaction as a linear combination of these regularized motivic Feynman periods of quotient graphs. For an example of how this works for a triangle graph with one mass vanishing in d = 2, which is very close to Theorem 2, using tangential base point regularization see [4, Appendix II] . Conjecture 1 in [4] predicts that after including regularized motivic Feynman amplitudes the Galois conjugates would be periods of subquotient graph motives, however the appropriate regularization procedure for motivic Feynman amplitudes in general remains to be worked out. In addition to a generalization of the above mentioned approach in which one uses tangential base points, there is also some numerical evidence that dimensional regularization, which is the regularization method of choice in physics, could be compatible with the coaction, at least for some families of graphs -see [1] . Moreover the results in [1] as well as [7, §14] suggest that there could exist an interpretation of the de Rham periods in the Galois coaction in terms of Cutkosky cuts.
Other interesting directions for further inquiry include applying the tools presented here to some non-polylogarithmic Feynman integrals which have already been studied from a motivic point of view [9, 10] , as well as studying the situations in which the genericity assumption on the masses and momenta A.2.3 do not hold, but for which there is numerical evidence that shows the motivic Galois coaction could still be closed on the space of associated motivic Feynman periods, such as QED [21] .
A Generalities
A.0.1 Cohomology and spectral sequences
If one wants to consider families of motivic Feynman integrals over the space of kinematics, one must work with relative cohomology groups over a base scheme S which are defined as follows:
where D ⊂ X is a family of simple normal crossing divisors relative to a smooth morphism π ∶ X → S which is topologically trivial, where S is smooth and geometrically connected, j ∶ X ∖ D ↪ X is the inclusion, Q is the constant sheaf on (X ∖ D)(C), and
is the double complex of sheaves of relative differentials on X, where horizontal maps are pullbacks along inclusions D J ↪ D J∖i j multiplied by (−1) k if i j is the kth element of J. We will denote such restrictions, including the signs, by r J i j and write simply r i j when J = ∅. The associated spectral sequence to this double complex is the relative cohomology spectral sequence:
Similarly, the Betti realization H n B (X, D) is computed by the hypercohomology of the complex:
The fibers of these, corresponding to fixing the values for masses and momenta in the Feynman integral, are Betti and algebraic de Rham cohomology groups:
There is a comparison isomorphism
given by Grothendieck's algebraic de Rham theorem. We will also use the Gysin long exact sequence, for a smooth hypersurface Q ⊂ X, given as a sequence of Mixed Hodge structures:
where res is the Poincaré residue map, and G is the Gysin map. More generally, in the case when Q isn't itself smooth but is composed of smooth irreducible components, we can use the following spectral sequence. Let Q be a simple normal crossing divisor in X, and let Q I = Q i 1 ∩ ... ∩ Q i k where Q i are irreducible components of Q, and I = {i 1 , . . . , i k }, finally let Q ∅ = X. Then we have: We are often concerned with the special case in which we consider X a smooth hypersurface complement in projective space, which is affine, and therefore the computation of the cohomology can be done in terms of the global sections of the sheaves mentioned above. More explicitly, consider H n dR (P n ∖Q, ∆∖Q∩∆), where Q is some hypersurface, and ∆ is the union of coordinate hyperplanes in P n . It is computed by the cohomology of the total complex of the double complex:
and Ω • ∆ I is the direct image under ∆ I ↪ P n ∖ Q of the sheaf of algebraic differential forms on ∆ I and vanishes outside of ∆ I . This is the double complex of global differential forms of the specialization at a point of (70). The horizontal morphisms are restrictions, i.e. pullback along the inclusion of faces ∆ I ↪ ∆ I∖i j with the sign (−1) k where i j is the kth element of I. The differential of the total complex of (75) is defined by:
where d is the exterior derivative and d 2 is given by:
it is the sum of restrictions to faces of ∆ with appropriate signs. The inclusion of double complexes (75) provides a face map in the category H:
where I = k and ∆ I = ∪ j ∈I ∆ j .
A.0.2 Examples of motivic and de Rham periods
Two simple examples of motivic periods are the motivic version of the logarithm and the motivic version of 2πi. We also define the "de Rham versions" of these. 
where V G are the vertices of a graph, E G is the set of internal edges of the graph which are not oriented, and E ext G is the set of external half-edges, which are connected to a vertex of G on only one side. To each internal edge e ∈ E G a particle mass is attached, which is a number m e ∈ R. To each external edge i ∈ E ext G a momentum is attached, which is a vector q i ∈ R d where d is the number of dimensions. A condition is imposed on the momenta, called momentum conservation which means that ∑ i∈E ext G q i = 0.
A.2.1 Symanzik polynomials
Definition 5. Let G be a connected Feynman graph. Associate to each internal edge e ∈ E G a variable α e . Then the first Symanzik polynomial is defined to be
where the sum is over all spanning trees T of G.
We also define the following polynomial for G connected:
where the sum ranges over all spanning 2-trees T = T 1 ∪ T 2 of G, and q T 1 = ∑ i∈E ext G q i is the sum of all incoming momenta entering T 1 . It does not matter if we choose T 1 or T 2 by momentum conservation.
The second Symanzik polynomial is then defined to be:
To abbreviate the dependences of Ξ G on momenta and masses in the above definitions we write q ∶= {q 1 , ..., q E ext G } and m ∶= {m 1 , ..., m E G }. where we denote with double edges the internal edges with potentially non-zero mass. Then we have:
An important fact is that the polynomial Ξ G will always be homogeneous of degree 1 + the number of loops of the graph. Thus, in the case of 1 loop graphs we will be working with a quadratic form. To each quadratic form Ξ in α 1 , . . . , α 4 we can associate an 4 × 4 matrix C by writing the form as:
where → α = (α 1 , . . . , α 4 ).
A.2.2 Motivic Feynman amplitudes
For a graph G with at most Q external momenta and M internal masses we wish to represent its Feynman amplitude, which is a (multivalued) function of masses and momenta, as a family of motivic periods. Brown, in [4] , provides us with a prescription for how to do this for all convergent Feynman amplitudes. Looking at the integral (1) we notice that ∂σ ⊂ ∆ ∶= ⋃ N G i=1 V (α i ), therefore we'll have to work with relative cohomology. We also notice that there are poles of the integrand ω G along L ∶= V (Ψ G ) and Q ∶= V (Ξ G ). Naively we might consider:
where we denote by S the fact that we are in a relative setting over a base scheme S. These are defined in (69).
A.2.3 Problemotic loci
However, one important thing that can go wrong with trying to interpret (10) as a family periods of (84) is that we might have some bad loci where the poles of the integrand meet the domain of integration i.e. (Q ∪ L)(C) ∩ σ = 0. It turns out that under a certain assumption on the values masses and momenta can take, one can systematically identify these bad loci directly from the original Feynman graph, blow them up, pull back the domain of integration and the integrand, and prove that the pulled back domain of integration σ does not meet the strict transforms of Q and L. Furthermore, the pullback of the integrand does not pick up any new poles along the pulled back domain of integration if certain power counting conditions are satisfied. We now formulate the preceding informal discussion rigorously. Let Z = K Q,M ∶= A Writing σ G ∶= σ G ∩ (P G ∖ Y G )(C) which is homeomorhic to σ G we get a canonical Betti class which we view as a local section of the dual Betti local system:
which we refer to as the the graph motive.
Now we have to worry about the differential form, for the integral
for fixed values of q's and m's may still diverge if there are some "new" poles of π * G (ω G (m, q)) that have developed along the exceptional divisors which have non-empty intersection with the new domain of integration σ G . For (m, q) ∈ U gen Q,M Brown gives us a criterion for that as well in terms of motic subgraphs. Note first that since we have blown up linear subspaces corresponding to motic subgraphs we will have an exceptional divisor D γ corresponding to each motic subgraph γ ⊂ G. Also note that we call a subgraph "mass-momentum spanning" if it contains all the massive edges and all the vertices with non-zero incoming momentum. Lemma 6. Define the superficial degree of divergence of a graph G:
Let (m, q) ∈ U gen Q,M . Then the differential form π * G (ω G (m, q)) has no poles along any of the exceptional divisors D γ if and only if sd γ < 0 for all γ ⊂ G motic and not mass-momentum spanning sd γ < sd G for all γ ⊂ G motic and mass-momentum spanning (86)
Furthermore π * G (ω G (m, q)) has no poles along π −1 G (V (α i )) for 1 ≤ i ≤ N G . Therefore, the Feynman integral I G (m, q) is absolutely convergent in the region U gen Q,M if and only if the conditions (86) are satisfied.
If the conditions of the previous lemma are satisfied we have:
[π * G (ω G (m, q))] ∈ Γ(Spec(k Q,M ), (mot G ) dR )
Therefore we can state the following: Fixing values for masses and momenta corresponds to specialization at a point, and we denote the specialization of the object mot G defined by (85)
We will refer to H G as the graph motive when the values of masses and momenta are considered to be fixed.
Definition 7. We define a motivic Feynman period to be:
where [ω] ∈ (H G ) dR is a differential form which is not necessarily the Feynman form.
