Abstract-Projective analysis is an important solution in threedimensional (3D) shape retrieval, since human visual perceptions of 3D shapes rely on various 2D observations from different viewpoints. Although multiple informative and discriminative views are utilized, most projection-based retrieval systems suffer from heavy computational cost, and thus cannot satisfy the basic requirement of scalability for search engines. In the past three years, shape retrieval contest (SHREC) pays much attention to the scalability of 3D shape retrieval algorithms, and organizes several large scale tracks accordingly [1]-[3]. However, the experimental results indicate that conventional algorithms cannot be directly applied to large datasets. In this paper, we present a real-time 3D shape search engine based on the projective images of 3D shapes. The real-time property of our search engine results from the following aspects: 1) efficient projection and view feature extraction using GPU acceleration; 2) the first inverted file, called F-IF, is utilized to speed up the procedure of multiview matching; and 3) the second inverted file, which captures a local distribution of 3D shapes in the feature manifold, is adopted for efficient context-based reranking. As a result, for each query the retrieval task can be finished within one second despite the necessary cost of IO overhead. We name the proposed 3D shape search engine, which combines GPU acceleration and inverted file (twice), as GIFT. Besides its high efficiency, GIFT also outperforms stateof-the-art methods significantly in retrieval accuracy on various shape benchmarks (ModelNet40 dataset, ModelNet10 dataset, PSB dataset, McGill dataset) and competitions (SHREC14LSGTB, ShapeNet Core55, WM-SHREC07).
I. INTRODUCTION
3D shape retrieval is a fundamental issue in many fields, including multimedia computing, computer vision, graphics and pattern recognition. Given a query shape, the goal of retrieval is to return a list of shapes which share similar geometric characteristic or semantic meaning with the query. Thus, one crucial part of 3D shape retrieval is to design informative and discriminative features, so that visually similar shapes will have small dissimilarities. Enormous efforts [4] - [8] have been devoted to retrieval effectiveness, that is to say, to boost the retrieval accuracy.
With the rapid development of large scale public 3D repositories, e.g., Google 3D Warehouse or TurboSquid, and large scale shape benchmarks, e.g., ModelNet [9] , SHape REtrieval Contest (SHREC) [1] - [3] , the scalability of 3D shape retrieval algorithms becomes increasingly important for practical applications. However, as suggested in [1] , plenty of those conventional algorithms cannot scale up to large 3D shape databases due to their high time complexity. It indicates that retrieval efficiency issue has been more or less ignored by previous works.
Meanwhile, owing to the fact that human visual perception of 3D shapes depends upon 2D observations, projective analysis has become a basic and inherent tool in 3D shape domain for a long time, with applications to segmentation [10] , matching [11] , reconstruction, recognition [12] , [13] , etc. Specifically in 3D shape retrieval, projection-based methods demonstrate impressive performances. Especially in recent years, the success of planar image representation [14] , makes it easier to describe 3D models using depth or silhouette projections.
Generally, a typical 3D shape search engine is comprised of the following four components: 1) Projection rendering. With a 3D model as input, the output of this component is a collection of projections in depth buffers, binary masks or RGB images. Most methods set an array of virtual cameras at pre-defined viewpoints to capture views. These viewpoints can be the vertices of a dodecahedron [15] , located on the unit sphere [16] , or around the lateral surface of a cylinder [11] . In most cases, pose normalization [17] is needed for the sake of invariance to translation, rotation and scale changes. 2) View feature extraction. The role of this component is to obtain multiple view representations, which affects the retrieval quality largely. A widely-used paradigm is Bagof-Words (BoW) [14] model. BoW has shown its superiority as natural image descriptors in many fields, such as image search [18] , [19] and classification [20] . However, in order to get better performances, many features [1] are of extremely high dimension. As a consequence, raw descriptor extraction (e.g., SIFT [21] ), quantization and distance calculation are all time-consuming. 3) Multi-view matching. This component establishes the correspondence between two sets of view features, and returns a matching cost between two 3D models. Since at least a set-to-set matching strategy [22] is required, this stage suffers from high time complexity even when using the simplest Hausdorff matching. Hence, the usage of some more sophisticated matching strategies on large scale 3D datasets is limited due to their heavy computational cost. 4) Re-ranking. It aims at refining the initial ranking list by using some extra information. For retrieval problems, since no prior or supervised information is available, contextual similarity measure is usually utilized. A classic context-based re-ranking methodology for shape retrieval is diffusion process [23] , which exhibits outstanding performances on various datasets. However, as graph-based and iterative algorithms, many variants of diffusion process (e.g., locally constrained diffusion process [24] , [25] ), generally require the computational complexity of O(T N 3 ) , where N is the total number of shapes in the database and T is the number of iterations. In this sense, diffusion process does not seem to be applicable for real-time analysis. In this paper, we present a real-time 3D shape search engine (see Fig. 1 ) that includes all the aforementioned components. It combines Graphics Processing Unit (GPU) acceleration and Inverted File (Twice), hence we name it GIFT. In on-line processing, once a user submits a query shape, GIFT can react and present the retrieved shapes within one second (the off-line preprocessing operations, such as CNN model training and inverted file establishment, are excluded). GIFT is evaluated on several popular 3D benchmark datasets, especially on two tracks of SHape REtrieval Contest (SHREC) which focuses on scalable 3D retrieval. The experimental results on retrieval accuracy and query time demonstrate the potential of GIFT in handling large scale data.
In summary, our main contributions lie in three aspects. 1) GPU is used to speed up the procedure of projection rendering and feature extraction. 2) In multi-view matching procedure, a robust version of Hausdorff distance for noise data is approximated with an inverted file, which allows for extremely efficient matching between two view sets without impairing the retrieval performances too much. 3) In the re-ranking component, a new feature fusion algorithm based on fuzzy set theory is proposed, which can fuse hierarchical activations of neural network using fuzzy aggregation operator. Different from diffusion processes of high time complexity, our re-ranking here is quite time efficient on account of using inverted file again. Compared with the previous conference version [26] , this article gives a deeper analysis about the evolution of related algorithms. To make GIFT suitable to tackle more than two similarity measures, an approach called "neighbor multi-augmentation" is proposed. By doing so, we also improve the retrieval performances on all the shape benchmarks by combining the deep features of GIFT with handcrafted features. Meanwhile, GIFT reports excellent retrieval performances on the latest ShapeNet Core55 large scale competition. Afterwards, we show that GIFT, with some simple modifications, can be applied to shape classification task, and achieves comparable classification accuracies on ModelNet dataset. Promising future topics that can be investigated in the proposed framework are summarized at last.
The rest of paper is organized as follows. In Section II, we briefly introduce some related works. The details of the proposed search engine are given in Section III. In Section IV, comprehensive experiments and comparisons with other stateof-the-art algorithms are conducted on various shape benchmarks and competitions. Future work is discussed in Section V and conclusions are given in Section VI.
II. RELATED WORK 3D shape retrieval has been extensively investigated for a long time, and plenty of algorithms were proposed for 3D model preprocessing, feature extraction, shape matching, etc. A thorough and exhausted review of those algorithms is unrealistic. Therefore, we mainly focus on projection-based methods which have a close relationship with our work.
Light Field Descriptor (LFD) [15] , composed of Zernike moments and Fourier descriptors, is one of the most representative projection-based algorithms. Its basic assumption is that if two 3D shapes are similar, they also look similar from all viewpoints. Vranic et al. [27] define a composite shape descriptor, which is generated using depth buffer images, silhouettes, and ray-extents of a polygonal mesh. In [11] , a novel descriptor called PANORAMA is proposed. It projects 3D shapes to the lateral surface of a cylinder, and describes the obtained panoramic view by 2D Discrete Fourier Transform and 2D Discrete Wavelet Transform. To ensure the rotation invariance as far as possible, Continuous PCA (CPCA) and Normals PCA (NPCA) [17] are both applied to 3D shapes before rendering the projection. Daras et al. [28] propose Compact Multi-view Descriptor (CMVD), where 18 characteristic views are described by 2D Polar-Fourier Transform, 2D Zernike Moments, and 2D Krawtchouk Moments.
Meanwhile, some researchers consider borrowing the development of feature learning in natural image analysis, so as to attain discriminative representations of projections. For example, Furuya et al. [29] introduce the Bag of visual Words (BoW) [14] to 3D shape retrieval, where local descriptors [21] are extracted on depth projections of 3D shapes and encoded into histogram feature via vector quantization. By putting the visual descriptors from different projections in one bag, Vectors of Locally Aggregated Tensors (VLAT) [16] is investigated to produce an equal-sized feature for each 3D shape. Tabia et al. [30] , [31] firstly explore the usage of covariance matrices of descriptors, instead of the descriptors themselves, in 3D shape analysis. Bai et al. [32] introduce a two layer coding framework which jointly encodes a pair of views. By doing so, the spatial arrangement of multiple views is captured which is shown to be rotation-invariant.
Since deep learning has been proven to be a powerful tool in many computer vision and pattern recognition topics, there is an growing interest to leverage this popular paradigm in 3D shape community. As an extension of PANORAMA [11] , Shi et al. [33] choose to pool the response of each row of feature map so that the deep panoramic representation remains unchanged when the 3D shape rotates with regard to its principal axis. Multi-view Convolutional Neural Networks (MVCNN) [34] sets a view pooling layer in the architecture of CNN to aggregate the multiple view representations. Note that some deep-learning-based algorithms do not learn from projections of shapes. For example, Wu et al. [9] perform 3D Convolution on voxel grid of shapes with Deep Belief Network. They also construct a large scale 3D shape repository called ModelNet. In [35] - [38] , deep learning is applied to mid-level shape descriptors, instead of raw shape data. Besides, there are also some works which focus on the optimal matching strategy (e.g., clock matching [39] , vector extrapolation matching [40] , random forest [41] , elastic net matching [42] ), discriminative view selection (e.g., adaptive views clustering [43] ), feature fusion (e.g., 2D/3D Hybrid [44] , Hybrid BoW [45] , ZFDR [46] ) and re-ranking (Multi-Feature Anchor Manifold Ranking [47] , diffusion process [23] ).
As opposed to the above algorithms concerning retrieval accuracy only, we establish a shape search system which attaches more importance to retrieval efficiency.
III. PROPOSED SEARCH ENGINE
In this section, the details of each component of the proposed search engine are given.
A. Projection Rendering
Prior to projection rendering, pose normalization for each 3D shape is needed in order to attain invariance to some common geometrical transformations. However, unlike many previous algorithms [11] , [17] , [44] that require rotation normalization using some Principal Component Analysis (PCA) techniques, we only normalize the scale and the translation in our system. Our concerns are two-fold: 1) PCA techniques are not always stable, especially when dealing with some specific geometrical characteristics such as symmetries, large planar or bumpy surfaces; 2) the view feature used in our system can tolerate the rotation issue to a certain extent, though cannot be completely invariant to such changes. In fact, we observe that if enough projections (more than 25 in our experiments) are used, one can already achieve reliable retrieval performances.
The projection procedure is as follows. Firstly, as illustrated in Fig. 2 , we place the centroid of each 3D shape at the origin of a spherical coordinate system, and resize the maximum polar distance of the points on the surface of the shape to unit length. Then, we evenly divide [0, 2π] into 8 parts to get the values of θ az , and divide [0, π] into 8 parts to get the values of θ el . For each pair (θ az , θ el ), a virtual camera is set on the unit sphere.
At last, we render one projected view in depth buffer at each combination of θ az and θ el . Therefore, we will have N v = 64 depth projections for each 3D shape. For the sake of speed, GPU is utilized here so that for each 3D shape, the average time cost of rendering 64 projections is only 30 ms.
B. Feature Extraction via GPU Acceleration
Feature design has been a crucial problem in 3D shape retrieval for a long time owing to its great influence on the retrieval accuracy. Though extensively studied, almost all the existing algorithms ignore the efficiency of the feature extraction.
To this end, our search engine adopts GPU to accelerate the procedure of feature extraction. Impressed by the superior performance of deep learning approaches in various visual tasks, we propose to use the activation of a Convolutional Neural Network (CNN 
Equation (1) suggests that projections are assigned to the labels of their corresponding 3D shape. The CNN architecture used in this paper is VGG-S as defined in [48] , which consists of five successive convolutional layers and three fully connected layers. The last SoftMax layer produces the probability distribution over the label space. We finetune the CNN model (pretrained on ImageNet) with projections, by minimizing the classification error for P N c using back-propagation.
Let X = {x 1 , x 2 , . . . , x N } denote the testing database, where retrieval evaluation is performed. In the testing phase, each shape x p ∈ X is rendered with N v projections P(x p ) = {x p,1 , x p,1 , . . . , x p,N v }. By feeding each projection x p,j ∈ P(x p ) into the trained network in the forward direction, we gain its activation with regard to the N l -th layer of CNN as
where function F(·) is the feature extractor associated with the trained CNN model. We normalize each activation in its Euclidean norm to avoid scale changes. It only takes 56 ms on average to extract the view features for a 3D shape. Since no prior information is available to judge the discriminative power of activations of different layers, we propose a robust feature fusion algorithm described in Section III-D. It can fuse those homogenous features efficiently based on fuzzy set theory in the re-ranking component.
C. Inverted File for Multiview Matching
Consider a query shape x q and a shape x p from the database X = {x 1 , x 2 , . . . , x N }. Through (2), we can obtain two feature sets V(
where N v is the number of views. q i (or p i ) denotes the view feature assigned to the i-th view of shape x q (or x p ).
A 3D shape search engine requires a multi-view matching component to establish a correspondence between two sets of view features. These matching strategies are usually metrics defined on sets (e.g., Hausdorff distance) or graph matching algorithms (e.g., Hungarian method, Dynamic Programming, clock-matching). However, these pairwise strategies are timeconsuming for a real-time search engine. Among them, Hausdorff distance may be the most efficient one, since it only involves some basic algebraic operations without sophisticated optimizations.
Recall that the standard Hausdorff distance measures the difference between two sets, and it is defined as
where function d(·) measures the distance between two input vectors. In order to eliminate the disturbance of isolated views in the query view set, a more robust version of Hausdorff distance is given by
For the convenience of analysis, we consider its dual form in the similarity space as
where s(·) measures the similarity between the two input vectors. In this paper, we adopt the cosine similarity.
As can be seen from (4) and (5), Hausdorff matching requires the time complexity O(N × N v 2 ) for retrieving a given query (assuming that there are N shapes in the database). Though the complexity grows linearly with respect to the database size, it is still intolerable when N gets larger. However, by analyzing (5), we can make several observations: 1) let s
, since these similarity values are unused due to the max operation, i.e., only s * (q i ) is kept; 2) when considering from the query side, we can find that s * (q i ) counts little to the final matching cost if s * (q i ) < ξ and ξ is a small threshold. Those observations suggest that although the matching function in (5) requires calculating all the pairwise similarities between two view sets, some similarity calculations, which generate small values, can be eliminated without impairing the retrieval performance too much.
In order to avoid these unnecessary operations and improve the efficiency of multi-view matching procedure, we adopt inverted file for an approximation by adding the Kronecker delta response into (5) as
where the quantizer c(x) = arg min 1≤i≤K x − b i 2 maps the input feature into an integer index that corresponds to the nearest codeword of the given vocabulary B = {b 1 , b 2 , . . . , b K }. As a result, the contribution of p j to the similarity measure, which satisfies c(q i ) = c(p j ), can be directly set to zero, without estimating s(q i , p j ) explicitly.
In conclusion, our inverted file for multi-view matching is built as illustrated in Fig. 3 . For each view feature, we store it and its corresponding shape ID in the nearest codeword. It should be mentioned that we can also use Multiple Assignment (MA), i.e., assigning each view to multiple codewords, to improve the matching precision at the sacrifice of memory cost and on-line query time. In this scenario, the definition of δ is not changed and each view q i will have more than one assignment c(q i ).
D. Inverted File for Reranking
A typical search engine usually involves a re-ranking component [49] , aiming at refining the initial candidate list by using some contextual information. In GIFT, we present a re-ranking algorithm called Aggregated Contextual Activation (ACA), which can integrate activations of multiple layers of neural network. It follows the same principles as diffusion process [23] , [50] , i.e., the similarity between two shapes should go beyond their pairwise formulation and is influenced by their contextual distributions along the underlying data manifold. However, different from diffusion process which has high time complexity, ACA enables real-time re-ranking, which can be potentially applied to large scale data.
Let N k (x q ) denote the neighbor set of x q . The elements in N k (x q ) are determined by k-nearest neighbors (kNN) rule, i.e., we select those x p ∈ X , which have the top-k largest similarity values to x q computed using (7). Similar to [51] , [52] , our basic idea is that the similarity between two shapes can be more reliably measured by comparing their neighbors using Jaccard similarity as
One can find that the neighbors are treated equally in (8) . However, the top-ranked neighbors are more likely to be true positives. So a more proper behavior is increasing the weights of top-ranked neighbors. To achieve this, we define the neighbor set using fuzzy set theory. Different from classical (crisp) set theory where each element either belongs or does not belong to the set, fuzzy set theory allows a gradual assessment of the membership of elements in a set. We utilize S(x q , x i ) to measure the membership grade of x i in the neighbor set of x q . Accordingly, (8) is rewritten as
.
(9) Since considering equal-sized vector comparison is more convenient in real computational applications, we use F ∈ R N to encode the membership values. The i-th element in F q is given as
Based on this definition we replace (9) with
Considering vector F q is sparse, we can view it as sparse activation of shape x q , where the activation at coordinate i is the membership grade of x i in the neighbor set N k (x q ). Equation (11) utilizes the sparse activations F q and F p to define the new contextual shape similarity measure. Note that all the above analysis is carried out for only one similarity measure. However, in our specific scenario, the outputs of different layers of CNN are usually at different abstraction resolutions. That is, through (2), we can have multiple representations for each projective image of 3D shapes by selecting different layers N l . Two different layers of CNN lead to two different similarities S (1) and S (2) by (7), which in turn yield two different sparse activations F
by (10) . Since no prior information is available to assess their discriminative power, our goal now is to fuse them in an unsupervised manner. To achieve this, we utilize the fuzzy aggregation operator in fuzzy set theory, by which several fuzzy sets are combined in a desirable way to produce a single fuzzy set. We consider two fuzzy sets represented by the sparse activations F (the extension to more than two activations is similar). Their aggregation is then defined as
which computes the element-wise generalized means with exponent α of F (1) q and F (2) q . Instead of using arithmetic mean, we use this generalized means (α is set to 0.5 throughout our experiments). Our concern for this is to avoid the problem that some artificially large elements in F q dominate the similarity measure. This motivation is very similar to handling bursty visual elements in Bag-of-Words (BoW) model (see [53] for examples).
In summary, we call the feature in (12) Aggregated Contextual Activation (ACA). Next, we will introduce some improvements of (12) concerning its retrieval accuracy and computational efficiency.
1) Improving Accuracy: Similar to diffusion process, the proposed ACA requires an accurate estimation of the context in the data manifold. Here we provide three alternative ways to improve the retrieval performance of ACA without depriving its efficiency.
Neighbor augmentation: The first one is to augment F q using the neighbors of the second order, i.e., the neighbors of the neighbors of x q . Inspired by query expansion [11] , the second order neighbors are added as
Neighbor co-augmentation: Our second improvement is to use a so-called "neighbor co-augmentation". Specifically, the neighbors generated by one similarity measure are used to augment contextual activations of the other similarity measure, formally defined as
i .
This formula is inspired by "co-training" [54] . Essentially, one similarity measure tells the other one that "I think these neighbors to be true positives, and lend them to you such that you can improve your own discriminative power". Neighbor multi-augmentation: In case that more than two similarity measures are accessible, neighbor co-augmentation cannot be directly used. To make the proposed system suitable to tackle M (M > 2) similarity measures, we propose to use neighbor multi-augmentation. F (j ) q , the j-th (1 ≤ j ≤ M ) activation of shape x q , is augmented as
where
Equation (16) suggests that the union of the other M − 1 neighbor set is used to augment F (j ) q . Note that the size of neighbor set used here may be different from that used in (10) . In order to distinguish them, we denote the size of neighbor set in (10) as k 1 , while that used in (13), (14) and (15) as k 2 .
2) Improving Efficiency: Considering that the length of F q is N , one may doubt the efficiency of similarity computation in (11) , especially when the database size N is large. In fact, F q is a sparse vector, since F q only encodes the neighborhood structure of x q . This observation motivates us to utilize an inverted file again to leverage the sparsity of F q . Now we derive the feasibility of applying inverted file in Jaccard similarity theoretically.
The numerator in (11) is computed as
Since all values of the aggregated contextual activation are non-negative, the last two items in (17) are equal to zero. Consequently, (17) can be simplified as
which only requires accessing non-zero entries of the query, and hence can be computed efficiently on-the-fly.
Although the calculation of the denominator in (11) seems sophisticated, it can be expressed as
Besides the query-dependent operations (the first and the last items), (19) only involves an operation of L 1 norm calculation of F p , which is simply equal to the cardinality of the fuzzy set N k (x p ) and can be pre-computed off-line.
Our inverted file for re-ranking is built as illustrated in Fig. 4 . It has exactly N entries, and each entry corresponds to one shape in the database. For each entry, we first store the cardinality of its fuzzy neighbor set. Then, we find those shapes which have non-negative membership values in this entry. Those shape IDs and the membership values are stored in this entry.
IV. EXPERIMENTS
In this section, we evaluate the performances of GIFT on various shape benchmarks and competitions, including ModelNet40 dataset [9] , ModelNet10 dataset [9] , SHape REtrieval Contest 2014 Large Scale Comprehensive Track Benchmark (SHREC14LSGTB) [1] , ShapeNet Core55 dataset [3] , Princeton Shape Benchmark (PSB), Watertight Models track of SHape REtrieval Contest 2007 (WM-SHREC07) dataset [55] and McGill dataset [56] .
If not specified, we adopt the following setup throughout our experiments. The projection rendered for each shape is N v = 64. In multi-view matching procedure, the approximate Hausdorff matching defined in (7) with an inverted file of 256 entries is used. Multiple Assignment is set to 2. We use two pairwise similarity measures, which are calculated using activations from N l = 5 layer (denoted as L 5 below) and N l = 7 layer (denoted as L 7 below), respectively. In re-ranking component, each similarity measure generates one sparse activation F q to capture the contextual information for the 3D shape x q , and neighbor co-augmentation in (14) is used to produce F (12) with exponent α = 0.5. All the experiments are done on a server with an Intel (R) Xeon (R) CPU (3.50 GHz), 64GB RAM memory and 4 GTX NVIDIA TITAN X.
To quantify the retrieval performance, the following evaluation metrics are employed:
1) Mean Average Precision (MAP):
The average precision where a positive shape is returned.
2) Area Under Curve (AUC):
The mean area under the precision-recall curves.
3) Nearest Neighbor (NN):
The percentage of the closest matches that belongs to the same class as the query.
4) First Tier (FT):
The recall for the top (C − 1) matches in the ranking list, where C is the number of shapes in the category which contains the query shape.
5) Second Tier (ST):
The recall for the top 2 × (C − 1) matches in the ranking list, where C is the number of shapes in the category which contains the query shape. 6) F-measure: The harmonic mean of precision and recall.
7) Discounted Cumulative Gain (DCG):
A statistic that attaches more importance to the correct results near the front of the ranked list than the correct results at the end of the ranked list, under the assumption that a user is less likely to consider elements near the end of the list. All the aforementioned evaluation metrics range from 0 to 1, and larger values indicate better performances. We refer to [3] , [9] , [57] for their detailed definitions.
Note that different 3D shape datasets and competitions favor different evaluation metrics, and we will follow their convention in our experiments. For example, we use MAP and AUC on ModelNet 40 dataset and Modelnet 10 dataset, use MAP and Fmeasure on ShapeNet CORE55 dataset. NN, FT and ST are used on the SHREC14LSGTB, PSB dataset, WM-SHREC07 and McGill dataset. Moreover, we also leverage Precision-Recall curves and confusion matrix to visualize the performances of the proposed GIFT against other state-of-the-art algorithms.
A. ModelNet
ModelNet is a large-scale 3D CAD model dataset introduced by Wu et al. [9] recently, which contains 151,128 3D CAD models divided into 660 object categories. Two subsets are used for evaluation, i.e., ModelNet40 and ModelNet10. The former one contains 12,311 models, and the latter one contains 4,899 models. We evaluate the performance of GIFT on both subsets and adopt the same training and test split as in [9] , namely randomly selecting 100 unique models per category from the subset, in which 80 models are used for training the CNN model and the rest for testing the retrieval performance. For comparison, we collect all the retrieval results publicly available. The chosen methods are (Spherical Harmonic) SPH [58] , Light Field descriptor (LFD) [15] , PANORAMA [11] , 3D ShapeNet [9] , DeepPano [33] and MVCNN [34] . As Table I shows, GIFT outperforms all the state-of-the-art methods remarkably on both evaluation metrics. We also present the performances of two baseline methods, i.e., feature L 5 or L 7 with exact Hausdorff matching. As can be seen, L 7 achieves a better performance than L 5 , and GIFT leads to a significant improvement over L 7 of 5.82% in AUC, 5.31% in MAP on ModelNet40 dataset, and 3.32% in AUC, 3.07% in MAP on ModelNet10 dataset. Fig. 5 compares the precision-recall curves. It demonstrates again the discriminative power of the proposed search engine in 3D shape retrieval.
ModelNet also defines two 3D shape classification tracks, where classifiers learned in a supervised way can be used. Although GIFT is initially developed for real-time retrieval, GIFT can be also applied to 3D shape classification with some modifications. We follow the default parameter setup as [15] 75.47% 79.87% ShapeNets [9] 77.32% 83.54% DeepPano [33] 82.54% 88.66% Voxnet [60] 83.00% 92.00% 3D-GAN [61] 83.30% 91.00% MVCNN [34] 90.10% -Pairwise [59] 90.70% 92.40%
87.38% 91.50%
introduced before, except that re-ranking stage is not used since it is not proper to deal with supervised classification. Instead, we utilize a linear SVM classifier learned on training shapes to predict the labels of test shapes. The quantitative comparison of classification accuracy is given in Table II . As the table presents, the best performance is achieved by Pairwise [59] , which is 90.70% on ModelNet40 dataset and 92.40% on ModelNet10 dataset, respectively. GIFT also achieves competitive performances with Pairwise [59] on both datasets. The confusion matrices generated by our system on ModelNet40 dataset and ModelNet10 dataset are given in Fig. 6 .
B. SHREC14LSGTB
As the most authoritative 3D retrieval competition held each year, SHape REtrieval Contest (SHREC) pays much attention to the development of scalable algorithms gradually. Especially in recent years, several large scale tracks, such as SHREC14LSGTB [1] , are organized to test the scalability of algorithms. However, most algorithms that the participants submit are of high time complexity, and cannot be applied when the dataset becomes larger (millions or more). Here we choose SHREC14LSGTB dataset for a comprehensive evaluation. This dataset contains 8,987 3D models classified into 171 classes, and each 3D shape is taken in turn as the query. As for the feature extractor, we collected 54,728 unrelated models from ModelNet [9] divided into 461 categories to train a CNN model.
To keep the comparison fair, we choose two types of results from the survey paper [1] to present in Table III . The first type consists of the top-5 best-performing methods on retrieval accuracy, including PANORAMA [11] , DBSVC, MR-BF-DSIFT, MR-D1SIFT and LCDR-DBSVC. The second type is the most efficient one, i.e., ZFDR [46] .
As can be seen from the table, excluding GIFT, the best performance is achieved by LCDR-DBSVC. However, it requires 668.6 s to return the retrieval results per query, which means that 69 days are needed to finish the query task on the whole dataset. The reason behind such a high complexity lies in two aspects: 1) its visual feature is 270K dimensional, which is time-consuming to compute, store and compare; 2) it adopts locally constrained diffusion process (LCDP) [24] for re-ranking, while it is known that LCDP is an iterative graph-based algorithm of high time complexity. As for ZFDR, its average query time is shortened to 1.77 s by computing parallel on 12 cores. Unfortunately, ZFDR achieves much less accurate retrieval performance, and its FT is 13% smaller than LCDR-DBSVC. In summary, a conclusion can be drawn that no method can achieve a good enough performance at a low time complexity.
By contrast, GIFT outperforms all these methods and sets a new state-of-the-art performance on this challenging competition. More importantly, GIFT can provide the retrieval results within 63.14 ms, which is 4 orders of magnitude faster than LCDR-DBSVC. Meanwhile, the two baseline methods L 5 and L 7 incur heavy query cost due to the usage of exact Hausdorff matching, which testifies the advantage of the proposed F-IF.
We also compare the results of GIFT to other recent algorithms, Two Layer Coding (TLC) [32] and Covariance [31] . 
C. ShapeNet Core55
ShapeNet Core55 [3] from SHape REtrieval Contest (SHREC) 2016 is the latest competition track about the scalability of 3D shape retrieval. It consists of 51,190 3D shapes categorized into 55 categories and 204 sub-categories. Each shape is assigned to a category label indicating a coarse division, and a sub-category label indicating a fine division. To make the supervised training possible, 70% (35,765) shapes serve as training data, and 10% (5,159) shapes serve as validation data. The rest 20% (10,266) shapes are testing data. All the metadata has two versions. On the "normal" dataset, all the shapes are upright and front orientated. On the "perturbed" dataset, all the shapes are randomly rotated.
Since each shape has two groundtruth labels, the competition organizers also define a modified version of normalized discounted cumulative gain (NDCG) for evaluation. Specially, NDCG defined here uses the following graded relevance: 3 for perfect category and subcategory match in query and returned shape, 2 for category and subcategory both being same as the category, 1 for correct category but a sibling subcategory, and 0 for no match. Meanwhile, since the number of shapes in different categories is not the same, all the used evaluation metrics (MAP, F-measure and NDCG) will have two versions. Macroaveraged version is used to give an unweighted average over the entire dataset. Micro-averaged version is used to adjust for model category sizes giving a representative performance metric averaged across categories. To ensure a straightforward comparison, the arithmetic mean of macro version and micro version is also used.
Table IV presents the performance comparison on the normal dataset, and Table V presents the performance comparison on the perturbed dataset. As the two tables show, our method wins the 2nd place on the normal dataset and 1st place on the perturbed dataset. 
D. Generic 3D Retrieval
Following [30] , [31] , we select three popular datasets for a generic evaluation, including PSB dataset [57] , WM-SHREC07 [55] and McGill dataset [56] . Among them, PSB dataset is probably the first widely-used generic shape benchmark, and it consists of 907 polygonal models divided into 92 categories. WM-SHREC07 contains 400 watertight models evenly distributed in 20 classes, and is a representative competition held by SHREC community. McGill dataset focuses on non-rigid analysis, and contains 255 articulated objects classified into 10 classes. We train CNN on an independent TSB dataset [63] , and then use the trained CNN to extract view features for the shapes on all the three testing datasets.
In Table VI , a comprehensive comparison between GIFT and various state-of-the-art methods is presented, including LFD [15] , the curve-based method of Tabia et al. [64] , DE-SIRE descriptor [27] , total Bregman Divergences (tBD) [65] , Covariance descriptor [30] , the Hybrid of 2D and 3D descriptor [44] , Two Layer Coding (TLC) [32] and PANORAMA [11] . As can be seen, GIFT exhibits encouraging discriminative ability and achieves state-of-the-art performances consistently in all the three evaluation metrics.
E. Execution Time
In addition to state-of-the-art performances on several datasets and competitions, the most important property of GIFT is the "real-time" performance with the potential of handling large scale shape corpora. In Table VII , we give a deeper analysis of the time cost. The off-line operations mainly include projection rendering and feature extraction for database shapes, training CNN, and building two inverted files. As the table shows, the time cost of off-line operations varies significantly for different datasets. Among them, the most time-consuming operation is training CNN, followed by building the first inverted file with k-means. However, the average query time on different datasets can be controlled within one second, even for the biggest SHREC14LSGTB dataset.
F. Qualitative Evaluation
Typical retrieval results on PSB dataset are presented in Fig. 7 . Three query shapes are used. For each query, we present the ranking lists of the baselines L 5 and L 7 in the first two rows, and those of GIFT in the last row.
First, we observe that although L 7 yields better overall performances than L 5 as the previous experiments show, it is not the case when we consider an individual query shape. For instance, L 5 is more discriminative for the query shape "flying saucer". Second, some works (e.g., [67] ) suggest that middle level (e.g., L 5 ) activations are more suitable to capture low-level patterns, while high level (e.g., L 7 ) activations carry more information about semantic attributes. For example, when L 5 is used for indexing the "bird" query, it tends to return "airplanes", since both birds and airplanes have similar wings. Therefore, one can clearly find the complementary nature between L 5 and L 7 , and the feature fusion mechanism in GIFT makes full use of such complementarity to produce more reliable retrieval results.
At last, we also illustrate a case (the query is "bench seat"), where both L 5 and L 7 lead to unsatisfactory results. Both of them return many false positives from dining chair or desk chair, two sibling sub-categories of bench seat. In this case, the context information seems to be unreliable for context-based re-ranking. However, we also observe the robustness of the reranking component. This is because two shapes from the same category are expected to have more common neighbors, but the neighbors themselves do not necessarily come from the category of the query shape. Even if those neighbors are false positives, they can still be helpful in describing the contextual distribution of the query shape to a certain extent. 
G. Combination With Handcrafted Features
As illustrated above, one can easily observe the complementary nature between activations from convolutional layer L 5 and fully-connected layer L 7 . This phenomenon also inspires us to fuse more complementary features to enable more accurate retrieval. In this subsection, we consider a fusion of GIFT and handcrafted features for an additional evaluation.
Following the pipeline in [16] , we extract SIFT [21] descriptors on Hessian-affine interest points of depth projections. Then for each shape, we put the SIFT descriptors of all its projections into one bag, and encode them via Vector of Locally Aggregated Descriptors (VLAD) [68] , [69] with improvements Root-SIFT [70] and power normalization [71] . The codebook size is 1,024. The Euclidean distance between two VLADs is essentially based on the matching kernel [72] between two sets of SIFT descriptors. Hence, compared with deep features used in the original GIFT, VLAD representation is more robust to rotation, non-rigid deformation, part missing, etc.
In Table VIII , we present the performances of VLAD, the original GIFT [26] and a fusion of them through Neighbor Multi-augmentation defined in (15) . As can be seen from the table, the retrieval performances are further improved on all the datasets, which testifies the complementarity between handcrafted features and deep-learned features. We draw the reader's attention that the distance calculation between VLADs is of great computational cost since VLAD representation is generally compact and high-dimensional (128 × 1024 in our implementation). Though this problem can be solved using approximation nearest neighbor (ANN) search (e.g., [73] ), most of those techniques lead to considerable performance drop in real retrieval system. Therefore, we omit those techniques in this experiment.
H. Parameter Discussion
All the discussions are conducted on PSB dataset, if not specified otherwise. Improvements over Baseline. In Table IX , a thorough discussion is given about the influence of various components of GIFT. We can observe a consistent performance boost by those improvements. The performance jumps a lot especially when the re-ranking component is embedded. A linear combination of L 5 and L 7 with equal weights only achieves FT 0.657, which demonstrates that GIFT provides a better way for multiple feature fusion in the re-ranking level. One should also note a slight performance decrease when approximate Hausdorff matching with F-IF is used compared with its exact version. However, as discussed below, the embedding with inverted file does not necessarily result in a poorer performance, but shortens the query time significantly.
Discussion on F-IF: In Fig. 8 , we plot the retrieval performance and the average query time using feature L 7 , as the Fig. 8 . Performance difference between Hausdorff matching and its approximate version in terms of (a) retrieval accuracy and (b) average query time.
number of entries used in the first inverted file changes. As Fig. 8(a) shows, the retrieval performance generally decreases with more entries, and multiple assignment can boost the retrieval performance significantly. However, it should be addressed that a better approximation to (5) using fewer entries (decreasing K) or larger multiple assignments (increasing MA) does not necessarily imply a better retrieval performance. For example, when K = 256 and MA= 2, the performance of approximate Hausdorff matching using inverted file surpasses the baseline using exact Hausdorff matching. The reason for this "abnormal" observation is that the principle of inverted file here is to reject those view matching operations that lead to smaller similarities, and sometimes they are noisy and false matching pairs which can be harmful to the retrieval performance. As can be seen from Fig. 8(b) , the average query time is higher at smaller K and larger MA, since the two cases both increase the number of candidate matchings in each entry. The baseline query time using exact Hausdorff matching is 0.69 s, which is at least one order of magnitude larger than the approximate one. Discussion on S-IF: Two parameters, k 1 and k 2 , are involved in the second inverted file, which are determined empirically. We plot the influence of them in Fig. 9 . As can be drawn from the figure, when k 1 increases, the retrieval performance increases at first. Since noise contextual information can be included at a larger k 1 , we can observe the performance decreases after k 1 > 10. Meanwhile, neighbor augmentation can boost the performance further. For example, the best performance is achieved when k 2 = 4. However, when k 2 = 5, the performance tends to decrease. One may find that the optimal value of k 2 is much smaller than that of k 1 . The reason for this is that k 2 defines the size of the second order neighbor, which is more likely to return noise context compared with the first order neighbor defined by k 1 .
Finetuning or Not: By default, GIFT finetunes the CNN model which is pre-trained on natural images from ImageNet. In this experiment, we evaluate whether training the neural network from scratch will affect the retrieval performance. As Table X shows, finetuning achieves much better performances than training from scratch. It suggests that although depth images have very different appearances from natural images, finetuning the pretrained model is a better choice to learn more discriminative filters for them.
Transferring Capacity: In the phase of feature extracting, the proposed GIFT needs labeled shapes to train the network. The testing categories usually appear in the training categories, so that the category-specific cues can be captured by the feature extractor. In this experiment, we investigate the transferring capacity of GIFT, that is, the testing categories have nonoverlap with the training categories. Therefore, we construct a Table XI presents the performances of GIFT with different training and testing sources. As can be drawn, when the training source is changed from ModelNet40 to ModelNet10, the retrieval performance on ModelNet40 decreases by around 19 percent. When testing on the new constructed ModelNet30, the performance slightly decreases further. Nevertheless, those performances of GIFT are still higher than SPH [58] , LFD [15] , PANORAMA [11] and ShapeNets [9] presented in Table I , which testifies the generalization ability of GIFT.
V. FUTURE WORK
There are still many interesting issues that can be studied further, such as: 1) Rotation invariance: In the proposed method, the used shape descriptor is not completely invariant to rotation. Learning rotation-invariant representation for 3D shape has been a challenging topic for a long time. Some classic algorithms (e.g., [11] ) leverage PCA techniques as a preprocessing step before feature extraction. However, as suggested above, PCA is not always stable. Recent trends [74] show that the robustness of image representations to common geometric transformations (e.g., translation, scale, rotation, warping) can be learned in deep learning framework. By analogy, it is promising to learn the transformations of 3D shapes in a neural network, so that the preprocessing of pose normalization and feature extraction can be done simultaneously. 2) Query by sketch: Note that the query in the proposed system is 3D shape. SHREC community also starts to attach importance to large scale sketch-based 3D shape retrieval, which aims to retrieve relevant 3D shapes using sketch as input. To facilitate this research area, several competition tracks [75] , [76] are organized. The competition results demonstrate that the scalability of sketch-based 3D shape retrieval is also badly required. 3) Spatial topology: Human perceptions of 3D shapes depend on 2D projections. These projections actually constitute a spatial topology around the 3D shape. It can be expected that in the multi-view matching procedure, the relative spatial arrangement of these projections is helpful to establish a more robust correspondence between two shapes. So, how to efficiently utilize the spatial information can be investigated in large scale 3D shape retrieval.
VI. CONCLUSION
In the past years, 3D shape retrieval was evaluated with only small numbers of shapes. In this sense, the problem of 3D shape retrieval has stagnated for a long time. Only recently, shape community starts to pay more attention to the scalable retrieval issue gradually. However, as suggested in [1] , most classical methods encounter severe obstacles when dealing with larger databases.
In this paper, we focus on the scalability of 3D shape retrieval algorithms, and build a well-designed 3D shape search engine called GIFT. In our retrieval system, GPU is utilized to accelerate the speed of projection rendering and view feature extraction, and two inverted files are embedded to enable realtime multi-view matching and re-ranking. As a result, the average query time is controlled within one second, which clearly demonstrates the potential of GIFT for large scale 3D shape retrieval. What is more impressive is that while preserving the high time efficiency, GIFT outperforms state-of-the-art methods in retrieval accuracy by a large margin. Therefore, we view the proposed search engine as a promising step towards larger 3D shape corpora.
