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Abstract
The paper is concerned with the existence of periodic solutions for the Lazer–McKenna suspension
bridge equation with damping and nonconstant load. By using the Lyapunov–Schmidt reduction
methods, the author discuss the relationship between the sign-changing solutions and the source
terms. The result answers partly the open problem in Lazer and McKenna (SIAM Rev. 32 (1990)
537–578).
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1. Introduction
Consider the following equations:{
utt + uxxxx + δut + ku+ =W(x)+ 
h(x, t) in (0,L)×R,
u(0, t)= u(L, t)= uxx(0, t)= uxx(L, t)= 0, t ∈R. (1)
Problem (1) is a simple (one-dimensional) mathematical model of the suspension bridge
presented by Lazer and McKenna in [1], where u(x, t) denotes the displacement of the
road bed in downward direction at position x , and t , W(x) is the weight per unit length
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h(x, t) the external forcing term. The constant k represents the restoring force
if the cables stretch and δ the viscous damping.
Before paper [1], McKenna and Walter [2] investigated problem (1) under the case δ = 0
and W(x) constant, i.e.,

utt + uxxxx + ku+ = 1+ 
h(x, t) in (−π/2,π/2)×R,
u(±π/2, t)= uxx(±π/2, t)= 0, t ∈R,
u is π-periodic in t and even in x and t,
(2)
and obtained the following result by the degree theory.
Theorem A. Let h ∈ L2 be even with respect to x and t , ‖h‖ = 1, and 3 < k < 15. Then
there exists 
0 > 0 such that if |
|< 
0 then problem (2) has at least two solutions.
It is interesting that one of these two solutions is a sign-changing solution. Since [2],
there are many papers devoted to problem (2). In [3], by a variational reduction method,
Choi et al. show that (2) has at least three solutions. More recently, in [4], by degree theory
and critical point theory, Choi and Jung investigate the multiplicity of the solutions of (2)
under the case the source terms 1 + 
h(x, t) have been replaced by a function generated
by the eigenfunctions cosx and cos 2t cosx . Some other relevant studies can be seen in
[5,6,8–10]. In all those papers, the damping is not present, i.e., δ = 0. And just as what
remarked in [2], the methods used in all those papers do not seem to be valid to the case
δ 
= 0. The later case is more interesting one just as in [7,11,12]. In [1], there is an open
problem listed as Problem 6 which is relevant to this case. The question is:
Problem. Is there a nondegeneracy condition on h(x, t) which will ensure that solutions
of (2) persist if damping is present?
In this paper, we suppose that the damping is present, i.e.,
δ 
= 0, (3)
and the source term is
h(x, t)= α cosx + β cos 2t cosx + γ sin 2t cosx,
and investigate the following equations:

utt + uxxxx + δut + ku+
= α cosx + β cos 2t cosx + γ sin 2t cosx in (−π/2,π/2)×R,
u(±π/2, t)= uxx(±π/2, t)= 0, t ∈ R,
u is π-periodic in t and even in x.
(4)
The main goal of the paper is to give the relationship between the spring constant k and the
damping δ, which guarantees the existence of the sign-changing periodic solution under
the case h(x, t) is single-sign.
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Let N, Z, and R be the set of positive integers, integers, and reals, respectively, Λ =
Z × N. Let Ω = (−π/2,π/2)× (−π/2,π/2) and L2(Ω) be the usual space of square
integrable functions with usual inner product (·, ·) and corresponding norm ‖ · ‖. For
the Sobolev space H 1(Ω), we denote the standard inner product by 〈u,v〉1 = (u, v) +
(ux, vx)+ (ut , vt ) and norm by ‖u‖1.
In addition, set
a0 = min
{
17,
√
225+ 16δ2 }, b0 =√9+ 4δ2. (5)
It is known that the eigenvalue problem{
utt + uxxxx = λu in (−π/2,π/2)×R,
u(±π/2, t)= uxx(±π/2, t)= 0, t ∈R,
u(x, t)= u(−x, t)= u(x, t + π) in (−π/2,π/2)×R
has infinite many eigenvalues
λmn = (2n− 1)4 − 4m2, (m,n) ∈Λ,
and the corresponding eigenfunctions φmn are given by
φmn = e2mti cos(2n− 1)x, (m,n) ∈Λ.
By H we denote the following Hilbert space:
H =
{
u ∈ L2(Ω)
∣∣∣ u(±π2 , t
)
= uxx
(
±π
2
, t
)
= 0, u(x, t)= u(−x, t)
}
,
then the set of functions {φmn | (m,n) ∈Λ} is an orthogonal basis of H .
Suppose that (3) holds, the self-adjoint linear operator A and the closed linear opera-
tor Aδ in H is defined by
D(A)=
{
u ∈H
∣∣∣ u(x, t)=∑
Λ
umnφmn (u−mn = u¯mn)
and
∑
Λ
(
(2n− 1)4 − 4m2)2|umn|2 <∞
}
and
Au=
∑
Λ
(
(2n− 1)4 − 4m2)umnφmn
for all u(x, t)=∑Λ umnφmn ∈D(A);
D(Aδ)=
{
u ∈H
∣∣∣ u(x, t)=∑
Λ
umnφmn (u−mn = u¯mn)
and
∑
Λ
((
(2n− 1)4 − 4m2)2 + 4m2δ2)|umn|2 <∞
}
and
Aδu=Au+ δut
for all u ∈D(Aδ).
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σ(A)= {λmn = (2n− 1)4 − 4m2 | (m,n) ∈Λ}
and
σ(Aδ)=
{
λ¯mn = (2n− 1)4 − 4m2 + 2mδi | (m,n) ∈Λ
}
,
where σ(A) is the set of eigenvalues of A and σ(Aδ) of Aδ .
We consider the weak solutions of problem (4). A weak solution u(x, t) of Eq. (4) is
that u ∈D(A)∩H 1 satisfying
Aδu+ ku+ = h(x, t), (6)
where h(x, t)= α cosx + β cos 2t cosx + γ sin 2t cosx .
In order to seek the solutions of Eq. (6), we first investigate the properties of operatorAδ .
We have the following lemma.
Lemma 1. The operator Aδ satisfies∥∥A−1δ u∥∥ ‖u‖, for all u ∈H,∥∥A−1δ u∥∥1  2‖u‖, for all u ∈H ∩H 1.
Proof. We find that
A−1δ u=
∑
Λ
1
(2n− 1)4 − 4m2 + 2mδi umnφmn
for all u=∑Λ umnφmn, u ∈H . For any (m,n) ∈Λ, we have∣∣(2n− 1)4 − 4m2 + 2mδi∣∣2  1,
then
∥∥A−1δ u∥∥2 =∑
Λ
∣∣∣∣ 1(2n− 1)4 − 4m2 + 2mδi umn
∣∣∣∣
2

∑
Λ
|umn|2 = ‖u‖2.
On the other hand,
∥∥A−1δ u∥∥21 =∑
Λ
1+ 4m2 + (2n− 1)2
((2n− 1)4 − 4m2)2 + 4m2δ2 |umn|
2,
while
1+ 4m2 + (2n− 1)2
((2n− 1)4 − 4m2)2 + 4m2δ2
= 1+ 4m
2 + (2n− 1)2
((2n− 1)2 + 2m)2((2n− 1)2 − 2m)2 + 4m2δ2
 1+ 4m
2 + (2n− 1)2
2 2 2 2 
((2n− 1)2 + 2|m|)2 + 1
2 2  2.((2n− 1) + 2|m|) + 4m δ ((2n− 1) + 2|m|)
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Λ
|umn|2 = 2‖u‖2.
The proof is complete. ✷
By Lemma 1, we can find that the operator A−1δ :H →H is compact since the embed-
ding H 1 ↪→ L2 is compact.
3. Uniqueness and boundedness of solutions
In this section, we consider the following more general equation
Aδu+ ku+ = h, (7)
where h(x, t) ∈H . By the contraction mapping principle, we obtain the following unique-
ness result for (7).
Theorem 1. If the constant δ 
= 0 and the constant k satisfies
−1 < k < 3+ δ2, (8)
then the solution of Eq. (7) is unique.
The proof of this theorem is standard and we omit it here.
Remark. Condition (8) should be replaced by
−1 < k < 3
if δ → 0. We remark here that the condition −1 < k < 3 was used in [2] to ensure the
uniqueness of the solution for Eq. (7) under the case δ = 0.
We also have the following boundedness theorem.
Theorem 2. Suppose that δ2 < 8 and let a0 be the constant defined in (5). Let h ∈ H ,
ζ > 0 be given. There exists R0 > 1 (dependent of ‖h‖ and ζ ) such that for all k with
−1+ ζ < k < a0 − ζ , the solutions of Eq. (7) satisfy ‖u‖<R0.
Proof. First, for −1< k < a0, we prove that the problem
Aδu+ ku+ = 0 in H (9)
has only trivial solution u= 0.
Let Hδ = span{φmn |m ∈ Z, n= 1} andWδ =H⊥δ ; then the spacesHδ,Wδ are invariant
under Aδ and under the map u+. Let P be orthogonal projection on Hδ; then Eq. (9) is
equivalent to the following pair of equations:
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Aδv+ Pk(v +w)+ = 0, (11)
where v = Pu, w = (I − P)u.
Let Λδ = {(m,n) ∈Λ | n 
= 1}; then for all h(x, t)=∑Λ hmnφmn ∈H , we have
(I − P)h=
∑
Λδ
hmnφmn
and
A−1δ (I − P)h=
∑
Λδ
1
((2n− 1)4 − 4m2)+ 2mδi hmnφmn.
For (m,n) ∈Λδ , we have∣∣((2n− 1)4 − 4m2)+ 2mδi∣∣> a0.
Hence∥∥A−1δ (I − P)h∥∥2 < 1
a20
‖h‖2.
By (10), we obtain
w =−A−1δ (I − P)k(v +w)+. (12)
If v ∈Hδ and w1, w2 ∈Wδ , then∥∥−A−1δ (I − P)k(v +w1)+ +A−1δ (I − P)k(v +w2)+∥∥
 |k|
a0
∥∥(v+w1)+ − (v +w2)+∥∥ |k|
a0
‖w1 −w2)‖ = η‖w1 −w2)‖,
where η = |k|/a0 < 1. It follows that, for fixed v ∈Hδ , the right-hand side of Eq. (12) de-
fines a Lipschitz mapping on Wδ with Lipschitz constant η < 1. Hence, by the contraction
mapping principle, for given v ∈Hδ , there is a unique w = θ(v) ∈Wδ satisfying Eq. (10).
However, obviously θ(v) = 0 satisfies (10) for any choice of v, thus Eq. (10) has only a
zero solution, and every solution of Eq. (9) must be a solution of Eq. (11) or equation
Aδv+ Pkv+ = 0 in Hδ. (13)
Because Hδ = span {e2mti cosx}, the solutions of (13) have the form y(t) cosx , where y(t)
is π -periodic and satisfies
y ′′ + δy ′ + y + ky+ = 0.
By directly checking, we know that this equation does not have nontrivial π -periodic so-
lution when 0 < δ2 < 8 and −1 < k < a0. This shows that Eq. (13) and therefore Eq. (9)
have only trivial solution u= 0.
Now we turn to prove that the solutions of Eq. (7) have priori bound. Suppose that the
conclusion does not hold, then there is a sequence of (kn, vn) with kn ∈ [−1+ ζ, a0 − ζ ],
‖un‖→+∞ satisfying
un =A−1(h− ku+n ) in H.δ
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zn =A−1δ
(
h
‖un‖ − kz
+
n
)
.
Since the operator A−1δ is compact, we can assume that zn → z0 and kn → k0 ∈ (−1, a0).
By ‖zn‖ = 1 for all n, we know that ‖z0‖ = 1 and z0 satisfies
z0 =A−1δ
(−kz+0 ) in H.
This contradicts the fact that Au+ ku+ = 0 (−1< k < a0) has only trivial solution. Hence
we complete the proof of this theorem. ✷
4. Existence of sign-changing solutions
Suppose that the spring constant k satisfies
b0 < k < a0, (14)
where a0, b0 are the constants defined in (5). We return to consider Eq. (6) in this section.
Set
φ1(x, t)= cosx,
φ2(x, t)= cos 2t cosx,
φ3(x, t)= sin 2t cosx.
Let V3 be the three-dimensional subspace of H spanned by φ1, φ2 and φ3, and let W3 be
the orthogonal competent of V3 in H . Let P3 be the orthogonal projection of H onto V3.
Then every element u ∈ H is expressed by u = v + w, where v = P3u, w = (I − P3)u.
Hence, Eq. (6) is equivalent to a system
Aδw+ (I − P3)k(v+w)+ = 0, (15)
Aδv+ P3k(v +w)+ = αφ1 + βφ2 + γφ2. (16)
Using the Lyapunov–Schmidt reduction method and the contraction mapping principle,
we can easily obtain the following lemma.
Lemma 2. Suppose that condition (14) hold. Then, for fixed v ∈ V3, Eq. (15) has a unique
solution w = θ(v). Furthermore, θ(v) is Lipschitz continuous (with respect to the L2-
norm) in terms of v.
By this lemma, the study of the existence of solutions for Eq. (6) is reduced to that of
Eq. (16). Namely, we only need to consider the following problem:
Aδv+ P3k
(
v + θ(v))+ = αφ1 + βφ2 + γφ2 (17)
on the three-dimensional subspace V3 spanned by {φ1, φ2, φ3}.
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Φ(v)=Aδv + P3k
(
v + θ(v))+, v ∈ V3,
and F : R3 →R3 by
F(s1, s2, s3)= (t1, t2, t3)
if v = s1φ1 + s2φ2 + s3φ3, and
Φ(v)= t1φ1 + t2φ2 + t3φ3.
By Lemma 2, we know that Φ and F are continuous on V3 and R3, respectively. On the
other hand, we have the following lemma.
Lemma 3. Φ(cv)= cΦ(v) for c 0.
Proof. Let c 0. If v satisfies
Aδθ(v)+ (I − P3)k
(
v + θ(v))+ = 0,
then
Aδ
(
cθ(v)
)+ (I − P3)k(cv + cθ(v))+ = 0,
and, hence, θ(cv)= cθ(v). Therefore, we have
Φ(cv)=Aδ(cv)+ P3k
(
cv+ θ(cv))+
=Aδ(cv)+ P3k
(
cv+ cθ(v))+ = cΦ(v). ✷
Lemma 3 implies that Φ or F maps a ray to a ray and a cone with vertex 0 onto a cone
with vertex 0.
Set
C1 =
{
S = (s1, s2, s3) ∈R3 | s1  0, s22 + s23  s21
}
,
C2 =
{
S = (s1, s2, s3) ∈R3 | s1  0, s22 + s23  s21
}
,
C3 = R3\(C1 ∪C2)
and
D1 =
{
v = s1φ1 + s2φ2 + s3φ3 | S = (s1, s2, s3) ∈ C1
}
,
D2 =
{
v = s1φ1 + s2φ2 + s3φ3 | S = (s1, s2, s3) ∈ C2
}
,
D3 = V3\(D1 ∪D2).
Lemma 4. If v = s1φ1 + s2φ2 + s3φ3, then:
(1) v  0 if and only if v ∈D1,
(2) v  0 if and only if v ∈D2.
The proof is simple and we omit it.
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the cones D1, D2, and D3 under Φ .
Set
Θ1 =
{
(t1, t2, t3) ∈R3
∣∣∣ t1  0, t22 + t23  (k − 3)2 + 4δ2(k + 1)2 t21
}
,
Θ2 =
{
(t1, t2, t3) ∈R3 | t1  0, t22 + t23  (9+ 4δ2)t21
}
,
Θ3 = R3\(Θ1 ∪Θ2)
and
Ω1 =
{
v = t1φ1 + t2φ2 + t3φ3 | (t1, t2, t3) ∈Θ1
}
,
Ω2 =
{
v = t1φ1 + t2φ2 + t3φ3 | (t1, t2, t3) ∈Θ2
}
,
Ω3 = V3\(Ω1 ∪Ω2).
Suppose that k, δ satisfy (14) and
k > 1+ 1
2
δ2, (18)
then we have
(k − 3)2 + 4δ2
(k + 1)2 < 1.
Denote
C4 = C1\Θ1, C5 =Θ2\C2,
D4 =D1\Ω1, D5 =Ω2\D2.
By Lemma 4, we have that v  0 for all v ∈D4 and v changes sign for all v ∈D5.
Lemma 5.
F(C1)=Θ1, F (C2)=Θ2, C4 ⊂Θ3 ⊂ F(C3),
Φ(D1)=Ω1, Φ(D2)=Ω2, D4 ⊂Ω3 ⊂Φ(D3).
Proof. Suppose (s1, s2, s3) ∈C1, then v = s1φ1 + s2φ2 + s3φ3 ∈D1. By Lemmas 2 and 4,
we know v  0 and θ(v)= 0. At the same time, we obtain
Aδv+ P3k
(
v + θ(v))+ =Aδ(s1φ1 + s2φ2 + s3φ3)+ k(s1φ1 + s2φ2 + s3φ3)
= (φ1, φ2, φ3)
(
k + 1 0 0
0 k − 3 2δ
0 −2δ k − 3
)(
s1
s2
s3
)
,
therefore
F(s1, s2, s3)=
(
k + 1 0 0
0 k − 3 2δ
0 −2δ k − 3
)(
s1
s2
s3
)
for all (s1, s2, s3) ∈ C1.
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by Lemma 2, θ(v)= 0. Hence,
Aδv+ P3k
(
v + θ(v))+ =Aδ(s1φ1 + s2φ2 + s3φ3)
= (φ1, φ2, φ3)
(1 0 0
0 −3 2δ
0 −2δ −3
)(
s1
s2
s3
)
,
therefore
F(s1, s2, s3)=
(1 0 0
0 −3 2δ
0 −2δ −3
)(
s1
s2
s3
)
for all (s1, s2, s3) ∈ C1.
Then, we have F(C1) = Θ1, F(C2) = Θ2. Φ(D1) = Ω1, Φ(D2) = Ω2 immediately
follows. Moreover, by Lemma 3 and the continuity of F , we have
Θ3 ⊂ F(C3), Ω3 ⊂Φ(D3).
The proof of this lemma is complete. ✷
Lemma 6. Suppose that v and θ(v) satisfy (15) and (16). If v is a sign-changing solution
of (16), then u= v + θ(v) is a sign-changing solution of (6).
Proof. If u is a single-sign solution, then u+ = u or u+ = 0. By (15) and Lemma 2, we
know θ(v)= 0, and hence v = u is a single-sign solution, which is a contradiction. ✷
Now, combining Lemmas 2 and 4–6, we obtain our main result.
Theorem 3. Let h(x, t) = α cosx + β cos 2t cosx + γ sin 2t cosx be given. Suppose that
δ, k satisfy (3), (14), and (18); then Eq. (6), hence problem (4) has a solution satisfying:
(1) If α > 0 and
β2 + γ 2  (k − 3)
2 + 4δ2
(k + 1)2 α
2,
then h > 0 and the corresponding solution is positive;
(2) If α > 0 and
(k − 3)2 + 4δ2
(k + 1)2 α
2 < β2 + γ 2 < α2,
then h > 0 while the corresponding solution changes sign;
(3) If α < 0 and
α2 < β2 + γ 2  (9+ 4δ2)α2,
then h changes sign while the corresponding solution is negative;
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β2 + γ 2  α2,
then h < 0 and the corresponding solution is negative;
(5) Elsewhere, h changes sign and the corresponding solution changes sign.
Remark. By Theorem 3, if δ→ 0 and k→ 3, then for almost every h > 0, problem (4)
has sign-changing periodic solution. If the damping δ is large enough such that
δ2 > 2k − 2
and condition (14) is verified, then when
α2 < β2 + γ 2  (k − 3)
2 + 4δ2
(k + 1)2 α
2,
the corresponding solution is positive though h changes sign.
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