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Abstract
We prove that if the signed binomial coefﬁcient (−1)i
(
k
i
)
viewed modulo p is a periodic
function of i with period h in the range 0 ik, then k + 1 is a power of p, provided h is
not too large compared to k. (In particular, 2hk sufﬁces). As an application, we prove that
if G and H are multiplicative subgroups of a ﬁnite ﬁeld, with H <G, and such that 1−  ∈ G
for all  ∈ G\H , then G ∪ {0} is a subﬁeld.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Binomial coefﬁcients
(
k
i
)
display several periodicity properties when viewed modulo
a prime number p, which are essentially related to the fact that (a + b)p = ap + bp in
a commutative ring of characteristic p. For example, for any (not necessarily positive)
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integer i the function k → (k
i
)
(mod p) is periodic (for k ∈ Z) with period the smallest
power of p which is greater than i. (In fact, this is the shortest period, according to
[Fra67, Theorem 4.8], which, more generally, gives the shortest period of the function
k → (k
i
)
(mod pr).)
If we take the identity
(1 + x)k =
∑
i∈Z
(
k
i
)
xi =
∑
i0
(
k
i
)
xi
in the ring of formal power series Z[[x]] as the deﬁnition of the integers (k
i
)
for
k, i ∈ Z, many properties of binomial coefﬁcients modulo a prime p (or modular
properties for short) can be proved conveniently by means of identities in the quotient
ring Z[[x]]/p Z[[x]]Fp[[x]], where Fp is the ﬁeld of p elements (or, more simply,
the polynomial ring Fp[x] if we restrict to k0). In particular, the periodicity property
stated in the previous paragraph is an immediate consequence of the identity
(1 + x)k+pr = (1 + x)k(1 + xpr ) = (1 + x)k + xpr (1 + x)k
in Fp[[x]], where pr is the smallest power of p exceeding i. A natural generalization
of this argument leads to what is known as Lucas’ theorem [Luc78]. For a given prime
power pr , we use the following notation: an integer b can be written uniquely as
b = b′pr + b′′ where 0b′′ < pr .
Lucas’ Theorem.
(
k
i
) ≡ (k′
i′
)(
k′′
i′′
)
(mod p).
Proof. Apply the identity (1 + x)k = (1 + xpr )k′(1 + x)k′′ in Fp[[x]]. 
Recursive application of Lucas’ theorem reduces the evaluation modulo p of arbi-
trary binomial coefﬁcients to that of binomial coefﬁcients where both entries are less
than p.
In this paper we explore the occurrences of periodicity with period h prime to p. Of
course, the existence of such a periodicity in
(
k
i
)
(mod p) with respect to the upper
entry k together with some periodicity of period pr (which we have just seen to exist
as soon as pr exceeds i) would imply that 1 = (h, pr) is also a period, and one would
easily conclude that i0 (and hence (k
i
) = 0 for all k). We allow, however, periodicity
to occur only in a certain range, as in the following deﬁnition.
Deﬁnition 1.1. A function i → f (i) deﬁned on a subset of the integers and taking
values in any set is periodic in the range a ib with period h (a positive integer) if
f is deﬁned in that range and f (i + h) = f (i) whenever a ib − h.
In this paper we consider periodicity of binomial coefﬁcients with respect to the
lower entry i rather than the upper entry k. Since
(
k
i
)
for k0 vanishes unless 0 ik,
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periodicity for all i ∈ Z never occurs, and the natural range to consider for Deﬁnition
1.1 is 0 ik. We will see in Section 4 that modular periodicity in k in appropriate
ranges is to some extent equivalent to that in i. Furthermore, it will be more natural to
consider signed binomial coefﬁcients (−1)i(k
i
)
, which for a given k are the coefﬁcients
of the formal power series obtained by expanding (1 − x)k . Some reasons for using
these or other alternating signs will also be mentioned in Section 4.
The paradigm of periodicity of (−1)i(k
i
)
(mod p) with respect to i in the range
0 ik occurs when k is one less than a power of p, in which case we have (−1)i(k
i
) ≡
1 (mod p) in the whole range, as follows from
∑k
i=0 (−1)i
(
k
i
) = (1 − x)k = (1 −
xk+1)/(1 − x) = ∑ki=0 xi . Our main result asserts that this is the only occurrence of
periodicity of (−1)i(k
i
)
(mod p) with respect to i in the range 0 ik with period h
prime to p, provided h is not too large with respect to k. Taking hk/2 is sufﬁcient,
but we give weaker and more precise assumptions in Theorem 1 below. We will show
in Remark 2.3 that these assumptions cannot be weakened any further. Theorem 1 will
be generalised in Corollary 2.4 by removing the hypothesis that h is not a multiple of
p and suitably adapting the conclusion.
Theorem 1. Let p be a prime, and let h, k be positive integers with p h and k5.
Suppose that 3h < 2k+5 or p = 3 and 5h < 4k+9. Suppose that the signed binomial
coefﬁcient (−1)i(k
i
)
viewed modulo p is a periodic function of i with period h in the
range 0 ik, that is,
(
k
i + h
)
≡ (−1)h
(
k
i
)
(mod p)
for 0 ik − h. Then k + 1 is a power of p.
The special case of Theorem 1 where h = 1 follows quickly from Lucas’ Theorem,
but we give here a different proof which illustrates techniques that will be used later. If
(−1)i(k
i
) ≡ 1 (mod p) for all 0 ik, then (1−x)k−1 = ∑ki=1 xi = x(xk−1)/(x−1)
in Fp[x]. Note that k must be prime to p because k =
(
k
1
) ≡ −1 (mod p). Hence the
group G of kth roots of unity in a splitting ﬁeld for xk − 1 over Fp has order k. The
polynomial identity which we have found tells us that 1− ∈ G∪{0} for all  ∈ G∪{0}.
Since G ∪ {0} is multiplicatively closed, we infer that  −  = (1 − ) ∈ G ∪ {0}
for all ,  ∈ G ∪ {0}. Thus, G ∪ {0} is also closed with respect to taking differences
of its elements. (For the special case of taking opposites write − as ( − ) − .)
Hence G ∪ {0} is a ﬁeld of order k + 1, and we conclude that k + 1 is a power
of p.
Despite the elegance of the approach with polynomials and ﬁnite ﬁelds in this special
case, in more complex arguments Lucas’ theorem proves invaluable for evaluating
binomial coefﬁcients modulo p, and is the basic tool on which our proof of Theorem
1 rests. Nevertheless, the argument which we have used above to deal with the special
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case h = 1 will be reversed in Section 3 to deduce from Theorem 1 the following
consequence about multiplicative subgroups of ﬁnite ﬁelds.
Theorem 2. Let G be a multiplicative subgroup of a ﬁnite ﬁeld Fq which generates
Fq as a ﬁeld, and let H be a proper subgroup of G. Suppose that 1 −  ∈ G for all
 ∈ G \ H . Then G = F∗q .
This result can also be proved directly using an argument of Leep and Shapiro from
[LS89], as we explain in Section 3. We also give an alternative approach to this problem
based on known bounds for the number of points of Fermat curves over ﬁnite ﬁelds.
In particular, this gives yet another proof of Theorem 2 in case q is odd.
In Section 4 we present an analogue of Theorem 1 for unsigned binomial coefﬁcients,
and the corresponding analogue of Theorem 2. Furthermore, we translate Theorem 1
into a result concerning modular periodicity of binomial coefﬁcients with respect to
the upper entry.
2. Modular periodicity of binomial coefﬁcients
Our proof of Theorem 1 relies on the following result.
Proposition 2.1. Suppose k is a positive integer and k + 1 = pr t , where p is prime
and p  t . If t > 1 then the signed binomial coefﬁcient (−1)i(k
i
)
modulo p cannot be a
periodic function of i in the range 0 ik for any period hk − pr with p h.
Proof. All congruences in this proof will be taken modulo p. Suppose there is some
period hk−pr with p h. We start by proving that k ≡ −1. Because of the periodicity
hypothesis we have
(
k
h
) ≡ (−1)h and ( k
h+1
) ≡ (−1)h k. The identity (k
h
)
(k − h) =(
k
h+1
)
(h+1), which follows from the factorial formula for binomial coefﬁcients, implies
that k − h ≡ k(h + 1). Hence (k + 1)h ≡ 0, and we conclude that k ≡ −1 since p h.
This gives a contradiction if r = 0, and hence we assume that r > 0 from now on.
With notation as in Lucas’ Theorem, k = k′pr +k′′ where k′ = t−1 and k′′ = pr −1.
Periodicity at i = 0 and Lucas’ Theorem imply that
(−1)h = (−1)h
(
k
0
)
≡
(
k
h
)
≡
(
k′
h′
)(
pr − 1
h′′
)
≡
(
k′
h′
)
(−1)h′′ .
Consider now periodicity at i = pr −1, which holds because pr −1k−h. According
to Lucas’ Theorem we have
(
k
pr−1
) ≡ (k′0)(pr−1pr−1) = 1. Similarly, since h + pr − 1 =
pr(h′+1)+(h′′−1), with h′′ > 0 because p h, Lucas’ Theorem implies that ( k
h+pr−1
) ≡(
k′
h′+1
)(pr−1
h′′−1
) = ( k′
h′+1
)
(−1)h′′−1. Thus, periodicity at i = pr − 1 gives us the equation
(−1)h = (−1)h
(
k
pr − 1
)
≡
(
k
h + pr − 1
)
≡
(
k′
h′ + 1
)
(−1)h′′−1.
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Combining this equation with that found earlier we obtain that
(
k′
h′+1
) ≡ −(k′
h′
) 	≡ 0. The
identity
(
k′
h′
)
(k′ − h′) = ( k′
h′+1
)
(h′ + 1) implies that k′ ≡ −1. But then t = k′ + 1 ≡ 0,
providing the desired contradiction. 
Proof of Theorem 1. Suppose for a contradiction that k + 1 is not a power of p, and
let pr be the highest power of p which divides k+1. Hence k2pr −1 if p is odd, and
k3pr − 1 if p = 2. If h + prk Proposition 2.1 applies and yields a contradiction,
hence we may assume that h+prk+ 1. Then our hypotheses 3h < 2k+ 5, or p = 3
and 5h < 4k + 9, imply that k < 3pr + 2, or p = 3 and k < 5pr + 4. It remains
to check individually the cases k = 2pr − 1 for p odd, k = 3pr − 1 for p 	= 3, and
k = 4pr − 1 or 5pr − 1 for p = 3. (In addition to these cases, when r1 the above
inequalities also allow k = 5 for p = 2 and k = 6, 7 for p = 3, which can all be
excluded by inspection.)
If k = 2pr − 1 and p is odd we have (−1)i(k
i
) ≡ 1 (mod p) for 0 i < pr and
(−1)i(k
i
) ≡ −1 (mod p) for pr i < 2pr , hence no periodicity occurs. Similarly, if
k = 4 ·3r −1 we have (−1)i(k
i
) ≡ 1 (mod 3) for 0 i < 3r , (−1)i(k
i
) ≡ 0 (mod 3) for
3r i < 3 · 3r , and (−1)i(k
i
) ≡ −1 (mod 3) for 3 · 3r i < 4 · 3r ; hence no periodicity
occurs.
If k = 3pr −1 and p 	= 3 our hypothesis that 3h < 2k+5 implies that h < 2pr +1,
hence h2pr − 1 because p h, and so h+prk actually does hold, and Proposition
2.1 applies. Similarly, if k = 5 · 3r − 1 and p = 3 our hypothesis that 5h < 4k + 9
implies that h < 4 · 3r + 1, hence h4 · 3r − 1 because 3 h, and so h + 3rk holds
and Proposition 2.1 applies. 
The following statement is weaker than Theorem 1 but easier to remember, and
is sufﬁcient for some applications, such as Theorem 2, which we prove in the next
section.
Corollary 2.2. Let p be a prime, and let h, k be positive integers with p h and 2hk.
Suppose that the signed binomial coefﬁcient (−1)i(k
i
)
viewed modulo p is a periodic
function of i with period h in the range 0 ik. Then k + 1 is a power of p.
Proof. The conclusion follows from Theorem 1 if k5, and by inspection in the
remaining cases. 
Remark 2.3. The hypothesis hk − pr of Proposition 2.1 cannot be weakened in a
nontrivial way. (Of course, that hypothesis is equivalent to hk + 1−pr when r > 0,
because of the other hypothesis p h.) In fact, when k = 3pr − 1 we have (−1)i(k
i
) ≡
1 (mod p) for 0 i < pr and for 2pr i < 3pr . Therefore, (−1)i(k
i
)
(mod p) is a
periodic function of i with period h in the range 0 ik, for any h2pr = k−pr +1.
For p = 3 and k = 5pr − 1 one checks similarly that (−1)i(k
i
)
(mod p) is a periodic
function of i with period h in the range 0 ik, for any h4pr = k − pr + 1.
The cases h = 2pr + 1 for p 	= 3 and h = 4pr + 1 for p = 3 show that the
hypotheses 3(h − 1) < 2(k + 1) for p 	= 3 and 5(h − 1) < 4(k + 1) for p = 3 in
Theorem 1 cannot be weakened, either.
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The hypothesis that p h in Proposition 2.1 or Theorem 1 is also indispensable,
because if pt − psk < pt then (−1)i(k
i
)
(mod p) is a periodic function of i with
period ps in the range 0 ik. However, Theorem 1 can be used to prove that these
values of k are essentially the only exceptions if we allow p to divide h.
Corollary 2.4. Let p be a prime, let h, k be positive integers, and let ps be the highest
power of p which divides h. Suppose that k5ps , and that either 3(h−ps) < 2(k+1)
or p = 3 and 5(h − ps) < 4(k + 1). Suppose that (−1)i(k
i
)
(mod p) is a periodic
function of i with period h in the range 0 ik. Then pt − psk < pt for some
integer t.
Proof. Express h = h′ps where p h′ and k = k′ps + k′′ where 0k′′ < ps . For
i = i′ps Lucas’ theorem asserts that (k
i
) ≡ (k′
i′
)
. Consequently (−1)i′(k′
i′
)
is a periodic
function of i′ with period h′ in the range 0 i′k′. Since all hypotheses of Theorem
1 are satisﬁed with k′ and h′ in place of k and h, we conclude that k′ + 1 is a power
of p, and hence pt − psk < pt for some integer t. 
Remark 2.5. The hypotheses 3(h−ps) < 2(k+1) for p 	= 3 and 5(h−ps) < 4(k+1)
for p = 3 in Corollary 2.4 cannot be weakened. This follows from the discussion in
Remark 2.3 by taking k = 3pr+s −1 and h = 2pr+s +ps for p 	= 3, or k = 5pr+s −1
and h = 4pr+s + ps for p = 3.
The hypothesis k5ps is needed for p 	= 2, 5 because periodicity occurs with
k = 5ps − 1 and h = 4ps , which are compatible with the remaining assumptions.
3. An application to multiplicative subgroups of ﬁnite ﬁelds
The special case of Theorem 1 where h divides k can be interpreted in terms of
ﬁnite ﬁelds, and yields Theorem 2, which we have stated in the Introduction.
Proof of Theorem 2. Let k be the order of G and h the order of H. The roots of the
polynomial (1−xk)/(1−xh) are distinct and are the elements of G\H . By hypothesis
all the roots of this polynomial are also roots of the polynomial (1 − x)k − 1. Hence
there exists a polynomial g(x) ∈ Fp[x], necessarily of degree h and without constant
term, such that
k∑
i=1
(−1)i
(
k
i
)
xi = (1 − x)k − 1 = g(x) · (1 − xk)/(1 − xh) = g(x) ·
k/h−1∑
j=0
xjh
in Fp[x]. It follows that (−1)i
(
k
i
)
(mod p) is a periodic function of i with period h
in the range 0 < ik. Because of the identity
(
k
k−i
) = (k
i
)
the periodicity extends to
the range 0 ik. Corollary 2.2 applies and yields that k + 1 is a power of p. The
binomial theorem implies that G∪{0}, the set of roots of xk+1−x, is additively closed.
Hence G ∪ {0} is a subﬁeld of Fq and, therefore, coincides with it. 
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It would be interesting to know whether the general case of Theorem 1 (where h does
not necessarily divide k) has any useful interpretation in terms of ﬁnite
ﬁelds.
An alternative proof of Theorem 2, which actually establishes the more general
Theorem 3.2 below, is based on an argument of Leep and Shapiro, which can be
extracted from the proof of [LS89, Lemma 3] and stated as follows.
Lemma 3.1. Let F be any ﬁeld, let G be a multiplicative subgroup of F and let H
be a ﬁnite proper subgroup of G. Suppose that 1 −  ∈ G for all  ∈ G \ H . Then
1 −  ∈ G for all  ∈ G \ {1}.
Proof. Arguing by contradiction we assume that there exists  ∈ H \{1} with 1− 	∈ G.
Then for every  ∈ G \ H we have 1 −  ∈ G and 1 −  ∈ G, because  ∈ G \ H .
Since (1 − ) − (1 − ) = (1 − ) 	∈ G, we know that ˜ = (1 − )/(1 − ) ∈ G
satisﬁes 1 − ˜ 	∈ G, and hence ˜ ∈ H . Also, ˜ 	= 1/ because  	= 1. Thus, the map
 → ˜ sends G \H , injectively, into H \ {1/}. Since H is a proper ﬁnite subgroup of
G and G \ H is a union of cosets of H we reach a contradiction. 
Theorem 3.2. Let F be any ﬁeld, let G be a multiplicative subgroup of F and let H
be a ﬁnite proper subgroup of G. If 1 −  ∈ G for all  ∈ G \ H , then G ∪ {0} is a
subﬁeld.
Lemma 3.1 reduces the proof of Theorem 3.2 to the case H = 1, and then it
follows that G ∪ {0} is a subﬁeld of F by an argument which we have given after
stating Theorem 1. Note that both Lemma 3.1 and Theorem 3.2 would be false without
the ﬁniteness assumption on H. A counterexample (taken from the proof of [LS89,
Proposition 6]) is obtained by taking F = Qp, G = v−1p (mZ) for some integer m > 1,
and H = 1 + pZp.
Writing 1 − G = {1 − g : g ∈ G} we can restate Theorem 2 as follows: if G is
a subgroup of F∗q such that G \ H ⊆ G ∩ (1 − G) for some proper subgroup H of
G, then G ∪ {0} is a ﬁeld. The set G ∩ (1 − G) which appears in the hypothesis is
closely related with the solutions of the equation xn + yn = 1, where n = (q − 1)/k.
In fact, since G = {n :  ∈ F∗q}, the set of solutions of xn + yn = 1 in F∗q × F∗q is
in a n2-to-one correspondence with G ∩ (1 − G), given by (, ) → n. In particular,
|G∩(1−G)| = (N−d)/n2, where N is the number of projective Fq -rational points of the
Fermat curve xn + yn = zn (written in homogeneous coordinates), and d is the number
of such points with xyz = 0. Clearly, d = 3n if |G| is even and d = 2n otherwise.
Since the hypothesis that G \H ⊆ G∩ (1−G) in the formulation of Theorem 2 given
above implies that |G ∩ (1 − G)| |G|/2, it is natural to ask whether the conclusion
follows from this weaker condition via known bounds for N. The following result
shows how far one can get using Weil’s bound |N − q − 1|(n − 1)(n − 2)√q (see
[IR90,LN83]).
Theorem 3.3. Let G be a multiplicative subgroup of the ﬁnite ﬁeld Fq , and suppose
that |G ∩ (1 − G)| |G|/2. Then either G = F∗q or |G| < 2√q.
478 S. Mattarei / Journal of Number Theory 117 (2006) 471–481
Proof. Let k = |G| and n = (q − 1)/k as above. Recalling that d2n2, Weil’s
upper bound implies the weaker inequality Nq − 1 + n2√q + d, and hence |G ∩
(1 −G)|k2/(q − 1)+ √q. Because of our hypothesis it follows that f (k)0, where
f (X) = X2 − q−12 X− (q − 1)
√
q. We may assume q > 5, because the remaining cases
can be easily dealt with individually. Then we have f ((q − 1)/2) = −(q − 1)√q < 0
and f (2√q) = −2√q(q − 1 − 2√q) < 0. We conclude that either k > (q − 1)/2
or k < 2√q. Because k is a proper divisor of q − 1, the former case yields that
k = q − 1. 
Remark 3.4. The following more precise form of Theorem 3.3 can be proved by
a more careful application of Weil’s bound, which we omit for brevity: if G is a
subgroup of F∗q with |G ∩ (1 − G)| = c|G| for some c1/2, then either G = F∗q or
|G| < r(r−1)
c(r+1) , where r =
√
q. This stronger formulation is seen to be best possible by
taking q to be a square and G = F∗r , in which case c = (r − 2)/(r − 1), and hence
r(r−1)
a(r+1) − |G| = 2 r−1(r−2)(r+1) can be made arbitrarily small.
A limitation of Weil’s bound is that it is far from optimal, and eventually becomes
trivial, when n is large with respect to q. García and Voloch proved in [GV88] a
series of bounds for the number N of Fq -rational projective points of the Fermat curve
axn + byn = zn, where a, b are nonzero elements of Fq , which are better than Weil’s
bound for n relatively large with respect to q. Assume that n is prime to p and let d
denote the number of Fq -rational points of the curve with xyz = 0. Then the ﬁrst of
García and Voloch’s bounds reads
Nn(n + q − 1 − d)/2 + d.
According to [GV88, Theorem 2], this bound holds for q odd except when a, b ∈ Fpt
for some subﬁeld Fpt of Fq and n = (q −1)/(pt −1). This bound is better than Weil’s
bound, roughly, when n√q/2. Note that this range is roughly what we need in
order to exclude the second alternative conclusion of Theorem 3.3, under the additional
assumption that G is not contained in a proper subﬁeld of Fq . Proceeding more formally,
in the special case where a = b = 1 and n divides q − 1, García and Voloch’s bound
is equivalent to the following statement.
Theorem 3.5. Let G be a multiplicative subgroup of order k of the ﬁnite ﬁeld Fq of
odd characteristic. Suppose G ∪ {0} is not a ﬁeld. Then |G ∩ (1 − G)|(|G| − 1)/2.
Proof. Setting n = (q −1)/k, the hypothesis that G∪{0} is not a ﬁeld insures that the
condition on n for the validity of García and Voloch’s bound is met. We have noted
earlier that d = 3n if k is even and d = 2n if k is odd. In terms of |G ∩ (1 − G)| =
(N − d)/n2, García and Voloch’s bound becomes |G ∩ (1 − G)| k+12 − d2n , and the
latter quantity equals the integral part of (|G| − 1)/2. 
Thus, the case of Theorem 2 where q is odd is also a consequence of Theorem 3.5.
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4. Variations
We offer an analogue of Theorem 1 for unsigned binomial coefﬁcients
(
k
i
)
. We may
assume that both p and h are odd, otherwise Theorem 1 applies. If we keep the rest
of the hypotheses of Theorem 1 unchanged for convenience, these additional assump-
tions exclude at once that k + 1 is a power of p, because (pr−1
i
)
(mod p) is periodic
in the range 0 ipr − 1 with minimum period two. However, (2pr−1
i
)
(mod p) is
periodic in the range 0 i2pr − 1 with period any odd h with prh2pr − 1, and(4·3r−1
i
)
(mod 3) is periodic in the range 0 i4 · 3r − 1 with period any odd h with
3 · 3rh4 · 3r − 1. (No other odd h is a period in either case.) Thus, an analogue
of Theorem 1 for unsigned binomial coefﬁcients which can be obtained without extra
effort is as follows. We need only note that the analogue of Proposition 2.1 holds and
is proved in the same way, after the signed binomial coefﬁcients (−1)i(k
i
)
are replaced
with unsigned binomial coefﬁcients
(
k
i
)
.
Theorem 4.1. Let p be an odd prime, and let h, k be positive integers with h odd and
p h. Suppose that k5, and that either 3h < 2k + 5 or p = 3 and 5h < 4k + 9.
Suppose that the binomial coefﬁcient (k
i
)
viewed modulo p is a periodic function of i
with period h in the range 0 ik. Then k + 1 is twice or four times a power of p,
with p = 3 in the latter case, or (p, k, h) = (3, 7, 7).
Corollary 4.2. Let p be a prime, and let h, k be positive integers with p h and 2hk.
Suppose that the binomial coefﬁcient (k
i
)
viewed modulo p is a periodic function of i
with period h in the range 0 ik. Then k + 1 is a power of p.
Proof. We may assume p and h odd, otherwise Corollary 2.2 applies. After inspection of
the cases k = 2, 3, 4 we may assume k5. Theorem 4.1 yields that either k = 2pr −1,
or p = 3 and k = 4 · 3r − 1, for some r. The discussion preceding the theorem shows
that the minimum period h prime to p equals pr + 1 or 3 · 33 + 1, respectively. In both
cases 2h > k, contradicting one of our hypotheses. 
The following application of Corollary 4.2 follows in the same way as Theorem 2
follows from Corollary 2.2.
Theorem 4.3. Let G be a multiplicative subgroup of a ﬁnite ﬁeld Fq which generates
Fq as a ﬁeld, and let H be a proper subgroup of G. Suppose that  + 1 ∈ G for all
 ∈ G \ H . Then G = F∗q .
As we mentioned in Section 1, when dealing with binomial coefﬁcients modulo
a prime it is sometimes convenient to endow them with suitable alternating signs,
and to consider, for example, the integers (−1)i(k
i
) (the signed binomial coefﬁcients
used so far in this paper) or (−1)k(k
i
)
. One reason in favour of the latter is that
the basic recursion
(
k+1
i+1
) = (k
i
) + ( k
i+1
)
satisﬁed by the binomial coefﬁcients then
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takes the more symmetric form
(−1)k
(
k
i
)
+ (−1)k
(
k
i + 1
)
+ (−1)k+1
(
k + 1
i + 1
)
= 0.
An immediate consequence of this fact is that a version of “Pascal’s triangle” modulo
p endowed with alternating signs as above and suitably truncated at k < ps displays a
symmetry group isomorphic with S3 (the symmetric group on three objects), as opposed
to the only symmetry given by
(
k
i
) = ( k
k−i
)
in characteristic zero. This is because such
a symmetry is displayed by both the above recursion rule and the three “boundary
conditions”
(
k
−1
) = ( k
k+1
) = 0 for k0 and (ps
i
) ≡ 0 (mod p) for 0 < i < ps ,
which together determine the binomial coefﬁcients uniquely. More formally stated, the
symmetry group under consideration is generated, together with the ordinary identity(
k
i
) = ( k
k−i
)
for k0, by the modular identity
(−1)k
(
k
i
)
≡ (−1)i
(
ps − 1 − i
ps − 1 − k
)
(mod p) for 0 ikps − 1.
Alternatively, the latter can be proved by combining the characteristic zero identities(
k
i
) = ( k
k−i
)
and
(−k
i
)
= (−1)i
(
k + i − 1
i
)
(which is valid for arbitrary integers k and i) with the periodicity in the upper entry
with period ps mentioned in Section 1, as follows:
(−1)k
(
k
i
)
= (−1)k
(
k
k − i
)
= (−1)i
(−i − 1
k − i
)
≡ (−1)i
(
ps − i − 1
k − i
)
(mod p)
= (−1)i
(
ps − 1 − i
ps − 1 − k
)
.
This identity allows one to translate back and forth between modular properties of
(portions of) rows and columns of Pascal’s triangle, provided suitable alternating signs
are introduced. In particular, we deduce at once from Theorem 1 an analogous result
concerning periodicity of
(
k
i
)
(mod p) with respect to the upper entry in a certain
range.
Theorem 4.4. Let p be a prime, and let h, i, s be positive integers with p h. Suppose
that i < ps − 5, and that either 3h < 2ps − 2i + 3 or p = 3 and 5h < 4ps − 4i + 5.
Suppose that the binomial coefﬁcient (k
i
)
viewed modulo p is a periodic function of k
with period h in the range ikps − 1. Then i + 1 is a power of p.
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