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Abstract
It is widely recognized that the deeper networks or net-
works with more feature maps have better performance. Ex-
isting studies mainly focus on extending the network depth
and increasing the feature maps of networks. At the same
time, horizontal expansion network (e.g. Inception Model)
as an alternative way to improve network performance has
not been fully investigated. Accordingly, we proposed Neu-
roTreeNet (NTN), as a new horizontal extension network
through the combination of random forest and Inception
Model. Based on the tree structure, in which each branch
represents a network and the root node features are shared
to child nodes, network parameters are effectively reduced.
By combining all features of leaf nodes, even less feature
maps achieved better performance. In addition, the rela-
tionship between tree structure and the performance of NTN
was investigated in depth. Comparing to other networks
(e.g. VDSR 5) with equal magnitude parameters, our model
showed preferable performance in super resolution recon-
struction task.
1. Introduction
Research in deep learning has made significant progress
in recent years, especially for convolutional neural networ-
ks (CNNs), which have produced many classic models (e.g.
AlexNet) [17, 9, 11, 25, 23, 1]. In contrast to traditional
machine-learning, CNNs based models dont need features
predesigned artificially but extract features directly from
data due to its strong feature learning ability. CNNs have
shown great superiority in image classification, object de-
tection and voice recognition in recent years [17, 10, 7].
Since the emergence of residual learning [9], there is a
consensus that deeper networks have better performance.
Residual Network (ResNet) solves the gradient dispersion
problem [9], which leads researchers to focus on deepening
networks [15, 16, 19, 27, 24, 33, 31]. Although the deeper
network showed superiority in various tasks [19, 33, 31], a
major problem that comes with it is the bloat of the model.
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Figure 1. Super-resolution result on 3 enlargement. PSNR:
VDSR 5 [15] (33.20 dB), Inception [25] (33.37 dB), NTN 16 D
(33.45 dB), NTN 16 (33.61 dB), NTN 32 D (33.64), NTN 32
(33.91), and EDTN (34.06 dB).
It is still a question worth considering about the tradeoff be-
tween performance and model bloat.
Besides expanding the depth of the network or increasi-
ng the feature maps of networks [9, 11], another way to
make the network obtains better capability is extending the
network horizontally (e.g. Inception Model). Each layer of
a Horizontal Expansion Network (HEN) consists of multi-
scale convolution filters. HEN is more suitable for solving
multi-scale problem: small object detection, image inpain-
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Figure 2. Different feature fusion models. (a) Inception model consists of three convolutional filters of different sizes and one max pooling
which shows superiority in image classification and object recognition. (b) DenseNet, the input of each layer includes the output of all
the previous layers of the network. (c) Neural Tree Net, following the structure of the binary tree which each layer consists of several
convolutional filters of different sizes. (d) Reverse Tree Net, the inverse form of neural tree network. (e) Encoder-decoder Tree Net,
combing Neural Tree Net and Reverse Tree Net according to the ideology of auto-encoder network
ting and super resolution reconstruction (SR), because these
tasks require multi-scale information capture capability of
the model. Compared to traditional methods, which scale
data to get multi-scale information [21], HEN obtains multi-
scale information by using multi-scale convolution opera-
tors. However, according to our understanding, the research
of HEN is still at limited.
In this paper, we proposed a new HEN named Neuro-
TreeNet (NTN), as inspired by Random Forest (RF) [18]
and Inception Model (a typical HEN) [25]. The core con-
tent of NTN is tree structure, which means other networks
can convert to NTN by adding tree structure into their ar-
chitecture. Our networks achieved better results in super
resoluteion reconstruction, compared with other lightweight
networks, as illustrated in Fig. 1. The main contributions of
our work are summarized as follows:
(1) Tree structure. We proposed a new method to ex-
plore horizontal expansion network, in which the ideology
of tree was included. The special structure makes full use
of multi-scale information.
(2) Feature fusion and shared feature. Thanks to the
special structure of tree which makes the feature fusion
more flexible compared to other HENs. As Fig. 2 (c) and
(d) shows, each branch of the tree can be thought of as an
independent neural network, which means we could adjust
the richness of features in the final feature fusion by control-
ling the number of nodes in each layer. Another advantage
is that child nodes share the features of the root node, which
is a good strategy for reducing parameters.
(3) Research on the attributes of NTN network. In
this paper, the number of nodes and the location of the tree
in the network and their impact on performance are ex-
plored. Meanwhile, a variable is defined to quantitatively
describe the contribution of each branch to tree model. In
addition, we also discuss two kinds of new combination of
tree model.
2. Related Work
2.1. Horizontal expansion network
In recent years, research on neural networks has been
mainly focused on expanding the depth of model and num-
ber of features [9, 11, 15, 16, 19, 27, 24, 33, 31], but ne-
glecting the investigation of its breadth. Up to now, only In-
ception model is truly a HEN, of which each layer consists
of multiple convolution filters with multi-scale information,
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Figure 3. Branch network of NTN network.
as shows in Fig. 2 (a). Aiming at the problem of parameter
proliferation caused by expansion, the corresponding solu-
tions are proposed in several subsequent Inception variant
models [13, 26, 24]. Although the GoogleNet consisting
of multiple inception models has achieved good results in
various fields such as image classification and object recog-
nition [25], there are still some issues with this model such
as scale solid-fication and inflexible. In addition, the rela-
tionship between network width and model performance of
the GoogleNet has not been investigated.
2.2. Feature fusion methods
For some special tasks (i.e. small object detection), the
use of multi-scale information is critical to the result. Mean-
while, feature fusion is an inevitable process using multi-
scale features [21].
The main feature fusion methods in the field of deep
learning are divided into two categories: multi-network fea-
ture fusion [3, 25, 14] and single network feature fusion
[11, 3]. Multi-network feature fusion is always accompa-
nied by multi-scale features, like Inception Model [25] or
a set of multiple independent networks [3]. Compare to
multi-network feature fusion, the single network feature fu-
sion is mainly used for the fusion of low-dimensional fea-
tures and high-dimensional features, including only single-
scale information, like Dense Network (DenseNet) [11].
As shown in Fig. 2 (b), the DenseNet stacks the fea-
tures of the front layer to the following layers by depth,
the features after stacking will be mixed by convolution
filter. The unique architecture of DenseNet takes full ad-
vantage of each layers features (both low-level and high-
level),accompanied by significant performance improve-
ments. However, two major flaws of DenseNet are: (1)
feature redundancy, repeatedly stacking front layer features
to the following layers; (2) single-scale, not enough to deal
with multi-scale tasks.
2.3. Deep learning for image super resolution
The deep learning method has gradually occupied a
dominant position in the field of SR due to its powerful fea-
ture extraction ability [5, 15, 16, 19, 27, 29, 6].
Since SRCNN [5] defeated other machine learning meth-
ods in SR, more innovative networks have been proposed
to improve the results of super resolution reconstruction.
Compared to SRCNN with only three layers and 64 feature
maps in each layer, the subsequent network either extended
the depth (e.g. VDSR [15]) or raised the number of feature
maps (e.g. DRCN [16]), or eve both (e.g. EDSR [19]).
It is worth recognizing that the reconstruction results have
indeed improved to a certain extent, which also confirms
that the deeper network or network with more feature maps
has better performance. However, none of these models use
multi-scale information and consider horizontal expansion.
We applied our NTN in SR, the VDSR that a type single-
scale network was chosen as our baseline due to its simple
structure and small amount of computation. The applica-
tion of multi-scale convolution and feature fusion makes our
network have stronger feature extraction ability. Compared
with VDSR, our model achieves better results in all scales
with less parameters.
3. Neural Tree Network
We proposed the NTN which introduces the ideology of
Random Forest [18], each neural network can be regarded
as a tree due to the existence of hidden layer units. Some
common problems in HENs, such as scale solidification and
inflexibility were solved by this special structure.
3.1. Tree structure
Tree structure is a well-known data storage structure, and
it is also the core module of RF [18] and Decision Tree (DT)
[4]. The architecture of tree we proposed is more like binary
tree that each parent node has no more than two child nodes.
Considering the limitation of the parameter quantity, other
tree structures are not explored in this paper. We define that
the convolutional size for every node as follows:
SlN = SN−1 + n (1)
SrN = SN−1 (2)
where SlN and S
r
N are left child node convolutional size and
right child node convolution size at layer N respectively, n
is a constant number which we set to 2 in this work. These
definitions ensure that each branch of NTN is unique, mak-
ing NTN more diverse.
Different with single-scale networks, where each layer
performs a convolution operation, our NTN represents a
convolution operation at each node. As shown in Fig. 3,
an NTN can be regarded as a set of deep neural networks
(DNNs):
NTN = {DNN1, DNN2, ..., DNNt} (3)
where tmeans the number of the leaf nodes. NTN can be in-
tegrated with different levels of DNNs for different difficult
3
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Figure 4. NTN architecture for SR.
tasks. Meanwhile, training an NTN is equivalent to train-
ing several DNNs at same time, which will greatly improve
efficiency in some tasks.
Due to the existence of multiple branches, the final fea-
ture fusion for all different scales is inevitable. Different
from the single-scale network feature fusion, the feature fu-
sion of NTN is based on multi-scale network, which greatly
increase the richness of features. Meanwhile, NTN obtains
different degrees of multi-scale features by adjusting the
convolutional size of nodes, which is more flexible than In-
ception Model. Another advantage is that each branch of
NTN learns less features but get better performance after
fusing all features of branches.
In addition, NTN has a unique advantage is feature shar-
ing that solves problems in parameter explosion and feature
redundancy. The feature sharing in NTN is defined as fol-
lows:
F rN = F
l
N = FN−1 ∗WN−1 (4)
F rN+1 = F
r
N ∗W rN (5)
F lN+1 = F
l
N ∗W lN (6)
where F rN and F
l
N are input features of left nodes and right
nodes at layer N respectively, W means the weight of con-
volutional filters.
To verify the performance of our models, we extend the
tree structure to NTN and apply it in SR.
3.2. Branch contribution
As mentioned in previous sections, each branch of the
NTN network can be regarded as an independent network.
The branch network shares features through nodes, and
each network extracts different information from input data.
Thus, each branch network has different contribution to the
entire network.
Contribution of each branch of NTN in feature fusion
was measured through three indicators including PSNR
value, parameter quantity, and the improvement of the re-
ceptive field brought by the branch. Furthermore, to better
understand the quantitative relationship among above indi-
cators, the contribution index (CI) defined as follows was
used.
CIi =
βiPV Ii + λRFIi
ePQIi
(i = 1, 2, 3 · · · ) (7)
βi =
P0 −min(Pi)
P0 − Pi (i = 1, 2, 3 · · · ) (8)
PV Ii =
Pi − [Pi]
P0 − [Pi] (i = 1, 2, 3 · · · ) (9)
RFIi =
Ri
R0
(i = 1, 2, 3 · · · ) (10)
PQIi =
Pqi
Pq0
(i = 1, 2, 3 · · · ) (11)
where PVI, RFI, PQI are the variables to describe PSNR
value, receptive field, parameter quantity of each branch
network, respectively. P0, R0, Pq0 are the whole NTNs’
PSNR value, receptive field, parameter quantity, respec-
tively. Pi, Ri, Pqi are each branch of NTNs’ PSNR value,
receptive field, parameter quantity and we define [] as a
rounding down operation. βi is a parameter for weighting
PVI. We believe that when the performance of the branch
network is close to the NTN network, it is more difficult to
have further promotion, so we set parameter βi as the re-
ward. λ is a hyper-parameter to weighted RFI, we consider
that the PSNR value is of higher importance in the evalua-
tion task, so we set λ value to 0.5.
4
Table 1. The average PSNR/SSIM for scale factor 2, 3 and 4 on datasets Set5, Set14, B100 and Urban 100. Red color indicates the best
performance and blue color indicates the second best performance.
Dataset Scale VDSR 5 Inception NTN 16 D NTN 16 NTN 32 D NTN 32 EDTN
2 36.69/0.9554 36.72/0.9549 36.74/0.9546 36.85/0.9552 36.86/0.9552 36.97/0.9558 37.08/0.9563
Set5 3 32.73/0.9085 32.88/0.9160 32.91/0.9105 32.99/0.9116 33.05/0.9121 33.09/0.9219 33.27/0.9148
4 30.47/0.8627 30.61/0.8660 30.62/0.8659 30.67/0.8672 30.74/0.8659 30.80/0.8698 30.94/0.8724
2 32.47/0.9062 32.52/0.9071 32.53/0.9065 32.62/0.9074 32.57/0.9074 32.72/0.9084 32.75/0.9088
Set14 3 29.32/0.8200 29.41/0.8222 29.42/0.8220 29.48/0.8231 29.50/0.8237 29.58/0.8252 29.64/0.8263
4 27.54/0.7511 27.62/0.7542 27.63/0.7541 27.70/0.7556 27.71/0.7564 27.76/0.7579 27.81/0.7599
2 31.34/0.8882 31.38/0.8894 31.38/0.8888 31.44/0.8897 31.43/0.8898 31.52/0.8905 31.55/0.8914
B100 3 28.37/0.7860 28.42/0.7879 28.43/0.7879 28.47/0.7888 28.49/0.7897 28.53/0.7910 28.58/0.7921
4 26.87/0.7133 26.93/0.7158 26.93/0.7157 26.96/0.7166 26.98/0.7175 27.01/0.7184 27.06/0.7203
2 29.57/0.8961 29.59/0.8967 29.62/0.8966 29.72/ 0.8982 29.70/0.8977 29.97/0.9012 29.94/0.9012
Urban100 3 26.22/0.7978 26.28/0.8002 26.32/0.8010 26.38/0.8027 26.42/0.8038 26.53/0.8070 26.60/0.8092
4 24.44/0.7187 24.51/0.7220 24.55/0.7233 24.58/0.7247 24.62/0.7265 24.69/0.7288 24.77/0.7362
Figure 5. The relationship between PSNR and number of parame-
ters. The results are evaluated on Set5 for 3 enlargement.
3.3. Network architecture for SR
As shown in Fig. 4, the NTN for SR have seven nodes
in tree structure and five layers totally. Our model consists
of one tree structure and two convolutional layers. By the
way, other models can also convert to NTN by adding a
tree structure. The skip connection between the input image
and the output image is preserved, enabling the network to
converge faster [9].
We also have investigated the relationship between the
number of nodes and performance. In addition, the impact
of the position of the tree structure in NTN is also investiga-
ted, see detail in Section 4.3.
3.4. Variant of tree
As we all know, tree has many forms, manly determined
by their branches and nodes, like binary tree, non-binary
tree. When apply the tree structure in deep learning, the
form of tree can be more various (caused by diversity of
convolutional size). In this paper, we mainly discussed two
variants of tree, which are reverse tree and encoder-decoder
tree.
Reverse Tree Network (RTN). Compared with the ordi-
nary tree, of which the number of nodes in each layer is
greater than or equal to the number of nodes in previous
layer, the reverse tree is just the opposite.
As Fig. 2 (d) shows, reverse tree is equivalent to rotat-
ing the ordinary tree 180 degrees. Two parent nodes share
a child node, which means child nodes obtain the sum of
feature from two parent nodes. Different from ordinary tree
which only mixes features once, the reverse tree mixes fea-
tures in each layer. Accordingly, in parameter amount, the
reverse tree is slightly larger than the ordinary tree.
We found that the reverse tree did not show superiority to
ordinary tree in SR. Therefore, the ordinary tree was mainly
discussed in this paper. However, the application of reverse
tree in other fields still worth exploring.
Encoder-decoder Tree Network (EDTN). The encoder-
decoder tree combines the ideology of auto-encoder [34]
and tree structure. As Fig. 2 (e) shows, the encoder-decoder
tree consists one ordinary tree and one reverse tree. In spe-
cific, the ordinary tree is the encoder and reverse tree is
decoder. As with auto-encoder, the ordinary tree encodes
input to feature of the hidden layer and the reverse tree de-
codes the feature from hidden layer to output.
In this work, we only apply encoder-decoder tree to SR,
of which the performance is presented in Section 4.3. The
application of this structure in other fields (e.g. image in-
painting) is still worth exploring.
4. Experimental Results
4.1. Datasets
In SR field, there are many data sets for training model,
including: Set91 [30], 291images [20], DIV2K [28] and Im-
ageNet dataset [22].
To verify the effectiveness of our model fast, Set91 was
used as training set. Training images were split into 41 by
41 patches with stride 41, data augmentation (rotation and
5
Concat
3×3 Max 
pooling
Previous 
layer
3×3 Conv 5×5 Conv1×1 Conv C
o
n
v
C
o
n
v
C
o
n
v
C
o
n
v
 Convolutional 
Layer 1 
3×3×32
 Convolutional 
Layer 3 
3×3×32
 Convolutional 
Layer 2 
3×3×32
 Convolutional 
Layer 5 
5×5×32
 Convolutional 
Layer 4
3×3×32
 Convolutional 
Layer 7 
7×7×32
 Convolutional 
Layer 6 
5×5×32
Filter
concatenation
 Convolutional 
Layer 9
3×3×64
 Convolutional 
Layer 10
3×3×64
 Convolutional 
Layer 2 
5×5×32
 Convolutional 
Layer 1 
3×3×32
 Convolutional 
Layer 4 
7×7×32
 Convolutional 
Layer 3 
5×5×32
 Convolutional 
Layer 5
3×3×64
 Convolutional 
Layer 6 
5×5×64
Filter
concatenation
Filter
concatenation
 Convolutional 
Layer 7
3×3×64
Filter
concatenation
 Convolutional 
Layer 8
3×3×64
 Convolutional 
Layer 9
3×3×64
 Convolutional 
Layer n
3×3×1
 Convolutional 
Layer n
3×3×1
3×3 
convolutions
5×5 
convolutions
5×5 
convolutions
3×3 
convolutions
5×5 
convolutions
7×7 
convolutions
3×3 
convolutions
3×3 
convolutions
3×3 
convolutions
3×3 
convolutions
3×3 
convolutions
5×5 
convolutions
3×3 
convolutions
3×3 
convolutions
3×3 
convolutions
5×5 
convolutions
3×3 
convolutions
3×3 
convolutions
5×5 
convolutions
5×5 
convolutions
3×3 
convolutions
7×7 
convolutions
5×5 
convolutions
3×3 
convolutions
Conv
Layer
1
(3×3)
Conv
Layer
2
(5×5)
Conv
Layer
4
(7×7)
Conv
Layer 
3
(5×5)
Conv
Layer 5
(3×3)
Conv 
Layer 6
(5×5)
Conv
Layer 7
(3×3)
Conv
Layer 8
(3×3)
Conv
Layer 8
(3×3)
Conv
Layer n
(3×3)
Conv
3×3
Conv
3×3
Conv
5×5
Conv
3×3
Conv
5×5
Conv
7×7
Conv
5×5
Conv
1×1
Conv
3×3
Conv
3×3
3×3 
convolutions
7×7 
convolutions
3×3 
convolutions
3×3 
convolutions
Filter
concatenation
Filter
concatenation
Filter
concatenation
5×5 
convolutions
3×3 
convolutions
3×3 
convolutions
Conv
Layer
2
(3×3)
Conv
Layer
1
(5×5)
Conv
Layer
4
(7×7)
Conv
Layer 
5
(3×3)
Conv
Layer 8
(3×3)
Conv
Layer 10
(3×3)
Conv
Layer 11
(3×3)
Conv
Layer n
(3×3)
Conv
Layer
3
(3×3)
Conv
Layer 
6
(3×3)
Conv
Layer 
7
(3×3)
Conv
Layer 9
(3×3)
Filter
concatenation
3×3 
convolutions
Filter
concatenation
3×3 
convolutions
Filter
concatenation
3×3 
convolutions
Model
Concat
1×1 Conv
3×3 Conv
3×3 Conv
3
3
3 5
3 5 5 7
5
5 7
5 7 7 9
3
3
3 5
3 5 5 7
5
5 7
5 7 7
3
3
3 5
3 5 5 7
5
5 7
5 7
3
3
3 5
3 5 5 7
5
5 7
5
3
3
3 5
3 5 5 7
5
5 7
3
3
3 5
3 5 5
5
5 7
3
3
3 5
3 5
5
5 7
3
3
3 5
3
5
5 7
3
3
3 5
5
5 7
3
3
3 5
5
5
3
3
3 5
5
3
3 5
 Convolutional 
Layer 8
3×3×64
3
3
3
5
Filter
concatenation
3×3 max 
pooling
Previous layer
3×3 
convolutions
5×5 
convolutions
1×1 
convolutions
c
o
n
v
o
l
u
t
i
o
n
s
c
o
n
v
o
l
u
t
i
o
n
s
c
o
n
v
o
l
u
t
i
o
n
s
c
o
n
v
o
l
u
t
i
o
n
s
3×3 Conv
5×5 Conv
5×5 Conv
3×3 Conv
5×5 Conv
7×7 Conv
3×3 Conv
3×3 Conv
3×3 Conv
3×3 Conv
3×3 Conv
5×5 Conv
c
o
n
v
o
l
u
t
i
o
n
s
VDSR_5
NTN_16_D
Inception_5
NTN_16
NTN_32
NTN_32_D
Encoder-decoder tree
3×3 Conv
5×5 Conv3×3 Conv
5×5 Conv3×3 Conv 7×7 Conv5×5 Conv
5×5 Conv3×3 Conv 7×7 Conv5×5 Conv
3×3 Conv 5×5 Conv
3×3 Conv
Concat Concat
Concat
3×3 Conv
5×5 Conv3×3 Conv
5×5 Conv3×3 Conv 7×7 Conv5×5 Conv
3×3 Conv 5×5 Conv
3×3 Conv
Concat Concat
Concat
(a) (b) (c)
(d) (e)
(1) (2) (3) (4) (5) (6) (7) (8)
(9) (13)(10) (11) (12)
（a）Test Scale Factor 2 （b）Test Scale Factor 3 （c）Test Scale Factor 4
(4) Branch_4
(f) NTN_32_D (g) NTN_32 (h) EDTN
(e) NTN_16
(b) VDSR_5
(a) HR
(c)  Inception (d) NTN_16_D
(b) VDSR_5 (c)  Inception (d) NTN_16_D
(e) NTN_16 (f) NTN_32_D (g) NTN_32 (h) EDTN
(a) Input_image
(3) Branch_3(2) Branch_2(1) Branch_1
Figure 6. Sample of activation maps from the output of our tree structures and corresponding activation maps from VDSR 5 and Inception.
flip) was used to increase the number of samples. Besides,
same as in VDSR, we also contain all scale images in the
training set for accelerating training.
For testing, we use four datasets which are often used for
SR, including: Set5 [2], Set14 [32], B100 [29], and Urban
100 [12]. Specifically, Set5, Set14, and B100 consist of
natural scenes, while Urban100 contains urban scenes.
4.2. Implementation details
In our NTN, the number of filters is set to 32 and 64 in
tree structure and following convolution layers respectively,
and the number of filters in the last layer is 1. All filter
sizes are set to 3 except for the tree structure. In RTN, the
number of filters in all convolutional layers is 64 except the
first layer is 32 and last layer is 1. All convolutional layers
are followed by rectified linear units (ReLu). The weights
initialization follows He et al [8].
The hyperparameters setting for training are as follows:
the learning rate is initialized to 0.1 for all layers and decre-
ase by a factor of 10 for every 20 epochs for total 80 epochs.
For optimization, we use SGD with momentum to 0.9 and
weight decay to 1e-4. All experiments were conducted us-
ing Pytorch on NVIDIA TITAN X GPUs.
4.3. Model analysis
Performance analysis. To demonstrate the effectivene-ss
of our tree models, we constructed a series of lightweight
NTNs and its derivative network with five layers. VDSR
reduced to five layers (VDSR 5) without changing other
structures was considered baseline correspondingly. In ad-
dition, another network based on Inception model was con-
structed for SR which contained two Inception module and
five layers totally. In this experiment, seven models were
conducted, including VDSR 5, Inception, NTN 32 (32
feature maps), NTN 32 D (dilated convolution), NTN 16
(16 feature maps), NTN 16 D (dilated convolution), and
EDTN.
Compared with the traditional single-scale neural net-
work represented by VDSR 5, the multi-scale informa-tion
brought by HEN effectively improved the network perfor-
mance (Table 1.). Inception model (a typical HEN) outper-
forms VDSR 5 at all scales on four test datasets. Benefit
from the richer feature information brought by the special
structure, the NTN and its derived network have achieved
better performance than Inception. For 2 enlargement in
Set5, NTN 32 achieves 36.97 dB which better 0.25 dB than
Inception. For 3 and 4 enlargement, NTN 32 also better
0.21 dB, 0.19 dB than Inception respectively. In all mod-
els, EDTN achieved the best performance. Compared to
NTN 32, for 2, 3 and 4 enlargement, EDTN better 0.11
dB, 0.18 dB, 0.14dB than NTN 32 respectively. The results
show that the richer multi-scale information brought by our
tree model and the more effective feature utilization form
can improve the performance of the network effectively.
Number of parameters. Compared to VDSR 5, the
NTN 32 are slightly larger in parameters. To reduce our
models parameters without changing the architecture, di-
lated convolution was introduced to replace the ordinary
convolution in tree structure (e.g. NTN 32 D). Reducing
the feature maps in tree structure (e.g. NTN 16) was also
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Figure 7. The architecture of thirteen NTNs. Thirteen models share the same network frame, as shown on the left side. The value shown in
the circle is the size of the filters.
Table 2. Contribution of each branch to NTN. The PSNR and CI
are evaluated on Set5 for 3 enlargement.
PSNR Receptive field Parameters CI
Branch 1 32.74 11 37728 0.83
Branch 2 32.89 13 54112 1.38
Branch 3 32.94 15 70496 1.68
Branch 4 32.99 17 95027 2.24
NTN 32 33.09 17 191328
discussed.
As Fig. 5 shows, the NTN 32 gets 33.09 dB which bet-
ter 0.04 dB than NTN 32 D and NTN 16 better 0.08 than
NTN 16 D. It is worth noting that although the dilated con-
volution does not change the receptive field and structure of
NTN, it will reduce the performance to certain extent. Re-
sults show that model parameters of NTN 32 D, NTN 16,
NTN 16 D are only 91%, 70%, 50% of VDSR 5. The cor-
responding PSNR of these models is higher than VDSR 5
0.32dB, 0.26dB, 0.18dB. Besides, the EDTN achieved the
highest PSNR value, but its parameter amount is only 91%
of NTN 32. These results demonstrate that our tree struc-
ture makes full use of multi-scale information to reduce pa-
rameters while improving performance.
To further compare the differences at feature level among
seven models, the activation maps of NTN after feature fu-
sion and corresponding activation maps of VDSR 5 and
Inception were extracted. Fig. 6 shows that the activa-
tion maps of VDSR 5 have distortions and missing details,
while the introduction of multi-scale information can alle-
viate the distortion to a certain extent, making the activation
maps more delicate.
Nodes analysis. To further investigate the relationship be-
Figure 8. Nodes vs performance. Evaluating on Set5 for 3 enlarge-
ment.
tween the nodes and performance of tree, thirteen NTNs
were designed which the nodes of tree are from three to fif-
teen correspondingly. The Fig. 7 shows the architecture of
all these models.
As illustrated in Fig. 8, the general trend is that per-
formance improves with the number of nodes and param-
eters increases. However, we note that the improvement
is mainly concentrated on the first five models. Subse-
quent model performance has not been significantly im-
proved with the dramatic increase in the number of param-
eters. Thus, from the perspective of streamlined model and
performance, the fifth model which has seven nodes is a
good choice.
Tree position. Ordinary super-resolution reconstruction
network consists of three parts: feature extraction (up lay-
ers), feature mapping (mid layers) and reconstruction (last
layers). To explore the relationship between the position of
7
Figure 9. The tree position analysis in Set5 dataset for 3 enlarge-
ment.
tree in NTN (as different parts of network) and performance
of model, we put the tree structure in up, middle and bottom
of NTN which has 8 layers totally for comparison.
As Fig. 9 shows, the performance difference between the
tree structure in middle of NTN and bottom of NTN is not
obvious, which better 0.13 dB, 0.09dB than tree structure in
up of NTN for 2enlargement respectively. Thus, we recom-
mend to place the tree structure in the middle or bottom of
the higher performance.
Branch contribution analysis. As described in Section 3.2
a complete NTN can be viewed as a collection of multi-
ple branch networks, where different branch networks con-
tribute different degrees to overall performance. Therefore,
we evaluate each branch contribution for NTN 32.
As Table 2. shows, the performance of branch networks
is lower than that of a complete NTN network. Branch 4 has
the largest receptive field and obtains the best performance.
However, its parameter quantity does not have a larger in-
crease than that of branch 3. At the same time, a certain
performance improvement has been achieved at more dif-
ficult level (closer to NTN). Subjectively, it is considered
that the contribution of the branch 4 to the whole network
is the highest, which is consistent with the CI results, indi-
cating that the evaluation method proposed in this paper has
certain rationality.
5. Conclusion
In this work, we have proposed a new method to explore
horizontal expansion network named NTN, which solve the
common problem of HEN through the special strategy of
feature sharing. We have explored some properties of NTN
and presented a new form of application of the NTN struc-
ture which achieved preferable performance in SR. Besides,
a new metric (CI) was defined to measure the contribution
of branch networks to NTN, which is instructive to design
complex tree networks in the future. The results show that
the NTN and its derivative network make full use of multi-
scale feature information, which effectively enhances the
feature representation ability of the model.
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