Typing is one of the basic and prevalent activities in human machine interaction. John (1988 John ( , 1996 proposed a PERT (Project-Evaluation-Research-Technique)-based model called TYPIST, which modeled 21 of the 31 behavioral phenomena in transcription typing (Salthouse, 1986 (Salthouse, , 1987 Gentner, 1983) . However, TYPIST can only analyze the typing phenomena along the time dimension; it can not model error and eye movement of typing. Based on the queuing network theory of human performance (Liu, 1996 (Liu, , 1997 and current discoveries in brain and cognitive sciences, this paper proposes a queuing network model of typing which successfully modeled not only all the 21 phenomena modeled by TYPIST, but also 13 additional phenomena in transcription typing including 5 typing error phenomena, 3 eye movement phenomena and 2 brain imaging phenomena. Further developments of the queuing network model in modeling typing and other tasks, and its value in proactive ergonomic design of typing interfaces are discussed.
INTRODUCTION
Despite the popularity of speech recognition and handwriting systems, typing is still one of the major activities in human-computer interaction (John, 1989) . Theoretically, transcription typing involves an intricate and complex interaction of perceptual, cognitive, and motoric processes (Salthouse, 1986) . Numerous studies in psychology (Salthouse, 1985 (Salthouse, , 1986 (Salthouse, , 1987 , human factors (John, 1989 (John, , 1996 , and neural science (Gordon & Soechting, 1995) have been conducted to quantify transcription typing behavior and explore its underlying mechanisms. Salthouse (1986) reviewed the majority of these studies and summarized 29 phenomena in transcription typing (referred to as the Salthouse phenomena in this article).
Several qualitative and quantitative models have been proposed to analyze the complex behavior of transcription typing (Rumelhart & Norman, 1982; Salthouse, 1986; John, 1988 John, , 1996 . TYPIST (John, 1988 (John, , 1996 is thus far the most extensive computational model of transcription tying, which covered 19 of the 29 Salthouse phenomena and 2 additional phenomena found by Gentner (1983) and Salthouse & Saults (1987) . TYPIST mainly used the Project Evaluation and Research Technique (PERT) method of scheduling to quantify the parallel activities of typing performed by the three perceptual, cognitive, and motor processors in Model Human Processor (MHP) (Card, et al. 1986 ). TYPIST represents a major advancement in transcription typing modeling; it appears to have, however, two major limitations: 1) It analyzes typing behavior only from the dimension of performance time with no coverage of typing error and eye movement. 2) In modeling each phenomenon, researchers must draw a phenomenon-specific complex scheduling chart, either manually or using a specific software program.
To overcome the two limitation of TYPIST, this paper describes a queuing network model of transcription typing. It captures the nature of transcription typing as a parallel process-the typist looks ahead at the words on transcription/display while executing the motor responses for the current letters (John, 1989) , analyzes time and error simultaneously with the same underlying cognitive structure, and generates typing behavior as observable behavioral manifestations of the underlying cognitive model at work without drawing any scheduling charts.
More specifically, the model is based on the queuing network modeling approach proposed by Liu (1996 Liu ( , 1997 , which has successfully integrated a large number of mathematical models in response time (Liu, 1996) and in multitask performance (Liu, 1997) . A queuing network modeling architecture called the Queuing Network -Model Human Processor (QN-MHP) has been developed and used to generate behavior in real time (Liu, Feyen and Tsimhoni, 2004) , including simple and choice reaction time (Feyen and Liu, 2001 ) and driver performance (Tsimhoni and Liu, 2003) . The simulation model is easy to use and is implemented with Promodel ® , one of the most popular simulation software programs in industry. This paper extends QN-MHP by strengthening its phonological loop, long term memory, and motor sub-network. The extended QN-MHP successfully modeled 34 behavioral and brain imaging phenomena in transcription typing while overcoming the two shortcomings of TYPIST, among which 3 of the behavioral phenomena and 1 typing error phenomenon are described in this paper in detail.
MODEL DESCRIPTION

Major Assumptions
The general queuing network structure of human information processing shown in Figure 1 was developed on the basis of neuroscience and psychological findings regarding brain areas and their functions (Roland, 1993; Bear & Connor, 2001 ; see Table 1 ). Servers represent different brain areas with distinct psychological functions. Information to be processed by these servers is regarded as the entities or customers of the network (Feifel, 1999) . Cognitive performance is the outcome of these entities traversing the network, while receiving and competing for service at the various servers. The servers and routings related to the transcription typing were specified within this general structure according to an fMRI study (Gordon & Soechting, 1995) and result of learning process of the current model (Wu & Liu, 2004a ) (see solid arrow in Figure 1 ). In addition, to simulate the secondary task of a tone-pedal pressing, an additional route was identified in the network (Jürgens 2002 , see dotted arrow in Figure 1 ). The tactile information for error detection in typing was delivered from the hands to SMA via spinal cord and S1 area (Sadato et al. 1995; Gordon & Soechting, 1995 ; see gray arrow in Figure 1) . Figure 1 . The general structure of the queuing network model (QN-MHP) with routes and servers involved in well-learned transcription typing tasks highlighted (server names, major functions and corresponding brain structures are shown in Table 1 
Processing Logic of the Servers
The processing logic of a server specifies the psychological functions of the server and the method to accomplish these functions, a sample of which is described below as illustrations. Eye: visual sampling. (Capacity: Infinite) There are three processes in visual sampling: eye fixation to acquire new information, eye waiting for hand to catch up, and eye movement (50 ms). Saccade size (i.e., the number of letters between two fixation points) is determined by preview window size, word length and chunk size.
Vsen: visual sensory memory and perception. (Capacity: 17 letters, Card et. al 1986) It is the server where visual sensory memory, encoding from visual to phonological representation (grouping several letters into one chunk), and visual perception occur. 1) The chunk size (the number of letters in a chunk) is depending on the familiarity of words and preview window size: a) in typing normal text without limited preview window size, the chunk size equal to the saccade size. The number of chunks for each word (N vsen Heathcote et al. 2000) ; N BG : number of diagrams (letter pairs excluding the space key) processed by server BG which is implemented as a matrix of diagram frequency in the model.
The letters in each motor program is determined by the letters in each chunk routed from Pho server. In addition, it is assumed that 10% of the letters in the motor program are not in the right order and 0.1% of the letters in the motor program will be retrieved as wrong letters. SMA: motor program assembly, error detection & bimanual coordination. (Capacity: 2 letters) 1) Motor program assembling: the sequence of the entities in the word is reordered to secure that the words typed will be in the right order with the processing time 188 ms (Romero et al. 2000) . 2) Error detection: via the routes in Figure 1 (gray arrow), the tactile information was delivered to SMA which compares the keystroke typed with the expected keystroke to detect the type error. 3) Bimanual coordination: SMA can couple the movement of the two hands via optimizing cross-hand error prevention parameter (EPD, see processing logic of the hand server) which trades off speed and error repairing time by Monte Carlo simulation in learning process: Tanaka (1994) . 3) Force variation of fingers also follows normal distribution according to Li et al. (2001) .
Besides the servers above, the parameters of the other server used in the concurrent tasks of audio-foot pedal pressing while typing are: 1) Ear (capacity: ∞) to convert sound waves to neuron signal with processing time 10 ms. 2) Asen (Capacity: 5 entities of tones, Card, et al. 1986 ) to perceive the tone and storage the auditory sensory information with processing time 50 ms (Card, et al. 1986 ). 3) CE (Capacity: 3 chunks, Liu, 1997) 
Implementation of Model Input
The text to be typed by the model was selected from the same text source of Salthouse's study (1985, 1987) : NelsonDenny Reading Test. A total of 10,000 letters were selected from the test excluding the text of comprehension questions and vocabulary test. A Visual Basic program was developed to code the text into numbers serving as the input to the model in the well-learned situations.
SIMULATION IMPLEMENATION AND RESULTS
Basic Phenomena
Phenomenon 5. The rate of typing is slowed (interkey time equals 454 ms) as the material approaches random.
The chunk size at Pho server and motor program size at BG server equals 1 for the text with random letters. For the same amount of text, the smaller the size of chunk and motor program, the greater number of chunks and motor programs, and the longer time spent in perceiving letters and retrieving of motor programs. The simulated interkey time of random sequences of letters is 472 ms with estimation error 3.9% (|Y-X|/X*100%, Y: simulation result; X: experiment result).
Phenomenon 8. Letter pairs that occur more frequently in normal language are typed faster than less frequent pairs.
Based on the learning process of BG server and the updating of the matrix of diagram frequency at procedural LTPM server, the interkey time of letter pairs excluding spaces with frequency higher than 3.5% is significantly lower than that of letter pairs with frequency lower than 0.1% (p<.05). This basic phenomenon was not simulated by TYPIST (1988 TYPIST ( , 1996 . Phenomenon 12. A concurrent task does not affect typing
As can be seen in Figure 1 , the model simulated the dual tasks with entities processed in the 2 routes. Because the entities of the secondary task (tone-pedal pressing) usually arrived at servers later than the entities of the primary task (transcription typing) and the servers follow FIFS (first in first serve) policy, the processing of the entities of the secondary task will be postponed. Therefore, the performance of typing will not be impaired greatly but the reaction time of pedal pressing increased. Table 2 summarized the simulation results of the model with the average estimation error 3.1%. Simulation results of other basic phenomena. The simulation results of the other 7 basic phenomena were listed in Table 3 . Table 3 . Simulation results of the other 7 basic phenomena Basic Phenomena (Salthouse, 1986) Simulation Results (Estimation Error) 1. Typing (interkey time 177 ms) is faster than choice reaction time (560 ms 
Phenomena in Typing Error
Phenomenon 22. 80% of transposition errors are occurred cross-hand At the starting stage of the learning process, EPD in the model is a random number in the range of 0-400 ms. During the learning process, the value of EPD is updated after typing every 50 letters with a better value of EPD generating a greater value of Y (Equation 4). The optimal EPD is around 108 ms after the learning process. 19 transposition errors were found in the 10,000 letters typed after the model finished its learning process. Among the 19 errors, 8 of them were created by the insufficient waiting time of the two hands. Among the other 11 transposition errors which were caused by perceptual confusion and failure to preserve sequence in memory (Pho and LTPM server), 8 of them were cross-hand. Therefore, the 84.2% ((8+8)/19=.842) of the transposition errors are typed by the alternative hands with estimation error 5.3%.
Based on the movement distance and force variation at the hand server, Table 4 listed the other error phenomena simulated. All of the 5 typing error phenomena were not modeled by TYPIST (1988 TYPIST ( , 1996 . Table 4 . Simulation results of the other 4 typing error phenomena Phenomena in Typing Error (Salthouse, 1986) Simulation 
Phenomena in Eye Movement
Based on the processing logic of eye server the model also modeled 3 phenomena in eye movement (see Table 5 ). Table 5 . Simulation results of 3 eye movement phenomena Phenomena in Eye Movement (Inhoff & Wang, 1992; Rayner, 1998) Simulation Results (Estimation Error) 32. Gaze time per letter decreased with enlarging of preview window size (win) e.g. 165 ms (win=3), 160 ms (win=5) 204 ms (win=3) 136 ms (win=5) (10.6%) 33. The mean saccade size is about 4 letters 3 letters (25%) 34. Fixation duration is around 400 ms 405 ms (1.3%)
Summary of Phenomena Simulated by Current Model
Adding the 14 behavioral phenomena and the 2 brain imagining phenomena simulated by the same model (Wu & Liu, 2004a) , overall, the extended model of QN-MHP simulated 34 phenomena (average estimation error 9.6%) with higher estimation accuracy than TYPIST (average estimation error 21.3%).
DISCUSSION
In summary, QN-MHP successfully modeled 34 phenomena in transcription typing including all the 21 phenomena covered by TYPIST. The 13 additional phenomena not covered by the TYPIST include 5 typing error phenomena, 3 eye movement phenomena, 2 brain imaging phenomena, 2 phenomena in skill effects, and 1 basic behavioral phenomenon. Each typing phenomenon is modeled as an outcome of the actions of the servers providing service to arriving information, with no need to draw complex scheduling charts.
We are extending the model to cover a broader range of tasks, e.g., the Psychological Refractory Period-PRP (Wu & Liu, 2004b) . Our comprehensive computational model of transcription typing offers not only theoretical insights to typing performance, but is a step toward developing proactive ergonomic design and analysis tools for typing interface design.
