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A GENERALISATION OF THE
CAUCHY-KOVALEVSKAIA THEOREM
MAURICIO GARAY
Abstract. We prove that time evolution of a linear analytic ini-
tial value problem leads to sectorial holomorphic solutions in time.
1. Introduction
Among the class of systems of partial differential equations, evo-
lutionary ones form a minority. They are nevertheless of considerable
importance because they describe time evolution of physical data. This
can already be seen for ordinary differential equations where, among
differential equations, vector fields deserve a particular attention. The
aim of this paper is to prove that evolutionary linear partial differential
systems always admit sectorial analytic solutions, where the width of
the sector depends on the regularity of the initial condition.
Before stating our main theorem, let us recall the results obtained
by Kovalevska¨ıa in her thesis [24] (see also [1] for historical aspects).
We consider the vector space Cn with coordinates z1, . . . , zn and let
On be the algebra of germs of holomorphic functions at 0 ∈ C
n (series
in z1, . . . , zn which are analytic in some neighbourhood of the origin).
We put
∂I := ∂i1z1∂
i2
z2 . . . ∂
in
zn, I = (i1, . . . , in)
and define the order σ(I) of the operator ∂I as the sum of the coordi-
nates of the vector I ∈ Nn:
σ(I) := i1 + · · ·+ in.
An evolution equation of order s is a partial differential equation of the
form
∂tx = F (x, ∂
I1
z x, . . . , ∂
Ik
z x), σ(Ij) ≤ s, x = (x1, . . . , xm), z = (z1, . . . , zn)
with some initial condition x(t = 0, ·) = x0, where F is a polynomial
mapping.
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Kovalevska¨ıa proved that the formal solution to such an initial value
problem:
x(t, ·) :=
∑
k≥0
xkt
k, xk ∈ O
m
n
exists and is unique. Then she proceeded to the analytic properties
of time evolution. For s = 1, she showed that the formal solution
is holomorphic, in any sufficient small neighbourhood of the origin in
Cn+1. A result now called the Cauchy-Kovalevska¨ıa theorem. For s = 2,
Kovalevska¨ıa considered the particular case of the one dimensional heat
equation and discovered that the formal solution might be divergent.
To state Kovalevska¨ıa’s heat equation theorem, it is convenient to
introduce the space Gsn of class s Gevrey series in n variables [11, 12].
These are formal power series:∑
I∈Nn
aIz
I ∈ C[[z]]
such that ∑
I∈Nn
aI
zI
(σ(I)!)s−1
is convergent in a sufficiently small neighbourhood of the origin. For
s = 1, Gevrey series are just analytic series, for s < 1 these are entire
functions and for s > 1 these are divergent power series.
Theorem 1.1 ([24]). The formal solution to the one dimensional heat
equation
∂tx = ∂zzx, x(t = 0,−) = x0, x0 ∈ G
s
1
1) is a Gevrey class 2 series;
2) has a unique holomorphic solution if x0 ∈ G
1/2
1 ;
3) is divergent if x0 /∈ G
1/2
1 .
Time evolution for the heat equation theorem became a classical
subject and was treated in details in Hadamard’s lectures on partial
differential equations [15].
In the eighties’, Ouchi made an important step further, when he dis-
covered that the divergent series associated to time evolution of a single
linear partial differential equation are in fact asymptotic expansions of
sectorial solutions [22]. We will extend the results of Kovalevska¨ıa
thesis and Ouchi’s theorem to arbitrary systems of linear partial dif-
ferential equations.
2. Statement of the theorem
According to the Kovalevska¨ıa heat equation theorem, formal solu-
tions will not be analytic in general. So we must look for sectorial
holomorphic solutions. Let us clarify this notion.
A GENERALISATION OF THE CAUCHY-KOVALEVSKAIA THEOREM 3
By sector of width α ∈ [−∞,+∞], we mean a subset of the form:
Σ := {z ∈ Cn : |zi| ≤ r; | arg zi − θi| ≤
α
2
}
for some direction θ = (θ1, . . . , θn) ∈ (S
1)n and some radius r > 0. If
the width is negative or infinite the condition on the angle is empty
and the sector Σ is just a neighbourhood of the origin.
We denote by Dn(r) ⊂ C
n the polydisk:
Dn(r) := {z ∈ C
n : |zi| ≤ r, i = 1, . . . , n}
and by D∗n(r) ⊂ C the ”pointed polydisk”:
Dn(r)
∗ := {z ∈ (C∗)n : |zi| ≤ r, i = 1, . . . , n}
We denote by Gαn(θ) the algebra of functions which are holomorphic
in an open subset containing some pointed polydisk of radius r and
which admit an asymptotic expansion of Gevrey class α inside any
sector Σ of width less than pi/(α− 1), direction θ and radius r.
For instance the function e−1/t belongs to G21(0) which means that
for any sector Σ contained in the half plane
{t ∈ C,Re t > 0}
the asympotic expansion of e−1/t is of Gevrey class 2. This is indeed the
case since it is equal to zero. Note that there is a map which associates
to such a function its asymptotic expansion
Gαn(θ) −→ G
α
n
and that it is not injective unless α ≤ 1.
Our theorem on time evolution requires some non-degeneracy con-
dition. We say that a linear partial differential operator of order s is
non-degenerate, if after a change of variables, it can be written in the
form:
∂szn −
∑
σ(I)<s
AI∂
I
z , A ∈M(m,G
α
n(θ)).
Here M(m,R) stands for m×m matrices with entries in the ring R for
some positive integer m.
When α = 1, for such a partial differential operator, the Cauchy-
Kovalevska¨ıa theorem shows that there is a unique holomorphic solu-
tion with initial data
x(−, zn = 0) = x0, . . . , ∂
s
znx(−, zn = 0) = xs.
For instance, an initial value problem of the form
∂2zx = ∂tx, x(z = 0,−) = x0, ∂zx(z = 0,−) = x1
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can be reduced to a system of order 1 :{
∂zx = y
∂zy = ∂tx
with x(t = 0,−) = x0, y(t = 0,−) = x1. Therefore by Cauchy-
Kovalevska¨ıa theorem, it admits a unique holomorphic solution. This
is of minor interest for us, since we are interested in time evolution and
not in spatial evolution. The main result of this paper is the:
Theorem 2.1. Let
∑
σ(I)≤s AI∂
I
zx be a non-degenerate linear operator
with AI ∈M(m,G
α
n(θ)) for some direction θ. The initial value problem
∂tx =
∑
σ(I)≤s
AI∂
I
zx, x0 := x(t = 0,−) ∈ (G
α
n(θ))
m
admits solutions x ∈ Gαs1 (θ
′)⊗ˆGαn(θ) for any θ
′ ∈ S1.
In the statement of the theorem we used a topological tensor product
which can simply be understood as the space of functions in some
pointed polydiskDn+1(r)
∗ which have asymptotic expansions of Gevrey
class αs (resp. α) in the t variable (resp. z variable) inside the sector
Σ′ (resp. Σ). For more details on topological tensor products see [14].
Example 2.2. Consider the Kovalevska¨ıa example:
∂tx = ∂
2
zx, x(t = 0,−) =
1
1− z
.
Here α = 1, s = 2 so that Σ is of the form
Σ = Σ1 ×D2(r)
where Σ1 is a sector of width pi, that is, a half plane. There exists a
function
x(t, z) : {(t, z) ∈ D2(r) : Re t > 0} −→ C
which satisfies our initial value problem. We shall give examples of
such functions in the next section. In real analysis, the solution of
the heat equation in the circle can be solved by Fourier series and the
flow is only defined for positive time. The situation is here completely
different, since it admits solutions both for positive and negative time.
Corollary 2.3. There is a unique holomorphic solution to an initial
value problem of the form
∂tx =
∑
σ(I)≤s
AI∂
I
zx, x0 := x(t = 0,−) ∈
(
G1/sn
)m
, AI ∈M(m,G
1/s
n ).
For the heat equation (m = n = 1, s = 2), we recover Kovalevska¨ıa’s
theorem (except for the statement on the divergence of the solution,
which is discussed in the appendix). The proof of Theorem 2.1 is based
on a generalisation of Cauchy’s me´thode des majorantes to general flows
in infinite dimensional spaces.
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3. Formal evolution
We start with the definition of formal evolution. In the linear case,
this is quite obvious. Let E be a vector space over a field k and
L : E −→ E
a linear map. We denote by E[[t]] := k[[t]]⊗ˆE the vector space of
formal power series with coefficients in E:∑
n≥0
tn ⊗ an,
that is the projective limit of the vector space k[[t]]/(tn)⊗k E.
The map L induces a map id ⊗ L on E[[t]]:
(id ⊗ L) (
∑
n≥0
tn ⊗ an) =
∑
n≥0
tn ⊗ L(an).
We abuse notation and write L for id⊗L. Similarly, we write ∂t instead
of ∂t⊗ Id . We also identify E with the subspace 1⊗E ⊂ E[[t]]. If the
field k is of characteristic zero then the exponential is well-defined and
et⊗Lx0 is the unique solution to the initial value problem
∂tx = Lx, x(t = 0,−) = x0.
The operator etL is called the time evolution of the operator L.
In order to extend this definition of evolution to non-linear operators,
we first construct the Lie derivative. So let E, F be locally convex
vector spaces and let U ⊂ E denote an open subset.
A mapping
f : E ⊃ U −→ F,
is called Gaˆteaux differentiable at a point x ∈ U , if for any ξ ∈ E, the
following limits exists
Df(x)ξ := lim
t7→0
f(x+ tξ)− f(x)
t
.
Let
f : E −→ F, X : E −→ E
be Gaˆteaux differentiable mappings between locally convex spaces. The
Lie derivative of f along X is defined by
f 7→ Df(x)X(x).
We would like to find some vector space which is stable under the Lie
derivative. In finite dimensional differential geometry, one may choose
the space of C∞ function but these are difficult to handle in the infinite
dimensional context, for general locally convex spaces. Therefore, we
now assume that k = C and consider the space of holomorphic maps
from E to F , denoted H(E, F ). These are defined as follows:
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Definition 3.1. A mapping f : E ⊃ U −→ F is called holomorphic
if it satisfies the following two conditions:
i) it is continuous,
ii) for any continuous linear mappings j : C −→ E, pi : F −→ C the
map pi ◦ f ◦ j is holomorphic.
For instance, a linear mapping is holomorphic if and only if it is
continuous. Like in the finite dimensional case, holomorphic functions
in infinitely many variables are convergent analytic power series (see
[7] for more details).
The elements of H(U,E) are called holomorphic vector fields in U .
By contracting the differential with a vector field X ∈ H(U,E), we
define the Lie derivative
LX : H(U,E) −→ H(U, F ), f 7→ [x 7→ Df(x)X(x)]
for general locally convex spaces. As the Lie derivative is linear map,
we constructed in this way the derivation associated to a vector field
in the infinite dimensional context.
The map
LX : E˜ −→ F˜ , E˜ = H(U,E), F˜ = H(U, F )
being linear, we can consider the time evolution of any function. Now
in the particular case E = F , we may consider the time evolution of
the identity mapping. This defines in turn time evolution for general
vector fields:
Definition 3.2. The formal flow of a holomorphic vector field X ∈
H(U,E) at x0 is the evaluation of the map e
tLX Id at x0, where LX is
the Lie derivative along X.
Note that by construction the flow is a solution of the differential
equation
dx
dt
= (LXId )(x) = X(x).
Example 3.3. Consider the inviscid Burgers equation:
∂tx = x∂zx, x(t = 0, ·) = x0.
Denote by C{z} the vector space of convergent power series in one
variable z, it has a natural topology (see e.g. [13]). The vector field
associated to our initial value problem is
C{z} −→ C{z}, x 7→ x∂zx.
The Lie derivative
L : H(C{z}) −→ H(C{z}), [x 7→ f(x)] 7→ [x 7→ Df(x)x∂zx]
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is linear and therefore admits a unique formal time evolution. Compu-
tation of time evolution up to order 2 gives:
(et⊗LId )x = x+ tx∂zx+
t2
2
(
2x (∂zx)
2 + x2∂2zx
)
+ o(t2).
In simple words, the possibility to define differential calculus in the
space of holomorphic functions H(C{z}) allows us to define formal
flows like for the finite dimensional spaces. This explains the unicity
of the formal solution to initial value problems.
4. Generalisation of the heat equation theorem
We proceed to the Gevrey properties of formal solutions and first
recall Borel resummation procedure [4] (see also [2, 18]). Gevrey diver-
gent series can be considered as asymptotic expansions of exponential
integrals. For instance, the relation
1
t
∫ +∞
0
e−
ξ
t ξkdξ = k!tk.
shows that for any polynomial, we get:∫ +∞
0
e−
ξ
t
(
n∑
k=0
akξ
k
)
dξ =
n∑
k=0
k!akt
k.
More generally, if we consider a function
ξ 7→ y(ξ) =
∑
k≥0
akξ
k
holomorphic in a neighbourhood of the real line which has at most
exponential growth, then
x(t) =
1
t
∫ +∞
0
e−
ξ
t y(ξ)dξ
is a holomorphic function whose asymptotic expansion at the origin is:∑
k≥0
k!akt
k.
The real line can of course be replaced by any closed curve which starts
from 0 and does not come back to it, for instance a real segment [0, r].
But along the real positive half-line, if the integrand is well-defined
and decreases exponentially then the associated integral transformation
maps the ring Dt of partial differential operator on t to that on ξ in
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the following way:
Dt −→ Dξ
1
t
7→ ∂ξ
∂t 7→ ∂ξ + ξ∂
2
ξ
This procedure can be generalised to Gevrey classes G1+s, s ≥ 1 using
the exponential integral:
x(t) :=
1
ts
∫ +∞
0
e−
ξs
ts y(ξ)d(ξs)
Let us now apply this resummation procedure to the heat equation
∂tx = ∂zzx,
with Kovalevska¨ıa’s initial value:
x0 : (C, 0) −→ (C, 0), z 7→
1
1− z
.
The formal power series expansion of this Cauchy problem is of Gevrey
class 2
xˆ(t, z) =
1
1− z
∑
j,k
(2k)!
k!
tk
(1− z)2k
.
The substitution
k!tk 7→ ξk
leads to the analytic series
y(ξ, z) =
1
1− z
∑
j,k
(2k)!
(k!)2
ξk
(1− z)2k
=
1√
(1− z)2 − 4ξ
.
The initial condition x0 has a pole at z = 1 and the integrand has itself
a singularity at
ξ =
(1− z)2
4
.
This is a particular case of the Lutz-Myiake-Scha¨fke theorem which
states that the solution to the initial value problem ”reproduces” the
singularities of the initial data [16]. Now let Γ be an arbitrary path
starting at 0, asymptotic to a line in the half plane
{ξ ∈ C : Re ξ ≥ 0}
and which avoids the singularity ξ = 1/4. For z sufficiently small, the
power series xˆ is the asymptotic expansion at t = 0 of the function
xΓ(z, t) :=
1
t
∫
Γ
e−
ξ
t
1√
(1− z)2 − 4ξ
dξ.
A GENERALISATION OF THE CAUCHY-KOVALEVSKAIA THEOREM 9
As explained above, the ring of partial differential operators Dt,z is
mapped to Dξ,z. Thus our function
y(ξ, z) =
1√
(1− z)2 − 4ξ
is a solution of the partial differential equation(
∂ξ + ξ∂
2
ξ
)
y = ∂2zy.
But (
∂t − ∂
2
z
)
xΓ =
1
t
∫
Γ
(
∂ξ + ξ∂
2
ξ − ∂
2
z
)
ydξ = 0.
This means that the functions xΓ are solutions to our initial value prob-
lem, for any such choice of the path Γ. Note that the singularity of
the integrand implies that the solutions obtained by choosing different
paths lead to different solutions and forces the divergence of the as-
ymptotic series. This can already be observed for the case of the Euler
equation:
t2
dx
dt
+ x = t, x(t) =
∑
n≥0
(−1)nn!tn+1.
In this case the Borel transform is
xˆ(ξ) =
∑
n≥0
(−1)nξn+1 =
1
1 + ξ
.
The singularity at ξ = −1 is responsible for the non unicity of the
solution to our Cauchy problem (see for instance [6, 9]).
In any case, the first step to achieve Borel resummation of formal
solutions is to ensure that they lie in some Gevrey class. This is estab-
lished by the following
Theorem 4.1. The formal solution to an initial value problem
∂tx =
∑
σ(I)≤s
AI∂
I
zx, x0 := x(t = 0,−) ∈ (G
α
n)
m
of order s is of Gevrey class αs in the time variable, that is, time
evolution defines a map:
etL : (Gαn)
m −→ (Gαn)
m ⊗ˆGαs, x0 7→ (e
tLId )x0
where L is the Lie derivative associated to the operator.
For a single partial differential equation (m = 1), the theorem is
again due to Ouchi. Using techniques due to Boutet de Monvel and
Kree, Yonemura simplified the proof [5, 22, 25]. Gevrey properties for
some particular systems of partial differential equations (other than
the heat equation) is proved in [10]. We postpone the proof of our
theorem to the next section and first discuss the relation between formal
solutions and asymptotic ones.
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The Borel transform
Bs : G
s
1 −→ G
1
1 = O1,
∑
k≥0
akt
k 7→
∑
k≥0
ak
(k!)s
ξk
associates a holomorphic function y(ξ) to a Gevrey series. In general
this function is defined only in a small neighbourhood of the origin,
therefore we cannot apply Borel resummation procedure to our formal
solution as we did for the Kovalevska¨ıa example. So we replace, our
integral formulas by
xr(t) :=
1
ts
∫ r
0
e−
ξs
ts y(ξ)d(ξs)
where r is now some finite number. The resulting function is still as-
ymptotic to the formal solution xˆ. But under this new integral transfor-
mation, the differential operator ∂t does not correspond to a differential
operator in the ξ variable anylonger. Therefore our function xr is, in
general, not a solution to the initial value problem but rather a solu-
tion up to a flat function. For instance, for r < 1/4, the asymptotic
expansion of the function
xr(z, t) :=
1
t
∫ r
0
e−
ξ
t
1√
(1− z)2 − 4ξ
dξ
is still a formal power series which satisfies the heat equation but the
function itself does not. In other words the function
(∂t − ∂zz)xr
is flat at t = 0 inside the half plane Re t > 0.
This might sound disappointing, and one might conclude that the
above theorem gives simply no information about local analytic solu-
tions, fortunately:
Lemma 4.2. The existence of formal solutions implies the existence
of asymptotic solutions, that is:
Theorem 4.1 =⇒ Theorem 2.1
Proof. Let
L : Gn(θ)
m −→ Gn(θ)
m
be a linear partial differential operator of order s ≥ 2. We consider an
initial value problem
∂tx = Lx, x(t = 0,−) = x0 ∈ Gn(θ)
m.
Theorem 4.1 asserts that the formal solution is of Gevrey class s in
the time variable. It is therefore asymptotic expansion in any sector of
width ¡ pi/(s− 1) of a holomorphic map u defined in the pointed disk.
The function u is a solution to our initial value problem up to a flat
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function. Substituting x by y + u in our system of partial differential
equation, we get a new system
(∗) ∂ty = Ly + (Lu− ∂tu).
As the initial system is non-degenerate, in appropriate coordinates L =
∂szn − L
′ where L′ is of the form
L′ =
∑
σ(I)<s
AI∂
I +
n−1∑
i=1
Bi∂
s
zi
.
We re-write (∗) as
(∗∗) ∂szny = ∂ty + L
′y + g, g := ∂tu− Lu.
For any initial data:
y0 = y(−, zn = 0), y1 = ∂zny(−, zn = 0), . . . , ys−1 = ∂
s−1
zn y(−, zn = 0),
equation (∗∗) admits a unique holomorphic solution in the pointed
disk. This can be seen, for instance, by applying the abstract Cauchy-
Kovalevska¨ıa theorem to the Banach scale (see for instance [3, 19, 20,
21, 23]):
Er := C
0(Rr) ∩ O(Rr)
with
Rr := {z ∈ C
n : r ≤ zi ≤ 2r}.
We take the initial data y0 = · · · = ys = 0. The associated solution
admits an asymptotic expansion equal zero when t goes to zero inside
the given sector. Indeed, by adding ∂zny, . . . , ∂
s−1
zn y as new variables:
y0 = y, y1 = ∂zny, . . . , ys−1 = ∂
s−1
zn y.
We reduce the system of partial differential equation to a first order
system of the form
∂τY = TY + h, Y = (y0, . . . , ys−1)
where τ = zn, T is linear and h is flat at t = 0 in Σ. The solutions are
of the form
Y = eτTY0 + α, α(τ = 0,−) = 0
where α satisfies the equation
∂τα = Tα + h.
As h is flat, α = 0 is a formal solution to this equation, but the for-
mal solution is unique thus α is flat at t = 0 in Σ. As the initial
condition is Y0 = 0, the solution to our system of partial differential
equations is constant Y = α and it is therefore flat. This shows that
the holomorphic mapping
x := u+ y
provides a solution to our original initial value problem in Gn(θ)
m. 
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5. Generalisation of Cauchy’s majorant method
We consider vector fields in the infinite dimensional Gevrey spaces
(Gsn)
m and extend the classical Cauchy majorant method by compar-
ing series in these different functional spaces. Via formal Borel trans-
form these topological vector spaces are isomorphic to spaces of con-
vergent power series. They are therefore endowed with a standard
topology (see [13] for the definition of the topology).
Recall that a formal power series
x :=
∑
I∈Nn
aIz
I ∈ C[[z]], z = (z1, . . . , zp)
is majorated by another formal power series
y :=
∑
I∈Nn
bIz
I ∈ R+[[z]]
if, for all I ∈ Nn, we have the estimates:
|aI | ≤ bI .
In such cases, we use the notation
x≪ y.
In particular, x ≫ 0 means that x is a formal power series with real
non-negative coefficients.
Definition 5.1. Let X, Y be two vector fields in (Gsn)
m
. A vector field
X in (Gsn)
m
majorates another one Y if
x≫ y =⇒ X(x)≫ Y (y).
In particular X ≫ 0 means that:
x≫ 0 =⇒ X(x)≫ 0.
Example 5.2. Let X be a vector field associated to a linear partial
differential operator
X : (On)
m −→ (On)
m, x 7→
∑
σ(I)≤s
AI∂
Ix.
Then X ≫ 0 provided that the entries of the matrices AI are analytic
series with real positive coefficients, i.e., AI ≫ 0.
The following proposition is a direct consequence of the exponential
formula for time evolution:
Proposition 5.3. Let X, Y be two vector fields defined in an open
subset of (Gsn)
m
.
i) If X ≪ Y then the flow of X at x0 ≫ 0 is majorated by that of Y
at the same point,
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ii) If X ≫ 0 and y0 ≫ x0 then the flow of X at x0 is majorated by
that of X at y0.
We proceed to the proof of Theorem 4.1 and start with a
Proposition 5.4. The following assertions are equivalent
1) the flow of any linear initial value problem of order s in (Gαn)
m
is of
Gevrey class αs in the time variable ;
2) the flow of any linear initial value problem of order s in (Gαn)
m
is of
Gevrey class αs in the time variable ;
3) the flow of any linear initial value problem of order s at x0 =∑
n≥0 (n!)
α−1 zn ∈ Gα1 is of Gevrey class s ;
4) the flow of x 7→ x0∂
s
zx at the point x0 =
∑
n≥0 (n!)
α−1 zn is of Gevrey
class αs.
Proof. Let us first make a remark. Consider a vector field defined by a
linear differential operator:
X : (Gαn)
m −→ (Gαn)
m , x 7→
∑
σ(I)≤s
AI∂
I
zx; I = (i1, . . . , in)
at a point x0.
The map
Gαn −→ G
α
n, α =
∑
I
aIz
I 7→ absα :=
∑
I
|aI |z
I
induces a map on matrices with coefficients in Gαn that we denote in
the same way.
Replace, in the initial value problem the AI ’s by absAI ’s and x0 by
absx0. By Proposition 5.3, if the solution of this new initial value prob-
lem is of Gevrey class k then X, x0 has the same property. Therefore
it is sufficient to consider the case X ≫ 0, x0 ∈ {x≫ 0}.
2) =⇒ 1).
Let us consider the linear mapping
ψ : (Gαn)
m −→ Gαn, (x1, . . . , xm) 7→
m∑
k=1
xk.
Write AI = (AI1, . . . , AIm)≫ 0 and put fI =
∑
k AIk. For any x≫ 0,
we have
ψ(
∑
σ(I)≤s
AI∂
I
zx) =
m∑
k=1
∑
σ(I)≤s
AIk∂
I
zxk ≪
∑
σ(I)≤s
(
m∑
k=1
AIk)∂
j
z(
m∑
k=1
xk) =
∑
σ(I)≤s
fI∂
I
zψ(x).
The exponential formula for time evolution implies that the image un-
der ψ of the flow of X at x0 is majorated by the flow of
∑
I fI∂
I
z at
ψ(x0).
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3) =⇒ 2).
Consider the open subset U = {x≫ 0} ⊂ Gαn. The mapping
R : C −→ Cn, z 7→ (z, . . . , z)
induces a map
R∗ : Gαn[[t]] ⊃ U [[t]] −→ G
α
1 [[t]],
and an element is of Gevrey class β in the t variable provided that it
is the case of its image under R∗.
The equalities
R∗∂ziz
k
j = kz
k−1δij,
d
dz
R∗zkj = kz
k−1
give the estimate
R∗∂zi ≪
d
dz
R∗.
Consider a vector field in Gαn for the form:
X : x 7→
∑
I
fI∂
I
zx, fI ≫ 0
As R∗∂zi ≪ ∂zR
∗, the flow of the vector field
Gα1 −→ G
α
1 , x 7→
∑
σ(I)≤s
R∗fj
dσ(I)x
dzσ(I)
at R∗x0, x0 ≫ 0 majorates the image under R
∗ of the flow of X .
Consider the Gevrey series
f(z) :=
∑
n≥0
(n!)α−1 zn ∈ Gα1 .
and take
x0 =
∑
n≥0
anz
n ∈ Gα1 .
The series ∑
n≥0
an
(n!)α−1
zn
is analytic. Thus, by Hadamard’s lemma, there exists A, r > 0 such
that
an
(n!)α−1
≤ Arn.
This means that the series x0 is majorated by Af(rz). If X ≫ 0, the
formal flow passing through x0 is majorated by the formal flow passing
through Af(rz). Up to multiplication of x and z by constants, we may
assume that A = r = 1.
4) =⇒ 3).
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Consider the flow of a vector field of the form:
X : x 7→
s∑
j=0
aj
djx
dzj
at f defined above.
As
ds
dzs
≫
dj
dzj
for any j < s, we get that the flow of X at x0 is majorated by that of
the vector field
x 7→ b(z)
dsx
dzs
, b(z) :=
s∑
j=0
aj(z).
As before there exists constants A, r > 0 such that
b(z)≪ Af(rz)
and without loss of generality we may assume, as above, that A = r =
1. This concludes the proof of the proposition. 
To conclude the proof of Theorem 4.1, it remains to prove that the
flow of the vector field
X = f(z)
ds
dzs
, f(z) :=
∑
n≥0
(n!)α−1 zn
with initial condition
x0(z) = f(z)
is of Gevrey class αs.
Lemma 5.5. There exists a constant Cα > 0 such that for any real
positive increasing sequence (an) we have
fg ≪ Cα
∑
n≥0
(n!)α−1 anz
n
with
g :=
∑
n≥0
(n!)α−1 anz
n.
Proof. Write
fg =
∑
n≥0
cnzn
with
cn :=
∑
i+j=n
(i!)α−1 (j!)α−1 aj ≤
(∑
i+j=n
(i!)α−1 (j!)α−1
)
an.
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One easily sees that ∑
i+j=n−1
i!j! ≤ n!
therefore ∑
i+j=n
i!j! ≤ 3n!
For α ≥ 1, as (an) is a positive increasing sequence, we get that:
cn ≤ 3
α−1 (n!)α−1 an.
If α ≤ 1 we have∑
n≥0
(∑
i+j=n
(i!)α−1 (j!)α−1
)
= (
∑
i≥0
(i!)α−1)2 < +∞.
Consequently the sequence(∑
i+j=n
(i!)α−1 (j!)α−1
)
n∈N
tends to zero at infinity. This implies that cn = o(an) and concludes
the proof of the lemma. 
We have
∂szf =
∑
n≥0
(
(n+ s)!
n!
)α
(n!)α−1 zn.
The above lemma gives a constant Cα such that:
(f∂sz)
kf ≪ Ckα
∑
n≥0
(
(n+ ks)!
n!
)α
(n!)α−1 zn.
Therefore
x(t)≪
∑
n,k≥0
Ckα
(
(n+ ks)!
n!
)α
(n!)α−1
k!
zntk.
Let us write an ≡ bn if the series |an/bn| is bounded by a geometric
series. By Stirling’s formula, we have
(i+ j)!
i!j!
≡
(i+ j)i+j
iijj
= ei log(1+j/i)+j log(1+i/j) ≤ ei+j
thus
(i+ j)! ≡ i!j!
We get that: (
(n+ ks)!
n!
)α
(n!)α−1
k!
≡ (k!)αs−1 (n!)α−1 .
Thus the flow is of Gevrey class αs in the time variable. This concludes
the proof of Theorem 4.1.
A GENERALISATION OF THE CAUCHY-KOVALEVSKAIA THEOREM 17
Appendix A. On the divergence of formal solutions
In [17],  Lysik proved a result similar to Kovalevska¨ıa divergence re-
sult for the Korteweg–de Vries equation, namely that the solution to
the initial value problem:
∂tx = ∂
3
z x+ x∂zx, x(t = 0, ·) =
1
1− z
is not holomorphic (see also [8]). More generally, one may wonder if
our Gevrey estimate for time evolution is optimal. This is indeed the
case under very general asumptions:
Theorem A.1. Consider an evolutionary initial value problem of or-
der s
∂tx = g(x, z)∂
s
z1x+G(x, ∂
I1x, ∂I2x, . . . , ∂Ikx, ∂̂sz1x), σ(Iα) ≤ s,
with x(t = 0, ·) = x0. Assume that g,G ≫ 0 and x0 ≫ 0. If the
convergence radius of the formal Borel transform
C −→ Cm, z1 7→ Bαx(z1, 0, . . . , 0)
is finite then the formal solution to this initial value problem is not of
Gevrey class (αs− ε), for any ε > 0.
Proof of Theorem A.1. The vector field associated to our initial
value problem majorates the vector field
X : x 7→ g(x, z)∂sz1
Moreover, the flow of X at x0 obviously majorates that of
Y : x 7→ g(x0, z)∂
j
zx
at the same point. Finally, let
αzI , α 6= 0, I ∈ Nn
be a monomial appearing with a non-zero coefficient in the Taylor
expansion of g. We have
Y ≫ αzI∂jz1 .
It remains to prove that the flow of
L = zI∂sz1
at x0 is not of Gevrey class (αs− ε), for any ε > 0.
Given formal power series f, g, we write
f ≻ g
if there are infinitely many coefficients of f which are greater than that
of g. If f ≻ g and g is not of Gevrey class s then f cannot be of Gevrey
class s.
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Write
x0 = (x0,1, . . . , x0,m).
Define
f(z) :=
∑
n≥0
(n!)α−1 zn1 .
The assumption on Bαs implies that for at least one of the components
of x0, say x0,j ,there exists A, r > 0 such that :
x0,j ≻ Af(rz1).
Up to a multiplication of z1 and x0 by constants, we may assume that
A = r = 1.
Now, the majorant
Lk ≫ zkI∂ksz1 , j ∈ N,
Lkf ≫ zkI
∑
n≥0
(
(n+ ks)!
n!
)α
(n!)α−1 zn1 ≫ z
kI
∑
n≥0
(k!)sα (n!)α−1 zn1 .
Consequently
etLkx0 ≻
∑
k≥0,n≥0
zkI(k!)sα−1 (n!)α−1 zn1 t
k.
The right hand-side is not of Gevrey class sα − ε for any ε > 0. This
proves the theorem.
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