We characterize the exposed faces of convex sets C of symmetric matrices, invariant under orthogonal similarity (U T CU = C for all orthogonal U). Such sets C are exactly those determined by eigenvalue constraints: typical examples are the positive semide nite cone, and unit balls of common matrix norms. The set D of all diagonal matrices in C is known to be convex if and only if C is, and D is invariant under the group of permutations (acting on diagonal entries). We show how any exposed face of C is naturally associated with an exposed face of D, by relating the stabilizer groups of the two faces.
Introduction
The beautiful facial structure of the cone of real symmetric, n n, positivesemide nite matrices has been well understood for many years ( 19, 2] ). This structure is strikingly analogous to the facial structure of the positive orthant in R n . This paper aims to explain the foundations of this analogy, and thereby to understand the exposed faces of general convex sets of matrices satisfying eigenvalue constraints.
Faces of the positive orthant in R n play a crucial role in linear programming. Analogously, in the newer area of semide nite programming, a number of recent papers have examined the role of the facial structure of the semidefinite cone (for example, 1, 13, 14] ). We hope to clarify the analogies, both between linear and semide nite programming, and in more general eigenvalue optimization problems.
Let S(n) denote the space of real symmetric, n n matrices, and let S(n) + denote the positive semide nite cone. A typical (exposed) face of this where 0 m n. These faces, together with their`permutations' PE (for permutation matrices P) comprise all the nonempty faces of R n + .
The diagonal matrices in S(n) + are naturally identi ed with R n + . More generally, the diagonal matrices in the face F are identi ed with the face E. Furthermore, the stabilizers of the two faces are related. Speci cally, the orthogonal V for which V T FV = F are those with the block structure V = Q 0 0 R ! ; where Q is m m;
likewise, the permutation matrices P for which PE = E are those with the same block structure.
Knowing the relationship between the stabilizers of the two faces, and between E and the diagonal matrices in F, would enable us to`compute' F from E. Hence we could describe all the faces of S(n) + in terms of those of R n + . It is this description we wish to generalize.
De ne the`eigenvalue' map : S(n) ! R n by letting i (X) be the i th largest eigenvalue of the symmetric matrix X (counted by multiplicity). It is easy to see that a subset H of S(n) is invariant under orthogonal similarity (U T HU = H for all orthogonal U) if and only if there is a subset C of R n which is permutation-invariant (P C = C for all permutation matrices P), satisfying H = ?1 (C) = fX 2 S(n) j (X) 2 Cg:
The condition that C is permutation-invariant is in some sense super uous for this observation, but is crucial for our later development. For example, with this assumption the matrix set H is closed and convex if and only if C is closed and convex (see 7, 10] ). If we de ne the`diagonal' map Diag : R n ! S(n) by letting Diag x be a diagonal matrix with diagonal entries x 1 ; x 2 ; : : : ; x n , then the set of diagonal matrices in H is just Diag C. Our main result describes the exposed faces of H in terms of those of C.
Let E be a proper, exposed face of the closed, convex, permutation invariant set C: in other words, E is the intersection of C with a supporting hyperplane. The stabilizer of E is the group of permutation matrices satisfying PE = E: we show this subgroup consists of those P with a certain block-diagonal structure associated with the face E (after a suitable reordering of the basis). Now consider the group of orthogonal matrices with the same block-diagonal structure: we denote this group O(n) E . Our main result (Theorem 5.1) is that the matrix set F = fU T (Diag x)U j U 2 O(n) E ; x 2 Eg is an exposed face of ?1 (C), as is any`rotation' V T FV (for orthogonal V ); furthermore, every exposed face of ?1 (C) may be constructed in this manner from some exposed face of C. The case C = R n + gives the example of the semide nite cone. Other interesting examples arise from choosing C to be the l 1 or l 1 unit ball: section 6 has the details.
We develop the theory for real symmetric matrices: the Hermitian versions of our results are entirely analogous, in the usual way.
We might expect an analogous set of results for the unit balls of unitarily invariant matrix norms: an extensive study of the facial structure of such balls may be found in 4, 3, 5]. In the above discussion, we replace the space S(n) by the space of all complex, n n (or more generally, n m) matrices, and the map is replaced by the analogous`singular value' map (c.f. 8]). Orthogonal similarity transformations are replaced by transformations X 7 ! UXV with unitary U and V , and the group of permutations is enlarged to allow coordinate sign changes. More generally, we might expect the present results to extend to the Lie algebraic framework described in 9]. We defer further discussion.
In the present framework, we might also expect a completely analogous set of results for faces, rather than exposed faces. Our wide application of duality arguments apparently facilitates the exposed case. Again, we defer further discussion.
Invariant convex sets and exposed faces
This section concerns the facial structure of a nonempty, convex subset C of a Euclidean space E. We consider the implications of the invariance of C under a compact subgroup G of the general linear group GL(E).
The stabilizer of C in G is the subgroup G C = fg 2 G j gC = Cg. It is easy to check the stabilizer of any closed set is closed. We say C is invariant under G when G C = G. For a point x in E, we write G x for G fxg . The following slight re nement of a well-known result is fundamental for us. It remains to show gC C. Fix a point x in ri C (so gx also lies in ri C), and let L be the a ne span of C (or, equivalently, of ri C). Notice, Theorem 2.6 (Equivalent faces) Suppose a convex set C is invariant under a linear tranformation g, and consider a nonempty (exposed) face F of C. Then gF is also a(n) (exposed) face of C, and the following properties are equivalent:
(iii) F \ gri F 6 = ;. Proof By restricting to the subspace spanned by C we may without loss of generality assume g is invertible. To see gF is a face, suppose x 2 F, y; z 2 C, and gx = (g ?1 y + g ?1 z) and F is a face we deduce g ?1 y and g ?1 z belong to F so y and z lie in gF, as required.
If F is an exposed face, we can describe it by equation (2.5), and then it is easy to check gF = fx 2 C j hx; ui = C (u)g; where u = (g ?1 ) (y) ( denoting the adjoint). Thus gF is also an exposed face.
The implication (i) ) (iii) is immediate. To see (iii) ) (ii), suppose the point x lies in ri F and satis es gx 2 F. Noting gx 2 ri gF, we see that for any point y in gF there is a real > 0 with gx + (gx ? y) in gF. Since gx belongs to the face F, so must y. 2
For any compact subgroup G of GL(E), there is an inner product ( ; ) which is G-invariant: (gx; gy) = (x; y) for all elements x and y of E and elements g of G (see 12, p. 131]). With respect to this inner product, G is a subgroup of the orthogonal group O(E): we thus lose no essential generality in always assuming this.
Corollary 2.7 (Stabilizers) If a convex set C is invariant under a group G then any face F of C is relatively invariant. If furthermore G is compact and F is nonempty and closed then there is a point x in ri F satisfying G x = G F .
Proof The rst part follows from the Equivalent Faces Theorem above.
By the Fixed Point Theorem (2.1) applied to the face F and the (compact) group G F , there is a point x in ri F with (G F ) x = G F , whence G x G F . But the Equivalent Faces Theorem shows G x G F . 2
The next result, an apparently rather innocuous re nement of the exposed faces de nition, equation (2.5), is central. Just as the Stabilizers Corollary above shows that any nonempty closed face contains a point whose stabilizer coincides with that of the face, so this result shows that any exposed face can be exposed by a vector whose stabilizer coincides with that of the face. If F = C then K = f0g. If F is a nonempty, proper, exposed face of C, then K = >0 K 1 , which is convex. In either case, K is convex.
We next observe that K is invariant under the stabilizer G F : for a linear transformation g in G F and a vector y in K, fx 2 C j hx; gyi = C (gy)g = fx 2 C j hg T x; yi = C (y)g = gfz 2 C j hz; yi = C (y)g = gF = F; whence gy 2 K. By the Fixed Point Theorem (2.1) applied to the convex set K and the group G F , we can x an exposing vector y 2 K with (G F ) y = G F .
Thus G y G F . But if g belongs to G y , then F = fx 2 C j hx; gyi = C (y)g = fx 2 C j hg T x; yi = C (y)g = gfz 2 C j hz; yi = C (y)g = gF; and hence g belongs to G F . Thus G y = G F .
Finally we return to the case where the exposed face F is empty. If the convex set C is empty then we can choose y = 0. Otherwise, C must be unbounded, and hence its recession cone (0+)C is nontrivial 15, Thm 8.4]. It is easily checked that (0+)C is invariant under G. The case C = E is easy (again choose y = 0), so we can assume C is a proper subset of E, in which case so is (0+)C. By the Fixed Point Theorem, there is a point y in ri ((0+)C) with G y = G = G ; = G F , and y must be nonzero. Fix any point x in C. Since x + y lies in C for all 0, we have C (y) sup 0 hx + y; yi = +1; 9 and so equation (2.9) holds, as required.
3 Permutations and orthogonal similarity
We concentrate on two particular Euclidean spaces: R n , with the usual inner product, and the space S(n) of n n, real symmetric matrices, with the trace inner product hX; Y i = tr XY . The diagonal map Diag : R n ! S(n) gives an isomorphism between R n and the subspace of diagonal matrices. On R n we are interested in the group of n n permutation matrices P(n): we consider elements x of R n as column vectors, and permutation matrices P as linear transformations, x 7 ! Px.
On S(n) we are interested in the group of orthogonal similarity transformations. Let O(n) be the group of n n orthogonal matrices, and de ne the`adjoint representation' Ad : O(n) ! O(S(n)) by (Ad U)X = U T XU, for orthogonal U and symmetric X. Then we are interested in the group Ad (O(n)).
The results in the previous section depend heavily on properties of stabilizers, in the relevant group, of certain elements of the underlying Euclidean space. In both of the above cases, these stabilizers are associated with equivalence relations on f1; 2; : : : ; ng. For such a relation , let P(n) denote the subgroup of matrices representing permutations which leave the equivalence classes of invariant. If we reorder the basis so that the equivalence classes of are`blocks' of consecutive integers, then P(n) consists of the permutation matrices having the corresponding block-diagonal structure. Now let O(n) denote the subgroup of orthogonal matrices with the same block-diagonal structure.
More formally, de ne a subspace R n = fx 2 R n j x i = x j if i jg. Then P(n) = fP 2 P(n) j Px = x for all x in R n g; and O(n) = fU 2 O(n) j Ux = x for all x in R n g: ) :
The following result is clear.
Lemma 3.1 For two equivalence relations and 1 on f1; 2; : : : ; ng, the following are equivalent:
(i) and 1 are identical;
We can identify the stabilizer in P(n) of a vector x in R n , through an associated equivalence relation x , de ned by i x j if and only if x i = x j . The next result is easy to check.
Proposition 3.2 The stabilizer of any vector x in R n satis es P(n) x = P(n) x :
We can also express stabilizers of elements of S(n) in the group Ad O(n) easily, with this notation. Given a vector x in R n , let x denote the vector with the same components arranged in nonincreasing order.
The following chain rule for subgradients of the function f is central to our development. To see the opposite inclusion, suppose an orthogonal matrix U satis es U T (Diag y)U = Diag y. Fix a matrix P in R, so Diag y = PDiag yP T . Hence P T U 2 Q, so U belongs to RQ, as required.
2
Our next step is to apply this chain rule to study sets in R n via their indicator functions. We say that a subset C of R n is permutation-invariant if PC = C for every permutation matrix P. Suppose in addition that C is closed and convex. Then the matrix set ?1 (C) = fX 2 S(n) j (X) 2 Cg; is also closed and convex: to see this, note that its indicator function satis es By assumption, the set C is invariant under the group P(n), and it is easy to see that the matrix set ?1 (C) is invariant under the group Ad(O(n)). Our ultimate aim is to characterize the exposed faces of ?1 (C) in terms of those of C.
First we introduce some important notation. For a nonempty, exposed face E of C we know, by the Stabilizers Corollary (2.7), that there is a point x in ri E with P(n) E = P(n) x . De ne an equivalence relation E on f1; 2; : : : ; ng by E = x . This relation is well-de ned, since if the point y satis es P(n) E = P(n) y , then P(n) x = P(n) x = P(n) E = P(n) y = P(n) y ;
by Proposition 3.2, and hence x = y , by Lemma 3.1. If E is empty then we de ne E by u E v for all points u and v. The equivalence relation E describes the stabilizer of the face E: P(n) E = P(n) E : (4.5) This is the notation we shall use to characterize the exposed faces of ?1 (C). The rst step is a direct application of the Chain Rule (4.2).
Theorem 4.6 (Facial Chain Rule) Suppose the subset C of R n is closed, convex, and permutation-invariant, with an exposed face E. Then the set Ad(O(n) E )Diag E is an exposed face of the matrix set ?1 (C).
Proof When C is empty the result is trivial, so assume C is nonempty. By the Exposing Vectors Theorem (2.8), there is a vector y in R n with E = @ C (y) and P(n) E = P(n) y . Now by the Chain Rule (4.2), equations (4.4) and (4.5), and Lemma 3.1,
so the result follows.
In the above result, we see immediately by the Equivalent Faces Theorem (2.6) that any`rotation'
is also an exposed face. Our main result, proved in the next section, states that this construction in fact gives all the exposed faces of ?1 (C).
Exposed faces of matrix sets
We are now ready to prove our main result. Given a closed, convex, permutation-invariant subset C of R n , we characterize the exposed faces of the matrix set ?1 (C) in terms of the exposed faces of C. Just as C is invariant under the permutation group P(n), so ?1 (C) is invariant under the group of orthogonal similarity transformations Ad(O(n)). The idea of our proof is to relate the stabilizers of exposed faces of ?1 (C) in Ad(O(n)) to the stabilizers of exposed faces of C in P(n).
For a matrix set F S(n), we de ne Diag ?1 F = fx 2 R n j Diag x 2 Fg: Theorem 5.1 (Exposed Faces) Suppose the subset C of R n is closed, convex, and permutation-invariant. Then the following properties of a nonempty subset F of ?1 (C) are equivalent: (i) F is an exposed face of ?1 (C);
(ii) F = V T (Ad(O(n) E )Diag E)V , for some orthogonal V and some exposed face E of C;
(iii) F is convex, relatively Ad(O(n))-invariant, and satis es Diag ?1 (V (ri F)V T ) 6 = ;; and Diag ?1 (V FV T ) = E;
for some orthogonal V and some exposed face E of C.
If property (ii) (or equivalently (iii)) holds, then the stabilizers of the faces E and F are related by
Proof (ii) ) (i). This follows immediately from the Facial Chain Rule (Theorem 4.6) and the Equivalent Faces Theorem (2.6).
(iii) ) (ii). We restrict to the case V = I: the general case is a straightforward consequence. De ne a matrix set H = Ad(O(n) E )Diag E. This set is a face of ?1 (C), by the Facial Chain Rule (Theorem 4.6): we wish to show H = F.
By the Stabilizers Corollary (2.7), we can choose a point x in ri E with P(n) x = P(n) E . Since Diag ?1 (ri F) is nonempty, we have Diag ?1 (ri F) = ri (Diag ?1 F) = ri E. Thus Diag x 2 H \ ri F, and since F is convex and H is a face, we deduce F H.
On the other hand, clearly Diag E F, and since F is relatively invariant, by Proposition 3.3 and Lemma 3.1 we obtain . We claim that if we de ne an exposed face of C by E = @ C ( (Y )), then property (iii) holds.
Note rst that the set Diag ?1 (V (ri F)V T ) is nonempty, since it contains the vector (X). It remains to show Diag ?1 (V FV T ) = E. For a vector x in R n , we have
, Diag x 2 Ad O(n) (Y ) Diag E; by the Chain Rule (4.2). We deduce immediately E Diag ?1 (V FV T ). Conversely, for a point x in Diag ?1 (V FV T ), we see from the above that there is a matrix U in O(n) (Y ) with U T (Diag x)U in Diag E. Hence by Lemma 3.5 there is a matrix P in P(n) (Y ) with Px in E. But from its de nition it is clear that the face E is invariant under P(n) (Y ) . Thus x lies in E, as required.
It remains to prove the stabilizer characterization (5.2). The inclusion
follows immediately from property (ii). To see the reverse inclusion, choose the symmetric matrix Y as above. Then
whence by Proposition 3.3,
In the above result, the matrix set ?1 (C) is unbounded (and hence has the empty set as an exposed face) if and only if the set C is unbounded. We therefore immediately deduce the following corollary.
Corollary 5.3 Suppose the subset C of R n is closed, convex, and permutation-invariant. Then a subset F of the matrix set ?1 (C) is an exposed face if and only if
for some orthogonal matrix V and some exposed face E of C. In this case
The statement of property (iii) in the Exposed Faces Theorem (5.1) suggests that the equivalence (i) , (iii) is more naturally stated in terms of relative interiors of exposed faces. The following example shows the necessity of the rather technical phrasing in property (iii). If an exposed face of a convex set consists of just one point, then that point is called exposed. The following corollary, although more straightforward to obtain directly (see 10]), is a good illustration of the Exposed Faces Theorem. The analogous result for extreme points is also true, without the assumption of closure (see 11] ). In particular this shows that if a subset C of R n is convex and permutation-invariant then Diag C is a diagonal of ?1 (C) in the sense of 6]: that is, a point in Diag C lies in ri (Diag C) if and only if it lies in ri ( ?1 (C)), and is an extreme point of Diag C only if it is an extreme point of ?1 (C).
Corollary 5.6 (Exposed Points) Suppose the subset C of R n is closed, convex, and permutation-invariant. Then a symmetric matrix X is an exposed point of the matrix set ?1 (C) if and only if (X) is an exposed point of C.
Proof If X is an exposed point then, by the Exposed Faces Theorem, there is an exposed face E of C and an orthogonal V with
Thus E must be a singleton: E = fxg for some exposed point x of E.
Furthermore we have X = V T (Diag x)V , whence (X) = Px for some permutation matrix P, and since x is exposed, so is (X).
Conversely, suppose (X) is exposed in C. Choose an orthogonal V with X = V T (Diag (X))V . Since f (X)g = Diag ?1 (V fXgV T ) = Diag ?1 (V (ri fXg)V T ); and since trivially the set fXg is convex and relatively (Ad O(n))-invariant, it follows by the Exposed Faces Theorem that X is exposed. 2
In the above result, if in addition the set C is a cone, then clearly so is the matrix set ?1 (C). In this case, for a nonzero matrix X in S(n), the half-line R + X is an exposed ray of ?1 (C) if and only if R + (X) is an exposed ray of C. The proof is similar.
Examples
In this section we illustrate our results on some examples, beginning with the positive semide nite cone. where 0 m n. The sets PE, where P is a permutation matrix (and the empty set) comprise all the exposed faces of R n + .
The equivalence relation E has equivalence classes f1; 2; : : :; mg and fm+1; m+2; : : : ; ng (the blocks preserved by the stabilizer P(n) E ), whence
The result now follows easily. where the matrix V is orthogonal and the nonnegative integers m, r and s sum to n. The exposed points are the symmetric matrices with all eigenvalues having absolute value 1.
Proof We apply Corollary 5.3 with the set C being B n 1 . A typical exposed face of this set is E = f(x; e r ; ?e s ) T The result now follows easily.
2
The proof of the next result is rather similar in spirit. where the matrix V is orthogonal, r; s 0, and r+s n. The exposed points are uu T for unit column vectors u in R n .
The remaining l p norms on R n (for 1 < p < 1) have unit balls for which every boundary point is exposed. The corresponding matrix norms are the \Schatten p-norms": by the Exposed Points Corollary (5.6), the same property must hold for the unit balls of these norms, ( X 2 S(n) n X i=1 j i (X)j p 1 ) :
The case p = 2 is the Frobenius norm. We end with a less standard illustration. ) :
For any orthogonal V , the set V T FV is also an exposed face.
