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Abstract
We consider a system formulation for Sturm–Liouville operators with formally self-adjoint boundary conditions on a graph.
An M-matrix associated with the boundary value problem is deﬁned and related to the matrix Prüfer angle associated with the
system boundary value problem, and consequently with the boundary value problem on the graph. Asymptotics for the M-matrix are
obtained as the eigenparameter tends to negative inﬁnity. We show that the boundary conditions may be recovered, up to a unitary
equivalence, from the M-matrix and that the M-matrix is a Herglotz function. This is the ﬁrst in a series of papers devoted to the
reconstruction of the Sturm–Liouville problem on a graph from its M-matrix.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a ﬁnite directed weighted graph. We consider the second order differential equation
ly := −d
2y
dx2
+ q(x)y = y, (1.1)
where q is real-valued and continuous on G, and impose formally self-adjoint boundary conditions at the nodes of G. For
the characterisation of self-adjoint boundary value problems on graphs and formally self-adjoint boundary conditions
see [3,12].
There are many applications of differential operators on graphs, for example: quantum wires, quantum chaos and
photonic crystals, see [15,16,21]. For a survey of physical systems giving rise to boundary value problems on graphs
see [20] and the bibliography thereof.
Although the ﬁrst graph models were used in chemistry [25] the development of the theory of differential operators
on graphs is recent with most of the research in this area having been conducted in the last couple of decades. It should,
however, be noted that both multipoint boundary value problems (less general than boundary value problems on graphs)
and systems (more general than boundary value problems on graphs) were studied far earlier than this.
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In this paper we make use of the fact that a self-adjoint boundary value problem on a graph can be reformulated
as a self-adjoint boundary value problem for a system on [0, 1] with separated boundary conditions, see [7]. The
Titchmarsh–Weyl M-matrix is deﬁned in Section 2, where, in addition, it is shown that the M-matrix exists and is
well-deﬁned. The M-matrix is then related to the matrix Prüfer angle. In Section 3 we give asymptotic approximations
for solutions of the system boundary value problem and consequently for solutions of the boundary value problem on
the graph. These asymptotic solutions are then used, in Section 4, to ﬁnd an asymptotic approximation for the matrix
Prüfer angle and consequently of the M-matrix as the eigenparameter tends to negative inﬁnity. Finally, in Section 5,
we show that the boundary conditions may be recovered, up to a unitary equivalence, from the M-matrix and that the
M-matrix is a Herglotz function with poles corresponding to the eigenvalues of the boundary value problem.
The results found in this paper will be used to solve the M-matrix inverse spectral problem for boundary value
problems on graphs, i.e., the uniqueness and recovery of the potential from the M-matrix. The inverse spectral problem
involving the recovery of the potential and boundary conditions for a scalar Sturm–Liouville problem from two spectra,
was given in [18,19,22,23] in the case of boundary conditions not dependent on the eigenparameter, and in [1], amongst
others, for boundary conditions dependent on the eigenparameter.
Brasche et al. [2] characterise the spectra of self-adjoint extensions of a symmetric operator with equal deﬁciency in-
dices in terms of boundary values for their abstractM-functions. In [13],Hinton andShawconsider theTitchmarsh–Weyl
M()-function for linear Hamiltonian systems while in [17], Krall studies the M()-function for singular Hamiltonian
systems with one singular end point.
For more recent developments in the theory of M-functions, including matrix valued M-functions, see [4,5,10,11,26].
2. The M-matrix and the matrix Prüfer angle
In [7] it was shown that a formally self-adjoint boundary value problem on a graph, with K edges, denoted ei for
i = 1, . . . , K , is equivalent to a formally self-adjoint system boundary value problem of dimension 2K with separated
boundary conditions, i.e., is equivalent to a system of the form
−MY ′′ + PY = Y , (2.1)
with boundary conditions
A∗Y (0) − B∗Y ′(0) = 0, (2.2)
∗Y (1) − ∗Y ′(1) = 0, (2.3)
where if li is the length of edge ei , i = 1, . . . , K , M = 4 diag[1/l21 , . . . , 1/l2K, 1/l21 , . . . , 1/l2K ], P is a diagonal matrix
dependent on the potential on each edge of the graph, A∗ = 1√
2
[
I
0
−I
0
]
, −B∗ = 1√
2
[
0
I
0
I
]
and∗ and∗ are 2K×2K
constant matrices depending on the boundary conditions given at the nodes.
The boundary value problem (2.1)–(2.3) can be rewritten as the ﬁrst order system
Y ′ = Z and Z′ = −G(x)Y , (2.4)
with boundary conditions (2.2), (2.3).
Here G(x) = M−1(− P). Without loss of generality it may be assumed that the following three properties hold:
(1) G(x) is continuous and symmetric.
(2) A∗B = B∗A and ∗= ∗.
(3) A∗A + B∗B = I and ∗+ ∗= I .
Property (1) follows directly from the nature of M and P. For formally self-adjoint boundary conditions it was shown
in [6,7, Lemma 7.1] that (2) and (3) do not pose additional constraints.
Let W1 be the solution of (2.1) satisfying the initial conditions
W1(0) = B, (2.5)
W ′1(0) = A. (2.6)
Thus W1 = Y and W ′1 = Z with Y and Z as described above, and W1 obeys the boundary condition (2.2).
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From [7,8] we have that the matrix Prüfer angle corresponding to (2.1)–(2.3) is given by
F = (V − iU)−1(V + iU),
where
U(x) = S(x)− C(x), V (x) = C(x)+ S(x),
and {S(x),C(x)} is as given in [8, Theorem C].
The following lemma provides an important link between W1(1),W ′1(1) and F(1), needed in the proof of
Theorem 2.3.
Lemma 2.1. Let F,W1, and  be as deﬁned above, then
F ∗ = [(∗ + i∗)W ′1 + (∗ − i∗)W1][(∗ − i∗)W ′1 + (i∗ + ∗)W1]−1. (2.7)
Proof. Since W1 = Y and W ′1 = Z, it follows that
U∗J = ∗S∗J − ∗C∗J ,
V ∗J = ∗C∗J + ∗S∗J ,
where J (x) is a continuously differentiable matrix such that Y (x) = S∗(x)J (x), Z(x) = C∗(x)J (x) and J (x) is the
solution of J ′ = [SC∗ − CGS∗]J, J (0) = I , see [8, Thm C].
U∗J = ∗Y − ∗Z = ∗W1 − ∗W ′1,
V ∗J = ∗Z + ∗Y = ∗W ′1 + ∗W1.
Hence, since J is non-singular,
F ∗ = (V ∗J − iU∗J )(V ∗J + iU∗J )−1
= [∗W ′1 + ∗W1 − i(∗W1 − ∗W ′1)][∗W ′1 + ∗W1 + i(∗W1 − ∗W ′1)]−1. 
Let
(x) = W1(x)[∗W ′1(1) − ∗W1(1)]−1. (2.8)
The determinant (as a function of ),
det(∗W ′1(1) − ∗W1(1)),
has zeros at the eigenvalues of system (2.1)–(2.3) with the order of the zero equal to the multiplicity of the eigenvalue,
see [24]. Thus, for each x,  is analytic in  except at the eigenvalues of (2.1)–(2.3).
In order to deﬁne the M-matrix we need to deﬁne two solutions, W2 and W3, of (2.1). Let R =
[−



]
and
W(x) =
[
W2(x) W3(x)
W ′2(x) W ′3(x)
]
, (2.9)
where W2 and W3 are the solutions of (2.1) such that W(x) obeys the terminal condition
W(1) = R. (2.10)
We deﬁne the Titchmarsh–Weyl M-matrix,M=M(), of (2.1)–(2.3) to be the matrixM given by
= W2 + W3M, (2.11)
with the constraint that  obeys (2.2).
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Proposition 2.2. The M-matrix as deﬁned in (2.11) exists and is well-deﬁned for  not an eigenvalue of (2.1)–(2.3).
Proof. Let
S =
{(
v
u
)
∈ C4K
∣∣∣∣A∗v − B∗u = 0
}
.
Let W2 and W3 be solutions of (2.1) such that the terminal condition (2.10) is satisﬁed. Then W3 obeys (2.3) and(
W3(1)
W ′3(1)
)
has rank 2K . Consequently
(
W3(x)
W ′3(x)
)
has rank 2K at each x, since R has rank 4K . As  is not an eigenvalue
of (2.1)–(2.3),
〈W 3〉 ∩ S = {0}, (2.12)
where W 3 :=
(
W3(0)
W ′3(0)
)
and 〈W 3〉 is the linear subspace of C4K spanned by the columns of W 3 (i.e., the column space
of W 3).
Consider the matrices W 2 and W 3 in column form, i.e., W 2 = {c11, c12, . . . , c12K} and W 3 = {c21, c22, . . . , c22K} where
cij are 4K × 1 columns for i = 1, 2, and j = 1, . . . , 2K , then
〈c21, c22, . . . , c22K, c1j 〉 ∩ S = 〈W 3, c1j 〉 ∩ S
has dimension 1 by (2.12), since c11, . . . , c12K, c21, . . . , c22K are linearly independent and S has dimension 2K . Thus
there is vj 	= 0 such that
〈W 3, c1j 〉 ∩ S = 〈vj 〉, (2.13)
and each such vj has a unique representation as vj =j c1j +W 3kj where j 	= 0 and kj ∈ C2k , (since c1j , c21, . . . , c22K
are linearly independent). In particular there exists a unique vj ∈ 〈W 3, c1j 〉 and kj ∈ C2K such that vj = c1j + W 3kj ,
and in this case
[v1, . . . , v2K ] = W 2 + W 3[ k1, . . . , k2K ]
=
(
W2
W ′2
)
(0) +
(
W3
W ′3
)
(0)M,
whereM()=[ k1, . . . , k2K ].Observe that 〈v1, . . . , v2K 〉=S, i.e., {v1, . . . , v2K} is a basis for S and hence the solution
W2 + W3M is a solution of (2.1)–(2.2) of maximal rank, giving the existence ofM. The uniqueness ofM follows
from the uniqueness of kj for j = 1, . . . , 2K . 
Note that there exists a constant invertible matrix C = C() such that =C.
Deﬁning
(x) =
[
(x) W3(x)
′(x) W ′3(x)
]
,
it follows that
(x) = W(x)
[
I 0
M I
]
.
We are now ready to relate the M-matrix to the matrix Prüfer angle F(x).
Theorem 2.3. The M-matrix satisﬁes
M∗ = i(F ∗(1) − I )−1(F ∗(1) + I ). (2.14)
Proof. Since A∗B = B∗A, from (2.5), (2.8),
A∗(0) − B∗′(0) = A∗B[∗W ′1 − ∗W1]−1(1) − B∗A[∗W ′1 − ∗W1]−1(1) = 0.
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Now, by (2.11) and since =C, C constant and invertible, we get that
[A∗(W2(0) + W3(0)M) − B∗(W ′2(0) + W ′3(0)M)]C = 0.
Multiplying the above equation on the right by C−1 gives
A∗(W2(0) + W3(0)M) − B∗(W ′2(0) + W ′3(0)M) = 0.
Taking adjoints and rearranging the terms above gives
W ∗2 (0)A − W ′2∗(0)B =M∗[W ′3∗(0)B − W ∗3 (0)A], (2.15)
where [W ′3∗(0)B − W ∗3 (0)A] is invertible everywhere except at the eigenvalues of (2.1)–(2.3).
We now show that the matrix-Wronskians W ′3
∗
W1 − W ∗3 W ′1 and W ∗2 W ′1 − W ′2∗W1 are constant. Observe that
[W ′3∗W1 − W ∗3 W ′1]′ = W ′′3 ∗W1 − W ∗3 W ′′1 , (2.16)
and, since W3 and W1 are solutions of (2.1),
−W ′′3 ∗M + W ∗3 P = W ∗3 and − W ′′1 ∗M + W ∗1 P = W ∗1 . (2.17)
Substituting (2.17) into (2.16) we obtain
[W ′3∗W1 − W ∗3 W ′1]′ = W ∗3 (P − )M−1W1 − W ∗3 M−1(P − )W1,
and since M−1 and P −  are diagonal matrices (P − )M−1 =M−1(P − ). Therefore [W ′3∗W1 −W ∗3 W ′1]′ = 0, and
W ′3
∗
W1 − W ∗3 W ′1 is constant. The proof that W ∗2 W ′1 − W ′2∗W1 is constant, is similar.
Consequently
[W ′3∗W1 − W ∗3 W ′1](0) = [W ′3∗W1 − W ∗3 W ′1](1)
and thus
W ′3
∗
(0)B − W ∗3 (0)A = ∗W1(1) − ∗W ′1(1).
In the case of W2 we have that
W ∗2 (0)A − W ′2∗(0)B = −∗W ′1(1) − ∗W1(1),
since W2(1) = −= −W ′3(1) and W3(1) = = W ′2(1). Eq. (2.15) consequently can be written as
M∗(∗W ′1 − ∗W1)(1) = (∗W ′1 + ∗W1)(1). (2.18)
Lemma 2.1, with (2.18), gives
F ∗(1) = [M∗(∗W ′1 − ∗W1)(1) + i(∗W ′1 − ∗W1)(1)][M∗(∗W ′1 − ∗W1)(1) − i(∗W ′1 − ∗W1)(1)]−1
= [(M∗ + iI )(∗W ′1 − ∗W1)(1)][(M∗ − iI )(∗W ′1 − ∗W1)(1)]−1.
Since  is not an eigenvalue of (2.1)–(2.3), det(∗W ′1(1)−∗W1(1)) 	= 0, and thus F ∗(1)= (M∗ + iI )(M∗ − iI )−1.
Solving forM∗ we get
M∗ = i(F ∗(1) − I )−1(F ∗(1) + I ). 
Corollary 2.4. The matrix Prüfer angle, F(1), determines the M-function,M, and vice versa.
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3. Asymptotic solutions
Theorem 3.1. Let 	2 = . The solution matrices U and V of (2.1) obeying the initial conditions
[
U(0)
U′(0)
]
=
[
I
0
]
and[
V(0)
V′(0)
]
=
[
0
I
]
are entire in 	 and can be represented as
U = C(	, t) + O(	, 1),
V = S(	, t) + O(	, 2),
with derivatives
U′ = −	2M−1S(	, t) + O(	, 0),
V′ = C(	, t) + O(	, 1),
asymptotically for |	| → ∞. Here C and S are the diagonal matrices
C(	, t) = diag
(
cos
(
l1	t
2
)
, . . . , cos
(
l2K	t
2
))
,
S(	, t) = diag
(
2
l1	
sin
(
l1	t
2
)
, . . . ,
2
l2K	
sin
(
l2K	t
2
))
,
where lK+i = li for i = 1, . . . , K . Here, for 	 ∈ C and k ∈ Z,
O(	, k) := diag
(
O
(
et l1|I	|/2
	k
)
, . . . ,O
(
et l2K |I	|/2
	k
))
.
Proof. Let U and V be the solutions of (2.1) with initial conditions as stated above. If we ﬁx i ∈ {1, . . . , 2K} and
denote u(t) = Uij (t), where j 	= i, then u is the solution of a second order linear differential equation with initial
conditions u(0) = 0 = u′(0) and is thus zero on [0, 1]. Hence all entries of U other than Uii , i = 1, . . . , 2K , are
identically zero.
Now consider u(t) = Uii (t). Here u is the solution of
u′′ + l
2
i
4
(	2 − Pii)u = 0 (3.1)
obeying the initial conditions u(0) = 1 and u′(0) = 0. Thus, from [14, Appendix] or [27, Lemma 1.7, p. 19],
u(t) = cos
(
li	t
2
)
+ O
(
et li |I	|/2
	
)
,
u′(t) = − l
2
i 	
2
4
(
2
li	
sin
(
li	t
2
)
+ O
(
e|t liI	|/2
	2
))
.
Similarly if we ﬁx i ∈ {1, . . . , 2K} and denote u(t)=Vij (t) then the only non-zero entries areVii and for u(t)=Vii (t),
u is then the solution of (3.1) obeying the initial conditions u(0) = 0 and u′(0) = 1. Thus, from [14, Appendix] or
[27, Lemma 1.7, p. 19],
u(t) = 2
li	
sin
(
li	t
2
)
+ O
(
e|t liI	|/2
	2
)
,
u′(t) = cos
(
li	t
2
)
+ O
(
et li |I	|/2
	
)
. 
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Remarks. (1) In the case of P ≡ 0, the O(·) terms in the above theorem are identically zero.
(2) U and V are entire in  and in 	= √.
(3) Higher order terms in the asymptotic expansions of the solutions, for the standard second order equation, can be
found in [9].
4. M-matrix asymptotics
Let 	 = i
, where we recall that  = 	2. Asymptotics for the matrix Prüfer angle, F(1), as 
 → ∞ will be found,
and, by Corollary 2.4, these will provide us with asymptotics for the M-function.
Theorem 4.1. Asymptotically as 
 → +∞, the matrix Prüfer angle, F, takes the form
F(1) = (+ i)−1
(
I + O
(
1


))
(− i). (4.1)
Proof. Let W1 be as in (2.5)–(2.6), then W1(t) = C(t)B + S(t)A, where C and S are as given in Theorem 3.1.
Consequently
W1(t) = cos
(
M−1/2	t
2
)
B + O(	, 1, t),
W ′1(t) = −
M−1/2
2
	 sin
(
M−1/2	t
2
)
B + 1
2
(∫ t
0
P(x) dx
)
cos
(
M−1/2	t
2
)
B
+ cos
(
M−1/2	t
2
)
A + O(	, 1, t),
where
O(	, k, t) = diag
(
O
(
et l1|I	|/2
	k
)
, . . . ,O
(
et l2K |I(	)|/2
	k
))
.
Hence
W ′1(1) + iW1(1) = −
M−1/2
2
	 sin
(
M−1/2	
2
)
B + cos
(
M−1/2	
2
)
(A + iB)
+ 1
2
(∫ 1
0
P(x) dx
)
cos
(
M−1/2	
2
)
B + O(	, 1, 1).
Let D be the block matrix
D = W ′1(1) + iW1(1) =
[
D1 D2
D3 D4
]
.
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Since A∗ = 1√
2
[
I
0
−I
0
]
and −B∗ = 1√
2
[
0
I
0
I
]
we have Di = diag[di1, . . . , diK ], i = 1, . . . , 4, where
√
2d1j = cos
(
lj	
2
)
+ O
(
elj |I	|/2
	
)
,
√
2d2j = 	lj2 sin
(
	lj
2
)
−
(pj
2
+ i
)
cos
(
lj	
2
)
+ O
(
elj |I	|/2
	
)
,
√
2d3j = − cos
(
lj	
2
)
+ O
(
elj |I	|/2
	
)
,
√
2d4j = 	lj2 sin
(
	lj
2
)
−
(pj+K
2
+ i
)
cos
(
lj	
2
)
+ O
(
elj |I	|/2
	
)
,
where
∫ 1
0 P(x) dx = diag[p1, . . . , p2K ].
Let the block matrix H be deﬁned by
H = (W ′1(1) + iW1(1))−1 =
[
H1 H2
H3 H4
]
,
then Hi = diag[hi1, . . . , hiK ], i = 1, . . . , 4, where
d1j h1j + d2j h3j = 1 = d3j h2j + d4j h4j ,
d1j h2j + d2j h4j = 0 = d3j h1j + d4j h3j , (4.2)
for j = 1, . . . , K , and, more concisely,[
h1j h2j
h3j h4j
]
= 1
d4j d1j − d2j d3j
[
d4j −d2j
−d3j d1j
]
.
So, as 
 → +∞,
2(d4j d1j − d2j d3j ) = 	lj sin
(
	lj
2
)
cos
(
	lj
2
)
+ O(elj |I	|)
= e
lj
(−
lj
4
+ O(1)
)
,
and
1
d4j d1j − d2j d3j =
−8e−
lj

lj
(
1 + O
(
1


))
,
giving
h4j = −2e
−
lj /2

lj
(√
2 + O
(
1


))
,
h2j = −e−
lj /2
(
1 + O
(
1


))
,
h3j = −2e
−
lj /2

lj
(
1 + O
(
1


))
,
h1j = e−
lj /2
(
1 + O
(
1


))
.
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Therefore
Hj =
⎧⎪⎪⎨
⎪⎪⎩
(−1)j+1√2 diag
[
e−
l1/2
(
1 + O
(
1


))
, . . . , e−
lK/2
(
1 + O
(
1


))]
, j = 1, 2,
√
2 diag
[−2e−
l1/2

l1
(
1 + O
(
1


))
, . . . ,
−2e−
lK/2

lK
(
1 + O
(
1


))]
, j = 3, 4.
Multiplying H on the left by W ′1(1) − iW1(1) gives
(W ′1(1) − iW1(1))H =
[
E1 E2
E3 E4
]
,
where
Ej =
⎧⎪⎪⎨
⎪⎪⎩
diag
[
1 + O
(
1


)
, . . . , 1 + O
(
1


)]
, j = 1, 4,
diag
[
O
(
1


)
, . . . ,O
(
1


)]
, j = 2, 3.
Hence, as 
 → ∞,
(W ′1(1) − iW1(1))(W ′1(1) + iW1(1))−1 = I + O
(
1


)
,
and thus from Eq. (2.7) we have
F ∗(1) = (∗ + i∗)[W ′1(1) − iW1(1)][W ′1(1) + iW1(1)]−1(∗ − i∗)−1
= (∗ + i∗)
(
I + O
(
1


))
(∗ − i∗)−1. 
Combining (4.1) and (2.14) we obtain the following corollary.
Corollary 4.2. Asymptotically as 
 → +∞,M∗(), takes the form
M∗() = i
[
2i+ O
(
1


)]−1 [
2+ O
(
1


)]
.
5. Recovery of the boundary conditions
Theorem 5.1. Let (∗,∗, P ) denote the boundary value problem (2.1)–(2.3) and (˜∗, ˜∗, P˜ ) the boundary value
problem (2.1)–(2.3) but with replaced by ˜, by ˜ and P by P˜ . If their respective M-matrices are equal, then=U ˜
and = U ˜ where U is the unitary matrix
U = ˜∗ + ˜∗.
Proof. Since (∗,∗, P ) and (˜∗, ˜∗, P˜ ) have the same M-matrix,M(), by Corollary 2.4 they have the same matrix
Prüfer angle F(1). So, from (4.1), we have
(∗ + i∗)(∗ − i∗)−1 = (˜∗ + i˜∗)(˜∗ − i˜∗)−1.
Since ∗ − i∗ and ˜∗ − i˜∗ are unitary,
(∗ + i∗)(+ i) = (˜∗ + i˜∗)(˜+ i˜),
and, since ˜∗ + i˜∗ = (˜− i˜)−1 and ∗ − i∗ = (+ i)−1, we get
(˜− i˜)(∗ + i∗) = (˜+ i˜)(∗ − i∗).
S. Currie, B.A. Watson / Journal of Computational and Applied Mathematics 218 (2008) 568–578 577
Combining and simplifying the above two equations yields
˜∗ = ˜∗, (5.1)
which has hermitian adjoint
˜∗ = ˜∗. (5.2)
Now (˜∗ − i˜∗)(˜+ i˜) = I and thus ∗ − i∗ = (+ i)−1, giving
(+ i)(˜∗ − i˜∗)(˜+ i˜)(∗ − i∗) = I .
After some manipulation this yields
(˜∗ + i˜∗ − i˜∗ + ˜∗)(˜∗ + i˜∗ − i˜∗ + ˜∗) = I .
Substituting from (5.1) and (5.2) into the above equation we obtain
(˜∗ + i˜∗ − i˜∗ + ˜∗)(˜∗ + i˜∗ − i˜∗ + ˜∗) = I ,
giving
(˜∗ + ˜∗)(˜∗ + ˜∗) = I . (5.3)
Therefore U := ˜∗ + ˜∗ is unitary. Pre-multiplying (5.2) by ∗ gives
∗˜∗ = ∗˜∗.
Since ∗= ∗ and ∗+ ∗= I the above equation becomes
∗˜∗ = (I − ∗)˜∗.
Hence
∗U = ∗(˜∗ + ˜∗) = ˜∗.
Taking adjoints gives = U ˜. Similarly = U ˜. 
The above theorem shows that we can recover the boundary conditions from the M-matrix up to a unitary equivalence.
Theorem 5.2. The M-matrix,M(), is a Herglotz function of rank 2K .
Proof. For x ∈ [0, 1] we can rewrite (2.1) as
J(x)′ = (A + B(x))(x), (5.4)
where
(x) =
[
Y (x)
Y ′(x)
]
, J =
[0 −I
I 0
]
, A =
[
M−1 0
0 0
]
and B =
[−M−1P(x) 0
0 I
]
.
Now (x) ∈ AC([0, 1]) is a normalised fundamental matrix of solutions of (5.4) at x = 1, i.e.,
(x) =
[
W2 W3
W ′2 W ′3
]
and (1) =
[− 
 
]
,
with normalisation, W3(1) = W ′2(1) =  and W ′3(1) = −W2(1) = .
Let  = [A∗ − B∗], where A∗ and B∗ are as in (2.2) then Rank() = 2K and Im(−B∗A) = 0. Therefore [4,
Lemma 2.2] holds and the M-function deﬁned in [4] is precisely given by (2.15). Thus, in [4, Lemma 2.5],M() is a
Herglotz function of rank 2K . 
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Note that the poles of the M-function correspond to eigenvalues of the boundary value problem (5.4) with boundary
conditions [∗, −∗](1) = 0 and [A∗, −B∗](0) = 0, see [5].
Remark. A pole of the determinant of the M-matrix is an eigenvalue of the boundary value problem but the converse
is not true i.e., an eigenvalue need not be a pole of the determinant of the M-matrix.
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