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A RIGOROUS COMPUTER AIDED ESTIMATION FOR GELFOND
EXPONENT OF WEIGHTED THUE-MORSE SEQUENCES
YIWEI ZHANG, KE YIN AND WANQUAN WU
Abstract. In this paper, we will provide a mathematically rigorous computer
aided estimation for the exact values and robustness for Gelfond exponent of weighted
Thue-Morse sequences. This result improves previous discussions on Gelfond expo-
nent by Gelfond, Devenport, Mauduit, Rivat, Sa´rko¨zy and Fan et. al.
1. Introduction
The weighted (c)-Thue-Morse sequence was first introduced in [8], and is among
the simplest and typical multiplicative sequence, and attracts great interest from
various mathematical and computational sciences. For every real number c ∈ [0, 1),
the weighted (c)-Thue-Morse sequence is described by the formula
t(c)(n) := e2piics(n), ∀n ∈ N,
where s(n) is the sum of digits of n based 2. In particular, t(n) := t(1/2)(n) is the
classical Thue-Morse sequence. As a time series, this sequence is hybrid, in the sense
that: on one hand, the subward complexity grows linearly, while on the other hand,
there are various ways in which it can be construed as pseudorandom.
One of the studies on characterizing the pseudorandomness of the weighted Thue-
Morse sequence is the study on its Gelfond type of oscillations. To be more precise,
that is to study the existence of a constant α(c) ∈ (1/2, 1), such that
(1) max
0≤t≤1
∣∣∣∣∣
N−1∑
n=0
t(c)(n)e2piint
∣∣∣∣∣ = O(Nα(c)).
If α(c) exists, then we say t(c)(n) is of Gelfond type and the smallest α(c) will be
denoted by Gelfond exponent ∆(c).
Gelfond in [11] showed that ∆(1/2) = log 3
log 4
. Using this result, Mauduit and Sa´rko¨zy
[17] showed that the classical Thue-Morse sequence is highly uniformly distributed,
in the sense that for positive integers a, b,M,N with a(M − 1) + b < N , then
M−1∑
n=0
t(an+ b) = O(N log 3/ log 4).
We would like to thank Prof. Aihua Fan for invaluable discussions, particularly for his kindness
for introducing us in detail about the definition and the background of Gelfond exponent; and its
relationships with ergodic optimization problems, i.e., Theorem 2.3 and the proof stated in Section 2.
Mathematical materials for the background in Section 1 and Theorem 2.3 in Section 2 are contributed
by Prof. Aihua Fan, subject to our own understanding on writing.
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On the other hand, Fan [7, 8] used Gelfond exponent to give a quantitative estimation
on the growth size of the weighted Birkhoff ergodic sum. That is, for a measure
preserving map (X,B, ν, T ), then for every f ∈ L2(ν), and every δ > 0, we have
ν-a.e.-x,
N−1∑
n=0
t(c)(n)f(T n(x)) = O(N∆
(c)
log2N log1+δ logN).
Such estimation is usually treated as a probabilistic comparison on the weighted
Birkhoff ergodic sum for the orthogonality relationships between topological oscilla-
tions of the sequences and zero topological entropy or uniquely ergodic dynamical
systems [7, 8, 10]. For example, Sarnak’s Conjecture for the Mo¨bius sequence [19]
and Wiener-Winter theory [9, 20].
Mauduit, Rivat and Sa´rko¨zy [18] recently gave an elegant proof showing that every
t(c)(n) is of Gelfond type, and moreover, they show that
∆(c) ≤ 1− pi
2
20 log 2
||c||2, where ||c|| := inf
z∈Z
|c− z|.
Unfortunately, this estimate is not optimal. In addition, Konieczny [16] linked the
study on Gelfond bound with the Gowers uniformity norm, but their expression on
Gelfond bound is also implicit. Recently, we also remark that Fan,Shen [6] developed
Davenport’s idea and gave exact values of Gelfond exponent for several other special
parameters including c = 1/4, 3/4. They ask whether there exists a universal method
to estimate the exact value of Gelfond exponent for arbitrary c ∈ [0, 1).
In this paper, we would like to develop a computational-aided estimation on the
exact value of the Gelfond exponent for general c-Thue Morse sequences. In particu-
lar, our approach enables us to test c ∈ ΛL = { i2L : L ∈ N and 0 ≤ i ≤ 2L − 1}. For
example, when L = 10, and letting
ΛU10 =
{
192
1024
,
309
1024
,
390
1024
,
391
1024
,
832
1024
,
715
1024
,
634
1024
,
633
1024
}
,
we can
• estimate the accurate value of ∆(c) for every c ∈ Λ10\ΛU10;
• show that the Gelfond exponent function c → ∆(c) is real analytic for every
c ∈ Λ10\ΛU10.
The graph of the Gelfond exponent function is illustrated in Figure 1, and the expla-
nations of the above two assertions will be given in Section 5.
Our methodology contains a combination of two ingredients. Firstly, we state an
equivalence between the estimation of the exact value of Gelfond exponent and an
ergodic optimization problem for the doubling map with the upper semi-continuous
c-parameterized potential formalised by log cos pi(x+ c), see Theorem 2.3 (the latter
is to find the invariant measure maximizing the integral of the potential). Secondly,
we will use the method developed in [1] to reduce the ergodic optimization problem
to a finite dimensional combinatorics problem (i.e., maximizing mean cycle problem)
on a sequence of edge weighted De Brujin graphs see Theorem 3.2. Based on these
two ingredients, we implement an algorithm (i.e., Algorithm 1) to find the unique
maximizing periodic invariant measure, and thus estimate the exact value of the Gel-
fond exponent. Our computational method provides a rigorous proof of the existence
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Figure 1. The blue dot line is our estimation for the exact value of
Gelfond exponent. This dot line is strictly smaller than the bound
obtained by Mauduit, Rivat and Sa´rko¨zy for any c ∈ [0, 1) (as drawn
by the normal red line), and coincides with Gelfond’s estimation at
c = 1/2(the red star), and Fan-Shen’s estimation at c = 1/4, 3/4 (the
red triangles). Followed by our estimation, it is observed that, differing
to the Mauduit, Rivat and Sa´rko¨zy bound curve, the Gelfond exponent
function c→ ∆(c) is symmetric at point 1/2, but is not globally concave
at each half. Instead, the graph of such function seems like a zigzag
curve with many “bubbles”(of various sizes fluctuations), and many
real analytic points. The points in ΛU10 are drawn as the blue circles.
of ∆(c) by checking an inequality (19) for a finite number of cases using a unified
algorithm that always terminates in definite number of steps. The number of cases
checked depends on given computational resources and machine error, and our case
study for the parameters in Λ10, shows that most of the values c can be successfully
checked within a few cases, while verifying for the rest of c is beyond out computa-
tional power. As far as we are concerned, this is the first attempt to investigate the
Gelfond exponent via combinatorial and computer aided approach.
The paper is organized as follows. We will first explain the mathematical principles
of our Algorithm 1 in Section 2 and Section 3. The implementation of Algorithm 1
is provided in Section 4, and the outputs, as well as some discussions for the further
studies are provided in Section 5. Some supplementaries on Howard algorithm are
provided in the Appendix 6 for the convenience of readers.
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2. Gelfond exponent and ergodic optimization
This section is devoted to describing the equivalence between the estimation of
the Gelfond exponent and an ergodic optimization problem. Before stating the main
result, let us recall some basic notions from ergodic optimization theory. Let (X, d)
be a compact metric space, and f : X → X be a continuous transformation. Let
Inv(f) be the set of all f -invariant probability measures. If µ ∈ Inv(f) is supported
on a periodic orbit, then it is called a periodic measure.
Given an upper semi-continuous potential function ϕ : X → R, the ergodic supre-
mum of f is defined by
ergsup(f, ϕ) := sup
µ∈Inv(f)
∫
ϕdµ ,
If the sup is attained at a µ ∈ Inv(f) then we say that the measure µ is maximizing
for f . Such maximizing measures always exist, due to the compactness of X, and the
semi-continuity of ϕ.
The following two propositions will be useful later on.
Proposition 2.1. [15, Prop2.2]
ergsup(f, ϕ) = sup
x∈X
lim sup
n→∞
1
n
n−1∑
i=0
ϕ ◦ f i(x)(2)
= lim sup
n→∞
1
n
sup
x∈X
n−1∑
i=0
ϕ ◦ f i(x) < +∞.(3)
Proposition 2.2. Suppose two upper semi-continuous potential functions ϕ1, ϕ2 :
X → R satisfies:
• ϕ1 ≤ ϕ2;
• µ is the unique maximizing measure for ϕ2, and
ϕ1(x) = ϕ2(x), ∀x ∈ supp(µ),
then µ is also the unique maximizing measure for ϕ1.
Proof. Under the hypothesis, for every invariant measure ν 6= µ, we have∫
ϕ1dν ≤
∫
ϕ2dν <
∫
ϕ2dµ =
∫
ϕ1dµ.
Therefore, µ is the unique maximizing measure for ϕ1, as required. 
In the context of our present work, we will particularly concentrate onX being a one
dimensional torus S, and f(x) := 2x( mod 1), and g(c)(x) := log | cos pi(x + c)|, x ∈
S, c ∈ [0, 1). Denote by β(c) := ergsup(f, g(c)), and the main result in this section is
as follows.
Theorem 2.3.
(4) ∆(c) = 1 +
β(c)
log 2
, ∀c ∈ (0, 1).
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The proof essentially follows from Mauduit, Rivat and Sa´rko¨zy [18] and Fan [8].
Though any specialists in Gelfond exponent shouldn’t have any difficulty in providing
those details themselves, we decide to write down the details here for the convenience
of readers, as we weren’t able to find any precise reference, and the proof itself is
ingenious.
Proof. For each c ∈ (0, 1), denote by
SN(x) =:
N−1∑
n=0
t(c)(n)e2piix
=
N−1∑
n=0
e2piicS(n)+nx =
N−1∑
n=0
Fn(x), where Fn(x) := e
2pii(cS(n)+nx).
First, we claim that
(5) S2m(x) =
m−1∏
j=0
(F0(x) + F2j(x)) ∀m ∈ N.
We will proceed the proof of (5) by induction on m. By the definition of s(n), it is
clear that
Fi+2j(x) = Fi(x) · F2j(x), ∀j ∈ N, and 0 ≤ i ≤ 2j − 1.
In particular,
F0(x) ≡ 1.
Therefore,
• when m = 1, then
S2(x) =
1∑
n=0
e2pii(cs(n)+nx) = F0(x) + F1(x).
• when m = 2, then
S4(x) =
3∑
n=0
e2pii(cs(n)+nx)
= F0(x) + F1(x) + F2(x) + F3(x)
= F 20 (x) + F0(x)F1(x) + F0(x)F2(x) + F1(x)F2(x)
= (F0(x) + F1(x))(F0(x) + F2(x)).
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• Suppose S2m(x) =
∏m−1
j=0 (F0(x) + F2j(x)), then
S2m+1(x) = S2m(x) +
2m−1∑
i=0
Fi+2m(x)
= S2m(x) + F2m(x)
2m−1∑
i=0
Fi(x) (By 2-multiplicity)
= S2m(x) · (F0(x) + F2m(x))
=
m∏
j=0
(F0(x) + F2j(x)) (Using induction hypothesis).
This completes the proof of (5).
Therefore,
|S2m(x)| =
m−1∏
j=0
|F0(x) + F2j(x)| =
m−1∏
j=0
∣∣∣1 + e2pii(cs(2j)+2jx)∣∣∣
=
m−1∏
j=0
∣∣∣1 + e2pii(c+2jx)∣∣∣ = 2m m−1∏
j=0
∣∣cospi(c+ 2jx)∣∣ · ∣∣∣eipi(c+2jx)∣∣∣
= 2m
m−1∏
j=0
∣∣cos pi(c+ 2jx)∣∣ .
Note that since the function g(c)(x) = log | cos pi(x + c)| is upper semi-continuous, it
follows from Proposition 2.1 that
(6) lim sup
m→∞
1
m
sup
x∈[0,1]
m−1∑
j=0
log | cospi(c+ 2jx)| = sup
µ∈Inv(g)
∫
log | cospi(x+ c)|dµ = β(c).
Thus
(7) lim sup
m→∞
sup
x∈[0,1]
|S2m(x)| = (2m)1+
β(c)
log 2 ,
Equation (7), together with [8, Theo5] yields that there exists a constant D > 0 such
that
max
x∈[0,1]
|Sn(x)− Sm(x)| ≤ D(n−m)1+
β(c)
log 2 .
That is
∆(c) = 1 +
β(c)
log 2
,
as was to be proved. 
Remark 2.4. In particular, when c = 1/2, we will show in Example 5.1 in Section 5
that the periodic measure 1
2
(δ1/3 + δ2/3) is the unique g1/2-maximizing measure. This
implies that
β(1/2) =
1
2
(log | cos pi(1/3 + 1/2)|+ log | cospi(2/3 + 1/2)|) = log
√
3
2
.
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So we reobtain the Gelfond exponent for the classical Thue Morse sequence
∆(1/2) = 1 +
log
√
3
2
log 2
=
log 3
log 4
.
3. Combinatorial optimization truncation
This section is aiming to convert the above ergodic optimization problem into a
“limit state” of a finite dimensional combinatorial optimization problem (i.e., max-
imum mean cycle problem on a sequence of quotient de Bruijn graphs). Some pre-
liminaries in graph, wavelet and combinatorial optimization theory are provided, and
the main theorem (Theorem 3.2) in this section is given afterwards.
Let Ω = {0, 1}N and Ω∗ = ⋃∞i=0{0, 1}i with convention {0, 1}0 = ∅. Given a word
ω ∈ Ω∗, denote by cylinder [ω], the set of elements of Ω that have ω as the initial
sub-word.
3.1. Quotient de Bruijn graphs and periodic measures. The concept of de
Bruijn graphs G˜n = (V˜n, E˜n)n≥1 (together with their analogues for larger alphabets)
was introduced independently by De Bruijn [2] and Good [12], and is defined as
follows.
• every node v ∈ Vn is exactly the words of length n− 1 in the alphabet {0, 1};
• every edge e ∈ En is exactly the words of length n in the alphabet {0, 1};
• for each word ω of length n, the source node and the target node of the arc ω
are respectively its initial and final subwords of length n− 1.
The first five de Bruijn graphs are pictured in Figure 2.
∅
0
1
0
1
00
01
11
10
00
0110
11
000
001
010
011
100
101
110
111
000
001100
010
101
011110
111
0000
00011000
1001
00100100
0011010110101100
10111101
0110
01111110
1111
Figure 2. Small order de Bruijn graphs G˜n for 1 ≤ n ≤ 5.
Each simple cycle C ⊂ G˜n canonically associates a periodic infinite word in the
symbolic space Ω by the concatenation of the words associating from the edges. For
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convenience, we represent such sequence by the finite repeated block. For example,
the symbolic representation 01010101...... is simply abbreviated as 01. In fact, we
will use this simple block to represent the whole period orbit by repeating the binary
expansion (of the symbolic representation) to the dyadic fraction of the points and
the iterations of the doubling mapping. For example, the cycle represented by 01
gives the orbits
p = 2,
1
3

 2
3
,
and the cycle represented by 001 gives the orbit
p = 3,
1
7
→ 2
7
→ 4
7
→ 1
7
.
With this convention, denote by Gn = (Vn, En) the quotient de Bruijn graphs with
Vn 3 [v] :=

v, if v /∈ {0 · · · 0︸ ︷︷ ︸
n
, 1 · · · 1︸ ︷︷ ︸
n
}
{0 · · · 0︸ ︷︷ ︸
n
, 1 · · · 1︸ ︷︷ ︸
n
}, otherwise.
and
En :=
{
([u]→ [v]), if (u→ v) ∈ E˜n
}
.
In informal terms, the quotient de Bruijn graph Gn could be viewed as the de Bruijn
graph G˜n gluing at two self loops. Analogous to de Bruijn graph, every simple cycle
in Gn admits a unique periodic orbit, subject to identifying the orbits 0¯ and 1¯. Due
to this fact, readers might realize later that the quotient de Bruijn graph is a more
appropriate tool (e.g., satisfying Theorem 3.2) than the de Bruijn graph for dealing
with the ergodic optimization problems for the potentials on the torus.
3.2. Association between edge weights on Quotient de Bruijn graphs and
Haar function. H aar function is defined by
hω :=
1
2
(χ[ω0] − χ[ω1]),
where χ denotes characteristic function, and ω0, ω1 means concatenated word.
It is easy to see the set {1}⋃{hω, ω ∈ Ω∗} forms an orthonormal wavelet basis of
L2(Ω), i.e., the Hilbert space of functions that are square integrable with respect to
Lebesgue measure. Thus, every ϕ ∈ C0(Ω) ⊆ L2(Ω) can be uniquely and pointwisely
represented as a Haar series:
ϕ = c(ϕ) +
∑
ω∈Ω∗
cω(ϕ)hω,
where the Haar coefficient is
c(ϕ) :=
∫
ϕdx, and cω(ϕ) := 2
|ω|+2
∫
ϕhωdx = 2
|ω|+1(
∫
[ω0]
ϕdx−
∫
[ω1]
ϕdx).
The n-th approximation of ϕ is given by the sum of the truncated Haar series, namely,
An(ϕ) := c(ϕ) +
∑
|ω|<n
cω(ϕ)hω.
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Equivalently, An is also the function obtained by averaging ϕ on cylinders of level n,
i.e.,
(8) An(ϕ) =
∑
|ω|=n
(
2n
∫
[ω]
ϕdx
)
χ[ω].
For a given ϕ ∈ C0(Ω), suppose there is an integer M , such that
(9)
∫
[0 · · · 0︸ ︷︷ ︸
n
]
ϕdx =
∫
[1 · · · 1︸ ︷︷ ︸
n
]
ϕdx, ∀n ≥M.
Then ϕ associates an edge weight on quotient de Bruijn graphs {Gn}n≥M . That is,
for each edge e ∈ En with e associating a word ω ∈ {0, 1}n,
(10) wghn(e) := An(ϕ)|[ω].
In fact, Equation (9) ensures the edge weight in (10) is well defined.
3.3. Maximum mean cycle on quotient de Bruijn graphs and gap criterion.
We now study the maximum mean cycle problem on quotient de Bruijn graph G,
and this is actually the combinatorial optimization truncation for our original ergodic
optimization problem stated in Section 2. To be more precise, for each cycle C ⊂ G,
define the mean weight λ(C) of the cycle as the ratio of the sum of the weights of the
cycle and the number of edges in the cycle, namely
λ(C) := wgh(C)|C| ,
The maximum cycle mean λ1 of G is defined as
(11) λ1 := maxC⊂G
{λ(C)}.
The maximum mean cycle problem considers the estimation of the value of λ1 and
the corresponding cycle γ1 with cycle mean λ1.
Suppose γ1 is unique, then we define the second maximum cycle mean
(12) λ2 := maxC⊂G,C6=γ1
{λ(C)};
and let γ2 be the corresponding cycle with cycle mean λ2. The gap
(13) gap := λ1 − λ2 > 0.
In [1], the following gap condition is developed.
Lemma 3.1. [1, Lem4.1] For each ϕ ∈ C0(Ω), suppose the following gap condition
is satisfied:
(14) ∃N ∈ N, s.t. gap(AN(ϕ)) >
∞∑
k=N
(k −N + 1) max
|ω|=k
|cω(ϕ)|.
Then the maximizing measure for AN(ϕ) is unique and is exactly the periodic measure
µ supported on the periodic orbit associated to the cycle γ1 with maximum cycle mean
in GN . Moreover, µ is also the unique maximizing measure for ϕ and An(ϕ), ∀n ≥ N .
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-4.5
-4
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
gd,d′
(c) (x)
g(c)(x)
Figure 3. The plot of g
(c)
d (x) and g
(c)
d,d′(x), with d = 6, d
′ = 5, c = 3/4
In informal terms, the gap criterion says if the tail of the Haar series is smaller
compared to the gap of its initial part, then it does not influence the maximizing
measure.
3.4. Implementation of gap criterion for Gelfond exponent. We are ready to
state our main theorem in this section. Recall that g(c)(x) = log | cospi(x + c)|. Fix
2 ≤ d ∈ N, and put
g
(c)
d (x) := max
{
g(c)(x), log
∣∣ sin pi
2d
∣∣} .
Next, fix 2 ≤ d′ ∈ N, without loss of generality, suppose
inf g
(c)
d |[0,1/2d′ ) ≥ sup g(c)d |[1−1/2d′ ,1) = g(c)d (0),
and put
(15) g
(c)
d,d′(x) :=
{
g
(c)
d (x), if x ∈ [0, 1− 1/2d
′
)
g
(c)
d (1− x), if x ∈ [1− 1/2d
′
, 1).
The graph of g
(c)
d,d′ is pictured in Figure 3, and according to equality (8),(9), we
construct the truncation
(16) An(g
(c)
d,d′) =
∑
|ω|=n
(
2n
∫
[ω]
g
(c)
d,d′dx
)
χ[ω],
which associates edge weights on quotient de Bruijn graphs {Gn}n≥d′ .
Theorem 3.2. For every c ∈ (0, 1), suppose there are d, d′, N ∈ N satisfying
(17) gap
(
AN(g
(c)
d,d′)
)
>
5pi
2
cot(
pi
2d
)2−N ,
then the maximizing measure for g
(c)
d,d′ is supported on a periodic orbit(say µ). If
further assuming that
(18) g
(c)
d,d′(x) = g
(c)(x), ∀x ∈ suppµ,
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then µ is also the unique maximizing measure for g(c).
Proof. For each n-bit word ω ∈ {0, 1}n, we have
|cω(g(c)d,d′)| =
∣∣∣∣2n+2 ∫ g(c)d,d′ · χ[ω0] − χ[ω1]2 dx
∣∣∣∣
= 2n+1
∣∣∣∣∫
[ω0]
g
(c)
d,d′dx−
∫
[ω1]
g
(c)
d,d′dx
∣∣∣∣
= |g(c)d,d′(ξ1)− g(c)d,d′(ξ2)|, ∃ξ1 ∈ [ω0] and ξ2 ∈ [ω1]
= |(g(c)d,d′)′+(ξ3)| · |ξ1 − ξ2| ≤ |(g(c)d,d′)′+(ξ3)| · 2−n, ∃ξ3 ∈ [ξ1, ξ2]
≤ pi cot( pi
2d
) · 2−n.
Therefore,
∞∑
k=n
(k − n+ 1) max
|ω|=k
|cω(g(c)d,d′)| ≤
∞∑
k=n
(k − n+ 1)pi cot( pi
2d
)2−k
= pi cot(
pi
2d
)2−n +
∞∑
k=n+1
(k − n+ 1)pi cot( pi
2d
)2−k
=
5pi
2
cot(
pi
2d
)2−n.
Together with hypothesis (17), there exists N ∈ N, such that
gap(AN(g
(c)
d,d′)) >
5pi
2
cot(
pi
2d
) · 2−N ≥
∞∑
k=N
(k −N + 1) max
|ω|=k
|cω(g(c)d,d′)|.
So the gap criterion (Lemma 3.1) directly yields that the maximizing measure for g
(c)
d,d′
is unique and periodic (say µ), and µ can be determined by the truncation AN(g
(c)
d,d′).
This completes the first assertion of the theorem.
Next note that g
(c)
d,d′(x) ≥ g(c)(x), ∀d, d′ ∈ N and x ∈ [0, 1), therefore, the second
assertion of the theorem directly follows from Proposition 2.2, and thus the proof of
Theorem 3.2 is complete. 
4. Verification of the assumption in Theorem 3.2
4.1. The algorithm for verifying the gap criterion. Needless to say, Theorem
3.2 is meaningless unless the assumption admits a non-empty subset of c ∈ (0, 1) such
that there exists some (d, d′, N) ∈ R3 for which (17) and the statements that follow
all hold true (hence the gap criterion holds). Since (0, 1) is uncountable, we only
enumerate over the subset ΛL =
{
i
2L
: i = 0, . . . , 2L − 1} for a fixed integer L ∈ N,
and check over the finite set of integer triples Td,d′,N ⊂ {(d, d′, N) ∈ R3 : d ≤ d′ ≤ N}
to see if
(19) gap(AN(g
(c)
d,d′)) > 2
−N 5
2
pi cot
( pi
2d
)
.
If so, then the maximizing measure g(c) exists for that c ∈ ΛL. The enumeration
process is terminated once a triple (d, d′, N) is found for a given c such that the
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assumptions in Theorem 3.2 hold, or N is larger than some upper limit Nmax. The
total number of cases checked for each c is less than (Nmax)
3.
The left-hand side of (19) represents the gap between the maximum cycle mean
(MCM1) and second maximum cycle mean (MCM2) of N -th quotient De Bruijn graph
GN = (VN , EN) associating with edge weights wghN = AN(g
(c)
d,d′), where the formula
for AN(g
(c)
d,d′) is given in (10). The cycle with maximum mean weight of the given
graph is found by a so-called Howard’s algorithm as described in [4, 3], and also
formulated in Algorithms in the Appendix 6.
Howard’s algorithm gets input GN and outputs the cycle Γ(AN(g
(c)
d,d′)) with maxi-
mum mean weight MCM1(AN(g
(c)
d,d′)). The algorithm for finding the second maximum
cycle mean MCM2(AN(g
(c)
d,d′)) is based on that for MCM1(AN(g
(c)
d,d′)). More precisely,
(20) MCM2(AN(g
(c)
d,d′)) = max
e∈Γ(AN (g(c)d,d′ ))
MCM1(AN,\e(g
(c)
d,d′))
where AN,\e(g
(c)
d,d′) is the weight of the graph obtained by removing the edge e (along
with its weight) from the graph GN while keeping all vertices. By definition,
(21) gap(AN(g
(c)
d,d′)) = MCM1(AN(g
(c)
d,d′))−MCM2(AN(g(c)d,d′)).
We introduce function ψ : ΛL → N such that
(22) ψ(c) =
{
|Γ(AN(g(c)d,d′))| ∃(d, d′, N) ∈ Td,d′,N s.t. (19),
0 otherwise.
The complete algorithm is outlined in Algorithm 1.
4.2. Numerical implementation and error estimate. Numerical errors arise in
the execution of Algorithm 1. Enumeration and counting of integers are generally
considered error-free. The numerical errors come from machine error, and the numer-
ical approximation error in particular in numerical integrations. The right-hand side
of (19) can be evaluated within relative error m, where m is machine epsilon. More
exactly, the numerical error of evaluating the right-hand side of (19) is bounded by
(23) 2−N
5
2
pi| cot( pi
2d
)| · m.
In the following, we discuss the numerical implementation and error estimate for the
left-hand side and analyse both the forward and backward numerical errors.
First, we compute AN(g
(c)
d,d′) by numerical integration of
∫
[ω]
g
(c)
d,d′(x) dx. Here we use
the rectangle method, where the interval [ω] = [x0, x226−N ] is divided into subintervals
of length ∆x = 2−26, and are represented in turn as [x0, x1], . . . , [x226−N−1, x226−N ].
By symmetry of g
(c)
d,d′(x) on [ω], we only need to calculate the integral on [x0, x225−N ].
The numerical integration of
∫
[x0,x225−N ]
g
(c)
d,d′(x) dx by rectangle method has two forms
IL, IR which are written as
(24) IL =
x
225−N−1∑
j=0
g
(c)
d,d′(xj)∆x.
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Algorithm 1 Verification of the gap criterion
Require: ΛL, Td,d′,N
Ensure: ψ(c) for c ∈ ΛL
1: for every c ∈ ΛL do
2: Set ψ(c) = 0
3: for d = dmin to dmax do
4: for d′ = d to d′max do
5: for N = d′ to Nmax do
6: Compute edge weights AN(g
(c)
d,d′) for GN .
7: Set gap(AN(g
(c)
d,d′)) = 0
8: Calculate MCM1(AN(g
(c)
d,d′)) and Γ(AN(g
(c)
d,d′)) by Algorithm 4.
9: for every edge e in Γ(AN(g
(c)
d,d′)) do
10: Calculate MCM1(AN,\e(g
(c)
d,d′)) by Algorithm 4.
11: Set gap(AN(g
(c)
d,d′)) = MCM1(AN(g
(c)
d,d′))−MCM1(AN,\e(g(c)d,d′))
12: if gap(AN(g
(c)
d,d′)) > 2
−N 5
2
pi cot
(
pi
2d
)
then
13: Set ψ(c) = |Γ(AN(g(c)d,d′))|.
14: Terminate the for-loops of d, d′, N .
15: end if
16: end for
17: end for
18: end for
19: end for
20: end for
21: return ψ(c).
and
(25) IR =
x
225−N∑
j=1
g
(c)
d,d′(xj)∆x.
Since g
(c)
d,d′(x) is monotone on [ω], we have the error estimate
(26) max
{∣∣∣∣IR − ∫
[ω]
g
(c)
d,d′(x)
∣∣∣∣ , ∣∣∣∣IL − ∫
[ω]
g
(c)
d,d′(x)
∣∣∣∣} ≤ |IL − IR|.
where
(27) |IL − IR| =
∣∣∣g(c)d,d′(x0)− g(c)d,d′(x225−N )∣∣∣∆x.
Taking into account the machine error, the numerical error for
∫
[ω]
g
(c)
d,d′(x) dx is
bounded by
(28)  =
∣∣∣g(c)d,d′(x0)− g(c)d,d′(x225−N )∣∣∣∆x(1 + m),
which is uniform for all [ω]. Therefore,
(29) ‖A˜N(g(c)d,d′)− AN(g(c)d,d′))‖∞ = .
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The left-hand side of (19) represents the gap between the maximum cycle mean
(MCM1) and second maximum cycle mean (MCM2) of N -th De Bruijn graph with
weights A˜N(g
(c)
d,d′). Here A˜N(g
(c)
d,d′) is the numerical value of AN(g
(c)
d,d′), which has the
error bounded by  as defined in Eq.(28). By definition,
(30) gap(AN(g
(c)
d,d′)) = MCM1(AN(g
(c)
d,d′))−MCM2(AN(g(c)d,d′)),
and its numerical value is given by
(31) gap(A˜N(g
(c)
d,d′)) = MCM1(A˜N(g
(c)
d,d′))−MCM2(A˜N(g(c)d,d′)).
The forward error of the numerical algorithm for the function MCM1 : Rm+ → R+
comes from evaluation of the cycle mean, which is accurate up to relative error
bounded by machine epsilon m. Also we show that the algorithm is backward stable.
It is obvious that if the weight of each edge of a graph is increased by , the cycle
with maximum mean is unchanged. Therefore,
(32) MCM1(AN(g
(c)
d,d′)) +  = MCM1(AN(g
(c)
d,d′) + ).
For GN with edge weight A˜N(g
(c)
d,d′), we denote the cycle with maximum mean weight
by C˜. For GN with edge weight AN(g(c)d,d′)+, the mean weight of C˜ is less than or equal
to MCM1(AN(g
(c)
d,d′) + ), but greater than or equal to MCM1(A˜N(g
(c)
d,d′)). Therefore,
we have
(33) MCM1(A˜N(g
(c)
d,d′)) ≤ MCM1(AN(g(c)d,d′)) + .
By similar arguments, we can show that
(34) MCM1(A˜N(g
(c)
d,d′)) ≥ MCM1(AN(g(c)d,d′))− .
It is readily checked that
(35) |MCM1(A˜N(g(c)d,d′))−MCM1(AN(g(c)d,d′))| ≤ ‖A˜N(g(c)d,d′)− AN(g(c)d,d′))‖∞ = ,
where  is computed in (28). Similarly we have
(36) |MCM2(A˜N(g(c)d,d′))−MCM2(AN(g(c)d,d′))| ≤ .
Based on the above backward error analysis, a sufficient condition for inequality
(19) is
(37) gap(A˜N(g
(c)
d,d′)) ≥ 2−N
5
2
pi cot(
pi
2d
) + 2
for  defined in Eq.(28). If the forward error is taken into account, then the sufficient
condition becomes
(38)
gap(A˜N(g
(c)
d,d′)) > 2
−N 5
2
pi cot
( pi
2d
)
+ 2+
(
2−N
5
2
pi cot
( pi
2d
)
+ gap(A˜N(g
(c)
d,d′))
)
· m,
for the machine epsilon m. The last term represents the forward error for numerical
computation, which is negligible in this problem.
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5. Outputs
In this section, we provide a detailed explanation of the mechanism for drawing
Figure 1, as well as the robustness results stated in Section 1.
5.1. Drawing Figure 1. We choose
Λ10 =
{
i
210
: i = 0, . . . , 210 − 1
}
,
and
Td,d′,N = {(d, d′, N) : d = 3, . . . , 15; d′ = 3, . . . , 22, N = 3, . . . , 22} .
For each c ∈ Λ10, we enumerate the set of triples for the parameters Td,d′,N and verify
Inequality (19), by checking the Inequality (38). In particular, we have
Example 5.1. When specializing c = 1/2, it follows from our Algorithm 1, that
inequality (38) holds at d = 3, d′ = 3, N = 10. Moreover, Algorithm 1 also finds the
simple cycle coded with 01 in 10-th quotient de Bruijn graph G10 is the unique cycle
with maximizing mean weight. Therefore, following from Theorem 3.2, we have the
invariant periodic measure 1
2
(δ1/3 + δ2/3) as the unique maximizing measure for g1/2,
and thus
∆(1/2) = 1 +
(∫
g(1/2)d
1
2
(δ1/3 + δ2/3)
)
/ log 2 =
log 3
log 4
≈ 0.79248125.
We show that there are some other examples analogous to Example 5.1.
Example 5.2. When specializing c = 1/4 or 3/8, it follows from our Algorithm 1,
that inequality (38) holds at d = 3, d′ = 3, N = 15. Moreover, Algorithm 1 also finds
that the cycle coded with 0111 and 011 in the 15-th quotient de Bruijn graph G15 are
the unique cycle with maximizing mean weight respectively. Therefore, the periodic
invariant measures 1
4
(δ7/15 + δ14/15 + δ13/15 + δ11/15) and
1
3
(δ3/7 + δ6/7 + δ5/7) are the
unique maximizing measure for g(1/4) and g(3/8) respectively. Thus
∆(1/4) = 1 +
(∫
g(1/4)d
1
4
(δ7/15 + δ14/15 + δ13/15 + δ11/15)
)
/ log 2 ≈ 0.7442276;
and
∆(3/8) = 1 +
(∫
g(3/8)d
1
3
(δ3/7 + δ6/7 + δ5/7)
)
/ log 2 ≈ 0.7416347.
However, there are examples in contrast to Example 5.1 and 5.2.
Example 5.3. When specializing c = 192
1024
, for all the possible choices in Td,d′,N ,
inequality (38) never holds. Therefore, we can’t deduce from our Algorithm 1 up
to Td,d′,N level, about the maximizing measure for g
( 192
1024
). Accordingly, ∆(
192
1024
) is
untestable from our method, up to Td,d′,N level.
The comprehensive enumeration data for every c ∈ Λ10 are available at the site:
https://www.dropbox.com/s/y5j0ez3v96ld7a3/formalized_result521%281%29.xlsx?
dl=0, and these data form the Gelfond exponent function (i.e., the blue dot curve) in
Figure 1.
From the enumeration, for each c ∈ Λ10\ΛU10, there is a triple (d, d′, N) ∈ Td,d′,N ,
such that inequality (38) holds in Algorithm 1. Thus, from Theorem 3.2, there is
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always a unique periodic invariant measure µc, which is the maximizing measure for
g(c), and accordingly,
(39) ∆(c) = 1 +
∫
g(c)dµc
log 2
= 1 +
∑
pi∈supp(µc),i=1,··· ,per(µc) g
(c)(pi)
log 2
.
One the other side, for each c ∈ ΛU10, our Algorithm 1 is untestable up to Td,d′,N level.
Next, we prove the real analyticity of the Gelfond exponent function c → ∆(c) on
every c ∈ Λ10\ΛU10. This can be deduced as follows. First, fix any c ∈ Λ10\ΛU10, we
know there is a triple (d, d′, N) ∈ Td,d′,N such that Inequality 38 holds. By the
continuity of gap function, it is clear that there exists an open neighborhood U
centered at c, such that for every c′ ∈ U , we still have
gap(A˜N(g
(c′)
d,d′)) ≥ 2−N
5
2
pi cot
( pi
2d
)
+ 2+
(
2−N
5
2
pi cot
( pi
2d
)
+ gap(A˜N(g
(c′)
d,d′))
)
· m,
and µc is also the cycle with maximizing mean weight in GN . By applying Theorem
3.2 for parameter c′, we have µc is the universal periodic invariant maximizing measure
for g(c
′). Moreover,
|∆(c) −∆(c′)| = 1
log 2
∑
pi∈supp(µc),i=1,··· ,per(µc)
g(c)(pi)|g(c)(pi)− g(c′)(pi)|,(40)
and every pi is away from the logarithm pole of g
(c) and g(c
′). At each pi, g
(c)(pi) is
real analytic with respect to parameter c, thus, we have ∆(c) is real analytic at every
c ∈ Λ10\ΛU10.
5.2. Hunt-Ott type’s results. Based on our enumeration data, we are able to do
some Hunt-Ott type’s results (as what they have done for the trigonometric potential
functions in [13, 14]), other than Figure 1. We believe these results will have their
independent interest.
Let h : Λ10 → N, defined by
(41) h(c) =
{
Per(µc) c ∈ Λ10\ΛU10,
0 otherwise.
We plot the graph of h at Figure 4.
Next, denote by the Γ-interval [a, b], the largest connected interval (which allows
a = b, such that the interval shrinks to be a singleton) for a, b ∈ Λ10 with Per(µc) ≡
pΓ (a constant), ∀a ≤ c ≤ b. Denote also the Γ-interval for each c ∈ Λ10\ΛU10 by
a singleton at c. It is observed a Farey tree type-structure appearing in Figure 4.
That is, between any two Γ-intervals with optimal periodic measure of period p1 and
p2, there always exists a smaller Γ-interval with optimal periodic measure of period
p1 +p2, and all the other Γ-intervals in between have period greater than p1 +p2. For
example, consider the subinterval [155
512
, 293
512
]. Between the period 2-interval [219
512
, 293
512
]
and 3-interval [155
512
, 389
1024
], there is a 5-interval [ 397
1024
, 423
1024
], while between the formal
3-interval and 5-interval, there is a 8-interval [ 49
128
, 99
256
].
On the other hand, let
ρ(p) :=
1
1024
]{c ∈ Λ10, and Per(µc) = p}.
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Figure 4. Graph of function h in Equation (41). The 8 triangles
are the values c where our Algorithm 1 untestable, and these 8 points
seem like the “tipping points” for sudden changes of the period of the
maximizing measures.
cycle length
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probability distribution
Figure 5. ρ(p) vs. p.
Figure 5 illustrates the distribution of ρ(p), and it is clearly observed that the ρ(p)
asymptotically decreases, as p increases. Moreover, Figure 6 fits
(42) ρ(p) v p · (exp(−0.78))pΦ(p),
where Φ(p) is the Euler function.
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Figure 6. Fitting of the formula for distribution as log(ρ(p)/pΦ(p))
vs p. The R-square is 0.9911, indicating a strong goodness-of-fit.
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0
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Figure 7. We zoom in Figure 4 at the subinterval [0.38, 0.3815], by
computing points in Λ12 (shown in star dots). Every point is testable
by the Algorithm 1. Thus the untestable points 390
1024
, 391
1024
are isolated
among Λ12.
Finally, we zoom in to the neighborhood of c = 390/1024, 391/1024, where our
Algorithm 1 is untestable. As shown in Figure 7, those untestable values seem to be
isolated (in a refined scaling).
6. Appendix: Howard’s algorithm for finding the maximum cycle mean
In this Appendix, we provide some detailed descriptions of Howard’s algorithm.
6.1. Max-plus algebra and the spectral problem. The max-plus algebra is de-
fined on the max-plus semiring Rmax = R ∪ {−∞}. The addition operation ⊕ is
GELFOND EXPONENT OF WEIGHTED THU-MORSE SEQUENCE 19
defined as the binary max and the multiplication operation ⊗ is the usual addition
+ on R. More exactly, a ⊕ b = max{a, b}, and a ⊗ b = a + b for all a, b ∈ R, with
special cases a⊕O = a, a⊗ 1 = a and a⊗O = O. The zero element O = −∞ and
the unit element 1 = 0 are defined as such. The operations on Rmax are commutative
and associative as those on R.
Given a matrix A ∈ (Rmax)n×n, the spectral problem is written as
(43) Ax = λx,
where x ∈ (Rmax)n\{On} and λ ∈ Rmax.
The distinction about the spectral problem in max-plus algebra is that if the eigen-
mode exists, the algorithm for finding it can always be terminated in finite iterations
and the solution is exact. In contrast, in usual algebra the eigenvalue problem always
requires iterative methods that can only approximately calculate the eigenvalue, with
the approximation error depending on the condition number of the matrix and the
number of iterations taken.
6.2. Howard’s algorithm for finding the maximum cycle mean. Given a di-
rected graph G = (V,E), equipped with edge weight w : E → R+. The maximum
cycle mean for a strongly connected graph G is given by the (unique) eigenvalue of
the spectral problem (43) in the max-plus algebra, where A is the adjoint matrix for
G, i.e., Ai,j = w(i, j) if (i, j) ∈ E and Ai,j = O otherwise. The matrix A is called irre-
ducible if G is strongly connected. The uniqueness of the eigenvalue for an irreducible
square matrix in the max-plus algebra is shown in [3]. Moreover, the eigenvalue can
be found exactly in finitely many steps [3].
The well received method to solve (43) is based on Karp’s algorithm which has
time complexity O(n3) and space complexity O(n). Cochet-Terrassion et. al. in [3]
propose another finite-step termination algorithm with almost linear average time
complexity. It is based on the specialization of Howard’s policy improvement scheme
to max-plus algebra. We use this method in our computation. In the following, we
briefly describe Howard’s policy improvement scheme, with adaptation to solve the
spectral problem in max-plus algebra. The description would generally follow from
[3].
It is easily checked that (43) is equivalent to
(44) max
1≤j≤n
(Aij + xj) = λ+ xi, ∀i ∈ {1, . . . , n}.
For simplicity of arguments, we use G and its corresponding adjoint matrix A inter-
changeably. In what follows, we assume that A is irreducible (or equivalently G is
strongly connected). For each edge (i, j) ∈ E, we denote initial node map In(i, j) = i,
and terminal node map Out(i, j) = j. The policy is a map
(45) pi : V → E,
such that In(pi(i)) = i, ∀i ∈ E. The matrix Api associated with the policy pi is defined
as
(46) Apiij =
{
w(pi(i)) if j = Out(pi(i))
O otherwise
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The algorithm for finding λ in (43) is summarized in Algorithm 4, which requires two
subroutines 2 and 3. First, Algorithm 2 finds the eigenvalue-eigenvector pair (also
called eigenmode) (η, x) of matrix Api.
Algorithm 2 Value Determination
Require: A, pi
Ensure: η = (ηi, . . . , ηn), x = (x1, . . . , xn)
1: Find a cycle c in Api
2: Calculate mean cycle weight η¯ =
∑
e∈c w(e)∑
e∈c 1
.
3: Select an arbitrary node i ∈ c
4: Set ηi = η¯, xi = 0.
5: for all the nodes j that have access to i in backward topological order do
6: Set ηj = η¯, xj = w(pi(j))− η¯ + xOut(pi(j))
7: end for
8: while there exists a nonempty set C not having access to i do
9: Repeat steps 1 to 7 using the restriction of A and pi to C in place of A and pi.
10: end while
11: return
Second, given a policy pi, together with an eigenmode (η, x) of Api, Algorithm 3
finds a “better” policy pi′. By better we mean that χ(Api
′
) ≥ χ(Api), where cycle time
vector χ(A) is defined as
(47) χ(A) = lim
k→∞
1
k
× Akx.
Here we note that χ(A) exists and is independent of x ∈ Rn. The proof can be found
in [3], but the intuition is comparing it to the power iteration for finding the maximal
norm eigenvalue of a symmetric matrix in Rn×n.
Last, the Algorithms 2 and 3 are called to find the eigenmode of A. In short,
the policy is iteratively improved until situation. It is proved in [3] that the itera-
tions always terminate in finitely many steps, and one iteration requires O(|E|) time.
Algorithm 4 requires O(n) space.
We use an implementation of Howard’s algorithm which is described in the paper
[3] as a software library. The source code and more information about this implemen-
tation can be found in this site http://www.cmap.polytechnique.fr/~gaubert/
HOWARD2.html.
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