Almost all methods of detecting brain activation in fMRI data depend on prior knowledge of mental event timing. For example, the investigator may be required to stipulate the short time intervals during which mental activity occurs. In addition, the hemodynamic response to mental activity is often assumed to be linearly additive, and the shape of that response is frequently estimated or modeled. Analysis methods that do not make these assumptions still require prior knowledge of characteristics of the spatial distribution of neural activity. This paper describes a new method of analyzing fMRI data that does not rely on any of these assumptions. Instead, our approach is based on the following simple premise: the time course of signal in activated voxels will not vary significantly when an entire task protocol is repeated by the same individual. The model-independence of this approach makes it suitable for "screening" fMRI data for brain activation that may have unanticipated timing. Retrospective examination of the time course of the detected signals may be used to understand the nature of the activity. We demonstrate the method by using it to detect brain activation in two subjects who performed hand sensorimotor tasks according to block and single-trial designs.
INTRODUCTION
It is clear that some type of prior knowledge must be used in order to detect brain activation in functional MRI (fMRI) data. Most fMRI experiments are analyzed with the aid of assumptions about the temporal characteristics of the signal in activated voxels (Bandettini, 1993; Friston, 1994; Dale, 1997; Rosen, 1998) . For example, it is common to assume knowledge of the narrow "temporal windows" within which activation is expected; this requires prior knowledge about the timing and/or temporal duration of mental events. Furthermore, the temporal waveform of an activated voxel may be assumed to resemble a certain reference waveform. The latter is usually taken to be the convolution of an impulse function (the putative hemodynamic response) with a "timing" function that represents the hypothesized temporal sequence of mental events. The timing function (the "design matrix" in the language of Dale, 1999) may be taken to be a series of step functions or spikes (i.e., delta functions), representing neurological events occurring in "block" or "single trial" experiments, respectively. Clearly, if a voxel is activated at unanticipated times, it may not be detected by these methods, which only look for those voxels in which the signal has the hypothesized time course. Furthermore, these techniques may fail if there are significant violations of the linearity assumption that is implicit in the convolution operation. This is problematic because a sufficiently rapid succession of mental events can elicit a "saturated" hemodynamic response; i.e., a response that is less than the simple summation of the responses following solitary mental events (Dale, 1997) . Finally, the analysis of many fMRI experiments has depended on assumptions about the shape of the hemodynamic response that is convolved with the timing function. This is problematic because there is reason to believe that the hemodynamic function may be different at different anatomical locations and in different individuals (Buckner, 1998; Aguirre, 1998) . It might also depend on specific experimental conditions: e.g., on the presence or absence of a vasoactive drug being studied with fMRI. In principle, the shape of the hemodynamic response function can be deduced from a sufficiently general analysis of the fMRI data (Dale, 1999; Clare, 1999) . However, it may require a relatively large amount of experimental data to measure this function accurately.
Assumptions about the temporal characteristics of brain activation can be avoided if one has some prior knowledge of its spatial distribution. For example, consider principal components analysis (PCA; Andersen, 1999) and independent component analysis (ICA; McKeown, 1998) . In these approaches, the time series of images is decomposed into a sum of spatial "maps," each of which is supposed to represent a distinct multifocal intracranial process with its own time course. In PCA, these maps are defined and ordered by the size of the contribution they make to the images in the time series. Therefore, PCA is useful for identifying those components that dominate the spatial structure of the fMRI images. This means that brain activation may not be detected if its contribution to time-varying image contrast is not significantly greater than the contributions of other effects. In ICA, the maps are defined so that they have no spatial correlations of all orders. Therefore, ICA is useful for decomposing a time series of images into processes that have completely independent spatial origins; e.g., processes that are supported on different anatomical regions. However, the identification of brain activation by ICA may be problematic if there is significant spatial correlation between brain activation and coexisting time-dependent phenomena (e.g., physiological pulsations of brain and blood vessels). In addition, ICA suffers from its computational complexity.
This paper describes a new method of analyzing fMRI data that does not rely on the above-described assumptions about the temporal or spatial characteristics of brain activation. Instead, the analysis is based on the following simple premise: the time course of signal in activated voxels will not vary significantly when an entire task protocol is repeated by the same individual. Once foci of activation are identified in this way, the nature of that activity can be elucidated by retrospective examination of the temporal and spatial characteristics of the signal. We refer to the new method as BIASLESS because it attempts to achieve Biasless Identification of Activated Sites by Linear Evaluation of Signal Similarity. In some circumstances (e.g., in the presence of learning or adaptation), the new method can certainly lead to false negative and false positive detection of activation. Therefore, it is not proposed as a definitive way of analyzing fMRI data. However, it is a simple, relatively model-independent way of "screening" fMRI data before they are analyzed with methods that are driven by models of the temporal or spatial characteristics of activation.
The next section describes how the new methodology was used to map the brain activity of subjects who performed hand sensorimotor tasks according to both block and single-trial designs. In Section III, the results are compared to those obtained by conventional fMRI analysis of the same data. The implications of these results are discussed in the last section.
METHODS
In the "block" design experiments, each of two normal right-handed male subjects underwent two consecutive fMRI scans with BOLD contrast (T2* rectilinear echo planar imaging) while performing a hand-clenching task. Scans were performed on a 1.5 T Horizon (GE) scanner equipped with a quadrature head coil and high performance (EchoSpeed) gradients. The pulse sequence parameters were: TR/TE ϭ 5000/60 ms, 20 axial slices with 7-mm slice thickness and 1-mm interslice spacing, 240 mm FOV, 64 ϫ 64 matrix. During each scan the subject was asked to quickly clench and unclench one (or both) hands in synchrony with visual cues (the words "right" or "left" or "right and left") that were flashed on a screen at the rate of one cue per second. Each 6-min scan consisted of an intermixed sequence of 12 blocks of 30-s duration: 4 "right," 2 "left," 2 "right and left," and 4 "rest" blocks in which the subject simply watched a blank screen. All scans of both subjects were performed with the same temporal sequence of cues. The volumes of image data from each subject were registered with one another (Woods, 1992) , transformed into a Talairach coordinate system (Talairach, 1988) , resampled on a 4 ϫ 4 ϫ 4 mm grid, and quadratically "detrended" on a voxel-by-voxel basis with the aid of publicly available software (Cox, 1996) . In principle, the blurring introduced by the above-mentioned resampling process could lead to a spurious increase in the size of activated foci; however, we found that BIASLESS maps created from the original image data (not resampled) were almost indistinguishable from those created in the Talairach frame, indicating that the effect of resampling is negligible.
To generate BIASLESS maps, we identified voxels that contained signals with similar detrended time courses during the two consecutive scans of the same subject. Specifically, for each subject, we computed the correlation coefficient (cc) between the two time series in each voxel of the brain. An "active" voxel was required to satisfy two thresholding criteria: (1) its scanto-scan correlation coefficient exceeded a threshold of 0.60; (2) an active voxel had to be part of a cluster of five or more contiguous voxels, each of which exceeded this cc threshold; in other words, the volume of a focus of activity had to exceed 320 mm 3 . The first criterion reflects the basic assumption of the BIASLESS method: the time series in an active voxel is reproducible across identical scans of the same subject. This assumption implies that the detrended time series in an active voxel should be highly correlated from one scan to another, while the detrended time series in an inactive voxel should be poorly correlated because it is dominated by noise that is not reproducible from scan to scan. The clustering criterion reflects prior knowledge of functional neuroanatomy, suggesting that activation is likely to occur over multivoxel regions. Other investigators (Xiong, 1995; Forman, 1995) have shown that the second criterion effectively discriminates against inactive voxels that just happen to have high correlation coefficients. Although our experiments were analyzed with the aid of this clustering assumption, it is not an essential part of the BIASLESS method; i.e., if there is no prior knowledge about the size of activated foci or if small foci are expected, the cluster size criterion can be omitted. For example, clus-tering may be inappropriate for single-trial studies of subtle cognitive processes that are not expected to activate large cortical regions. However, if it is known a priori that activated areas will be large, clustering should be utilized to discriminate against noise. We quantified the statistical significance of the combination of these two thresholds by: (1) using a randomization technique to generate many "null" data sets (i.e., data simulating that gathered from the inactive brain); (2) estimating the ␣ value for false positive detection of an active cluster by performing a Monte Carlo calculation of the statistical distribution of apparently active voxels in such null data sets. Specifically, we generalized the Monte Carlo method of Forman (1995) to the BIASLESS experimental design. First, we used randomization and spatial blurring techniques (Manly, 1991) to fabricate "null" data; i.e., synthetic data that should resemble noise-dominated, detrended time series collected in the absence of activation anywhere in the brain. Following the work of Bullmore et al. (1996) , we applied independent random permutations to the temporal ordering of signals in each voxel of the two data sets for the subject. The permutation process guaranteed that the resulting two time series in any given voxel had a small probability of significant correlation (as expected for noise-dominated time series), even if the corresponding unpermuted time series had been highly correlated due to brain activation in that voxel. In order to account for the finite resolution of the scanning technique, we added spatial correlations to this data by applying a gaussian filter to the images described by the permuted data at each time point. The breadth of this gaussian filter was chosen to have a full width at half maximum equal to 10 mm, which is approximately twice the voxel dimension. This "blurring" process was meant to introduce spatial correlations into the null data that we created to model the inactive brain. This guaranteed that the synthetic time series in neighboring voxels would tend to be correlated, as would be expected to be the case during actual imaging of the inactive brain with the finite point spread function (e.g., a sinc function), corresponding to the assumed voxel size. This procedure was designed to produce the "false positive" clusters of activated voxels that could result if a chance high correlation coefficient in a single noise-dominated voxel "bled" into neighboring voxels due to the finite spatial resolution of the study. We then computed the correlation coefficient in each voxel of this "null" data set. False positive clusters of "active" voxels were identified by simultaneously applying the two thresholds (cc, cluster size) that were applied to the actual BIASLESS data for the subject. This entire process was repeated for 1000 different "null" data sets in order to compute the probability of false positive detection of an "active" cluster for the chosen values of the two thresholds. This method indicated that the probability of false positive activity in the above-described BIASLESS maps is less than 0.1% (␣ Ͻ 0.001).
For comparison, each data set was also analyzed with the aid of two reference waveforms that were based on detailed prior knowledge of mental event timing (Bandettini, 1993) . Specifically, we identified clusters of voxels that contained signals significantly correlated with block-like reference waveforms (shifted in order to account for hemodynamic delay) describing either the periods of right hand clenching (with or without left hand clenching) or the periods of left hand clenching (with or without right hand clenching). These voxels were chosen by applying two thresholds: (1) a cc threshold of 0.6 that corresponded to a singlevoxel t test with significance P Ͻ 3.2 ϫ 10 Ϫ8 ; (2) a clustering threshold (five or more voxels exceeding the cc threshold). Monte-Carlo simulations (the AlphaSim program of the AFNI suite; Cox, 1996) estimated that the simultaneous application of these two thresholds will lead to false positive results with a probability smaller than 0.05% (␣ Ͻ 0.0005). This calculation included an estimate of the spatial correlation between voxels (intrinsic gaussian blur within the image). Each of the above-described activation maps (BIASLESS and conventional) was superposed on the anatomical image of the subject whose fMRI signals led to that map.
During other imaging sessions, each subject performed hand clenching according to two identical "single-trial" protocols while undergoing fMRI scans with the above-described scan parameters. During each protocol, the subject performed a single act of clenchingunclenching (right or left hand) whenever he saw the appropriate word ("right" or "left") flashed on the screen. During each of two 6-min scans, each subject was given 24 such cues (12 "right," 12 "left") in the same randomized sequence. As before, the volumes of image data from each subject were registered with one another (Woods, 1992) , transformed into a Talairach coordinate system (Talairach, 1988) , resampled on a 4 ϫ 4 ϫ 4-mm grid, and quadratically "detrended" on a voxel-by-voxel basis with the aid of AFNI software (Cox, 1996) . To generate BIASLESS maps, we found voxels that contained similar signal time series during the two consecutive single-trial scans of a subject. These voxels were identified by computing the scan-toscan correlation coefficients in all brain voxels. Then we applied thresholding criteria for cc (0.55) and cluster size (320 mm 3 ). Monte Carlo computations showed that the combination of these two criteria should lead to activation maps with a probability of false positive detection less than 0.2% (␣ Ͻ 0.002). For comparison, each single-trial data set was also analyzed with the aid of reference waveforms that were based on prior knowledge of mental event timing. Specifically, we identified clusters of five or more voxels that contained signals significantly correlated with reference wave-forms describing either the instances of right hand clenching or the instances of left hand clenching. Because of the limited temporal resolution of our scans (5 s), each impulse function in the reference waveform was a single sharp spike that could be represented by a binary-valued function. Because of the boxcar nature of this reference waveform, we could calculate the P value (6.8 ϫ 10 Ϫ7 ) corresponding to the chosen cc threshold (Crawley, 1995) . The Monte Carlo methods described in the previous paragraph showed that these two thresholding criteria (cc, cluster size) produce false positive results with an estimated probability of less than 0.7%. Each of these activation maps was superposed on an anatomical image of the subject whose fMRI signals led to that map. Figure 1a is the BIASLESS map derived from the two block design scans of subject 1; it consists of voxels that exceeded the threshold for cc and cluster size corresponding to ␣ Ͻ 0.001. Figure 2a is the analogous BIASLESS map produced from the pair of block design scans of subject 2. For each subject, the BIASLESS method detected activity in the bilateral hand sensorimotor cortices, the supplementary motor area (SMA), and the bilateral superior cerebellar cortices, despite the fact that no assumptions were made about mental event timing (other than its reproducibility in the same individual). Figures 1b and 2b show the signal time courses in typical active voxels in the right and left sensorimotor cortices of subject 1 and subject 2, respectively. aid of detailed prior knowledge of the timing of the activation. Because of this model-dependence, the conventional method of detecting activation may suffer from false negative errors. For example, the activity in the sensorimotor cortex of the left hand would not have been "discovered" by the conventional analysis if the investigator did not expect activation at the times of left hand clenching. In contrast, the more model-independent BIASLESS maps revealed the activation of bilateral sensorimotor cortices without this type of prior knowledge. Notice that slightly more extensive activity is seen on the conventional maps than on the corresponding BIASLESS images.
RESULTS
The BIASLESS maps of both subjects also demonstrated unanticipated activation outside the regions known to subserve hand motion (i.e., outside the hand sensorimotor cortices, SMA, and superior cerebellum). Specifically, in each case, we noticed activation in bilateral occipital lobes and in the right lateral frontal lobe (Figs. 3a and 3c ). These areas were not present in the conventional maps derived from reference waveforms for right or left hand movement. Retrospective examination of the time series in these voxels (Figs. 3b  and 3d ) suggested that they were correlated with the waveform describing all of the periods during which words ("right," "left," "right and left") were flashing on the display screen. This hypothesis was verified by demonstrating that these voxels were present in activation maps created by correlation with the reference waveform corresponding to all of those time intervals. These retrospective observations suggest that these occipital and frontal voxels are related to visual processing of the flashing words. It is interesting to note that activation with this timing was not anticipated by the investigators who were intent on performing a sensorimotor experiment to test the BIASLESS approach. Only after retrospective examination of the waveforms in the active voxels of the BIASLESS maps did we realize that we should have anticipated activation of the visual system. Thus, the rather model-independent character of the BIASLESS approach proved to be a useful way to screen our data for unanticipated results. Figure 4a is the BIASLESS map derived from the two single-trial scans of subject 1; it consists of voxels that exceeded the thresholds for cc and cluster size corresponding to ␣ Ͻ 0.002. Figure 5a is the analogous BIASLESS map produced from the single-trial scans of subject 2. Activity in the bilateral hand sensorimotor cortices is seen in both Figs. 4a and 5a. Activity in the SMA and superior cerebellum is revealed by the BIAS-LESS maps at other levels. This activity was identified in the BIASLESS maps despite the fact that they were created without making detailed hypotheses about the timing of mental events. For comparison, Figs. 4b and 5b show clustered voxels containing signals temporally correlated with reference waveforms describing instances of left hand clenching. Similarly, Figs. 4c and 5c are maps of voxels temporally correlated with instances of right hand clenching. As mentioned above, these conventional maps (Figs. 4b, 4c , 5b, and 5c) are based on detailed prior knowledge of the timing of activation (i.e., the timing of right and left hand motions). Therefore, if the investigator had not been aware of the motions of one of the hands, this approach would have failed to identify the activation of the contralateral sensorimotor cortex and the ipsilateral cerebellum. In contrast, the BIASLESS method succeeded in detecting activation of all of these areas without this type of prior knowledge. As in the block design experiment, some of the conventional maps tended to show slightly more extensive activity than that seen on the corresponding BIASLESS maps. This discrepancy may have been even larger if we had used a shorter TR, which would have increased the sensitivity of the conventional analysis of the single-trial experiments.
DISCUSSION
Figures 1a, 2a, 4a, and 5a demonstrate how the BIASLESS criterion can be used to detect brain activation without making detailed assumptions about its temporal or spatial characteristics. The simple assumption of scan-to-scan reproducibility of the time series in activated voxels was sufficient to detect the activation of bilateral sensorimotor cortices, SMA, and superior cerebellum in both block and single trial experiments. These results were derived from data acquired during just two short scans of each subject; we expect that even "cleaner" activation maps can be derived from data acquired during three or more identical scans of each subject. These BIASLESS maps should be compared to Figs. 1c, 1d, 2c, 2d, 4b, 4c, 5b, and 5c, which show the results of fMRI analyses that are driven by specific models of mental event timing (i.e., reference waveforms). Such hypothesis-driven methods are insensitive to activity that does not fit the prior knowledge used to frame the hypothesis. Thus, Figs. 1c, 2c, 4b , and 5b only display activation in the right sensorimotor cortex because the data were probed with a specific reference waveform describing only periods of left hand motion. This shows that the mental activity in the left hemisphere would not have been detected if the experimentalist had no prior knowledge of its timing. In contrast, the bilateral activation in the BIASLESS maps was detected with no prospective knowledge of mental event timing. The time course in each active BIASLESS voxel was then retrospectively examined in order to understand its origin. Figure 3 further illustrates the fact that the BIASLESS method is capable of detecting unanticipated mental activity. Specifically, these images demonstrate occipital and frontal activation that was truly unanticipated by the investigators and was only retrospectively observed to be correlated with a waveform describing visual stimulation by flashing words. Notice that the signal time course in an activated voxel in a BIASLESS experiment provides the investigator with new information for retrospective analysis. In these experiments, voxels with three distinct time courses of activation were detected in this way (e.g., Figs. 1b, 2b, 3b, and 3d) . In contrast, the signal time course in an activated voxel of a conventional map does not constitute independent information because such voxels were prospectively identified as active on the basis of the shape of their signal time course.
The BIASLESS technique depends on a rather weak assumption about the reproducibility of mental activity. Of course, even this limited model-dependence can lead to false negative results. For example, a slight change in the timing of a subject's responses during two executions of the same task protocol could cause a temporal shift between the two trains of hemodynamic responses. A false negative result would occur if this caused the corresponding correlation coefficient to be below threshold. Single-trial experiments may be particularly sensitive to such changes in the response timing because the corresponding time series consist of trains of narrow impulse functions. This effect may be partly responsible for the fact that most of our BIASLESS maps showed less activation than was visible on the corresponding conventional maps. The assumption of reproducible mental activity may also be violated if the subject uses different mental strategies during the two scans because of learning or adaptation. However, in such a situation, it may still be possible to use an intersubject BIASLESS approach to compare the time series in two subjects at the same stage of the learning/adaptation process Uftring and Levin, 2000) . The results of such intersubject BIASLESS experiments will be reported elsewhere. Finally, because of the presence of noise, BIASLESS experiments may fail to detect activity in voxels that are infrequently excited. However, all fMRI methods are insensitive to such uncommon mental events.
It is also possible for the BIASLESS approach to generate false positive indications of brain activity. For example, suppose that there are physiological oscillations at the location of a given voxel (e.g., vascular pulsations or CSF pulsations). The signal time series at that location might be correlated during two identical scans if the phases and frequencies of the oscillations were sufficiently similar. In our experiments, we did not see any indications of this effect, other than a few "active" voxels in the lateral ventricles on some BIASLESS images. It is possible that these false positives were due to the correlation of intraventricular CSF pulsations that happened to be synchronized during the two scans.
Notice that the BIASLESS technique detects activation by finding high correlations between the time series in a single voxel during two different time periods, when the subject was performing the same task. The activation of each voxel is detected in a manner that is independent of the presence or absence of activity in other voxels. Therefore, this approach differs from some other methods that do not require prior knowledge of the time course of mental activity, such as those that detect activation by looking for pairs of functionally connected voxels. These methods search for two different voxels that are temporally correlated during the same time period. For example, see the spatial cross correlation studies of Biswal et al. (1995) or the fuzzy clustering approach of Golay et al. (1998) . There are also significant differences between our work and that of Noll et al. (1997) , who studied the test-retest reliability of fMRI maps. These investigators used the correlation between a voxel's time series and a specific reference waveform in order to determine if it was activated, and then they measured the scan-to-scan reproducibility of the resulting activation maps. In contrast, we have used the scan-to-scan reproducibility of the time series in a voxel in order to determine if that voxel was activated in the first place.
We are not proposing that the BIASLESS method be used as a comprehensive or definitive way of analyzing fMRI data. Rather, it provides an alternative or companion analysis that is not dependent on hypotheses about: (1) mental event timing, (2) the linearity of the hemodynamic response to mental activity, (3) the shape of the hemodynamic response function, or (4) the spatial distribution of mental events. Because it is nearly model-independent, the BIASLESS approach might be useful for "screening" fMRI data for activity that has unanticipated temporal or spatial characteristics. This approach is possible as long as the same protocol is applied repeatedly to the same subject. No-tice that the BIASLESS method and conventional hypothesis-driven techniques are not mutually exclusive. Data acquired in a BIASLESS experiment can certainly be analyzed with conventional methods in order to test for the presence of anticipated signals or to test explanations of unanticipated activation revealed by the BIASLESS analysis.
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