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EQUIVARIANT CW-COMPLEXES AND THE ORBIT CATEGORY
IAN HAMBLETON, SEMRA PAMUK, AND ERGU¨N YALC¸IN
Abstract. We give a general framework for studying G-CW complexes via the orbit
category. As an application we show that the symmetric group G = S5 admits a finite
G-CW complex X homotopy equivalent to a sphere, with cyclic isotropy subgroups.
1. Introduction
A good algebraic setting for studying actions of a group G with isotropy in a given
family of subgroups F is provided by the category of R-modules over the orbit category
ΓG = OrF G, where R is a commutative ring with unit. This theory was established by
Bredon [6], tom Dieck [10] and Lu¨ck [20], and further developed by many authors (see,
for example, Jackowski-McClure-Oliver [17, §5], Brady-Leary-Nucinkis [5], Symonds [34],
[35], Grodal [14], Grodal-Smith [15]). In particular, the category of RΓG-modules is an
abelian category with Hom and tensor product, and has enough projectives for standard
homological algebra.
In this paper, we will study finite group actions on spheres with non-trivial isotropy,
generalizing the approach of Swan [32] to the spherical space form problem through peri-
odic projective resolutions. A finite group is said to have rank k if k is the largest integer
such that G has an elementary abelian subgroup Cp×· · ·×Cp of rank k for some prime p.
A rank 1 group G has periodic cohomology, and Swan showed that this was a necessary
and sufficient condition for the existence of a finite free G-CW complex X , homotopy
equivalent to a sphere.
The work of Adem-Smith [1] concerning free actions on products of spheres led to the
following open problem:
Question. If G is a rank 2 finite group, does there exist a finite G-CW complex X ≃ Sn
with rank 1 isotropy ?
If G is a finite p-group of rank 2, then there exist orthogonal linear representations V so
that S(V ) has rank 1 isotropy (see [12]). If G is not of prime power order, representation
spheres with rank 1 isotropy do not exist in general: a necessary condition is that G has
a p-effective character for each prime p dividing |G| (see [18, Thm. 47]). In [18, Prop. 48]
it is claimed that this condition is also sufficient for an affirmative answer to the G-CW
question above, but the discussion on [18, p. 831] does not provide a construction for X .
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Our main result concerns the first non-trivial case: the permutation group G = S5 of
order 120, which has rank 2 but no linear action with rank 1 isotropy on any sphere,
although it does admit p-effective characters for p = 2, 3, 5.
Theorem A. The permutation group G = S5 admits a finite G-CW complex X ≃ S
n,
such that XH 6= ∅ implies that H is a rank 1 subgroup of 2-power order.
Remark 1.1. It is an interesting problem for future work to decide if the group G = S5
can act smoothly on Sn with rank 1 isotropy.
In order to prove this result we develop further techniques over the orbit category, which
may have some independent interest. A well-known theorem of Rim [29] shows that a
module M over the group ring ZG is projective if and only if its restriction ResGP M to
any p-Sylow subgroup is projective. Over the orbit category we have a similar statement
localized at p (see Theorem 3.9).
Theorem B. Let G be a finite group and let R = Z(p). Then an RΓG-module M has
a finite projective resolution with respect to a family of p-subgroups if and only if its
restriction ResGP M has a finite projective resolution over any p-Sylow subgroup P ≤ G.
Remark 1.2. For modules over the group ring RG, those having finite projective reso-
lutions are already projective. Over the orbit category, these two properties are distinct.
Another useful feature of homological algebra over group rings is the detection of group
cohomology by restriction to the p-Sylow subgroups. Here is an important concept in
group cohomology (see for example [33]).
Definition 1.3. For a given prime p, we say that a subgroup H ⊆ G controls p-fusion
provided that
(i) p ∤ |G/H|, and
(ii) whenever Q ⊆ H is a p-subgroup, and there exists g ∈ G such that Qg :=
g−1Qg ⊆ H , then g = ch where c ∈ CG(Q) and h ∈ H .
One reason for the importance of this definition is the fact that the restriction map
H∗(G;Fp)→ H∗(H ;Fp)
is an isomorphism if and only if H controls p-fusion in G (see [25], [33]). We have the
following generalization (see Theorem 5.1) for functors of cohomological type over the
orbit category (with respect to any family F).
Theorem C. Let G be a finite group, R = Z(p), and H ≤ G a subgroup which controls
p-fusion in G. If M is an RΓG-module and N is a cohomological Mackey functor, then
the restriction map
ResGH : Ext
n
RΓG
(M,N)→ ExtnRΓH (Res
G
H M,Res
G
H N)
is an isomorphism for n > 0, provided that the centralizer CG(Q) of any p-subgroup
Q ≤ H, with Q ∈ F , acts trivially on M(Q) and N(Q).
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The construction of the G-CW complex X for G = S5 and the proof of Theorem A is
carried out in Section 9. We first construct finite projective chain complexes C(p) over the
orbit categories RΓG, with R = Z(p), separately for the prime p = 2, 3, 5 dividing |G|. In
each case, the isotropy family F consists of the rank 1 subgroups of 2-power order in G.
The chain complexes C(p) all have the same dimension function (see Definition 8.2).
We prescribe a non-negative function n : F → Z, with the property that n(K) ≤ n(H)
whenever H is conjugate to a subgroup of K. Then, by construction, each complex
C(p) has the R-homology of an n-sphere: for each K ∈ F , the complexes C(p)(K) have
homology Hi = R only in two dimensions i = 0 and i = n(K). In other words, the
complexes C(p) are algebraic versions of tom Dieck’s homotopy representations [10, II.10].
In the case p = 2, we start with the group H = S4 acting by orthogonal rotations on
the 2-sphere. A regular H-equivariant triangulation of an inscribed cube or octahedron
gives a finite projective chain complex over RΓH . Then we use Proposition 6.4, a chain
complex version of Theorem C, to lift it to a finite projective complex over RΓG. For
p = 3 and p = 5, the p-rank of S5 is 1, and there exists a periodic complex over the group
ring RG (see Swan [32, Theorem B]). We start with a periodic complex over RG and
add chain complexes to this complex, for every nontrivial subgroup K ∈ F , to obtain the
required complex C(p) over RΓG.
We use the theory of algebraic Postnikov sections by Dold [11] to glue the complexes
together to form a finite projective ZΓG chain complex (see Section 6). We complete the
chain complex construction by varying the finiteness obstruction to obtain a complex of
free ZΓG-modules, and then we prove a realization theorem (see Section 8) to construct
the required G-CW complex X ≃ Sn.
Throughout the paper, a family of subgroups will always mean a collection of subgroups
which is closed under conjugation and taking subgroups. Also, unless otherwise stated,
all modules are finitely generated.
Acknowledgement. The authors would like to thank the referee for many valuable
criticisms and suggestions. The third author would also like to thank McMaster University
for the support provided by a H. L. Hooker Visiting Fellowship, and the Department of
Mathematics & Statistics at McMaster for its hospitality while this paper was written.
2. Modules over small categories
Our main source for the material in this section is Lu¨ck [20, §9, §17] (see also [10, §I.10,
§I.11]). We include it here for the convenience of the reader.
Let R be a commutative ring. We denote the category of R-modules by R-Mod. For
a small category Γ (i.e., the objects Ob(Γ ) of Γ form a set), the category of right RΓ -
modules is defined as the category of contravariant functors Γ → R-Mod, where the
objects are functors M(−) : Γ → R-Mod and morphisms are natural transformations.
Similarly, we define the category of left RΓ -modules as the category of covariant functors
N(−) : Γ → R-Mod. We denote the category of right RΓ -modules by Mod-RΓ and the
category of left RΓ -modules by RΓ -Mod.
The category of covariant or contravariant functors from a small category to an abelian
category has the structure of abelian category which is object-wise induced from the
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abelian category structure on abelian groups (see [23, Chapter 9, Prop. 3.1]). Hence the
category of RΓ -modules is an abelian category where the notions submodule, quotient
module, kernel, image, and cokernel are defined object-wise. The direct sum of RΓ -
modules is given by taking the usual direct sum object-wise.
Example 2.1. The most important example for our applications is the orbit category
of a finite group. Let G be a finite group and let F be a family of subgroups of G
which is closed under conjugation and taking subgroups. The orbit category Or(G) is
the category whose objects are subgroups H of G or coset spaces G/H of G, and the
morphisms Mor(G/H,G/K) are given by the set of G-maps f : G/H → G/K.
The category ΓG = OrF G is defined as the full subcategory of Or(G) where the objects
satisfy H ∈ F . The category of right RΓG-modules is the category of contravariant
functors from OrF G to R-modules. A right RΓG-module M is often called a coefficient
system [35]. We will sometimes denoteM(G/H) byM(H) if the group G is clear from the
context. When F = {e}, RΓG-Mod is just the category of left RG-modules and Mod-RΓG
is just the category of right RG-modules. 
Now, we will introduce the tensor product and Hom functors for modules over small
categories. Let Γ be a small category and let M ∈ Mod-RΓ and N ∈ RΓ -Mod. The
tensor product over RΓ is given by
M ⊗RΓ N =
⊕
x∈Ob(Γ )
M(x)⊗N(x)/ ∼
where ∼ is the equivalence relation defined by ϕ∗(m)⊗n ∼ m⊗ϕ∗(n) for every morphism
ϕ : x→ y. For RΓ -modules M and N , we mean by HomRΓ (M,N) the R-module of RΓ -
homomorphisms from M to N . In other words,
HomRΓ (M,N) ⊆
⊕
x∈Ob(Γ )
HomR(M(x), N(x))
is the submodule satisfying the relations f(x) ◦ ϕ∗ = ϕ∗ ◦ f(y), for every morphism
ϕ : x → y. We sometimes consider a second tensor product, namely the tensor product
over R, which is defined for RΓ -modules M and N which are both left modules or both
right modules. The tensor product M ⊗R N is defined by the formula
[M ⊗R N ](x) =M(x)⊗R N(x)
on objects x ∈ Ob(Γ ) and on morphisms, one has [M ⊗R N ](f) =M(f)⊗R N(f).
The tensor product over RΓ and HomRΓ are adjoint to each other. This can be de-
scribed in the following way:
Proposition 2.2. Given two small categories Γ and Λ, the category of RΓ -RΛ-bimodules
is defined as the category of functors Γ × Λop → R-Mod. For a right RΓ -module M , an
RΓ -RΛ-bimodule B, and a right RΛ-module N , one has a natural transformation
HomRΛ(M ⊗RΓ B,N) ∼= HomRΓ (M,HomRΛ(B,N)).
Proof. See [20, 9.21.] 
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We will be using this isomorphism later when we are discussing induction and restric-
tion.
2A. Free and finitely generated modules. For a small category Γ , a sequence
M ′ →M → M ′′
of RΓ -modules is exact if and only if
M ′(x)→M(x)→M ′′(x)
is exact for all x ∈ Ob(Γ ). Recall that a module P in Mod-RΓ is projective if the functor
HomRΓ (P,−) : Mod-RΓ → R-Mod
is exact. For an object x ∈ Γ , we define a right RΓ -module RΓ (?, x) by setting
RΓ (?, x)(y) = RMor(y, x)
for all y ∈ Ob(Γ ). Here, RMor(y, x) denotes the free abelian group on the set of mor-
phisms Mor(y, x) from y to x. As a consequence of the Yoneda lemma, we have
HomRΓ (RΓ (?, x),M) ∼= M(x).
So, for each x ∈ Ob(Γ ), the module RΓ (?, x) is a projective module. When working with
modules over small categories one uses the following notion of free modules.
Definition 2.3. Let Γ be a small category. A Ob(Γ )-set is defined as a set S together
with a map β : S → Ob(Γ ). We say a RΓ -moduleM is free if it is isomorphic to a module
of the form
RΓ (S) =
⊕
b∈S
RΓ (?, β(b))
for some Ob(Γ )-set S. A free module RΓ (S) is called finitely generated if the set S is
finite.
Note that for every RΓ -module M , there is a free RΓ -module RΓ (S) and a map
f : RΓ (S)→M such that f is surjective. We can take such a free module by choosing a
set of generators Sx for the R-module M(x) for each x ∈ Ob(Γ ), and then taking S as
the Ob(Γ )-set which has the property β−1(x) = Sx. A free module RΓ (S) which maps
surjectively on M is called a free cover of M . A RΓ -module is called finitely generated if
it has a finitely generated free cover.
It is clear from our description of free modules that an RΓ -module M is projective if
and only if it is a direct summand of a free module. This shows that the module category
of a small category has enough projectives. We will later give a more detailed description
of projective RΓ -modules.
Example 2.4. For the orbit category Γ = Or(G), the free modules described above have
a more specific meaning. For any subgroup K ≤ G, the RΓ -module RΓ (?, G/K) is given
by
RΓ (?, G/K)(G/H) = RMor(G/H,G/K) = R[(G/K)H ]
where R[(G/K)H ] is the free abelian group on the set of fixed points of the H action on
G/K. Because of this, we denote the free module RΓ (?, G/K) by R[G/K ? ].
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If F is a family of subgroups, and ΓG = OrF G, we obtain free RΓG-modules R[G/K
? ]
by restriction whenever K ∈ F . The constant RΓG-module R defined by R(H) = R, for
all H ∈ F , is just the restriction to RΓG of the module R = R[G/G
? ]. This shows that
the constant module R is projective if G ∈ F . More generally, if K ∈ F , a non-empty
fixed set
(G/K)H = {gK | g−1Hg ⊆ K} 6= ∅
implies H ∈ F , since F is closed under conjugation and taking subgroups. Therefore,
R[G/K ? ](H) = 0 for H /∈ F , whenever K ∈ F .
2B. Induction and Restriction. We now recall the definitions and terminology for
these terms presented in Lu¨ck [20, 9.15]. Let Γ and Λ be two small categories. Given a
covariant functor F : Λ→ Γ , we define an RΛ-RΓ -bimodule
R(??, F (?)) : Λ× Γ op → R-Mod
on objects by (x, y)→ RHom(y, F (x)). We define the restriction map
ResF : Mod-RΓ → Mod-RΛ
as the composition with F . The induction map
IndF : Mod-RΛ→ Mod-RΓ
is defined by
IndF (M)(??) = M ⊗RΛ R(??, F (?))
for every RΛ-module M . For every right RΓ -module N , the RΛ-module
HomRΓ (R(??, F (?)), N)
is the same as the composition Λ
F
−→ Γ
N
−→ R-Mod. So, by Proposition 2.2, we can
conclude the following:
Proposition 2.5. Induction and restriction are adjoint functors: for any RΓ -module M
and RΛ-module N , there is a natural isomorphism
HomRΓ (IndF M,N) = HomRΛ(M,ResF N).
The induction functor respects direct sum, finitely generated, free, and projective but it is
not exact in general. The restriction functor is exact but does not respect finitely generated,
free, or projective in general.
Now we will define functors which are special cases of the restriction and induction
functors. Let Γ be a small category. For x ∈ Ob(Γ ), we define R[x] = RAut(x) to
be the group ring of the automorphism group Aut(x) and denote the category of right
R[x]-modules by Mod-R[x]. Let Γx denote the full subcategory of Γ with single object
x and let F : Γx → Γ be the inclusion natural transformation. The restriction functor
associated to F gives a functor
Resx : Mod-RΓ → Mod-R[x]
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which is called the restriction functor. This functor behaves like an evaluation map
Resx(M) = M(x). In the other direction, the induction functor associated to F gives a
functor
Ex : Mod-R[x]→ Mod-RΓ
which is called the extension functor. For a R[x]-module M , we define Ex(M)(y) =
M ⊗R[x] RMor(y, x) for every y ∈ Ob(Γ ). They form an adjoint pair: for every R[x]-
module M and an RΓ -module N , we have
HomRΓ (ExM,N) ∼= HomR[x](M,ResxN).
By general properties of restriction and induction, the functor Resx is exact and Ex
takes projectives to projectives. In general, Ex is not exact and Resx does not take
projectives to projectives. But in some special cases, we can say more. For example,
when Γ is free, i.e. RMor(y, x) is a free R[x]-module for all y ∈ Γ , then it is easy to see
that Ex is exact [20, 16.9].
Example 2.6. In the case of an orbit category ΓG = OrF G, we denote the extension
function for H ∈ F simply by EH and the restriction functor by ResH . In this case, the
automorphism group Aut(G/H) forH ∈ F is isomorphic to the quotient groupNG(H)/H .
The isomorphism NG(H)/H ∼= Aut(G/H) is given by the isomorphism nH → fn where
fn(gH) = gn
−1H for n ∈ NG(H) (see [10, Example 11.2]). This isomorphism takes
right R[x]-modules to right R[NG(H)/H ]-modules, so given a right RΓ -module M , the
evaluation at H ∈ F gives a right R[NG(H)/H ]-module.
It is easy to see that the morphism set Mor(G/K,G/H) is a free [NG(H)/H ]-set,
so OrF G is free in the above sense [20, Example 16.2]. Therefore, the functor EH is
exact and preserves projectives, whereas ResH is exact but does not necessarily preserve
projectives. For example, the module Z[G/G ? ] is free over ZOr(G) by definition, but
ResH Z[G/G
? ] = Z is not projective whenever NG(H)/H 6= 1.
2C. Inclusion and Splitting Functors. We will introduce two more functors. These
are also special cases of induction and restriction, but they are defined through a bimodule
rather than just a natural transformation F . We first describe these functors and then
give their interpretations as restriction and induction functors.
Let Γ be an EI-category. By this, we mean that Γ is a small category where every
endomorphism x → x is an isomorphism for all x ∈ Ob(Γ ). This allows us to define
a partial ordering on the set Iso(Γ ) of isomorphism classes x¯ of objects x in Γ . For
x, y ∈ Ob(Γ ), we say x¯ ≤ y¯ if and only if Mor(x, y) 6= ∅. The EI-property ensures that
x¯ ≤ y¯ ≤ x¯ implies x¯ = y¯.
For each object x ∈ Γ , and M ∈ Mod-R[x], the inclusion functor,
Ix : Mod-R[x]→ Mod-RΓ
is defined by
IxM(y) =
{
M ⊗R[x] RMor(y, x) if y¯ = x¯
{0} if y¯ 6= x¯.
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In the other direction, we define the splitting functor
Sx : Mod-RΓ → Mod-R[x]
by Sx(M) = M(x)/M(x)s where M(x)s is the R-submodule of M(x) which is generated
by the images of M(f) : M(y)→ M(x) for all f : x→ y with x¯ ≤ y¯ and x¯ 6= y¯.
There is a RΓ -R[x]-bimodule B defined in such a way that the inclusion functor Ix
can be described as M → HomR[x](B,M) and the splitting functor Sx is the same as the
functor M → M ⊗RΓ B (see [20, page 171] for details). So (Sx, Ix) is an adjoint pair,
meaning that
HomR[x](SxM,N) ∼= HomRΓ (M, IxN)
for every RΓ -module M and R[x]-module N .
From general properties of induction and restriction, we can conclude that Ix is exact
and Sx preserves projectives. Some of the other properties of these functors are listed
in [20, Lemma 9.31]. It is interesting to note that the composition Sx ◦ Ex is naturally
equivalent to the identity functor. Also, the composition Sy ◦ Ex is zero when x¯ 6= y¯.
These are used to give a splitting for projective RΓ -modules.
Theorem 2.7. Let P be a finitely generated projective RΓ -module. Then
P ∼=
⊕
x∈Iso(Γ )
ExSx(P ).
Proof. For proof see [20, Corollary 9.40]. 
In the statement, the notation
⊕
x∈Iso(Γ ) means that the sum is over a set of represen-
tatives x ∈ Ob(Γ ) for x¯ ∈ Iso(Γ ).
2D. Resolutions for RΓ -modules. Let Γ be an EI-category. For a non-negative inte-
ger l we define an l-chain c from x ∈ Ob(Γ ) to y ∈ Ob(Γ ) to be a sequence
c : x¯ = x¯0 < x¯1 < · · · < x¯l = y¯ .
Define the length l(y) of y ∈ Ob(Γ ) to be the largest integer l such that there exists an
l-chain from some x ∈ Ob(x) to y. The length l(Γ ) of Γ is max{l(x) | x ∈ Ob(Γ )}. Given
an RΓ -module M , its length l(M) is defined by max{l(x) |M(x) 6= 0} if M is not the
zero module and l({0}) = −1.
We call a category Γ finite if Iso(Γ ) and Mor(x, y) are finite for all x, y ∈ Ob(Γ ).
Denote by m(Γ ) the least common multiple of all the integers |Aut(x)|.
Given an RΓ -module M , consider the map
φ :
⊕
x∈Iso(Γ )
ExResxM →M
where for each x ∈ Ob(Γ ), the map φx : ExResxM → M is the map adjoint to the
identity homomorphism. It is easy to see that φ is surjective. Let
EM :=
⊕
x∈Iso(Γ )
ExResxM
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and let KM denote the kernel of φ : EM → M . Note that if x is an object with l(x) =
l(M), then Resx = Sx which also gives that
Resx φ : ResxExResxM → ResxM
is an isomorphism. Note that this implies l(KM) < l(M) which allows one to proceed by
induction and obtain the following:
Proposition 2.8. If Γ is finite EI-category, then every nonzero M has a finite resolution
of the form
0→ EKtM → · · · → EKM → EM →M → 0 .
where t = l(M).
Proof. See [20, 17.13 ]. Here K0M =M and KsM = K(Ks−1M). 
From the description above it is easy to see that
EKsM :=
⊕
x∈Iso(Γ )
ExResxK
sM
where ResxK
sM is isomorphic to a direct sum of R[x]-modules
M(c) :=M(x0)⊗R[x0] RMor(x1, x0)⊗R[x1] · · · ⊗R[xs−1] RMor(x, xs−1)
over representatives in Ob(Γ ) for all the chains of the form c : x¯ < x¯s−1 < · · · < x¯0
(see [20, 17.24]). Note that if Γ is a finite, free EI-category, then the resolution given in
Proposition 2.8 will be a finite projective resolution ifM(c) is projective as an R[x]-module
for every chain c. This gives the following:
Proposition 2.9. Let M be RΓG module where ΓG = OrF G for some finite group G
and R is a commutative ring such that |G| is invertible in R. Suppose also that M(H) is
projective as an R-module for all H ∈ F . Then, M has a projective resolution with length
less than or equal to l(Γ ).
Proof. See [20, 17.31]. 
In particular, if R = Z(p) with p ∤ |G| and if M is a RΓ -module such that M(H) is
R-torsion free for all H ∈ F , then M has a finite projective resolution of length less than
or equal to l(M).
3. The proof of Theorem B
The main result of this section is Theorem 3.9, which is an orbit category version of a
well-known result of Rim [29]. We first collect some further information about induction
and restriction for subgroups.
Let G be a finite group and let H be a subgroup of G. Given a family of subgroups F
of G, we consider the orbit categories ΓG = OrF G and ΓH = OrF H , where the objects
of ΓH are orbits of H with isotropy in FH = {K ≤ H |K ∈ F}. Let F : ΓH → ΓG be the
functor which takes H/K to G/K and sends an H-map f : H/K → H/L to the induced
G-map
IndGH(f) : G/K = G×H H/K → G×H H/L = G/L
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for everyK,L ∈ FH. Note that if f is the map which takes eK to hL, then Ind
G
H(f)(gK) =
ghL. The restriction and induction functors (see Proposition 2.5) associated to this
functor gives us two adjoint functors
ResGH : Mod-ΓG → Mod-ΓH
and
IndGH : Mod-ΓH → Mod-ΓG.
The restriction functor is defined as the composition with F . So, for a RΓG-module M ,
we have (ResGH M)(K) = M(K), for all K ∈ FH . For the induced module we have the
following formula:
Lemma 3.1. Let N be a RΓH-module and K ≤ G. Then,
(IndGH N)(K)
∼=
⊕
gH∈G/H, Kg≤H
N(Kg)
where Kg = g−1Kg.
Proof. For a (right) RΓH -module N , the induced module Ind
G
H N is defined as the direct
sum ⊕
L≤H
N(L)⊗R RMor(G/K,G/L)
modulo the relations n ⊗ ϕf ∼ ϕ∗(n) ⊗ f where n ∈ N(L), f ∈ Mor(G/K,G/L′) and
ϕ = IndGH(φ) for some φ : H/L
′ → H/L. Every morphism G/K → G/L which satisfies
the condition L ≤ H can be written as a composition ϕfg where ϕ : G/K
g → G/L is
induced from an H-map and fg : G/K → G/K
g is given by xK → xgKg, for some g ∈ G.
This shows that every element in the above sum is equivalent to an element of the form
n⊗ fg where n ∈ N(K
g) and fg : G/K → G/K
g is as above with Kg ≤ H . There is one
summand for each gH satisfying Kg ≤ H . 
Note that we can also express the above formula by
(IndGH N)(K)
∼=
⊕
gH∈(G/H)K
N(Kg).
If J ≤ K, then the argument above can be extended to show that restriction map
(IndGH N)(K)→ (Ind
G
H N)(J)
is given by the coordinate-wise restriction maps N(Kg) → N(Jg). Note that if gH ∈
(G/H)K , then gH ∈ (G/H)J . Similarly, the conjugation map
(IndGH N)(K)→ (Ind
G
H N)(
xK)
can be described by coordinate-wise conjugation maps. From these, it is easy to see that
IndGH R
∼= R[G/H ? ]. A generalization of this argument gives the following:
Lemma 3.2. [35, Cor. 2.12]. Let G be a finite group and let H be a subgroup of G. For
every RΓG-module M , we have Ind
G
H Res
G
H M
∼= M ⊗R R[G/H
? ].
We also have the following formulas:
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Lemma 3.3. Let G be a finite group and let H be a subgroup of G.
(i) For every K ≤ H, we have IndGH R[H/K
? ] ∼= R[G/K ? ].
(ii) For every K ≤ G, we have ResGH R[G/K
? ] ∼=
⊕
K\G/H R[H/(H ∩
gK) ? ].
Proof. Part (i) follows from the fact that IndGH Ind
H
K = Ind
G
K which is a consequence of
a more general formula IndF IndF ′ = IndF◦F ′. We can prove this more general formula
by using adjointness and the formula ResF ′ ResF = ResF◦F ′. For (ii), observe that the
definition of R[G/H ? ] can be extended to define a RΓG-module R[S
? ] for every G-set S,
by taking
(3.4) R[S ? ](G/K) = RMapG(G/K, S)
for every K ∈ F , where MapG(G/K, S) denotes the set of G-maps from G/K to S. For
G-sets S and T , we have an isomorphism R[(S
⊔
T ) ? ] ∼= R[S ? ]⊕R[T ? ]. By the definition
of restriction map, we get(
ResGH R[S
? ]
)
(H/K) = RMapG(G/K, S) = RMapH(H/K,Res
G
H S).
It is easy to see that this induces an RΓH -module isomorphism
ResGH R[S
? ] ∼= R[(ResGH S)
? ].
Since
ResGH(G/K)
∼=
∐
H\G/K
H/(H ∩ gK)
as G-sets, we obtain the formula given in (ii). 
Example 3.5. Let G = S5 be the symmetric group on {1, 2, 3, 4, 5} and H = S4 be the
subgroup of symmetries that fix 5. Let C2 = 〈(12)〉 and C3 = 〈(345)〉. The formula in
Lemma 3.3 (ii) gives
ResGH R[G/(C2 × C3)
? ] = R[H/C2
? ]⊕R[H/gC3
? ]
where gC3 = 〈(123)〉. From this expression we obtain
R[G/(C2 × C3)
? ](G/C2) ∼= R[H/C2
? ](H/C2) ∼= R[NH(C2)/C2],
as an NH(C2)/C2-module, where NH(C2) = C2×C2. Note that NG(C2) = C2×S3 and as
an NG(C2)/C2-module R[G/(C2 × C3)
? ](G/C2) is isomorphic to R[C2×S3/C2×C3]. 
We can give a more general formula for R[G/H ? ](G/K) as follows:
Lemma 3.6. Let G be a finite group, and H and K be two subgroups of G. Then, as an
R[NG(H)/H ]-module
R[G/K ? ](G/H) ∼=
⊕
v(H,K)
R
[
NG(H)/NgK(H)
]
where the sum is over the set v(H,K) of representatives of K-conjugacy classes of sub-
groups Hg such that Hg ≤ K.
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Proof. This formula can easily be proved by first determining the orbits of NG(H) action
on (G/K)H = {gK |Hg ≤ K}, and then by calculating the isotropy subgroups for each of
these orbits. A similar computation can be found in the proof of Theorem 4.1 in [8]. 
Proposition 3.7. Both ResGH and Ind
G
H are exact and take projectives to projectives.
Proof. The fact that ResGH is exact and Ind
G
H preserves projectives follows from the general
properties of restriction and induction functor associated to a natural transformation F .
The fact that IndGH is exact follows from the formula given in Lemma 3.1. Finally, to show
that ResGH takes projective to projectives, it is enough to show it takes free modules to
projective modules. An indecomposable free RΓG-module M is of the form R[G/K
? ] for
some K ∈ F . By Lemma 3.3, ResGH(R[G/K
? ]) will be projective if H ∩ gK is in F for all
HgK ∈ H\G/K. But this is always true since the family F is closed under conjugation
and taking subgroups. 
A result of Rim [29] relates projectivity over the group ring ZG to projectivity over the
p-Sylow subgroups.
Proposition 3.8 (Rim’s Theorem). Let G be a finite group, andM be a finitely generated
ZG-module. Then M is projective over ZG if and only if ResGP M is projective over ZP
for any p-Sylow subgroup P ≤ G.
Proof. A moduleM is ZG-projective if and only if Ext1
ZG(M,N) = 0 for every ZG-module
N . Therefore M is projective if and only if Z(p) ⊗Z M is projective over Z(p)G for all
primes p dividing the order of G.
For any p-Sylow subgroup P ≤ G, the permutation module R[G/P ] ∼= R ⊕ N splits
when R = Z(p). Therefore, ifM is any RG-module,M⊗RR[G/P ] ∼= M⊕(M⊗RN). Since
M ⊗R R[G/P ] ∼= Ind
G
P Res
G
P M , the projectivity of M is equivalent to the projectivity of
ResGP M . 
Here is an orbit category version of this result.
Theorem 3.9 (Rim’s Theorem for the Orbit Category). Let G be a finite group and let
M be a RΓG-module where R = Z(p). Suppose that F is a family of p-subgroups in G.
Then M has a finite projective resolution if and only if ResGP M has a finite projective
resolution for any p-Sylow subgroup P of G.
Proof. One direction is clear since ResGP is exact and takes projectives to projectives. For
the other direction, we will give the proof by induction on the length l(M) ofM . Without
loss of generality, we can assume that M(H) is R-torsion free for all H ∈ F . Suppose M
is a RΓG-module with l(M) = 0. Then, we can regard M as an RG-module. If Res
G
P M
has a finite projective resolution, then ResGP M must be projective (see [20, page 348]).
Then, by Rim’s theorem, M is a projective RG-module, hence has finite projective length.
Now, assume M is an RΓG-module with l(M) = s > 0. Let
0→ Pn → · · · → P0 → Res
G
P M → 0
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be a projective resolution for ResGP M . We can assume that l(Pi) 6 s for all i. Then, for
Q ∈ F with l(Q) = s, we have
SQPi = ResQ Pi = Pi(Q).
Since SQ takes projectives to projectives, the resolution
0→ Pn(Q)→ · · · → P0(Q)→ (Res
G
P M)(Q)→ 0
is a finite projective resolution of (ResGP M)(Q) = M(Q) as an R[NP (Q)/Q]-module. This
gives that M(Q) is projective as an R[NP (Q)/Q]-module.
Lemma 3.10. For every p-group Q, there is a p-Sylow subgroup P of G such that NP (Q)
is a p-Sylow subgroup of NG(Q).
Proof. Let S be a p-Sylow subgroup of NG(Q), and pick a p-Sylow subgroup P of G
containing S. Since NP (Q) = NG(Q) ∩ P is a p-subgroup of NG(Q), we have |NP (Q)| ≤
|S|. But S ≤ P and S ≤ NG(Q) implies S ≤ NP (Q). Therefore S = NP (Q). 
We can assume P is a p-Sylow subgroup which has this property. Then, by the p-local
version of Rim’s theorem, we can conclude that M(Q) is projective as an R[NG(Q)/Q]-
module. Now, consider the map
ψ = (ψQ) :
⊕
Q∈Iso(ΓG), l(Q)=s
EQ ◦ ResQM →M
where ψQ : EQ ◦ ResQM → M is the map adjoint to the identity map id: ResQM →
ResQM . For every K ∈ F with l(K) = s, the induced map ψ(K) is an isomorphism.
This is because
(EQ ◦ ResQM)(K) = ResK EQ ResQM = SKEQ ResQM ∼= M(K)
if K is conjugate to Q and zero otherwise. So, we have l(cokerψ) < s. Therefore, there
is a finitely generated projective RΓG-module P with l(P ) < s, and a map α : P → M
such that ψ ⊕ α is surjective. If K is the kernel of ψ ⊕ α, we get an exact sequence of
RΓG-modules
0→ K → P ⊕
⊕
Q∈Iso(ΓG), l(Q)=s
EQ ◦ ResQM →M → 0
where the middle term is projective as an RΓG-module, and l(K) < s. Note that Res
G
P K
must have a finite projective resolution by [20, Lemma 11.6]. So, by induction, K has a
finite projective resolution, and hence M has a finite projective resolution as well. 
Remark 3.11. The inductive argument we use in the above proof is similar to the ar-
gument used by Lu¨ck to prove Proposition 17.31 in [20]. By this result, any module M
over a finite EI-category Γ which has a finite projective resolution, admits a resolution of
length 6 l(M) provided that M(x) is R-projective for all x ∈ Ob(Γ ). 
It isn’t clear to us how to generalize Theorem 3.9 to integer coefficients. For R = Z(p),
the following example shows that the result does not hold for an arbitrary family F .
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Example 3.12. Let G = S5 and R = Z(2) , and take F as the family of all 2-subgroups
and 3-subgroups in G. Consider the RΓG-module M = R[G/(C2 × C3)
? ] where C2 and
C3 are as in Example 3.5. It is clear that the restriction of M to a 2-Sylow subgroup is
projective (since its restriction to H = S4 is already projective), but M does not have a
finite projective resolution as an RΓG-module.
To see this, suppose that M has a finite projective resolution P ։ M . Then, P(C3)
will be a finite projective resolution for M(C3) over R[NG(C3)/C3]. This is because
C3 = 〈(123)〉 is a maximal subgroup in F . This implies
M(C3) ∼= R[S3 × C2/C3 × C2] ∼= R[C2]
is projective as an R[NG(C3)/C3]-module. But,
R[NG(C3)/C3] = R[S3 × C2/C3] ∼= R[C2 × C2],
and it is clear that R[C2] is not projective as an R[C2×C2]-module. So, M does not have
a finite projective resolution. 
On the other hand, the following holds for modules over orbit categories:
Proposition 3.13. Let G be a finite group, and F be a family of subgroups of G. Then,
a ZΓG-module M has a finite projective resolution if and only if Z(p) ⊗Z M has a finite
projective resolution over Z(p)ΓG, for all primes p dividing the order of G.
The proof of this statement follows from Propositions 4.4 and 4.5 in the next section.
We end this section with some corollaries of Theorem 3.9.
Corollary 3.14. Let G be a finite group and R = Z(p). Suppose that F is a family of
p-subgroups. Then, R[G/H ? ] has a finite projective resolution over RΓG if a p-Sylow
subgroup of H is included in F .
Proof. If a p-Sylow subgroup of H is in F , then ResGP R[G/H
? ] is a free RΓP -module for
any P ∈ Sylp(G). So, by Theorem 3.9, it has a finite projective resolution. 
As a special case of this corollary, we obtain the following known result (see [4, 6.8],
[35, 2.5 and p. 296], [17], [14]).
Corollary 3.15. Let G be a finite group and R = Z(p). Then, R has a finite projective
resolution over RΓG relative to the family of all p-subgroups of G.
Proof. This follows from R = R[G/G ? ]. 
4. Mackey structures on Ext∗RΓG(M,N)
The notation and results of the previous sections will now be used to establish some
structural and computational facts about the Ext-groups over the orbit category. Our
main sources are Cartan-Eilenberg [7] and tom Dieck [10, §II.9] (see also [17], [14]).
We have seen that the category of right RΓ -modules has enough projectives to define
the bifunctor
Ext∗RΓ (M,N) = H
∗(HomRΓ (P, N))
via any projective resolution P ։ M (see [20, Chap. III, §17], [23, Chap. III.6]). The
following property is also useful (see Lu¨ck [20, 17.21]).
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Lemma 4.1. If Γ is a free EI-category, then Ext∗RΓ (ExM,N)
∼= Ext∗R[x](M,ResxN).
Proof. Take a projective resolution P of M . Since Γ is free, the extension functor Ex
is exact [20, 16.9]. In addition, Ex preserves projectives and is adjoint to the restriction
functor Resx by Proposition 2.5. Therefore
· · · → ExPn → · · · → ExP1 → ExP0 → ExM → 0
is a projective resolution of ExM , and applying Hom over the orbit category gives
ExtnRΓ (ExM,N) = H
n(HomRΓ (ExP, N))
∼= Hn(HomR[x](P,ResxN)) = Ext
n
R[x](M,ResxN). 
In the rest of this section, we assume that ΓG = OrF G for a finite group G, where F
is a family of subgroups in G. Note that ΓG is both finite and free as an EI-category. If
there are two groups H ≤ G, we use the notations ΓG = OrF G for the orbit category
with respect to the family F , and ΓH = OrF H for the orbit category with respect to the
family FH = {H ∩K |K ∈ F}.
Proposition 4.2. Let M and N be two ZΓG-modules, where M(H) is Z-torsion free for
all H ∈ F . Then for every n > l(M), the groups Extn
ZΓG
(M,N) are finite abelian, with
exponent dividing some power of |G|.
Proof. This follows from the Lemma 4.1, Proposition 2.8, and the corresponding result
for modules over finite groups. 
Note that the Ext-groups in lower dimensions are not finite in general. But, it is still
true in all dimensions that the Ext-groups over ZΓG vanish if and only if they vanish over
Z(p)ΓG, for all primes p. To see this, we note that tensoring over Z with Z(p) preserves
exactness, and hence
(4.3) Extn
ZΓG
(M,N)⊗Z Z(p) ∼= Ext
n
Z(p)ΓG
(M ⊗Z Z(p), N ⊗Z Z(p)).
We also have the following:
Proposition 4.4. Let M and N be two ZΓG-modules, where M(H) is Z-torsion free for
all H ∈ F . Then, for every n > l(M), there is an isomorphism
Extn
ZΓG
(M,N) ∼=
⊕
p||G|
Extn
Z(p)ΓG
(Mp, Np)
where Mp = Z(p) ⊗Z M and Np = Z(p) ⊗Z N .
Proof. From Proposition 4.2 we know that Extn
ZΓG
(M,N) is a finite abelian group with
exponent dividing some power of |G|, when n > l(M). Now the flatness of Z(p) over Z
implies as above that Extn
ZΓG
(M,N) is the direct sum of its p-localizations, for all p | |G|.
We then apply the isomorphism (4.3). 
To complete the proof of Proposition 3.13, we also need the following standard result
in homological algebra (see [7, Chap. VI, 2.1] for the case of modules over rings):
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Proposition 4.5. A right RΓG-module M admits a finite projective resolution if and only
if there exists an integer ℓ0 > 0 such that Ext
n
RΓG
(M,N) = 0, for all n > ℓ0 and all right
RΓG-modules N .
Proof. If M admits a finite projective resolution of length k, then ExtnRΓG(M,N) = 0 for
n > k and any RΓG-module N . Conversely, if Ext
n
RΓG
(M,N) = 0 for n > ℓ0 and any
N , then consider the kernel Zm of the boundary map ∂m : Pm → Pm−1 in the projective
resolution P of M . It follows that
Ext1RΓG(Zm, N)
∼= Extm+2RΓG (M,N) = 0
for any RΓG-module N , provided m+2 > ℓ0, and so Zm is projective if we take m = ℓ0−1.
This gives a finite projective resolution of length ℓ0 over RΓG. 
We now recall the definition of a Mackey functor (following Dress [13]). Let G be a
finite group and D(G) denote the Dress category of finite G-sets and G-maps. A bivariant
functor
M = (M∗,M∗) : D(G)→ R-Mod
consists of a contravariant functor
M∗ : D(G)→ R-Mod
and a covariant functor
M∗ : D(G)→ R-Mod.
The functors are assumed to coincide on objects. Therefore, we write M(S) = M∗(S) =
M∗(S) for a finite G-set S. If f : S → T is a morphism, we often use the notation f∗ =
M∗(f) and f
∗ = M∗(f). If S = G/H and T = G/K with H ≤ K and f : G/H → G/K
is given by f(eH) = eK, then we use the notation f∗ = Ind
K
H and f
∗ = ResKH .
Definition 4.6 (Dress [13]). A bivariant functor is called a Mackey functor if it has the
following properties:
(M1) For each pullback diagram
X
h //
g

Y
k

S
f
// T
of finite G-sets, we have h∗ ◦ g
∗ = k∗ ◦ f∗.
(M2) The two embeddings S → S
⊔
T ←− T into the disjoint union define an isomor-
phism M∗(S
⊔
T ) ∼= M∗(S)⊕M∗(T ).
Remark 4.7. There is a functor Or(G) → D(G) defined on objects by H 7→ G/H for
every subgroup H ≤ G, and as the identity on morphism sets. By composition, any
contravariant functor D(G) → R-Mod gives a right RΓG-module, with respect to any
given family of subgroups F of G.
In the statement of Theorem 4.11 we will use the examples R[S ? ] : D(G) → R-Mod,
defined in (3.4) for any finite G-set S.
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The following example and lemma will be used in the proof of Theorem 5.9.
Example 4.8. Let Q ∈ F and let V be a right R[WQ(Q)]-module, where WG(Q) =
NG(Q)/Q. Then we define a bivariant functor DQ(V ) : D(G) → R-Mod on objects by
setting
DQ(V )(S) = HomR[WG(Q)](R[S
Q], V )
for any finite G-set S. For any G-map f : S → T we have a WG(Q)-map f
Q : SQ → TQ,
which induces a homomorphism
f ∗ : HomR[WG(Q)](R[T
Q], V )→ HomR[WG(Q)](R[S
Q], V )
by composition. To define the covariant map f∗, let ϕS : R[S
Q] → V be an R[WG(Q)]-
homomorphism, and define f∗(ϕS) = ϕT by
f∗(ϕS)(t) = ϕT (t) =
∑
s∈SQ,f(s)=t
ϕS(s)
It is not hard to verify that DQ(V ) is actually a Mackey functor. The axiom (M1) follows
because the Q-fixed sets in a pull-back diagram of G-sets give again a pull-back diagram.
The axiom (M2) is immediate.
Definition 4.9. For any RΓG-module N , we define DN =
∑
Q∈Iso(ΓG)
DQ(N(Q)) and
define j : N → DN as the direct sum of the adjoints of id : N(Q) → N(Q), for each
Q ∈ Iso(ΓG). Let CN denote the cokernel of j. For k ≥ 0, define inductively C
0N = N
and CkN = C(Ck−1N), together with the induced maps Ck → DCk.
Here is a dual construction to the E-resolution given in [20, 17.13].
Lemma 4.10. For any RΓG-module N , the finite length sequence
0→ N
j
−→ DN → DCN → · · · → DCmN → 0
is an exact coresolution of Mackey functors, for some m ≥ 0.
Proof. For any RΓG-module N , the map j : N → DN defined above is injective, so we
have a short exact sequence
0→ N
j
−→ DN → CN → 0.
Iterating the above process, we obtain
0→ CN → DCN → C2N → 0
and so on. By slicing, we get an exact sequence, or coresolution:
0→ N
j
−→ DN → DCN → · · · → DCk−1N → DCkN → · · ·
When N is a RΓG-module of a finite length, which is the case in our situation, this
coresolution has a finite length. To check this, we use the definition of DQ(V ) in Example
4.8 to get
DQ(V )(K) = HomR[WG(Q)](R[(G/K)
Q], V )
for any R[WG(Q)]-module V . Therefore DQ(V )(K) is only nonzero for (Q) ≤ (K), and
at (Q) = (K) the R[WG(K)]-module DQ(V )(K) is isomorphic to V , via the isomorphism
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WG(Q) ∼= WG(K) induced by conjugation. This shows that the length of the module
CkN is properly smaller than the length of Ck−1N for all k ≥ 1. 
We will prove Theorem 5.1 by showing that H 7→ Ext∗RΓH (M,N) has a cohomological
Mackey functor structure which is conjugation invariant. First we describe the Mackey
functor structure on HomRΓ?(M,N).
Theorem 4.11. For a right RΓG-module M and a Mackey functor N , let
HomRΓ?(M,N) : D(G)→ R-Mod
denote the function defined by S 7→ HomRΓG(M ⊗R R[S
? ], N) for any finite G-set S.
Then HomRΓ?(M,N) inherits a Mackey functor structure.
Proof. We will first define the induction and restriction maps to see that HomRΓ?(M,N)
is a bifunctor. For f : S → T a G-map, the restriction map
f ∗ : HomRΓG(M ⊗R R[T
? ], N)→ HomRΓG(M ⊗R R[S
? ], N)
is the composition with M ⊗R R[S
? ]
id⊗f˜
−−→ M ⊗R R[T
? ] where f˜ denotes is the linear
extension of the map induced by f . Since the functors R[S ? ] satisfy axiom (M2), so does
HomRΓ?(M,N).
For f : S → T a G-map, we define the induction map
f∗ : HomRΓG(M ⊗R R[S
? ], N)→ HomRΓG(M ⊗R R[T
? ], N)
in the following way: let ϕS : M ⊗R R[S
? ] → N be given. We will describe the homo-
morphism ϕT = f∗(ϕS).
ϕT (V )(x⊗ α) = F∗
(
ϕS(U)(F
∗(x)⊗ β)
)
for x ∈M(V ) and α : V → T , where U , β and F are given by the pull-back
U
β //
F

S
f

V α
// T
It is easy to check that this formula for ϕT gives an RΓG-homomorphism, using the
assumption that N is a Mackey functor.
We need to check axiom (M1) for HomRΓ?(M,N). For a given pull-back square
X
h //
g

Y
k

S
f
// T
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we need to show that h∗ ◦ g
∗ = k∗ ◦ f∗. Let γ : V → Y be any G-map, and consider the
extended pull-back diagram
U
δ //
F

X
g //
h

S
f

V γ
// Y
k
// T
The maps α = k ◦ γ and β = g ◦ δ may be used to compute f∗(ϕS) as above, and the
left-hand square may be used to compute h∗.
For any element ϕS : M ⊗R R[S
? ]→ N , we have
(k∗ ◦ f∗(ϕS))(V )(x⊗ γ) = (f∗(ϕS) ◦ (id⊗ k))(V )(x⊗ γ)
= f∗(ϕS)(V )(x⊗ (k ◦ γ))
= F∗(ϕS(U)(F
∗(x)⊗ (g ◦ δ))
for any x ∈M(V ) and γ : V → Y . On the other hand,
(h∗ ◦ g
∗(ϕS))(V )(x⊗ γ) = F∗((g
∗ϕS)(U)(F
∗(x)⊗ δ))
= F∗(ϕS(U)(F
∗(x)⊗ (g ◦ δ))
for any x ∈M(V ) and γ : V → Y , so the formula (M1) is verified. 
As an immediate consequence, for any subgroup H ≤ K the G-map f : G/H → G/K
induces a restriction map
ResKH : HomRΓK (M,N)→ HomRΓH (M,N)
defined as the composition of the map
f ∗ : HomRΓG(M ⊗R R[G/K
? ], N)→ HomRΓG(M ⊗R R[G/H
? ], N)
with the ‘Shapiro’ isomorphisms:
HomRΓG(M ⊗R R[G/H
? ], N) ∼= HomRΓH (M,N)
and
HomRΓG(M ⊗R R[G/K
? ], N) ∼= HomRΓK (M,N)
given by [35, Cor. 2.12] and the adjointness property (compare [2, Lemma 2.8.4]). Simi-
larly, we have the induction map
IndKH : HomRΓH (M,N)→ HomRΓK (M,N)
defined by composing the Shapiro isomorphisms with f∗.
Remark 4.12. Since ResGH preserves projectives, we see that P ⊗R R[G/H
? ] is projec-
tive over RΓG whenever P is projective over RΓG (check the categorical lifting property
directly or apply Lemma 3.2).
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Proposition 4.13. Let C be a chain complex of right RΓG-modules and N be a Mackey
functor. Then, the cochain complex
C∗ = HomRΓ?(C, N)
with the differential δ : HomRΓ?(Ci, N) → HomRΓ?(Ci+1, N) given by δ(ϕ) = ϕ ◦ ∂ is a
cochain complex of Mackey functors.
Proof. We have seen that each C i = HomRΓ?(Ci, N) is a Mackey functor by Theorem
4.11. We just need to show that the coboundary maps are Mackey functor maps. Given
f : S → T we need to show the following diagram commutes:
HomRΓG(Ci ⊗ R[S
? ], N)
δS //
f∗

HomRΓG(Ci+1 ⊗R[S
? ], N)
f∗

HomRΓG(Ci ⊗R[T
? ], N)
f∗
OO
δT // HomRΓG(Ci+1 ⊗ R[T
? ], N)
f∗
OO
The proof of commutativity for f ∗ is easy. In this case, it follows from the commutativity
of the following diagram:
Ci ⊗ R[S
? ]
id⊗f

Ci+1 ⊗ R[S
? ]
∂⊗idoo
id⊗f

Ci ⊗R[T
? ] Ci+1 ⊗ R[T
? ]
∂⊗idoo
For f∗ we check the commutativity directly: let ϕS : Ci ⊗ R[S
? ] → N be an RΓG-map.
For x ∈ Ci+1(V ) and α : V → T , we have
[(δT ◦ f∗)ϕS](x⊗ α) = (f∗ϕS)(∂x ⊗ α)
= F∗[ϕS(F
∗(∂x)⊗ β)]
where
U
β //
F

S
f

V α
// T
on the other hand,
[(f∗ ◦ δS)ϕS](x⊗ α) = F∗[(δSϕS)(F
∗(x)⊗ β)]
= F∗[ϕS ◦ (∂ ⊗ id)(F
∗(x)⊗ β)]
= F∗[ϕS(∂F
∗(x)⊗ β)]
since ∂F ∗ = F ∗∂, we are done. 
Corollary 4.14. Let M be an RΓG-module and N be a Mackey functor. Then,
Ext∗RΓ?(M,N)
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has a Mackey functor structure. As a Mackey functor Ext∗RΓ?(M,N) is equal to the
homology of the cochain complex of Mackey functors HomRΓ?(P, N) where P is a projective
resolution of M as an RΓG-module.
Proof. To compute the Ext-groups, note that S 7→ P⊗R R[S
? ] is a projective resolution
of the module S 7→M ⊗R R[S
? ], for every finite G-set S. 
Remark 4.15. It follows that a version of the Eckmann-Shapiro isomorphism
Ext∗RΓG(M ⊗R[G/H
? ], N) ∼= Ext∗RΓH (Res
G
H M,Res
G
H N)
holds for the Ext-groups over the orbit category (compare [2, 2.8.4]).
Remark 4.16. If N is a Green module over a Green ring G, then the Mackey functor
Ext∗RΓ?(M,N) also inherits a Green module structure over G. The basic formula is a
pairing
G(S)× HomRΓ?(M ⊗R R[S
? ], N)→ HomRΓ?(M ⊗R R[S
? ], N)
induced by the Green module pairing G × N → N . For any z ∈ G(S), x ∈ M(V ), and
α : V → S, we define
(z · ϕS)(V )(x⊗ α) = α
∗(z) · ϕS(V )(x⊗ α)
for any ϕS(V ) : M(V )⊗RRMor(S, V )→ N(V ). The check that this pairing gives a Green
module structure is left to the reader. 
5. The proof of Theorem C
The main purpose of this section to prove the following theorem.
Theorem 5.1. Let G be a finite group, R = Z(p), and F be a family of subgroups in G.
Suppose H ≤ G controls p-fusion in G. Then,
ResGH : Ext
n
RΓG
(M,N)→ ExtnRΓH (Res
G
H M,Res
G
H N)
is an isomorphism for n > 0, provided that M is an RΓG-module and N is a cohomological
Mackey functor satisfying the condition that CG(Q) acts trivially on N(Q) and M(Q) for
all p-subgroups Q ≤ H, with Q ∈ F .
Certain Mackey functors (called cohomological) are computable by restriction to the
p-Sylow subgroups and the conjugation action of G (see [7, Chap. XII, §10], [19]).
If H ≤ G is a subgroup, and n ∈ NG(H) then the G-map f : G/H → G/H defined by
f(eH) = nH has an associated conjugation homomorphism cn(h) = n
−1hn ∈ H , for all
h ∈ H . For an arbitrary RΓG-module M , the induced maps f
∗ need not be the identity
on M(G/H) even if cn = id (e.g. if n ∈ CG(H)).
Definition 5.2. We say a Mackey functor is cohomological (over F) if
IndKH Res
K
H(u) = |K : H| · u
for all u ∈M(K), and all H ≤ K (for all K ∈ F). An RΓG-module M with respect to a
family F is called conjugation invariant if CG(Q) acts trivially onM(Q) for all Q ∈ F . A
Mackey functor is called conjugation invariant if it is conjugation invariant as a functor
over the corresponding orbit category.
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The following lemma will be used in the proof of Theorem 5.9.
Lemma 5.3. Let Q ∈ F and let V be a right R[WQ(Q)]-module. If F is a family of p-
subgroups, and R = Fp, then DQ(V ) : D(G)→ R-Mod is a cohomological Mackey functor
over F . If CG(Q) acts trivially on V , then DQ(V ) is conjugation invariant.
Proof. Since all subgroups in F are p-groups, for the first part we only need to show that
the composite IndKH Res
K
H(u) = p · u, for K ∈ F and H ≤ K a normal of index p.
Let f : G/H → G/K be the G-map given by gH 7→ gK. Consider the induced map
fQ : (G/H)Q → (G/K)Q. Take t ∈ (G/K)Q. If there is no s ∈ (G/H)Q such that
f(s) = t, then the transfer is trivially zero. Suppose that there is at least one element
s = gH which is fixed by Q and maps to t = gK. Let k1, . . . , kp be coset representatives of
H in K. Since ki normalizes H , the element gkiH ∈ (G/H)
Q for each i. Therefore, there
are exactly p different s ∈ (G/H)Q that map to t. It follows that f∗ ◦ f
∗ is multiplication
by p, as required. Since we are working here over the finite field Fp, all the composites
f∗ ◦ f
∗ = 0.
We now show that DQ(V ) is conjugation invariant if CG(Q) acts trivially on V . In
other words, we claim that for all K ∈ F , the centralizer CG(K) acts trivially on
HomR]WG(Q)](R[G/K]
Q, V ). Consider the way the action is defined: let c ∈ CG(K) and
ϕ : R[G/K]Q → V be an R[WG(Q)]-map. Then (cϕ)(gK) = ϕ(gcK). On the other hand
since gK ∈ (G/K)Q, we have Qg ≤ K. So, c centralizes Qg. This means gcg−1 centralizes
Q and hence acts trivially on V . This gives
ϕ(gcK) = ϕ(gcg−1gK) = gcg−1ϕ(gK) = ϕ(gK)
Therefore (cϕ)(gK) = ϕ(gK) for all gK. This shows that c ∈ CG(K) acts as the identity
on HomR[WG(Q)](R[G/K]
Q, V ). 
The cohomological and conjugation properties are inherited by the Ext-functors.
Proposition 5.4. Let M and N be RΓG-modules relative to some family F .
(i) If N is a cohomological Mackey functor over F , then Ext∗RΓ?(M,N) is a cohomo-
logical Mackey functor over all subgroups H ≤ G.
(ii) If both M and N are conjugation invariant with respect to F , then Ext∗RΓ?(M,N)
is conjugation invariant with respect to all subgroups H ≤ G.
Proof. We have seen that for f : S → T , the induced maps
HomRΓG(M ⊗ R[S
? ], N)
f∗ // HomRΓG(M ⊗ R[T
? ], N)
f∗
oo
satisfy the property that
[(f∗ ◦ f
∗)ϕT ](V )(x⊗ α) = F∗[f
∗(ϕT )(U)(F
∗(x)⊗ β)]
= F∗[ϕT (U)(F
∗(x)⊗ (f ◦ β))]
= F∗[ϕT (U)(F
∗(x)⊗ (α ◦ F ))]
= (F∗ ◦ F
∗)[ϕT (V )(x⊗ α)]
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for all x ∈ M(V ) and α : V → T . In the last equality we used the invariance of ϕT with
respect to the G-map F : U → V (our notation comes from the definition of f∗ above).
Hence, if f : G/H → G/K and F∗ ◦ F
∗ is multiplication by |K : H| (this follows from a
count of double cosets), then f∗ ◦ f
∗ is also multiplication by |K : H|.
Let M and N be conjugation invariant right RΓG-modules, and let P be a projective
resolution of M over RΓG. To show that Ext
∗
RΓ?
(M,N) is conjugation invariant, it is
enough to show that the chain map induced by the conjugation action on HomRΓ?(P, N) is
homotopy equivalent to the identity. We remark that the action of an element c ∈ CG(H)
gives an automorphism Jc : OrF H → OrF H , and induces an RΓH -module chain map
P(Jc) : Res
G
H(P)→ Res
G
H(P).
If f : G/H → G/H is given by eH 7→ cH where c ∈ CG(H), then for each degree i,
f ∗i : HomRΓG(Pi ⊗ R[G/H
? ], N)→ HomRΓG(Pi ⊗ R[G/H
? ], N)
is given by
f ∗i (ϕS)(U)(x⊗ α) = ϕS(U)(x⊗ f ◦ α)
where S = G/H , x ∈ Pi(U), and α : U → G/H is a G-map. In other words, f
∗
i =
HomRΓG(λi, id), where λi(x⊗ α) = x⊗ f ◦ α defines a chain map
λ : P⊗ R[G/H ? ]→ P⊗R[G/H ? ].
We may assume that U = G/K with K ∈ F . Let α(eK) = gH . The conjugation
action of c ∈ CG(H) on M(U) or N(U) is given by the G-map F : G/K → G/K, where
F (eK) = gcg−1K and f ◦ α = α ◦ F . We remark that z := gcg−1 ∈ CG(K), since
K ⊆ gHg−1, and that P∗(F ) = P(Jz)(K). Notice that
f ∗i (ϕS)(U)(x⊗ α) = (ϕS(U)(x · P
∗
i (F )
−1 ⊗ α)) ·N∗(F ),
showing that the maps f ∗i are just given by the natural action maps of c on the domain
and range of the Hom. Now observe that
P(Jz) : Res
G
K(P)→ Res
G
K(P)
is a chain map lifting M(Jz) : Res
G
K(M) → Res
G
K(M). Since M is conjugation invariant,
it follows that P(Jz) ≃ id by uniqueness (up to chain homotopy) of lifting in projective
resolutions. Therefore λ1 := λ ◦ (P
∗(F ) ⊗ id) ≃ λ, and f ∗ ≃ Hom(λ1, id). But for all
x ∈ Pi(U), we have
Hom(λ1, id)(ϕS)(U)(x⊗ α) = ϕS(U)(x · P
∗
i (F )⊗ f ◦ α) = (ϕS(U)(x⊗ α)) ·N
∗(F ),
and hence f ∗(ϕS) ≃ ϕS, by the conjugation invariance of N . 
Definition 5.5. For any subgroup H ≤ G, and any RΓG-modules M and N , an element
α ∈ ExtnRΓH (M,N) is called stable with respect to G provided that
ResHH∩gH(α) = Res
gH
H∩gH c
g
H(α)
for any g ∈ G. The map cgH is the induced map f∗ where f : G/H → G/
gH is the G-map
given by xH → xg−1(gHg−1).
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Theorem 5.6. Let R = Z(p) and G be a finite group. For a right RΓG-module M and a
cohomological Mackey functor N : D(G)→ R-Mod, the restriction map
ResGP : Ext
n
RΓG
(M,N)→ ExtnRΓP (M,N)
is an isomorphism for n > 0 onto the stable elements, for any p-Sylow subgroup P ≤ G.
Proof. By Proposition 5.4(i), ExtnRΓ?(M,N) is a cohomological Mackey functor. Now the
result follows (as in [33, 2.2]) from the stable element method of Cartan and Eilenberg [7,
Chap. XII, 10.1]. 
Remark 5.7. Since Ext∗RΓ?(M,N) is a cohomological Mackey functor, it is a Green mod-
ule over the trivial module R, considered as a Green ring by defining IndKH : R(G/H) →
R(G/K) to be multiplication by |K : H| (see [19, Ex. 2.9]). It follows that Ext∗RΓ?(M,N)
is computable in the sense of Dress in terms of the p-Sylow subgroups (see [16, Ex. 5.9]).
The proof of Theorem 5.1. Let R = Z(p) and G be a finite group. Let H ≤ G be a
subgroup which controls p-fusion in G. For any cohomological Mackey functor F , the
restriction map ResGP maps surjectively to the stable elements in F (P ), for any p-Sylow
subgroup P ≤ G. If H controls p-fusion in G, and F is conjugation invariant, then all
elements in F (H) are stable and
ResGH : F (G)
≈
−→ F (H)
is an isomorphism. This follows by a standard argument used to prove one direction
of Mislin’s theorem in group cohomology (see, for example, Symonds [33, Theorem 3.5]
or Benson [2, Proposition 3.8.4]). We apply Proposition 5.4 and this remark to the
cohomological Mackey functor F = ExtnRΓ?(M,N), and the proof is complete. 
In the next section we will need a variation of this result.
Definition 5.8. We say the N is an atomic right RΓG-module of type Q ∈ F , if N =
IQ(N(Q)) where IQ is the inclusion functor introduced in Section 2.
Theorem 5.9. Let G be a finite group, R = Z(p), and let F be a family of p-subgroups in
G. Suppose H ≤ G controls p-fusion in G. Then, for RΓG-modules M and N ,
ResGH : Ext
n
RΓG
(M,N)→ ExtnRΓH (Res
G
H M,Res
G
H N)
is an isomorphism for n > 0, provided that CG(Q) acts trivially on M(Q) and N(Q) for
all Q ∈ F .
Proof. By the 5-lemma (using the filtration in [20, 16.8]) it is enough to prove the state-
ment for N an atomic RΓG-module of type Q. Without loss of generality we can also
assume that N(Q) is R-torsion free. To see this, observe that as an NG(Q)/QCG(Q)-
module, N(Q) fits into a short exact sequence 0 → L → F → N(Q) → 0, where F is a
free NG(Q)/QCG(Q)-module. By taking inflations of these modules, we can consider the
sequence as a sequence of NG(Q)/Q -modules and apply the functor IQ. This shows that
N fits into a sequence 0→ N ′′ → N ′ → N → 0, where both N ′ and N ′′ are conjugation
invariant and atomic, with an R-torsion free module at Q.
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Since F is family of p-groups, Lemma 5.3 shows that the Mackey functor DQ(V )⊗ Fp
defined in Example 4.8 is cohomological over F and conjugation invariant. Let Np =
N ⊗Fp = N/pN . By Lemma 4.10 we have a finite length coresolution of Mackey functors
(5.10) 0→ Np → DNp → DCNp → · · · → DC
mNp → 0
for some m ≥ 0.
Now we can apply the functors Ext∗RΓ?(M,Np) to the coresolution (5.10). By Proposi-
tion 5.4 the functors Ext∗RΓ?(M,Np) are cohomological Mackey functors which are conju-
gation invariant. Therefore
ResGH : Ext
∗
RΓG
(M,Np)→ Ext
∗
RΓH
(M,Np)
is an isomorphism by Theorem 5.1 and the 5-lemma using the coresolution. Furthermore,
we have a short exact sequence
0→ N/pk−1 → N/pk → N/p→ 0,
for every k ≥ 1, and hence by “de´vissage” we conclude that
(5.11) ResGH : Ext
∗
RΓG
(M,N/pk)
≈
−→ Ext∗RΓH (M,N/p
k)
is an isomorphism, for every k ≥ 1. To finish the proof it is enough to show that
ResGH : Ext
∗
RΓG
(M,N)⊗ Ẑp → Ext
∗
RΓH
(M,N)⊗ Ẑp
is an isomorphism. However, the complex
HomRΓG(P, N/p
k) = HomRΓG(P, N)⊗ Z/p
k
is a cochain complex of finitely-generated R-modules. By the universal coefficient theorem
in cohomology [30, p. 246], we have an exact sequence
0→ ExtnRΓG(M,N)⊗ Z/p
k → ExtnRΓG(M,N/p
k)→ TorR1 (Ext
n+1
RΓG
(M,N),Z/pk)→ 0.
Since Ẑp = lim←−
Z/pk and the inverse limit functor is left exact, we obtain an exact sequence
0→ ExtnRΓG(M,N)⊗ Ẑp → lim←−
ExtnRΓG(M,N/p
k)→ lim
←−
TorR1 (Ext
n+1
RΓG
(M,N),Z/pk).
Now we compare this sequence via ResGH to the corresponding sequence for the subgroup
H , and use the de´vissage isomorphisms (5.11) on the middle term. This shows immedi-
ately that ResGH is injective on the first term, for all n ≥ 0. Since the functor Tor
R
1 is left
exact, we get ResGH injective on the third term as well. But now a diagram chase shows
that ResGH is surjective on the first term. 
6. Chain complexes over orbit categories
In this section, we prove some theorems about chain complexes over orbit categories.
In particular, Proposition 6.8, Proposition 6.4, and Theorem 6.7 will be used in the proof
of Theorem A (see Section 9). Most of the results follow from Dold’s theory of algebraic
Postnikov systems [11].
As before, G denote a finite group and F denote a family of subgroups ofG. Throughout
this section ΓG = OrF G and R is a commutative ring. For chain complexes C and D,
the notation C ≃ D always means C is chain homotopy equivalent to D. For chain
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isomorphism the standard notation is C ∼= D. When we say C is a projective chain
complex, we mean it is a chain complex of projective modules (which also means that it
is projective in the category of chain complexes). A chain complex C is positive if Ci = 0
for i < 0.
We say that a chain complex C over RΓG has finite homological dimension (or hdimC
is finite) if C is positive, and there exists an integer n such that Hi(C) = 0 for i > n. A
chain complex C is finite if C is positive, and there exists an integer n such that Ci = 0
for i > n. We start with a well known observation about chain complexes.
Lemma 6.1. Let C be a projective chain complex of RΓG-modules which has finite ho-
mological dimension. Then, C is homotopy equivalent to a finite projective chain complex
if and only if there is an integer n such that
ExtiRΓG(C,M) = 0 for i > n,
for all RΓG-modules M .
Proof. See Cartan-Eilenberg [7, Chap. XVII, 1.4] for chain complexes over rings. A similar
argument as in Proposition 4.5 gives the result over the orbit category. 
Proposition 6.2. Let C be a projective chain complex of ZΓG-modules which has a finite
homological dimension. Suppose that Z(p) ⊗Z C is chain homotopy equivalent to a finite
projective chain complex for all p | |G|. Then, C is chain homotopy equivalent to a finite
projective complex.
Proof. Let M be an RΓG-module. Consider the hypercohomology spectral sequence (see
[3, 3.4.3]):
Es,t2 = Ext
s
ZΓG
(Ht(C),M)
which converges to Ext∗
ZΓG
(C,M). Since C has finite homological dimension, for all
i >
(
l(ΓG) + hdimC
)
, the group Exti
Z
(C,M) is a finite abelian group with exponent
dividing a power of |G|. Here l(ΓG) is the length of the orbit category, as defined in §2D,
and hdimC denotes the largest integer n such that Hn(C) 6= 0.
In particular, there is an integer k, independent from M , such that
Exti
ZΓG
(C,M) ∼=
⊕
p||G|
Exti
Z(p)ΓG
(Z(p) ⊗Z C,Mp)
for all i > k. Here Mp = Z(p) ⊗Z M . Now, since Z(p) ⊗Z C is homotopy equivalent to a
finite projective complex for all p | |G|, there is an n such that
Exti
ZΓG
(C,M) = 0
for all i > n and for all M . The result follows from the previous lemma. 
A chain complex version of Rim’s theorem also holds.
Proposition 6.3. Let R = Z(p) and C be a projective chain complex over RΓG with finite
homological dimension. Assume that F is a family of p-subgroups. Then, C is homotopy
equivalent to a finite projective complex if and only if ResGP C is homotopy equivalent to a
finite projective complex for any p-Sylow subgroup P of G.
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Proof. One direction is clear (and holds without assumption on the family F). Conversely,
suppose that ResGP C is homotopy equivalent to a projective complex with hdim = l. Let
n be an integer bigger than both l and hdimC. Consider
· · · // ResGP Cn+1
// ResGP Cn
∂n // ResGP Cn−1
// · · · // ResGP C0
// 0 .
We have
Ext1RΓP (Res
G
P im(∂n),M)
∼= Extn+1RΓP (Res
G
P C,M) = 0,
for every RΓP -module M . This gives that Res
G
P im(∂n) is projective. By Theorem 3.9, we
obtain that im(∂n) has finite projective resolution. Thus, C is chain homotopy equivalent
to a finite projective complex. 
We also prove a chain complex version of Theorem 5.9. Recall the definition of conju-
gation invariant RΓG-modules given in (5.2).
Proposition 6.4. Let G be a finite group, and F be a family of p-subgroups in G. Suppose
H ≤ G controls p-fusion in G and R = Z(p). Let C
H be a positive projective chain complex
of RΓH-modules such that the homology groups Hi(C
H) are conjugation invariant right
RΓH-modules, for every i > 0. Then, the following holds:
(i) There exists a positive projective chain complex CG of RΓG-modules such that
ResGH C
G is homotopy equivalent to CH .
(ii) If CH is homotopy equivalent to a finite projective complex, then CG is also
homotopy equivalent to a finite complex.
For the proof we will need the theory of algebraic Postnikov systems due to Dold [11,
§7]. According to this theory, given a positive projective chain complex C, there is a
sequence of positive projective chain complexes C(i) indexed by positive integers such
that f : C→ C(i) induces a homology isomorphism for dimensions ≤ i. Moreover, there
is a tower of maps
C(i)

C(i− 1)



αi // Σi+1P(Hi)
C
##G
GG
GG
GG
GG
G
;;wwwwwwwwww
DD

















// C(1)

α2 // Σ3P(H2)
C(0)
α1 // Σ2P(H1)
such that C(i) = Σ−1C(αi), where C(αi) denotes the algebraic mapping cone of αi, and
P(Hi) denotes a projective resolution of the homology module Hi.
Recall that the algebraic mapping cone of a chain map f : C → D is defined as the
chain complex C(f) = D ⊕ ΣC with boundary map given by ∂(x, y) = (∂x + f(x), ∂y).
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Note that Σn is the shift operator for chain complexes which is defined by (ΣnC)i = Ci−n
for every integer n.
The algebraic Postnikov system has similar properties to the Postnikov system in ho-
motopy theory. The maps αi : C(i − 1) → Σ
i+1P(Hi) are called k-invariants and they
are well defined up to chain homotopy equivalence. We can consider the k-invariants as
classes in Exti+1RΓG(C(i− 1), Hi), since there is an isomorphism
[C(i− 1),Σi+1P(Hi)] ∼= Ext
i+1
RΓG
(C(i− 1), Hi)
between chain homotopy classes of chain maps and the Ext-groups of chain complexes (see
Dold [11] for details). The k-invariants αi ∈ Ext
i+1
RΓG
(C(i− 1), Hi) are defined inductively
and they uniquely specify C up to chain homotopy equivalence.
We also need a lifting result for RΓH -modules.
Lemma 6.5. Let G be a finite group, and F be a family of p-subgroups in G. Suppose
H ≤ G controls p-fusion in G. Then the restriction map M 7→ ResGH(M) gives a bi-
jection between the isomorphism classes of conjugation invariant right RΓG-modules and
conjugation invariant right RΓH-modules.
Proof. A conjugation invariant right RΓG-module M is a functor OrF G→ R-Mod which
factors through the quotient category OrF G→ SubF G. Here SubF G has objects K ∈ F
and morphisms MorSubF G(K,L) = MorOrF G(G/K,G/L)/CG(K), where an element c ∈
CG(K) acts on a G-map defined by f(eK) = gL via the composition eK 7→ cgL (see [21,
p. 206]).
Consider the functor F : OrF H → OrF G given on objects by H/K 7→ G/K (see
Section 3), and on morphisms by induced maps. First note that every object of SubF G is
isomorphic to an object of SubF H , since every p-subgroup of G is conjugate to a subgroup
of H . In addition, F induces a bijection of morphism sets
MorSubF H(K,L)→ MorSubF G(K,L)
since H controls p-fusion in G. Suppose that F (f1) ≈ F (f2), where f1(eK) = h1L and
f2(eK) = h2L, for some h1, h2 ∈ H . By assumption, there exists c ∈ CG(K) such that
ch2L = h1L, or h
−1
1 ch2 ∈ L ≤ H . But this implies c ∈ CH(K) so f1 ≈ f2 and F is injective
on morphisms. Given f : G/K → G/L with K ≤ H , f(eK) = gL and g−1Kg ⊆ L ≤ H ,
we have g = ch for some c ∈ CG(K) and h ∈ H , because H controls p-fusion in G. Hence
f ≈ F (f1), where f1(eK) = hL and F is surjective on morphisms.
Therefore the functor F : OrF H → OrF G induces an equivalence of categories
F¯ : SubF H ≈ SubF G
by [24, IV.4, Theorem 1, p. 91]. 
Proof of Proposition 6.4. Part (ii) follows from Proposition 6.3, so it is enough to prove
the existence of CG. By Lemma 6.5, for each i > 0 there exists a conjugation invariant
right RΓG-module H
G
i such that Res
G
H(H
G
i ) = Hi(C
H).
Consider the Postnikov tower for CH . Since CH(0) = P(H0(C
H)) there is a complex
CG(0) such that ResGH C
G(0) ≃ CH(0). In this case, the complex CG(0) can be taken as a
projective resolution of HG0 . Now, we will show that such a lifting exists for C
H(i) for all
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i. For this we prove a slightly stronger statement so that we can carry out an induction.
We claim that the following holds for all n > 0.
(i) CH(n) lifts to a chain complex CG(n)
(ii) The restriction map
ResGH : Ext
∗
RΓG
(CG(n), N)→ Ext∗RΓH (C
H(n),ResGH N)
is an isomorphism for all ∗ > 0 and for every RΓG-module N which is conjugation
invariant.
We have already shown that CH(0) lifts to CG(0). For the second property, first observe
that that CG(0) is chain homotopy equivalent to a chain complex with single module HG0
and similarly, CH(0) ≃ HH0 . So, we need to show that
ResGH : Ext
∗
RΓG
(HG0 , H
G
1 )→ Ext
∗
RΓH
(HH0 , H
H
1 )
is an isomorphism. This follows from Theorem 5.9, because of our assumption on homol-
ogy groups.
Now, assume that both (i) and (ii) hold for n = i− 1. Then, take
αGi ∈ Ext
i+1
RΓG
(CG(i− 1), HGi )
which corresponds to the class αHi ∈ Ext
i+1
RΓH
(CH(i−1), HHi ) under the isomorphism given
in (ii). Let CG(i) = Σ−1C(αGi ). Then, we have a short exact sequence of chain complexes
0 // CG(i) // CG(i− 1)
αGi // Σi+1P(HGi )
// 0
Since ResGH α
G
i = α
H
i , we have Res
G
H C
G(i) ≃ CH(i). Now, we will show that (ii) holds for
CG(i). By the Five Lemma, it is enough to show that
ResGH : Ext
∗
RΓG
(Σi+1P(HGi ), N)→ Ext
∗
RΓH
(Σi+1P(HHi ), N)
is an isomorphism for all ∗ > 0, and for every RΓG-module N which is conjugation
invariant. But, this follows from Theorem 5.9. 
Now, we prove one of the main results of this section which allows us to glue p-local
chain complexes. We first give a definition.
Definition 6.6. Let C be a chain complex over RΓG. We say that C has homology gaps
of length n, if Hi+k(C) = 0 for 0 < k < n, whenever Hi(C) 6= 0.
Theorem 6.7. Let G be a finite group of order m. For each prime p | m, let C(p) be a
positive projective chain complex of Z(p)ΓG-modules. Suppose that
(i) C(p) has homology gaps of length > l(ΓG), for all p | m.
(ii) there exists a graded ZΓG-module H such that Hi(C
(p)) ∼= Z(p)⊗ZHi for all i ≥ 0,
and for all p | m.
Then, there is a projective chain complex C of ZΓG-modules such that Z(p) ⊗Z C ≃ C
(p),
for each prime p | m, and Hi(C) = Hi for i ≥ 0.
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Proof. We will construct C inductively. The case i = 0 is trivial, because in this case we
can take C(0) = P(H0). Assume now that C(i− 1) has been constructed in such a way
that Z(p) ⊗Z C(i − 1) ≃ C
(p)
i−1 for all p | m. If Hi = 0, then we can take C(i) = C(i − 1)
and it will satisfy the condition that Z(p) ⊗Z C(i) ≃ C
(p)
i . So, assume Hi is nonzero. If
i+ 1 >
(
l(ΓG) + hdimC(i− 1)
)
, then we have
Exti+1
ZΓG
(C(i− 1),P(Hi)) ∼=
⊕
p|m
Exti+1
Z(p)ΓG
(Z(p) ⊗Z C(i− 1),H
(p)
i )
∼=
⊕
p|m
Exti+1
Z(p)ΓG
(C(p)(i− 1),H
(p)
i )
where H
(p)
i = Z(p) ⊗Z Hi. Note that the above condition on (i + 1) is satisfied since
the distance between nonzero homology groups of C(p) is bigger than l(ΓG). Choose
αi ∈ Ext
i+1
ZΓG
(C(i− 1),P(Hi)) so that under the p-localization map, αi is mapped to the
i-th k-invariant α
(p)
i of the p-local complex C
(p), for every p | m. Let C(i) = Σ−1C(αi).
For each prime p | m, we have a diagram of the form
0 // C(i) // C(i− 1)
ϕp

αi // P(Hi)

// 0
0 // C(p)(i) // C(p)(i− 1)
α
(p)
i // P(H
(p)
i )
// 0
where the vertical map ϕp is given by the composition
ϕp : C(i− 1)→ Z(p) ⊗Z C(i− 1) ∼= C
(p)(i− 1).
The first map in the above composition is induced by the usual inclusion of integers into
p-local integers. From this diagram, it is clear that there is a map C(i) → C(p)(i) which
induces an isomorphism on homology when it is localized at p. Thus, it gives a chain
homotopy equivalence Z(p) ⊗Z C(i) ≃ C
(p)(i), for p | m. This completes the proof. 
We conclude this section with a technique (used in the proof of Theorem A) for modi-
fying the homology of a given (finite, projective) chain complex C over the orbit category.
A projective resolution P→M has length 6 ℓ, provided that Pi = 0 for i > ℓ.
Proposition 6.8. Let Γ be an EI-category. Let ϕ : Hk → H
′
k be an RΓ -module homo-
morphism, where Hk = Hk(C). Suppose that both kernel and cokernel of ϕ admit finite
projective resolutions of length 6 ℓ, and that Hk+j = 0 for 1 6 j < ℓ. Then there is a
RΓ -chain complex C′ such that Hi(C
′) = Hi(C), for i 6= k, and Hk(C
′) = H′k.
Proof. First suppose that ϕ is surjective. Let
0→ Pk+ℓ → · · · → Pk → kerϕ→ 0
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be a projective resolution for kerϕ. Since C is exact in the range [k + 1, k + ℓ), we have
a chain map
· · · // 0 //

Pk+ℓ //
fk+ℓ

. . . // Pk+1 //
fk+1

Pk //
fk

kerϕ //
 _

0
· · · // Ck+ℓ+1 // Ck+ℓ // . . . // Ck+1 // Zk // Hk // 0
This gives a chain map f : P→ C, where fk : Pk → Ck is the composition of fk with the
inclusion Zk ⊂ Ck. Let C
′ = C(f) denote the mapping cone of f . The induced map
kerϕ = Hk(P)→ Hk(C) = Hk
on homology is given by the inclusion, and hence Hk(C
′) = H′k, with Hi(C
′) = Hi(C) for
i 6= k.
Now suppose that ϕ is an injective map, so that
(6.9) 0→ Hk
ϕ
−→ H′k → cokerϕ→ 0
is exact. Let ǫ : P → cokerϕ be a projective resolution of cokerϕ of length 6 ℓ, indexed
so that ǫ : Pk → cokerϕ→ 0. We form the pull-back
0 // Hk // Ĥk
//
ϕ̂

Pk //
ǫ

0
0 // Hk // H
′
k
// cokerϕ // 0
of the sequence (6.9) by ǫ, and note that Ĥk ∼= Hk ⊕ Pk. The chain complex
· · · → Ck+1 → Ck ⊕ Pk → Ck−1 → · · · → C0 → 0
has homology Ĥk at i = k, and ϕ̂ : Ĥk → H
′
k is surjective. By the pull-back diagram,
ker ϕ̂ ∼= ker(ǫ : Pk → cokerϕ).
Since cokerϕ has a projective resolution of length ≤ ℓ, it follows that ker ϕ̂ has a projective
resolution of length < ℓ. Hence the assumptions needed for the surjective case hold for
ϕ̂ : Ĥk → H
′
k, and we are done by the argument above.
The general case is done by expressing the map ϕ : Hk → H
′
k as the composition of a
surjection and an injection. 
7. The finiteness obstruction
Let G be a finite group and F be a family of subgroups of G. The main result of
this section is Theorem 7.6: given a finite projective chain complex C of ZΓG-modules,
for ΓG = OrF G, we can obtain a finite free complex by taking join tensor of C with
itself sufficiently many times. This result is an adaptation to the orbit category of the
fundamental work of Swan [32]. We first introduce some definitions, based on the material
in Lu¨ck [20, §10-11]).
Let Γ be an EI-category. We denote by K0(ZΓ ) the Grothendieck ring of isomor-
phism classes of projective ZΓ -modules and K0(ZΓ, free) denote the Grothendieck ring
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of isomorphism classes of free ZΓ -modules (under direct sum M ⊕N and tensor product
M ⊗Z N). We have an exact sequence of abelian groups
0→ K0(ZΓ, free)→ K0(ZΓ )
q
−→ K˜0(ZΓ )→ 0
defining the quotient group K˜0(ZΓ ).
Note that K0(ZΓ, free) is a subring, but not an ideal in general. This is because the
tensor product of a free module with a projective module is not free in ZΓ . For example,
if P is a projective module which is not free, then P ⊗ Z ∼= P is not a free ZΓG-module
although Z is free when G ∈ F .
Given a finite projective chain complex of ZΓ -modules
C : 0→ Cn → Cn−1 → · · · → C1 → C0 → 0
we define
σ(C) =
n∑
i=0
(−1)i[Ci] ∈ K0(ZΓ )
and
σ˜(C) = q(σ(C)) ∈ K˜0(ZΓ ).
The class σ˜(C) is called the finiteness obstruction since it is the only obstruction for C
to be chain homotopy equivalent to a finite free chain complex.
From now on, we assume that all the chain complexes are positive and projective. As
always, we assume all modules are finitely generated.
The following are standard results which show that σ˜(C) is an invariant, and that it is
an obstruction for finiteness.
Lemma 7.1. If C and D are chain homotopy equivalent, then σ(C) = σ(D).
Proof. See [20, 11.2]. 
Lemma 7.2. Let C and D be finite chain complexes of projective ZΓ - modules. Then,
σ(C⊗Z D) = σ(C) · σ(D).
Proof. See [20, 11.18] and the sharper result in [20, 11.24]. 
Lemma 7.3. Let C be a finite chain complex with σ˜(C) = 0. Then C is chain homotopy
equivalent to a finite chain complex of free ZΓ -modules.
Proof. See Swan [32, Proposition 5.1]. 
Given two chain complexes of RΓ -modules C and D, consider the corresponding aug-
mented complexes
C˜ : · · · → C2 → C1 → C0 → R→ 0
D˜ : · · · → D2 → D1 → D0 → R→ 0
Taking their tensor product, we obtain a complex of the form
C˜⊗R D˜ : · · · → C1 ⊕D1 ⊕ C0 ⊗D0 → C0 ⊕D0 → R→ 0.
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Definition 7.4. We define the join tensor, denoted C>D, of two positive augmented
chain complexes C and D by the formula
C˜>D = Σ
(
C˜⊗R D˜
)
,
where Σ denote the suspension of a chain complex defined by (ΣC)i = Ci−1 for all i.
Lemma 7.5. Let C and D be finite chain complexes of projective ZΓ -modules. Then,
σ(C>D) = σ(C) + σ(D)− σ(C) · σ(D).
Proof. Note that (C>D)k = Ck ⊕Dk ⊕
⊕
i+j=k−1Ci ⊗Z Dj , for each k ≥ 0. Therefore,
σ(C>D) =
∑
k
(−1)k[Ck] +
∑
k
(−1)k[Dk]−
∑
i+j=k−1
(−1)k[Ci ⊗Dj ]
and the result follows. 
We often express the above formula by writing
(1− σ(C>D)) = (1− σ(C))(1− σ(D)).
Whenever it is written in this way, one should understand it as a formal expression of the
formula given in Lemma 7.5. The main theorem of this section is the following:
Theorem 7.6. Let ΓG = OrF G where G is a finite group and F is a family of subgroups
in G. Given a finite chain complex C of projective ZΓG-modules, there exists an integer n
such that n-fold join tensor >nC of the complex C is chain equivalent to a finite complex
of free ZΓG-modules.
We need to show that the finiteness obstruction σ˜(>nC) vanishes for some n. In the
proof we will use a result by Oliver and Segev [26].
Proposition 7.7. Let G be a finite group and let P and P ′ be any two finitely generated
projective ZG-modules. Then, P ⊗Z P
′ is stably free as a ZG-module.
Proof. See [26, Proposition C.3]. 
We also need the following splitting theorem for K0(ZΓ ).
Theorem 7.8. Let Γ be a EI-category. Then, the map
K0(S) : K0(ZΓ )→
⊕
x∈Iso(Γ )
K0(Z[x]),
defined by [P ] → [Sx(P )] on each x ∈ Iso(Γ ), is an isomorphism. The same holds when
K0 is replaced by K˜0.
Proof. See Lu¨ck [10, Proposition 11.29]. 
As a consequence of this theorem, if Γ is finite then K˜0(ZΓ ) is finite: in this case Γ
has finitely many isomorphism classes of objects x ∈ Ob(Γ ), and Aut[x] is a finite group
(apply Swan [31, Prop. 9.1]). In particular, if Γ = OrF G, then the group K˜0(Γ ) is finite.
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From now on we assume ΓG = OrF G for some finite group G, relative to some family
F . The splitting theorem above can also be used to give a filtration of K˜0(ΓG). Recall
that every projective ZΓG-module is of the form
P ∼=
⊕
H∈T
EHSHP
where T is a set of representatives of conjugacy classes of elements in F . So, another way
to express the above splitting theorem is to write
K0(ZΓG) ∼=
⊕
H∈T
K0(ZΓG)H
where K0(ZΓG)H = {[P ] | EHSHP ∼= P}. Note that this is only a splitting as abelian
groups, but using this we can give a filtration for the ring structure of K0(ZΓG). Let
∅ = T0 ⊆ T1 ⊆ · · · ⊆ Tm = T
be a filtration of T such that if H ∈ Ti and K ∈ Tj and
gH ≤ K for some g ∈ G, then
i 6 j. This gives a filtration
0 = K0(ZΓG)0 ⊆ K0(ZΓG)1 ⊆ · · · ⊆ K0(ZΓG)m = K0(ZΓG)
where
K0(ZΓG)i = {[P ] |P =
⊕
H∈Ti
EHSHP}.
Lemma 7.9. Let V be a Z[NG(H)/H ]-module and W be a Z[NG(K)/K]-module. Then,
EHV ⊗Z EKW ∼=
⊕
HgK∈H\G/K
EH∩gK(ResH∩gK EHV ⊗Z ResH∩gK EKW ).
Proof. Applying the definition, we get
EHV ⊗Z EKW = (V ⊗W )⊗Z[Aut(G/H)×Aut(G/K)] ZMapG(?, G/H ×G/K)
where MapG(X, Y ) denotes the set G-sets from X to Y (see [10, 11.30] for a similar
computation). Since
G/H ×G/K =
∐
HgK∈H\G/K
G/(H ∩ gK),
the module EHV ⊗R EKW decomposes as⊕
HgK∈H\G/K
EH∩gKUH∩gK
where UH∩gK are NG(H ∩
gK)/(H ∩ gK)-modules. Applying SH∩gK , we find
UH∩gK = SH∩gK(EHV ⊗Z EKW ) = ResH∩gK(EHV ⊗Z EKW )
= ResH∩gK EHV ⊗Z ResH∩gK EKW.

Lemma 7.10. K0(ZΓG)i is an ideal of K0(ZΓG) .
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Proof. For EHSHP and EKSKQ, we have
EHSHP ⊗Z EKSKQ =
⊕
L
ELVL
where L = H ∩ gK for some g ∈ G. So, if H ∈ Ti, K ∈ Tj, and L ∈ Tk, then k 6 i, j. 
Now, Theorem 7.6 follows by induction from the following proposition.
Proposition 7.11. Let C be a finite chain complex of projective ZΓG-modules. If σ˜(SHC) =
0 for all H ∈ T r Ti, then there is an n such that σ˜(SH(>nC)) = 0 for all H ∈ T r Ti−1.
Proof. An element in σ(C) can be expressed as a sum u+
∑
j vj + w where
u =
∑
H∈Ti−1
σ(EHSHC),
∑
j
vj =
∑
H∈TirTi−1
σ(EHSHC), w =
∑
H∈TrTi
σ(EHSHC).
By Lemma 7.5, we have
1− σ(>nC) = (1− σ(C))n = (1− (u+
∑
j
vj + w))
n ∈ K0(ZΓG)
So,
1− σ(>nC) ≡
(
1− (
∑
j
vj + w)
)n
modK0(ZΓG)i−1
By Lemma 7.9, it is easy to see that vj · vk ≡ 0
(
modK0(ZΓG)i−1
)
, for j 6= k. Note that
vj · vj ≡ stably free
(
mod K0(ZΓG)i−1
)
by Proposition 7.7. To complete the proof, observe that modulo K0(ZΓG)i−1,
1− σ(>nC) ≡
(
1− (
∑
j
vj + w)
)n
≡ 1 +
n∑
k=1
(
n
k
)
(−1)k(
∑
j
vj + w)
k
= 1 +
n∑
k=1
(
n
k
)
(−1)k
∑
j
kvjw
k−1 + stably free
= 1 + n
n∑
k=1
∑
j
(
n− 1
k − 1
)
(−1)kvjw
k−1 + stably free.
This shows that σ(>nC) is stably free for some n, since K˜0(ZΓG) is a finite group. 
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8. Realization of free chain complexes
Let X be G-CW complex, and let F be a family of subgroups of G. Throughout this
section, R denotes a commutative ring and ΓG denotes the orbit category OrF G.
Definition 8.1. We say that a G-CW complex X has isotropy in F , provided that
XH 6= ∅ implies H ∈ F , for all H ≤ G.
The main result of this section is Theorem 8.10, which shows that under certain condi-
tions a finite free chain complex over the orbit category can be realized by a finite G-CW
complex with isotropy in F . This is a generalization of Swan [32, Theorem A], which is
based on a construction of Milnor [32, 3.1].
Associated to a G-CW complex X with isotropy in F , there is a chain complex of
RΓG-modules defined by
C(X?;R) : · · ·
∂n+1
−−−→ R[Xn
? ]
∂n−→ R[Xn−1
? ]→ · · ·
∂1−→ R[X0
? ]→ 0
where Xi denotes the set of i-dimensional cells in X and R[Xi
? ] is the coefficient system
with R[Xi
? ](H) = R[XHi ]. We denote the homology of this complex by H∗(X
?;R), and
in particular
H∗(X
?;R)(H) = H∗(X
H ;R).
Given a chain complex C of RΓG-modules, there is a dimension function DimC : F →
Z, constant on conjugacy classes of subgroups, defined by
(DimC)(H) = dimC(H),
for all H ∈ F , where the dimension of a chain complex of R-modules is defined in the
usual way as the largest integer d such Cd 6= 0.
It will be convenient to write (H) ≤ (K) whenever Hg ≤ K for some g ∈ G. Here (H)
denotes the set of subgroups conjugate to H in G.
Definition 8.2. We call a function d : F → Z monotone if it satisfies the property that
d(K) 6 d(H) whenever (H) ≤ (K). We say that a monotone function d is strictly
monotone if d(K) < d(H), whenever (H) ≤ (K) and (H) 6= (K). 
Note that d monotone implies that d is constant on conjugacy classes (such functions
are usually called super class functions). We remark that the dimension function of a
projective chain complex is always monotone: if (EHP )(K) 6= 0, then (EHP )(L) 6= 0 for
every L ≤ K.
A chain complex C of RΓG-modules is connected if C is positive and H0(C) = R.
Definition 8.3. Let n : F → Z be a monotone, non-negative function. A complex C
of RΓG-modules is called an n-Moore complex if it is connected, and for all H ∈ F , the
reduced homology H˜i(C(H)) = 0, for i 6= n(H). 
A special case of an n-Moore complex is a homology n-sphere.
Definition 8.4. We say that a complex C of RΓG-modules is an R-homology n-sphere if
it is an n-Moore complex, and for all H ∈ F , we have H˜i(C(H)) ∼= R, for i = n(H). A
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homology n-sphere is called oriented if the NG(H)/H-action is trivial on the homology
of C(H) for all H ∈ F .
The chain complex associated to the unit sphere X = S(V ) of a real or complex
representation V of G is an example of a Z-homology n-sphere, where n(H) = dimXH .
A G-CW complex X with this property is a homotopy representation in the sense of
tom Dieck (see [10, Chap. II, Def. 10.1]), provided that its dimension function is strictly
monotone. We will not use this terminology further.
We now introduce a technique to remove free modules above the homological dimension
from a chain complex, without changing its chain homotopy type. For this delicate process
we first need some algebraic lemmas.
Definition 8.5. Let Γ be an EI-category. A free RΓ -module F is called isotypic of type
x ∈ Ob(Γ ) if it is isomorphic to a direct sum of copies of the free module ExR[x].
For extensions involving isotypic modules we have a splitting property.
Lemma 8.6. Let
E : 0→ F → F ′ →M → 0
be a short exact sequence of RΓ -modules over an EI-category Γ , such that both F and F ′
are isotypic free modules of the same type x ∈ Ob(Γ ). If M(x) is R-torsion free, then E
splits and M is stably free.
Proof. It is enough to prove the result in case F = ExR[x], where x ∈ ObΓ . The general
case follows from this by an easy induction. Consider the extension
E : 0→ ExR[x]
j
−→ F →M → 0 .
By the adjointness property
HomRΓ (ExR[x], N) ∼= HomR[x](R[x], N(x))
for any RΓ -module N . We apply this to the given injection j : ExR[x]→ F
′ = (ExR[x])
m.
Since
E(x) : 0→ R[x]
j
−→ R[x]m →M(x)→ 0
has R-torsion free cokernel M(x), this sequence splits over R[x]. By the naturality of the
adjointness property, we get a splitting of j over RΓ . 
Recall that hdimC(H) denotes the homological dimension of the chain complex C(H).
Proposition 8.7. Let C be a finite free chain complex of RΓG-modules, and let H ∈ F
have the property that hdimC(H) < d := dimC(H). Suppose that dimC(K) 6 (d − 2)
for all (H) ≤ (K), (H) 6= (K). Then C ≃ D, where D is a finite free complex with
dimD(H) = d− 1, and dimD(K) = dimC(K) for all (K) 6= (H).
Proof. Consider the subcomplex C′ of C formed by free summands of C isomorphic to
Z[G/K ? ], with (G/K)H 6= 0 or equivalently (H) ≤ (K). The boundary maps ofC′ are the
restrictions of the usual boundary maps to these submodules. Since dimC(K) 6 (d− 2)
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for all (H) ≤ (K) such that (H) 6= (K), the free modules C ′d and C
′
d−1 are isotypic of
type G/H . We have
C′ : 0→ C ′d → C
′
d−1 → · · · → C
′
1 → C
′
0 → 0
where d = dimC(H). Note that C(H) = C′(H), so the map ∂d : C
′
d → C
′
d−1 is injective
by the condition that hdimC(H) < dimC(H). Now we can apply Lemma 8.6 to the
extension
0→ C ′d
∂d−→ C ′d−1 → coker ∂d → 0
and conclude that coker(∂d) is a stably free RΓG-module. By adding elementary chain
complexes to C of the form Z[G/H ? ]
id
−→ Z[G/H ? ] in the adjacent dimensions (d − 1)
and (d− 2), we can assume that coker(∂d) is free. Consider the diagram
· · · // 0 //

C ′d
id //
id

C ′d //
∂d

0 //

· · · // 0 //

0
C′ : · · · // 0 //

C ′d //

C ′d−1 //

C ′d−2 // · · · // C
′
0
// 0
D′ : · · · // 0 // 0 // coker ∂d // C
′
d−2
// . . . // C ′0 // 0
The chain complex D′ is a chain complex of free modules and it is chain homotopy
equivalent to C′. Now define D as the push-out in the the following diagram:
ker

ker

C′ //

C //

C/C′
D′ // D // C/C′
Since, C′ and D′ are chain homotopy equivalent, then C and D are chain homotopy
equivalent. Also, note that dimD(H) = dimD′(H) = (d−1), and dimD(K) = dimC(K)
for all (K) 6= (H). 
This immediately gives the following.
Corollary 8.8. Let C be a finite free chain complex of RΓG-modules. Suppose that C is
a homology n-sphere, with n strictly monotone. Then C is chain homotopy equivalent to
a complex D with DimD = n.
Proof. Since C is a homology n-sphere, n(K) = hdimC(K), for all K ∈ F . We apply
the previous result to a subgroup H , which is maximal with respect to the property that
hdimC(H) < d := dimC(H). Then n(K) = dimC(K) for all K ∈ F larger than H .
Since n is strictly monotone, dimC(K) 6 (d − 2) for all (H) ≤ (K), (H) 6= (K). This
process can be repeated until DimD = n. 
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When the dimension function of C is not strictly monotone, we get a weaker result.
Following Section 2, we define l(H,K) as the maximum length of a chain of conjugacy
classes of subgroups
(H) = (H0)  (H1)  . . . . . .  (Hl) = (K)
where all Hi ∈ F , 0 6 i 6 l.
Corollary 8.9. Let C be a finite free chain complex of RΓG-modules, and let n : F → Z
be a monotone function such that hdimC(H) 6 n(H) for all H ∈ F . Assume that
l(H,K) 6 k whenever n(H) = n(K). Then, C is chain homotopy equivalent to a complex
D which satisfies Di(H) = 0 for all i > n(H) + k.
Proof. Let
(H) = (H0)  (H1)  . . . . . .  (Hl) = (K)
be a maximal length chain of subgroups in F with n(H) = n(K). Since n is monotone,
n(Hi) = n(H) for 0 6 i 6 l. By repeated application of Proposition 8.7, working down
from the maximal element K, we can obtain dimC(Hl−i) = n(H)+ i, for 0 6 i 6 l. Since
l = l(H,K) 6 k, we have dimC(H) 6 n(H) + k as required. 
The main purpose of this section is to prove the following theorem:
Theorem 8.10 (Pamuk [27]). Let C be a finite free chain complex of ZΓG-modules.
Suppose C is an n-Moore complex such that n(H) > 3 for all H ∈ F . Suppose further
that Ci(H) = 0 for all i > n(H) + 1, and all H ∈ F . Then there is a finite G-CW
complex X, such that C(X?;Z) is chain homotopy equivalent to C, as chain complexes
of ZΓG-modules.
Note that the resulting complex X will have isotropy in F . We first prove a lemma
(compare [20, Thm. 13.19]).
Lemma 8.11. Let X be a finite G-CW complex. Suppose that we are given a free ZΓG-
module F , and a ZΓG-module homomorphism ϕ : F → Hn(X
?;Z), for some n > 2.
Assume further that XH is (n − 1)-connected for every H ∈ F such that Z[G/H ? ] is a
summand of F . Then, by attaching (n + 1)-cells to X, we can obtain a G-CW complex
Y such that
Hi(X
?;Z) ∼= Hi(Y
?;Z) for i 6= n, n+ 1,
and
0→ Hn+1(X
?;Z)→ Hn+1(Y
?;Z)→ F
ϕ
−→ Hn(X
?;Z)→ Hn(Y
?;Z)→ 0
is exact.
Proof. Let Z be a wedge of n-spheres with a G action on them such that H˜n(Z
?;Z) ∼= F
as ZΓG-modules. We want to construct a map f : Z → X realizing ϕ. But Hn(X
H;Z) ∼=
πn(X
H), for every H ∈ F such that Z[G/H ? ] is a summand of F , since XH is assumed
to be (n−1)-connected. Therefore, we can represent the images of an Z[NG(H)/H ]-basis
under ϕ for the isotypic summand in F of type G/H by maps fi : S
n → XH . We extend
these maps equivariantly to maps f¯i : S
n×G/H → X . By repeating this construction for
each type G/H in F , we obtain an equivariant map f : Z → X realizing ϕ. Take Y to be
the mapping cone of f . Then, it is easy to see that Y satisfies the desired conditions. 
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We also need the following lemma:
Lemma 8.12. Let C be a finite free chain complex of ZΓG-modules. Suppose that C
is connected, and Hi(C) = 0, for i = 1, 2. Then, C is chain homotopy equivalent to a
complex of the form
· · · → Cn → Cn−1 → · · · → C3 → C2(X)→ C1(X)→ C0(X)→ 0
where C2(X) → C1(X) → C0(X) → 0 is the initial part of the chain complex C(X
?;Z),
for some G-CW complex X with isotropy in F , and XH simply-connected for all H ∈ F .
Proof. There is a G-CW complex EFG satisfying the properties
(i) All isotropy subgroups of EFG are in F ,
(ii) For every H ∈ F , the fixed point set (EFG)
H is contractible [22, Theorem 1.9].
The chain complex D := C((EFG)
?;Z) of this space gives a free resolution of Z as a
ZΓG-module. Since Hi(C) = 0, for i = 1, 2, the following sequences are both exact
(8.13)
0 // A // C2
∂C2 // C1
∂C1 // C0 // Z // 0
0 // B // D2
∂D2 // D1
∂D1 // D0 // Z // 0
where A = ker ∂C2 and B = ker ∂
D
2 .
By an elementary operation on a sequence A → C2 → C1 → C0 we mean adding or
removing trivial free summands F
id
−→ F in adjacent dimensions. It is clear that elementary
operations don’t change the chain homotopy type of the upper and lower sequences in
diagram (8.13).
Then, by Schanuel’s Lemma [32, 1.1], there exist free modules F and F ′ such that
A⊕F ∼= B⊕ F ′. In fact, the argument in Schanuel’s lemma can be extended to say that
the induced isomorphism γ : A ⊕ F ∼= B ⊕ F ′ comes from a chain isomorphism after a
sequence of elementary operations (compare [20, p. 279]).
In other words, there exists a chain isomorphism
(8.14)
0 // A⊕ F //
∼=γ

C2 ⊕ F2 //
f2∼=

C1 ⊕ F1 //
f1∼=

C0 ⊕ F0 //
f0∼=

Z // 0
0 // B ⊕ F ′ // D2 ⊕ F
′
2
// D1 ⊕ F
′
1
// D0 ⊕ F
′
0
// Z // 0
for some suitable choices of free modules, where the upper and lower sequences in diagram
(8.14) are obtained from those in diagram (8.13) by elementary operations (see Proposition
3.3.3 in [27]).
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In the first step, we stabilize (A → C2) 7→ (A⊕ F → C2 ⊕ F ), by adding the identity
on F , and similarly (B → D2) 7→ (B ⊕ F
′ → D2 ⊕ F
′). We therefore have a chain map
0 // A⊕ F //
∼=γ

C2 ⊕ F //

C1 //

C0 //

Z // 0
0 // B ⊕ F ′ // D2 ⊕ F
′ // D1 // D0 // Z // 0
which is a chain homotopy equivalence (by composition with the chain map in (8.14)).
After an elementary operation on C, we can use the isomorphism γ : A⊕ F ∼= B ⊕ F ′ to
splice the bottom sequence to C, and obtain a chain homotopy equivalence
· · · // C4 // C3 ⊕ F //

C2 ⊕ F //

C1 //

C0 //

Z // 0
· · · // C4 // C3 ⊕ F // D2 ⊕ F
′ // D1 // D0 // Z // 0
The top sequence is chain homotopy equivalent to C, so to complete the proof we need to
show that the sequence D2 ⊕ F
′ → D1 → D0 → 0 can be realized as the first three terms
of a chain complex of a G-CW complex X , with isotropy in F , such that XH is simply
connected for all H ∈ F : since EFG is contractible, using Lemma 8.11, we can attach
free 2-cells to its two skeleton EFG
(2). The resulting complex X will have the desired
properties. 
Now, we are ready to prove Theorem 8.10.
Proof of Theorem 8.10. We can assume that the complex C is of the form given in Lemma
8.12. We obtain a map ϕ : C3 → C2(X
(2)) which induces an isomorphism Z2(C) →
Z2(X
(2)) between 2-cycles of these chain complexes. This is the starting point for an
inductive argument based on applying Lemma 8.11 at each step.
Fix n > 2, and assume by induction that there is an n-dimensional G-CW complex
X(n), and a chain map
· · · // Cn+2 //

Cn+1 //

Cn //

. . . // C1 //

C0 //

0
· · · // 0 // Zn(X
(n)) // Cn(X
(n)) // . . . // C1(X
(n)) // C0(X
(n)) // 0
which induces an homology isomorphism for dimensions less than or equal to (n−1), and
at dimension n the induced map Zn(C)→ Zn(X
(n)) is an isomorphism.
Note that dimC(H) 6 n(H) + 1 by assumption. If Z[G/H ? ] is a summand of Cn+1,
then (n+1) 6 dimC(H) 6 n(H)+1 implies n(H) > n, and hence the H-fixed set of X(n)
is (n− 1)-connected. We can now apply Lemma 8.11 to the map ϕ : Cn+1 → Hn(X
(n);Z)
defined by the composition
φ : Cn+1 → Zn(C) ∼= Zn(X
(n))→ Hn(X
(n);Z).
Let us call the resulting complex X(n+1). Note that there is a chain map C→ C(X(n+1))
which induces an isomorphism on homology for dimensions 6 n, and at dimension n + 1
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we have an isomorphism Zn+1(C) → Zn+1(X
(n+1)). Since C is finite dimensional, after
finitely many steps, we will obtain a finite dimensional G-CW complex X and a chain
map f : C → C(X) which induces isomorphism on homology for all dimensions. Since
both C and C(X) are free ZΓG-chain complexes, f is a chain homotopy equivalence as
desired. 
9. The proof of Theorem A
Let G = S5, the symmetric group of order 120 permuting {1, 2, 3, 4, 5}, and let S4 ≤ G
denote the permutations fixing {5}. We work relative to the family F of rank 1 subgroups
of 2-power order. Let ΓG = OrF G. Our family F consists of the subgroups of G which
are conjugate to one the subgroups in the set
{1, CA2 , C
B
2 , C4}
where CA2 = 〈(12)(34)〉, C
B
2 = 〈(12)〉, and C4 = 〈(1234)〉. In addition we will consider
the Sylow subgroups C3 = 〈(123)〉 and C5 = 〈(12345)〉. It is convenient to note that for
H = S4 ≤ G, we have
NH(C4) = D8 = NH(C
A
2 ) = NG(C4),
while NH(C
B
2 ) = E = 〈(12), (34)〉, and NH(C3) = S{123}. On the other hand, NG(C
B
2 ) =
〈(12), S{345}〉 and NG(C3) = S{123} × 〈(45)〉.
Our strategy will be to construct finite projective complexes C(p) with isotropy in F
over Z(p)ΓG, for each prime p dividing the order of |G|, which are R-homology n-spheres
with respect to the the same homology dimension function n. The gluing theory of Section
6, Theorem 6.7, will be used to construct a finite projective Z-homology n-sphere over
ZΓG from this data. Then the join construction from Section 7 will allow us to find a
finite free complex, to which the realization theorem of Section 8 will apply.
We introduce the notation R0 for the RΓG-module defined by R0(K) = 0, for K 6= 1,
and R0(1) = R with trivial G-action. In other words, R0 = I1(R) as defined in Section 2.
9A. The case p = 2. Let H = S4 ≤ G, R = Z(2) and consider the standard H-action
on the 2-sphere given by the rotational symmetries of the octahedron. Let X denote the
H-CW complex associated to the first barycentric subdivision of the octahedron. Then
X has isotropy in the family consisting of the cyclic subgroups of H of orders ≤ 4.
Let ΓH = OrF H denote the orbit category forH with respect to the family FH = F∩H .
Consider the chain complex C(X?;R) as a chain complex of RΓH -modules, by restricting
this functor to the full subcategory ΓH of the orbit category Or(H). This gives an exact
sequence of the form
0→ R0 → 2R[H/1
? ]→ 3R[H/1 ? ]→ R[H/C4
? ]⊕ R[H/CB2
? ]⊕R[H/C3
? ]→ H0 → 0,
where all the modules in the extension (excluding the ends) except R[H/C3
? ] are free
RΓH -modules, and H0 = H0(C(X
?;R)).
Since R[H/C3] is a projective RH-module (it is induced up from R, which is projective
over R[C3]), we see that R[H/C3
? ] = I1R[H/C3] as RΓH -modules. Therefore C(X
?;R)
is a finite projective chain complex over RΓH .
EQUIVARIANT CW-COMPLEXES AND THE ORBIT CATEGORY 43
It is useful to represent an RΓH-module M by a labelled tree diagram:
M =
M(C4)
M(CA2 ) M(C
B
2 )
sss
sss
sss
s
M(1)
with one vertex for each isomorphism class of objects, and edges given by the partial
ordering of the subgroups in F up to conjugacy. The labels are given by the R[NH(K)/K]-
modules M(K), for K ∈ F .
For the homology module H0(X
?;R) over the orbit category ΓH we have the diagram
H0 =
R[D8/C4]
R[D8/C4] R[E/CB2 ]
ppp
ppp
ppp
ppp
R
The (k+1)-fold join of C(X?;R) with itself (see Section 7) is a finite projective complex
of the form
C : 0→ R0 → Cn → · · · → Ck → · · · → C0 → R→ 0
over RΓH with (n+ 1) = 3(k+1). In case X = S(V ), where V ∼= R
3 is a real orthogonal
H-representation, then the join construction on spheres just produces the unit sphere
S(V ⊕ · · · ⊕ V ) in the direct sum of (k + 1) copies of V . This sphere has real dimension
n = 3(k + 1) − 1. The purpose of the join construction is to produce a complex with
dimension gaps between the non-zero homology groups, as required by Theorem 6.7 for
glueing the different primes together.
We have H0(C) = R and Hn = R0. If (k + 1) is even, then Hk(C(Q)) = R, with
trivial NH(Q)/Q-action, and H˜i(C(Q)) = 0, for i 6= k, for each non-trivial Q ∈ F .
By Proposition 6.4, we obtain a chain complex C(2) of projective RΓG-modules, having
homology isomorphic to R, with trivial NG(Q)/Q-action. By construction, the homology
dimension function n for C(2) is the same as for C. Notice that n is monotone, but not
strictly monotone.
9B. The case p = 3. Let R = Z(3) and K = C
B
2 . The 3-period of G = S5 is four [7,
Chap. XII, Ex. 11], so by Swan [32] there exists a periodic projective resolution P with
0→ R→ Pn → · · · → P1 → P0 → R→ 0
over the group ring RG, for any n such that 4 | (n+1). We will assume that 12 | (n+1),
and let k be defined by the equation (n+ 1) = 3(k + 1). Similarly, since NG(K)/K ∼= S3
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also has 3-period 4, we have a chain complex D yielding a periodic projective resolution
0→ R→ Dk → · · · → D0 → R→ 0
over RS3. In the rest of this section we let WK = NG(K)/K to simplify the notation.
We want a finite projective chain complex C over RΓG which fits into an extension of
chain complexes
0→ E1P→ C→ IKD→ 0
where the induced exact sequence on the 0-th homology
0→ R0 → H0(C)→ IKR→ 0
is the non-trivial extension ot tree diagrams (with vertices at {1, K})
0→
0
R
→
R
∨id
R
→
R
0
→ 0.
For a projective R[WK ]-module D, the module IKD has a finite projective resolution of
the form
0 // E1 Res1EKD // EKD // IKD // 0 .
By definition of the functors Ex and Ix (see Section 2), the canonical map
ExM → IxM → 0
is always surjective for any R[x]-module M . We have EKR[WK ] = R[G/K
? ] and hence
EKD is projective. Also Res1EKD is projective, because it is a summand of R[G/K]
which is projective as an Z(3)G-module. This shows that, once constructed, C will be
homotopy equivalent to a finite projective chain complex by Lemma 6.2.
Associated to every RG-chain map f : Res1EKD → P, there is a chain complex C
which fits into the push-out diagram
0 // E1Res1EKD
E1f

// EKD

// IKD // 0
0 // E1P // C // IKD // 0 .
We want to choose f so that C satisfies the condition on homology. Note that
H0(Res1EKD) = Res1EKR = R[G/NG(K)].
Since the modules Res1EKDi = (EKDi)(1) are projective for all i and P is exact, there
exists a chain map f : Res1EKD→ P
· · · // (EKD1)(1)
f1

// (EKD0)(1)
f0

// R[G/NG(K)]
ε

// 0
· · · // P1 // P0 // R // 0
lifting the augmentation map R[G/NG(K)]
ε
−→ R. To see that the resulting push-out
complex C has the desired properties, consider the homology at zero for the diagram of
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chain complexes given above. Since IK is an exact functor, H1(IKD) = IKH1(D) = 0,
and we get
0 // H0(E1Res1EKD)
H0(E1f)

// H0(EKD)

// H0(IKD) // 0
0 // H0(E1P) // H0(C) // H0(IKD) // 0
where H0(E1P) = E1R. Note that
H0(E1Res1EKD) = E1Res1H0(EKD) = E1Res1EKR = E1R[G/NG(K)].
This gives a diagram of the form
E1 ker ε

E1 ker ε

0 // E1R[G/NG(K)]
E1(ε)

// EKR

// IKR // 0
0 // E1R // H0(C) // IKR // 0
where the middle vertical sequence of RΓG-modules is given by
0→
0
ker ε
→
R
R[G/NG(K)]
→
R
∨id
R
→ 0
This shows that H0(C) has the desired form.
Now, to obtain the same homology dimension function as for the complex C(2), more
homology must be added to the complex C. We need to extend Hk and H0 via the
non-split extensions
0→ H0 → Hˆ0 → N → 0 and 0→ Hk → Hˆk → N → 0
where
N =
R
id
R 0




0
The module N has a finite projective resolution of the form
0→ E1R[G/D8]→ EC4R→ N → 0.
Note that Res1EC4R = R[G/NG(C4)] = R[G/D8], and for Q = C
A
2 we have
ResQEC4R = R⊗R[D8/C4] R[(G/C4)
Q] = R ⊗R[D8/C4] R[NG(Q)/NC4(Q)] = R
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where the equality in the middle comes from Lemma 3.6. Since R is projective as an
R[D8/C4]-module, EC4R is projective. It is easy to see that E1R[G/D8] is also projective.
So, by Proposition 6.8, we can replace C with a finite projective chain complex C(3) over
RΓG which has the desired homology.
9C. The case p = 5. For p = 5, the situation is easier than the case p = 3. Let R = Z(5).
The 5-period of S5 equals 8, so by Swan [32] there exists a periodic projective resolution
P over the group ring RG, giving an exact sequence
0→ R→ Pn → · · · → P1 → P0 → R→ 0
for any positive integer n such that n+ 1 = 3(k + 1) for some integer k, with 8 | (k + 1).
We start with the RΓG-complex C = E1P obtained by the extension functor from P.
Since C has no homology at the non-trivial 2-subgroups in F , we need to change the
homology at H0 and at Hk to match the homology we have for p = 2 and p = 3. Note
that we need to extend Hk and H0 via the non-split extensions
0→ H0 → Hˆ0 → M → 0 and 0→ Hk → Hˆk → M → 0
where
M =
R
id
R R
~~
~~
~~
~~
0
Let K = CB2 . The module M is the direct sum of L (which has the same form as N) and
IKR. We claim that each of these modules have finite projective resolutions over RΓG.
For IKR we have a resolution of the form
0→ E1R[G/(K × S3)]→ EKR→ IKR→ 0.
Note that
Res1EKR = R[G/NG(K)] = R[G/(K × S3)]
where S3 denotes the subgroup of S5 generated by symmetries of {3, 4, 5}. Since R is
projective as anR[NG(K)/K]-module, EKR is projective. It is clear that E1R[G/(K×S3)]
is also projective. So, the above resolution is a projective resolution of IKR. We can also
write a finite projective resolution for L (similar to the resolution given for N). So, by
Proposition 6.8, we can replace C with a finite projective chain complex C(5) which has
the desired homology.
The proof of Theorem A. We will first construct a projective chain complex C over ZΓG
with isotropy in F , by applying Theorem 6.7 to glue the p-local complexes C(p), for
p = 2, 3, 5. Note that in the constructions of C(p) above, we may choose any integer k
such that k odd, n+1 = 3(k+1), 12 | (n+1) and 8 | (k+1). To satisfy the first condition
in Theorem 6.7, that the distance between non-zero homology groups of the C(p) is larger
than l(ΓG) = 2, we will also need k ≥ 3 and n− k ≥ 3.
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Remark 9.1. The minimum value for k satisfying the requirements used above is k = 7,
which gives n = dimC = 23.
The ZΓG-module H needed to satisfy the second condition in Theorem 6.7 is given by
Hi(K) = Z, for i = 0, n(K) with K ∈ F , and zero otherwise. By Lemma 6.2, C is chain
homotopy equivalent to a finite projective complex. To obtain a finite free complex, we
can apply Theorem 7.6, which (possibly after some joins) produces a finite free ZΓG-chain
complex C with the Z-homology of an n-sphere, and n(K) > 3 for all K ∈ F .
Note that our homology dimension function n is not strictly monotone, since n(CA2 ) =
n(C4), but by Corollary 8.9 we can modify our complex to satisfy the conditions for
geometric realization in Theorem 8.10, since l(CA2 , C4) = 1. Applying Theorem 8.10, we
conclude that G = S5 acts on a finite G-CW complex X with isotropy in F . 
Remark 9.2. For this particular example we needed to apply Theorem 7.6 with one join
tensor operation, because K˜0(ZΓG) = Z/2. This follows from Theorem 7.8, Lemma 7.5
and well-known calculations showing that K˜0(Z[NG(Q)/Q]) = 0, for 1 6= Q ∈ F , but
K˜0(Z[G]) = Z/2. Note that, by Dress induction, it is enough to consider the projective
class groups of p-hyperelementary subgroups of G (see [9, §50], [28]). We therefore obtain
a finite G-CW complex X ≃ S47 with isotropy in F .
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