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ABSTRACT
We present a long-term numerical three-dimensional simulation of a relativistic outflow
designed to be compared with previous results from axisymmetric, two-dimensional
simulations, with existing analytical models and state-of-art observations. We follow
the jet evolution from 1 kpc to 200 kpc, using a relativistic gas equation of state and
a galactic profile for the ambient medium. We also show results from smaller scale
simulations aimed to test convergence and different three-dimensional effects. We con-
clude that jet propagation can be faster than expected from axisymmetric simulations,
covering tens of kiloparsecs in a few million years, until the dentist drill effect pro-
duced by the growth of helical instabilities slows down the propagation speed of the jet
head. A comparison of key physical parameters of the jet structure as obtained from
the simulations with values derived from observations of FRII sources reveals good
agreement. Our simulations show that shock heating can play a significant role in the
feedback from active galaxies, confirming previous 2D results. A proper description of
galactic jets as a relativistic scenario, both dynamical and thermodynamical, reveals
an extremely fast and efficient feedback process reheating the ICM, and therefore,
with dramatic consequences on the galactic evolution. Our results point towards FRII
jets as the source of the energetic electrons observed in radio relics.
Key words: Galaxies: active — Galaxies: jets — Hydrodynamics — Shock-waves —
Relativistic processes — X-rays: galaxies: clusters
1 INTRODUCTION
Radio bright Active Galactic Nuclei (AGN) are currently
understood as the consequence of accretion onto a super-
massive black hole at the centre of the active galaxy. State-
of-the-art numerical simulations that follow analytical mod-
els (Blandford & Znajek 1977) suggest that jets are formed
when the magnetic field extracts rotational energy from the
black hole (e.g., Tchekhovskoy, Narayan & McKinney 2011;
Tchekhovskoy 2015; Porth 2013). Once formed in the sur-
roundings of the central supermassive black hole (SMBH,
∼ 1− 10 gravitational radii), powerful jets propagate along
several orders of magnitude in distance until the impact site
with the ambient (interstellar or intergalactic) medium at
distances of tens to hundreds of kiloparsecs. The jet is accel-
erated to relativistic velocities within the inner kiloparsecs
(see, e.g. Lister et al. 2009; Homan el al. 2015). There exists
a morphological dichotomy in AGN (radio) jet population
Fanaroff & Riley (1974) at large scales, with a fraction of the
radio source population appearing edge brightened and well
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collimated up to hundreds of kpc, where they show bright
hot-spots (FRII type), and a majority of jets with brighter
cores and decollimated, irregular structure from the inner
few kpc (FRI type). FRII jets are probably mildly relativistic
still at large scales, as indicated by the brightness asymmetry
between jet and counter-jet (e.g., Cyg A, Carilli & Barthel
1996), whereas FRI jets (e.g., 3C 31, Laing & Bridle 2002)
seem to be efficiently decelerated between 1 and 3 kpc from
the central engine (see, e.g. Bicknell 1984; Laing 1993, 1996;
Laing & Bridle 2014) and thus show notable symmetry at
kpc-scales.
The high degree of collimation of FRII jets can be asso-
ciated either to their relativistic speeds, which implies open-
ing angles of the order of the inverse of the flow Lorentz
factor (e.g., Komissarov 2012), or to magnetic tension if the
jet is surrounded by a toroidal magnetic field, or to pressure
confinement by the overpressured shocked jet gas (cocoon).
In addition, it has been shown that colder and faster jets de-
velop disruptive instabilities, such as the Kelvin-Helmholtz
instability, with very long growth-lengths (i.e., slow growth-
rates, e.g. Perucho et al. 2010). This means that kinetically
dominated (cold/fast) jets are less prone to disruption by the
c© 2015 The Authors
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growth of instabilities, unlike Poynting flux dominated jets
with a strong toroidal component, which are current-driven
unstable (e.g., McKinney & Blandford 2009; Mizuno et al.
2009).
Numerical simulations and observations seem to indi-
cate that jet evolution is primarily determined by the jet
kinetic power (Rawlings & Saunders 1991), with a border
at kinetic luminosities in the range 1044−45 erg/s. At in-
termediate powers, the relation between the jet and the
ambient medium may be crucial for kpc-scale morphology
(see, e.g. Gopal-Krishna & Wiita 2000), as it seems to be
indicated by hybrid morphology radio sources (HYMORS
Gopal-Krishna & Wiita 2000).
A number of analytical models have been developed to
track the physical parameters of powerful radio sources with
time. The models are typically based on the assumption that
the radio source develops through a galactic atmosphere,
far from the galactic core (e.g., Gopal-Krishna & Wiita
1987; Begelman & Cioffi 1989; Kaiser & Alexander
1997; Komissarov & Falle 1998; Scheck et al. 2002;
Perucho & Mart´ı 2007; Kawakatu, Nagai & Kino 2008;
Kawakatu, Kino & Nagai 2009; Maciel & Alexander 2014).
Kaiser & Alexander (1997) (and all posterior models
based on this paper) also include the assumption of self-
similar expansion. The extended Begelman & Cioffi model
(Begelman & Cioffi 1989; Scheck et al. 2002) has proven
to successfully reproduce the evolution of axisymmetric
RHD, adiabatic, numerical simulations (Scheck et al. 2002;
Perucho & Mart´ı 2007; Perucho, Quilis & Mart´ı 2011).
Numerical simulations of relativistic jet evolution have
been routinely produced since the nineties (Mart´ı et al.
1997; Komissarov & Falle 1998). These simulations were ini-
tially two dimensional and axisymmetric, with the jet evolv-
ing through a homogeneous ambient medium. Later, three-
dimensional simulations were run (e.g. Aloy et al. 1999), im-
proved equations of state were added (Scheck et al. 2002;
Perucho & Mart´ı 2007), and magnetic fields were also in-
cluded in 2D simulations (Komissarov 1999; Leismann et al.
2005). Currently, 3D relativistic simulations of jet evolu-
tion, either for magnetised and non-magnetised jets are
common in the literature, and with different aims, such
as the study of jet evolution and structure (Mignone et al.
2010; English, Hardcastle & Krause 2016), the FRI-FRII di-
chotomy (e.g., Rossi et al. 2008; Tchekhovskoy & Bromberg
2016), or the feedback role of jets in their host galax-
ies (Wagner & Bicknell 2011; Wagner, Bicknell & Umemura
2012; Mukherjee et al. 2016, 2018a,b; Bicknell et al. 2018;
Cielo et al. 2018). However, the limitations imposed in these
simulations by the computing demands difficult the study
of long-term evolution with adequate resolution and/or grid
size. In general, the aforementioned simulations have shown
that numerical simulations are able to reproduce the gross
large-scale structure of radio-sources, that long-wavelength
instabilities can play a significant role in jet disruption (al-
though the modeling of FRI jets seems to indicate that de-
celeration is continuous and probably produced by small-
scale mass-loading, see Laing & Bridle 2014), and that the
host galaxy is certainly affected by the passage of the shock
triggered by the jet as it expands.
In previous papers (Perucho, Quilis & Mart´ı 2011;
Perucho et al. 2014), we have focused on the evolution of
two-dimensional, axisymmetric jets with powers between
1044 erg/s and 1046 erg/s and their impact on the environ-
ment. The main conclusions of those papers are: 1) kinetic
heating of the interstellar and intergalactic media by power-
ful extragalactic jets is mainly driven by the transfer of the
injected energy into the ambient-medium by a strong shock,
2) ambient heating is related to the amount of energy flux
carried by the jet that can be transferred, and 3) the over-
pressure of the shocked region can last long beyond the end
of the active phase and sustain weak shocks that prevent
buoyant expansion because it is the shock that drives it. Ac-
tually, the presence of shocks around radio sources has been
reported in different objects like Hercules A (Nulsen et al.
2005), Hydra A (Simionescu et al. 2009), MS0735.6+7421
(McNamara et al. 2005), HCG 62 (Gitti et al. 2010), 3C 444
(Croston et al. 2011) or PKS B1358-113 (Stawarz et al.
2014). In this respect, Shabala, Kaviraj & Silk (2011) also
claim, based on the colour evolution of galaxies in the local
Universe (z < 0.2), that FRII kinetic feedback can be very
relevant for the host galaxy evolution.
Perucho et al. (2017) have shown that an appropriate
description of the pressure evolution of radio lobes (cocoon
in the models) and of the interaction between the jet and the
ambient medium requires a relativistic description of the jet,
both from a numerical and from an analytical approach. The
relativistic nature of jets allows that a significant fraction of
the energy flux is in the form of internal and (relativistic)
kinetic energy, which can be exchanged with the ambient
medium. Both this fact, and the short time scales implied
by strong shocks mediating the energy exchange, make the
ambient heating by relativistic jets very efficient.
The jet formation at the most inner parts of galax-
ies is intimately connected with its effects on the inter-
stellar and the intracluster medium, therefore, playing a
crucial role shaping the host galaxies and galaxy clus-
ters. It is nowadays commonly accepted that AGN feed-
back related sources must be taken into account in or-
der to properly describe the observed properties of galax-
ies and clusters. The so called cooling flow problem as-
sociated to the overcooling of gas in galaxy clusters (see,
e.g., Quilis et al. 2001; McNamara & Nulsen 2007; Fabian
2012, and references therein) can be alleviated by ex-
tracting energy from the galaxy centres to the intraclus-
ter medium (ICM). Highly linked to this scenario is the
amount of cold gas feeding the galaxies from the ICM,
which has direct implications on the star formation his-
tory of galaxies. Thus, galaxy formation models neglect-
ing the AGN heating lead to an overproduction of stars
in massive galaxies (Oser et al. 2010; Lackner et al. 2012;
Navarro-Gonza´lez et al. 2013), which results in galaxies
overly massive and with a star formation artificially ex-
tended in time. The implementation of self-consistent sub-
grid models of AGN feedback have alleviated the ten-
sion between the star formation histories and stellar con-
tents of simulated and observed galaxies (e.g., Sijacki et al.
2007; Dubois et al. 2010; Gaspari et al. 2012, 2013;
Dubois et al. 2013; Vogelsberger et al. 2014; Furlong et al.
2015; Yang & Reynolds 2016; Bourne & Sijacki 2017;
Henden et al. 2018). In this context, where the role of the
AGN has become essential to understand the formation and
evolution of galaxies and galaxy clusters, the correct mod-
eling of jets, and all their associated effects, is required.
In this paper, we focus on the evolution of an FRII
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type jet with kinetic power Lk = 10
45 erg/s via 3D sim-
ulations. The simulated jet is equivalent to model J1
in Perucho, Quilis & Mart´ı (2011) (PQM11 hereafter) and
model J45l in Perucho et al. (2014) (PMQR14). In contrast
to 2D simulations, and owing to computing constraints as-
sociated to 3D simulations, we focus on the active phase of
the jet until it reaches 200 kpc. Nevertheless, the simulation
presented here represents the largest 3D numerical simula-
tion devoted to jet evolution so far, in terms of grid physical
size and number of cells involved. The aims of this work are
to study the differences in the evolution of a jet in 2D and
3D numerical simulations, to test the results obtained in 2D
regarding the efficiency of ambient heating, and to compare
the evolution of the 3D jet with the evolution predicted by
the extended Begelman & Cioffi (eBC, Scheck et al. 2002;
Perucho & Mart´ı 2007) analytical model. In order to do this,
we used an upgraded version (see Sect. 2) of the code Rat-
penat in the supercomputer Mare Nostrum (Barcelona Su-
percomputing Centre) and Tirant (Universitat de Vale`ncia).
The paper is structured as follows: the setup of the simula-
tions, together with a description of the equations solved by
our code are presented in Section 2. The results of the sim-
ulations are given in Section 3. Sections 4 and 5 include the
discussion and the summary of this work, respectively.
2 NUMERICAL SIMULATION
2.1 The code
We have used an upgraded version of our code Ratpe-
nat that improves the parallelization efficiency of the code
thanks to a new decomposition of the numerical grid. Rat-
penat is a hybrid parallel code – MPI + OpenMP – that
solves the equations of relativistic hydrodynamics in conser-
vation form using high-resolution-shock-capturing methods
(see Perucho et al. 2010, and references therein): i) primi-
tive variables within numerical cells are reconstructed using
PPM routines, ii) numerical fluxes across cell interfaces are
computed with Marquina flux formula, iii) advance in time
is performed with third order TVD-preserving Runge-Kutta
methods. The upgrade that we have used permits a grid de-
composition in cubes or parallelepipeds cut along all three
directions (as opposed to our previous version, which only
allowed us to split the grid along one of the three directions).
We have used IDL software and LLNL VisIt (Childs et al.
2012) for visualisation.
The equations that are solved by the code are those
corresponding to the conservation of mass, momentum and
energy. These conservation equations are, for Cartesian co-
ordinates, using units in which c = 1:
∂U
∂t
+
∂Fx
∂x
+
∂Fy
∂y
+
∂Fz
∂z
= S, (1)
with the vector of unknowns
U = (D,Dl, S
x, Sy , Sz, τ )T , (2)
fluxes
F
i = (Dvi, Dlv
i, Sxvi+pδxi, Syvi+pδyi, Szvi+pδzi, Si−Dvi)T ,
(3)
with i = x, y, z, and source terms
S = (0, 0, gx, gy, gz, vxgx + vygy + vzgz)T . (4)
The six unknowns D,Dl, S
x, Sy , Sz and τ , refer to the
densities of six conserved quantities, namely the total and
leptonic rest masses, the three components of the momen-
tum, and the energy (excluding rest-mass energy). They are
all measured in the laboratory frame, and are related to the
quantities in the local rest frame of the fluid (primitive vari-
ables) according to
D = ρW, (5)
Dl = ρlW, (6)
Sx,y,z = ρhW 2vx,y,z, (7)
τ = ρhW 2 − p − D, (8)
where ρ and ρl are the total and the leptonic rest-mass den-
sities, respectively, vx,y,z are the components of the velocity
of the fluid, W is the Lorentz factor (W = 1/
√
1− vivi,
where summation over index i = x, y, z is implied), and h is
the specific enthalpy defined as
h = 1 + ε+ p/ρ, (9)
where ε is the specific internal energy and p is the pressure.
Quantities gx,y,z in the definition of the source-term vector
S, are the components of an external gravity force that keeps
the atmosphere in equilibrium (see Section 2.2).
The system is closed by means of the Synge equa-
tion of state (Synge 1957, described in Appendix A of
Perucho & Mart´ı (2007)) that accounts for a mixture of rel-
ativistic Boltzmann gases (in our case, electrons, positrons
and protons). The code also integrates an equation for the
jet mass fraction, f . This quantity, set to 1 for the injected
beam material and 0 otherwise, is used as a tracer of the jet
material through the grid. In these simulations, cooling has
not been taken into account, as the typical cooling times in
the environment are long compared to the simulation times
(see Figure 10 in Hardcastle et al. 2002).
2.2 Set up
The 3D simulation presented in this paper is initially set
up as a grid filled by the ambient gas with a density and
temperature profiles equivalent to those used in PQM11 and
PMQR14, as derived from the modellisation of the X-ray ob-
servations of the radio galaxy 3C 31 (Hardcastle et al. 2002):
next = nc
(
1 +
(
r
rc
)2)−3βatm,c/2
+
+ng
(
1 +
(
r
rg
)2)−3βatm,g/2
, (10)
with r =
√
x2 + y2 + z2 the radial spherical coordinate,
nc = 0.18 cm
−3, rc = 1.2 kpc, βatm,c = 0.73, ng =
MNRAS 000, 1–21 (2015)
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0.0019 cm−3, rg = 52 kpc, and βatm,g = 0.38. The corre-
sponding temperature profile is:
Text =
{
Tc + (Tg − Tc) r
rm
, for r ≤ rm
Tg, for r > rm
(11)
where Tc and Tg are characteristic temperatures of the host
galaxy and the group (4.9 × 106 K and 1.7 × 107 K, re-
spectively), and rm = 7.8 kpc is the matching radius. This
profile only accounts for the hot gas component. The cold
gas component would imply an increase of the ambient
density within the inner region of the host galaxy (e.g.,
Wagner, Bicknell & Umemura 2012), but is not expected to
be relevant farther out, in the region actually covered by
our simulations and out of the galaxy. The external pressure
is derived from the number density and temperature pro-
files assuming a perfect gas composed of ionized hydrogen
(Hardcastle et al. 2002; Perucho & Mart´ı 2007):
pext =
kBText
µX
next, (12)
where µ = 0.5 is the mass per particle in atomic mass units,
X = 1 is the abundance of hydrogen per mass unit, and kB
is the Boltzmann’s constant.
The ambient medium is kept in equilibrium by
means of a restoring force (an external gravity) as it
was done in Go´mez et al. (1997); Perucho & Mart´ı (2007);
Perucho, Quilis & Mart´ı (2011) and PMQR14, which enters
into the hydrodynamical equations as source terms in the
momentum and energy equations. The dark matter halo ac-
counting for the external gravity can be fitted by a NFW
density profile (Navarro, Frenk & White 1997). All these pa-
rameters represent a moderate size galaxy cluster with mass
1014 M⊙ and ∼ 1Mpc virial radius. In PQM11, the increase
in the potential energy of the jet and ambient plasmas in-
flating the cavity in the gravitational well of the dark matter
halo was estimated to be about one thousandth of the total
energy budget brought into play by jets in standard episodes
of galactic activity.
We have chosen the jet parameters at the injection to
be the same as those in simulation J45l of PMQR14, i.e., a
jet with kinetic power Lk = 10
45 erg s−1, injected at 1 kpc,
with a radius, Rj = 100 pc. The flow velocity at injection
is vj = 0.984 c, and the density ratio between the jet ma-
terial and environment of ρj/ρa,0 = 5 × 10−4, resulting in
ρj = 8.3 × 10−29 g/cm3 (ρa,0 = 1.5 × 10−25 g/cm3), with
the jet composed by electron/positron pairs at injection. In
order to introduce 3D effects, we added a helical perturba-
tion by introducing oscillatory pattern to the normal com-
ponents of the jet velocity at injection. The perturbation
is composed by four different frequencies spanning across
two orders of magnitude, w1 = 0.01 c/Rj, w2 = 0.05 c/Rj,
w3 = 0.1 c/Rj, and w4 = 0.5 c/Rj, with the aim to gen-
erate structures with different characteristic scales (λi ∼
2pic/wi ≃ 600, 120, 60, 12Rj), and are given the same am-
plitude:
vx = vj
(
2.5 × 10−4
4∑
i=1
cos(wi t)
)
vz = vj
(
2.5× 10−4
4∑
i=1
sin(wi t)
)
. (13)
The simulation box is split into a number of cells with a
resolution of 1 cell per jet radius (100 pc). This is the same
resolution used for the 2D simulation and it was selected on
the following basis: 1) the opening angle of the jet implies
a better resolution as it expands, and 2) we are mainly in-
terested in the evolution of the global quantities related to
the shocked regions. The simulation box was increased in all
three directions as the bow-shock approached the current
limits up to a final size of 1024× 2048× 1024 cells in the x,
y, and z coordinates, respectively. This represents a physical
size ≃ 100 × 200 × 100 kpc. This box size represents only a
half of the distance covered by the 2D axisymmetric jet dur-
ing its active phase, but it is, on the one hand, limited by the
size of the 3D grid and, on the other hand, enough to com-
pare the jet evolution during the first million years of evo-
lution in both cases. This simulation is named J0 hereafter.
We have performed several runs with increased resolution
for smaller grids, for 2 (J2), 4 (J4) and 8 (J8) cells per jet
radius, for grids with a physical size of 6.4× 12.8× 6.4 kpc,
9.6× 25.6× 9.6 kpc and 3.2× 12.8× 3.2 kpc, respectively, to
be used as convergence tests. We have also run a final test
using the same resolution as in the main run, but decreasing
the initial perturbation amplitude by a factor 102 (named
J0b). The physical size of this run was 25.6×51.2×25.6 kpc.
Using a mere cell per jet radius at injection is not stan-
dard in numerical simulations of jets. However, long-term,
three-dimensional simulations as those described in this pa-
per are exceedingly computationally demanding. The issue
of the numerical convergence of our simulations and its im-
plications on the robustness of the conclusions derived in the
present paper have been addressed in Appendix A.
The boundary conditions are outflow at all boundaries,
but at y = 0, where injection conditions are established at
the centre of this plane, at the cells through which the jet is
introduced in the grid, and a reflecting boundary condition
elsewhere in this plane, in order to mimic the presence of
a symmetric counter-jet. The simulation was run in Mare
Nostrum, at the Barcelona Supercomputing Centre, using 64
threads, adding up to a total of 1024 cores. The analysis of
the results presented in the next section was run in Tirant,
at the Servei d’Informa`tica de la Universitat de Vale`ncia,
using 64 threads, and a total of 256 cores in this case. We
used a new hybrid MPI/OMP program Mussol, which has
been developed to read the outputs generated by the new
version of Ratpenat and compute the magnitudes shown in
this work.
3 RESULTS
3.1 Previous 2D simulations
In PQM11 we presented an axially-symmetric 2D simula-
tion, J1 (J45l in PMQR14), of a relativistic jet with the
same injection parameters and the same environment as the
one discussed here. The simulation presented in PQM11 be-
longed to a set of simulations of jets with varying powers
and compositions, aimed to investigate the characteristics
of the spatial and temporal energy deposition of the jet into
the ICM. Our simulations showed that heating by AGN jets
is mainly shock-driven, which results in a very fast and effi-
cient process, as compared to more gentle processes like tur-
bulent mixing (see, e.g., McNamara & Nulsen 2007; Fabian
MNRAS 000, 1–21 (2015)
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Figure 1. Time evolution of the bow-shock tip position for the
initial phase of the simulations presented and/or discussed in this
paper. Top panel: several 2D simulations with different resolution
and J0 (asterisks). Central panel: J0, J0b (smaller perturbation
amplitudes), and J45l simulation from PMQR14. Bottom panel:
four 3D simulations with different resolutions.
2012; McNamara & Nulsen 2012; Gaspari et al. 2013, and
references therein). In a subsequent paper (PMQR14) we
found quantitative and qualitative differences of the long-
term energy deposition process between non-relativistic and
relativistic jets. The origin of these differences has been an-
alyzed in Perucho et al. (2017).
The long-term propagation of the jet through the ambi-
ent medium generates a characteristic and well understood
morphology, with a terminal or reverse shock at the head
of the jet where the flow decelerates and heats; the cocoon,
a hot and light region shrouding the jet, inflated by the
shocked jet particles; and a dense shell of shocked ambient
medium. All these morphological elements appearing in the
simulations of powerful jets have their observational coun-
terparts. The hotspots observed at the edge of FRII jets
correspond to the terminal shocks at the head of the jets.
The observational counterparts of the cocoons are the ex-
tended radio lobes surrounding the jets, also associated to
the X-ray cavities around many powerful radio galaxies. The
leading edge of the outer shell is a bow shock which prop-
agates through the ambient medium, also observed in some
sources (see, e.g., Croston et al. 2011; Stawarz et al. 2014).
Both cocoon and shocked ambient medium are separated by
a contact discontinuity. In the following, we shall talk with-
out distinction about cocoon, cavity or lobe when referring
to the region filled with the shocked jet matter (i.e., the co-
coon in the numerical simulations). Analogously, we shall
talk about shocked ambient medium, cavity’s shell or simply
shell when referring to the region encompassing the shocked
ambient matter.
The shock-dominated supersonic phase of the expansion
of these cavities can be described as undertaking two consec-
utive stages: (i) a short one-dimensional phase governed by
the one-dimensional evolution of the jet, and (ii) a genuinely
multidimensional phase driven by a decelerating jet expan-
sion as a result of the multidimensional effects affecting the
jet propagation. This second phase may be followed by an-
other one once the jets are switched-off, in which the cavities
expand passively. In PQM11 the evolution of the simula-
tions (including J1) through the one-dimensional, multidi-
mensional and passive phases was studied and contrasted
against a simple analytical model (see also Section 4.1).
3.2 Early evolution
Figure 1 shows a comparison of the jet head (tip of the
bow-shock) position with time between J0 and several two-
and three-dimensional simulations of the early jet evolution
(0 − 2 Myrs). The top panel displays the head position of
model J0 and several 2D-axisymmetric simulations with a
resolution of 1 (J45l), 2, 4 and 8 cells per beam radius. The
central panel compares the jet head position of model J0
with model J0b (J0 with a decreased initial perturbation
amplitude) and again J45l. The bottom panel of Figure 1
shows the comparison of the 3D simulations using different
resolutions. There are a number of relevant results to be
highlighted:
• The top panel of Fig. 1 shows a clearly different be-
haviour between the 3D simulation and the axisymmetric
ones (including J45l) beyond the first 0.7 Myrs and reflects
qualitative differences between 3D and axially-symmetric
simulations in the dynamical processes leading to the ini-
tial evolution of the jet/cocoon system.
• The properties of the perturbations triggered at the jet
base clearly modify the development of these 3D effects. As
seen in the central panel of Fig. 1, the early jet evolution of
simulation J0b, with much smaller initial perturbations than
J0, follows that of the axisymmetric one, J45l. Thus, we can
relate the differences between the 2D and 3D simulations as
caused by the extra degrees of freedom in 3D models, which
MNRAS 000, 1–21 (2015)
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Figure 2. Time evolution of the bow-shock tip position (top left panel), bow-shock maximum radius (top right), cocoon volume (bottom
left), and shocked volume (bottom right) for the time span of simulation J0. In the top left panel, the asterisks indicate the 3D simulation,
the crosses indicate the 2D case, and the solid line is a third order polynomial fit that shows the accelerating and decelerating phases;
the inlet shows the log-log version of the plot, with the solid (dashed) line representing the 3D (2D) simulation. In the other panels, the
solid (dashed) line stands for the 3D (2D axisymmetric) simulation.
allows the otherwise normal jet’s terminal shock to wobble
around the jet axis reducing the deceleration efficiency of
the jet flow (Aloy et al. 1999).
• The bottom panel shows that a larger resolution in 3D
favours the wobbling of the jet’s terminal shock and results
in a faster advance. On the one hand, the increase in the
numerical resolution improves the numerical representation
of the shock and its motions. On the other hand, improved
resolution allows for a faster growth of the instability am-
plitude (see, e.g. Perucho et al. 2004), which contributes to
enhance the effect, during the linear phase. Convergence for
this phase is reached at 4 cells per beam radius.
Regarding the faster advance of the jet in the 3D sim-
ulation at this early phase of evolution, a recent work by
Rossi et al. (2017) also finds enhanced jet acceleration for
the case of a jet propagating along a pressure decreasing at-
mosphere and a helical perturbation set at the jet base, al-
though the simulations are restricted to the inner ∼ 10 kpc.
In their case, this effect is observed precisely in the only
jet for which the perturbation does not reach a large am-
plitude (model A in the paper), consistently with the ex-
pected growth rates of instabilities in relativistic jets (see,
e.g., Perucho et al. 2010). The jets that develop large ampli-
tude perturbations are decelerated by the dentist drill effect
(Scheuer 1974). In Rossi et al. (2017), the authors relate the
jet’s head acceleration to the fall in the ambient density. In
this work, we show that the growing instability also con-
tributes to this effect.
The early evolution of model J0 shows that small 3D ef-
fects influence (increase) the jet propagation efficiency. But
at the same time, these effects (and consequently the charac-
teristics and duration of the initial phase) depend strongly
on the initial amplitudes and growth rates of the injected
perturbations, and, implicitly, on numerical resolution. In
other words, there is not a unique evolution of jets in 3D
and different evolution can result for different numerical res-
olutions. Concerning this, let us point out that, given the
large amount of numerical resources required, we were con-
strained to use the lowest resolution, which allowed us to
reach larger physical scales and also compare with the 2D
simulation with the same resolution, model J45l. We address
the reader to the Appendix were we have discussed the issue
of the numerical convergence of our simulations in connec-
tion with their physical credibility in more depth.
It is also relevant to note that an inhomogeneous
ambient medium, with a cold component, would sig-
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nificantly change the propagation velocity of the jet
through the inner kiloparsecs within the host galaxy (see,
e.g., Wagner, Bicknell & Umemura 2012; Mukherjee et al.
2018b).
3.3 Long term evolution
The warnings raised in the previous section concerning the
uniqueness of the jet/cocoon system during the early jet
propagation should be repeated here concerning the long
term evolution. This genuinely multidimensional phase is
driven by a decelerating jet head as the result of the multi-
dimensional effects affecting the jet propagation. The effects
leading to this multidimensional phase refer to the interac-
tion of the jet flow with internal (e.g., the injected pertur-
bations) and/or cocoon-driven instabilities, which tend to
make the jet advance less efficient. Most of this interaction
arises in the transonic regime at the jet-backflow shear layer,
prone to the development of turbulence which is, in essence,
a non-linear, non-convergent process. On the contrary, the
wobbling effect mentioned in the previous section relates to
the linear phase of the instability growth.
Figure 2 shows the evolution of the jet head position,
the radius of the shocked region at the jet base, and the co-
coon and shocked volumes for simulation J0. The shocked
region is defined as the set of cells for which the initial pres-
sure has been modified by the passage of the shock wave,
which is determined by a change of a factor of 2 in the ini-
tial jet pressure. Regarding the cocoon, it is defined as the
subset of cells in the shocked volume with a jet mass frac-
tion larger than 1% (i.e., jet tracer f > 0.01). Finally, the
shell is defined as the complementary subset. In all the pan-
els, the evolution of the 2D axially-symmetric model J45l is
also shown for comparison1. At the end of the 1D phase of
the 2D model (0.9 Myrs), when the head of the jet starts
to decelerate, its propagation speed is already smaller than
that of the 3D model (see top-left panel of Fig. 2). On the
other hand, the jet head of the 3D model keeps accelerating
in the density decreasing atmosphere up to 2.0 Myrs (the
end of the initial phase of model J0). Beyond this time and
although the rate of deceleration is the same in both simu-
lated jets (as well shall see in Section 4.1), the propagation
speed of the 3D model is always larger. A polynomial fit of
third order of the jet head position as a function of time has
been performed, showing a positive coefficient for the second
degree term and a negative coefficient for the third degree
one (LBS = a0 + a1t + a2t
2 + a3t
3, with a0 = −4.3± 0.9,
a1 = 36.4±1.6, a2 = 4.9±0.8, a3 = −0.85±0.10, when LBS
is in kpc and t in Myr, and where the errors are given by the
poly fit IDL routine). This result shows that the data repro-
duce an axial expansion of the jet with a varying (first pos-
itive, then negative) acceleration. The break between these
two behaviours occurs at 1.9 Myrs, which is the reference
time we have used to separate the evolution between the ini-
tial and multidimensional phases (2 Myrs). It is important
to stress that numerical viscosity slows the growth of insta-
1 From now on, the 2D axisymmetric simulation J1/J45l will be
referred to as the 2D simulation, whereas J0 will be referred to
as the 3D simulation.
bilities (see, e.g., Perucho et al. 2004) and this deceleration
thus occurs at smaller distances for increased resolutions.
The maximum shocked region radius (top-right panel)
is similar in both 2D and 3D simulations, indicating that the
radial expansion depends little on the jet advance speed (we
shall come back to this point at Section 4.1). The volume
occupied by the cocoon (bottom-left panel) is the same in
the two simulations during the 1D phase of model J45l. By
the end of the simulation, the volume of the cocoon in the
3D model doubles the one of the axisymmetric simulation as
a result of the larger axial size of the shocked region in the
3D case. The bottom right panel shows the volume of the
shocked region, typically one order of magnitude larger than
the cocoon volume. At the end of simulation, the shocked
volume is a factor four larger in the 3D jet.
Figure 3 shows the time evolution of the thermodynam-
ical variables both in the cocoon and in the shocked ambient
medium (shell). In the long term, the values of the pressure
and density corresponding to the 2D axisymmetric simula-
tion are larger (about a factor of 2 at the end of the 3D
simulation). The temperature, on the contrary, has a very
similar value in the two simulations (≃ 10% difference in
the cocoon; ≃ 20% in the shell). As it will be discussed in
Section 4.2, these and other results about the evolution of
the thermodynamical variables in the cocoon/shell system
can be explained ultimately as a consequence of the differ-
ences in the evolution of the cocoon volume between both
simulations.
Figure 4 shows the distribution of the total injected
energy in the 2D and 3D simulations along the time. The
plots show the internal and kinetic energy gained by the
ambient medium (red dotted and dashed lines, respectively),
by substracting the original energy of the ambient gas in a
given cell to that at any given time, and the internal and
kinetic energy kept by the jet gas (blue dotted and dashed
lines, respectively). Taking into account that the relativistic
effects in the reckoning of the total energy are important
only in the central jet which occupy a negligible fraction of
the total volume, the energies are computed according to
the corresponding classical expressions:
∆Eint,a(t) =
∑
cells
(
ρ(t) ε(t)
(
1− f(t)
)
− ρ(0) ε(0)
)
V,
∆Ekin,a(t) =
∑
cells
1
2
ρ(t) v(t)2
(
1− f(t)
)
V,
Eint, j(t) =
∑
cells
ρ(t) ε(t) f(t)V,
Ekin, j(t) =
∑
cells
1
2
ρ(t) v(t)2 f(t)V,
where V is the volume of a numerical cell and the summa-
tion extends over all the numerical cells. The rest of the
quantities were defined at Sect. 2.1. Since we use the classi-
cal expressions and do not account for the variation of the
potential energy of the plasma along the expansion of the
cavity, the sum of the different values equals the total in-
jected energy by the jet into the grid up to a given time,
Lk t, with an error of a few percent. The comparison of the
top and central panels shows that the sharing of energies is
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Figure 3. Mean values of pressure (top), density (centre) and temperature (bottom) in the cocoon (left column) and shocked ambient
medium (shell, right column). The solid line (dashed) stands for the 3D (2D axisymmetric) simulation.
very similar in the two cases with a very efficient transfer of
the injected power to the ambient medium (∼ 80 − 90% of
the injected energy), mainly in the form of internal energy,
and minor differences in the relative amount of internal and
kinetic energy stored in the original jet matter. The bottom
panel shows that the same energy distribution is obtained
for a 3D simulation with a resolution of 4 cells/Rj, at the
convergence level of the jet advance speed (Fig. 1). As it
can be seen at the top and middle panels of Fig. 4, the frac-
tion of the total injected energy that is stored in the form
of ambient medium internal energy is approximately 70%
and 84% at t = 5.4Myr, for J45l and J0, respectively; for
the ambient kinetic energy we obtain ≃ 26% and ≃ 11%,
whereas the energy stored by the jet particles is about 4%
and 5%. The approximate values corresponding to the con-
trol simulation J4 (bottom panel of Fig. 4) at the end of the
simulation (0.8Myr) are, respectively, 64%, 29% and 7%,
which almost coincide with those corresponding to simula-
tion J0 at the same time. In Perucho et al. (2017), the au-
thors explain this efficiency on the basis of the relativistic
nature of the jet causing a high hot-spot pressure, which ul-
timately results in an efficient energy transfer. This effect is,
in contrast, not observed in mildly relativistic jets (see, e.g.
English, Hardcastle & Krause 2016).
This is one of the main results of the present paper,
confirming the efficiency of the heating mechanism of the
ambient medium found in previous 2D axisymmetric simu-
lations, the main difference lying on the kinematics and the
region/volume in which the energy is deposited. We shall
come back to these points in Section 4.2.
3.4 The large-scale picture
Figures 5-7 show the final snapshot of the simulation for
velocity, density, and pressure, respectively. 2D transversal
cuts of the jet structure at different positions along the jet
axial direction are also shown. Fig. 5 shows the axial veloc-
ity. The inlet panels show only positive velocities and only
MNRAS 000, 1–21 (2015)
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Figure 4. Time evolution of the logarithm of the energy for
three simulations. Top panel: the 2D simulation labeled as J45l
(PMQR14). Central panel: simulation J0. Bottom panel: J4 sim-
ulation. The red dotted (dashed) line represents the increase of
internal (kinetic) energy in the processed ambient medium. The
blue dotted (dashed) line displays the internal (kinetic) energy of
the shocked jet material (i.e., cocoon).
negative ones (backflow), respectively. In this Figure, the
jet shows an straight, collimated structure, which can be ex-
plained by the small amplitude of the helical oscillations up
to L ≃ 80 kpc. This is precisely the distance travelled by
the jet along the first 2 Myrs (the early evolutionary phase
characterized by a high jet’s propagation efficiency) and co-
incides with the evolutionary phase in which the perturba-
tion has linear amplitudes. Beyond this distance, although
the jet is still collimated, we observe oscillations of the jet
cross sections in the maps, which implies that the interaction
with the ambient medium becomes harder, and this trans-
lates in jet head deceleration (see Fig. 2). This is the onset
of the dentist-drill effect (Scheuer 1974).
The cut of the rest-mass density distribution (Fig. 6)
allows to identify the cocoon as the blue/green/yellow re-
gion surrounding the jet (green, almost straight line along
the cut’s symmetry axis) and the shocked ambient region
(red shell wrapping the cocoon). Although typical Kelvin-
Helmholtz features are observed at the contact discontinuity
between the cocoon and the shocked ambient in this figure,
little mixing occurs and the cocoon keeps a very low den-
sity compared to the shocked ambient medium. This region
is the seed for the large cavities observed as X-ray cavities,
and obtained in axisymmetric numerical simulations after
the active phase (PMQR14).
The pressure map shown in Fig. 7 shows a homogeneous
shocked region, as expected from the high sound speed of the
shocked gas, and a hotspot at the interaction region. The im-
age reveals that the hotspot can be between one and two or-
ders of magnitude overpressured with respect to the cocoon.
Figure 8 shows a zoom into the hotspot region. In this fig-
ure, we have set a minimum value of the pressure, one order
of magnitude below the maximum pressure at the hotspot,
which permits better visualisation of the over-pressure. The
contours correspond to different jet-mass fractions, between
0.50 and 0.92.
4 DISCUSSION
4.1 Evolution compared to different analytical
models
A simple description of the jet expansion can be done on
the basis of the extension of the Begelman & Cioffi (1989)
model (Scheck et al. 2002) that assumes a dependence of the
jet propagation speed vc with time in the form of a power
law, vc ∝ tα, a complete and instantaneous conversion of the
injected jet power into internal energy of the shocked gas and
a sideways expansion of the (strong) shock. The model can
also account for a density decreasing environment (PQM11).
The axial expansion of the jet is governed by the ram
pressure equilibrium at the jet’s head. In the absence of
relevant multidimensional effects or changes in the injected
power, the expansion proceeds at a constant speed (the so-
called one-dimensional propagation speed Mart´ı et al. 1997),
α = 0. This propagation speed can increase during the one-
dimensional phase for jets propagating through density de-
creasing atmospheres (α > 0). During the multidimensional
phase, the development of instabilities tend to make the jet
advance less efficient and hence reduce the jet’s propagation
speed, α < 0. However, note that the intermittency of the
processes affecting the jet’s working surface (the jet/ambient
medium interface at the jet’s head) make the evolution of
the jet propagation speed non-monotonic.
These two phases can be easily identified in axisymmet-
ric simulations (e.g., Scheck et al. 2002; Perucho & Mart´ı
2007, PQM11) and the evolution of the axial and radial ex-
pansion, and cocoon pressure, is consistently described. In
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Figure 5. Cuts of the axial velocity distribution colour coded and normalized to c = 1. The upper sub-panel shows a 2D cut from
≃ 120 kpc to the end of the grid, displaying only the positive values of the velocity. The lower sub-panel shows the same region, for the
negative values of velocity (backflow). The axial coordinates are in kpc.
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Figure 6. Cuts of the logarithm of rest-mass density colour coded and normalized to the code units (ρa,0 = 1). The sub-panels show
transversal cuts at the locations indicated by the lines (≃ 50, 100, 150, and 195 kpc), with the same colour scale as the main image. The
axial coordinates are in kpc.
Phase I Phase II
α β Pc RBS ABS α β Pc RBS ABS
J45l Sim 0.07 −1.55 −1.58 0.75 0.32 −0.23 −0.52 −1.09 0.66 0.11
Model −1.65 0.79 0.28 −1.05 0.64 0.13
J0 Sim 0.30 −1.55 −1.74 0.65 0.65 −0.22 −0.52 −1.20 0.65 0.13
Model −1.69 0.69 0.61 −1.06 0.64 0.14
Table 1. Values of the exponents of the power laws determining the time evolution of the cocoon pressure (Pc), the transversal size of the
shocked region (RBS) and the shocked region aspect ratio (ABS) during the two phases of the evolution of models J45l (2D-axisymmetric)
and J0 (3D). The parameters α and β are derived from the simulations. The time dependence of Pc, RBS, and ABS is shown as obtained
from the simulation and from the eBC model. The time separating phases I and II in the two simulations is different (0.91 Myrs for J45l;
2.0 Myrs for J0). The duration of Phase II is also different (50.0 Myrs for J45l; 5.0 Myrs for J0).
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Figure 7. Cuts of the logarithm of pressure colour coded and normalized to the code units (ρa,0c2 = 1). The sub-panels show transversal
cuts at the locations indicated by the lines (≃ 50, 100, 150, and 195 kpc), with the same colour scale as the main image. The axial
coordinates are in kpc.
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particular, for the 2D axisymmetric simulation J45l, with
the same injection parameters as the 3D simulation dis-
cussed in this paper, PQM11 give a 1D phase lasting for
0.91 Myrs with α = 0.07 (as a result of the propagation
through the density decreasing atmosphere), and a multidi-
mensional phase with α = −0.23 up to the end of the active
phase, at 50 Myrs.
The expansion of the cavities in three dimensions is
more complex. In this discussion, we divide the evolution
of the shocked region of model J0 still into two phases,
namely initial phase and multidimensional phase (phases I
and II, respectively). The initial phase corresponds to the
one-dimensional phase of axisymmetric models but incorpo-
rates small three-dimensional effects within the beam that
tend to make the jet propagation more efficient. In partic-
ular, a simple structure like a normal terminal Mach shock
at the jet head will probably not survive when significant
3D effects within the beam develop (e.g., Aloy et al. 1999).
A Mach shock which is no longer normal to the jet will de-
celerate the jet flow less efficiently, facilitating its axial ex-
pansion. However, this shock wobbling (as it was dubbed in
Aloy et al. 1999) represents only a transient phase until the
growth of three-dimensional perturbations force the beam
to spread its momentum over a much larger area, reduc-
ing the jet advance speed drastically. It is also possible that
the so-called multidimensional phase could be divided into a
post-linear three-dimensional phase and a non-linear phase,
much more effective in head deceleration (as described in
the dentist-drill model, Scheuer 1974).
We thus consider the evolution of simulation J0 through
an initial phase of 2.0 Myrs, the values of α taken from a
log-log fit of the bow-shock tip position as a function of time,
and the eBC model presented in PQM11. In this model the
advance speed of the bow shock along the axial direction, vc,
and the ambient density, ρa, follow the power laws vc ∝ tα,
ρa ∝ rβ. Parameter α controls the axial expansion rate un-
der both the internal beam processes affecting the jet head
propagation, and the density decreasing environment. Pa-
rameter β regulates the sideways expansion. According to
the eBC model, the transversal dimension of the shocked re-
gion, RBS (with subscript BS referring to the bow shock),
and cocoon pressure, Pc, follow
RBS ∝ t
2−α
4+β , Pc ∝ t
2(α−2)−α(4+β)
4+β . (14)
Table 1 shows the values of the exponents of the power
laws for the jet head propagation speed, the transversal size
of the shocked region, and its pressure, as a function of time
for model J0 as obtained from the simulation and from the
eBC model. The values corresponding to the axisymmetric
simulation J1/J45l are also shown for reference.
The first conclusion is that the accuracy of the eBC
model in matching the fitted slopes of the J0 simulation is
good although poorer than for the axisymmetric simulation.
Moreover, the fact that the values of α for the two phases
are so different supports the initial hypothesis of dividing
the overall long term evolution in two stages.
Comparing the values of α of the 2D and the 3D sim-
ulations for phases I and II we conclude the following: (i)
the shock wobbling effect mentioned earlier (non-existent in
axisymmetric models) counterbalances during a short pe-
riod of time, and delays, the deceleration driven by early
multidimensional effects, and allows the jet to accelerate ef-
ficiently in the density decreasing atmosphere along Phase
I; (ii) along Phase II, the jet in the 3D simulation deceler-
ates at the same rate as the 2D axisymmetric simulation,
although the model fit of the pressure evolution is poorer
than in the 2D case. The similarity of the evolution of both
simulations along Phase II is probably an indication that
the 3D simulation was too short as to capture the full three-
dimensional phase. However, we point out that our descrip-
tion is phenomenological since the value of α in the different
phases and the duration of the phases themselves depend on
the initial amplitudes of the injected perturbations and the
growth rates of the excited modes.
Finally, let us discuss the consistency of the eBC model
in describing the evolution in the 3D simulation. For val-
ues of β > −2 (as in the present case), Eq. 14 tells us that
smaller values of α lead to faster transversal expansions and
a slower decrease in pressure. Within Phase I, the increase in
the value of α from the 2D model to the 3D one is certainly
associated with a slower transversal expansion and a faster
decrease of pressure. However during Phase II, the model
fails to capture the steeper cocoon/shocked region pressure
decrease of the 3D model. This shortcoming can have sev-
eral explanations. One is that the eBC model is too simple
to capture the wealth of three-dimensional processes taking
place in the turbulent plasma filling the cocoon. As an ex-
ample, let us remind that one of the hypothesis behind the
eBC model is the randomization and homogenization of the
injected energy into the whole shocked region, which can
not be instantaneous in the case of a large volume in rapid
expansion (see, Fig. 7). Other possibilities are related with
the limitations (RBS is represented only by the radius at the
base of the jet, Phase II is possibly too short) of the proce-
dure to derive the power laws representing the transversal
expansion and the pressure decrease. However and despite
all its limitations, the eBC model still offers a simple and
consistent characterization of the expansion of the shock-
driven cavities also in 3D.
Quantity ABS in Table 1 is the aspect ratio of the
shocked region, ABS = LBS/RBS, where LBS ∝ vc t ∝ t1+α
is the axial length. According to the values shown in the
table, during Phase I the shock stretches along the jet direc-
tion becoming more and more elongated. However, once the
evolution enters into the multidimensional phase the shock
expands almost self-similarly, ABS ∝ t0.13 (strictly speaking,
a self-similar expansion implies ABS constant, ABS ∝ t0).
Theoretical as well as numerical modelling of pow-
erful jets in density decreasing atmospheres (Falle 1991;
Kaiser & Alexander 1997; Komissarov & Falle 1998) point
to a self-similar expansion of the shock for long enough time
scales (large enough spatial scales). The small axial stretch-
ing undergone by the shocks of models J45l and J0 along
Phase II can be readily explained by the radial profile of the
ambient density, which is described by three broken power
laws, ρa ∝ rβ, with β ≃ −1.55,−0.52,−1.02 for r < 10
kpc, 10 kpc < r < 100 kpc, and beyond 100 kpc, respec-
tively. Along Phase II the sideways expansion of the shock
proceeds across the middle region with the flatter ambient
density profile (β = −0.52) while the head of the jet has
already reached the outer region with a steeper density gra-
dient (β = −1.02). The greater ease of the shock expansion
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Figure 8. Cut of pressure in code units (ρa,0c2 = 1, bottom left scale) showing the region around the jet head (hot-spot). The colour
lines stand for isocontours of the tracer (jet-mass fraction, top right scale).
along the axial direction gives rise to the relative excess of
axial stretching.
Nevertheless, we recall that the evolution along Phase II
does not correspond to the expected asymptotic long-term
evolution of model J0, and this quasi-self-similar stage must
be understood as a temporary phase before the triggering
and development of the fully-3D perturbations that affect
the jet propagation.
4.2 Cavity’s thermodynamical evolution and
transfer of energy to the ambient medium
In Figure 3 we showed the time evolution of the thermo-
dynamical variables both in the cocoon and in the shocked
ambient medium. Let us first concentrate on the evolution
of the cocoon quantities displayed on the left column panels.
According to the analytical model described in the previous
section, a complete and instantaneous conversion of the in-
jected jet power into internal energy makes the pressure in
the cocoon inversely proportional to its volume, Pc ∝ V −1c ,
the proportionality constant depending only on the jet in-
jection conditions (which are the same in the 2D and 3D
simulations). This explains the time evolution of the cocoon
pressure of the 2D and 3D simulations displayed in the top-
left panel of Fig. 3 and the factor ∼ 2 between both pres-
sures at the end of the simulation. The time evolution of the
cocoon density admits a similar explanation.
The density in the cocoon at any time can be readily
estimated as the total mass injected into the cocoon divided
by the cocoon’s volume, ρc ∝ V −1c , the proportionality con-
stant depending again only on the jet injection conditions.
This inverse proportionality between mass density and vol-
ume at the cocoon explain the profiles shown in the middle
left panel and, again, the difference between the cocoon den-
sities in the 2D and 3D models by the end of the simulation.
The temperature in the cocoon, understood as a measure
of the internal energy per unit mass in this region, is hence
directly proportional to the pressure and inversely propor-
tional to the mass density making it roughly constant with
time (and between the two simulations), Tc ∝ Pc/ρc ∝ 1.
This is precisely the result shown in the bottom left panel
of Fig. 3, which displays a variation of the cocoon temper-
ature for the 3D simulation of ≃ 35% along Phase II and a
difference of ≃ 10% with respect to the 2D model at the end
of the simulation.
The evolution of the thermodynamical variables of the
cavity’s shell (see right panels of Fig. 3) is also well under-
stood within this model. The pressure is the same as in the
cocoon, Ps ∼ Pc, in both simulations since the sound speed
in the cocoon/shocked-ambient-medium region is about one
or two orders of magnitude larger than its expansion velocity,
hence allowing for an almost instantaneous (with respect to
the dynamical time-scale) adjustment of the pressure.2 The
density in the shell is smaller in the 3D case since at any
given time it expands against a lighter medium.
One of the central points of the present work was to
probe in 3D the efficiency of the heating mechanism of the
ambient medium found in previous 2D axisymmetric simu-
lations. The results at the end of sec. 3.4 (see Fig. 4) cor-
roborate that the sharing of energies is very similar in the
2D and 3D cases with a very efficient transfer of the injected
power to the ambient medium, mainly in the form of internal
energy. The fact that most of the energy accumulated in the
shocked ambient medium is in the form of internal energy is
a consequence of the strength of the bow shock. In addition,
2 This is not exactly the case close to the hot spot (see Fig. 7),
because of the difference between the expansion speed in the ax-
ial direction and the sound speed, which still cause a pressure
gradient from the jet head towards the main cocoon volume.
MNRAS 000, 1–21 (2015)
Long-term FRII jet evolution 15
Figure 9. Isosurface image of the tracer at f = 0.5.
our model of expansion of the shocked volume/cocoon offers
a simple explanation of the agreement between the 2D and
3D results independently of the shape and size of the cavity,
assuming a self-similar expansion for the cocoon/shocked-
ambient-medium complex. Indeed, in the case where most
of the energy content of the shell is in the form of internal
energy, it can be estimated to be the product of the pressure
at the shell (equal to the pressure at the cocoon) times the
shell volume, Eint, s ∝ PsVs ∝ PcVs. The cocoon pressure,
according to our model, is proportional to the ratio of the
injected power over the cocoon volume, and consequently,
Eint, s ∝ Vs/Vc. Under conditions of self-similar expansion,
the time dependence of both the shell and cocoon volumes
cancel and the internal energy at the shell is simply propor-
tional to the jet power, which is the same in both 2D and
3D simulations. Fitting the ratio Vs/Vc to a power law of
time, Vs/Vc ∝ tδ, we find δ ≃ −0.12,−0.11 for the 2D and
3D simulations along Phase II. The mildness of the time de-
pendence of Vs/Vc (and of the cavity’s aspect ratio discussed
earlier) validates the hypothesis of self-similarity and gives
consistency to our reasoning.
4.3 Comparison with FRII sources from the 3C
Catalogue
Taking into account that the simulated region that corre-
sponds to radio lobes is the cocoon, we show in Fig. 9
an isosurface image of the tracer at f = 0.5. The isosur-
face thus embeds the cells in which the jet mass fraction
is above 50%, precisely the region from which we would
expect the synchrotron emission. The image shows a very
similar morphology to that observed in many classical FRII
radio galaxies (e.g., 3C 33, 3C 46, 3C 219, 3C 223, 3C
228, 3C 244.1, 3C 273, 3C 274.1, 3C 321, 3C 427.1, 3C
452, 3C 457 in http://www.jb.man.ac.uk/atlas/index.html,
Laing, Riley & Longair 1983; Gilbert et al. 2004; Orru` et al.
2010), or giant radio-galaxies like, e.g., IGR J14488-4008
(Molina et al. 2014).
4.3.1 Lobe pressures and volumes
During the last decade, different groups (e.g., O’Dea et al.
2009; Harwood et al. 2016, 2017; Ineson et al. 2017) have
provided estimates of different lobe parameters for a num-
ber of FRII sources (see also, e.g., Wellman, Daly & Wan
1997a,b). The lobe pressure was computed using typical as-
sumptions such as equipartition, minimum energy, or using
inverse Compton (IC) together with the observed X-ray flux.
Table 2 includes a list of physical parameters of the lobes in
different sources that are either similar in morphology to J0,
or of similar linear size. For the sources with similar mor-
phologies to J0, Ineson et al. (2017) find IC lobe pressures
∼ 10−12−10−11 dyncm−2 for jets with LBS ≃ 100−300 kpc
(e.g., 3C 33, 3C 219, 3C 321, 3C 452 and 3C 427.1). The
authors obtain, for the same FRIIs, ICM pressures in the
range ∼ 10−14 − 10−12 dyn cm−2 by the tip of the lobes.
O’Dea et al. (2009) give lobe pressures ∼ 10−10 −
10−9 dyn cm−2 for powerful FRII sources (typically Lk ∼
1045−46 erg/s) between 100 and 300 kpc. For the ICM, the
authors provide estimates of the particle number density,
between 10−4 and 10−3 cm−3, or 10−6 and 10−5 cm−3 at
100 kpc, depending on the magnetic field considered with
respect to the minimum energy value (B/Beq = 0.25 and 1,
respectively).
In our simulation, the ICM pressure at 100 − 200 kpc
from the active nucleus is ∼ 10−12 dyn cm−2 (see Figure
1 in PMQR14 and Eqs. 10 and 12), of the order of mag-
nitude of the reported numbers by Ineson et al. (2017),
but typically larger (except in the case of 3C 219, with
∼ 2.4 × 10−12 dyncm−2 at ≃ 300 kpc). Regarding the ICM
particle density at 100 kpc, it is ≃ 6 × 10−4 cm−3 (Fig-
ure 1 in PQMR14 and Eq. 10), in the range given by
O’Dea et al. (2009) for a magnetic field below the minimum
energy value (B/Beq = 0.25). The lobe pressure (Fig. 3) is
≃ 10−10 dyn cm−2 at t ≃ 2.5Myr, when the tip head is at
LBS ≃ 100 kpc, and ≃ 6 × 10−11 dyncm−2 at t ≃ 5Myr,
when LBS ≃ 200 kpc.
We observe that the lobe pressure in our simulation is of
the same order than, or below, those given by O’Dea et al.
(2009) from estimates obtained for magnetic fields be-
low equipartition, but typically larger than those given in
Ineson et al. (2017). In the latter work, the authors also
give the estimated lobe volumes (Figure 9 in that paper),
which can be compared with the values shown in Fig. 2.
For sources with linear sizes around 100 kpc, the lobe vol-
ume is estimated to be around 105 kpc3, an order of magni-
tude over the value obtained from our simulation. The larger
ICM pressure used in our simulation at these scales (possibly
caused by the group density profile considered), is certainly
related to this difference, and can partially explain the dis-
crepancy in lobe pressures between the simulation and the
FRII jets in Ineson et al. (2017). A further effect that has to
be taken into account is the power of these sources: Table 7
of Ineson et al. (2017) shows the estimated jet powers for the
studied objects, and these are between 1044 and 1045 erg/s,
i.e., smaller than the power of J0. This means that the lobe
pressure, which is proportional to the jet power and inversely
proportional to the lobe volume, is necessarily smaller in the
FRII jets considered. On the contrary, the sources studied by
O’Dea et al. (2009) are of the same power or larger than J0
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Source Lk (10
45erg/s) T (Myr) LBS (kpc) ρICM (10
−28 g/cm3) PICM (10
−12 dyn/cm2) TICM (keV)
J0 1. 5.4 200 4 1 1.5
3C 33 0.3 - 120− 150 - 0.09− 0.14 1.1
3C 46 3.2 - 586 - 1.32 2.11
3C219 1.8 - 285 - 2.5 1.46
3C223 - 75 350− 400 - 0.96 -
3C228 21 - 170 - 4 2.2
3C244.1 3.5 - 166 - 9.5 2.05
3C267 10 20 170 10 - -
3C268.1 5− 11 20− 27 170− 200 3.3− 5 - -
3C274.1 5.4 - 485 - 0.2 0.95
3C321 0.27 - 275 - 0.03 0.87
3C322 25 12 140− 180 5 - -
3C427.1 8.4 - 100 - 43 3.14
3C427.1 1.4− 1.8 45− 50 80 40 - -
3C437 30− 76 7− 11 165 1.7− 3.4 - -
3C452 0.65− 0.76 80− 90 210 - 0.7− 1.1 1.32
3C457 3.4 - 633 - 0.95 3.1
Cygnus A 6− 8 20 80− 90 83 100 6− 8
Table 2. Cocoon parameters in J0 and lobe parameters for different sources with similar morphologies to the simulated jet, as given in
the literature. Column 1: Source name. Col. 2: Jet power. Col. 3: Jet age. Col. 4: Linear size. Col. 5: ICM density close to LBS. Col. 6:
ICM pressure close to LBS. Col. 7: ICM temperature. In sources with similar values for both lobes we have given a mean value and we
have given the two values when either there were significant differences between different papers, or both lobes had significantly different
values. For reference 1 (O’Dea et al. 2009), we have chosen the data obtained by taking a magnetic field B = 0.25Beq. In the case of
3C427.1, we have decided to show the parameters given by references 1 and 4 separately.
Source Pl (10
−11 dyn/cm2) Vl (10
5 kpc3) vhs (10
−2c) M Ref.
J0 5 0.4 12 6.3(∗) -
3C 33 0.2 9 - 3.5− 4 4
3C 46 0.3 200 - 1.4 4
3C219 0.6− 0.8 55 - 1.5− 1.9 4
3C223 0.1 55 1.5 - 2, 3
3C228 3.6 100 - 2.7 4
3C244.1 3.6 3.6 - 1.8 4
3C267 80− 110 - 0.03 - 1
3C268.1 26− 40 - 2.5 - 4 - 1
3C274.1 0.2 330 - 2.8 4
3C321 0.6− 1.8 0.2− 2.3 - 13 − 21 4
3C322 50− 110 - 3.6− 5.0 - 1
3C427.1 5.3 3.6 - 1.1 4
3C427.1 27− 44 - 1 - 1
3C437 50− 100 - 5− 8 - 1
3C452 0.3− 0.4 38 0.7− 0.8 1.8 2, 3, 4
3C457 0.12 520 - 1.1 4
Cygnus A 50− 90 4 1− 2 1.2− 1.6 5
Table 2 – continued Cocoon parameters in J0 and lobe parameters for different sources with similar morphologies to the simulated jet,
as given in the literature. Column 1: Source name. Col. 2: Lobe pressure. Col. 3: Lobe volume. Col. 4: Advance speed. Col. 5: Shock
Mach number. Col. 6: References (1-5: O’Dea et al. 2009; Harwood et al. 2016, 2017; Ineson et al. 2017; Snios et al. 2018, respectively).
In sources with similar values for both lobes we have given a mean value and we have given the two values when either there were
significant differences between different papers, or both lobes had significantly different values. For reference 1 (O’Dea et al. 2009), we
have chosen the data obtained by taking a magnetic field B = 0.25Beq. In the case of 3C427.1, we have decided to show the parameters
given by references 1 and 4 separately. (∗): M = 50 if computed at the head of the jet.
(see Fig. 8 in that paper), and the authors report typically
larger lobe pressures than our simulation.
It is relevant to state that, although the simulated co-
coon volume is smaller than the typical values given for FRII
sources (Ineson et al. 2017), a linear fit log Vc − logLBS
for Phase II (LBS ≥ 80 kpc) gives a slope of 2.75 ± 0.08,
very close to that given by the fit to the observed values in
Fig. 9 of Ineson et al. (2017) (2.61 ± 0.03). The similarity
between both slopes could be interpreted as the observed
large-scale FRIIs being at the transition between the ini-
tial phase and the full three-dimensional phase, when the
dentist-drill mechanism starts to play a relevant role. Ac-
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tually, some of the sources show irregularities close to the
jet head, which can be associated to helical oscillations (see,
e.g., 3C 223 and 3C 452, in Harwood et al. 2016, 2017, for an
example). On the contrary, Phase I in the simulation gives
a smaller slope, 2.07 ± 0.04.
A recent paper by Snios et al. (2018) gives estimates
of ICM density and pressure for the FRII Cygnus A which
are an order of magnitude above those used in this work,
and the jets have a power Lk = 6 − 8 × 1045 erg/s, i.e., a
factor between 6 and 8 larger than J0. Therefore, a higher
lobe pressure in the source than in J0 could be expected. Al-
though the authors only report on the post-shock pressures,
the fast homogeneization of the pressure within the shocked
region allows us to take this value as a close upper limit to
the mean pressure, so Pc,Cyg A ≃ 6−10×10−10 dyncm−2 at
LBS ≤ 100 kpc, which is indeed larger than the J0 value by
close to an order of magnitude. Furthermore, the morphol-
ogy of Cygnus A is different from that of the FRII radio jets
mentioned above, with Cygnus A showing wider lobes. This
is most probably due to the larger ambient density in which
Cygnus A jets evolve, which has probably had as a conse-
quence the trigger of the 3D phase at smaller distances to the
AGN, as shown by the large amplitude kink observed in the
jets and the complex hot-spot structure (clearly associated
to the dentist drill effect Pyrzas, Steenbrugge & Blundell
2015).
4.3.2 Hot-spot velocity and Mach number
O’Dea et al. (2009) report on values of advance velocity
for all the studied sources, which show no correlation with
the linear size, as derived from spectral ages. The values
of the expansion speed depend on the magnetic field con-
sidered (via the resulting spectral age). As in the case of
lobe pressure, our results compare better to the lobe expan-
sion speed obtained for a magnetic field below equipartition,
vhs = 0.01−0.1 c (the velocities obtained for a magnetic field
in equipartition with internal energy are all clearly above
0.1 c). On the contrary, Harwood et al. (2016) estimate typ-
ically smaller expansion speeds vhs ≃ 0.01 c for 3C 223 and
3C 452, also using spectral ages. In this case, we already
noted that these jets might have developed already large
scale helical oscillations that can decelerate the jet expan-
sion. Nevertheless, the radio morphologies show thin cocoons
with large aspect ratios, which is a consequence of fast axial
expansion velocities: the smaller the ratio vj/vhs, the thinner
the cocoon.
The simulated ICM has a sound speed of 2.3 × 10−3 c
(corresponding to kT ≃ 1.5 keV beyond 7.8 kpc), which,
combined with vhs, results in M ≃ 50 for the second
phase. In contrast, Harwood et al. (2016) give small values,
M = 1.8, from the estimates of internal (lobe) and external
pressure, and Ineson et al. (2017) report M ≤ 5 as lower
limits of the Mach number for the FRII sources studied.
Ineson et al. (2017) also compute the shock Mach number
by comparing the internal lobe pressure (Pl in Table 2) with
the ICM pressure at the lobe tip (PICM in Table 2), via the
expression (Worrall & Birkinshaw 2006):
M2 =
1
2Γ
(
(Γ + 1)
Pl
PICM
+ (Γ− 1)
)
. (15)
If we use this equation to compute the shock Mach number,
we obtain M = 6.3, which is still higher, but of the order
of the values given in Ineson et al. (2017) and reported in
Table 2. Thus, the discrepancy is alleviated when taking into
account that the shock Mach number is maximum at the jet
head. In the case of Cygnus A, where Snios et al. (2018)
give M ≃ 2.5, the larger ICM temperature (kT ≃ 5 keV, see
Fig. 4 in Snios et al. 2018) contributes to the reduction of
the Mach number with respect to the simulation.
Summarizing, the FRII jets studied in O’Dea et al.
(2009), Harwood et al. (2016) and Ineson et al. (2017),
which we have used for comparison, are probably entering
into the non-linear dominated expansion phase and thus be-
ing decelerated. However, their morphologies imply faster
advance speeds in the previous phase, which we claim to be
produced as a combination of the expansion through a di-
lute ambient medium and the small scale head oscillation
(phase I). The amplitude of those oscillations grows via the
coupling to large-scale instability modes, and this leads to
the eventual large scale oscillation (dentist drill).
4.4 Impact of the jet propagation on the ambient
medium
Despite the resolution limitations discussed in 3, we con-
sider that our 3D simulation is representative of a possible
jet evolution through a hot galactic atmosphere. The fact
that between 80 % and 90 % of the injected energy in rel-
ativistic jets is transferred to the ambient medium implies
that a jet with power 1045 erg/s injects 8− 9× 1044 erg/s in
the intracluster medium. This means that 2 − 3 × 1058 erg
(∼ 1067 keV) are transferred every 106 yr to the ambient
particles. If we consider a region of 100 kpc3 and a source
that has injected particles for 10 Myr, we find that a total
of ∼ 1068 keV are injected into ∼ 1070 cm3. Taking into ac-
count that the intracluster number densities are ≪ 1cm−3,
these numbers represent a large energy budget per parti-
cle (e.g., taking n ∼ 10−3 cm−3, implying 10 keV per par-
ticle). Any reheating mechanism able to stop the cooling
flows would require energies per particle larger than 1 keV
(McNamara & Nulsen 2007). Thus, the effects of the 3D jet
would be a natural mechanism to stop the cooling flows and
provide the required energy.
Furthermore, our result have important implications on
the energetics of X-ray cavities as they are commonly com-
puted: The work done by the jet to create the X-ray cavity is
estimated as the product of the ambient pressure, obtained
from X-ray data, times the volume of the X-ray cavity (e.g.,
McNamara et al. 2005). The jet power is then obtained by
means of dividing this work by the age of the radio-source,
which is estimated assuming that the current size has been
reached by buoyant motion ab initio. If the radio source has
gone through a rapid expansion phase like the one captured
by our simulations (and possibly taking place in powerful
FRIIs, see the previous section), the age of the radio source
can be severely overestimated, thus giving an underestimate
of the jet power required to create the observed cavities.
Radio relics are observed at large scales (e.g.,
Ensslin et al. 1998; van Weeren et al. 2016; Johnston-Hollitt
2017), implying a large population of energetic electrons
within the intracluster medium. Our results show that, un-
der some circumstances, relativistic jets can deposit a large
amount of energetic particles to hundreds of kiloparsecs from
MNRAS 000, 1–21 (2015)
18 Perucho, Mart´ı, Quilis
the central source in a few million years. These particles
eventually diffuse within the host clusters when the AGN is
exhausted and thus provide a possible source for the ener-
getic electrons observed in radio relics. Taking into account
that radio relics are observed at low radio-frequencies, we
can estimate the cooling times of the electrons injected in
the intracluster medium by the jet using a frequency of,
e.g., 178 MHz. Because our simulation is purely hydrody-
namical, an equipartition magnetic field represents an up-
per limit of the field. In cgs units, the cocoon magnetic field
Bc =
√
8piPc ∼ 0.01mG for the last part of the simulation.
With this field we estimate a cooling time of ∼ 108 yr, which
would be even longer for magnetic fields below equipartition.
Furthermore, we have to point out that the mean cocoon
field drops with time due to expansion, thus keeping the
cooling times long.
4.5 Magnetic fields
In this paper we have considered the evolution of purely
hydrodynamical jets whose flux of energy are in the form
of internal and kinetic energy fluxes. If the jets transport
non-negligible magnetic fields, part of the total energy flux
will be in the form of magnetic flux. At the hot-spot part
of the magnetic energy could be transformed into internal
energy through reconnection and then redistribute in the
cocoon, thus contributing to the total cocoon’s pressure. At
the same time, if the jet is not magnetically dominated, the
magnetic field surviving in the post-shock region will be ad-
vected down the cocoon backflow. Only if the magnetic field
is dynamically dominant could it affect the characteristic
instability growth scales within the jet hence modifying the
dynamics of the jet head and its advance speed. Moreover,
the sideways expansion of the cocoon would have to adapt
to the action of the magnetic tension.
Recent estimates based on observations (Ineson et al.
2017) show that jets are possibly particle dominated but
still close to equipartition between the internal energy of the
emitting particles and magnetic fields at kpc-scales. However
these estimates do not take into account the contribution of
the thermal component to the total particle energy in the
jet because of the obvious difficulty to estimate it. Never-
theless, lobe pressure estimates (Croston et al. 2004, 2005)
require the presence of such a thermal component within the
lobe gas in order to explain the lobe overpressure driving
the observed shocks that surround AGN jets. Despite these
considerations, future RMHD simulations should be run in
order to test the effects of close-to-equipartition magnetic
fields on the long-term evolution of jets and the jet/ambient
medium feedback mechanism.
5 SUMMARY
In this paper we have focused on the long-term evolution
in three dimensions of an FRII-type jet (kinetic luminosity
1045erg s−1). Computational constraints limited us to fol-
low the evolution until the jet propagated along 200 kpc
(5.4 Myrs) with a resolution of 1 cell/Rj at injection. We
have shown this resolution to be enough to properly describe
i) the propagation of the jet through a density decreasing at-
mosphere in the case of axisymmetric simulations, and ii) the
development (at their low-limit growth rates) of the three di-
mensional effects that determine the early evolution of the
jet. The simulation presented here represents the largest 3D
numerical simulation of a jet so far in terms of grid physical
size and number of computational cells.
The simulation is part of a research plan aimed at char-
acterizing the long term evolution of AGN jets and their
cavities under increasingly realistic conditions. In this paper
we have concentrated on the comparison with previous 2D
axisymmetric simulations and simple analytical models to i)
identify genuinely 3D effects affecting the long term evolu-
tion of jets, and ii) probe the efficiency of ambient heating
by relativistic jets in 3D models. Three-dimensional effects
in the jet propagation were triggered by adding a helical
perturbation at the jet base.
The main results achieved in this paper are:
• The evolution of the jet proceeds along two well sep-
arated phases. In the initial phase the jet propagation is
dominated by small 3D effects within the beam that in-
crease the propagation efficiency momentarily. In the second
phase, the interaction of the jet flow with internal (e.g., the
injected perturbations) and/or cocoon-driven instabilities at
the jet/cocoon contact discontinuity causes the deceleration
of the jet advance. The comparison with both 2D axisym-
metric simulations and simple analytical models support the
validity of this description.
• The characteristics and duration of the initial phase de-
pend strongly on the initial amplitudes and growth rates of
the injected perturbations.
• The 3D simulation confirms previous results based on
2D axisymmetric models on the efficiency of the shock-
driven mechanism for the heating of the ambient medium.
• Our simulation gives values for the lobe pressures and
volumes, as well as the jet advance speed and shock Mach
number, which match well with the properties of a sample
of powerful radio jets of comparable size in similar envi-
ronments. This result gives us confidence in our numerical
approach towards a full understanding of the morphology,
dynamics and feedback of powerful jets.
The present work reinforces the idea that a relativistic
description of galactic jets is compulsory if a realistic por-
trait of the AGN feedback is desired. Our ongoing project
includes the prolongation of the present simulation, together
with the implementation of more realistic environments.
Cooling processes, which could affect the stability and the
strength of the bow shock, will be also a key ingredient of
the new set of simulations.
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Appendix A. Numerical convergence and reliability
of simulation J0
The set up of our numerical simulations were described at
the end of Sect. 2.2. As explained there, the numerical res-
olution of 1 cell per jet radius3 of simulation J0 was cho-
sen to compare with previous 2D axisymmetric simulations
with the same numerical resolution, and also for compu-
tational constraints. Numerical simulations of jets usually
resolve the jet inlet into 10 to 20 cells, but even in those
cases the convergence is not perfect since the jet dynamics
depends strongly on the interaction of the jet itself with the
turbulent cocoon which is very sensitive to numerical diffu-
sion (e.g., Mignone & Bodo 2005). Besides that, most of the
convergence studies (e.g., Mignone et al. 2010) are based on
short-term simulations of jets propagating through homoge-
neous atmospheres. However, at this point, it is interesting
3 Before proceeding, let us note that due to the ambient-density
gradient, the jet in simulation J0 rapidly expands close to injec-
tion, reaching an effective resolution of 3 cells/Rj beyond 10 kpc.
to note that the convergence issue is less dramatic for the
study of the long-term evolution of global quantities (our ob-
jective in this paper) since this study is based on large-scale
structures with a large effective numerical resolution.
Besides the long-term simulation J0, we have performed
two additional sets of simulations with increased resolutions
of 2, 4 and 8 cells/Rj. The first set corresponds to axisym-
metric, 2D simulations propagating down the pressure and
density decreasing ambient medium. The positions of the tip
of the bow shock as pushed by the head of the jet during
the first 2 Myrs of evolution (the duration of the so-called
Phase I of the 3D simulation) are shown in the top panel of
Fig. 1. The simulations (including the original J45l one with
1 cell/Rj), steered by the ambient density gradient, do show
a clear convergence. In the same panel, the head propaga-
tion of the 3D jet simulation J0 departs from the converged
axisymmetric solution due to the three-dimensional effects
(the shock-wobbling described at Sect. 3.2) developing from
the helical perturbation triggered at the jet base. A proof of
this is shown in the middle panel of Fig. 1.
The second set of simulations are three-dimensional,
perturbed simulations identical to J0 but with 2, 4 and 8
cells/Rj (J2, J4 and J8 in the paper, respectively). The po-
sitions of the head of the jet along the time for the first
0.4 Myrs corresponding to these simlations are shown at
the bottom panel of Fig. 1. Convergence in the jet head
position along the time is reached beyond 4 cells/Rj (see di-
amonds and triangles representing the head positions for J4
and J8 simulations in this plot). However, it is interesting to
note that the effects that characterize the three-dimensional
evolution tend to increase with increased resolution. As dis-
cussed in Sect. 3.2, the increase in the resolution improves
the numerical representation of the terminal shock and its
motions (i. e., the shock wobbling). Besides that, improved
resolution allows for a faster growth of the instability am-
plitude which contributes to enhance the effect during the
linear phase. As a result, the propagation efficiency of the jet
in model J0 (with 1 cell/Rj at injection) represents a lower
bound of the propagation efficiencies obtained at larger, con-
verged resolutions (simulations J4 and J8).
In summary, the propagation of the jet through a den-
sity decreasing atmosphere reduces the demands of numer-
ical resolution in the convergence under grid refinement
which in the case of 2D axisymmetric simulations is reached
even for 1 cell/Rj. On the other hand, perturbed, 3D simu-
lations need at least 4 cells/Rj for convergence. However, in-
terestingly, the propagation efficiency of the jet prompted by
the three-dimensional dynamics of the jet’s terminal shock
tends to increase with resolution leaving simulation J0 as a
limiting case where to study a lower bound of the effect.
Finally, as pointed at the end of Sect. 3.2, the fact that
the dynamics of the jet’s terminal shock depend strongly on
the initial amplitudes and growth rates of the perturbations
triggered at the jet base means that there is not a unique
evolution in three dimensions. However, the broad properties
of this evolution (initial phase of enhanced jet propagation
triggered by the propagation through a density-decreasing
atmosphere and the 3D effects affecting the dynamics of
the jet’s terminal shock, and a long-term multidimensional
phase), as shown in simulation J0, appear as robust.
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