We describe a post hoc test for the Sharpe ratio, analogous to Tukey's test for pairwise equality of means. The test can be applied after rejection of the hypothesis that all population signal-noise ratios are equal. The test is applicable under a simple correlation structure among asset returns. Simulations indicate the test maintains nominal type I rate under a wide range of conditions and is moderately powerful under reasonable alternatives. * steven@gilgamath.com.
Introduction
Sharpe's "reward-to-variability ratio" was originally devised to compare the performance of mutual funds. Sharpe found it to be weakly predictive of outof-sample performance when measured over a decade of returns. [14] Early research on the Sharpe ratio, as it came to be known 1 , ignored its statistical nature, treating it like an observable population parameter, though this was soon remedied. [8, 4, 7] More recently, statistical procedures have been proposed to test whether the population Sharpe ratios of several assets (e.g., mutual funds, ETFs, hedge funds, etc.) are equal. [6, 17] Here we propose a test to be used to compare pairwise differences after application of such a test.
The test
Suppose one has observed n i.i.d. samples of some p-vector x, representing the returns of p different "assets." We imagine these assets to be different mutual funds, or trading strategies, ETFs, etc. From the sample one computes the Sharpe ratio of each asset, resulting in a p-vector,ζ.
One natural question to ask is whether the "signal-noise ratio" (the population analogue of the Sharpe ratio) of each asset is equal. One can test the hypothesis of equal signal-noise ratio via the tests of Leung and Wong, or Wright, Yam and Yung. [6, 17] The test of Wright et al., for example, uses asymptotic normality of theζ to construct a statistic following a χ 2 distribution under the null. In the case where one rejects the null hypothesis of equality, one seeks a post hoc test, to determine which pairs of the p assets have different signal-noise ratio.
Testing the equality of signal-noise ratios is analogous to the classical procedure for testing equality of means via ANOVA. [1] The post hoc procedure that classically followed a rejection of the null in ANOVA is Tukey's range test, sometimes called the "honest significant difference" (HSD) test. [16, 2] In the ANOVA, and Tukey's HSD, the quantity is assumed to have identical variance among all individuals, but potentially different means in different groups. For this reason, the variance is estimated by pooling all observations. It is unnecessary to assume equal volatility of the returns for the p different assets when testing the signal-noise ratio. While this simplifies our post hoc test somewhat, typically in the testing of asset returns one observes them contemporaneously, and they are generally correlated.
Tukey's HSD proceeds by computing an upper quantile on the range of independent normals divided by a rescaled χ variable. When the means of two individuals differ by more than this amount, one rejects the null that they are equal. Our test will perform a similar computation.
Previously the author showed that when returns are drawn from a multivariate normal distribution with correlation R, then
where ζ is the vector of signal-noise ratios and n is the sample size. [11] Note that the approximate covariance matrix here generalizes the well-known standard error of the scalar Sharpe ratio. [5, 4, 7, 10] In the case of the small signal-noise ratios likely to be encountered in practice, that approximation may be further simplified toζ
Then under the null hypothesis that ζ = ζ 0 , one observes
where R −1/2 is the inverse of the (symmetric) square root of R.
As previously, we assume a simple rank-one form for the correlation matrix,
where |ρ| ≤ 1. [11] Under this assumption, it is simple to show that
for some constant c. Now we consider the difference in Sharpe ratios of two assets, indexed by i and j. Let v = e i − e j , where e i is the i th column of the identity matrix. From
Here we have used that v 1 = 0 and under the null hypothesis, ζ 0 is some constant times 1. Thusζ
Now note that the z is distributed as a standard multivariate normal. So the range ofζ, which is to say max i,j ζ i −ζ j , is distributed as (1 − ρ) /n times the range of a standard p-variate normal.
To quote this as a hypothesis test,
with probability α, where the q 1−α,k,l is the upper α-quantile of the Tukey distribution with k and l degrees of freedom. In the R language, this quantile may be computed via the qtukey function. [12, 9] With l = ∞, the cutoff HSD is the rescaled upper α quantile of the range of p independent Gaussians. That is, q 1−α,p,∞ is the number such that
We note that the approximation of Equation 1 may be too coarse for the computation of the HSD cutoff. Even if the covariance given there is approximately correct, it is likely that the distributional shape ofζ is far enough from multivariate normal that we cannot use Tukey's distribution for a cutoff, especially when n is small and p is large. In that case, one is tempted to heuristically compare the observed range to
The reasoning here is that we are essentially computing the range of (nonindependent) t statistics, up to scaling, which is almost the same as the Tukey distribution, which is the ratio of the range of normals divided by a pooled χ variable. In our testing below we will refer to the cutoff of Equation 7 as "df = ∞" and the cutoff of Equation 8 as the "df = n − 1" cutoff.
Bonferroni Cutoff:
We note that an alternative calculation provides a very similar cutoff value. Considering two assets with correlation ρ. Suppose the signal-noise ratios of the two assets are, respectively, ζ (1 + ) and ζ. The difference in Sharpe ratios can then be shown to be approximately normal: [10] 
Assuming that ζ 2 /n will be very small for most practical work, one can compute the alternative cutoff, a "Bonferroni Cutoff," as
where z α is the α quantile of the standard normal distribution. This cutoff is based on a Bonferroni correction that recognizes we are performing p 2 pairwise comparison tests. The cutoff BC is typically very similar to HSD (for df = ∞) or slightly smaller (and is easier to compute). We note that since BC is based on a normal approximation, it may suffer from the same issues that the HSD cutoff does for small samples. However, there is hope one can compute an exact small n Bonferroni cutoff.
Arbitrary correlation structure:
The test outlined above is strictly only applicable to the rank-one correlation matrix, R = ρ 11 + (1 − ρ) I. To apply the test to assets with arbitrary correlation matrices, one would like to appeal to a stochastic dominance result. For example, if one could adapt Slepian's lemma to the distribution of the range, then the above analysis could be applied where ρ is the smallest off-diagonal correlation, to give a test with maximum type I rate of α. However, it is not immediately clear that Slepian's lemma can be so modified. [15, 19, 18] The Bonferroni Cutoff, however, is easily adapted to this kind of worst-case analysis, however.
Examples

Simulations under the null
Basic Simulations We spawn 4 years of daily data (252 days per year) from 16 assets, each with signal-noise ratio of 1yr −1/2 . Returns are multivariate normal with correlation R = ρ 11 + (1 − ρ) I, for ρ = 0.8. We compute the Sharpe ratio of the simulated returns,ζ, then compute the range max i,jζi −ζ j . We repeat this experiment 5,000 times. In Figure 1 , we Q-Q plot these simulated ranges of the Sharpe ratio against the theoretical quantile function
We see good agreement between theoretical and actual, with little deviance from the y = x line. We then convert these simulated ranges to p-values via the ptukey function in R, using the df = ∞ cutoff and the actual ρ. We Q-Q plot these putative p-values against a uniform law in Figure 2 , and again find very good agreement.
To check the tails we have transformed the p-values to p → |2p − 1| and plotted in log-log scale.Varying n and p: Next we perform the same kind of simulations, but vary the number of days observed in each simulation, n, as well as the number of different assets, p. We let the former vary from 20 to 1,280 measured in days, and the latter vary from 8 to 32. We take R = ρ 11 + (1 − ρ) I, for ρ = 0.8 and set the signal-noise ratio to 1yr −1/2 . We assume 252 days per year for annualizing the Sharpe ratio. For each set of 50, 000 simulations, we compute the empirical type I rate at the nominal 0.05 level by comparing the range to the HSD cutoff. We tabulate rejections using both the df = ∞ and df = n − 1 cutoffs.
We plot that type I rate against n in Figure 3 for the different values of p. For the df = ∞ cutoff, the procedure is apparently anticonservative, yielding too many type I errors, when the sample size is small and the number of assets is large. For the df = n − 1 cutoff, however, the nominal type I rate is approximately achieved. Empirical type I rate Figure 3 : The empirical type I rate at the nominal 0.05 level is plotted against the number of days in each simulation, for different values of p. Simulations use the exact ρ to perform the hypothesis test. The two facets show rejection rates under the df = n − 1 and df = ∞ cutoffs. When using the df = ∞ cutoff, the test is anti-conservative for the "large p, small n" case, but the nominal rate is nearly achieved for the df = n − 1 cutoff.
Varying ρ: We next perform the same simulations under the null, with R = ρ 11 + (1 − ρ) I, but scanning through ρ. We set n = 1, 008 days, p = 16, and set the signal-noise ratio to 1yr −1/2 . We compute the empirical type I rate at the nominal 0.05 level for each set of 50, 000 simulations. We plot that type I rate against ρ in Figure 4 . For these values of n, p, the procedure achieves near nominal type I rate, and does not vary in a systematic way with ρ. Feasible Estimator, Varying ρ: In the simulations above we have used the actual ρ in computing the threshold for rejection of the null. We repeat the experiments using a feasible test where we esimate ρ from the sample. We compute the correlation of returns, then take the median value of the upper triangle of the correlation matrix.
In the first set of simulations, the true correlation matrix follows R = ρ 11 +(1 − ρ) I. We set n = 1, 008 days, p = 16, and set the signal-noise ratio to 1yr −1/2 . We compute the empirical type I rate at the nominal 0.05 level for each set of 50, 000 simulations. We plot that type I rate against ρ in Figure 5 . For these values of n, p, the procedure achieves near nominal type I rate, and does not appear to suffer from having estimated the ρ. In fact the plot greatly resembles Figure 4 where we have used the actual ρ.
Feasible Estimator, Misspecified Model, Varying ρ: We repeat those simulations, estimating the ρ from the sample, but now we let the correlation matrix take an "AR(1)" structure. That is, we letR i,j = ρ |i−j| , and vary ρ. Again we have n = 1, 008 days, p = 16, the signal-noise ratio is equal to 1yr −1/2 . We compute the empirical type I rate at the nominal 0.05 level for each set of 50, 000 simulations.
For these simulations, we also record the type I rate when the ρ is not estimated, but instead assumed to be 0. Given that ρ = 0 forms a kind of 'stochastic lower bound', we expect that the procedure will be anti-conservative when performed this way. Indeed we see in the plot that the empirical type I rate decreases to zero in increasing ρ. For the case where we take the median sample correlation as the estimate of ρ, the procedure is somewhat conservative for small ρ, then anti-conservative for large ρ. This is not surprising: for large ρ, the median element ofR will be fairly large, but the correlation among assets is somewhat weak. A more robust heuristic for estimating the ρ is needed. Figure 6 : The empirical type I rate at the nominal 0.05 level is plotted against the correlation, ρ, for simulations where the correlation follows an AR(1) structure. Simulations use an estimated ρ to perform the hypothesis test, and the df = n − 1 cutoff. We include separate lines for the cases where ρ is estimated, and for where it is assumed to equal 0. For the estimated ρ, the procedure is conservative for small and moderate ρ, but anticonservative for ρ near 1. When ρ = 0 is assumed, the procedure is increasingly conservative in ρ.
Simulations under the alternative
We next perform the same simulations under the alternative. It is somewhat difficult to quantify the power of this procedure because the procedure can reject multiple nulls for a given experiment. Indeed, in the simulations under the null above, we analyzed the rate of any rejections for the multiple comparisons performed in a single simulation.
Under the alternative, one good:
In the first set of simulations we let ζ have a single non-zero value, call it ζ, and vary that ζ. We then compute, as the 'range', the Sharpe ratio of the single good asset minus the minimum Sharpe ratio of the p − 1 remaining assets. Because we are only testing p − 1 comparisons, rather than p 2 , we expect to see fewer than the nominal type I rate when ζ = 0. Moreover, we are performing a one-sided test. As such it may be more natural to compare the rejection rate to α/2.
We take R = ρ 11 +(1 − ρ) I, letting ρ vary from 0 to 0.9; we set n = 1, 008 days, p = 16, and let ζ vary from 0yr −1/2 to 1.5yr −1/2 .
We compute the rejection rate at the nominal 0.05 level for each set of 10, 000 simulations. We plot that (true) rejection rate against ζ in Figure 7 . For these values of n, p, the procedure is fairly weak, only achieving power of one half for large ζ or highly correlated assets. It is not surprising that the power is increasing in ρ: one expects less spread among the assets for higher ρ, thus a true difference in signal-noise ratio is more easily detected. This same effect is visible in the paired test for equality of signal-noise ratios. [10] Under the alternative, half good:
We repeat those experiments, but set half the 16 assets to have signal-noise ratio equal to ζ, and the rest to have zero signal-noise ratio. We compute, as the 'range', the maximum Sharpe ratio of the good assets minus the minimum Sharpe ratio of the p − 1 remaining assets. We are effectively testing (p/2) 2 comparisons, Because we are only testing p − 1 comparisons, rather than p 2 , so we expect to see fewer than the nominal type I rate when ζ = 0.
As above we take R = ρ 11 + (1 − ρ) I, let ρ vary from 0 to 0.9, n = 1, 008 days, p = 16, and let ζ vary from 0yr −1/2 to 1.5yr −1/2 .
We compute the rejection rate at the nominal 0.05 level for each set of 10, 000 simulations. We plot that (true) rejection rate against ζ in Figure 8 . For these values of n, p, the procedure is again fairly underpowered, with higher power for more correlated assets. Empirical rejection rate, one good asset Figure 7 : The empirical rejection rate at the nominal 0.05 level is plotted against the correlation, ρ. The population consists of one good asset with signal-noise ratio equal to ζ, and the remainder with zero signal-noise ratio. Rejection is based on the Sharpe ratio of the single good asset minus the minimum Sharpe ratio of the remaining assets. Simulations use the exact ρ to perform the hypothesis test, and the df = n − 1 cutoff. We plot a horizontal line at half the nominal type I rate, 0.025, because we are performing a one-sided test. Empirical rejection rate, half good assets Figure 8 : The empirical rejection rate at the nominal 0.05 level is plotted against the correlation, ρ. The population consists of half good assets with signal-noise ratio equal to ζ, and the remainder with zero signal-noise ratio. Rejection is based on the maximum Sharpe ratio of the good assets minus the minimum Sharpe ratio of the remaining assets. Simulations use the exact ρ to perform the hypothesis test, and the df = n − 1 cutoff. We plot a horizontal line at half the nominal type I rate, 0.025, because we are performing a one-sided test.
Real Assets
We now apply the technique to real asset returns.
Five Industry Portfolios: We consider the 5 industry portfolios, whose returns are computed and distributed by French. [3] The dataset consists of 1104 months of returns, from Jan 1927 to Dec 2018. The returns are highly correlated, and the correlation matrix is likely well modeled by the form ρ 11 + (1 − ρ) I, with ρ estimated as approximately 0.8. The Sharpe ratios range from 0.485yr −1/2 for Other to 0.667yr −1/2 for Healthcare.
First we perform the hypothesis test of equality of signal-noise ratios, as proposed by Wright et al. [17] We compute a statistic of 12.2 which should be distributed as a χ 2 (4) under the null. [10] This corresponds to a p-value of 0.016, and we reject the null of equality of all signal-noise ratios.
Using the df = n − 1 formulation and the estimated ρ, we compute HSD = 0.18yr −1/2 for α = 0.05, and narrowly reject the equality of signal-noise ratios for Other and Healthcare. In Figure 9 , we plot these Sharpe ratios, along with error bars at plus and minus one HSD. Annualized sharpe ratios of 5 industry portfolios with error bars at +/− HSD Figure 9 : The annualized Sharpe ratio of French's 5 industry portfolios are plotted, as computed on monthly returns from Jan 1927 to Dec 2018. We plot error bars at ±HSD for α = 0.05. We narrowly reject equality of the signalnoise ratio of Other and Healthcare.
Sharpe's 34 Mutual Funds:
We consider the returns of the 34 mutual funds described by Sharpe in his original paper. [14] We transcribed the annualized percent return and standard deviation values from Sharpe's Table I . In his paper, Sharpe computed the "reward-to-variability ratio" of each using a fixed rate of 3%; however, we compute the Sharpe ratio without subtracting a fixed rate. The Sharpe ratios range from 0.549yr −1/2 for Incorporated Investors to 1.087yr −1/2 for American Business Shares.
We do not have access to the series of returns, and cannot estimate the correlation structure. Somewhat optimistically we make the wild guess ρ = 0.85. Based on this value, and setting α = 0.05, we compute HSD = 0.68yr −1/2 , and we fail to reject the null hypothesis that all signal-noise ratios are equal. In Figure 10 , we plot these Sharpe ratios, along with error bars at ±HSD. Given the lack of separation of the funds, it is curious that Sharpe found correlation between the in-sample and out-of-sample Sharpe ratios of his funds. [14] Incorporated Investors Returns are from the decade 1954-1963. [14] We plot error bars at ±HSD. We fail to reject the nulls that all pairwise differences are equal.
Future Work
A number of issues remain outstanding:
1. The heuristic use of the df = n − 1 cutoff requires theoretical justification.
A stochastic inequality like Slepian's lemma for ranges would allow one to
apply the test using a lower bound ρ to achieve maximum type I rate.
3. Should we expect the Tukey HSD cutoff and the Bonferroni Cutoff to be nearly equal, or will one dominate the other under certain conditions?
4. Can we quantify the power of the test?
5. Though we suspect it cannot, can the power of the test be improved?
