ABSTRACT. In this paper we study standard graded artinian level algebras, in particular those whose socle-vector has type 2. Our main results are: the characterization of the level h-vectors of the form (1, r, ..., r, 2) for r ≤ 4; the characterization of the minimal free resolutions associated to each of the h-vectors above when r = 3; a sharp upperbound (under certain mild hypotheses) for the level h-vectors (1, r, ..., a, 2) of arbitrary codimension r and type 2, which depends on the next to last entry a.
Introduction
In this paper we study level algebras, focusing our attention mainly on those of type 2. The algebras A = R/I are standard graded artinian quotients of the polynomial ring R = k[x 1 , ..., x r ], where k is a field of characteristic zero.
Before introducing our results, let us recall briefly the main definitions we need. The h-vector of A is h(A) = h = (h 0 , ..., h e ), where h i = dim k A i and e is the last index such that dim k A e > 0. Since we may suppose that I does not contain non-zero forms of degree 1, r = h 1 is defined as the codimension of A.
The socle of A is the annihilator of the maximal homogeneous ideal m = (x 1 , ..., x r ) ⊂ A, namely soc(A) = {a ∈ A | am = 0}. Since soc(A) is a homogeneous ideal, we define the socle-vector of A as s(A) = s = (s 0 , ..., s e ), where s i = dim k soc(A) i . Note that s 0 = 0 and s e = h e > 0. The integer e is called the socle degree of A (or of h). The type of the socle-vector s (or of the algebra A) is type(s) = e i=0 s i . If s = (0, ..., 0, s e = t), we say that the algebra A is level. In particular, if t = 1, A is Gorenstein. With a slight abuse of notation, we will sometimes refer to an h-vector as Gorenstein (or level) if it is the h-vector of a Gorenstein (or level) algebra.
Gorenstein h-vectors of codimension r = 2 and r = 3 have been characterized by Stanley in [St] (see also [Ma] for r = 2), while in higher codimensions only a few results on the possible Gorenstein h-vectors are known (see [IS] for r = 4 and [BI] , [Bo] and [BL] for larger r's. See also [Ha] , [MN] and [CI2] ). Also, in [Di] , Diesel characterized the minimal free resolutions (MFR's, in brief) associated to the Gorenstein h-vectors of codimension 3.
In general, level h-vectors were first studied by Stanley (see [St2] ). Iarrobino, in his 1984 paper [Ia2] , determined all the level h-vectors of codimension 2. See [Ia2] and [F L] for the h-vectors of (level) compressed algebras, i.e. algebras having the (entry by entry) maximal possible h-vector, given codimension and socle-vector. (See also this author's works [Za] and [Za2] .)
Recently, level h-vectors have received a lot of attention: see [CI] , [BG] , [GHS] , [Ia3] , [GHMS] and [Ia] .
Our paper is structured as follows: in Section 2 we prove a stronger form of a decomposition theorem shown by Geramita et al. in [GHMS] and, above all, we characterize a class of level h-vectors of type 2 and codimension less than or equal to 4. Our result is the first characterization of a class of non-Gorenstein h-vectors of codimension r > 2, and concerns one of the "simplest" cases: that of level h-vectors h having type 2 and next to last entry equal to r, where r ≤ 4. These h-vectors have a very nice description: h is level if and only if h can be written as the sum of a Gorenstein h-vector of codimension r − 1 and (0, 1, 1, ..., 1).
In Section 3 we investigate the structure of the level h-vectors of type 2, say (1, r, ..., a, 2), by a different technique, especially studying the intervals where the entries of such hvectors may range. Our main result is a sharp upper-bound for these h-vectors, which (of course) depends on the next to last entry a (under the only restrictions a ≥ r, and r ≤ 5 if a = r).
Finally, in Section 4 we determine the possible minimal free resolutions associated to the class of level h-vectors of the form h = (1, 3, ..., 3, 2) (which we have characterized in Section 2). In particular, it turns out that there is a unique MFR associated to h, unless h = (1, 3, 3, ..., 3, 3, 2) , when there are exactly two MFR's. Our characterization of the possible MFR's for the h-vectors above is the first result of this kind for a class of non-Gorenstein h-vectors of codimension r > 2.
The results obtained in this paper are part of the author's Ph.D. dissertation, written at Queen's University (Kingston, Ontario, Canada) , under the supervision of Professor A.V. Geramita.
Recall now the main facts of the theory of Inverse Systems which we will use throughout the paper. For a complete introduction, we refer the reader to [Ge] and [IK] .
Let S = k[y 1 , ..., y r ], and consider S as a graded R-module where the action of x i on S is partial differentiation with respect to y i .
There is a one-to-one correspondence between artinian algebras R/I and finitely generated R-submodules M of S, where I = M −1 is the annihilator of M in R and, conversely, M is the R-submodule of S which is annihilated by I (cf. [Ge] , Remark 1), p. 17).
If R/I has socle-vector s, then M is minimally generated by s i elements of degree i, for i = 1, ..., e, and the h-vector of R/I is given by the number of linearly independent derivatives in each degree obtained by differentiating the generators of M (cf. [Ge] , Remark 2), p. 17).
In particular, level algebras of type t and socle degree e correspond to R-submodules of S minimally generated by t elements of degree e.
The next theorem is a well-known result of Macaulay, which we will often use in the sequel.
Definition-Remark 1.1. Let n and i be positive integers. The i-binomial expansion of n is
Under these hypotheses, the i-binomial expansion of n is unique (e.g., see [Mc] ).
Furthermore, define 
A class of level h-vectors of type 2
The following is a decomposition theorem due to Geramita et al.. We present it in a form which is the most useful to our purposes. Proof. Let M =< F, G >⊂ S be an Inverse System module giving the h-vector
By standard facts about Inverse Systems, N =< F > ∩ < G > is the finitely generated submodule of S corresponding to the algebra R/(< F > −1 + < G > −1 ) (which is clearly a quotient of A), say with h-vector h ′′ . By the exclusion-inclusion principle it is easy to see that, for each d ≤ e,
as k-vector spaces, and, similarly, 1, 3, 6, 10, 9, 7, 5, 2) . We want to show that h is not a level h-vector.
(Notice that the reverse of h can be written as (1, 3, 4, 5, 5, 4, 3 , 1) + (0, 0, 2, 5, 4, 3, 2, 1), which are both O-sequences, and therefore Corollary 2.2 does not suffice to rule out h.)
Suppose that A = R/M −1 is a level algebra having h-vector h. Consider any form H ∈ M of degree 7 having three first derivatives, and let h H be the h-vector given by < H >. It is easy to check (see Stanley's Proposition 2.7 below) that, in order to let the reverse of h−h H be an O-sequence, the only possibility for h H is h H = (1, 3, 4, 5, 5, 4, 3, 1) .
Moreover, since the entry of degree 3 of h is equal to 10, there cannot be a form of degree 7 in M having only 2 first derivatives. In fact, the h-vector given by such a form should be clearly bounded from above by (1, 2, 3, 4, 4, 3, 2, 1), but 5 + 4 < 10. Thus, every form of degree 7 in M must give the h-vector (1, 3, 4, 5, 5, 4, 3, 1) . Therefore, it easily follows by Theorem 2.3 that, for any choice of two forms F and G generating M, h must decompose The following result of Iarrobino is a fundamental tool we will use in this paper. In particular, given a level algebra A of type 2, Theorem 2.5 guarantees the existence of a Gorenstein quotient of A of the same socle degree having at least a certain codimension.
Theorem 2.5 (Iarrobino) . Let h = (1, h 1 , ..., h e−1 , h e = 2) be the h-vector of a level algebra A of type 2, and fix an integer u such that 1 ≤ u ≤ e. Suppose that, for some
Proof. See [Ia] , Corollary 2.5 (where a stronger conclusion is stated). ⊓ ⊔ Remark 2.6. i). (Unfortunately) Iarrobino's lower-bound is a very good one! Let us consider a level h-vector of the form (1, r, ..., r, 2), and let u = 1. The least integer δ 1 satisfying the inequality r ≥ 2r − 2 − 3δ 1 is clearly δ 1 = ⌈ r−2 3 ⌉, where, as usual, ⌈α⌉ indicates the least integer greater than or equal to α.
For every r ≥ 2, we will exhibit a level algebra A of socle degree e, having an h-vector h = (1, h 1 , ..., h e ) of the form (1, r, ..., r, 2) and such that every Gorenstein quotient of A of socle degree e has codimension h
⌉. As a consequence we have that, in this case, Iarrobino's lower-bound is sharp.
Let r be a multiple of 3, say r = 3p for some positive integer p. Consider the In- p . It is easy to see that the algebra A associated to M satisfies our requirements: in fact, the h-vector of A is clearly of the form (1, r, ..., r, 2) (indeed, it is equal to (1, r, r, ..., r, r, 2)), and every Gorenstein quotient of A of socle degree e has codimension h
⌉. This last fact is true since the Gorenstein quotients of A of socle degree e correspond to the Inverse System modules generated by µF + λG = (µy p+1 + λy 2p+1 )y The cases r = 3p + 1 and r = 3p + 2 can be treated similarly. If r = 3p + 1, ii). Actually, the examples above show that Iarrobino's lower-bound is sharp for every u = 1, ..., e. The proof for the other values of u is similar to that we have given for u = 1.
We just notice that, in the example above, when r is a multiple of 3 there is exactly one possible h-vector for the Gorenstein quotients of A of socle degree e, and this, for every u, 2 ≤ u ≤ e − 1, is equal, in the u-th place, to r − ⌈ ⌉ is the least integer
In each of the other two cases (i.e. when r = 3p + 1 and r = 3p + 2), there are exactly two possible h-vectors for the Gorenstein quotients of A of socle degree e (one less than the other in every place), and the larger of these, for every u, 2 ≤ u ≤ e − 1, is equal, in the u-th place, to r − ⌈ ⌉ is again the least integer δ u satisfying Iarrobino's inequality.
iii). A remarkable fact in cases like those we described above is that there is a con-siderable difference between the codimension r of the type two level algebra and the codimension h ′ 1 of any of its Gorenstein quotients having the same socle degree, since h
An h-vector h = (1, h 1 , ..., h e ) is an SI-sequence if it is symmetric with respect to e 2 and if its first half, (1, h 1 , ..., h ⌊ e 2 ⌋ ), is differentiable (as usual, ⌊α⌋ denotes the greatest integer less than or equal to α).
Proposition 2.7 (Stanley). Let
h = (1, h 1 , ..., h e ), h 1 ≤ 3. Then h
is a Gorenstein h-vector if and only if h is an SI-sequence.
Proof. See [St] , Theorem 4.2. For h 1 = 2 this result was already known to Macaulay 
., r, 2) is a level h-vector if and only if h can be written as
where h (r−1) is a Gorenstein h-vector of codimension r − 1.
Proof. "⇐=": Let e be the socle degree of h and let F = F (y 1 , ..., y r−1 ) ∈ S = k[y 1 , ..., y r ] be a form of degree e which generates the Inverse System module giving h (r−1) .
Then h is clearly the h-vector given by the module < F, y e r >. "=⇒": The case h = (1, r, r, 2) is trivial. Thus, suppose for the rest of the proof that the socle degree e of h is at least 4. Let A be a level algebra having h-vector h. Since r ≤ 4, by Theorem 2.5 it is easy to see (since for u = 1 we can choose δ u = 1) that there exists a Gorenstein quotient of A having socle degree e and codimension at least r − 1 (for r = 2 we can always obtain codimension r). Suppose then that there exists a Gorenstein quotient of A having socle degree e and codimension r, 2 ≤ r ≤ 4. Let h = (1, r, ..., b, r, 2) be the h-vector given by the Inverse System module M associated to A. Hence there is a form F ∈ M of degree e having r linearly independent first derivatives. Clearly, by Corollary 2.2, h is equal to the Gorenstein h-vector of < F > plus (0, 0, ..., 0, 1). Now, let us assume for the moment that b ≤ r 2 +1 (this fact will be shown in Theorem 3.5, i)). If r = 2, then we are done: in fact, by Macaulay's Theorem 1.2, we cannot have b < 2, so b = 2, whence it clearly follows that h = (1, 2, 2, ..., 2, 2, 2) = (1, 1, 1, ..., 1, 1, 1) + (0, 1, 1, ..., 1, 1, 1).
Let r = 3; thus b ≤ 4. Hence, the h-vector of the Gorenstein quotient of A corresponding to < F >, by Proposition 2.7, is equal to h ′ = (1, 3, 3, ..., 3, 3, 1) or h ′′ =
(1, 3, 4, ..., 4, 3, 1), where the first difference of the first half of h ′′ has the form (1, 2, 1, 1, ..., 1, 0, ..., 0). This clearly implies that the h-vector given by < F > is the sum of a Gorenstein h-vector of codimension 2 and (0, 1, 1, ..., 1, 0), and the result easily follows.
Let r = 4. We have b ≤ 7. As in the case r = 3, it will be enough to show that a Gorenstein h-vector of the form h ′ = (1, 4, b, ..., 4, 1), with b ≤ 7, is the sum of a Gorenstein h-vector of codimension 3 and (0, 1, 1, ..., 1, 0). By Proposition 2.8, the first difference of
on, is clearly equal to the first difference of the first half of h ′ − (0, 1, 1, ..., 1, 0), that is to ii). Theorem 2.9 shows, in particular, that, for r ≤ 4, level h-vectors of the form (1, r, ..., r, 2) are unimodal with their first half being differentiable, providing a positive answer, for these h-vectors, to a question of Geramita et al. ([GHMS] , Question 4.4).
3 Upper-bounds for the entries of a level h-vector of type 2
In this section we investigate the intervals in which the entries of a level h-vector of type 2 may range. The main result is (under certain conditions) an (entry by entry) sharp upper-bound for the level h-vectors of type 2, given the next to last entry. 
where, for j = 1, ..., d,
if F is the sum of the d-th powers of m generic linear forms (the Gorenstein h-vector
given by Lemma 3.1), then the level algebra associated to
where, for i = 1, ..., d,
Proof. See [Ia2] , Theorem 4.8 A, where this result appears under more general hypotheses. ⊓ ⊔ Let us consider the next to last entry a of a level h-vector h of type 2 and codimension r. Using Iarrobino's Theorem 2.5, we are able to supply a sharp lower-bound (a = r) for r ≤ 7. In a certain sense, this result cannot be improved: in fact, Brian
Coolen, a doctoral student of Professor A.V. Geramita (personal communication), has produced some examples that show that, for r > 7, a = r is no longer a lower-bound. It would be interesting to determine a sharp lower-bound for a for any codimension r.
Theorem 3.3. Let h = (1, r, ..., a, 2) be a level h-vector of type 2. Then: i). a ≤ 2r, and a may assume any integral value in the range [r, 2r] .
ii). If r ≤ 7, then a ≥ r.
Proof. i). Let M =< F, G > be the Inverse System module associated to a level algebra A having h-vector h, where deg(F ) = deg(G) = e. Obviously, a ≤ 2r, since F and G can have at most r first derivatives each.
In order to obtain any integral value of a in [r, 2r], write a = d 1 +d 2 , with 1
By Lemmata 3.2 and 3.1, it clearly suffices to choose G as the sum of powers of d 1 generic linear forms and F as the sum of powers of d 2 generic linear forms.
ii). We will make use of Iarrobino's Theorem 2.5 with u = 1. Here h 1 = r and h e−1 = a. Suppose a < r. Let us first show that the codimension h ′ 1 of any Gorenstein quotient B of A of socle degree e must satisfy the inequality h 
It is easy to check that, if a satisfies (1), then also a − 1 does. Therefore, in order to
show that a cannot be less than r, it is enough to show that (1) holds for a = r − 1. But, for a = r − 1, (1) becomes
⌉ ≤ 2, which is true if (and only if) r ≤ 7. Hence, for r ≤ 7, we have a ≥ r, as we wanted to show. ⊓ ⊔
The following lemma is a combinatorial result that we will need in the next two theorems in order to determine an upper-bound for the entries of our level h-vectors of type 2.
Lemma 3.4. Let r, i and a be integers such that i ≥ 1 and 2 ≤ r ≤ a ≤ 2r.
Then:
Proof. Notice that
, for r 1 and r 2 as in the hypotheses, takes on the value of the statement when the absolute value of r 1 − r 2 is as large as possible. So, it remains to show that the maximal value of the sum above occurs when the absolute value of r 1 − r 2 is as large as possible.
Now, since r 1 − r 2 = (r 1 − 1 + i) − (r 2 − 1 + i) and r 1 + r 2 is always fixed to equal a, it suffices to show that, for r 1 ≥ r 2 ≥ 2,
By the standard Pascal triangle inequality, (2) becomes
which is true if and only if r 2 − 2 + i ≤ r 1 − 1 + i, and this is the case since we are assuming + 1, as we wanted to show.
Therefore, from now on, let us suppose that all the forms of degree e in M have r linearly independent first derivatives. Since a = r, the first derivatives of G are generated by those of F , and therefore, for i = 1, ..., r, we can write
where, for convenience, we write F y i for the partial derivative of the form F with respect to y i .
Notice that the matrix C = (c i,j ) i,j=1,...,r is invertible, since there is no dependence relation among the first derivatives of G, i.e. det C = 0.
Suppose, for the moment, that C is not diagonal. Then, without loss of generality, assume that the first row is different from (c 1,1 , 0, ..., 0), i.e. c 1,t = 0 for some 2 ≤ t ≤ r.
It is easy to see that these r − 1 equations (4) are independent (as linear relations among the second derivatives of F ), since, for any 2 ≤ j ≤ r, the term F yt,y j , whose coefficient is c 1,t = 0, is only in one of the equations (4), namely the one for which i = j. The next result is generalization of Theorem 3.5: given the last two entries (a, 2), r ≤ a ≤ 2r, of a level h-vector h of type 2 and codimension r, we provide a sharp upperbound for all of h (we need to assume that r ≤ 5 if a = r).
Theorem 3.8. Let h = (1, r, ..., h e−i , ..., a, 2) be a level h-vector of socle degree e, where we fix the index i, 2 ≤ i ≤ e − 2. Then: ii). Let r ≥ 2. If r < a ≤ 2r, then Suppose that there exists no Gorenstein quotient of A of codimension r. Hence there exists a form F ∈ M of degree e giving a Gorenstein h-vector of codimension r − 1.
Moreover, there exists a level
h e−i ≤ min{ r − 1 + i i + a − r − 1 + i i , r − 1 + e − i e − i }.
Moreover, there exists a level h-vector
Therefore, the h-vector of < F > starts with (1, r − 1, ...), and thus its entry of degree i, . By Corollary 2.2 and the fact that h i = h e−i , the upper-bound for h e−i easily follows.
Suppose now that there exists a form F ∈ M of degree e having r linearly independent first derivatives. Since, by Theorem 3.5, i), the Gorenstein h-vector given by F starts with (1, r, b, ...), where b ≤ r 2 + 1, by Macaulay's theorem we easily have that
The desired upper-bound for h e−i immediately follows from the equality h e−i = h i .
In order to show that there exists a level h-vector of the form (1, r, ..., h e−i , ..., r, 2)
for any integer h e−i ∈ [r, min{ This concludes the proof of the theorem. ⊓ ⊔ Definition-Remark 3.9. Consider the set of all the algebras with given codimension r and socle-vector s whose h-vector has an additional fixed entry, say h i , with 1 < i < e.
We define the algebras from this set having the (entry by entry) maximal h-vector, if this exists, as quasi-compressed (with respect to the data (r, s, h i )).
Therefore, Theorem 3.8 studies quasi-compressed algebras for level socle-vectors of type 2, codimension r, and for which the next to last entry h e−1 = a of the h-vector is fixed.
It would be interesting to continue and develop the study of quasi-compressed algebras that we have just begun, especially determining under which conditions they cannot exist.
Example 3.10. In this example, we exhibit the maximum for the h-vectors h =
(1, 5, h 2 , h 3 , h 4 , h 5 , h 6 , 5, 2) of level algebras having codimension r = 5, type 2, socle degree e = 8, and the next to last entry a of the h-vector equal to 5.
By Theorem 3.8, the maximum for these h-vectors is , 5, 11, 21, 36, 21, 11, 5, 2) .
In order to construct a quasi-compressed level algebra with h-vector H, choose F, G ∈ S = k[y 1 , ..., y 5 ] such that G involves only y 1 , ..., y 4 and is the sum of the 8-th powers of (at least) 35 generic linear forms, and F = y 8 5 . Then, by Lemma 3.1, the R-submodule M =< F, G > of S gives the h-vector H above.
Example 3.11. We now exhibit the maximum for the h-vectors h = (1, 3, h 2 , h 3 , h 4 , h 5 , a, 2) of level algebras having codimension r = 3, type 2, socle degree e = 7, and for which the next to last entry of the h-vector is a (notice that, by Theorem 3.3, we have 3 ≤ a ≤ 6).
Let a = 3. By Theorem 3.8, the maximum for the level h-vectors above is H = (1, 3, 4, 5, 5, 4, 3, 2).
To construct a quasi-compressed level algebra with h-vector H, choose F, G ∈ S = k[y 1 , y 2 , y 3 ] such that G is only in variables y 1 , y 2 and is the sum of the 7-th powers of (at least) 4 generic linear forms, and F = y Let a = 4. By Theorem 3.8, the maximum for the level h-vectors above is H = (1, 3, 6, 10, 11, 7, 4, 2) .
To construct a quasi-compressed level algebra with h-vector H, choose F, G ∈ S such that G = y 7 1 and F is in all of the three variables and is the sum of powers of (at least) 10 generic linear forms.
Let a = 5. By Theorem 3.8, the maximum for the level h-vectors above is H = (1, 3, 6, 10, 14, 9, 5, 2).
To construct a quasi-compressed level algebra with h-vector H, choose F, G ∈ S such that G is only in variables y 1 , y 2 and is the sum of powers of (at least) 4 generic linear forms, and F is in all of the three variables and is the sum of powers of (at least) 10 generic linear forms.
Let a = 6. By Theorem 3.8, the maximum for the level h-vectors above is H = (1, 3, 6, 10, 15, 12, 6, 2).
To construct a quasi-compressed level algebra with h-vector H, choose F, G ∈ S such that both F and G are in all of the three variables and are the sum of powers of (at least) 8 generic linear forms each. In this case, since a = 6 is the maximum possible value for the next to last entry a of our level h-vectors, the level algebras having h-vector H are actually compressed (see [Ia2] , [F L], [Za] and [Za2] ).
4 The MFR's associated to a class of level h-vectors of codimension 3
In Theorem 2.9 we have characterized the level h-vectors of the form h = (1, 3, ..., 3, 2):
h is level if and only if h can be written as the sum of a Gorenstein h-vector of codimension associated to each of the h-vectors above.
In order to do this, let us recall some basic facts. As above, let R = k[x 1 , ..., x r ] and let I be a homogeneous ideal of R having no non-zero forms of degree 1. The minimal free resolution (MFR) of a standard graded algebra A = R/I having depth 0 (i.e. all the homogeneous polynomials of R are zero-divisors modulo I) is an exact sequence of R-modules of the form:
where, for i = 1, ..., r,
and all the homomorphisms have degree 0.
The β i,j 's are called the graded Betti numbers of A.
Then β 1,j is the number of generators of I in degree j. It is well-known that 
It follows from (5) and the observations above that, if r = 3, determining the MFR of an artinian algebra A = R/I with a given h-vector and socle-vector is equivalent to determining the degrees of the generators of I, i.e. only the first module of the MFR of A.
Now fix the codimension r = 3 and the socle-vector (0, 0, ..., 0, s e = 1), and let T be a possible Gorenstein h-vector for this pair (3, (0, 0, ..., 0, 1)) (see Proposition 2.7 for Stanley's characterization). Let
be the MFR of a Gorenstein artinian algebra having data (3, (0, 0, ..., 0, 1)) as above and h-vector T . Then we can write
For i = 1, ..., n, put r i = p i − q i . Furthermore, let k be the least degree in which T is not generic (i.e. h k < 2+k k ), and let ∆ 3 T = (1, d 1 , ..., d e+3 ) be the third difference of T .
Finally, put µ = 2⌈
It is easy to see from (5) that, for each i < e + 3 such that d i < 0, any Gorenstein algebra having h-vector T must have at least −d i generators in degree i.
We are now ready to state the theorem of Diesel that characterizes the possible MFR's associated to the Gorenstein h-vectors of codimension 3. 
.., n, n is odd, µ ≤ n ≤ 2k + 1, r 1 > 0, and r i + r n−i+2 > 0 for i = 2, ..., Proof. See [Di] . See also [GP S]. ⊓ ⊔ We will also need Gotzmann's Persistence Theorem (Theorem 4.2 below). Recall that a vector space V ⊂ R d of forms of degree d is called Gotzmann if R 1 V has the minimal possible dimension as a k-vector space given the dimension of V , i.e. if
Proof. See [Go] , Satz 1 (where this result is shown in a more general context). ⊓ ⊔
The following lemma (which is a result of M. Roth, personal communication) determines the level algebras of type 2, codimension 3 and socle degree e having no Gorenstein quotient of codimension 3 and socle degree e. We omit its proof. In particular, h = (1, 3, 3, ..., 3, 3, 2) . Now we are ready for the main result of this section, that is the characterization of the MFR's associated to the level h-vectors of the form h = (1, 3, ..., 3, 2) (we determined these h-vectors in Theorem 2.9). As we mentioned above, it is enough to determine the first module, F 1 , of these MFR's F.
Theorem 4.4. Let h = (1, 3, ..., 3, 2) be a level h-vector of socle-degree e, and let j = h ⌊e/2⌋ . If j > 3, then there is exactly one minimal free resolution F associated to h. 3 (i.e. if h = (1, 3, 3, ..., 3, 3, 2) ), then there are exactly two minimal free resolutions F associated to h. They have (1, 3, 3, ..., 3, 3, 2) . Notice that the annihilator of an Inverse System module generated by monomials is a monomial ideal, whose monomials in each degree are those of R except for the monomials that (written in the y i 's) belong to the module. From this observation, it is easy to see that the annihilator of M above is I =< x 2 1 , x 1 x 2 , x 2 2 , x e 3 >. This implies that the first module of the MFR of R/I is that of the statement of the theorem for j = 3 and γ = 0.
It has
Thus, from now on, we may suppose that A has a Gorenstein quotient of socle degree e and codimension 3; in other words, without loss of generality, we may suppose that the form F has 3 linearly independent first derivatives. Hence, if J ⊂ R is the Gorenstein ideal that annihilates < F >, we have that I i = J i for every i ≤ e − 1, and J has exactly one generator more than I in degree e. In particular, J must have at least one generator in degree e.
By Theorem 2.9, the level h-vectors of the form h = (1, 3, ..., 3, 2) are all and only those included in one of the following five cases:
Case 1). h = (1, 3, 4 , ..., Case 2). h = (1, 3, 4, ..., 
Case 3)
. h = (1, 3, 4, ..., t + 2, t + 2, ..., t + 2, ..., 4, 3, 2), where t + 2 ≥ 5 is the maximal entry and occurs at least three times (the first as h t ).
Case 4)
. h = (1, 3, 4, ..., 3, 2), where the maximal entry is 4.
Case 5)
. h = (1, 3, ..., 3, 2), where the maximal entry is 3.
Let us consider Case 1). The Gorenstein h-vector given by < F > is clearly h ′ =
(1, 3, 4, ..., e+4 2 , ..., 4, 3, 1). We have
where the second "-2" occurs in degree , e. Therefore the first module of the MFR of R/J is
Since I and J coincide in degrees less than e, we easily have that the first module of the MFR of R/I must have the form
for some non-negative integer α.
Proof of claim. We first show that α ≥ 1. From (5), it is easy to see that, in the MFR of R/I, β 2,e+1 − β 1,e+1 = −3 · 2 + 3 · 3 − 1 · 4 = −1, whence β 1,e+1 = α ≥ 1.
Let us now prove that α ≤ 2. Consider the Hilbert series H ′′ of the algebra A ′′ obtained from A by getting rid of its α generators of degree e + 1. We have h ′′ e = 2 and h ′′ e+1 = α, whence α ≤ 2, in order to satisfy the growth condition of Macaulay's theorem. This proves the claim.
We will see later that α = 2 can never occur. This clearly completes the proof of this case, since here j = e+4 2 .
Case 2. The Gorenstein h-vector given by < F > is h ′ = (1, 3, 4, ..., , since increasing by 1 any other graded Betti number
, would also require us to increase the Betti number β 1,e+3−j by 1.
Hence the first module of the MFR of R/J is
Therefore the first module of the MFR of R/I must have the form
for some integer α. The same argument as above shows that 1 ≤ α ≤ 2, and we will see later that α = 2. This completes the proof of this case, since j = where the first "-1" appears in degree t + 1 and the second in degree e − t + 1. Thus, the number of generators of J is again 5, and the only possible MFR for R/J has the first module equal to
Therefore the first module of the MFR of R/I has the form
for some integer α. As above, 1 ≤ α ≤ 2, and we will show later that α = 2. This completes the proof of this case, since here j = t + 2.
Case 4. Let us consider first the case e ≥ 6. Then the Gorenstein h-vector given by , 3, 4, 4, ..., 4, 3, 1) . We have
From this formula for ∆ 3 h ′ , we deduce that J might have either 3 or 5 generators (of which at least 2 in degree 2 and 1 in degree e − 1), but, as we observed above, J must also have a generator in degree e. Hence the number of generators of J can only be 5.
We need to find the last generator. Suppose it is in degree e + 3 − i. Then the Gorenstein MFR has its first module equal to
and the second module equal to
where i ≥ 4. In fact, if i = 3, the inequality r 3 + r 4 > 0 of Diesel's theorem is: 4 − (e − 1) + 3 − e > 0, i.e. e < 4, which is impossible. Hence i ≥ 4.
Therefore r 3 + r 4 > 0 is: i − (e + 3 − i) + 4 − (e − 1) > 0, i.e. i > e − 1. Since i < e + 1 (J has exactly 2 generators in degree 2), we have i = e. Thus the last generator of J is in degree 3.
Hence the MFR of R/J has the first module equal to R 2 (−2) R(−3) R(−(e − 1)) R(−e).
Therefore the first module of the MFR of R/I has the form F 1 = R 2 (−2) R(−3) R(−(e − 1)) R α (−(e + 1)), for some integer α. As above, 1 ≤ α ≤ 2, and we will show later that α = 2.
Now let e = 4. Thus h ′ = (1, 3, 4, 3, 1), and we have ∆ 3 h ′ = (1, 0, −2, −1, 1, 2, 0, −1).
The argument we gave above for e ≥ 6 also holds for e = 4, and therefore we are done.
Finally, let e = 5. Hence h ′ = (1, 3, 4, 4, 3, 1), and we have ∆ 3 h ′ = (1, 0, −2, 0, 0, 0, 2, 0, −1).
The same reasoning as above, since J must have at least one generator in degree 5,
shows that J has exactly 5 generators. The formula for ∆ 3 h ′ only indicates that J has 2 generators in degree 2. Hence we have to find the last two generators. Suppose they are in degrees l and m, with 3 ≤ l ≤ m ≤ 5. Writing down the MFR for R/J, we immediately see that the inequality r 3 + r 4 > 0 of Diesel's theorem is: (8 − l − l) + (8 − m − m) > 0.
Hence, we can only have l = 3 and m = 4, or l = m = 3.
However, if l = m = 3, it is easy to see that equation (5) is not satisfied, and therefore the only possible choice for the degrees of the last two generators of J is l = 3 and m = 4.
This leads us to the same formulas for the MFR's of R/J and R/I that we gave above for e ≥ 6. Thus (up to showing, as usual, that α = 2), we have concluded the argument for e = 5.
This clearly completes the proof of Case 4, since j = 4.
Case 5. Consider first the case e ≥ 4. The Gorenstein h-vector given by < F > is h ′ = (1, 3, 3, ..., 3, 1). Therefore we have ∆ 3 h ′ = (1, 0, −3, 2, 0, ..., 0, −2, 3, 0, −1).
Hence, by Diesel's theorem, J has 5 generators and the first module of the MFR of R/J is R 3 (−2) R 2 (−e).
Therefore the MFR of R/I has the first module equal to F 1 = R 3 (−2) R(−e) R γ (−(e + 1)), for some non-negative integer γ. The same argument we used above for α also shows that γ ≤ 2 (but cannot show that γ = 0). We will see next that γ = 0 and γ = 1 may both occur in the first module of the MFR of a level algebra having h-vector h = (1, 3, 3, ..., 3, 3, 2).
Instead, we will show that γ = 2.
Now let e = 3, i.e. h ′ = (1, 3, 3, 1). Thus ∆ 3 h ′ = (1, 0, −3, 0, 3, 0, −1).
Reasoning as in the proof of Case 4, since J must have at least one generator in degree e = 3, we have that J has exactly 5 generators. Of course three of these generators must be in degree 2 and two in degree 3. The rest of the argument does not differ from that for e ≥ 4 and will be omitted.
This clearly concludes the proof of Case 5 and that of the theorem, up to showing the next two lemmata:
Lemma 4.5. γ = 0 and γ = 1 may both occur.
Lemma 4.6. γ = 2 and α = 2.
Proof of Lemma 4.5. The fact that γ = 0 may occur has been shown at the beginning of the proof of Theorem 4.4, when we considered the case of a level algebra A having no Gorenstein quotients of socle degree e and codimension 3.
Let us now show that γ = 1 may also occur. Consider the Inverse System module M =< y e−1 1 y 2 , y e 3 >⊂ S. Then the algebra R/I, where I is the annihilator of M, has h-vector (1,3,3,...,3,3,2) . Moreover, by the considerations we made earlier about the annihilator of a module generated by monomials, we can easily deduce that I =< >. Therefore the first module of the MFR of R/I has the Betti number γ = 1. This completes the proof of the lemma. ⊓ ⊔ Proof of Lemma 4.6. We want to show, with the notation above, that α = 2 may never occur (the proof of γ = 2 requires no modifications). Suppose that α = 2 occurs for some level algebra A. Consider the algebra A ′′ obtained from A by getting rid of the 2 generators of A of degree e + 1. Then the coefficients of the Hilbert series of A ′′ are 1, 3, ..., 3, 2, 2, ..., where "2" is repeated from degree e on. In fact, A and A ′′ coincide up to degree e, and afterwards A ′′ has no more generators. Thus, since 2 <i> = 2 for every i ≥ e, by Gotzmann's Persistence Theorem 4.2 all the entries from degree e on must be equal to 2.
Standard considerations show that the algebra A ′′ has dimension 1 and depth 0. Hence, as we observed at the beginning of this section, the last module of the MFR of A ′′ represents its socle.
