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Abstract
Our previously-developed calculational method (the partial wave cutoff method) is employed
to evaluate explicitly scalar one-loop effective actions in a class of radially symmetric background
gauge fields. Our method proves to be particularly effective when it is used in conjunction with a
systematic WKB series for the large partial wave contribution to the effective action. By comparing
these numerically exact calculations against the predictions based on the large mass expansion and
derivative expansion, we discuss the validity ranges of the latter approximation methods.
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I. INTRODUCTION
In field theoretic investigations one is often confronted by the rather formidable task to
evaluate the one-loop effective action in some nontrivial background field. Until recently, it
has not been possible in four spacetime dimensions to evaluate explicitly this renormalized
quantity (including its full finite part), unless some very special background is chosen or a
priori arbitrary parameters (e.g., mass values) are set to zero. In our recent publications [1, 2]
we made some headway to this old problem by developing an efficient calculational method
– a combination of analytic and numerical schemes – for the exact computation of fully
renormalized one-loop effective actions in radially symmetric backgrounds. For example,
this method was first applied to the accurate determination of QCD single-instanton deter-
minants for arbitrary quark mass values [1], producing a result that interpolates smoothly
between the known analytical massless and heavy quark limits. In Ref.[2] we generalized the
calculational procedure to calculate the one-loop effective action in any radially symmetric
background, not just an instanton. In the present paper, which is a sequel to Ref.[2], we
present some explicit examples and results (including the numerical contributions) to estab-
lish the efficiency and generality of our method. We also examine the validity of often-used
approximation methods, such as the large mass expansion and the derivative expansion,
compared to numerically exact calculations.
In Ref.[2] we derived some relevant formulas needed in the calculation of the scalar one-
loop effective action (in Euclidean spacetime), assuming SU(2) background gauge fields of
the form
(Case 1): Aµ(x) = 2ηµνaxνf(r)
τa
2
, (1.1)
(Case 2): Aµ(x) = 2(ηµνiuˆi)xνg(r)
τ 3
2
, (1.2)
where µ, ν = 1, 2, 3, 4, r ≡
√
|x| = √xµxµ, ηµνa (or ηµνi) are the ’t Hooft symbols [3], and uˆi
a unit 3-vector. Case 1 is inherently non-Abelian, while Case 2 has a fixed color direction
and so is quasi-Abelian. These backgrounds are characterized by the radial profile functions
f(r) and g(r), respectively. In each case the spectral problem separates into partial waves
due to the spherical symmetry.
Our method has been deliberately developed so that it can accommodate numerical input
for f(r) and g(r), since this situation often arises in quantum field theory applications. But,
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to illustrate the method more clearly, we choose here specific Ansa¨tze for the radial profile
functions. In Case 1, of ‘non-Abelian type’ (1.1), we choose the radial function f(r) of the
form
f(r) =
1
r2
H(r) , H(r) =
(r/ρ)2α
1 + (r/ρ)2α
, (1.3)
with free parameters ρ and α (under the regularity restriction |α| ≥ 1). [The BPST instanton
solution [4] corresponds to the choice α = 1]. In Case 2, of the quasi-Abelian type (1.2), we
choose the radial function g(r) of the form
g(r) = B
{
1− tanh
[
β(
√
B r − ξ0)
]}
, (1.4)
with three free parameters β, ξ0 and B (all taken to be positive). In the limit β → 0,
(1.2) then approaches the case of uniform field strength B. For finite β, (1.2) represents a
spherical bubble type potential with radius ξ0√
B
and wall thickness ∼ 1
β
√
B
.
In this paper we calculate the renormalized scalar one-loop effective action (including its
full finite part) in the gauge field background pertaining to the above two types. The effective
action is computed for arbitrary choices of the parameters characterizing the shape of the
background field, not relying on the background field being slowly or rapidly varying, or on
the particle mass being large or small relative to the scales set by the background field. In
performing this analysis, we have found that significantly greater calculational efficiency and
precision can be attained by making a systematic use of higher-order quantum mechanical
WKB-type approximations [5] for the large partial-wave contributions to the effective action.
This permits the extension of the high partial wave radial-WKB approximation to lower and
lower partial waves, and results in dramatic numerical improvements. Finally, we compare
our results to the predictions based on the large mass expansion and the derivative expansion.
To our knowledge, this kind of genuinely unambiguous comparison in four-dimensional gauge
theory has not been made before.
This paper is organized as follows. In Sec. II we give a short outline of our numerically
exact calculational scheme and also collect, for later use in the paper, relevant formulas from
the large mass expansion and derivative expansion for the scalar one-loop effective action.
Our detailed study on the one-loop effective action with non-Abelian-type backgrounds (1.1)
is then presented in Sec. III. This is followed in Sec. IV by the corresponding study with
quasi-Abelian backgrounds (1.2); in this case, the one-loop effective action is essentially that
of scalar QED. In Sec. V we conclude with some related discussions and comments.
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II. BRIEF SUMMARY OF OUR CALCULATIONAL SCHEME AND OTHER AP-
PROXIMATION METHODS
The calculational method developed in Refs. [1, 2] can be summarized and streamlined as
follows. For scalar fields in radially symmetric non-Abelian background gauge fields Aµ(x),
it is possible to express the corresponding (Euclidean) one-loop effective action as a sum
of individual partial-wave contributions, i.e.,
∑∞
J=0 ΓJ(A;m), with the J-partial-wave term
[including the appropriate degeneracy factor] given by radial functional determinants
ΓJ(A;m) = ln
(
det(−D˜2J +m2)
det(−∂˜2J +m2)
)
(2.1)
or, equivalently, by the proper time representation
ΓJ(A;m) = −
∫ ∞
0
ds
s
e−m
2s
∫ ∞
0
dr tr
{
∆˜J (r, r; s)− ∆˜freeJ (r, r; s)
}
. (2.2)
Here, m is the scalar mass, −D˜2J (−∂˜2J ) denotes the quadratic radial differential operator
relevant to the J-partial-wave in the given background (or with Aµ(x) set to zero), and
∆˜J(r, r; s), ∆˜
free
J (r, r; s) represent the coincidence limits of the related proper-time Green
functions specified by the radial ‘heat’ equations:
[
∂s − D˜2J (r)
]
∆˜J(r, r
′; s) = 0, (s > 0) (2.3)
s→ 0+ : ∆˜J (r, r′; s) −→ δ(r − r′).
(The tildes over differential operators and Green’s functions imply that we are here consid-
ering reduced operators/functions after taking out various radial measure factors [2]). While
the quantities ΓJ are finite individually, the partial wave series
∑∞
J=0 ΓJ diverges and should
be renormalized. We thus introduce the intermediate partial wave cutoff JL (a large, but
finite value of J) and express the fully renormalized effective action by two separate terms
Γren(A;m) = ΓJ≤JL(A;m) + ΓJ>JL(A;m), (2.4)
where
ΓJ≤JL(A;m) ≡
JL∑
J=0
ΓJ(A;m) =
JL∑
J=0
ln
(
det(−D˜2J +m2)
det(−∂˜2J +m2)
)
, (2.5)
ΓJ>JL(A;m) = limΛ→∞

− ∫ ∞
0
ds
s
(
e−m
2s − e−Λ2s
) ∑
J>JL
FJ(s)
− 1
12
1
(4π)2
ln
(
Λ2
µ2
)∫
d4x tr (FµνFµν)
]
(2.6)
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with
FJ(s) =
∫ ∞
0
dr tr
(
∆˜J(r, r; s)− ∆˜freeJ (r, r; s)
)
. (2.7)
Notice that the renormalization counter-term is incorporated in the second term
ΓJ>JL(A;m); µ is the normalization mass, and Fµν ≡ i[Dµ, Dν] (with Dµ ≡ ∂µ − iAµ)
denotes the background Yang-Mills field strengths. The first term, ΓJ≤JL, may be evalu-
ated numerically using the Gel’fand Yaglom method [6, 7, 8] for one-dimensional functional
determinants. As for the second term ΓJ>JL, analytically developed expressions valid for
large enough JL were used in Refs. [1, 2]; for this, we made essential use of the quantum
mechanical radial WKB expansion and the Euler-Maclaurin summation formula. A crucial
observation is that even though the partial-wave sum in (2.5) is quadratically divergent as
we let JL → ∞, this divergence is exactly cancelled by a similar term originating from the
second term ΓJ>JL in (2.6) in the large JL-limit. Thus, for the sum of the two terms, we
secure a finite result in the large JL-limit – this is the essence of our numerically accu-
rate scheme for the determination of the renormalized effective action. The “low” partial
wave contribution is computed numerically, and the “high” partial wave contribution is com-
puted analytically in the large JL limit using radial WKB. The ultraviolet cutoff dependence
appears in the analytic high partial wave computation, and this allows standard renormal-
ization techniques to be used, leading to the finite renormalized effective action. For details
on our renormalization prescription (and on how to go from ours to other prescriptions), see
Refs. [1, 2, 9].
Clearly, numerical efficiency of our calculational scheme hinges on how quickly the JL →
∞ limit is attained; that is, on how much we can lower our partial wave cutoff JL to
secure a reliable large-JL limit value for the above sum of the two terms. (Note that if
we were able to calculate both parts, i.e., ΓJ≤JL and ΓJ>JL exactly, their sum would be
independent of the choice of the cutoff value JL. An interesting example of this situation is
the effective action for massless quarks in a single BPST instanton background, where our
technique reproduces exactly and analytically [1] ’t Hooft’s result [3] Γ˜(m = 0) ≡ α
(
1
2
)
=
−17
72
− 1
6
ln 2 + 1
6
− 2ζ ′(−1) ≈ 0.145873....). In [1], we chose the cutoff value JL to be rather
large (of the order of 50), and used the Richardson extrapolation method [10] to reduce
the numerical round-off error. There, it was sufficient to use the expression for ΓJ>JL with
O( 1
JL
) or smaller terms suppressed. But, in the present, more extensive, study, we have
found that the computation is greatly improved, both in computing time and precision,
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by including [analytically calculated] higher-order WKB terms in the expression for ΓJ>JL,
so that it becomes valid up to the O( 1
J4
L
) accuracy. These higher-order WKB terms can
be found straightforwardly from the 1
l
-expansion [2, 11] for the radial proper-time Green
function. With this procedure, we were able to ensure that the renormalized effective action
we calculate is independent of the (moderately large) JL-value with relative error of order
10−6, which is comparable to the final total error involved in our numerical computation
of (2.5). In the end, we obtain comparable precision with much lower values of JL, of the
order of 10 or 20. This improved precision is demonstrated in sections III and IV for the
backgrounds in (1.1) and (1.2).
We also give the results of some popular approximation schemes for the one-loop effective
action, which are supposed to capture accurate values in certain limits. First, we have
the large mass expansion [9, 12] of the scalar one-loop effective action which is obtained
most easily with the help of the Schwinger-DeWitt proper-time expansion (or heat kernel
expansion). Here, from the renormalized effective action, it is convenient to separate µ-
dependent pieces (and use dimensional considerations) to write
(Case 1): Γren(A;m) =
1
6
ln (µρ)
∫ d4x
(4π)2
trF 2µν + Γ˜(mρ) (2.8)
(Case 2): Γren(A;m) =
1
6
ln
(
µ√
B
)∫ d4x
(4π)2
trF 2µν + Γ˜
(
m√
B
)
(2.9)
where dimensionless constants are not indicated in an explicit manner. The quantity Γ˜(mρ)
or Γ˜( m√
B
), which is independent of µ, can be expressed for large enough m by an asymptotic
series of the following form
Γ˜(mρ) = −1
6
ln(mρ)
∫
d4x
(4π)2
trF 2µν +
∞∑
n=3
(n− 3)!
(m2)n−2
∫
d4x
(4π)2
tr an(x,x), (2.10)
Γ˜
(
m√
B
)
= −1
6
ln
(
m√
B
)∫
d4x
(4π)2
trF 2µν +
∞∑
n=3
(n− 3)!
(m2)n−2
∫
d4x
(4π)2
tr an(x,x). (2.11)
Here an(x,x), n = 3, 4, 5, · · · denote appropriate coefficient functions in the Schwinger-
DeWitt expansion: explicitly, for the traces of the a3- and a4-terms, we have [9, 12]
tr a3(x,x) = −1
6
tr
[
i
2
15
FκλFλµFµκ − 1
20
(DκFλµ)(DκFλµ)
]
, (2.12)
tr a4(x,x) =
1
24
tr
[
− 1
21
FκλFλµFµνFνκ +
11
420
FκλFµνFλκFνµ +
2
35
FκλFλκFµνFνµ
+
4
35
FκλFλµFκνFνµ + i
6
35
Fκλ(DµFλν)(DµFνκ) + i
8
105
Fκλ(DλFµν)(DκFνµ)
+
1
70
(DκDλFµν)(DλDκFνµ)
]
, (2.13)
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where DλFµν ≡ [Dλ, Fµν ] andDκDλFµν ≡ [Dκ, [Dλ, Fµν ]], etc. Note that in these expressions
for a3(x,x) and a4(x,x), we have not assumed that Aµ(x) satisfies the classical equations of
motion. We also comment that while this large mass expansion is rather simple to use, it is
in fact an asymptotic expansion, and so its regime of useful applicability is restricted to the
mass being large relative to 1
ρ
or
√
B, respectively. See Sec. III and Sec. IV for comparisons
of the large mass expansions (2.10) and (2.11) with our exact numerical answers.
There is another well-known approximation method to the one-loop effective action, the
derivative expansion. The leading order of the derivative expansion corresponds to using
the Euler-Heisenberg constant field result [13, 14, 15], but substituting the inhomogeneous
fields for the homogeneous ones used to compute the Euler-Heisenberg effective action. This
approximation is very simple to implement, and is expected to be a good approximation
when the spacetime variation in the background gauge field strengths is sufficiently ‘slow’
so that we may regard their derivatives as small terms in the effective action. Subleading
derivative expansion contributions can also be computed, but we will not consider them
here. A systematic study of the validity range of this method is still lacking (although the
Borel summability properties of the derivative expansion have been analyzed in a nontrivial
soluble inhomogeneous QED example in [16]). We remark here that if the background gauge
fields are genuinely non-Abelian (as in our Case 1), the convergence character of the related
expansion – the so-called covariant derivative expansion [17, 18, 19, 20] – is less certain. In
this paper we restrict ourselves to applying the derivative expansion with our quasi-Abelian
backgrounds (1.2) only. In that case, the leading term in the derivative expansion is given
by the Euler-Heisenberg formula [13, 14, 15]
Γ˜DE(
m√
B
) = −
∫
dr
r3
4
∫ ∞
0
ds
s3
e−m
2s
(
E1s
sinh(E1s)
E2s
sinh(E2s)
− 1 + s
2
6
(E21 + E
2
2)
)
− 1
6
ln
(
m√
B
)∫ d4x
(4π)2
trF 2µν , (2.14)
where ±iE1 and ±iE2 denote four eigenvalues of the 4× 4 matrix F = (Fµν), with
E1 =
1
2
√
F −
√
F2 − G2, E2 = 1
2
√
F +
√
F2 − G2, (2.15)
where
F = 1
2
trFµνFµν , G = 1
4
trǫµνλκFµνFλκ. (2.16)
Consult Sec. IV to see how the predictions based on this method fare against the accurate
numerical calculations.
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III. NON-ABELIAN BACKGROUNDS
A. Properties of the Background Fields
We consider here a family of radial background fields described by (1.1) and (1.3), which
resemble the single instanton configuration. The parameter α is chosen to be in the range
|α| ≥ 1, so that Aµ(x) is well-behaved at the origin r = 0. When α takes a negative value
it is convenient to cast the function H(r) in the form
H(r) =
1
1 + (r/ρ)2|α|
. (3.1)
Note that while our configuration with α = 1 is simply the single instanton solution in the
regular gauge [1], by choosing α = −1 the single anti-instanton solution in the singular
gauge is also obtained. In Fig. 1, we have plotted the shape of the background function
H(r) for several values of α’s.
For the gauge field (1.1), the corresponding field strength tensor Fµν is
Fµν =
τa
2
(
4ηµνa
H(H − 1)
r2
+ 2(xµηνλa − xνηµλa)xλ
r4
[2H(H − 1) + rH ′]
)
, (3.2)
where H ′ ≡ d
dr
H(r). Alternatively, inserting the expression (1.3) for H(r), we find
Fµν =
τa
2
(
−ηµνa − (xµηνλa − xνηµλa)xλ
r2
(1− α)
)
4(rρ)2α
r2(ρ2α + r2α)2
. (3.3)
Note that the field strength tensor Fµν has a singularity at r = 0 when |α| < 1, and
the second part of (3.3), the part proportional to (xµηνλa − xνηµλa)xλ, vanishes if α = 1
(i.e. for the single instanton solution). For these instanton-like radial background fields the
corresponding classical action is readily evaluated:
1
2
∫
d4x trF 2µν = 12π
2
∫ ∞
0
dr
r
[r2(H ′)2 + 4H2(H − 1)2]
= 4π2
1 + α2
|α| (3.4)
Note that this result does not depend on the scale parameter ρ, and has a minimum value
when α = ±1, i.e., for the single instanton or single anti-instanton solution.
For the general vector potential considered here, the topological winding number is
1
32π2
ǫµνλτ
∫
d4x trFµνFλτ = −
∫ ∞
0
dr
d
dr
(2H3 − 3H2) = ±1. (3.5)
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FIG. 1: Plots of the radial profile function H(r) appearing in the non-Abelian gauge field (1.1),
as a function of r/ρ. We have drawn the cases with α = 1, 2, 3, 5 in (a), and the cases with
α = −1,−2,−3,−5 in (b). Note that H(r) behaves like a step function if |α| becomes very large,
with the step localized at r = ρ.
This means that all the configurations corresponding to positive values of α belong to
the class of winding number 1, and those corresponding to negative values of α to the
class of winding number −1. Further, notice that self-dual configurations occur when
1
2
∫
d4x trF 2µν =
1
2
∫
d4x trFµνF˜µν , which means α
2 = 1, corresponding to the BPST instanton
9
or anti-instanton for which α = ±1.
B. Large Mass Expansion
Before delving into the exact calculation of the one-loop effective action, we first present
the result of the large mass expansion. In our background fields we find for the traces
of leading coefficient functions a3(x,x) and a4(x,x) (see (2.12) and (2.13)), the following
explicit results:
∫
d4x tr a3 =
∫ ∞
0
dr
ρ2
r6α−3
15 (1 + r2α)6
[(
10− 13α2 − 33α4
)
+r2α
(
5 + 20α+ 22α2 + 28α3 + 21α4
)
+ (α→ −α)
]
, (3.6)∫
d4x tr a4 =
∫ ∞
0
dr
ρ4
r8α−5
210 (1 + r2α)8
[
4r4α(1 + α)2
(
28 + 112α+ 105α2 + 188α3 + 107α4
)
−8r2α
(
−91− 273α− 21α2 + 309α3 + 618α4 + 1164α5 + 694α6
)
+
1
2
(
1337− 5250α2 − 3399α4 + 11992α6
)
+ (α→ −α)
]
. (3.7)
Then, after performing the r-integration, the large-mass expansion for the one-loop effective
action is seen to take the form (we here give the result for the quantity Γ˜(mρ), introduced
in (2.8))
Γ˜LM(mρ) = −(1 + α
2)
12|α| ln(mρ) +
π(5− 10α2 + 11α4 − 6α8)
1800α6 sin(π/α)
1
(mρ)2
+ (α2 − 4)(α2 − 1)
×π (−140 + 35α
2 − 378α4 − 317α6 + 120α8)
88200α8 sin(2π/α)
1
(mρ)4
+ · · · . (3.8)
Note that, for |α| = 1 (or 2), taking the limit |α| → 1 (or |α| → 2) in the right hand side of
(3.8) should be understood. This large mass expansion result (3.8) will be compared with
the numerically determined effective action later.
We make a comment on the length scale parameter ρ here. The modified effective action
Γ˜(mρ) does not depend on the renormalization mass scale µ, and so is a function only of
the dimensionless combination mρ. We may then set the size parameter ρ = 1 during the
calculation, without loss of generality, and readily restore it in the final result.
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C. Numerically Accurate Calculation of the Lower Angular Momentum Part
We now turn to our accurate effective action calculation based on (2.4). First consider the
lower angular momentum part ΓJ≤JL, given in (2.5). Note that, in the present backgrounds,
the partial waves are specified by the quantum numbers J = (l, j, j3, l¯3), as described in
detail in Ref. [2]. We are working with isospin 1
2
, so j = l± 1
2
. Using the notation of [2], the
radial Hamiltonian, representing −D2 in the given partial wave sector, assumes the form
Hl,j ≡ −D2(l,j) = −
∂2
∂r2
− 3
r
∂
∂r
+ Vl,j (3.9)
with
Vl,j(r) =
4l(l + 1)
r2
+
[
j(j + 1)− l(l + 1)− 3
4
]
4H(r)
r2
+ 3
H2(r)
r2
, (3.10)
while in the absence of the background field
Hfreel ≡ −∂2l = −
∂2
∂r2
− 3
r
∂
∂r
+
4l(l + 1)
r2
. (3.11)
The radial Hamiltonian is independent of the quantum numbers j3 and l¯3; this introduces
the degeneracy factor (2j + 1)(2l + 1) in the partial wave sum below.
Having identified the relevant quantum numbers, the lower angular momentum part ΓJ≤JL
can be written as (here, L serves as our partial wave cutoff)
ΓJ≤JL(A;m) =
L∑
l=0
(2l + 1)
l+1/2∑
j=l−1/2
(2j + 1) ln
(
det(Hl,j +m2)
det(Hfreel +m2)
)
, (3.12)
The ratio of two determinants in (3.12) is determined, according to the Gel’fand-Yaglom
method [6, 7, 8], by the ratio of the asymptotic values of two wave functions as
det(Hl,j +m2)
det(Hfreel +m2)
= lim
R→∞
(
ψl,j(R)
ψfreel (R)
)
. (3.13)
Here ψl,j(r) and ψ
free
l (r) denote the solutions to the radial differential equations
(Hl,j +m2)ψl,j(r) = 0, (3.14)
(Hfreel +m2)ψfreel (r) = 0, (3.15)
which have the same small-r behaviors, i.e.,
r → 0 : ψl,j(r) ∼ rl, ψfreel (r) ∼ rl. (3.16)
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Note that the solution to (3.15), which is the modified Bessel function
ψfreel (r) =
I2l+1(mr)
r
, (3.17)
grows exponentially fast at large r, as do the numerical solutions to (3.14) for the operators
Hl,j+m2. Thus, numerically, it is advantageous to consider the ratio, ψl,j(r)/ψfreel (r), which
stays finite for all r. In fact, since we compute the logarithm of the determinant, we can
directly consider the logarithm of the ratio:
S(l,j)(r) = ln
ψ(l,j)(r)
ψfree(l) (r)
, (3.18)
which also has a finite value in the large r limit. This function satisfies the differential
equation
d2S(l,j)
dr2
+
(
dS(l,j)
dr
)2
+
(
1
r
+ 2m
I ′2l+1(mr)
I2l+1(mr)
)
dS(l,j)
dr
= U(l,j)(r) , (3.19)
U(l,j)(r) = Vl,j − 4l(l + 1)
r2
=
4j(j + 1)− 4l(l + 1)− 3
r2(1 + r2α)
+
3
r2(1 + r2α)2
, (3.20)
under the initial value boundary conditions
S(l,j)(r = 0) = 0 , S
′
(l,j)(r = 0) = 0 . (3.21)
Noting that the eigenvalues of the total angular momentum j equal l± 1
2
for a given value of
l, it is convenient to combine the contributions S(l,l+ 1
2
)(r) and S(l+ 1
2
,l)(r), which come with
the same degeneracy factor (2l+1)(2l+2). With this understanding, it is possible to express
the amplitude (3.12) in the form
ΓJ≤JL(A;m) =
L∑
l=0, 1
2
,1,...
(2l + 1)(2l + 2)P (l) , (3.22)
P (l) ≡ S(l,l+ 1
2
)(∞) + S(l+ 1
2
,l)(∞) . (3.23)
Here S(l,l+ 1
2
)(∞) and S(l+ 1
2
,l)(∞) denote the asymptotic (i.e., r →∞) limits to the solutions
of the differential equations in (3.19) with the potentials
Vl,l+1/2(r) =
4l(l + 1)
r2
+ (4l + 3)
H(r)
r2
+ 3
H(r)(H(r)− 1)
r2
, (3.24)
and
Vl+1/2,l(r) =
4l(l + 1)
r2
+ (4l + 3)
(1−H(r))
r2
+ 3
(H(r)− 1)H(r)
r2
, (3.25)
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respectively.
Note that the potentials Vl,l+1/2(r) and Vl+1/2,l(r) have the same form except that H(r)
in one expression gets replaced by (1−H(r)) in the other. For H(r) given in (1.3), we have
(1 − H(r)) = 1
(1+r−2α)
, while H(r) = 1
(1+r2α)
; i.e., the same expression as (1 − H(r)) only
with α in the latter replaced by −α. Therefore, if we consider the effective action with the
background parameter α replaced by −α, the only change is that two potentials Vl,l+1/2(r)
and Vl+1/2,l(r) are interchanged, and so the two quantities S(l,l+ 1
2
)(∞) and S(l+ 1
2
,l)(∞) in
(3.23) are also interchanged. This shows that each partial wave contribution to the effective
action with the background parameter −α is the same as the one with the parameter α
and thus two effective actions with α and with −α have the same value. (This was true
for the! classical action also). Similar behaviors, concerning the cases with α = ±1, were
observed already in Ref. [1]. Based on this observation, consideration of the effective action
for positive values of α is sufficient.
The ODE system specified by (3.19)-(3.21) can easily be solved numerically. (Withm = 0
and α = ±1, analytic solution to this equation was found in [1]). In Fig. 2 we plot the
solutions for a few cases. It clearly shows that the solutions approach constant values in the
r → ∞ limit. In Fig. 3 we plot partial wave contributions with l = 0, 1/2, · · · for m = 1
and α = 2. Note that P (l) ∼ O(1
l
) when the angular momentum l becomes large. Since the
degeneracy factor (2l + 1)(2l + 2) is quadratic, this implies that ΓJ≤JL in (3.22) behaves as
L2 in the large L limit. This divergent behavior will be canceled when we add the higher
angular momentum contribution.
D. WKB Calculation of the Higher Angular Momentum Part
We now calculate the higher angular momentum part ΓJ>JL, given in (2.6). This can-
not be computed numerically (as we have done for ΓJ≤JL) because very large partial wave
contributions lead naively to a divergent result and require careful renormalization to en-
sure a finite result. The large partial wave contribution depends on the regulating cutoff Λ,
whose effect must be identified and isolated for renormalization; and this cannot easily be
done numerically. However, this quantity (incorporating renormalization) can be calculated
analytically in a WKB-type asymptotic series, assuming that the partial wave cutoff JL is
large enough. Here the higher angular momentum sum of the partial wave heat kernel,
13
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FIG. 2: Plots of Sl,l+1/2(r) and Sl+1/2,l(r) when m = 1 and l = 10. Note that the asymptotic
values of Sl+1/2,l(r) and Sl,l+1/2(r) are roughly of the same magnitude but with opposite signs.
∑
J>JL FJ(s) with FJ(s) given by (2.7), may be described more explicitly by the form
∑
J=JL+
1
2
FJ(s) =
∫ ∞
0
dr
∞∑
l=L+ 1
2
(2l + 1)(2l + 2)
{
∆˜(l,l+ 1
2
)(r, r; s) + ∆˜(l+ 1
2
,j=l)(r, r; s)
− ∆˜free(l) (r, r; s)− ∆˜free(l+ 1
2
)(r, r; s)
}
. (3.26)
Now, as explained in [2], we may use the 1
l
expansion for the modified radial proper-time
Green function when l is large. When ∆˜(r, r; s) is expanded in terms with increasing number
of derivatives of the potential, the scaling is such that when the l sum is approximated by
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FIG. 3: Plots of partial wave contributions as a function of l for the cases with α = 1, 2, 3, 4, 5
(from the bottom) and m = 1.
the Euler-Maclaurin formula, this generates the large L expansion. For a generic radial
potential V (r), this expansion has the following form:
∆˜(r, r; s) =
1√
4πs
e−sV (r)
{
1 +
(
1
12
s3(V ′)2 − 1
6
s2V ′′
)
+
(
1
288
(V ′)4s6 − 11
360
(V ′)2V ′′s5 +
1
40
(V ′′)2s4 +
1
30
V ′V (3)s4 − 1
60
V (4)s3
)
+
(
(V ′)6s9
10368
− 17(V
′)4V ′′s8
8640
+
83(V ′V ′′)2s7
10080
+
1
252
(V ′)3V (3)s7 − 61
15120
(V ′′)3s6
− 43
2520
V ′V ′′V (3)s6 − 5
1008
(V ′)2V (4)s6 +
23
5040
(V (3))2s5 +
19
2520
V ′′V (4)s5
+
1
280
V ′V (5)s5 − 1
840
V (6)s4
)
+O
(
1
l8
)}
. (3.27)
Note that the terms are collected according to the total number of derivatives on V . [In
addition to the terms already calculated in (3.16) of [2], we have here included some higher
order terms as well because they will be useful in finding the large JL expansion of ΓJ>JL].
The large-L series expression for ΓJ>JL can then be found by inserting (3.27) into (3.26)
with the generic potential V replaced by the potential Vl,j or V
free
l in (3.24) or (3.25). The
summation over l in (3.26) can be performed using the Euler-Maclaurin summation method.
The result is tantamount to the systematic WKB series, as was shown in Ref. [2]. Since
this procedure was described already in Appendix C of [2], we will not repeat it here. The
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final result in the present potential can be presented as a 1
L
series of the form
ΓJ>JL =
∫ ∞
0
dr
{
Q2(r)L
2 +Q1(r)L+Qlog(r) lnL+Q0(r) +Q−1(r)
1
L
+ · · ·
}
, (3.28)
where
Q2(r) =
8H(H − 1)
r
√
r˜2 + 4
, (3.29)
Q1(r) =
8(3r˜2 + 8)
r(r˜2 + 4)3/2
H(H − 1), (3.30)
Qlog(r) = − 1
4r
(
4H2(H − 1)2 + r2H ′2
)
, (3.31)
Q0(r) =
1
6r(r˜2 + 4)7/2
[
4(3r˜6 + 49r˜4 + 236r˜2 + 352)H2(H − 1)2
−6(22r˜6 + 157r˜4 + 352r˜2 + 384)H(H − 1) + 16r(r˜4 + 5r˜2 + 4)(2H − 1)H ′
+r2(r˜2 + 4)2
{
(3r˜2 + 8)H ′2 − 4(2H − 1)H ′′
}]
−Qlog(r) ln
(
µr√
r˜2 + 4 + 2
)
, (3.32)
Q−1(r) =
1
r(r˜2 + 4)9/2
[
2(9r˜6 + 36r˜4 − 64r˜2 − 256)H2(H − 1)2
+(−6r˜8 + 25r˜6 + 368r˜4 + 128r˜2)H(H − 1) + 8rr˜2(r˜4 + 3r˜2 − 4)(2H − 1)H ′
−2r2(r˜2 + 4)2
{
2(r˜2 + 2)H ′2 + r˜2(2H − 1)H ′′
}]
, (3.33)
with r˜ = mr
L
. The r-integration, with H(r) given in (1.3), can be performed numerically.
The next higher order terms, which are quite lengthy and so are not given here, can also be
calculated in a straightforward manner. In fact we have calculated the quantity ΓJ>JL up
to O( 1
L4
)-terms, and the details of this calculation will be reported elsewhere [21].
E. Results for the Total One-loop Effective Action
Let us now put together the lower and higher angular momentum parts, (3.22) and (3.28)
respectively, of the effective action, computed separately in the previous two subsections.
Even if from the expression in (3.28) we keep only up to the terms of O(L0) (i.e., up to the
Q0-term in the integrand) and add it to the lower angular momentum part found numerically
in the subsection C, we obtain a finite result in the limit of very large L, with divergent
contributions from the two parts canceling each other. However, for moderately large L the
resulting sum shows dependence on the cutoff value L. In other words, although the desired
effective action should result if L is taken to be sufficiently large, the rate of convergence is
quite slow (see Fig.4(a)). This causes a problem in numerical efficiency.
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FIG. 4: We have plotted L-dependence of the sum of lower and higher angular momentum parts.
In (a) the upper (black) dots denote the case with all O
(
1
L
)
terms ignored in ΓJ>JL , and slow
convergence is evident. the lower (grey) squares the results after incorporating O
(
1
L
)
corrections,
show better convergence. In (b) the (grey) squares, (purple) crosses, (blue) stars and (red) dots
represent the cases obtained after we incorporate 8 1L ,
1
L2 ,
1
L3 and
1
L4 corrections successively.
One can accelerate the convergence by using the Richardson extrapolation method as
described, say, in Ref.[10], and this was in fact the method we used in the calculation
of the instanton determinant in [1]. In this work we adopt a different, theoretically far
more satisfying, approach to this problem. As we emphasized in Sec.II, the effective action
should not depend on the choice of our cutoff value L if the exact results for both ΓJ≤JL
17
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FIG. 5: Plots of the modified effective action as a function of mρ. The (blue) dots, (black) stars,
(brown) squares, (red) crosses and (purple) diamonds denote the values we get numerically for
α = 1, 2, 3, 4, 5 and the solid lines are for the associated large mass approximations.
and ΓJ>JL were used. This implies that, leaving aside possible numerical inaccuracy in
calculating ΓJ≤JL, the L-dependence in the sum for finite cutoff value L is really due to our
ignoring 1
L
-suppressed contributions in the WKB series (3.28). So we can systematically
improve the large L limit by adding higher order terms in the 1
L
-series for the higher angular
momentum part ΓJ>JL. As we mentioned already, we have identified the
1
L
-series up to terms
of O( 1
L4
). When these higher-order terms of the 1
L
-series are utilized, the situation changes
dramatically: this is exhibited in Fig.4(b). From the figure we see that it is possible to
achieve an L-independent result even for relatively lower and lower values of L if we include
higher and higher order terms in 1
L
for the large angular momentum part. Even L ∼ 10
produces good convergence. This reduces the number of numerical computations to be done
in the low partial wave piece (3.22). Thus, use of the systematic WKB series for ΓJ>JL plays
a pivotal role in reducing the computer time in our calculation.
By the above procedure we have evaluated with high precision the renormalized effective
action in given non-Abelian radial backgrounds. The results are shown in Fig.5. In Fig.5 we
plot (as a function of mρ) our numerically accurate results for the modified effective action
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Γ˜, defined in (2.8), with the choices α = 1, 2, 3, 4, 5 for the shape parameter in the radial
profile function f(r) in (1.3). We also plot, with solid lines, the predictions for the same
quantity based on the large mass expansion (considered up to the order 1
(mρ)4
). The large
mass expansion is generally quite good when mρ is large. But the validity range of the large
mass expansion varies with the value of α; as α becomes large, the large mass expansion is
reliable only when mρ is significantly larger than the corresponding value of mρ with small
α. This is understandable, for the ‘small’ quantity in the large mass expansion is really the
ratio of typical values of the fields and the derivatives of fields to the mass. The derivatives
have larger values when α becomes large, and thus the ratio becomes small only when the
mass has a comparatively larger value.
TABLE I: Table of two parameters in (3.34) for the five different values of α = 1, 2, 3, 4, 5.
α 1 2 3 4 5
A1 0.145873 0.129759 0.113632 0.082787 0.037283
A2 0.499(17) 0.305(81) 0.291(68) 0.292(11) 0.295(03)
We now comment on the case with m = 0. In this case our numerical approach is not
directly applicable. Solutions to (3.19), S(l,l+1/2)(r) and S(l+1/2,l)(r), behave like ln r and
− ln r in the r →∞ limit, so the sum is finite. Analytic solutions to these equations, for the
case of α = 1, can be found in [1]. In this instanton case, the m→ 0 limit was shown to be
smooth, and furthermore to reproduce exactly ’t Hooft’s analytic massless result. We have
found here that for other values of α, the m→ 0 limit is once again smooth, and from the
numerical values of the effective action for m = 1
100
, 2
100
, · · · , 10
100
, we have found the following
numerical extrapolations. In the case of α = 1 the extrapolation is
Γ˜(m) = A1 + A2m
2 lnm
= 0.145873(29) + 0.499(17)m2 lnm (3.34)
In this case, analytic expressions for two leading coefficients in the small mass expansions are
known, with the results: A1 = −1772 + 16(1− ln 2)− 2ζ ′(−1) ≈ 0.14587331 · · · [3]; and A2 = 12
[9, 22]. Note the remarkable agreement between these analytic results and the numerical
extrapolation in (3.34). Numerically determined (through extrapolation) values of A1 and
A2 for the cases with other values of α are presented in Table I. We have not yet found
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simple analytic expressions for these leading small mass terms, although we suspect this
should be possible.
IV. QUASI ABELIAN BACKGROUND FIELDS
In this section we consider the cases of quasi Abelian background fields, where an Abelian
gauge field is embedded in the SU(2) Yang-Mills gauge fields. Using an appropriate isospin
rotation we can take the non-vanishing components only in the 3rd direction. Then the
vector potential can be written as in (1.2), and we take the radial profile function g(r) in the
step-like form (1.4). Recall that there are three arbitrary parameters β, ξ0, and B. When
β = 0 it corresponds to the case of uniform field strength studied in [2]. When β 6= 0,
this potential describes a bubble shape with a radius R0 = ξ0/
√
B, and the dimensionless
parameter β is related to the thickness of the bubble. Illustrative graphs of the radial
function g(r) for various values of R0 are drawn in Fig.6.
The field strength tensor of the quasi Abelian gauge fields is
Fµν = −2ηµνiuˆig(r)τ 3 + xλ
r
(xµηνλi − xνηµλi)uˆig′(r)τ 3, (4.1)
The classical action can be evaluated as
1
2
∫
d4x trF 2µν = 4π
2
∫ ∞
0
dr r3
[
8g(r)2 + 4rg′(r)g(r) + r2g′(r)2
]
(4.2)
=
20π2
β4
(
PolyLog(3,−e2R0)− PolyLog(5,−e2R0)
)
. (4.3)
In the large R0 limit, this quantity can be approximated as
1
2
∫
d4x trF 2µν ≈
20π2
β4
(
4
3
R50 +
10
9
(π2 − 6)R30 +
1
36
(7π4 − 60π2)R0 + . . .
)
. (4.4)
We turn to the evaluation of the one-loop effective action. When the background function
is given in the form (1.4), based on dimensional considerations, we may cast the renormal-
ized action into the form (2.9), and so simply compute Γ˜
(
m/
√
B
)
. Furthermore, since
Γ˜
(
m/
√
B
)
is a function just of m√
B
, we may set B = 1 hereafter, and it can be restored
later.
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FIG. 6: Plots of the function g(r) (in units of B) for various values of R0 and β. In (a), plots are
drawn for R0 = 1, 2, 3, 5, 10 with fixed β = 1. In (b), plots are drawn for β = 5, 2, 1, 1/2, 1/5 when
R0 = 3
A. Large Mass and Derivative Expansions
In the large mass expansion as given by (2.11), the modified effective action Γ˜(m) can be
approximated by
Γ˜(m)LM = Γ˜
(0)
LM lnm+ Γ˜
(2)
LM
1
m2
+ Γ˜
(4)
LM
1
m4
+ · · · , (4.5)
where
Γ˜
(0)
LM = −
1
12
∫ ∞
0
drr3
(
8g(r)2 + 4rg(r)g′(r) + r2g′(r)2
)
(4.6)
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Γ˜
(2)
LM =
1
720
∫ ∞
0
dr
[
24r2g(r)
(
15g′(r) + r
(
9g′′(r) + rg(3)(r)
))
+r3
(
221g′(r)2 + 9r2g′′(r)2 + 2rg′(r)
(
71g′′(r) + 6rg(3)(r)
))]
(4.7)
Γ˜
(4)
LM =
1
10080
∫ ∞
0
dr
[
−2688r3g(r)4 − 540g(r)g′(r)− 2688r4g(r)3g′(r) + 595rg′(r)2
−1456r5g(r)2g′(r)2 − 392r6g(r)g′(r)3 − 49r7g′(r)4 + 540rg(r)g′′(r)
+4480r2g′(r)g′′(r) + 1837r3g′′(r)2 + 1620r2g(r)g(3)(r)
+2356r3g′(r)g(3)(r) + 830r4g′′(r)g(3)(r) + 37r5g(3)(r)2 + 504r3g(r)g(4)(r)
+380r4g′(r)g(4)(r) + 52r5g′′(r)g(4)(r) + 18r4 (2g(r) + rg′(r)) g(5)(r)
]
(4.8)
For g(r) given by the form (1.4) it is straightforward to evaluate numerically the integrals
in (4.6), (4.7) and (4.8).
There is another well-known approximation method – the derivative expansion . The
leading term in this expansion is given in (2.14), where ±iE1 and ±iE2 are four different
eigenvalues of the matrix F = (Fµν), and in this quasi-Abelian case, can be expressed in
terms of the function g(r) as
E1 = 2g(r) , E2 = 2g(r) + r
d g(r)
d r
. (4.9)
For the derivative expansion, one may thus insert the results (4.9) into our formula (2.14) and
evaluate numerically the r and s integrals. This is also straightforward. These large mass
and derivative expansion approximations will be compared with the exact results below.
B. Numerically Accurate Calculation of the Lower Angular Momentum Part
When the gauge vector fields have the form (1.2), the partial waves are specified by the
quantum numbers J = (l, l3, t3, l¯3). The radial Hamiltonian becomes [2]
Hl,l3,t3 ≡ −D2(l,l3,t3) = −∂2(l) + 8g(r)l3t3 + r2g(r)2 (4.10)
Note that this Hamiltonian does not change when we simultaneously change the sign of t3
and l3. Using this symmetry we can set t3 = 1/2 without loss of generality. Then the first
(lower angular momentum) part of the renormalized action can be written as
ΓJ<JL(A;m) = 2
L∑
l=0
(2l + 1)
l∑
l3=−l
ln
(
det(Hl,l3,1/2 +m2)
det(Hfreel +m2
)
)
. (4.11)
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FIG. 7: Plot of solutions to (4.13) with l3 = 4, 3, · · · ,−3,−4 (from the top) when l = 4, β = 1,
R0 = 3, and m = 1. Note that the curves are essentially flat beyond r ≥ R0.
As in the case of Sec.III the ratio of two determinants is determined by the asymptotic value
of the function
S(l,l3)(r) = ln
ψl,l3(r)
ψfreel (r)
(4.12)
which satisfies the following differential equation
d2S(l,l3)
dr2
+
(
dS(l,l3)
dr
)2
+
(
1
r
+ 2m
I ′2l+1(mr)
I2l+1(mr)
)
dS(l,l3)
dr
= U(l,l3)(r) , (4.13)
with boundary conditions
S(l,l3)(0) = S
′
(l,l3)(0) = 0. (4.14)
The potential term U(l,l3)(r) in (4.13) is given by
U(l,l3)(r) = 4l3g(r) + r
2(g(r))2. (4.15)
This differential equation (4.13) can be solved numerically. For the case with β = 1 and
R0 = 3, we plot the solutions of (4.13) with l3 = −4,−3, · · · , 3, 4 when l = 4 in Fig.7.
For a given l, after summing all the values with l3 = −l, · · · , l, we get the partial wave
contributions:
P (l) =
l∑
l3=−l
S(l,l3)(∞). (4.16)
For large l we find P (l) behaving like 1
l
.
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C. WKB Calculation of the Higher Angular Momentum Part
To compute the renormalized effective action we must identify the higher angular mo-
mentum part. The leading contributions in the large angular momentum limit is written in
the form (3.28). We present some of them in explicit forms:
Q2(r) = − 8r
3g2
3
√
r˜2 + 4
, (4.17)
Q1(r) = −2r
3(3r˜2 + 8)
(r˜2 + 4)3/2
g2, (4.18)
Qlog(r) = − r
3
12
(
8g2 + 4rgg′ + r2g′2
)
, (4.19)
Q0(r) =
r3
90(r˜2 + 4)7/2
[
12r4(5r˜4 + 28r˜2 + 32)g4 − 30(9r˜6 + 47r˜4 + 40r˜2 + 64)g2
+20r(3r˜6 + 32r˜4 + 88r˜2 + 32)gg′ + 5r2(r˜2 + 4)2
{
(3r˜2 + 8)g′2 − 8gg′′
}]
−Qlog(r) ln
(
µr√
r˜2 + 4 + 2
)
, (4.20)
Q−1(r) =
r3
4(r˜2 + 4)9/2
[
6r4r˜4(r˜2 + 4)g4 − (4r˜8 + 7r˜6 + 48r˜4 + 1152r˜2 + 1024)g2
−16r(r˜6 + 15r˜4 + 52r˜2 + 32)gg′ − 4r2(r˜2 + 4)2
{
(r˜2 + 2)g′2 + r˜2gg′′
}]
, (4.21)
with r˜ = mr
L
. Higher order terms will be presented in [21].
D. Results for the Total One-loop Effective Action
As in the non-Abelian case treated in Sec.III, the large L divergence of the numerical
results for the low partial wave contribution is canceled by the large L divergence in (3.28),
found analytically from radial WKB. The combination of these lower and higher angular
momentum parts is then L-independent in the large L limit, as we have seen in the last
section. In Fig. 8, we plot the effective action for various values of the parameters m,R0
with fixed value of β = 1.
In Fig. 9, we plot the effective action for various values of the parameters m, β with fixed
value of R0 = 0. Its large mass expansion and its derivative expansion are drawn together for
comparison. Clearly, the derivative expansion becomes more accurate when the parameter
β, which represents of the derivative scale of the background function g(r), becomes smaller.
Note that the result of leading derivative expansion with R0 = 0 becomes independent of β
when it is multiplied by β4. Further note that the derivative expansion is generally much
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FIG. 8: Plots of the effective action for different R0 values, i.e., R0 = 0 in (a), R0 = 3 in (b),
R0 = 5 in (c), and R0 = 10 in (d), assuming β = 1. The solid line in each figure denotes the result
of the derivative expansion of the effective action while the dashed line denotes the result based
on the large mass expansion.
better than the large mass expansion for smaller values of m. This is despite the fact that
we have just used the very leading order of the derivative expansion (2.14), in which we
simply take the Euler-Heisenberg constant field result, and then replaced the constant fields
by their inhomogeneous forms in the effective Lagrangian. The superiority of the derivative
expansion is because the derivative expansion is in fact a resummed version of the large
mass expansion – the large mass expansion is an expansion both in powers of the field and
in derivatives of the field, while the derivative expansion is just an expansion in derivatives
of the field, with all terms in the large mass expansion not involving derivatives having been
resummed. This difference is clearly reflected in the plots shown in Fig. 8.
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FIG. 9: Plot of the effective action multiplied by β4 as a function of m when R0 = 0. The (blue)
dots, (red) diamonds, (grey) squares and (brown) crosses denote the numerical values for β = 15 ,
β = 12 , β = 1 and β = 2, respectively. Each of dashed lines denotes the associated large mass
expansion. The solid line denotes the leading derivative expansion which is independent of β when
R0 = 0.
V. CONCLUSIONS
To conclude, we have presented explicit computations of the renormalized one loop ef-
fective action for gauge field backgrounds that possess a radial symmetry, such that the
associated spectral problem can be decomposed into partial waves. We considered one class
of non-Abelian backgrounds, and another class of quasi-Abelian backgrounds, each charac-
terized by a radial profile function. The computation has been performed using the partial
wave cutoff method developed in [1, 2], and we have further refined the numerical efficiency
and precision by including higher order terms in the analytic radial WKB expression for
the large partial wave contribution. The main conclusion is that the method works very
efficiently and simply. With the incorporation of these higher order analytic terms, the nu-
merical part of the computation is simplified because we do not need to take such high partial
waves in the numerical computations. The method is not much more complicated to imple-
ment than the derivative expansion or the large mass expansion, and is much more accurate,
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especially in probing the small mass region. So, we can now reliably compute the renor-
malized determinant of any fluctuation problem whenever there is a radial symmetry. This
method has now been tested successfully in gauge theories [1, 2] and in self-interacting scalar
field theories [23, 24, 25, 26]. The physical renormalization conditions are quite different in
these various theories, but the WKB analysis correctly encodes the renormalization physics
in each case. The method has also motivated a recent extension of the Gel’fand-Yaglom the-
orem (for the determinant of ordinary differential operators), to partial differential operators
that are radially separable [27].
An important generalization is to fermion fields. This can be done by converting the
fermion problem to second order form, and then using the scalar method we have described
here. Aspects of this idea have been addressed in various approximation schemes [28, 29, 30,
31]; however, it should be possible to develop a more direct and numerically exact fermionic
approach, along the lines of the scalar partial wave cutoff method described here. Finally,
while the method is restricted to backgrounds for which the fluctuation spectral problem is
separable into partial waves, this includes a relatively large class of physically interesting
cases, such as vortices, monopoles, and instantons.
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