It is shown that if { p j } is a discrete density function on the integers with support contained in {0 , 1 ,..., d }, and
strongly unimodal if { p j } * { q j } is unimodal for any unimodal discrete distribution { q j }. A strongly unimodal distribution is unimodal, but not conversely. A discrete distribution { p j } is strongly unimodal if and only if it is log concave; i.e., p j 2 ≥ p j − 1 p j + 1 for all j ∈ Z [3] . We prove: then for any δ > 0 there is an n 0 = n 0 (δ) such that if a k,n denotes the value of the n-fold convolution
The greatest common divisor condition (1.1) of Theorem 2 is obviously necessary for the conclusions of that theorem to hold (as otherwise the distribution and all multiple convolutions of it with itself are concentrated on multiples of that greatest common divisor), but it is not sufficient to obtain the conclusions of Theorem 1. In Section 2 we show that for any ε > 0, there is a distribution satisfying the hypotheses of Theorem 2, and for which the inequalities
hold for k as large as n 1 − ε and n ≥ n 0 (ε).
It is possible to obtain results stronger than those of our theorems 1 and 2 by more careful analysis. For example, it can be shown that high convolutions of distributions satisfying the hypotheses of Theorem 1 have stronger variation-diminishing properties than that guaranteed by strong unimodality. (See [2] for a discussion of such properties.)
Our proofs also provide quantitative information about the distribution { p j } *n . For example, it can be deduced easily from our proofs that if the { p j } satisfy the conditions of Theorem 1, if k → ∞ in such a way that nd − k → ∞, and α is defined as the unique positive solution to
where
Finally we mention that related results and references to many unimodality results from combinatorial theory are contained in [5] .
The authors thank the referee for several useful comments and corrections.
Examples and elementary proofs
In this section we show that under the hypotheses of Theorem 2, its conclusions cannot be strengthened significantly. We also prove Theorem 1 for 0 ≤ k ≤ n 1/4 and dn − n
To show that Theorem 2 is nearly best possible, consider the distribution
where m is an odd integer ≥ 3. Then condition (1.1) is satisfied. We will show that for this distribution,
This result can also be proved by a more elementary argument that uses estimates of multinomial coefficients, but we prefer to use the analytic proof given below, since it introduces the techniques which we find necessary to use in later sections.
The value of the n-fold convolution { p j } * n at the integer k is at the integer k is 3 − n a k,n where a k,n is
where r > 0 is any constant.
and so for nr m = O( 1 ), say, which we assume from now on,
Now the first integral above is just the coefficient of z k in ( 1 + z 2 ) n , which equals ( k /2 n ) if k is even and 0 otherwise. On the other hand,
This is o(
, and so in that range
which shows that the sequence oscillates in that range.
We next prove Theorem 1 for k very small. Suppose that p 0 ,p 1 > 0,
and we are interested in the value a k,n of the n-fold convolution { p j } *n at k. Then a k,n is again given by (2.1). This time we choose r = p 0 p 1
for some constant c > 0, so 
Main part of the proofs of theorems 1 and 2
In view of the preceding results, it will suffice to prove that a k,n 2 ≥ a k − 1 ,n a k + 1 ,n holds for 
where α is any constant. We can write this as
Eq. (3.2) now defines a k,n as a real function of the real variable k for any fixed value of α. (There is a mistake in [5] on this point in the proof of Theorem 2 of that paper, but it is easily corrected along the lines used in this paper.) It is immediate from the definition that as a function of k,
To prove our results it suffices to show that
for k in the appropriate ranges. To prove (3.3) for k = k 0 , we choose α = α(k 0 ) by 4) and, defining a k = a k,n by (3.2) with α defined by (3.4) , show that
To prove (3.5) with the α given by (3.4), we define for m = 0 , 1, and 2,
Note that J 0 and J 2 are real, whereas J 1 is purely imaginary. Inequality (3.5) is equivalent to
Since J 1 is purely imaginary, (3.6) will follow if we show J 0 > 0, J 2 > 0. To prove (3.6), we estimate the 
Since k 0 ≤ 4 3dn _ ___ , α ≤ c for some constant c, and so for θ ∈ [θ 0 , 2π
for some constant c ′ > 0, and so 
