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PRESCRIBING SYMMETRIC FUNCTIONS OF THE
EIGENVALUES OF THE RICCI TENSOR
MATTHEW J. GURSKY AND JEFF A. VIACLOVSKY
Abstract. We study the problem of conformally deforming a metric to a pre-
scribed symmetric function of the eigenvalues of the Ricci tensor. We prove an
existence theorem for a wide class of symmetric functions on manifolds with posi-
tive Ricci curvature, provided the conformal class admits an admissible metric.
1. Introduction
Let (Mn, g) be a smooth, closed Riemannian manifold of dimension n. We denote
the Riemannian curvature tensor by Riem, the Ricci tensor by Ric, and the scalar
curvature by R. In addition, the Weyl-Schouten tensor is defined by
A =
1
(n− 2)
(
Ric−
1
2(n− 1)
Rg
)
.(1.1)
This tensor arises as the “remainder” in the standard decomposition of the curvature
tensor
Riem = W + A⊙ g,(1.2)
where W denotes the Weyl curvature tensor and ⊙ is the natural extension of the ex-
terior product to symmetric (0, 2)-tensors (usually referred to as the Kulkarni-Nomizu
product, [Bes87]). Since the Weyl tensor is conformally invariant, an important con-
sequence of the decomposition (1.2) is that the tranformation of the Riemannian
curvature tensor under conformal deformations of metric is completely determined
by the transformation of the symmetric (0, 2)-tensor A.
In [Via00a] the second author initiated the study of the fully nonlinear equations
arising from the transformation of A under conformal deformations. More precisely,
let gu = e
−2ug denote a conformal metric, and consider the equation
σ
1/k
k (g
−1
u Au) = f(x),(1.3)
where σk : R
n → R denotes the elementary symmetric polynomial of degree k, Au
denotes the Weyl-Schouten tensor with respect to the metric gu, and σ
1/k
k (g
−1
u Au)
means σk(·) applied to the eigenvalues of the (1, 1)-tensor g
−1
u Au obtained by “raising
an index” of Au. Following the conventions of our previous paper [GV04], we interpret
Au as a bilinear form on the tangent space with inner product g (instead of gu). That
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is, once we fix a background metric g, σk(Au) means σk(·) applied to the eigenvalues
of the (1, 1)-tensor g−1Au. To understand the practical effect of this convention, recall
that Au is related to A by the formula
Au = A+∇
2u+ du⊗ du−
1
2
|∇u|2g(1.4)
(see [Via00a]). Consequently, (1.3) is equivalent to
σ
1/k
k (A+∇
2u+ du⊗ du−
1
2
|∇u|2g) = f(x)e−2u.(1.5)
Note that when k = 1, then σ1(g
−1A) = trace(A) = 1
2(n−1)
R. Therefore, (1.5) is the
problem of prescribing scalar curvature.
To recall the ellipticity properties of (1.5), following [Ga˙r59] and [CNS85] we let
Γ+k ⊂ R
n denote the component of {x ∈ Rn|σk(x) > 0} containing the positive
cone {x ∈ Rn|x1 > 0, ..., xn > 0}. A solution u ∈ C
2(Mn) of (1.5) is elliptic if the
eigenvalues of Au are in Γ
+
k at each point of M
n; we then say that u is admissible
(or k-admissible). By a result of the second author, if u ∈ C2(Mn) is a solution of
(1.5) and the eigenvalues of A = Ag are everywhere in Γ
+
k , then u is admissible (see
[Via00a], Proposition 2). Therefore, we say that a metric g is k-admissible if the
eigenvalues of A = Ag are in Γ
+
k , and write g ∈ Γ
+
k (M
n).
In this paper we are interested in the case k > n/2. According to a result of Guan-
Viaclovsky-Wang [GVW03], a k-admissible metric with k > n/2 has positive Ricci
curvature; this is the geometric significance of our assumption. Analytically, when
k > n/2 we can establish an integral estimate for solutions of (1.5) (see Theorem 3.5).
As we shall see, this estimate is used at just about every stage of our analysis. Our
main result is a general existence theory for solutions of (1.5):
Theorem 1.1. Let (Mn, g) be closed n-dimensional Riemannian manifold, and as-
sume
(i) g is k-admissible with k > n/2, and
(ii) (Mn, g) is not conformally equivalent to the round n-dimensional sphere.
Then given any smooth positive function f ∈ C∞(Mn) there exists a solution u ∈
C∞(Mn) of (1.5), and the set of all such solutions is compact in the Cm-topology for
any m ≥ 0.
Remark. The second assumption above is of course necessary, since the set of solutions
of (1.5) on the round sphere with f(x) = constant is non-compact, while for variable
f there are obstructions to existence. In particular, there is a “Pohozaev identity” for
solutions of (1.5) which holds in the conformally flat case; see [Via00b]. This identity
yields non-trivial Kazdan-Warner-type obstructions to existence (see [KW74]) in the
case (Mn, g) is conformally equivalent to (Sn, ground). It is an interesting problem
to characterize the functions f(x) which may arise as σk-curvature functions in the
conformal class of the round sphere, but we do not address this problem here.
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1.1. Prior results. Due to the amount of activity it has become increasingly difficult
to provide even a partial overview of results in the literature pertaining to (1.5).
Therefore, we will limit ourselves to those which are the most relevant to our work
here.
In [Via02], the second author established global a priori C1- and C2-estimates for
k-admissible solutions of (1.5) that depend on C0-estimates. Since (1.5) is a convex
function of the eigenvalues of Au, the work of Evans and Krylov ([Eva82], [Kry83]) give
C2,α bounds once C2-bounds are known. Consequently, one can derive estimates of all
orders from classical elliptic regularity, provided C0- bounds are known. Subsequently,
Guan andWang ([GW03b]) proved local versions of these estimates which only depend
on a lower bound for solutions on a ball. Their estimates have the added advantage
of being scale-invariant, which is crucial in our analysis. For this reason, in Section
2 of the present paper we state the main estimate of Guan-Wang and prove some
straightforward but very useful corollaries.
Given (Mn, g) with g ∈ Γ+k (M
n), finding a solution of (1.5) with f(x) = constant
is known as the σk-Yamabe problem. In [GV04] we described the connection be-
tween solving the σk-Yamabe problem when k > n/2 and a new conformal invariant
called the maximal volume (see the Introduction of [GV04]). On the basis of some
delicate global volume comparison arguments, we were able to give sharp estimates
for this invariant in dimensions three and four. Then, using the local estimates of
Guan-Wang and the Liouville-type theorems of Li-Li [LL03], we proved the existence
and compactness of solutions of the σk-Yamabe problem for any k-admissible four-
manifold (M4, g) (k ≥ 2), and any simply connected k-admissible three-manifold
(M3, g) (k ≥ 2). More generally, we proved the existence of a number C(k, n) ≥ 1,
such that if the fundamental group of Mn satisfies ‖π1(M
n)‖ > C(k, n) then the
conformal class of any k-admissible admissible metric with k > n/2 admits a solution
of the σk-Yamabe problem. Moreover, the set of all such solutions is compact.
We note that the proof of Theorem 1.1 does not rely on the Liouville theorem of
Li-Li. Indeed, other than the local estimates of Guan-Wang, the present paper is
fairly self-contained.
There are several existence results for (1.5) when (Mn, g) is assumed to be locally
conformally flat and k-admissible. In [LL03], Li and Li solved the σk-Yamabe problem
for any k ≥ 1, and established compactness of the solution space assuming the man-
ifold is not conformally equivalent to the sphere. Guan and Wang ([GW03a]) used
a parabolic version of (1.5) to prove global existence (in time) of solutions and con-
vergence to a solution of the σk-Yamabe problem. However, as we observed above, if
(Mn, g) is k−admissible with k > n/2 then g has positive Ricci curvature; by Myer’s
Theorem the universal cover Xn of Mn must be compact, and Kuiper’s Theorem
implies Xn is conformally equivalent to the round sphere. We conclude the mani-
fold (Mn, g) must be conformal to a spherical space form. Consequently, there is no
significant overlap between our existence result and those of Li-Li or Guan-Wang.
For global estimates the aforementioned result of Viaclovsky ([Via02]) is optimal:
since (1.3) is invariant under the action of the conformal group, a priori C0-bounds
may fail for the usual reason (i.e., the conformal group of the round sphere). Some
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results have managed to distinguish the case of the sphere, thereby giving bounds
when the manifold is not conformally equivalent to Sn. For example, [CGY02a]
proved the existence of solutions to (1.5) when k = 2 and g is 2-admissible, for any
function f(x), provided (M4, g) is not conformally equivalent to the sphere. In [Via02]
the second author studied the case k = n, and defined another conformal invariant
associated to admissible metrics. When this invariant is below a certain value, one
can establish C0-estimates, giving existence and compactness for the determinant
case on a large class of conformal manifolds.
1.2. Outline of proof. In this paper our strategy is quite different from the results
just described. We begin by defining a 1-parameter family of equations that amounts
to a deformation of (1.5). When the parameter t = 1, the resulting equation is
exactly (1.5), while for t = 0 the ’initial’ equation is much easier to analyze. This
artifice appears in our previous paper [GV04], except that here we are attempting to
solve (1.5) for general f and not just f(x) = constant. In both instances the key
observation is that the Leray-Schauder degree, as defined in the paper of Li [Li89], is
non-zero. By homotopy-invariance of the degree the question of existence reduces to
establishing a priori bounds for solutions for t ∈ [0, 1].
To prove such bounds we argue by contradiction. That is, we assume the existence
of a sequence of solutions {ui} for which a C
0-bound fails, and undertake a careful
study of the blow-up. On this level our analysis parallels the blow-up theory for
solutions of the Yamabe problem as described, for example, in [Sch89].
The first step is to prove a kind of weak compactness result for a sequence of
solutions {ui}, which says that there is a finite set of points Σ = {x1, . . . , xℓ} ⊂ M
n
with the property that the ui’s are bounded from below and the derivatives up to
order two are uniformly bounded on compact subsets ofMn \Σ (see Proposition 4.4).
This leads to two possibilities: either a subsequence of {ui} converges to a limiting
solution on Mn \ Σ, or ui → +∞ on M
n \ Σ. Using our integral gradient estimate,
we are able to rule out the former possibility.
The next step is to normalize the sequence {ui} by choosing a “regular” point x0 /∈
Σ and defining wi(x) = ui(x)− ui(x0). By our preceding observations, a subsequence
of {wi} converges on compact subsets ofM
n\Σ in C1,α to a limit w ∈ C1,1loc (M
n\Σ). At
this point, the analysis becomes technically quite different from that of the Yamabe
problem, where a divergent sequence (after normalizing in a similar way) is known to
converge off the singular set to a solution of LΓ = 0, where Γ is a linear combination
of fundamental solutions of the conformal laplacian L = ∆ − (n−2)
4(n−1)
R. By contrast,
in our case the limit is only a viscosity solution of
σ
1/k
k (A+∇
2w + dw ⊗ dw −
1
2
|∇w|2g) ≥ 0(1.6)
In addition, we have no a priori knowledge of the behavior of singular solutions of
(1.6). For example, it is unclear what is meant by a fundamental solution in this
context.
Keeping in mind the goal, if not the means of [Sch89], we remind the reader that
Schoen applied the Pohozaev identity to the singular limit Γ to show that the constant
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term in the asymptotic expansion of the Green’s function has a sign, thus reducing
the problem to the resolution of the Positive Mass Theorem. In other words, analysis
of the sequence is reduced to analysis of the asymptotically flat metric Γ4/(n−2)g.
For example, if (Mn, g) is the round sphere then the singular metric defined by the
Green’s function Γp with pole at p is flat; in fact, (M
n \ {p},Γ
4/(n−2)
p g) is isometric to
(Rn, gEuc).
Our approach is to also study the manifold (Mn \Σ, e−2wg) defined by the singular
limit. However, the metric gw = e
−2wg is only C1,1, and owing to our lack of knowledge
about the behavior of w near the singular set Σ, initially we do not know if gw is
complete. Therefore in Section 6 we analyze the behavior of w, once again relying
on the integral gradient estimate and a kind of weak maximum principle for singular
solutions of (1.6). Eventually we are able to show that near any point xk ∈ Σ,
2 log dg(x, xk)− C ≤ w(x) ≤ 2 log dg(x, xk) + C(1.7)
for some constant C, where dg is the distance function with respect to g. If Γ denotes
the Green’s function for L with singularity at xk, then (1.7) is equivalent to
c−1Γ(x)4/(n−2) ≤ e−2w(x) ≤ cΓ(x)4/(n−2)
for some constant c > 1. Thus, the asymptotic behavior of the metric gw at infinity
is the same–at least to first order–as the behavior of Γ4/(n−2)g. Consequently, gw is
complete (see Proposition 7.4).
The estimate (1.7) can be slightly refined; if Ψ(x) = w(x) − 2 log dg(x, xk) then
(1.7) says Ψ(x) = O(1) near xk. In fact, we can show that∫
Uk
|∇Ψ|ngwdvolgw <∞(1.8)
for some neighborhood Uk of xk (see Theorem 7.16). Using this bound we proceed
to analyze the manifold (Mn, gw) near infinity. First, we observe that since gw is
the limit of smooth metrics with positive Ricci curvature, by Bishop’s theorem the
volume growth of large balls is sub-Euclidean:
V olgw(B(p0, r))
rn
≤ ωn,(1.9)
where p0 ∈ M \ Σ is a basepoint. Moreover, the ratio in (1.9) is non-increasing as a
function of r. Also, using (1.8) and a tangent cone analysis, we find that
lim
r→∞
V olgw(B(p0, r))
rn
= ωn.
Therefore, equality holds in (1.9), which by Bishop’s theorem implies that gw is
isometric to the Euclidean metric. We emphasize that since the limiting metric gw
is only C1,1, we cannot directly apply the standard version of Bishop’s theorem; this
problem makes our arguments technically more difficult. However, once equality holds
in (1.9), it follows that w is regular, e−2w = Γ4/(n−2), and (Mn, g) is conformal to the
round sphere.
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Because much of the technical work of this paper is reduced to understanding singu-
lar solutions which arise as limits of sequences, we are optimistic that our techniques
can be used to study more general singular solutions of (1.5), as in the recent work
of Maria del Mar Gonzalez [dMG04],[dMG05]. Also, the importance of the integral
estimate Theorem 3.5 indicates that it should be of independent interest in the study
of other conformally invariant fully nonlinear equations.
1.3. Other symmetric functions. Our method of analyzing the blow-up for se-
quences of solutions to (1.5) can be applied to more general examples of symmetric
functions, provided the Ricci curvature is strictly positive and the appropriate local
estimates are satisfied. To make this precise, let
F : Γ ⊂ Rn → R(1.10)
with F ∈ C∞(Γ) ∩ C0(Γ), where Γ ⊂ Rn is an open, symmetric, convex cone.
We impose the following conditions on the operator F :
(i) F is symmetric, concave, and homogenous of degree one.
(ii) F > 0 in Γ, and F = 0 on ∂Γ.
(iii) F is elliptic: Fλi(λ) > 0 for each 1 ≤ i ≤ n, λ ∈ Γ.
(iv) Γ ⊃ Γ+n , and there exists a constant δ > 0 such that any λ = (λ1, . . . , λn) ∈ Γ
satisfies
λi > −
(1− 2δ)
(n− 2)
(
λ1 + · · ·+ λn
)
∀ 1 ≤ i ≤ n.(1.11)
To explain the significance of (1.11), suppose the eigenvalues of the Schouten tensor
Ag are in Γ at each point of M
n. Then (Mn, g) has positive Ricci curvature: in fact,
Ricg − 2δσ1(Ag)g ≥ 0.(1.12)
For F satisfying (i)− (iv), consider the equation
F (Au) = f(x)e
−2u,(1.13)
where we assume Au ∈ Γ (i.e., u is Γ-admissible). Some examples of interest are
Example 1. F (Au) = σ
1/k
k (Au) with Γ = Γ
+
k , k > n/2. Thus, (1.5) is an example of
(1.13).
Example 2. Let 1 ≤ l < k and k > n/2, and consider
F (Au) =
(σk(Au)
σl(Au)
) 1
k−l
.(1.14)
In this case we also take Γ = Γ+k .
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Example 3. For τ ≤ 1 let
Aτ =
1
(n− 2)
(
Ric−
τ
2(n− 1)
Rg
)
(1.15)
and consider the equation
F (Au) = σ
1/k
k (A
τ
u) = f(x)e
−2u.(1.16)
By (1.4), this is equivalent to the fully nonlinear equation
σ
1/k
k
(
Aτ +∇2u+
1− τ
n− 2
(∆u)g + du⊗ du−
2− τ
2
|∇u|2g
)
= f(x)e−2u.(1.17)
In the Appendix we show that the results of [GVW03] imply the existence of τ0 =
τ0(n, k) > 0 and δ0 = δ(k, n) > 0 so that if 1 ≥ τ > τ0(n, k) and A
τ
g ∈ Γk with
k > n/2, then g satisfies (1.11) with δ = δ0.
For the existence part of our proof we use a degree theory argument which requires
us to introduce a 1-parameter family of auxiliary equations. For this reason, we need
to consider the following slightly more general equation:
F (Au +G(x)) = f(x)e
−2u + c,(1.18)
where G(x) is a symmetric (0, 2)-tensor with eigenvalues in Γ, and c ≥ 0 is a constant.
To extend our compactness theory to equations like (1.18), we need to verify that
solutions satisfy local estimates like those proved by Guan-Wang. Such estimates
were recently proved by S. Chen [Che05]:
Theorem 1.2. (See [Che05], Corollary 1) Let F satisfy the properties (i)−(iv) above.
If u ∈ C4(B(x0, ρ)) is a solution of (1.18), then there is a constant
C0 = C0(n, ρ, ‖g‖C4(B(x0,ρ)), ‖f‖C2(B(x0,ρ)), ‖G‖C2(B(x0,ρ)), c)
such that
|∇2u|(x) + |∇u|2(x) ≤ C0
(
1 + e−2 infB(x0,ρ) u
)
(1.19)
for all x ∈ B(x0, ρ/2).
An important feature of (1.19) is that both sides of the inequality have the same
homogeneity under the natural dilation structure of equation (1.18); see the proof of
Lemma 3.1 and the Remark following Proposition 3.2.
We note that higher order regularity for solutions of (1.18) will follow from pointwise
bounds on the solution and its derivatives up to order two, by the aforementioned
results of Evans [Eva82] and Krylov [Kry83]. The point here is that C2-bounds, along
with the properties (i)− (iv), imply that equation (1.18) is uniformly elliptic. Since
this is not completely obvious we provide a proof in the Appendix.
For the examples enumerated above, local estimates have already appeared in the
literature. As we already noted, Guan and Wang established local estimates for
solutions of (1.5) in [GW03b]. In subsequent papers ([GW04a],[GW04b]) they proved
a similar estimate for solutions of (1.14). In [LL03], Li and Li proved local estimates
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for solutions of (1.17) (see also [GV03]). In both cases, the estimates can be adapted
to the modified equation (1.18) with very little difficulty. The work of S. Chen, in
addition to giving a unified proof of these results, also applies to other fully nonlinear
equations in geometry. Applying her result, our method gives
Theorem 1.3. Suppose F : Γ → R satisfies (i) − (iv). Let (Mn, g) be closed n-
dimensional Riemannian manifold, and assume
(i) g is Γ-admissible, and
(ii) (Mn, g) is not conformally equivalent to the round n-dimensional sphere.
Then given any smooth positive function f ∈ C∞(Mn) there exists a solution u ∈
C∞(Mn) of
F (Au) = f(x)e
−2u,
and the set of all such solutions is compact in the Cm-topology for any m ≥ 0.
Note that, in particular, the symmetric functions arising in Examples 2 and 3 above
fall under the umbrella of Theorem 1.3. To simplify the exposition in the paper we
give the proof of Theorem 1.1, while providing some remarks along the way to point
out where modifications are needed for proving Theorem 1.3 (in fact, there a very
few).
1.4. Acknowledgements. The authors would like to thank Alice Chang, Pengfei
Guan, Yanyan Li, and Paul Yang for enlightening discussions on conformal geometry.
The authors would also like to thank Luis Caffarelli and Yu Yuan for valuable dis-
cussions about viscosity solutions. Finally, we would like to thank Sophie Chen for
bringing her work on local estimates to our attention.
2. The deformation
Let f ∈ C∞(Mn) be a positive function, and for 0 ≤ t ≤ 1 consider the family of
equations
σ
1/k
k
(
λk(1− ψ(t))g + ψ(t)A+∇
2u+ du⊗ du−
1
2
|∇u|2g
)
= (1− t)
(∫
e−(n+1)udvolg
) 2
n+1
+ ψ(t)f(x)e−2u,
(2.1)
where ψ ∈ C1[0, 1] satisfies 0 ≤ ψ(t) ≤ 1, ψ(0) = 0, and ψ(t) ≡ 1 for t ≤ 1
2
; and λk is
given by
λk =
(
n
k
)−1/k
.
Note that when t = 1, equation (2.1) is just equation (1.5). Thus, we have constructed
a deformation of (1.5) by connecting it to a “less nonlinear” equation at t = 0:
σ
1/k
k
(
λkg +∇
2u+ du⊗ du−
1
2
|∇u|2g
)
=
(∫
e−(n+1)udvolg
) 2
n+1
.(2.2)
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This ’initial’ equation turns out to be much easier to analyze. Indeed, if we assume
that g has been normalized to have unit volume, then u0 ≡ 0 is the unique solution of
(2.2). Since the initial equation admits a solution, one might hope to use topological
methods to establish the existence of a solution to (2.1) when t = 1.
In a previous paper ([GV04]) we studied (2.1) with f(x) = constant > 0. Note
that when t = 0, equation (2.1) is identical to the initial equation in [GV04]; for this
reason we will only provide an outline of the degree theory argument, and refer the
reader to Section 4 of [GV04] for many of the details.
To begin, define the operator
Ψt[u] = σ
1/k
k
(
λk(1− ψ(t))g + ψ(t)A+∇
2u+ du⊗ du−
1
2
|∇u|2g
)
− (1− t)
(∫
e−(n+1)udvolg
) 2
n+1
− ψ(t)f(x)e−2u.
(2.3)
As we observed above, when t = 0
Ψ0[u0] = 0.(2.4)
In fact, u0 is the unique solution, and the linearization of Ψ0 at u0 is invertible. It
follows that the Leray-Schauder degree deg(Ψ0,O0, 0) defined by Li [Li89] is non-zero,
where O0 ⊂ C
4,α is a neighborhood of the zero solution. Of course, we would like to
use the homotopy-invariance of the degree to conclude that the degree deg(Ψt,O, 0)
is non-zero for some open set O ⊂ C4,α; to do so we need to establish a priori bounds
for solutions of (2.1) which are independent of t (in order to define O). Using the
ǫ-regularity result of Guan-Wang [GW03b], one can easily obtain bounds when t < 1:
Theorem 2.1 ([GV04], Theorem 2.1). For any fixed 0 < δ < 1, there is a constant
C = C(δ, g) such that any solution of (2.1) with t ∈ [0, 1− δ] satisfies
‖u‖C4,α ≤ C.(2.5)
The question that remains—and that we ultimately address in this article for k >
n/2—is the behavior of a sequence of solutions {uti} as ti → 1. We will prove
Theorem 2.2. Let (Mn, g) be a closed, compact Riemannian manifold that is not
conformally equivalent to the round n-dimensional sphere. Then there is a constant
C = C(g) such that any solution u of (2.1) satisfies
‖u‖C4,α ≤ C.(2.6)
Theorem 2.2 allows us to properly define the degree of the map Ψt[·], and by
homotopy invariance we conclude the existence of a solution of (2.1) for t = 1.
To prove Theorem 2.2 we argue by contradiction. Thus, we assume (Mn, g) is not
conformally equivalent to the round sphere, and let ui = uti be a sequence of solutions
to (2.1) with ti → 1 and such that ‖ui‖L∞ →∞. In the next section we derive various
estimates used to analyze the behavior of this sequence.
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2.1. Degree theory for other symmetric functions. As in the above case, we
define
Ψ˜t[u] = F
(
λ′k(1− ψ(t))g + ψ(t)A+∇
2u+ du⊗ du−
1
2
|∇u|2g
)
− (1− t)
(∫
e−(n+1)udvolg
) 2
n+1
− ψ(t)f(x)e−2u,
(2.7)
where λ′k is chosen so that F
(
λ′k · g
)
= 1.
It is very straightforward to adapt the construction above in order to define the
Leray-Schauder degree of solutions to (2.7). The analog of Theorem 2.1 is proved in
a similar fashion using the local estimates of S. Chen (Theorem 1.2). In the course
of proving Theorem 2.2, in this paper we will also prove
Theorem 2.3. Let (Mn, g) be a closed, compact Riemannian manifold that is not
conformally equivalent to the round n-dimensional sphere. Then there is a constant
C = C(g) such that any solution u of Ψ˜t[u] = 0 satisfies ‖u‖C4,α ≤ C.
3. Local estimates
In this section we state some local results for solutions of
σ
1/k
k
(
(1− s)g + sA+∇2u+ du⊗ du−
1
2
|∇u|2g
)
= µ+ f(x)e−2u,(3.1)
where u is assumed to be k-admissible, and s ∈ [0, 1], µ ≥ 0 are constants. Of course,
equation (2.1) is of this form; in particular each function {ui} in the sequence defined
above satisfies an equation like (3.1).
The results of this section are of two types: the pointwise C1- and C2-estimates of
Guan-Wang ([GW03b]), and various integral estimates. The first integral estimate
(Proposition 3.3) already appeared—albeit in a slightly different form—in [CGY02b]
and [Gur93].
The main integral result is Theorem 3.5. It is a kind of weighted Lp-gradient
estimate that holds for k-admissible metrics when k > n/2, and has the advantage
of assuming only minimal regularity for the metric. This flexibility can be important
when studying limits of sequences of solutions to (3.1), which may only be in C1,1
3.1. Pointwise Estimates. Before recalling the results of Guan andWang we should
point out that they studied equation (1.3) for s = 1 and µ = 0. However, as we
explained in Section 2 of [GV04], there is only one line in Guan and Wang’s argument
that needs to be modified, and then only slightly (see the paragraph following Lemma
2.4 in [GV04] for details).
Lemma 3.1. (Theorem 1.1 of [GW03b]) Let u ∈ C4(Mn) be a k−admissible solution
of (3.1) in B(x0, ρ), where x0 ∈M
n and ρ > 0. Then there is a constant
C1 = C1(k, n, µ, ‖g‖C3(B(x0,ρ)), ‖f‖C2(B(x0,ρ))),
such that
|∇2u|(x) + |∇u|2(x) ≤ C1
(
ρ−2 + e−2 infB(x0,ρ) u
)
(3.2)
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for all x ∈ B(x0, ρ/2).
Remark. Guan-Wang did not include the explicit dependence of their estimates on
the radius of the ball. Since it will be important in certain applications, we have done
so here. The dependence is easy to establish using a typical dilation argument.
An immediate corollary of this estimate is an ǫ−regularity result:
Proposition 3.2. (Proposition 3.6 of [GW03b]) There exist constants ǫ0 > 0 and
C = C(g, ǫ0) such that any solution u ∈ C
2(B(x0, ρ)) of (3.1) with∫
B(x0,ρ)
e−nudvolg ≤ ǫ0,(3.3)
satisfies
inf
B(x0,ρ/2)
u ≥ −C + log ρ.(3.4)
Consequently, there is a constant
C2 = C2(k, n, µ, ǫ0, ‖g‖C3(B(x0,ρ))),
such that
|∇2u|(x) + |∇u|2(x) ≤ C2ρ
−2(3.5)
for all x ∈ B(x0, ρ/4).
Remark. The same argument used in the proofs of Lemma 3.1 and Proposition 3.2 can
be used to show that any Γ-admissible solution of (1.13) will satisfy the inequalities
(3.2),(3.4), and (3.5). Note that the homogeneity assumption on F is crucial in this
respect.
3.2. Integral Estimates. We now turn to integral estimates. The first result shows
that any local Lp-bound on eu immediately gives a global sup-bound.
Proposition 3.3. Let u ∈ C2(Mn) and assume gu = e
−2ug has non-negative scalar
curvature. Suppose there is a ball B = B(x, ρ) ⊂ Mn and constants α0 > 0 and
B0 > 0 with ∫
B(x,ρ)
eα0udvolg ≤ B0.(3.6)
Then there is a constant
C = C(g, vol(B(x, ρ)), α0, B0),
such that
max
Mn
u ≤ C.(3.7)
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Proof. If Ru denotes the scalar curvature of gu, then (1.4) implies
1
2(n− 1)
Rue
−2u =
1
2(n− 1)
R +∆u−
(n− 2)
2
|∇u|2.
Therefore, if Ru ≥ 0 we conclude
−∆u +
(n− 2)
2
|∇u|2 +
1
2(n− 1)
R ≥ 0,(3.8)
hence
−∆u +
(n− 2)
2
|∇u|2 ≥ −C.(3.9)
In what follows, it will simplify our calculations if we let v = e−
(n−2)
2
u. In terms of v,
the bound (3.6) becomes ∫
B(x,ρ)
v−p0dvolg ≤ B0(3.10)
where p0 =
(n−2)
2
α0. Also, inequality (3.8) becomes
∆v −
(n− 2)
4(n− 1)
Rv ≤ 0,(3.11)
and (3.9) becomes
∆v ≤ Cv.(3.12)
It follows that any global Lp-bound of the form (3.10) implies a lower bound on v
(and therefore an upper bound on u). That is, if p > 0, then∫
Mn
v−pdvolg ≤ C0 ⇒ inf
Mn
v ≥ C(C0) > 0.(3.13)
There are various ways to see this; for example, by using the Green’s representation.
It therefore remains to prove that one can pass from the local Lp-bound of (3.10) to
a global one:
Lemma 3.4. For p ∈ (0, p0) sufficiently small, there is a constant
C = C(g, vol(B(x, ρ)), p, B0),
such that ∫
Mn
v−2pdvolg ≤ C.(3.14)
Proof. This is Lemma 4.3 of [CGY02b] (see also Lemma 4.1 of [Gur93]). 
This completes the proof of Proposition 3.3. 
Remark. If u ∈ C2 is a Γ-admissible solution of (1.13), then by definition the scalar
curvature of gu = e
−2ug is positive. Therefore, Proposition 3.3 is applicable.
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The next result is an integral gradient estimate for admissible metrics. Before we
give the precise statement, a brief remark is needed about the regularity assumptions
of the result and their relationship to curvature.
If u ∈ C1,1, then Rademacher’s Theorem says that the Hessian of u is defined almost
everywhere, and therefore by (1.4) the Schouten tensor Au of gu is defined almost
everywhere. In particular, the notion of k-admissibility (respectively, Γ-admissibility)
can still be defined: it requires that the eigenvalues of Au are in Γ
+
k (R
n) (resp., Γ) at
almost every x ∈ Mn. Likewise, the condition of non-negative Ricci curvature (a.e.)
is well defined.
Theorem 3.5. Let u ∈ C1,1loc
(
A(1
2
r1, 2r2)
)
, where x0 ∈M
n and A(1
2
r1, 2r2) denotes the
annulus A(1
2
r1, 2r2) ≡ B(x0, 2r2) \ B(x0,
1
2
r1), with 0 < r1 < r2. Assume gu = e
−2ug
satisfies
Ric(gu)− 2δσ1(Au)g ≥ 0(3.15)
almost everywhere in A(1
2
r1, 2r2) for some 0 ≤ δ <
1
2
. Define
αδ =
(n− 2)
(1− 2δ)
δ ≥ 0.(3.16)
Then given any α > αδ, there are constants p ≥ n and C = C((α − αδ)
−1, n) > 0
such that ∫
A(r1,r2)
|∇u|peαudvolg ≤ C
(∫
A( 1
2
r1,2r2)
|Ricg|
p/2eαudvolg
+ r−p1
∫
A( 1
2
r1,r1)
eαudvolg + r
−p
2
∫
A(r2,2r2)
eαudvolg
)
.
(3.17)
In fact, we can take
p = n + 2αδ ≥ n.(3.18)
Now suppose gu = e
−2ug is k-admissible, with k > n/2. By a result of Guan-
Viaclovsky-Wang ([GVW03], Theorem 1), inequality (3.15) holds for any δ satisfying
δ ≤ (2k−n)(n−1)
2n(k−1)
. Therefore,
Corollary 3.6. Let u ∈ C1,1loc
(
A(1
2
r1, 2r2)
)
, where x0 ∈ M
n and A(1
2
r1, 2r2) denotes
the annulus A(1
2
r1, 2r2) ≡ B(x0, 2r2) \ B(x0,
1
2
r1), with 0 < r1 < r2. Assume gu =
e−2ug is k-admissible with k > n/2. Suppose δ ≥ 0 satisfies
0 ≤δ ≤ min
{1
2
,
(2k − n)(n− 1)
2n(k − 1)
}
,
and define
αδ =
(n− 2)
(1− 2δ)
δ.
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Then given any α > αδ, there are constants p > n and C = C((α − αδ)
−1, n) > 0
such that ∫
A(r1,r2)
|∇u|peαudvolg ≤ C
(∫
A( 1
2
r1,2r2)
|Ricg|
p/2eαudvolg
+ r−p1
∫
A( 1
2
r1,r1)
eαudvolg + r
−p
2
∫
A(r2,2r2)
eαudvolg
)
.
(3.19)
We now give the proof of Theorem 3.5.
Proof. Let
S = Sg = Ricg − 2δσ1(Ag)g.(3.20)
By the curvature transformation formula (1.4), for any conformal metric gu = e
−2ug
the relationship between Su = Sgu and Sg is given by
Su = (n− 2)∇
2u+ (1− 2δ)∆ug + (n− 2)du⊗ du− (n− 2)(1− δ)|∇u|2g + Sg.
(3.21)
Now assume gu is a metric for which Su ≥ 0 a.e. in A = A(
1
2
r1, 2r2). From (3.21), it
follows that
0 ≤
1
(n− 2)
Su(∇u,∇u)
= ∇2u(∇u,∇u) +
(1− 2δ)
(n− 2)
∆u|∇u|2 + δ|∇u|4 +
1
(n− 2)
Sg(∇u,∇u)
(3.22)
a.e. in A. Using this identity we have
Lemma 3.7. For any α ∈ R, δ ≥ 0, u satisfies
∇i(|∇u|
p−2eαu∇iu) ≥ (α− αδ)|∇u|
peαu −
1
(1− 2δ)
|Sg||∇u|
p−2eαu(3.23)
almost everywhere in A, where αδ and p are defined in (3.16) and (3.18), respectively.
Proof. Since u ∈ C1,1loc and p > 2, the vector field
X = |∇u|p−2eαu∇u(3.24)
is locally Lipschitz. Therefore, its divergence is defined at any point where the Hessian
of u is defined–in particular, almost everywhere in A. Moreover, at any point where
(3.22) is valid we have
∇i(|∇u|
p−2eαu∇iu) = ∇i(|∇u|
p−2)eαu∇iu+ |∇u|
p−2∇i(e
αu)∇iu+ |∇u|
p−2eαu∆u
= (p− 2)|∇u|p−4eαu∇2u(∇u,∇u) + |∇u|p−2eαu∆u+ α|∇u|peαu.
(3.25)
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Since p > 2 we can substitute inequality (3.22) into (3.25) to get
∇i(|∇u|
p−2eαu∇iu) ≥
[
1− (p− 2)
(1− 2δ)
(n− 2)
]
|∇u|p−2eαu∆u
+
[
α− δ(p− 2)
]
|∇u|peαu −
(p− 2)
(n− 2)
|Sg||∇u|
p−2eαu.
(3.26)
Then (3.23) follows from (3.26) by taking
p =
n− 4δ
1− 2δ
= n + 2αδ.

Let η be a cut-off function satisfying
η(x) =


0 x ∈ B(x0,
3
4
r1),
1 x ∈ A(r1, r2),
0 x ∈ B(x0, 2r2) \B(x0,
3
2
r2),
and
|∇η(x)| ≤
{
Cr−11 x ∈ A(
1
2
r1, r1),
Cr−12 x ∈ A(r2, 2r2),
and |∇η| = 0 otherwise. Multiplying both sides of (3.23) by ηp and applying the
divergence theorem (which is valid since the vector field X in (3.24) is Lipschitz), we
get
∫
−p〈∇η,∇u〉ηp−1|∇u|p−2eαudvolg ≥
(α− αδ)
∫
|∇u|peαuηpdvolg −
1
(1− 2δ)
∫
|Sg||∇u|
p−2eαuηpdvolg.
(3.27)
Using the obvious bound |Sg| ≤ C|Ricg| and rearranging terms in (3.27) gives
∫
|∇u|peαuηpdvolg ≤
C
(
(α− αδ)
−1, δ, n
)[ ∫
|Ricg||∇u|
p−2eαuηpdvolg +
∫
|∇η||∇u|p−1eαuηp−1dvolg
]
.
(3.28)
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Applying Ho¨lder’s inequality to the two integrals on the RHS we have∫
|∇u|peαuηpdvolg
≤ C(θ, δ, n)
[(∫
|∇u|peαuηpdvolg
)(p−2)/p(∫
|Ricg|
p/2eαuηpdvolg
)2/p
+
(∫
|∇u|peαuηpdvolg
)(p−1)/p(∫
|∇η|peαudvolg
)1/p]
,
which implies ∫
|∇u|peαuηpdvolg ≤ C
[ ∫
|Ricg|
p/2eαuηpdvolg
+
∫
|∇η|peαudvolg
]
.
Therefore, using the properties of the cut-off function η we conclude∫
A(r1,r2)
|∇u|peαudvolg ≤
∫
|∇u|peαuηpdvolg
≤ C
[ ∫
|Ricg|
p/2eαuηpdvolg +
∫
|∇η|peαudvolg
]
≤ C
∫
A( 1
2
r1,2r2)
|Ricg|
p/2eαudvolg
+ Cr−p1
∫
A( 1
2
r1,r1)
eαudvolg + Cr
−p
2
∫
A(r2,2r2)
eαudvolg.
This completes the proof of Theorem 3.5. 
Theorem 3.5 has a global version:
Corollary 3.8. Let u ∈ C1,1loc (M
n), and assume gu = e
−2ug is k-admissible with
k > n/2. Suppose δ ≥ 0 satisfies
0 ≤δ ≤ min
{1
2
,
(2k − n)(n− 1)
2n(k − 1)
}
,
and define
αδ =
(n− 2)
(1− 2δ)
δ.
Then given any α > αδ, there are constants p ≥ n and C = C((α − αδ)
−1, n, g) > 0
such that ∫
Mn
|∇u|peαudvolg ≤ C
∫
Mn
eαudvolg.(3.29)
Using the Sobolev Imbedding Theorem, Corollary 3.8 implies a pointwise estimate:
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Corollary 3.9. Let u ∈ C1,1loc (M
n), and assume gu = e
−2ug is k-admissible with
k > n/2. Suppose δ > 0 satisfies
0 < δ ≤ min
{1
2
,
(2k − n)(n− 1)
2n(k − 1)
}
,(3.30)
and define
αδ =
(n− 2)
(1− 2δ)
δ.(3.31)
Then given any α > αδ, there is a constant C = C((α− αδ)
−1, n, g) > 0 such that
‖e(α/p)u‖Cγ0 ≤ C‖e
(α/p)u‖Lp ,(3.32)
where
γ0 =
2αδ
n+ 2αδ
> 0.(3.33)
Proof. Inequality (3.29) implies
‖e(α/p)u‖W 1,p ≤ C‖e
(α/p)u‖Lp,
where W 1,p denotes the Sobolev space of functions ϕ ∈ Lp with |∇ϕ| ∈ Lp. The
Sobolev Imbedding Theorem implies the bound (3.32) for
γ0 = 1−
n
p
.
If we take p = n+ 2αδ as in (3.18), then (3.33) follows. 
3.3. Local estimates for other symmetric functions. As we observed in the
Remarks following the proofs of Propositions 3.2 and 3.3, any Γ-admissible solution
of (1.13) automatically satisfies the conclusions of Lemma 3.1 and Propositions 3.2
and 3.3. Furthermore, the condition (1.11) implies that any Γ-admissible solution
satisfies inequality (3.15) of Theorem 3.5. Therefore, this result and its corollaries
remain valid for Γ-admissible solutions.
Furthermore, suppose {ui} is a sequence of solutions to Ψ˜ti [ui] = 0, as described
in Section 2.1. Then the conclusion of Proposition 4.1 also holds for this sequence,
since the proof just relies on the local estimates of S. Chen.
4. The blow-up
In this section we begin a careful analysis of a sequence {ui} of solutions to (2.1).
We may assume that uti = ui with ti > 1/2; this implies ψ(ti) = 1, so (2.1) becomes
σ
1/k
k
(
A+∇2ui + dui ⊗ dui −
1
2
|∇ui|
2g
)
= (1− ti)
(∫
e−(n+1)uidvolg
) 2
n+1
+ f(x)e−2ui .
(4.1)
In particular, the metrics gi = e
−2uig are k-admissible.
Our first observation is that the sequence {ui} must have min ui → −∞.
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Proposition 4.1. If there is a lower bound
min ui ≥ −C(4.2)
then there is an upper bound as well; i.e.,
‖ui‖L∞ ≤ C.
Therefore, we must have
min ui → −∞.(4.3)
Proof. From [GV04, Lemma 2.5] we know that min ui is bounded above. Therefore,
assuming (4.2) holds, we have
−C ≤ min ui ≤ C.(4.4)
By Lemma 3.1, the lower bound (4.2) implies a gradient bound, which gives a Harnack
inequality of the form
max ui ≤ min ui + C
′.(4.5)
Combining (4.4) and (4.5) we conclude
max ui ≤ C + C
′.
Consequently, (4.3) must hold. 
The next lemma will be used to show that the sequence {ui} can only concentrate
at finitely many points:
Lemma 4.2. The volume and Ricci curvature of the metrics {gi} satisfy
vol(gi) ≤ v0,(4.6)
Ricgi ≥ c0gi,(4.7)
where c0 > 0.
Proof. Since each gi is k-admissible with k > n/2, by Theorem 1 of [GVW03] the
Ricci curvature of gi satisfies
Ricgi ≥
(2k − n)(n− 1)
(k − 1)
(
n
k
)−1/k
σ
1/k
k (Agi)gi.(4.8)
Using equation (4.1) this implies
Ricgi ≥
(2k − n)(n− 1)
(k − 1)
(
n
k
)−1/k
f(x)gi
≥ c(k, n,min f)gi
(4.9)
for some c0(k, n,min f) > 0. This proves inequality (4.7). Also, by Bishop’s Theorem
([BC64]) it gives an upper bound on the volume of gi, proving (4.6).

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Remark. It is easy to see that inequalities (4.6) and (4.7) are valid for any sequence
{ui} of Γ-admissible solutions to (1.13). This follows from (1.11), (1.12), and a lower
bound for the scalar curvature. More precisely, we claim that
F (λ) ≤ C0σ1(λ)(4.10)
for some constant C0 > 0 and any λ ∈ Γ. To see this, by the homogeneity of F it
suffices to prove that it holds for λ ∈ Γˆ = {λ ∈ Γ : |λ| = 1}. Now, (1.11) implies
that σ1(λ) > 0 for λ ∈ Γˆ, because if σ1(λˆ) = 0 for some λˆ ∈ Γˆ then by (1.11) we
would have λˆ = 0, a contradiction. Therefore, σ1(λ) ≥ c0 > 0 on Γˆ, so F (λ)/σ1(A)
is bounded above on Γˆ, which proves (4.10). Appealing to (1.12) and (1.13), we see
that the Ricci curvature of gi = e
−2uig satisfies
Ricgi ≥ 2C
−1
0 δf(x)gi ≥ cgi,
for some c > 0. Arguing as we did above, we obtain (4.6) and (4.7).
Given x ∈Mn, define the mass of x by
m(x) = m({ui}; x) = lim
r→0
lim sup
i→∞
∫
B(x,r)
e−nuidvolg.(4.11)
This notation is intended to emphasize the dependence of the mass on the sequence
{ui}. In particular, if we restrict to a subsequence (as we will soon do), the mass of
a given point may decrease.
The ǫ-regularity result of Proposition 3.2 implies that, on a subsequence, only
finitely many points may have non-zero mass:
Proposition 4.3 ([Gur93], Section 2). The set Σ[{ui}] = {x ∈ M
n|m(x) 6= 0} is
non-empty. In addition, there is a subsequence (still denoted {ui}) such that with
respect to this subsequence Σ is non-empty and consists of finitely many points: Σ =
Σ[{ui}] = {x1, x2, . . . , xℓ}.
4.1. Behavior away from the singular set. While the sequence {ui} is concen-
trating at the points {x1, x2, . . . , xℓ}, away from these points the ui’s remain bounded
from below, and the derivatives up to order two are uniformly bounded:
Proposition 4.4. Given compact K ⊂ Mn \ Σ, there is a constant C = C(K) > 0
that is independent of i such that
min
K
ui ≥ −C(K),(4.12)
max
K
[
|∇2ui|+ |∇ui|
2
]
≤ C(K),(4.13)
for all i ≥ J = J(K).
Proof. Given x ∈ K, since m(x) = 0 there is radius r = rx such that∫
B(x,rx)
e−nuidvolg ≤
1
2
ǫ0
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for all i ≥ J = Jx. By Proposition 3.2 there is a constant C = C(rx) > 0 such that
inf
B(x,rx/2)
ui ≥ −C,(4.14)
sup
B(x,rx/2)
[
|∇2ui|+ |∇ui|
2
]
≤ C,(4.15)
for all i ≥ Jx. The balls {B(x, rx/2)}x∈K define an open cover of K, and since
K is compact we can extract a finite subcover K ⊂ ∪Nν=1B(xν , rν/2). Let J =
max1≤ν≤N Jν ; then (4.14) and (4.15) imply that (4.12) and (4.13) hold for all i ≥
J . 
Now, fix a “regular point” x0 /∈ Σ. There are two possibilities to consider, depend-
ing on whether
lim sup
i
ui(x0) < +∞(4.16)
or
lim sup
i
ui(x0) = +∞(4.17)
(recall that (4.12) only provides a lower bound for the sequence off the singular set).
These possibilities reflect different scenarios for the convergence of (a subsequence
of) {ui} on M
n \ Σ. If (4.16) holds, it will be possible to extract a subsequence that
converges on compact subsets of Mn \ Σ to a smooth limit u ∈ C∞(Mn \ Σ). But if
(4.17) holds, a subsequence diverges to +∞ uniformly on compact subsets of Mn \Σ.
As we shall see, the integral gradient estimate (Corollary 3.9) can be used to preclude
(4.16).
To this end, assume
lim sup
i
ui(x0) < +∞.(4.18)
Then if K ⊂ Mn \ Σ is a compact set containing x0, the bounds (4.12), (4.13), and
(4.18) imply there is a constant C = C(K) > 0 such that
max
K
[
|∇2ui|+ |∇ui|
2 + |ui|
]
≤ C(K)(4.19)
for all i ≥ J = J(K). This estimate implies that equation (4.1) is uniformly elliptic
on K. Since it is concave, by the results of Evans ([Eva82]) and Krylov ([Kry83])
one obtains interior C2,γ-bounds for solutions. The Schauder interior estimates then
give estimates on derivatives of all orders: More precisely, given K ′ ⊂ K, m ≥ 1, and
γ ∈ (0, 1), there is a constant C = C(K ′, m, γ) such that
‖ui‖Cm,γ(K ′) ≤ C.(4.20)
After applying a standard diagonal argument, we may extract a subsequence ui →
u ∈ C∞(Mn \ Σ), where the convergence is in Cm on compact sets away from Σ.
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As we observed above, when restricting to subsequences it is possible that one
reduces the singular set. However, it is always possible to choose a subsequence of
{ui} and a sequence of points {Pi} with
lim
i
ui(Pi) = −∞, Pi → P ∈ Σ,(4.21)
say P = x1. That is, we can always choose a subsequence for which there is at
least one singular point. For, if such a choice were impossible, then the original
sequence would have a uniform lower bound, and this would violate the conclusions
of Proposition 4.1.
Using Proposition 3.3 and Corollary 3.9, we can obtain more precise information
on the behavior of the limit u near the singular point x1.
Proposition 4.5. Under the assumption (4.18), the function u = limi ui has the
following properties:
(i) There is a constant C1 > 0 such that
sup
M\Σ
u ≤ C1.(4.22)
(ii) There is a neighborhood U containing x1 with the following property: Given θ > 0,
there is a constant C = C(θ) such that
u(x) ≤ (2− θ) log dg(x, x1) + C(θ)(4.23)
for all x 6= x1 in U .
Proof. To prove (4.22), let K ⊂ Mn \ Σ be a compact set containing x0. By (4.19),
we have a bound ∫
K
eαuidvolg ≤ Cα
for any α > 0. Therefore, by Proposition 3.3 we have a global bound
max
Mn
ui ≤ C1.(4.24)
Thus the limit must satisfy
sup
Mn\Σ
u ≤ C1.
Turning to the proof of (4.23), note the bound (4.24) allows us to apply Corollary
3.9. Therefore, for fixed δ > 0 satisfying (3.30) and any α > αδ ≡
(n−2)
(1−2δ)
δ, we have
‖e(α/p)ui‖Cγ0 ≤ C‖e
(α/p)ui‖Lp ≤ C,(4.25)
where
p = n+ 2αδ,
γ0 =
2αδ
n+ 2αδ
> 0.
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Choose a small neighborhood U of x1 that is disjoint from the other singular points.
For i > J sufficiently large we may assume that Pi ∈ U , where Pi → x1 is the sequence
in (4.21). If x 6= x1 is a point in U , then by (4.25)
|e(α/p)ui(x) − e(α/p)ui(Pi)| ≤ Cdg(x, Pi)
γ0 .(4.26)
Letting i→∞ in (4.26), by (4.21) we conclude
e(α/p)u(x) ≤ Cdg(x, x1)
γ0 .
This implies
eu(x) ≤ Cdg(x, x1)
pγ0/α.(4.27)
Using the definition of p in (3.18), the exponent in (4.27) satisfies
pγ0
α
= 2
αδ
α
< 2,
so taking logarithms in (4.27) we get
u(x) ≤ 2
(αδ
α
)
log dg(x, x1) + C.(4.28)
Therefore, given θ > 0, we can choose α > αδ close enough to αδ so that
2
αδ
α
≥ 2− θ,
and (4.23) follows from (4.28).

While Proposition 4.5 gives fairly precise upper bounds on u = limi ui near x1, the
epsilon-regularity result Proposition 3.2 can be used to give lower bounds:
Proposition 4.6. There is a neighborhood U ′ of x1 and a constant C > 0 such that
u(x) ≥ log dg(x, x1)− C(4.29)
for all x 6= x1 in U
′.
Proof. This result follows from inequality (3.4). More precisely, by the volume bound
(4.6),
vol(gi) =
∫
Mn
e−nuidvolg ≤ v0.
It follows that u = limi ui satisfies
vol(gu) =
∫
Mn
e−nudvolg ≤ v0.
Therefore, for ρ0 > 0 small enough,∫
B(x1,ρ0)
e−nudvolg ≤
1
2
ǫ0,
where ǫ0 is the constant in the statement of Proposition 3.2.
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Given x 6= x1 in U
′ = B(x1, ρ0/2), let ρ =
1
2
dg(x, x1). Then B(x, ρ) ⊂ B(x1, ρ0), so∫
B(x,ρ)
e−nudvolg <
∫
B(x1,ρ0)
e−nudvolg ≤
1
2
ǫ0.
Therefore, by inequality (3.4),
inf
B(x,ρ/2)
u ≥ log ρ− C,
which implies
u(x) ≥ log dg(x, x1)− C.

Combining Propositions 4.5 and 4.6, we conclude that the assumption (4.18) on
which they are based can not be true:
Corollary 4.7. The sequence {ui} must satisfy
lim sup
i
ui(x0) = +∞.(4.30)
Consequently, there is a subsequence (again denoted {ui}) and a non-empty set of
points Σ0 = {x1, x2, . . . , xν} ⊆ Σ with the following properties:
(i) Given any compact K ⊂ Mn \ Σ0 and number N > 0, there is a J = J(K,N)
such that
min
K
ui ≥ N(4.31)
for all i ≥ J = J(K,N).
(ii) For each xk ∈ Σ0, there is a sequence of point {Pk,i} such that
lim
i
Pk,i = xk,(4.32)
and
lim
i
ui(Pk,i) = −∞.(4.33)
Proof. Taking θ = 1/2 in Proposition 4.5 we get
u(x) ≤
3
2
log dg(x, x1) + C
for x near x1. On the other hand,(4.29) implies
u(x) ≥ log dg(x, x1)− C
′.
Since these inequalities contradict one another when x is close enough to x1, we
conclude that (4.18) is false. Therefore, (4.30) must hold.
Now, according to Proposition 4.4, given any compact K ⊂ Mn \ Σ, there is a
constant C = C(K) > 0 such that
max
K
|∇ui| ≤ C(K)(4.34)
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for all i ≥ J = J(K). Therefore, choosing a subsequence so that limi ui(x0) =
lim supi ui(x0) = +∞, the gradient bound (4.34) implies that (4.31) holds for any
N > 0 and all i sufficiently large, at least for K ⊂Mn \ Σ. Once again, however, by
restricting to a subsequence we may be reducing the singular set.
Near each point xk ∈ Σ = {x1, . . . , xℓ}, there are two possibilities to consider.
First, suppose in a neighborhood V of xk we have
ui ≥ −C.(4.35)
Then the local C2-estimate of Guan and Wang (Lemma 3.1) would imply
|∇2ui|+ |∇ui|
2 ≤ C ′
in a neighborhood V ′ ⊂ V . Since ui → +∞ pointwise on M
n \ Σ, (4.31) is valid on
any compact K ⊂Mn \
(
Σ \ {xk}
)
for i sufficiently large. In this case, xk /∈ Σ0.
The alternative to (4.35) is that near xk ∈ Σ there is a sequence of points {Pk,i}
satisfying (4.32) and (4.33). In this case, xk ∈ Σ0.
Finally, note that the subsequence {ui} can always be chosen so that Σ0 6= ∅.
Otherwise, {ui} would have to be bounded from below near each point in Σ, and
consequently on all of Mn. Combining the gradient estimate of Guan-Wang with the
fact that −ui → +∞ pointwise on M
n \ Σ, we would conclude that
min
Mn
ui → +∞.
But this contradicts the conclusion of Proposition 4.1. 
Remark. Any sequence {ui} of Γ-admissible solutions of (1.13) has a subsequence
which satisfies the conclusions of Corollary 4.7, since the proof just relies on the
results of Section 3 and Lemma 4.2. For the same reasons, Corollary 4.7 is valid for
any sequence {ui} of solutions to Ψ˜ti [ui] = 0.
5. The re-scaled sequence
Since {ui} is diverging to +∞ away from the singular set Σ0, we need to normalize
the sequence if we hope to extract a limit. Let x0 /∈ Σ0 again be a “regular” point,
and define
wi(x) = wi(x)− wi(x0).(5.1)
Using the properties of {ui} derived in the preceding section, we first show that (a
subsequence of) {wi} converges off Σ0 to a C
1,1
loc -limit.
Proposition 5.1. (i) Given r > 0 small enough, let Mnr = M
n \ ∪xk∈Σ0B(xk, r).
Then there is a constant C > 0, which is independent of i and r, such that
|∇2wi|(x) + |∇wi|
2(x) ≤ Cr−2(5.2)
for x ∈Mnr and all i > J = J(r).
(ii) The sequence {wi} is bounded above:
max
Mn
wi ≤ C(5.3)
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for some constant C > 0.
Proof. (i) As we saw in Corollary 4.7, the original sequence {ui} is diverging uniformly
to +∞ on compact sets K ⊂Mn\Σ0. Let y ∈M
n
r ; then the ball B(y, r/2) ⊂M
n\Σ0.
Therefore,
lim
i
inf
B(y,r/2)
ui = +∞.(5.4)
Applying the local estimate Lemma 3.1 on the ball B(y, r/2), we conclude that each
ui satisfies
|∇2ui|(x) + |∇ui|
2(x) ≤ C
(
r−2 + e−2 infB(y,r/2) ui
)
for all x ∈ B(y, r/4). Of course, since ui and wi only differ by a constant, this implies
|∇2wi|(x) + |∇wi|
2(x) ≤ C
(
r−2 + e−2 infB(y,r/2) ui
)
(5.5)
for all x ∈ B(y, r/4). By (5.4), there is a J = J(y) such that
e−2 infB(y,r/2) ui < r−2
for i > J . Substituting this into (5.5) we get
|∇2wi|(x) + |∇wi|
2(x) ≤ Cr−2(5.6)
for all x ∈ B(y, r/4) and i > J = J(y).
The balls {B(y, r/4)}y∈Mnr define an open cover of M
n
r , and since M
n
r is compact
we can extract a finite subcover Mnr ⊂ ∪
N
ν=1B(yν , rν/4). Let J = max1≤ν≤N Jν . For
any x ∈ Mnr , there is a ball with x ∈ B(yν , rν/4), and inequality (5.6) is valid for
i > J . This proves (5.2).
(ii) Since wi(x0) = 0, in view of the bound (5.6) there must be a small ball B(x0, ρ0)
and a constant C > 0 such that
sup
B(x0,ρ0)
wi ≤ C,
for all i ≥ 1. This implies ∫
B(x0,ρ0)
eαwidvolg ≤ Cα
for any α > 0. By Proposition 3.3, we obtain a global bound:
max
Mn
wi ≤ C.

The next result summarizes the properties of the limit w = limi wi. Recall from
the proof of Theorem 3.5 the definition of the tensor Sg = Ric − 2δσ1(Ag)g. We let
Sw denote S with respect to the limiting metric gw = e
−2wg.
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Corollary 5.2. A subsequence of {wi} converges on compact sets K ⊂ M
n \ Σ0 in
C1,β(K), any β ∈ (0, 1). Moreover,
(i) the limit w = limiwi is in C
1,1
loc (M
n \ Σ0).
(ii) The Hessian ∇2w(x) is defined at almost every x ∈Mn.
(iii) The tensor Sw(x) is positive semi-definite at almost every x ∈M
n.
Proof. Most of the statements are immediate consequences of Proposition 5.1, the
Arzela-Ascoli Theorem, and the fact that wi(x0) = 0. From Rademacher’s Theorem,
∇2w is well-defined almost everywhere (meaning the matrix of second partials is well-
defined almost everywhere), and ∇2w ∈ L∞loc. Statement (iii) follows from a standard
limiting argument using an integration by parts; we therefore omit the details. 
Lemma 5.3. We have the following estimates for w:
|∇w|g(x) ≤
C
dg(x, xk)
,(5.7)
and for any s > 1,
|∇w|C0,1(Ag(r,sr)) ≤
C
r2
,(5.8)
where Ag(r, sr) is the annulus in the metric g, and we take the Lipschitz seminorm:
that is,
‖f‖C0,1(Ω) = sup
x,y∈Ω,x 6=y
|f(x)− f(x)|
dg(x, y)
,
for any domain Ω.
Proof. The estimates (5.2) hold for the wi, and since w is the C
1,1-limit obtained
using the Arzela-Ascoli theorem, the lemma follows immediately. 
Remark. The preceding analysis can be applied to any sequence of Γ-admissible so-
lutions {ui} to (1.13), rescaled so as to converge in C
1,α on compact sets in the
manner described by Corollary 5.2. In particular, the limit w = limwi will satisfy
the conclusions of Corollary 5.2.
In fact, all the results of the next two Sections 6 and 7 apply to such (rescaled)
sequences of solutions. For this reason, from now on we will refrain from calling this
fact to the reader’s attention.
6. Analysis of the singularities
The main result of this section is Theorem 6.8, which gives a preliminary estimate
of the limiting function near each xk ∈ Σ0:
2 log dg(x, xk)− C ≤ w(x) ≤ 2 log dg(x, xk) + C.(6.1)
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As we shall see, the first inequality above is a fairly easy consequence of the maximum
principle; the second inequality, however, is much more delicate. One consequence of
this estimate is that the metric
gw = e
−2wg(6.2)
in complete. In Section 7 we will give further refinements of the asymptotic behavior
of w near Σ0, which in turn give us a better understanding of the behavior of the
metric gw near infinity.
We begin with the proof of the first inequality in (6.1). This estimate would be
an easy consequence of the maximum principle, except for the fact that w is not C2.
Therefore, we need to prove the corresponding statement for the wi’s, then take a
limit.
Proposition 6.1. There is a constant C such that
wi(x) ≥ 2 log dg(x, xk)− C(6.3)
for all x near xk ∈ Σ0.
Proof. It will simplify matters if we use the notation introduced in the proof of Propo-
sition 3.3. Let vi = e
− (n−2)
2
wi; then by (3.11) vi satisfies
Lvi = ∆vi −
(n− 2)
4(n− 1)
Rvi ≤ 0,(6.4)
where L is the conformal laplacian. Given xk ∈ Σ0, let Γk = Γ(xk, ·) denote the
Green’s function for L with singularity at xk (note that L exists since R > 0). Define
Γ =
∑
k
Γk,(6.5)
and
Gi =
vi
Γ
.(6.6)
Then an easy calculation using (6.4) shows
∆Gi + 2〈∇Gi,∇Γ/Γ〉 ≤ 0(6.7)
on Mn \ Σ0, where 〈·, ·〉 denotes the inner product. By the maximum principle, for
all r > 0 small enough
min
Mnr
Gi = min
∪∂B(xk ,r)
Gi.(6.8)
Now, by the gradient estimate (5.2),
max
∂B(xk ,r)
wi − min
∂B(xk ,r)
wi ≤ Cnr max
∂B(xk ,r)
|∇wi| ≤ Cnr(C/r) = C,
and consequently we have the Harnack inequality
max
∂B(xk,r)
vi ≤ C min
∂B(xk ,r)
vi,
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independent of r. Since Γ satisfies a similar inequality, it follows that Gi must:
max
∂B(xk ,r)
Gi ≤ C min
∂B(xk ,r)
Gi.
Therefore, by (6.8),
max
∪∂B(xk ,r)
Gi ≤ Cmin
Mnr
Gi.(6.9)
The last inequality implies that Gi is bounded on all of M
n \ Σ0. To see this, first
note that for r > 0 small, if x0 is our regular point then (6.9) implies
max
∪∂B(xk ,r)
Gi ≤ CGi(x0) = CΓ
−1(x0) ≤ C.
This shows that
max
Mn\Σ0
Gi ≤ C
independent of i. Therefore
e−
(n−2)
2
wi
Γ
≤ C.
Finally, since
Γ(xk, x) ∼ dg(xk, x)
(2−n),
by taking logarithms we get (6.3).

Corollary 6.2. There is a constant C such that
w(x) ≥ 2 log dg(x, xk)− C(6.10)
for all x near xk ∈ Σ0.
Proof. Inequality (6.10) follows from (6.3) by letting i → ∞ and using the fact that
{wi} converges in C
1,β off of Σ0. 
To prove the second inequality in (6.1) we proceed in two stages. First, we prove
a slightly weaker version of the result:
Proposition 6.3. Given θ > 0, there is a constant C = C(θ) such that near each
xk ∈ Σ0,
w(x) ≤ (2− θ) log dg(x, xk) + C(θ)(6.11)
for all x 6= xk.
Proof. Using Corollary 4.7, the proof of (6.11) is identical in its details to the proof
of Proposition 4.5 (ii), and will therefore be omitted. 
In the following, fix xk ∈ Σ0 and let ρ = ρ(x) = dg(x, xk). We will assume that ρ
is well defined for ρ < ρ0 < 1. An easy consequence of (6.11) is
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Lemma 6.4.
lim
x→xk
w(x)
log ρ(x)
= 2.
Proof. Given any θ > 0, by (6.10) and (6.11) we know
2 log ρ(x)− C ≤ w(x) ≤ (2− θ) log ρ(x) + C(θ)
Therefore,
2 ≥ lim
x→xk
w(x)
log ρ(x)
≥ (2− θ).
Since θ > 0 was arbitrary, Lemma 6.4 follows. 
We now give the proof of the second inequality of (6.1):
Theorem 6.5. Near xk ∈ Σ0, the function w satisfies
w(x) ≤ 2 log ρ(x) + C.(6.12)
Proof. As in the preceding proofs, the argument is complicated by the fact that w
is not in C2. Moreover, we cannot argue, as we did in the proof of Proposition 6.1,
by establishing the result for the sequence {wi} and then passing to a limit: the wi’s
clearly do not satisfy (6.12). To get around this difficulty we first prove an estimate
for w on a dyadic annulus of fixed radius, then iterate the estimate to bound the
growth of w near xk. The key technical ingredient in this analysis is the following
Proposition:
Proposition 6.6. Choose a point, say x1 ∈ Σ0, and let B(a) denote the geodesic ball
of radius a > 0 centered at x1. There exist constants K, a0 > 0 such that if a < a0,
max
∂B(a/2)
w ≤ max
∂B(a)
w − 2 log a +
[
2−K(a/2)2
]
log(a/2).(6.13)
Proof. For fixed a > 0 and small let
W (x) = w(x)− max
∂B(a)
w + 2 log a,(6.14)
and
F (x) =
W (x)
log ρ
.(6.15)
Later in the proof we will impose further conditions on a, but for now we just require
that a < 1 is small enough so that ρ is well defined in B(a). Note that log ρ(x) < 0
for x ∈ B(a).
Now, by Lemma 6.4 we have
lim
x→x1
F (x) = 2.(6.16)
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Also, if x ∈ ∂B(a), then
W (x) = w(x)− max
∂B(a)
w + 2 log a
≤ 2 log a,
which implies
min
∂B(a)
F ≥ 2.(6.17)
From (6.16) and (6.17) we conclude that either
F (x) ≥ 2 ∀x ∈ B(a),(6.18)
or F attains its minimum in the interior of B(a)\{x1}. However, if (6.18) holds then
inequality (6.13) follows almost immediately. To see this, let y0 be a point at which
F attains its minimum on ∂B(a/2). Then (6.18) implies
2 ≤ F (y0) =
max∂B(a/2) w −max∂B(a) w − 2 log a
log(a/2)
⇒ max
∂B(a/2)
w ≤ max
∂B(a)
w − 2 log a+ 2 log(a/2).
Thus, (6.13) holds with K = 0. We may therefore assume F attains its minimum at
a point z0 ∈ B(a) \ {x1}.
To prove (6.13) we want to apply the strong maximum principle to F , though one
needs to amend this statement slightly because of regularity considerations. As we
observed above, w ∈ C1,1loc , while the distance function ρ is smooth on the deleted ball
B(a)\{x1}. Thus, F is C
1,1
loc in a small neighborhood U0 of z0. Given δ > 0, we define
a differential operator L in U0 by
Lu = aij∇i∇ju,(6.19)
where {aij} are the components of the tensor
a = (n− 2)dρ⊗ dρ+ (1− 2δ)g.(6.20)
For δ > 0 sufficiently small L is obviously strictly elliptic. If F were C2 it would follow
that LF (z0) ≥ 0, since z0 is a minimum point. However, F is only C
1,1
loc , so while
∇2F exists almost everywhere it may happen that LF (z0) is not defined. Despite
this, there must be points nearby for which LF is almost non-negative:
Lemma 6.7. There is a sequence of points {zj} in U0 satisfying
(i) zj → z0 as j →∞,
(ii) ∇2F (zj) exists,
(iii) lim infj→∞LF (zj) ≥ 0,
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(iv) ∇F (zj)→ 0 as j →∞.
Proof. Since z0 is a minimum point of F ∈ C
1,1(U0), conclusion (iv) holds for any
sequence of points zj → z0. If (iii) failed for every sequence satisfying (i) and (ii),
then there would be a neighborhood U1 ⊆ U0 such that
LF (z) ≤ 0(6.21)
at every point z ∈ U1 where ∇
2F (z) exists (in fact, LF (z) < 0 at every such point,
but for our purposes it is enough to assume the weaker inequality). In particular,
(6.21) would hold almost everywhere in U1.
Now, L is not written in divergence form, but this is easy to do:
Lu = ∇i
(
aij∇ju
)
− bj∇ju,(6.22)
where {bj} are the components of the divergence of {aij}:
bj = ∇ka
jk.
It is important to note that the neighborhoods U1 ⊆ U0 do not contain x1, so the
distance function ρ, and consequently the coefficients of L, are all smooth on U1.
Returning to inequality (6.21), if ϕ ∈ C∞0 (U1), then by (6.21) and (6.22) we have∫
U1
(
− aij∇iϕ∇jF − ϕb
j∇jF
)
dvol ≤ 0.
Therefore, F also satisfies (6.21) in U1 in a weakW
1,2-sense. By the strong maximum
principle for weak supersolutions (see [GT83], Theorem 8.19), it follows that F cannot
have an interior minimum unless F is constant on U1. Since z0 is an interior minimum
F must be constant on U1, in which case the conclusions of Lemma 6.7 are obviously
true.

We now apply Lemma 6.7 by calculating LF at the points {zj} described above.
To begin,
∇lF =
∇lW
log ρ
−
W
(log ρ)2
∇lρ
ρ
.(6.23)
Differentiating again, and using (6.23), we obtain
∇k∇lF =
∇k∇lW
log ρ
−
∇kF
log ρ
∇lρ
ρ
−
∇lF
log ρ
∇kρ
ρ
+
F
log ρ
∇kρ
ρ
∇lρ
ρ
−
F
log ρ
∇k∇lρ
ρ
.(6.24)
Tracing (6.24) we have
∆F =
∆W
log ρ
−
2
log ρ
〈∇F,
∇ρ
ρ
〉+
F
log ρ
1
ρ2
−
F
log ρ
∆ρ
ρ
.(6.25)
Using (6.24) and (6.25) we can now write the expression for LF . In doing so we
will make use of the following identities:
Lu = (n− 2)∇2u(∇ρ,∇ρ) + (1− 2δ)∆u(6.26)
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for any function u, and
|∇ρ|2 = 1, ∇2ρ(∇ρ,∇ρ) = 0.
Thus,
(log ρ)LF = LW+(n− 1− 2δ)
F
ρ2
− (1− 2δ)F
∆ρ
ρ
− 2(n− 1− 2δ)〈∇F,
∇ρ
ρ
〉.
(6.27)
Since the background metric g is assumed to be k-admissible it must have positive
Ricci curvature. Therefore, by the Laplacian Comparison Theorem,
∆ρ
ρ
≤
(n− 1)
ρ2
.
Substituting this into (6.27) we get
(log ρ)LF ≥ LW + 2δ(n− 2)
F
ρ2
− 2(n− 1− 2δ)〈∇F,
∇ρ
ρ
〉.(6.28)
The next step involves estimating LW . By Corollary 5.2, for almost every z, the
Ricci curvature satisfies
Ric(gw)− 2δσ1(Aw)g ≥ 0(6.29)
for δ ≤ (2k−n)(n−1)
2n(k−1)
. In what follows, we fix a value of δ > 0 satisfying this condition.
Rewriting (6.29) using (3.20) and (3.21), we get
(n− 2)∇2W + (1− 2δ)∆Wg + (n− 2)dW ⊗ dW
− (n− 2)(1− δ)|∇W |2g +
(
Ricg − 2δσ1(Ag)g
)
≥ 0.
(6.30)
Using (6.23), (6.26), and the inequality |〈∇F,∇ρ〉| ≤ |∇F |, we can rewrite this as
LW ≥ −δ(n− 2)
F 2
ρ2
− 2δ(n− 2)F log ρ〈∇F,
∇ρ
ρ
〉
− δ(n− 2)(1− δ)(log ρ)2|∇F |2 − C.
(6.31)
Substituting this into (6.28), we finally arrive at
(log ρ)LF ≥ −δ(n− 2)
F 2
ρ2
+ 2δ(n− 2)
F
ρ2
− C +
(
terms with ∇F
)
.
Keep in mind that we are evaluating both sides of the above inequality at the
points {zj} described in Lemma 6.7. In particular, by property (iv) of this lemma,
|∇F (zj)| → 0 as j → ∞, and using property (iii) of the lemma along with the fact
that ρ(zj)→ ρ(z0) = ρ0, it follows that for all j sufficiently large
C ≥ −δ(n− 2)
F 2(zj)
ρ(zj)2
+ 2δ(n− 2)
F (zj)
ρ(zj)2
.
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Letting j →∞, and completing the square, we obtain(
F (z0)− 1
)2
≥ 1− Cρ20.
Solving this inequality, since ρ0 ≪ 1, one sees that there are two possible conclusions:
either
F (z0) ≥ 2− C1ρ
2
0(6.32)
or
F (z0) ≤ C2ρ
2
0 ≤ C2a
2.(6.33)
We want to rule out (6.33). To do so we rely on Corollary 6.2, which implies
max
∂B(a)
w ≥ 2 log a− C3,
and consequently
W (z0) ≤ w(z0) + C3.
Therefore,
F (z0) =
W (z0)
log ρ0
≥
w(z0)
log ρ0
−
C3
log ρ0
.(6.34)
From Lemma 6.4, we may then choose a > 0 small enough so that
F (z0) > 1,(6.35)
for all x ∈ B(a). At the same time, by (6.33), we can choose a > 0 small enough
(just depending on the constant C2) so that
F (z0) ≤
1
2
.(6.36)
Since (6.35) and (6.36) obviously contradict one another, we conclude that (6.32)
must hold:
min
B(a)
F = F (z0) ≥ 2− C1ρ
2
0 ≥ 2− C1a
2.
Recalling the definition of F , we now have the following:
w(x)−max∂B(a) w + 2 log a
log ρ(x)
≥ 2− C1a
2.
If we take x to be a point at which w attains its maximum on ∂B(a/2), we obtain
the inequality
max∂B(a/2) w −max∂B(a) w + 2 log a
log(a/2)
≥ 2− C1a
2 = 2−K(a/2)2.
Multiplying both sides of the above inequality by log(a/2) and rearranging terms, we
arrive at (6.13):
max
∂B(a/2)
w ≤ max
∂B(a)
w − 2 log a +
[
2−K(a/2)2
]
log(a/2).(6.37)

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To pass from Proposition 6.6 to Theorem 6.5, we iterate inequality (6.37) to obtain
that for any N > 1,
max
∂B(a/2N )
w ≤ max
∂B(a)
w − 2 log a+ 2 log(a/2N)
−K
[
(a/2)2 log(a/2) + · · ·+ (a/2N)2 log(a/2N)
]
.
(6.38)
Since the series
(a/2)2 log(a/2) + · · · =
∞∑
k=1
(a/2k)2 log(a/2k)
clearly converges, (6.38) implies
max
∂B(a/2N )
w ≤ max
∂B(a)
w − 2 log a+ 2 log(a/2N) + C4,(6.39)
where C4 = C4(a).
To complete the proof of the Theorem, let x ∈ B(a), and choose an integer N ≥ 1
with a/2N+1 < ρ(x) ≤ a/2N . By the gradient estimate (5.7),
w(x)− max
∂B(a/2N )
w ≤
( a
2N
)
max
B(a/2N )\B(a/2N+1)
|∇w| ≤ C.
Therefore, by (6.39),
w(x) ≤ max
∂B(a/2N )
w + C ≤ 2 log(a/2N) + C ≤ 2 log ρ(x) + C.
This completes the proof.

Combining Corollary 6.2 and Theorem 6.5, we have
Theorem 6.8. There is a constant C such that
2 log dg(x, xk)− C ≤ w(x) ≤ 2 log dg(x, xk) + C(6.40)
for all x near xk ∈ Σ0.
7. Volume growth estimates and completion of proof
In this section we refine our estimates of the asymptotic behavior of w near the
singular set, with the eventual goal of showing that the metric gw = e
−2wg is isometric
to the Euclidean metric.
7.1. Preliminary asymptotic behavior. As before, we write gw = e
−2wg, and the
singular set is denoted Σ0 = {x1, . . . xν}. For xk ∈ Σ0, let rxk(x) = dg(xk, x) denote
the distance in the background metric. Note that r2xk is Lipschitz on M
n, and is
smooth in a neighborhood of xk.
Let r˜ be a smooth function on Mn, positive on Mn \ Σ0, such that r˜ = rxk in a
neighborhood of each singular point xk ∈ Σ0. We write the metric as
gw = e
−2wg = e−2Ψ · r˜−4g = e−2Ψg⋆(7.1)
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where
Ψ = w − 2 log r˜,(7.2)
g⋆ = r˜
−4g.(7.3)
In this notation, Theorem 6.8 can be restated as
Theorem 7.1. There exists a constant C1 > 0 so that
−C1 ≤ Ψ(x) ≤ C1,(7.4)
for all x ∈Mnreg = M
n \ Σ0.
Therefore, the metric gw is a bounded perturbation of the metric g⋆. The asymp-
totic behavior of g⋆ is given by
Lemma 7.2 ([LP87]). For xk ∈ Σ0, let {y
j} be a Riemannian exponential normal
coordinate system for g in a neighborhood Uk of xk. Let z
j = |y|−2yj denote inverted
normal coordinates on Uk \ {xk}. Then with respect to these coordinates,
(i) rxk(y) = |y| =
√
(y1)2 + . . . (yn)2.
(ii) Let ρ(z) = |z| =
√
(z1)2 + . . . (zn)2, then g⋆ = ρ
4g.
(iii) g⋆ is asymptotically flat of order two; i.e.,
(g⋆)ij = δij +O(ρ
−2),
∂
∂zl
(g⋆)ij = O(ρ
−3),
∂2
∂zl∂zm
(g⋆)ij = O(ρ
−4).
Remark. the metric g⋆ is asymptotically flat of order 2, with a Euclidean end corre-
sponding to each xk ∈ Σ0.
The preceding Lemma implies the following expansion for the metric gw.
Lemma 7.3. Near each singular point, in inverted normal coordinates {zi} we have
e−2C1δij +O(ρ
−2) ≤(gw)ij ≤ e
2C1δij +O(ρ
−2),(7.5)
∂
∂zl
(gw)ij = O(ρ
−1).(7.6)
Furthermore, for any s > 1 and any l = 1 . . . n,
‖
∂
∂zl
(gw)ij‖C0,1(A0(r,sr)) = O(r
−2),(7.7)
where A0(r, sr) = {z : r < ρ(z) < sr}, and ‖ · ‖C0,1(A0(r,sr)) denotes the Lipschitz
seminorm on the annulus with respect to the Euclidean metric.
Proof. Inequalities (7.5)-(7.7) follow from elementary calculations using Lemma 7.2,
along with the estimates for w in contained in Lemma 5.3 and Theorem 7.1. 
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7.2. Geodesic completeness. Let us fix x0 ∈M
n
reg and write
Mn \ Σ0 = M
n
reg = M0 ∪M1,
where M0 is a compact smooth Riemannian manifold with boundary containing x0,
and
M1 ≈ ∐
ν
1(R
n \B(0, R0)),
where B(0, R0) denotes the open ball of radius R0 > 0 in R
n. On each component
we also have the inverted coordinates {zl} as described in Lemma 7.2. We will
call these components ends, denote them by {Nj}
ν
j=1, and implicitly use inverted
coordinates to identify each Nj with R
n \ B(0, R0). In particular, the coordinates
{zl} on Nj define a Euclidean metric ds
2 with Euclidean distance function | · |0. For
example, given a point p ∈ N1, in inverted coordinates we write p = (z
1, . . . , zn), and
|p|0 = dist(0, p) = |z| = ρ(z).
Since gw is C
1,1, the geodesic equation is a second order system of ODEs with
Lipschitz coefficients. The local existence and uniqueness of solutions follows from
a standard ODE theorem; see, for example, [CL55] or [Har82]. In particular, the
exponential map expx0 : Tx0M
n → Mn is defined in some neighborhood of the origin
in Tx0M
n. The next proposition says that, in fact, geodesics can be infinitely extended.
Proposition 7.4. The manifold (M \Σ0, e
−2wg) is geodesically complete. That is, for
any x0 ∈M
n
reg, the exponential map expx0 : Tx0M
n →Mnreg (of the metric gw = e
−2wg)
is defined on all of Tx0M
n.
Proof. Let x0 ∈ M
n
reg, and let γ(t) be a unit-speed geodesic with γ(0) = x0. Assume
the maximal domain of definition of γ is [0, T ); we want to show that T =∞.
We will make use of the following property of geodesics: γ : [0, T ) → Mnreg must
leave every compact subset of Mnreg as t → T . That is, given any compact subset
K ⊂ Mnreg, there exists a tK such that γ(t) ∈ M
n
reg \ K for all t > tK . For a simple
proof of this fact, see [Pet98, page 109].
Therefore, without loss of generality, we may assume there is a time 0 < a < T such
that γ(t) ∈ M1 for t ≥ a. Without loss of generality, we may assume that γ(t) ∈ N1
for t ≥ a. For t ≥ a, by (7.5)
|γ˙(t)|2gw = (gw)ij(γ(t))γ˙(t)
iγ˙(t)j
≤
(
e2C1δij +O(|γ(t)|
−2
0 )
)
γ˙(t)iγ˙(t)j
≤
(
e2C1 +
C
|γ(t)|20
)
|γ˙(t)|20.
(7.8)
Note that in (7.8), and the inequalities which follow, we are using the identification
M1 = R
n \ B(0, R0); hence for t ≥ a we have γ(t), γ˙(t) ∈ R
n, and | · |0 denotes the
Euclidean norm. Similarly, using (7.5) again we have
|γ˙(t)|2gw ≥
(
e−2C1 −
C
|γ(t)|20
)
|γ˙(t)|20.
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Now let b ∈ (a, T ), so γ(b) ∈ M1. Since γ has unit speed, the length of γ([0, b]) is
given by
b = L(γ([0, b]) =
∫ b
0
|γ˙(t)|gwdt =
∫ a
0
|γ˙(t)|gwdt+
∫ b
a
|γ˙(t)|gwdt
≥ a+
∫ b
a
(
e−C1 −
C
|γ(t)|0
)
|γ˙(t)|0dt.
(7.9)
By the definition of a,
|γ(a)|0 = min
t∈[a,b]
|γ(t)|0,
so the integrand in (7.9) can be estimated as(
e−C1 −
C
|γ(t)|0
)
|γ˙(t)|0 ≥
(
e−C1 −
C
|γ(a)|0
)
|γ˙(t)|0.
Substituting this into (7.9) we obtain
b ≥ a+
(
e−C1 −
C
|γ(a)|0
)∫ b
a
|γ˙(t)|0dt.(7.10)
Since segments minimize distance in the Euclidean metric, we have∫ b
a
|γ˙(t)|0dt ≥ |γ(b)− γ(a)|0.
Therefore,
b− a ≥
(
e−C1 −
C
|γ(a)|0
)
|γ(b)− γ(a)|0.(7.11)
Now, recall that given any compact set K ⊂ Mnreg, there must be a time tK with
γ(t) ∈Mnreg \K for t > tK . Therefore, by choosing a large enough compact set we can
arrange so that γ(b) ∈ Mnreg \K and |γ(b)− γ(a)|0 is as large as we like. By (7.11),
this means we can choose b as large as we like, i.e., T =∞. It follows that (Mnreg, gw)
is geodesically complete. 
7.3. Properties of the distance function. The distance function dw is defined on
Mnreg ×M
n
reg by
dw(p, q) = inf
γ
{Lw(γ), γ : [t0, t1]→M
n
reg is a piecwise C
1 path joining p and q},
(7.12)
and
Lw(γ) =
∫ t1
t0
|γ˙(t)|gwdt.(7.13)
We begin with a preliminary lemma on the convergence of the distance functions.
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Lemma 7.5. For any compact subset K ⊂Mnreg,
lim
i→∞
dgi = dw.
uniformly on K ×K.
Proof. Take p, q ∈ K. First we show that
lim sup
i
di(p, q) ≤ dw(p, q).(7.14)
Choose ǫ > 0, and let γw denote a piecewise C
1 curve from p to q in Mnreg with
Lw(γw) ≤ dw(p, q) + ǫ. If Lgi[γw] denotes the length of γw with respect to gi, then
di(p, q) ≤ Lgi [γw].(7.15)
Letting i→∞, since gi → g on compact sets,
lim sup
i
di(p, q) ≤ Lw[γw] ≤ dw(p, q) + ǫ.(7.16)
Since ǫ is arbitrary, we obtain (7.14).
We now turn to the (more difficult) opposite inequality. To this end, let γi :
[αi, βi]→M
n
reg denote a minimizing geodesic from p to q in the metric gi.
Claim 7.6. For i >> 1 sufficiently large, there is a compact set K ⊂Mnreg containing
p and q, such that the image of γi lies entirely in K.
Proof. To verify this claim, we argue by contradiction. Write Σ = {x1, . . . , xν}, and
let
Mr = M
n \
(
∪νk=1 Bg(xk, r)
)
,(7.17)
where Bg means a ball in the background metric g. Suppose that, for every r > 0,
there is an infinite number of points xi = γi(ti) with xi ∈ ∂Mr. Since {wi} converges
in C1,α on Mr, inequality (7.19) holds on Mr for every tangent vector X and all
sufficiently large i. Therefore,
di(p, xi) =
∫ ti
αi
√
gi(γ˙i, γ˙i)dt ≥ (1− δ)
1/2
∫ ti
αi
√
gw(γ˙i, γ˙i)dt
≥ (1− δ)1/2dw(p, xi)
≥ (1− δ)1/2dw(p, ∂Mr),
(7.18)
for i sufficiently large, where dw(p, ∂Mr) denotes the distance from p to ∂Mr in the
metric gw.
From equation (7.11), it follows that
dw(p, ∂Mr)→∞ as r → 0.
In particular, (7.18) tells us that by first choosing r > 0 small enough, we can make
di(p, xi) as large as we like for i sufficiently large. More precisely: Given D >> 1,
there is a J = J(D) such that di(p, xi) ≥ D for all i > J . But this implies
di(p, q) ≥ di(p, xi) ≥ D,
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for i > J . If D is chosen large enough (say, D = 2dw(p, q)), this obviously contradicts
(7.14).

Now to complete the proof, since wi → w in C
1,α(K), given δ > 0 there is a J >> 1
such that for all tangent vectors X ,
gi(X,X) = e
−2wig(X,X)
= e−2(wi−w)gw(X,X) ≥ (1− δ)gw(X,X)
(7.19)
for all i > J . Therefore,
di(p, q) = Lgi[γi] =
∫ βi
αi
√
gi(γ˙i, γ˙i)dt
≥ (1− δ)1/2Lw[γi] ≥ (1− δ)
1/2dw(p, q).
Taking the limit we obtain
lim inf
i
di(p, q) ≥ (1− δ)
1/2dw(p, q).
Since this holds for all δ > 0, we have
lim inf
i
di(p, q) ≥ dw(p, q).

Proposition 7.7 (Bishop volume comparison). Fix any basepoint x0 ∈ M
n
reg. Then
the ratio
V olgw(Bgw(x0, r))
rn
≤ ωn,(7.20)
and is a non-increasing function of r, where ωn is the Euclidean volume growth con-
stant.
Proof. Let gj = e
−2wjg, where {wj} is the sequence constructed in Section 5. Recall
by Corollary 5.2 the metrics {gj} converge to gw = e
−2wg in the C1,α-norm, for any
α < 1, on compact subsets of Mnreg. Let dj(x) = dwj(x0, x) denote the distance from
x0 in the metric gj, and let d(x) = dw(x0, x).
Since each gj is a smooth metric with positive Ricci curvature, inequality (7.20)
holds for each gj (see [Pet98, Lemma 9.1.6]). That is, if r2 ≥ r1 then
V olgj(Bgj(x0, r2))r
−n
2 ≤ V olgj(Bgj (x0, r1))r
−n
1 ≤ ωn.(7.21)
Claim 7.8. The volume of balls satisfies
lim
j→∞
V olgj (Bgj(x0, r)) = V olgw(Bgw(x0, r))(7.22)
as j →∞.
Proof. This follows directly from Lebesgue’s dominated convergence theorem. 
To complete the proof of the Proposition we take the limit in (7.21). 
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Lemma 7.9. For each point x0 ∈M
n
reg, there exists a radius rx0 so that the distance
function dw(x0, ·) ∈ C
1,1(Bgw(x0, rx0)\{x0}). Furthermore, the exponential map in the
gw metric, expx0 : Tx0M ∩B(0, rx0)→ Bgw(x0, rx0), is a Lipschitz homeomorphism.
Proof. By Proposition 5.1 and Corollary 5.2, the sequence {wj} and its derivatives
up to order two are uniformly bounded on B0 = Bw(x0, r0), for some radius r0. It
follows that the metrics {gj} have uniformly bounded curvature on B0:
max
B0
|Riemgj | ≤ C.(7.23)
If we take r2 = r0 and r1 = r in (7.21), then
V olgj(Bgj(x0, r0))r
−n
0 ≤ V olgj(Bgj(x0, r))r
−n.
Letting j →∞ and using (7.22) implies
V olgj(Bgj (x0, r0))→ V olgw(Bgw(x0, r0)) > 0.
In particular, we have a lower bound
V olgj(Bgj(x0, r)) ≥ v0 · r
n(7.24)
for some v0 > 0 and all r < r0.
From the curvature bound (7.23) and the volume bound (7.24), by [CGT82, Theo-
rem 4.7] we conclude that the injectivity radius injgj (x0) of gj at x0 is strictly bounded
from below, with the estimate
injgj (x0) ≥ Λr0 > 0,
for some constant Λ > 0. In particular, for r < Λr0, the distance function d
2
j =
dj(x0, ·)
2 is smooth inside of Bgj(x0, r).
Furthermore, using the curvature bound (7.23), from [Pet98, Lemma 10.4.2], we
obtain a bound |∇2jd
2
j | ≤ C on a possibly smaller ball Bgj(x0,Λ
′r0). We have shown
in Lemma 7.5 that dj → dw on compact subsets. From Arzela-Ascoli, by passing
to another subsequence if necessary, we have that and d2j → d
2
w in C
1,α, and that
d2w ∈ C
1,1 in Bgw(x0,Λ
′r0). This proves the first statement.
For the statement about the exponential map, the Lipschitz differentiability follows
from the standard ODE dependence on initial conditions, see [Har82, Chapter V,
Theorem 8.1]. The exponential map must be injective on B(0, rx0); this follows since
d2(x0, ·) is C
1,1 there. To see why, supppose v1, v2 ∈ B(0, rx0) ⊂ Tx0M satisfied
expx0(v1) = expx0(v2) = q. Then there would be 2 distinct geodesics starting from x0
ending at q. Without loss of generality, we may assume q is the first intersection point
after x0. From local uniqueness of geodesics through q mentioned above, we would
then have two distinct radial directions at q, which would imply that the distance
function is not even C1 at q, a contradiction. 
Proposition 7.10 (Hopf-Rinow). For each x ∈Mnreg, the exponential map in the gw
metric, expx : TxM
n → Mnreg is onto. Therefore, any x1, x2 ∈ M
n
reg can be joined by
a C2-geodesic γ : [0, dw(x1, x2)]→M
n
reg.
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Proof. The local unique minimizing property of geodesics follows from Lemma 7.9 (see
[Pet98, Lemma 5.3.6]), and from the identity |∇wdw| = 1 on B(x, rx)\{x}. However,
the local minimizing property, together with the properties of the exponential map
proved in Lemma 7.9, are the key ingredients in the standard proof of Hopf-Rinow
(see, for example, [Pet98, Theorem 5.7.1]). 
7.4. Distance function estimates. In the previous section, we showed that the
manifold (Mnreg, gw) is complete, but we need more precise information about the
behavior of gw at infinity. We next show that for points in the same end of M
n
reg,
distances measured with respect to gw are comparable to distances measured in the
induced Euclidean metric.
Recall that Mn = M0 ∪M1, with
M1 ≈ ∐
ν
1(R
n \B(0, R0)).
We denote the ends by {Nj}
ν
j=1, and as before use inverted coordinates to identify
each Nj with R
n \B(0, R0).
Proposition 7.11. Fix x0 ∈ M0 as in Proposition 7.4 and an end, say N1. Then
there are constants R1 > 0 and C2 > 0 such that for any x ∈ N1 with dw(x0, x) ≥ R1,
we have the distance estimates
e−C2 |x|0 − C2 ≤ dw(x0, x) ≤ e
C2 |x|0 + C2.(7.25)
Proof. We will establish (7.25) through a series of technical lemmas. We begin with
an estimate which was proved in Proposition 7.4.
Lemma 7.12. Let p1, p2 be in the same component ofM1 and assume that the geodesic
between p1 and p2 in the gw metric lies entirely in M1. Let γ(a) = p1, and γ(b) = p2,
and assume that
|γ(a)|0 = min
t∈[a,b]
|γ(t)|0.(7.26)
Then (
e−C1 −
C
|p1|0
)
|p2 − p1|0 ≤ dw(p1, p2).(7.27)
Proof. This is a consequence of the formula (7.11). 
Lemma 7.13. There exist constants R1 > 0 and C3 > 0 such that for x ∈ N1 with
dw(x0, x) ≥ R1, we have the distance estimate
e−C3 |x|0 − C3 ≤ dw(x0, x).(7.28)
Proof. Let x ∈ N1. From Proposition 7.10, there exists a unit-speed minimiz-
ing geodesic γ with γ(0) = x0 and γ(dw(x0, x)) = x. Choose R
′ < |x|0 so that
Bw(x0, R
′) ⊃ M0, where Bw(x0, R
′) denotes the geodesic ball in the gw metric (the
existence of such an R′ also follows from Proposition 7.10). Let
t0 = max{t : |γ(t)|0 = R
′, γ(t) ∈ N1 for t > t0}.(7.29)
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Let p0 = γ(t0); then by Lemma 7.12(
e−C1 −
C
R′
)
|x− p0|0 ≤ dw(p0, x).(7.30)
If |x|0 is sufficiently large, say |x|0 > R1 ≫ 1, then R
′ can be chosen large enough so
that
e−C1 −
C
R′
≥ e−2C1 .
Thus,
e−2C1 |x− p0|0 ≤ dw(p0, x).(7.31)
From the triangle inequality,
dw(p0, x) ≤ dw(p0, x0) + dw(x0, x) ≤ R
′ + dw(x0, x).
Substituting this into (7.31),
dw(x0, x) ≥ dw(p0, x)−R
′
≥ e−2C1 |x− p0|0 − R
′
≥ e−2C1(|x|0 −R
′)−R′,
which implies
e−C3 |x|0 − C3 ≤ dw(x0, x)(7.32)
for some C3 = C3(C1, R
′). 
Lemma 7.14. Let p2 ∈ N1 with |p2|0 ≥ R1, where R1 is given in Lemma 7.13. Let
p1 =
R1
|p2|0
p2 ∈ N1. Then
dw(p1, p2) ≤
(
eC1 +
C
R1
)
|p2 − p1|0.(7.33)
Proof. Let γ denote the line segment in N1 joining p1 and p2, and assume γ has unit
speed (as measured in the Euclidean metric). Thus, γ : [0, |p2 − p1|0] → N1 with
|γ˙(t)|0 = 1, γ(0) = p1, and γ(|p2− p1|0) = p2. Then the length of γ in the gw metric is
Lgw(γ) =
∫ |p2−p1|0
0
|γ˙(t)|gwdt.
Clearly,
|p1|0 = |γ(0)|0 = min
0≤t≤|p2−p1|0
|γ(t)|0.
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By the estimate (7.8),
Lgw(γ) ≤
∫ |p2−p1|0
0
(
eC1 +
C
|γ(t)|0
)
|γ˙(t)|0dt
≤
(
eC1 +
C
|p1|0
)∫ |p2−p1|0
0
|γ˙(t)|0dt
=
(
eC1 +
C
R1
)
|p2 − p1|0.
Since the distance is the infimum of the length of all paths, we obtain
dw(p1, p2) ≤
(
eC1 +
C
R1
)
|p2 − p1|0.

Lemma 7.15. There is a constant C4 > 0 such that for any x ∈ N1, we have the
distance estimate
dw(x0, x) ≤ e
C4 |x|0 + C4.(7.34)
Proof. Let x ∈ N1, then |x|0 ≥ R1. Let p1 =
R1
|x|0
x, and apply the previous Lemma
(with p2 = x) to get
dw(p1, x) ≤
(
eC1 +
C
R1
)
|x− p1|0
=
(
eC1 +
C
R1
)(
1−
R1
|x|0
)
|x|0
≤
(
eC1 +
C
R1
)
|x|0.
Applying the triangle inequality
dw(x0, x) ≤ dw(x0, p1) + dw(p1, x),
we obtain
dw(x0, x) ≤ dw(x0, p1) +
(
eC1 +
C
R1
)
|x|0.
By construction, |p1|0 = R1. From Proposition 7.10, there is a geodesic ball of
radius R2 such that p1 ∈ Bw(x0, R2) (in particular, the radius of this ball does not
depend on the point x). Therefore,
dw(x0, x) ≤ R2 +
(
eC1 +
C
R1
)
|x|0.
Choosing C4 = C4(C1, R1, R2) large enough, this implies (7.34). 
To complete the proof of Proposition 7.11, we combine inequalities (7.28) and
(7.34). By choosing C2 = C2(C3, C4) large enough, inequality (7.25) follows.

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7.5. Tangent cone analysis. Propositions 7.4 and 7.11 give preliminary information
about the geometry of the ends Nj by looking at the behavior of the distance function
near infinity. We now turn to results which describe the volume growth of gw, which
in turn will give us information about the curvature decay.
The first result in this direction is an integral estimate for the conformal factor Ψ
defined in (7.2). Recall that gw = e
−2Ψg⋆, and that g⋆ is asymptotically flat of order
two (by Lemma 7.2). To pass from information about g⋆ to information about gw
requires estimating the conformal factor Ψ. This is the motivation of the following
result:
Theorem 7.16. For each end Nj , 1 ≤ j ≤ ν, we have∫
Nj
|∇g⋆Ψ|
n
g⋆dvolg⋆ <∞.(7.35)
Proof. Given radii 0 < r1 < r2, let A
⋆(r1, r2) denote the annulus centered at x0 ∈M
n
reg
with inner radius r1 and outer radius r2. Recall that gw = e
−2Ψg⋆, and from Theorem
7.1 we know that |Ψ| ≤ C1.
Applying Theorem 3.5 with background metric g⋆, δ = 0, and p = n,∫
A⋆(r1,r2)
|∇g⋆Ψ|
neαΨdvolg⋆ ≤ C
(∫
A⋆( 1
2
r1,2r2)
|Ricg⋆|
n/2eαΨdvolg⋆
+ r−n1
∫
A⋆( 1
2
r1,r1)
eαΨdvolg⋆ + r
−n
2
∫
A⋆(r2,2r2)
eαΨdvolg⋆
)
,
(7.36)
for any fixed α > 0. We claim that the integrals on the RHS of (7.36) remain
bounded with r1 > 0 fixed and as r2 →∞. Once we verify this, (7.35) follows.
By Lemma 7.2, the metric g⋆ is asymptotically flat of order two. This implies that
the curvature and volume growth of g⋆ satisfy
max
A⋆(r,2r)
|Ricg⋆| ≤ Cr
−4,(7.37)
V olg⋆
(
A⋆(r, 2r)
)
≤ Crn,(7.38)
for some constant C and all large r ≫ 1. Therefore,∫
A⋆( 1
2
r1,2r2)
|Ricg⋆|
n/2eαΨdvolg⋆ ≤ Cr
−n
1 ,
r−n2
∫
A⋆(r2,2r2)
eαΨdvolg⋆ ≤ C.
Thus, (7.35) holds. 
Corollary 7.17. For each end Nj, 1 ≤ j ≤ ν, we have∫
Nj
|∇gwΨ|
n
gwdvolgw <∞.(7.39)
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Proof. This is a consequence of the conformal invariance of the Ln-norm of the gra-
dient. That is, since gw = e
−2Ψg⋆,
|∇gwΨ|
n
gwdvolgw = |∇g⋆Ψ|
n
g⋆dvolg⋆.

Using Theorem 7.16 and Corollary 7.17, we can now study the volume growth of
gw.
Proposition 7.18. Fix an integer m > 1 and an end, say N1. Let x0 ∈ M0 be the
same point as in the statements of Propositions 7.4 and 7.11. Then
lim
r→∞
V olgw(A1(m
−1r, r))r−n = ωn(1−m
−n),(7.40)
where A1(m
−1r, r) = {x ∈ N1|m
−1r ≤ dw(x0, x) ≤ r} is the annulus in the metric
gw = e
−2wg in the end N1, and ωn is the volume ratio of Euclidean space.
Proof. The proof is based on a construction of the geometric tangent cone correspond-
ing to the end N1, as follows. Take any sequence of numbers ri such that ri → ∞
as i → ∞, and consider the sequence of annuli A1(2
−1ri, 2ri) = {x ∈ N1|2
−1ri ≤
dw(x0, x) ≤ 2ri}. From now on we will drop the subscript, and it will be understood
that for all annuli under consideration we take the component that lives in the end
N1.
For ri large enough there are inverted coordinates {z
j} defined on
Ai = A(2
−1ri, 2ri) ⊂ N1.
We introduce the rescaled coordinates (zj)′ = z
j
ri
and the rescaled metrics g˜i = r
−2
i gw,
both of which are defined on the rescaled annuli(
A˜i(2
−1, 2), g˜i
)
= (Ai, r
−2
i gw).
The inequality (7.25) implies that A˜i(2
−1, 2) are bounded domains in Rn, and are
contained in a Euclidean annulus A0 = A0(ǫ, ǫ
−1) of bounded size. Using the esti-
mates (7.5), (7.6), and (7.7), by the Arzela-Ascoli theorem it follows that for some
subsequence (which we continue to index by i), g˜i → g∞ on compact subsets of A0 in
C1,α, for any α < 1.
Now, by the scale-invariance of the estimate in Corollary 7.17,
lim
i→∞
∫
A˜i
|∇g˜iΨ|
n
g˜i
dvolg˜i = lim
i→∞
∫
Ai
|∇gwΨ|
n
gwdvolgw = 0.
It follows that g∞ must be a constant times the Euclidean metric. In particular, the
limiting metric is flat.
Claim 7.19. The distance function to the basepoint dw = dw(x0, ·) is a viscosity
solution of the Hamilton–Jacobi equation |∇wdw|w = 1, away from the base point x0.
Proof. First we observe that each dwi = dwi(x0, ·) is a viscosity solution of the
Hamilton-Jacobi equation |∇idwi|wi = 1 away from x0 (see [MM03], [AFLM05]).
Using the convergence of the di from Lemma 7.5, and convergence of the metrics in
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C1,α, the claim then follows from the well-known fact that a uniform limit of viscos-
ity solutions to a sequence of uniformly convergent equations is a viscosity solution
of the limiting equation (see [CEL84, Theorem 1.4], or [CL83, Theorem I.2]). Al-
ternatively, using Lemma 7.9 and the Hopf-Rinow Proposition 7.10, the method of
proof of [AFLM05, Theorem 6.23] shows directly that dw is a viscosity solution of
|∇wdw|w = 1. 
Next, consider the rescaled distance functions ρi(z
′) = r−1i dw(p0, riz
′). These are
Lipschitz continuous functions on A˜i which also satisfy |∇giρi| = 1 in the viscosity
sense. Again, by the Arezla-Ascoli theorem, some subsequence converges on compact
subsets of A0 in C
α, for any α < 1, to a limit ρ˜. Since the subsequence ρi converges
to a limit, the domains A˜i = A˜i(2
−1, 2) converge to a limiting domain A˜(2−1, 2). Note
that ρ˜ is Lipschitz continuous, and is a viscosity solution of |∇g∞ρ˜| = 1 on the domain
A˜(2−1, 2).
Claim 7.20. For z′ ∈ A˜(2−1, 2) we have
e−C2 |z′| ≤ ρ˜(z′) ≤ eC2 |z′|(7.41)
Proof. Given z′ ∈ A˜(2−1, 2), let zi = riz
′. The distance estimates from Proposition
7.11 are
e−C2 |zi|0 − C2 ≤ dw(x0, zi) ≤ e
C2 |zi|0 + C2.
Dividing by ri, we obtain
e−C2 |z′|0 − C2r
−1
i ≤ r
−1
i dw(x0, zi) ≤ e
C2 |z′|0 + C2r
−1
i .
As i→∞,
e−C2 |z′|0 ≤ lim
i→∞
r−1i dw(x0, zi) ≤ e
C2 |z′|0.
Since
lim
i→∞
r−1i dw(x0, riz
′) = lim
i→∞
ρi(z
′) = ρ˜(z′),
the claim follows. 
For the subsequence of radii ri chosen above we repeat this procedure for each
integer l > 2, with annuli of size A(l−1ri, lri), and obtain a nested sequence of limiting
domains
A˜(2−1, 2) ⊂ A˜(3−1, 3) ⊂ · · · ⊂ A˜(l−1, l) ⊂ · · · .
Clearly, the estimate (7.41) holds on every A˜(l−1, l), from which it easily follows that
∞⋃
l=2
A˜(l−1, l) = Rn \ {0}
with the flat metric. Furthermore, the rescaled distance functions ρi converge on
compact subsets of Rn \ 0 to ρ˜ in Cα for any α < 1. The inequalities (7.41) imply
that any level set {ρ˜ = t} is contained in a Euclidean annulus AEuc(e
−2C2t, eC2t) ⊂
Rn \ {0}. This implies that by defining ρ˜(0) = 0, ρ˜ has a continuous extension to
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Rn, and ρ˜ is a Lipschitz viscosity solution of the equation |∇0ρ˜| = 1, on R
n \ {0}.
By a standard uniqueness result for solutions of Hamilton-Jacobi equations ([BCD97,
Theorem IV.2.6]; see also [MM03, Theorem 3.1], [AFLM05, Theorem 6.23]), we must
have ρ˜(x) = |x|0, the Euclidean distance to the origin.
To complete the proof of the Proposition, given any sequence ri → ∞, the annuli
A(m−1ri, ri) ⊂ A(m
−1ri, mri), and the rescalings of the larger annulus converge to
Euclidean annuli. It necessarily follows that the rescalings of the smaller annuli also
converge to Euclidean annuli, and therefore (7.40) holds. 
Remark. Note that we have proved more than claimed–not only does the volume ratio
converge, but all rescaled annuli converge to Euclidean annuli. In geometric terms,
we have shown there is a unique tangent cone at infinity, which is Euclidean space.
Corollary 7.21. For each end Nj,
lim
r→∞
V olgw(B(x0, r) ∩Nj)r
−n ≥ ωn.(7.42)
Proof. Fix an integer m > 0. We have A (m−1r, r) ⊂ B(x0, r), so
V olgw
(
A
(
m−1r, r
))
r−n ≤ V olgw(B(x0, r))r
−n.(7.43)
Taking the limit, and using Proposition 7.18,
ωn(1−m
−n) ≤ lim
r→∞
V olgw(B(x0, r))r
−n.(7.44)
This holds for any m > 0, so the corollary follows by letting m→∞. 
7.6. Completion of proof. By Corollary 7.21, the asymptotic growth of the volume
of geodesic balls in the metric gw is Euclidean. If gw were a (smooth) metric of non-
negative Ricci curvature, the equality case of the Bishop comparison theorem would
imply that gw is flat. The goal of this section is to show that a “weak” version of
Bishop’s theorem remains valid, and therefore we can still conclude gw is flat. We do
not attempt to proof a general result for C1,1 metrics, but instead rely on the special
fact that gw is the limit of smooth metrics with positive Ricci curvature.
At the end of the section we complete the proof of Theorem 2.2 by showing that,
if gw is the Euclidean metric, then (M
n, g) is conformally equivalent to the round
sphere.
Proposition 7.22. The function w ∈ C∞(Mnreg), is smooth. That is, the metric
gw = e
−2wg is smooth and there exists a smooth isometry
Φ : (Mnreg, gw)→ (R
n, gEuc),
where gEuc denotes the Euclidean metric.
Proof. Fix any point x0 ∈ Mreg. Combining Corollary 7.21 and Proposition 7.7, we
see that there can be at most one end; that is, Mnreg = M
n \ {x1}, and furthermore
that
V ol(Bgw(x0, r)) = ωn · r
n(7.45)
for all r > 0.
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Recall that we have shown in Lemma 7.9 that d2w ∈ C
1,1 in Bgw(x0, rx0), and
d2j → d
2
w in C
1,α. Inside the cutlocus, d2j is smooth, so by the Laplacian comparison
theorem we have
∆jd
2
j ≤ 2n.(7.46)
Since dj converges to dw, this implies that the Laplacian comparison theorem
∆wd
2
w ≤ 2n(7.47)
holds for gw in the weak W
1,2-sense. Since d2w ∈ C
1,1(Bgw(x0, rx0)), Rademacher’s
Theorem implies that
∆wd
2
w ≤ 2n a.e. in Bgw(x0, rx0).(7.48)
Next, fix 0 < r1 < r2 < rx0. Integrating by parts, we have∫
Agw (r1,r2)
∆wd
2
wdVw = 2{r2H
n−1(S(r2))− r1H
n−1(S(r1))},(7.49)
Where Hn−1(S(r)) denotes the surface area (with respect to the metric gw) of the
submanifold S(r) = {x : dw(x0, x) = r}. Since dw in C
1,1 inside of Agw(r1, r2), this
formula follows from the divergence theorem, and is also valid for C1,1 metrics. We
then obtain
2nωn(r
n
2 − r
n
1 ) = 2nV ol(Agw(r1, r2)) ≥
∫
Agw (r1,r2)
∆wd
2
wdVw
= 2{r2H
n−1(S(r2))− r1H
n−1(S(r1))}.
Since dw is C
1,1, differentiating (7.45) implies that
Hn−1(S(r)) = nωnr
n−1.
Substituting in the above, we find that∫
Agw (r1,r2)
∆wd
2
wdVw = 2nωn(r
n
2 − r
n
1 ).
We conclude that dw is a C
1,1 solution of the equation
∆gwd
2
w = 2n a.e. in Bgw(x0, rx0).(7.50)
We next write out the above equation with respect to the background metric.
Recall the following formulas for the conformal change of the Hessian:
Proposition 7.23 ([Via00b]). For any function h,
∇2wh = ∇
2
gh+ dw ⊗ dh+ dh⊗ dw − 〈dw, dh〉gg,(7.51)
∆wh = e
−2w (∆gh+ (2− n)〈dw, dh〉g) .(7.52)
RICCI TENSOR 49
Equation (7.50) therefore is
∆gd
2
w + (2− n)〈dw, d(dw)
2〉g = 2ne
2w a.e. in Bgw(x0, rx0).(7.53)
Notice that the second term on the left hand side is in W 1,p for any p < ∞. By a
standard regularity theorem (see [GT83]), we conclude that d2w ∈ W
3,p(Bgw(x0, rx0)
for any 1 < p <∞.
Since |∇dw|gw = 1, equation (7.50) is equivalent to
∆gwdw =
n− 1
dw
.(7.54)
Claim 7.24. The distance function dw satisfies
〈∇∆dw,∇dw〉+ |∇
2dw|
2
gw = −Ricgw(∇dw,∇dw),(7.55)
a.e. in Bgw(x0, rx0) \ {x0}.
Proof. We recall the Bochner-Lichnerowicz formula ([Lic58]): If F ∈ C3 is any func-
tion, and h ∈ C2 is any Riemannian metric, then
1
2
∆h|∇F |
2
h = |∇
2F |2h + 〈∇∆hF,∇F 〉h +Rich(∇F,∇F ).(7.56)
By an approximation argument, forumla (7.56) is valid for any F ∈ W 3,p, p ≫ 1. If
h is of the form h = e−2vg, for a smooth function v, then using Proposition 7.23, we
see that (7.56) involves at most second derivatives of v. By another approximation
argument, (7.56) holds for v ∈ C1,1 = W 2,∞. In particular, we can take F = dw on
Bgw(x0, rx0) \ {x0}, and h = gw = e
−2wg, and we are done. 
Using the inequality
1
n− 1
(∆dw)
2 ≤ |∇2dw|
2,(7.57)
and equation (7.54), we obtain
0 = 〈∇
(
n− 1
dw
)
,∇dw〉+
1
n− 1
(∆dw)
2
≤ 〈∇∆dw,∇dw〉+ |∇
2dw|
2 = −Ricgw(∇dw,∇dw).
(7.58)
From Corollary 5.2, the Ricci curvature of gw is non-negative almost everywhere.
Therefore (7.58) implies that
Ricgw(∇dw,∇dw) = 0,(7.59)
almost everywhere in Bgw(x0, rx0).
From the inequality Ricgw ≥ 2δσ1(Agw)gw of Corollary 5.2, we find that Rgw = 0
almost everywhere in Bgw(x0, rx0). Consequently v = e
− (n−2)
2
w satisfies
∆gv −
(n− 2)
4(n− 1)
Rgv = 0(7.60)
almost everywhere in Bgw(x0, rx0). From elliptic regularity (see [GT83, Chapter 9]),
it follows that w ∈ C∞(Bgw(x0, rx0)).
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We can repeat the above argument for any other basepoint x0, to conclude the
metric gw is smooth inMreg. By the standard version of Bishop’s theorem for smooth
metrics, it follows that gw is isometric to the Euclidean metric (see [Cha93, Theorem
3.9]). 
Theorem 2.2 follows almost immediately. To see this, Proposition 7.22 implies, in
particular, that (Mnreg, g) is locally conformally flat, so from continuity, (M
n, g) is
locally conformally flat (by vanishing of the Cotton tensor in n = 3, or vanishing of
the Weyl tensor in n > 3; see [Eis97]). We also see that Mn \{x1} is diffeomorphic to
Rn, soMn \{x1} is the one point compactification of R
n andMn is homeomorphic to
Sn. In particular, Mn is simply connected and locally conformally flat, so by Kupier’s
Theorem [Kui49], (Mn, g) is conformally equivalent to (Sn, ground), a contradiction.
Note that the same arguments give the proof of Theorem 2.3, based on the Remark
at the end of Section 5. Also, by the results of Section 2.1, we have completed the
proof of Theorem 1.3.
8. Appendix
8.1. On the Aτ -problem. In this Section we make a few remarks about Example 3
from the introduction.
Theorem 8.1. Let Aτ ∈ Γ+k , k > n/2, and
τ > τ0(n, k) =
2(n− k)
n
.(8.1)
Then there exists a constant δ0(n, k, τ) > 0 so that
Ric > 2δ0(n, k, τ)σ1(A) · g.(8.2)
Proof. It follows from [GVW03] that if Aτ ∈ Γ+k , then
Ric ≥
(
τ +
(k − n)(2n− nτ − 2)
n(k − 1)
)
R
2(n− 1)
g,(8.3)
and the theorem follows by simple calculation. 
It follows that the operator F in equation (1.16) satisfies the desired properties.
8.2. Uniform ellipticity of (1.13). Suppose u ∈ C2 is a solution of (1.13) with
‖u‖L∞ + ‖∇u‖L∞ + ‖∇
2u‖L∞ ≤ C.(8.4)
We claim that (1.13) is uniformly elliptic. In particular, by the results of Evans
[Eva82] and Krylov [Kry83], u ∈ C2,α and the Schauder estimates give classical reg-
ularity.
To prove the claim amounts to verifying the following property of F :
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(iii)′ If λ ∈ Γ satisfies (a) F (λ) ≥ c1 > 0, and (b) |λ| ≤ L, then there is a constant
ǫ0 = ǫ0(c1, L) such that
ǫ−10 ≥
∂F
∂λi
(λ) ≥ ǫ0.(8.5)
Note that if u ∈ C2 is a solution satisfying the bound (8.4), then the eigenvalues of
Au will obviously satisfy properties (a) and (b). Moreover, inequality (8.5) says that
the linearized operator is uniformly elliptic with ellipticity constant ǫ0.
To prove property (iii)′, let Γˆ = {ξ ∈ Γ : |ξ| = 1}, and λˆ = λ/|λ| ∈ Γˆ. We first
show there is a constant δ0 > 0 such that
dist(λˆ, ∂Γˆ) ≥ δ0.(8.6)
Assuming this for the moment, let us see how (8.5) follows.
Since F is homogenous of degree one, ∂F/∂λi is homogenous of degree zero. There-
fore,
∂F
∂λi
(λ) =
∂F
∂λi
(λˆ).
But (8.6) says that λˆ is a fixed distance from the boundary of Γˆ. Since ∂F/∂λi > 0
in Γ, inequality (8.5) follows from the continuity of ∂F/∂λi.
Returning to (8.6), we argue by contradiction. Suppose there is a sequence {λi} ⊂ Γ
with |λi| ≤ L and F (λi) ≥ c1 > 0, but with
dist(λˆi, ∂Γˆ)→ 0(8.7)
as i → ∞, where λˆi = λi/|λi|. Choose a subsequence (still denoted {λˆi}) with
λˆi → λˆ0 ∈ ∂Γˆ. By continuity, F (λˆi)→ 0. By homogeneity,
F (λi) = F (|λi|λˆi) = |λi|F (λˆi)→ 0,(8.8)
since |λi| ≤ L. However, (8.8) contradicts assumption (a).
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