This paper considers the problem of forecasting under continuous and discrete structural breaks and proposes weighting observations to obtain optimal forecasts in the MSFE sense. We derive optimal weights for continuous and discrete break processes. Under continuous breaks, our approach recovers exponential smoothing weights. Under discrete breaks, we provide analytical expressions for the weights in models with a single regressor and asympotically for larger models. It is shown that in these cases the value of the optimal weight is the same across observations within a given regime and differs only across regimes. In practice, where information on structural breaks is uncertain a forecasting procedure based on robust weights is proposed. Monte Carlo experiments and an empirical application to the predictive power of the yield curve analyze the performance of our approach relative to other forecasting methods.
Introduction
It is now widely recognized that parameter instability is an important source of forecast failure in macroeconomics and finance as documented by Pesaran and Timmermann (2002) , Pesaran, Pettenuzzo, Timmermann (2006) , Koop and Potter (2007) , Giacomini and Rossi (2009) , Inoue and Rossi (2011) , among others. Hendry (1999, 2006) and Rossi (2011) provide reviews. Parameter instability can arise as a result of changes in tastes, technology, institutional arrangements and government policy. Broadly speaking, there are two basic approaches to modeling parameter instability: parameters can be assumed to change at discrete time intervals or continuously. Under the former, break dates are estimated and forecasts are typically constructed using the post-break observations. 1 Assuming that the break dates are accurately estimated, the forecasts based on observations after the last break is likely to be unbiased, but as pointed out by Pesaran and Timmermann (2007) the forecasts from the post-break window may not minimize the mean square forecast error (MSFE) as the estimation uncertainty due to the relatively short post-break window may be large. For this reason Pesaran and Timmermann (2007) suggest an optimal estimation window that may include pre-break observations. When the time and size of the break is uncertain, Pesaran and Timmermann (2007) consider averaging forecasts across estimation windows (AveW), which, as show, improves forecasts without relying on estimates of break dates and sizes.
Under the continuously changing parameter model, the breaks are assumed to occur every period, and observations are down-weighted to take account of the slowly changing nature of the parameters. Within this framework a prominent approach is the exponential smoothing (ExpS) first proposed by Holt (1957) and Brown (1959) . Other approaches using Kalman filters have also been proposed as generalizations of ExpS. Hyndman, Koehler, Ord, and Snyder (2008) provide a comprehensive survey. Like AveW forecasts, ExpS forecasts require no estimates of break dates and sizes but are highly sensitive to the down-weighting parameter.
In this paper, we develop a unified approach to obtaining optimal forecasts under both types of structural breaks. We consider forecasts based on weighted observations as in the ExpS approach but derive weights that are optimal in the sense that the resulting forecasts minimize the MSFE. In the case of continuous breaks, our approach recovers the ExpS weights. But the optimal weights can differ markedly from the ExpS weights when the breaks are assumed to occur at discrete time intervals. We show that, conditional on the break size and date, the optimal weights follow a step function that allocates constant weights within regimes but different weights between regimes. A striking result emerges under multiple breaks: observations of the last regime that continues into the forecast period may not receive the highest weight. The intuition for this result is that the bias component of the MSFE can be reduced by giving the largest weights to observations in an early regime to counterbalance biases of the opposite sign in intermediate regimes.
In practice, however, the dates and sizes of the breaks are unknown and must be estimated. But such estimates tend to be quite imprecise and their use leads to a deterioration of forecasts, sometimes quite substantially. In order to address this problem, we develop weights that are robust to the uncertainty that surrounds the dates and the sizes of the breaks. The robust weights are derived by integrating the optimal weights with respect to a uniformly distributed break dates. An interesting insight from these derivations is that the effect of uncertainty of the break size on the weights is of order T −2 if the break is in the slope coefficient, and of order T −3 if the break is in the error variances, where T is the sample size including the prebreak observations. For estimation of the robust weights knowing the break date is more important than knowing the size of the break, and that breaks in slopes are, in turn, more important than breaks in error variances.
We conduct Monte Carlo experiments that compare the forecasts from optimal weights to a range of competing forecasting methods. It emerges that the key factor for the relative performance of different forecasting methods under a discrete break is the size of the break. A larger break leads to more precise estimates of the break date and improves forecasts that are conditional on these estimates, which include the optimal weights forecast, post-break forecasts, and optimal window forecasts. In contrast, when the break is small relative to the noise in the DGP, the robust weights produce the best forecasts as they do not rely on the imprecise estimates of the break date and size. When the break process is continuous, ExpS forecasts that estimate the down-weighting parameter perform well. However, the forecasts from the robust weights perform similarly well and in some settings provide the best forecasts even in this setting.
We apply the different methods considered in the paper to forecasting real GDP using the slope of the yield curve across nine industrial economies over the period 1994Q1-2009Q4. The general finding is that breaks are difficult to estimate with sufficient accuracy and, similar to the Monte Carlo results, forecasts based on estimates of break dates perform poorly. Robust weights and exponential smoothing forecasts perform well and deliver large improvements over forecasts based on equal weights.
The rest of the paper is set out as follows. Using a linear regression model, derivations of optimal weights under different break processes are set out in Section 2, and the MSFE outcomes are compared across different forecasting methods. Optimal weights that are robust to the uncertainty of the break process are motivated and derived in Section 3. Monte Carlo evidence on the comparative performance of the different forecasting methods is discussed in Section 4. Empirical results are presented in Section 5. The paper ends with some concluding remarks in Section 6. A few of the less essential derivations are collected in a mathematical appendix.
Optimal weights under different break processes
Consider the linear regression model y t = β ′ t x t + σ t ε t , ε t ∼ iid (0, 1), t = 1, 2, . . . , T, T + 1
(1) where x t is a k × 1 vector of stationary regressors, and the k × 1 coefficient vector, β t , and the scalar error variance, σ 2 t , are subject to breaks. The breaks can be continuous, that is, β t changes its value in every period. A prominent example is the random walk model β t = β t−1 + S β v t , where v t ∼ iid (0, I k ), where I k is the identity matrix of order k, and the break variance, Σ β = S β S ′ β , is assumed to be small relative to σ 2 t . 2 Alternatively, the breaks could be discrete where the parameters change at distinct points in time, T b,i , i = 1, 2, . . . , n,
β (n) for T b,n < t ≤ T Additionally, σ t may be subject to a similar break process. 3 In contrast to the continuously changing parameter model, the number of discrete breaks, n, is assumed to be small, although the break sizes, measured by β (i) − β (i−1) could be large relative to σ t . There are merits in both specifications, and a choice between them would depend on the particular forecasting problem under consideration.
We propose a general approach to achieve a minimum mean square forecast error (MSFE) under both break processes. We weigh past observations by weights w t in the estimationβ
w t x t y t , subject to the restriction ∑ T t=1 w t = 1. The weights w = (w 1 , w 2 , . . . , w T ) ′ are chosen such that the resulting MSFE of the one-step ahead forecast
is minimized.
Closed form solutions under the continuous break process are only available when we simplify the model to one without regressors. In this setting the optimal weights recover the exponential smoothing forecast. For the discrete break process we derive new results for the same simple model but also for models with one or more regressors.
Optimal weights in a model with continuous breaks
Consider the following model
where β t = β t−1 + σ v v t , and ε t and v t are iid(0, 1). The optimal weights can be found by minimizing E(y T +1 −Σ T t=1 w t y t ) 2 with respect to w t , t = 1, 2, . . . , T, subject to ∑ T t=1 w t = 1. For a solution to this problem we first note that the forecast error is given by
The covariance matrix Σ β is said to be small relative to σt if ∥Σ β ∥ /σt is small, where ∥A∥ 2 = tr(AA ′ ) denotes the Euclidean norm of matrix A. 3 Note that brackets around subscripts denote subsamples between breaks, such that βt is the parameter at period t but β (i+1) the parameter after break i.
where β = (β 1 , β 2 , . . . , β T ) ′ . But using the random walk formulation of β we have
Therefore, (noting that by assumption v and ε are independently distributed)
The first order condition for minimization of E(σ −2 ε e 2 T +1 |w ) subject to the constraint, w ′ ι T = 1, is given by
where θ is the Lagrangian multiplier applied to the w ′ ι T = 1. Solving for w in terms of θ we have
Also, since ι ′ T w = 1,
It is easily seen that for the extreme values of δ 2 = ∞ and 0 we obtain the random walk and equal weighted solutions, w(∞) = (1, 0, . . . , 0) ′ and w(0) = T −1 (1, 1, . . . , 1) ′ , respectively. The literature on exponential smoothing has traditionally used a different solution to address the time varying β t . Write the model in terms of the observables
which represents an MA(1) process in ∆y t with the MA parameter given by γ, or more specifically
where ξ t is a serially uncorrelated process with mean zero and a constant variance, and by equating the first order autocorrelation in (4) and (5) we have
This equation has two real roots given by
Since δ > 0, then γ = 1 + δ 2 /2 − δ(1 + δ 2 /4) 1/2 is the root that lies within the unit circle and should be used. 4 The optimal forecast of y T +1 is now given by
but since 0 < γ < 1 we can invert the MA process to obtain
and hence
In practice, the infinite series must be truncated to yield the ExpS forecast
and the quality of the approximation will depend on T and γ, and could be poor when T is relatively small and γ close to unity. For large T and γ not too close to unity the elements of w t will be very close to (1 − γ)γ T −t for t = T, T − 1, . . . It is worth noting that the weights w t add up to unity and adapt to the sample size T , whilst the MA weights are optimal only for large T and when γ is not too close unity. Assuming that 0 ≤ γ < 1, the relationship between δ and γ is given by 5
This suggests that for values of γ in the range 0.95 − 0.99 used in the literature, changes in β (per unit of time) must be quite small relative to σ ε , the size of innovations to the errors. For example, for γ = 0.95, σ v /σ ε = 0.05, and for γ = 0.98 we have σ v /σ ε = 0.02.
Optimal weights in a model with a single, discrete break
Again consider model (2) but now assume that β t is subject to a single, discrete break at
Namely, the MSFE varies with λ through the post-beak weight, w (2) . We can now compare the forecasts based on optimal weights to those from a range of competing forecasting methods: post-break window observations, the optimal estimation window, averaging across estimation windows, and exponential smoothing.
Optimal window and post-break window forecasts
We now consider the optimal window that gives equal weights to observations within the window and zero weights to preceding observations as suggested by Pesaran and Timmermann (2007) . Suppose that the optimal window size contains observations
Then, as we show in Appendix A.1, the scaled MSFE of the post-break window is
and the expected, scaled MSFE for the optimal window is
which cannot be greater than the MSFE (14) as the elements of the last fraction are non-negative. Hence, the optimal window size is
Comparing the MSFEs of the forecasts from the optimal window to that of the optimal weight forecast, using (15) and (13), we have
where the last inequality follows since
Therefore, forecasts obtained from optimal weights will have a smaller MSFE than forecasts giving equal weight to observations in an optimally chosen window. In the case where T λ 2 < 1/2, the optimal window contains all observations, so that the comparison is between the optimal weights and equal weights. Clearly, by merit of the optimality of the weights the forecast based on optimal weights will have a lower MSFE. While optimal weights lead to a lower MSFE, it is interesting to get a quantitative sense of the difference. Table 1 reports the ratio of MSFEs of different forecasting methods to that of the equal weight forecast using all observations for a range of values of λ and b. That is, for forecast method i we report MSFE i /MSFE equal . The first line gives the ratio of MSFE for the forecast using optimal weights, the method in the first column. These are (i) using the optimal weights, (ii) using the post-break observations, (iii) forecasts based on the optimal window, (iv)
AveW forecasts with vmin = 0.05 and m = T (1 − vmin) + 1 windows, and (v)
ExpS forecasts with γ = 0.95. Finally, T = 100.
second line that when using only the post-break observations, and the third line that when using the optimal window. It can be seen that the forecast based on optimal weights has the lowest MSFE across all parameter combinations. The MSFE of the forecast based on the postbreak window is relatively similar to that using optimal weights when either the break or the post-break window is large (b = 0.9). For breaks of smaller magnitude, however, the post-break window forecast has a substantially higher MSFE. Forecasts based on the optimal window perform better than those based on the post-break window but for small breaks have a substantially larger MSFE than the optimal weights forecast.
Averaging across estimation windows
Pesaran and Pick (2011) discuss theoretical properties of averaging forecasts from sub-windows (AveW). For the case of the random walk (2) they show that the AveW forecastŷ
is the minimum (shortest) window, and m is the number of sub-windows, has the MSFE
. show that for the case of the random walk it will improve over equal weights forecasts using all observations unless the break is very small. This is reflected in the results in the fourth line of Table 1 , which report results for v min = 0.05. The AveW forecasts have smaller MSFEs than the single window forecasts using equal weights but they have substantially larger MSFEs than the forecasts obtained using the optimal weights. The intuition for this result is that averaging over estimation windows can be seen as a weighting observations where weights are smoothly decaying. The optimal weights (11) and (12), however, have a discrete change and will only be approximated poorly by the weights implied by the AveW forecast. Given the optimality of w (1) and w (2) , this means that the AveW MSFE will be necessarily larger than that of the forecasts using w (1) and w (2) . However, these results are not surprising as averaging forecasts is based on the idea that it will be beneficial when the break date and size are uncertain or where multiple breaks of unknown time and size may be present. We will explore such settings in the Monte Carlo experiments in Section 4.
Exponential smoothing
In Section 2.1 we have shown that under continuous breaks optimal weights recover ExpS weights. While the application of ExpS weights is not optimal under discrete breaks, it is nevertheless interesting to get a quantitative sense of the loss implied in using weights for continuous breaks when there is a single discrete break.
The MSFE of the exponential smoothing forecast can be shown to be
See . The last line in Table 1 reports results for γ = 0.95. Similar to the AveW forecasts, the ExpS forecasts improve on the results from the forecasts using equal weights but have a larger MSFE than the forecasts based on the optimal weights. The reason is that, just as the AveW forecasts, the ExpS forecasts use smoothly decaying weights for the observations, where we have shown that discretely changing weights are optimal.
A single, discrete break in a multiple regression model
We now turn to the multiple regression model where the slope parameters and the error variance are subject to a single break at time t = T b
where x t is a k × 1 vector of exogenous regressors and ε t ∼ iid (0, 1). Again, suppose that the slope parameter is estimated by weighting observations over the whole sampleβ
The scaled MSFE is 
with the details provided in Appendix A.2. These optimal weights have a number of interesting properties. First, in the absence of a break, that is when λ = 0 and q = 1, then w t = w for all t, as to be expected. To see this, note that when λ = 0 and q = 1, then for all t we have
It is now easily seen that w t = w (fixed) is a solution to the above. Note that for w t = w, we have S(w) = wS(1) and therefore
Consider now the case where λ ̸ = 0 and q ̸ = 1, but suppose that x 1 = x 2 , then using (20) and (21) the optimal weights for t = 1 and t = 2 we have
Hence, the weights within a given regime will be the same if the regressor values for the two points of time in that regime are identical. But the same is not true of the weights for time points in different regimes. For example, for the first regime select t = 1 and for the second regime select t = T , and suppose that x 1 = x T . Then from (20) and (21), and recalling that it follows that S 1 (w (1) ) + S 2 (w (2) ) = S(w),
which suggests that, in general, when λ ̸ = 0 and q ̸ = 1 the weights across the two regimes differ even if the regressor values are the same. Therefore, in general, the optimal weights will differ both within and across regimes.
An exact analytical solution does not seem to be available and the unknown weights in (20) and (21) must be solved numerically. To this end let
where d(w), p 1 (w) and p 2 (w) are k × 1 vectors, and γ(w) and θ t (w) are scalar functions of w. Then, the T equations in (20) and (21) can be written as
where X is the T × k matrix of observations on x, X =
) ′ , X (1) and X (2) are T b × k and (T − T b ) × k matrices of pre-break and post-break observations on x. Also θ(w) = (θ 1 (w), θ 2 (w), . . . , θ T (w)) ′ and ⊙ denotes element by element vector multiplication. We now need to minimize the function
subject to ι ′ T w = 1 and w t ≥ 0, where
The asymptotic weights given in Section 2.3.2 below can be used as starting values for the numerical optimization.
A single, discrete break in a model with one regressor
Analytically more tractable results can be obtained when k = 1. In this case, the scaled MSFE (19) simplifies to
where λ = (β (1) − β (2) )/σ (2) , and the first order conditions (20) and (21) simplify to
Similar to the case of model (2), w t for t ≤ T b does not depend on t and the same is true for w t for t > T b . We can, therefore, set
Using the above results it now readily follows that w (2) −q 2 w (1) = w (1) S 1 (1)λ 2 , where
Also using the constraint
Hence, for T b reasonably large, which is not a restrictive assumption for the problem under consideration, and solving for w (1) and w (2) we obtain
where
. Given that for the optimal weights we have that w
From (23) and (24) it can be seen that w (2) = (T bϕ 2 + q 2 )w (1) and (25) simplifies to
Namely, the MSFE varies with λ and q through the post-break weight, w (2) . Note that
In the standard case where the estimation uses the entire sample with equal weighting, that is, w
or approximately
where we have used that for T b large and
, and ϕ 2 = ω 2 x λ 2 . ϕ and q measure the sizes of the breaks in β and σ, and b gives the proportion of pre-break observations.
Comparing the MSFE of optimal weights with the one based on equal weights we have
Similarly, when w t are set independently of x t (as in the case of exponential downweighting) we have
When only post-break observations are used, the implicit weights are w
Comparing it to the MSFE based on post-break observations we have
namely, optimal weights forecasts dominate post-break forecasts for all values of 0 < b < 1, but, as to be expected, the superiority of the optimal weights forecasts diminishes as
Asymptotic results with k ≥ 1 stationary regressors
The general solution in (20) and (21) can be simplified if we assume that T and T b are sufficiently large with T − T b fixed, and x t is a stationary process with E(x t x ′ t ) = Ω xx a positive definite matrix. That is we assume that T → ∞ and
where τ is a relatively small, constant number of postbreak observations. Under these assumptions (and conditional on the weights, w t )
and
and the MSFE simplifies to
The solution is similar to the case for k = 1 and is given by
The above result is also in line with the result obtained for the simple case of k = 1.
In that case Ω xx = ω 2 x and ϕ = λω x .
Multiple discrete breaks in a multiple regression model
Consider now the case of multiple breaks in the slope coefficient of a linear regression model y t = β ′ t x t + σε t where the parameter vector β t is subject to n breaks at points
For simplicity of exposition here we assume that the error variance is not subject to breaks. Initially, assume that n = 2, such that the parameter vector is
Using the weighted least squares estimator (18) we have that
Optimal weights can therefore be obtained from
The first order conditions are
where again θ is the Lagrange multiplier associated with ι ′ T w = 1 and
Again, by multiplying both sides by w t and aggregating over t = 1, 2, . . . , T it can easily be verified that θ = 0. Hence, for x t ̸ = 0 the optimal weights are
For n breaks it is easily seen that
As in the case of a single break, numerical methods are necessary to obtain the weights.
Optimal weights for multiple breaks in a simple regression model
In the case of a single regressor we can solve for the weights analytically. In this case, (33) simplifies to
where λ (i) is defined as above but is now a scalar. Therefore, defining
, solving for the optimal weights yields
] . This result generalizes to n breaks where
Asymptotic results in the multi-break case with k ≥ 1 stationary regressors
Similar to the case with one break, we can simplify the solution when there are two or more regressors if we assume that many observations are available between breaks and x t is a stationary process with E(x t x ′ t ) = Ω xx . Note, however, that we make no assumption about the number of observations since the last break. Initially consider the case of two breaks. In addition to (26) and (28) we have
The optimal weights are therefore
An interesting result is that the weights for two breaks are not necessarily decreasing in the distance from T . In particular, Note that the weights w (1) and w (2) can be negative. We do not restrict the weights to be positive as the weights in (34), (35), and (36) give a unique minimum of the MSFE.
In the case of n breaks, the weights for the n + 1 segments are given by
Optimal weights when the time and size of the break are uncertain
So far we have assumed that the time and the size of the break are known. However, this may not be the case in many situations of practical interest. In particular, the size of the break is difficult to estimate unless a relatively large number of post-break observations is available. 6 It is, therefore, worthwhile to develop weights that are reasonably robust to the point and the size of the break(s). As a simple example, consider the model with a single break at time T b both in the slopes and the error variances. Using (23) and (24) we first note that
The time profile of the weights can be written as
where a = t/T ∈ [0, 1], and as before
Initially, consider the case where the break is in the error variances only, namely ϕ = 0 and q 2 ̸ = 1. Then
.
. It is also worth noting that
, and more weights will be given to pre break observations if σ 2 (2) > σ 2 (1) , and vice versa. This is in line with the result obtained by Pesaran and Timmermann (2007) using the concept of the optimal window.
In situations where b and q 2 are uncertain their effects on the optimal weights can be integrated out with respect to a given distribution of b and q 2 . Here, we assume that b and q 2 are independently distributed and focus on the uncertainty of b for a given value of q 2 or ψ. For b we assume that it is uniformly distributed over the range b andb, namely the probability density of b is given by
The expression for w(a, q 2 ) depends on whether a falls within the range [b,b] or not. Specifically we have,
Also, it is easily seen that
and hence Since ψ = (1 − q 2 )/q 2 , we can also write
and the weights w(a, q 2 ) monotonically rise (fall) with a if σ 2 (1) > σ 2 (2) (σ 2 (1) < σ 2 (2) ). In other words, more weights will be placed on more recent observations only if post-break error variance is smaller than pre-break error variance. This result holds for all values of T . Figure 2 shows the weights for T = 100, q 2 = 1/2, b = 0.3 and b = 0.9.
The expression for w(a, q 2 ) simplifies further if we assume that the break point could be any point within the range (0, 1). For this case we have
A discrete time approximation is given by
As to be expected, lim q→1 T w(a, q 2 ) = 1. Furthermore, it is easily seen that w(a, q 2 ) = w(1 − a, 1/q 2 ). Using these results the uncertainty regarding the value of q 2 can be integrated out by assuming a suitable density for q 2 . We shall not pursue this idea, since we will show below that the effects of breaks in error variances are dominated by the potential effects of breaks in slope coefficients.
Consider now the more general case where ϕ 2 > 0. Using (37) we have for
For given values of q 2 and ϕ 2 and assuming that b lies in the range [b,b] with 0 < b <b < 1, we have for b < a <b
This result further simplifies when q 2 = 1, and we have (for b < a <b)
It is now easily seen that
namely, for all values of ϕ 2 > 0, w(a ϕ 2 , q 2 = 1 ) is a monotonically increasing function of a with the observations farthest from the end of the sample getting the smallest weights. The decay rate of the wights depends on T . When q 2 ̸ = 1, we have
In this more general case the weights increase monotonically in a if a >
, which is clearly satisfied if q 2 > 1.
Large T approximation
Consider now a large T approximation of the optimal weights and note that
, and replacing θ in terms of b, q, and ϕ, we have But since
the weights profile simplifies to
It is interesting that the first order term in this expansion does not depend on the sizes of the breaks, and depends only on the break point, b. Also, the terms up to order T −1 are independent of q 2 as long as ϕ 2 > 0, that is, a break in the error variance is dominated by a break in the mean of the process. Therefore, for large T , robust weights are determined by the distribution of b. Here, we assuming that b ∼ Uniform(b,b) with 0 < b <b < 1, and obtain
for a >b Figure 3 shows the robust weights for T = 100, b = 0.3 andb = 0.9, assuming that ϕ 2 > 0, and it can be seen that the weights increase monotonically from b tob.
In the case where b andb are close to the end points of 0 and 1, we have
A discrete time version can be obtained by setting Tb = T − 1, orb = 1 − 1/T . 7 Namely,
Due to the approximation/discretization these weights do not sum to unity, and can be scaled as
For b andb close to the end points of 0 and 1 and using calculations detailed in Appendix A.3, we can also obtain the MSFE implied by the robust weights (41) as
Comparing this result to the equal weight MSFE we have
Consider the case where q = 1. Then It is also interesting to explore the fit of the robust weights and the ExpS weights to the optimal weights for a range of T , q 2 and ϕ 2 . Figure 4 contains plots of the optimal weights w(a|q 2 , ϕ 2 ) in (39), the robust weights, w t , in (45) and the ExpS weights (8), where γ is chosen such that the distance between w(a|q 2 , ϕ 2 ) and w e t (γ) is minimized. The plots show that the accuracy of the robust optimal weights depends largely on ϕ 2 : for larger ϕ 2 the robust weights are very close to the optimal weights, for the smaller ϕ 2 a good approximation requires large T . The plots also show that, as predicted by our theory, q 2 has a minor influence on the weights that is only visible when T and ϕ 2 are both small, which is visible in the top left plot, where initially the weights fall slightly. Finally, the down-weighting parameter γ in the exponential smoothing weight that best approximates the exact optimal weight varies between 0.944 and 0.994, and the ExpS weights generally give too low a weight to the most recent observations as compared to the optimal weights.
Robust weights that allow for high order terms in the expansion (40) are provided in Appendix A.4. However, we will not pursue them further in this paper. Note: The first graph plots the weights for ϕ (1) = −0.5 and ϕ (2) = 1.5, the second for ϕ (1) = 0 and ϕ (2) = 1, and the third for ϕ (1) = 2 and ϕ (2) = 1. The weights are given in (34) to (36) and integrating uniformly over b1 and b2 over the range 1/T to (T − 1)/T.
Robust weights for regression models with two breaks
Consider the case of two breaks, where the weights conditional on b and λ are given in (34) 
Analytic solutions for the robust weights under two breaks are not easy to obtain. However, we can obtain numerical solutions using (34) to (36) and integrating over a grid for b 1 and b 2 taking into account that b 1 < b 2 and setting b 1 = 1/T , b 2 = 2/T , b 1 = (T − 2)/T and, finally,b 2 = (T − 1)/T . Figure 5 plots the robust weights for two breaks and T = 100, where the first graph reports the weights for ϕ (1) = −0.5 and ϕ (2) = 1.5, the second for ϕ (1) = 0 and ϕ (2) = 1, the third for ϕ (1) = 2 and ϕ (2) = 1. It can be seen that the shape of the weights depends on the parameters chosen. The first graph the parameters ϕ (1) and ϕ (2) are those that under known break dates resulted in the example in Figure 1 where the first subsample receives the largest weights. The pattern is the same with the very early observation receiving higher weights than the last observations. The second graph is for parameters that would lead to equal weights in the first and last subsample if the break dates were known. The final graph uses breaks that decrease in size, which results in continuously increasing weights.
In practice, given that the break date is uncertain, the size of break is also likely to be unknown. In addition to the break date, we therefore also integrate over the break sizes. Figure 6 plots the weights when ϕ (1) and ϕ (2) are integrated with respect to a unform distribution in the range −2 to 2. The first graph shows the weights for T = 50 and the second for T = 200. It can be seen that the shape of the weight function is largely independent of the sample size. Most weight is given to the most recent observations. Interestingly, the first observations receive a higher weight than the observations in the middle of the sample, which reflects the possibility that early observations can have a bias that counterbalances that of later observations.
Monte Carlo evidence on forecasting performance

Data generating process
We now turn to evaluate the performance of the forecasting methods discussed above in a range of Monte Carlo experiments. The first set of experiments considers the continuous break model (2) in Section 2.1. A second set of experiments concentrates on the random walk model (2) with a single discrete break as discussed in Section 2.2. In this model the MSFEs of the different forecast models are known conditional on T b and λ and have been reported in Table 1 . The Monte Carlo experiments will show in how far the uncertainty around the break date and size affects the different forecasts. In a final set of experiments we add a regressor using the simple linear regression model discussed in Section 2.3.1. The first model is
where the mean follows a random walk
and t = 1, 2, . . . , T, T + 1 with T = 50, 100, 200, and γ = {0.8, 0.9, 0.95, 0.98}, which corresponds to δ = σ ε /σ v ≈ {4.472, 9.487, 19.494, 49.497}. Next, we assume that the mean in (47) has a discrete break
and t = 1, 2, . . . , T, T + 1 with T = 50, 100, 200. We set b = {0.95, 0.9}, λ = (µ (1) − µ (2) )/σ (2) = {0.5, 1, 2} and q = σ (1) /σ (2) = {0.5, 1}. We assume that T b , λ and q are unknown and have to be estimated. The third model adds a regressor, such that
we set b and λ as in the second experiment but restrict attention to q = 1. Regressors are generated as x t ∼ iid N(0, 1), and forecasts are conditional on x T +1 . Forecasts based on the full estimation window with equal weights will serve as the base line to which all other forecast methods are compared. We also include the infeasible optimal forecasts based on the optimal weights that use the true parameter values of the break process for comparison. For model (47) with the continuous breaks the weights are given by (3), for the model with discrete breaks the weights are given in (11) and (12), and for the simple regression model they are given by (23) and (24).
For the methods that assume a continuous break we estimate γ from an MA(1) in first differences, which also yields an estimate of δ via (9). The MA(1) estimation at times suffers from a relatively flat likelihood, and for this reason we restrict this estimation to the random walk model. We also report the MSE of the estimation of γ. We forecast the model with weights (3) using the estimatedδ and by ExpS with weights (7) usingγ. For comparison we also add ExpS forecasts based on γ = 0.95 and γ = 0.98.
For the methods that assume a discrete break process we use the Bai and Perron (1998, 2003) procedure to estimate the break dates, b = (b 1 , b 2 ) ′ , and, conditional on the dates, the break sizes, λ = (λ (1) , λ (2) ) ′ . We then use these estimates to compute feasible forecasts based on the optimal weights (11) and (12) in the random walk model or (23) and (24) in the simple linear regression model withb andλ in place of b and λ. For the DGP with continuous breaks we allow for two breaks, for the DGP with a discrete break we restrict attention to testing for one break.
We also make forecasts using the robust weights developed above. First, we assume that the forecaster uses the information that the break is in the last quarter but not in the last 2% of the sample. The corresponding weights are given by (41). Second, we assume that break dates in the full sample are equally likely with the weights given in (45). Finally, in the experiments with continuous break process we use robust weights assuming two breaks, where the weights are calculated numerically integrating over (b 1 > b 2 ) and ϕ (1) and ϕ (2) over the range −2 to 2.
For comparison, we construct forecasts based on the observations after the estimated break date and using optimal estimation window based on the estimated break date and size. Given uncertainty over the break dates, we also average over estimation windows with minimum window v min = 0.05.
Using each of these methods we construct one-period ahead forecasts and base comparisons on the MSFE. We report the ratio of MSFEs relative to that of the forecasts using equal weights, MSFE equal , so that for method i we have
The results are based on 10,000 replications. Table 2 reports the results for the DGP with continuous breaks. The first line reports the results for the infeasible optimal weights forecasts based on the true δ, which produces forecasts with large improvements in MSFE relative to the equal weights forecasts. The second and third line contain the results for the optimal and ExpS weights forecasts based on the estimatedδ andγ. As suggested by our theoretical results in Section 2.1, these two forecasts are numerically identical. Table 3 reports the MSE of the estimation of γ across the experiments, and it can be seen that the MSE decreases foremost in T and to a lesser extent in γ. This is reflected in the forecast results, which are close to those for known δ for larger T .
Monte Carlo Results
Continuous breaks DGP
The next two lines report the results for γ = 0.95 and 0.98, which are set a priori. The benefit of using a priori selected versus estimated values for γ depends on the deviation of the selected γ from the true value and on the estimation uncertainty aroundγ: ExpS with fixed parameter γ = 0.95 improves on its estimated counterparts when the true γ is at least 0.9 for T = 50 and 100 or γ = 0.95 for T = 200 as it avoids the estimation uncertainty. However, it can result in considerably worse forecasts when the true γ is below 0.95. ExpS with γ = 0.98 improves on the estimated counterpart when true γ is at least 0.95 when T = 50 and 100 but for T = 200 it requires the true γ to be 0.98. These results clearly show the sensitivity of ExpS to the a priori choice of γ, even when the underlying break process is continuous.
Amongst the methods that assume a discrete break, the robust weights generally perform best. For smaller γ's the robust weights integrating b over the range b = 0.75 andb = 0.98 deliver the best forecasts. Notably, for true values of γ = 0.8 and 0.9 and T = 50, and for γ = 0.9 and T = 100 they deliver the best forecasts of all feasible forecasts, including those based on the assumption of continuous breaks. For larger γ's the robust weights forecast performance remains close to that of the methods that assume continuous breaks.
Forecasts based on optimal weights under the assumption of discrete breaks perform well when γ = 0.8, that is when β t has a large variation. For larger γ the performance deteriorates and for the γ = 0.98 it is generally worse than the equal weights forecast. The results for the forecast from the optimal window are similar to the optimal weights forecast. The post-break window forecast is the least favorable forecasting methods in this setting and often leads to the highest MSFE.
Finally, the AveW forecasts perform well when γ = 0.95 and γ = 0.98, and provide the best forecast for T = 50 and γ = 0.95 and the second best forecast for T = 100 and γ = 0.98. However, when the true value of γ is small the AveW procedure performs poorly since it does not discount past observations heavily enough. Still, it improves over ExpS with fixed gamma when T is 50 or 100. Table 4 contains the results when the break in the underlying random walk process is discrete. Amongst the feasible forecasts the relative performance depends foremost on the size of the break and then the sample size. The second line reports the results using the estimated optimal weights. When Table 2 .
Discrete breaks DGP
the break size, λ, is small, the detection of the break is difficult, using estimated optimal weights leads to forecasts with a higher MSFE than most other forecasting methods. However, when λ = 2 the estimated optimal weights produce MSFEs that are among the smallest across all feasible methods. The benefit of using optimal weights therefore depends on the ability to detect the break accurately.
The next two lines report the results for the robust weights. For the smaller breaks and T = 50 and 100, the forecasts that use the information that the break is in the last quarter of the sample provide the best forecasts across all feasible methods. For T = 200 it is second to the ExpS forecast with γ = 0.95. The robust forecasts that integrate b over the last quarter of the sample always perform better-and for larger breaks substantially-than those integrating over the entire sample, which shows how powerful this additional information is for the resulting forecasts. For large values of λ the robust weights still improve vastly over the equal weights forecast but not as much as the estimated optimal weights.
Forecasts based on post-break observations (with an estimated break date) have the highest MSFE when the break size is small, but their performance improves dramatically when λ is large, where the post-break forecasts have MSFEs very similar to the ones obtained for the estimated optimal weights. The optimal window forecasts perform quite similar to the estimated optimal weights forecasts, and their performance depends largely on the size of the break.
AveW forecasts perform well when T = 50 and the break is small but less good when T is 100 or more. Still, in all examples, AveW offers substantial improvements over the full sample equal weights forecasts.
Forecasts that incorrectly assume the break process is continuous also reduce the MSFE relative to the full sample based forecasts, but as to be expected are generally less efficient than those based on weights derived assuming a discrete break DGP. However, as T increases these methods improve and are a good option when λ is small.
The results in Table 5 show that the influence of a break in the error variance is of negligible importance of the forecasts, which confirms our theoretical results. Table 6 reports the results for the simple linear regression model. While the magnitude of the relative MSFE results are affected by the additional uncertainty introduced by the regressor, the relative ranking of the various forecasting methods is very similar to that for the random walk model. A notable difference is that the robust weights now also deliver the best forecasts for the largest breaks when and σt at T b . Here, q = σ (1) /σ (2) = 1. The first forecast method uses optimal weights for a discrete break with known b and λ. For the remaining forecast methods see Table 2 . T = 50 and 100 and the post-break window size is small. Also, the optimal weights forecasts now dominate the optimal window forecasts when λ = 1. Overall, the Monte Carlo results suggest that when the break size is small and/or the sample is too small for an accurate estimation of the break process, the robust weights developed in this paper deliver the most precise forecasts. This is true for discrete as well as continuous break processes. When the break process is continuous and the sample large, estimated optimal weights and ExpS forecasts with estimated down-weighting parameter will result in the most precise forecasts for γ not too close to unity. If true γ is large, robust weights forecasts dominate even in large samples. ExpS forecasts can work well even when the break process is discrete, so long as the break is small and the sample large. However, this relies on a priori knowledge of the correct down-weighting parameter, which will not be available to the forecaster in real time. Under discrete breaks that are large and easily identified, the optimal weight forecasts will provide the best forecasts.
5 Application to the yield curve as a predictor of real economic activity
The empirical model
The slope of the yield curve has emerged as a valuable leading indicator of GDP growth; see Stock and Watson (2003) for a survey of the literature. However, recent evidence suggests that the relationship between GDP growth and the yield curve may be subject to structural breaks (Estrella, Rodrigues and Schich 2003 , Giacomini and Rossi 2006 , Schrimpf and Wang 2010 . We will use the forecasting methods discussed in the previous sections to investigate whether they can improve the forecasts of GDP growth with the slope of the yield curve as the predictor. The forecasts are based on the regression model
where y t,t+h = 100 ln(Y t+h /Y t ), Y t is the level of real GDP at time t, and s t = i L t −i S t , that is, s t is the slope of the yield curve defined as the difference between the long term interest rate, i L t , and the short term interest rate, i S t . This specification is the most common in the literature (e.g., Hardouvelis 1991, Estrella and Mishkin 1997 , and the literature cited above).
We evaluate the forecasts for horizons h = 1, 2, 3, 4 quarters. An issue involving direct forecasts with horizons greater than one is the overlap implicit in the regressions. Pesaran, Pick and Timmermann (2011) show that accounting for the overlap of observations can lead to gains in forecast accuracy but that these gains materialize at forecast horizons that are larger than those considered here. In order not to complicate the forecast exercise further, we restrict attention to estimation that do not account for the overlap.
We take data on GDP, long and short term interest rates from the data set available with the GVAR toolbox (Smith and Galesi 2010) . The data set contains quarterly observations for 33 countries. As not all countries have a long history of GDP and interest rate data, we restrict attention to 9 industrialized countries with long time series: Australia, Canada, France, Germany, Italy, Japan, Spain, UK, and USA. The data are quarterly, start in 1979Q1, and end in 2009Q4. Recursive out-of-sample forecasts are constructed, and the first forecast uses the observations up to 1993Q4 for the estimation.
We report results for the entire forecast period and for the sub-periods 1994Q1-2000Q4, 2001Q1-2006Q4, and 2007Q1-2009Q4 . The first period includes the buildup of the dot-com bubble, the second contains the time after the dot-com bubble burst and the build-up of the sub-prime mortgage market, the third contains the observations following the collapse of the sub-prime mortgage market.
We will use the forecast methods outlined in Section 4. However, we do not impose knowledge of the timing of the structural break on the optimal weights as such knowledge may not be available to the researcher at the time. Due to the computational complexity of estimating the down-weighting parameter γ when applied to model (49), we set γ to 0.95 and 0.98, where we were careful not to use ex post knowledge and selected these values a priori. Forecasts are compared based on the relative MSFE defined in (48). Table 7 reports the results over the entire forecast period but separately for each country in the sample. The first line shows the MSFE when using equal weights. The second line gives the relative MSFE of the forecasts using optimal weights based on the estimated break date and size. With the exceptions are Japan and Spain for h = 1 and 2, the optimal weights forecasts fail to improve on those using equal weights. Given the results in the lines below, this suggests that, in general, the breaks are difficult to estimate with sufficient accuracy.
Results for GDP growth forecasts
The next two lines give the relative MSFEs for the forecasts using the robust weights assuming one and two breaks, respectively. The robust weights deliver better forecasts than equal weights in the overwhelming majority of countries and forecast horizons. The robust forecasts perform the better the shorter the forecast horizon. An exception is the case of Australia, where all forecasts except the AveW forecast fare worse than the forecasts based on equal weights over the four forecast horizons. Across countries the robust weights for one break produce better forecasts than the robust weights for two breaks for h = 1. For larger h this distinction is less clear cut.
With the exception of Japan, forecasts based on the post-break sample (using the estimated break date) do not consistently improve over the equal weight forecasts. This contrasts with the AveW forecasts, which lead to improvements over the equal weights forecasts in many cases, even if the improvements are usually smaller than the robust weights forecasts. However, when these forecasts perform poorly the AveW forecasts do usually not perform as bad, so that AveW forecasts can be seen as a conservative forecasting strategy that generally leads to modest gains.
The ExpS forecasts with γ a priori set to 0.95 perform well and together with the robust forecasts for one break delivers the best forecasts for most countries and forecast horizons. However, in the case of Australia ExpS(γ = 0.95) produces the worst forecasts for all horizons. It is the least conservative forecasting method delivering often the best but, in particular at h = 4 also often the worst forecasts. ExpS with γ = 0.98 is more conservative with forecasts that are rarely the best but also rarely the worst forecasts. The difference between the ExpS forecasts for the two γ's demonstrates the sensitivity of the forecasts to the choice of γ, which needs to be selected by the forecaster without the benefit of hindsight. Tables 8 reports the results for the first subsample of forecasts, 1994Q1-2000Q4 . In this subsample the gains from accounting for breaks are very large for US GDP growth. Robust weights forecasts, for example, have MSFE that is just over half as large as that of equal weights for h = 3. In contrast, none of the forecasts for France improves over those from equal weights. The cases of Germany and Italy show how inaccurate estimates of break dates can lead to highly imprecise forecasts when the forecasting method relies on the estimated breaks dates. In both cases the forecasts using optimal weights and, in particular, the post-break sample forecasts have a considerably higher MSFE than the equal weights forecast. In contrast, robust weights lead to considerable improvements in forecast accuracy.
The forecasts for the second subsample, 2001Q1-2006Q4, which are in Table 9 , show that during this period structural breaks are a minor problem for forecasting GDP growth in the USA and the UK, and only small gains are made for France and Australia. Also, where gains from taking breaks into account are made, such as for Japan and Germany, they are smaller than in the first subsample. The exception is Canada, where gains increase in this subsample.
The results for the last subsample, 2007Q1-2009Q4, are in Table 10 . The first line, which reports the MSFE of the equal weights forecast, shows that GDP growth is much harder to forecast in this subsample. This is not surprising given the collapse of GDP in many countries following the subprime mortgage market crisis. The poor equal weights forecasts are also partially due to breaks because the robust weight forecasts and the ExpS forecasts vastly improve over the equal weights forecast. The exception is Australia where the equal weights forecast cannot systematically be beaten. Table 11 reports averages across countries over the whole sample and over the three subsamples. For both country weights, the estimated optimal weights forecasts cannot improve over the equal weights forecasts and, in general, while they have a lower MSFE than the post-break forecasts, they are less precise than the remaining forecast methods. This reiterates that breaks are not identified with sufficient accuracy. The robust weights, in contrast, deliver vastly improved forecasts compared to equal weights. In fact, they provide the best forecasts for h = 2, 3, 4 and the second most precise forecast for h = 1. Allowing for one break appears sufficient as the MSFE is generally smaller than robust weights for two breaks.
Post-break window forecasts are substantially worse than equal weights forecasts and result in the least precise forecasts out of all methods considered. AveW forecasts improve over the equal weights forecasts when considering equal weights across countries. Finally, ExpS(γ = 0.95) delivers relatively precise forecasts for all forecast horizons: for h = 1 it is the most precise and for the other forecast horizons it is second to the robust weights. ExpS(γ = 0.98) also performs well but is less precise overall except for h = 4 when applying equal weights to all countries. When considering the subsamples separately some interesting additional patterns emerge. We see that in the first subsample with forecasts for the period 1994Q1-2000Q4 the robust forecasts with one break deliver the best forecasts for all forecast horizons irrespective of how the country results are averaged. The ExpS forecasts also perform well and the forecasts that rely on estimated break dates perform very poorly. The second subsample 2001Q1-2006Q4 offers a different picture. Most forecasting weights for discrete breaks based on point estimates of b and λ for up to two breaks, (iii) robust weights that integrate the break date over the entire sample, (iv) robust weights for two breaks with ϕ (1) , ϕ (2) ∈ (−2, 2), break was detected by the Bai and Perron (1997,2003) test. The countries are: USA, Japan, Germany, UK, France, Italy, Spain, Canada, and Australia. The dates given above denote the periods for which one-period ahead forecasts are made. The h = 2 forecast makes the first forecast for the observation one quarter later, the h = 3 forecast for that two periods later, and the h = 4 forecast for that three quarters later. Note: See footnote of Table 7 . The dates given above denote the periods for which one-period ahead forecasts are made. The h = 2 forecast makes the first forecast for the observation one quarter later, the h = 3 forecast for that two periods later, and the h = 4 forecast for that three quarters later. Note: See footnote of Table 7 . The dates given above denote the periods for which forecasts are made at all horizons. Note: The GDP weighted average uses weights wi = Yi/( ∑ N j=1 Yj), where Yi is the 2008 GDP in purchasing power terms for country i available from the GVAR data base and N = 9. The equal weights average uses wi = 1/9. For other details see the footnote of Table 7 . methods cannot improve on the equal weights forecasts. The exception are the AveW forecasts and, with equal weighted averages across countries, robust weights for two breaks and ExpS(γ = 0.98). The reason for this difference is the poor performance of the forecasting methods for the USA. AveW is the only forecasting method that delivers improvements irrespective of horizon and country weights. In the last subsample, 2007Q1-2009Q4, GDP growth is much harder to forecast and forecasts based on robust weights and ExpS weights can improve the forecast by over 10%. The relative performance is similar to that of the first sub-period: the robust forecasts and the ExpS forecasts deliver the best results, whereas forecast that require estimates of break dates perform poorly.
Overall, forecasting methods that rely on estimates of break points perform poorly in this application. AveW leads to modest but consistent improvements over equal weights forecasts. ExpS forecasts lead to larger improvements but depend on the choice of γ. Finally, robust weights forecasts also lead to improvements over equal weights forecasts, and only require a decision on the potential number of breaks.
Conclusion
This paper presents a new approach to forecasting in the presence of structural breaks. Under continuous break processes our approach recovers the exponential smoothing weights that have long been considered in the literature. Under discrete breaks, our approach delivers new forecasts based on optimal weights. In practice, dates and sizes of breaks are unknown and their estimates can be unreliable. For such cases we derive robust weights that do not require a priori knowledge of the break dates or their sizes.
We evaluate the forecast performance of the different weighting schemes in Monte Carlo experiments and in an application to forecasts of GDP growth using the slope of the yield curve. Forecasts based on robust weights, which do not require knowledge of the break dates or a downweighting parameter, lead to forecasts that perform better than other feasible alternatives in a wide range of settings. In contrast, using only post-break data leads to highly inefficient forecasts unless the break date can be determined with great precision. The optimal weights forecasts developed in this paper also require precise knowledge of the dates and sizes of the structural breaks to deliver good forecasts. 
A.4 Robust weights with higher order terms
Consider now the second order term in (40) 
and for the final date using the last part of (56) we obtain
The scaled version of these weights (that sum up to unity) are given by
, for t = 1, 2, . . . , T.
In practice, one could set ϕ 2 = 1/2 or 1.
