In this paper we propose a corrected semi-proximal ADMM (alternating direction method of multipliers) for the general p-block (p ≥ 3) convex optimization problems with linear constraints, aiming to resolve the dilemma that almost all the existing modified versions of the directly extended ADMM, although with convergent guarantee, often perform substantially worse than the directly extended ADMM itself with no convergent guarantee. Specifically, in each iteration, we use the multi-block semi-proximal ADMM with step-size at least 1 as the prediction step to generate a good prediction point, and then make correction as small as possible for the middle (p−2) blocks of the prediction point. Among others, the step-size of the multi-block semi-proximal ADMM is adaptively determined by the infeasibility ratio made up by the current semi-proximal ADMM step for the one yielded by the last correction step. For the proposed corrected semi-proximal ADMM, we establish the global convergence results under a mild assumption, and apply it to the important class of doubly nonnegative semidefinite programming (DNN-SDP) problems with many linear equality and/or inequality constraints. Our extensive numerical tests show that the corrected semi-proximal ADMM is superior to the directly extended ADMM with step-size τ = 1.618 and the multi-block ADMM with Gaussian back substitution [12, 14]. It requires the least number of iterations for 70% test instances within the comparable computing time with that of the directly extended ADMM, and for about 40% tested problems, its number of iterations is only 67% that of the multi-block ADMM with Gaussian back substitution [12, 14].
Introduction
where τ ∈ (0,
2 ) is a constant to control the step-size in (1.3c). The iterative scheme of ADMM actually embeds a Gaussian-Seidel decomposition into each iteration of the classical augmented Lagraigan method of Hestenes-Powell-Rockafellar [20, 21, 26] , so that the challenging task, i.e. the exact solution or the approximate solution with a high precision of the Lagrangian minimization problem, is relaxed to several easy ones.
Motivated by the same philosophy, one naturally extends the above 2-block ADMM to the multi-block convex minimization problem (1.1) directly. Let L σ : Z 1 × · · · × Z p × X → (−∞, +∞] denote the augmented Lagrange function for model (1.1), defined by
where σ > 0 is the penalty parameter. With a chosen initial point (z 0 1 , . . . , z 0 p ; x 0 ) ∈ dom θ 1 × · · · × dom θ p × X, the multi-block ADMM consists of the iteration steps: . . .
, . . . , z k+1 p−1 , z p ; x k ),
Many numerical results have illustrated that the directly extended ADMM with τ > 1 works very well in many cases (see, e.g., [33, 4, 12, 35, 27] ). In particular, Wen et al. [33] have utilized the 3-block ADMM with τ = 1.618 to develop an efficient software for solving some SDP problems of large sizes. However, it was shown very recently by Chen et al. [3] that in contrast to the 2-block ADMM, the directly extended 3-block ADMM may diverge even if τ is sufficiently small. This dashes any hope of using the directly extended multi-block ADMM without any modifications or any restrictions on θ i or A i .
In fact, before the announcement of [3] , some researchers have made serious attempts in correcting the possible divergent multi-block ADMM (see, e.g., [11, 15, 12, 13, 14, 5] ). Among them, the multi-block ADMM with Gaussian back substitution [12] distinguishes itself for simplicity and generality. However, the recent numerical results reported in [27] indicate that the multi-block ADMM with Gaussian back substitution (ADMMG for short) requires more iterations and computing time than the directly extended ADMM with τ = 1.618 for at least 75% test problems, and for 61.5% test problems it requires at least 1.5 times as many iterations as the latter does. Now the dilemma is that almost all modified versions of the directly extended ADMM, although with convergent guarantee, often perform substantially worse than the directly extended ADMM with no convergent guarantee. This paper will make an active attempt in getting out of the dilemma.
We observe that the ADMMG [12] in each iteration makes a correction on the iterate point yielded by the directly extended ADMM with the unit step-size to achieve the global convergence. As recognized by the authors in [12] , the introduction of the correction step often destroys the good numerical performance of the directly extended ADMM. It is well known that the ADMM with τ = 1 always requires more 20% to 50% iterations than the one with τ = 1.618. Thus, there is a big possibility that the iterate points yielded by the directly extended ADMM with τ = 1 are insufficient to overcome the negative influence of the correction step, which may interpret why the ADMMG even with little correction (i.e., the correction step-size α is as close to 1 as possible) usually has worse performance than the directly extended ADMM with the unit step-size. Motivated by the crucial observation, we propose a corrected ADMM for problem (1.1) by imposing suitable correction only on the middle (p−2) blocks of the iterate point yielded by the multi-block semi-proximal ADMM with a large step-size, which is adaptively determined by the infeasibility ratio made up by the current semi-proximal ADMM step for the one yielded by the last correction step. Here, the multi-block semi-proximal ADMM, instead of the directly extended ADMM, is used to yield the prediction step just for the consideration that some subproblems involved in the directly extended ADMM are hard to solve but the proximal operators of the corresponding θ i 's are easy to obtain.
In contrast to the ADMMG [12] and the linearized ADMMG [14], our corrected semiproximal ADMM do not make any correction for the pth block and the multiplier block of the prediction point. Although the correction step in [12, 14] would not make any correction for the two blocks if the correction step-size takes 1, the global convergence analysis there is not applicable to this extreme case. In addition, when the subproblems involved in the directly extended ADMM are easy to solve, one may set the semi-proximal operators to be zero, and then the corrected semi-proximal ADMM is using the directly extended ADMM to yield the prediction step. However, for this case, the linearized ADMMG [14] still uses a linearized version of the directly extended ADMM to yield the prediction step except that all A i A * i reduce to the identity and the proximal parameters are all set to be the smallest one σ A i A * i . For the advantage of a semi-proximal term over a strongly convex proximal term, the interested readers may refer to [6, 27] .
For the proposed corrected semi-proximal ADMM, we provide the global convergence analysis under a mild assumption for the operators A i 's, and apply it to the dual problems of five classes of doubly nonnegative SDP problems without linear inequality constraints and a class of doubly nonnegative SDP problems with many linear inequality constraints, which take the form of (1.1) with p = 3 and p = 4, respectively. Our extensive numerical experiments for total 671 test problems demonstrate that the corrected semi-proximal ADMM is superior to the directly extended ADMM with τ = 1.618 and the ADMMG [12] and the linearized ADMMG [14] , and it requires the least number of iterations for about 70% test instances within the comparable computing time with that of the directly extended ADMM. In particular, for about 40% test problems, the number of iterations of the corrected semi-proximal ADMM is at most 70% that of the ADMMG [12, 14] .
In the rest of this paper, we say that a linear operator T : X → X is positive semidef-inite (respectively, positive definite) if T is self-adjoint and u, Tu ≥ 0 for any u ∈ X (respectively, u, Tu > 0 for any u ∈ X\{0}), and write u T = u, Tu for any u ∈ X.
= arg min
2)
and then update the Lagrange multiplier by the following formula
where
, and then go to Step (S.1).
and
An elementary computation yields that the operator G := MH takes the form of 
It is not hard to verify that the self-adjoint linear operator G is positive definite.
Now we are in a position to establish the global convergence of Algorithm 2.1. 
converge to an optimal solution to (1.1), and {x k } converges to an optimal solution to the dual problem of (1.1).
Proof: Let (z * 1 , . . . , z * p ) ∈ Z 1 × · · · × Z p be an optimal solution to (1.1) and x * ∈ X be the associated Lagrange multiplier. Then, the sequences (z k 1 , . . . , z k p , x k ) and ( z k 1 , , . . . , z k p ) generated by Algorithm 2.1 satisfies the inequality (3.3) of Lemma 3.1. By using the expression of the above linear operator M, it is not hard to obtain that
From the expression of H and the corrected step of Algorithm 2.1, we can verify that
which by the invertibility of H implies that w k − w k+1 = αH −1 ( w k − w k+1 ). Hence,
where the second equality is using the following identity relation
By the expressions of the operators H and M, an elementary computation yields that
and consequently
Since α ∈ (0, 1) and τ k > τ > 0, from inequality (3.19) it follows that
which, together with the choice of T i for i = 2, 3, . . . , p, implies that 
The last two equations show that the results of part (a) hold. We next prove that the conclusions of part (b) hold. Notice that equation (3.18) and
Hence, the sequence
is convergent, which implies that the sequences { w k } and {x k } are bounded, and
is bounded.
Together with lim k→+∞ w k+1 − w k = 0 in part (a), it follows that {w k } is bounded. From the boundedness of {w k } and {F (z k+1 1
, . . . , z k+1 p )} we deduce that the sequence {A * 1 z k 1 } is also bounded, which implies that the boundedness of
Thus, there exists a subsequence {(z k 1 , . . . , z k p , x k )} k∈K that converges to a limit point, to say
is an optimal solution to problem (1.1) and x ∞ is the associated Lagrange multiplier. Since
In addition, taking the limit k → ∞ with k ∈ K on the both sides of (3.4) and using the closedness of the graphs of ∂θ i (see [24] 
The two sides and equation (3.1) imply that
is an optimal solution of (1.1) and x ∞ is the associated Lagrange multiplier. To complete the proof of part (b), we only need to show that
is an optimal solution to (1.1) and x ∞ is the associated Lagrange multiplier. So, we could replace 
is convergent. Since this sequence is nonnegative and has a limit point 0 for the subsequence
By the results of part (a), τ k > τ and the positive definiteness of
Since τ ∈ (0, 1), using the same arguments as those for Case 1, we have
Combining the first limit in (3.24) with the assumption of T i for i = 2, . . . , p−1, we have
From equations (3.25) and (3.26) and the second limit in (3.24), we may deduce that
This, along with the assumption of T p , implies that lim k→+∞ z k+1 p − z k p = 0, while the second limit in (3.25) implies that lim k→+∞ x k+1 − x k = 0. Thus, we complete the proof of part (a). Using the same arguments as those for Case 1 yields part (b) .
✷ If all the linear operators A i are surjective, then one can also obtain the conclusion of Theorem 3.1 by setting all T i to be the zero operator in the proof of Theorem 3.1. 
Applications to doubly nonnegative SDPs
Let S n + be the cone of n × n symmetric and positive semidefinite matrices in the space S n of n ×n symmetric matrices, which is endowed with the Frobenius inner product and its induced norm · . The doubly nonnegative SDP problem takes the form of
where b E ∈ R m E , b I ∈ R m I , and X−M ∈ K means that every entry of X−M is nonnegative (of course, one can only require a subset of the entries of X −M to be nonnegative or non-positive or free). An elementary calculation yields the dual of problem (4.1) as
where K * is the positive dual cone of K. Here we always assume that A E is surjective. Clearly, problem (4.2) takes the form of (1.1) with p = 4, and takes the form of (1.1) with p = 3 if the inequality constraint A I X ≥ b I is removed. Hence, we can apply the proposed corrected ADMM with adaptive step-size for solving problem (4.2).
For problem (4.2), instead of using the constraint qualification (CQ) in Assumption 3.1, we use the following more familiar Slater's CQ in the field of conic optimization.
Assumption 4.1 (a) For problem (4.1), there exists a point X ∈ S n such that
From [1, Corollary 5.3.6], under Assumption 4.1, the strong duality for (4.1) and (4.2) holds, and the following Karush-Kuhn-Tucker (KKT) condition has nonempty solutions:
Let σ > 0 be given. The augmented Lagrange function for (4.2) is defined as follows
Notice that the minimization of L σ (y I , Z, y E , S; X) with respect to variables Z and S, respectively, have a closed form solution, while the minimization of L σ (y I , Z, y E , S; X) with respect to variable y E is solvable since the operator A E is assumed to be surjective. Hence, when applying the corrected semi-proximal ADMM for solving (4.2), we do not introduce any proximal term to the three minimization problems. In addition, we adopt the solution order y I → Z → y E → S for the subproblems involved in (S.1). By Remark 2.1, such a solution order can guarantee that the hard constraints y I ∈ R m I + and S ∈ S n + are satisfied, and when the inequality constraint A I X ≥ b I is removed, the hard constraints Z ∈ K * and S ∈ S n + are satisfied. Extensive numerical tests indicate that such a solution order is the best one. Thus, we obtain the following algorithm. 
. ., perform the kth iteration as follows.
Step 1. Compute the following minimization problems
Step 2.
Step 3. Let S k+1 = S k+1 , y k+1 I = y k+1 I
, and
(4.5)
Doubly nonnegative SDP problem sets
In our numerical experiments, we test the following five classes of doubly nonnegative SDP (DNN-SDP) problems, which can also be found in the literature [33, 32, 27] .
(i) SDP relaxation of BIQ problems. It has been shown in [2] that under some mild assumptions, the following binary integer quadratic programming (BIQ) problem
n is equivalent to the completely positive programming (CPP) problem given by
+ \{0} is the (n + 1)-dimensional completely positive cone. It is well known that the CPP problem is intractable although C n+1 is convex. To solve the CPP problem, one would typically relax C n+1 to S n+1 + ∩ K, and obtain the following SDP relaxation problem
where K = X ∈ S n+1 | X ≥ 0 is the polyhedral cone. In our numerical experiments, the test data for the matrix Q and the vector c are taken from Biq Mac Library maintained by Wiegele, which is available at http://biqmac.uni-klu.ac.at/biqmaclib.html
(ii) θ + problems. This class of DNN-SDP problems arises from the relaxation of maximum stable set problems. Given a graph G with edge set E, the SDP relaxation of the maximum stable set problem for the graph G is given by
where e is the vector of ones with dimension known from the context, Ξ ij = e i e T j + e j e T i with e i denoting the ith column of the n×n identity matrix, and K = X ∈ S n | X ≥ 0 . In our numerical experiments, we test the graph instances G considered in [28, 31, 32] .
(iii) SDP relaxation of QAP problems. Let P n be the set of n × n permutation matrices. Given matrices A, B ∈ S n , the quadratic assignment problem is defined as
We identify a matrix X = [x 1 x 2 . . . x n ] ∈ R n×n with the n 2 -vector x = [x 1 ; . . . , ; x n ], and let Y ij be the n × n block corresponding to x i x T j in the n 2 × n 2 matrix xx T . It has been shown in [22] that v QAP is bounded below by the number yielded by
where Γ is the matrix of ones, δ ij = 1 if i = j 0 if i = j and K = X ∈ S n 2 | X ≥ 0 . In our numerical experiments, the test instances (A, B) are taken from the QAP Library [10] .
(iv) RCP problems. This class of DNN-SDP problems arises from the SDP relaxation of clustering problems described in [23, Eq(13) ] and takes the following form
where W is the so-called affinity matrix whose entries represent the similarities of the objects in the dataset, e is the vector of ones, κ is the number of clusters, and K is the cone X ∈ S n | X ≥ 0 . All the data sets we test are from the UCI Machine Learning Repository (available at http://archive.ics.uci.edu/ml/datasets.html). For some large size data sets, we only select the first n rows. For example, the original data set "spambase" has 4061 rows and we select the first 1500 rows to obtain the test problem "spambase-large.2" for which the number "2" means that there are κ = 2 clusters.
(v) SDP relaxation of FAP problems. Let G = (V, E) be an undirected graph with vertex set V and edge set E ∈ V × V , and W be a weight matrix for G such that W ij = W ji is the weight associated with (i, j) ∈ E. For those edges (i, j) ∈ E, we assume W ij = W ji = 0. Let U ⊆ E be a given edge subset. This class of problems has the form
where κ > 1 is an integer, L(G, W ) := Diag(W e) − W is the Laplacian matrix, Ξ ij and e are same as above. Let
The above five classes of DNN-SDP problems come from the SDP relaxation for some difficult combinatorial optimization problems. For these problems, one usually adds some additional valid inequalities so as to obtain tighter bound for the original combinatorial optimization problems. For example, to obtain a tighter bound for the BIQ problems, one can add four classes of valid inequalities to (4.6) and get the following problems:
where K = X ∈ S n+1 | X ≥ 0 , and the set of the first three inequalities are obtained from the valid inequalities
are binary variables. In the sequel, we call (4.11) the extended BIQ problem.
Numerical results for DNN-SDPs without
In this subsection, we apply CADMM for solving the doubly nonnegative SDP problems without inequality constraints A I X ≥ b I described in last subsection, and compare its performance with that of the 3-block ADMM with step-size τ = 1.618 and the 3-block ADMM with Guassian back substitution proposed in [12] . We call the last two methods ADMM3d and ADMM3g, respectively. We have implemented CADMM, ADMM3d and ADMM3g in MATLAB, where the correction step-size of ADMM3g was set to be 0.999 instead of 1 as in [12] for the convergence guarantee. Among others, the solution order of subproblems involved in the 3-block ADMM and the prediction step of ADMM3g is same as that of subproblems in (S.1) of CADMM. Extensive numerical tests show that this order is also the best for ADMM3d and ADMM3g. Notice that ADMM3d here is different from the ADMM developed by Wen et al. [33] since the latter uses the solution order of y → Z → S. The computational results for all the DNN-SDP problems are obtained on a Windows system with Intel(R) Core(TM) i3-2120 CPU@3.30GHz.
We measure the accuracy of an approximate optimal solution (X, y E , S, Z) for (4.1) and (4.2) by using the relative residual η = max
In addition, we also compute the relative gap by η g =
We terminated the solvers CADMM, ADMM3g and ADMM3d whenever η < 10 −6 or the number of iteration is over the maximum number of iterations k max = 20000.
In the implementation of all the solvers, the penalty parameter σ is dynamically adjusted according to the progress of the algorithms. The exact details on the adjustment strategies are too tedious to be presented here but it suffices to mention that the key idea to adjust σ is to balance the progress of primal feasibilities (η P , η S , η K ) and dual feasibilities (η D , η S * , η K * ). In addition, all the solvers also adopt some kind of restart strategies to ameliorate slow convergence. During the numerical tests, we use the same adjustment strategy of σ and restart strategy for all the solvers. Table 1 reports the number of problems that are successfully solved to the accuracy of 10 −6 in η by each of the three solvers within the maximum number of iterations. We see that CADMM and ADMM3d solved successfully all instances from BIQ, RCP, FAP and θ + , and for QAP problems CADMM and ADMM3d solved successfully 39 and 35, respectively; while ADMM3g solved successfully all instances from RCP and FAP, but failed to 1 tested problem from BIQ, 5 tested problems from θ + and 58 tested problems from QAP. That is, CADMM solved the most number of instances to the required accuracy, with ADMM3d in the second place, followed by ADMM3g. Table 2 reports the detailed numerical results of CADMM, ADMM3d and ADMM3g in solving all test instances. From this table, one can learn that CADMM requires the fewest iterations for about 69% test problems though the computing time is comparable even a little more than that of the ADMM3d due to some additional computation cost in the correction step, while ADMM3g requires the most iterations for most of problems and at least 1.5 times as many iterations as CADMM does for about 30% test problems. Figure 2) shows the performance profiles of CADMM, ADMM3d and ADMM3g in terms of number of iterations and computing time, respectively, for the total 165 BIQ (respectively, 120 RCP) tested problems. We recall that a point (x, y) is in the performance profiles curve of a method if and only if it can solve (100y)% of all tested problems no slower than x times of any other methods. It can be seen that CADMM requires the least number of iterations for at least 90% BIQ tested problems and 75% RCP tested problems, and its computing time is at most 1.3 times as many as that of the fastest solver for 90% instances; while ADMM3g requires the most number of iterations for almost all test instances, and for about 20% BIQ tested problems, its number of iterations is at least twice as many as that of the best solver. Figure 3 (respectively, Figure 4) shows the performance profiles of CADMM, ADMM3d and ADMM3g in terms of number of iterations and computing time, respectively, for the total 113 θ + and 13 FAP (respectively, 95 QAP) tested problems. One can see from Figure 3 that CADMM requires the comparable iterations as ADMM3d does for the θ + and FAP tested problems, for which the former requires the least number of iterations for about 60% problems and the latter requires the least number of iterations for at most 40% problems, while ADMM3g requires at least 1.5 times as many iterations as the best solvers for about 30% problems. Figure 4 indicates that for the QAP tested problems, which are the most difficult among the five classes, CADMM has remarkable superiority to ADMM3d and ADMM3g in terms of iterations and computing time, and CADMM requires the least number of iterations for more than 30% problems, while ADMM3d and ADMM3g need the least number of iterations only for 5% problems. 
Numerical results for DNN-SDPs with A I X ≥ b I constraints
We apply CADMM for solving the extended BIQ problems described in (4.11), and compare its performance with the linearized ADMMG in [14] (we call the method LADMM4g and use the parameter α = 0.999 in the Gaussian back substitution step). Notice that one may apply the directly extended ADMM with 4 blocks (although without convergent guarantee) for solving (4.11) by adding a proximal term We measure the accuracy of an approximate optimal solution (X, y I , Z, y E , S) for (4.1) and (4.2) by the relative residual η = max η P , η D , η S , η K , η S * , η K * , η C 1 , η C 2 , η I , η I * , where η P , η S , η K , η S * , η K * , η C 1 , η C 2 are defined as before, and η D , η I , η I * are given by
We also compute the relative gap by η g =
The solvers CADMM, ADMM4d and LADMM4g were terminated whenever η < 10 −6 or the number of iteration is over the maximum number of iterations k max = 40000. Table 3 reports the detailed numerical results for the solvers CADMM, ADMM4d and LADMM4g in solving a collection of 165 extended BIQ problems. Figure 5 shows the performance profiles of CADMM, ADMM4d and LADMM4g in terms of the number of iterations and the computing time, respectively, for the total 165 extended BIQ tested problems. It can be seen that CADMM requires the least number of iterations for 80% tested problems although its computing time is comparable with that of ADMM4d, which requires the least computing time for 90% tested problems, while ADMM4g requires 1.5 times as many as iterations as CADMM does for 73% tested problems. 
Conclusions
We have proposed a corrected semi-proximal ADMM by making suitable correction for the directly extended semi-proximal ADMM with a large step-size, which does not only have convergent guarantee but also enjoys good numerical performance for the general p-block (p ≥ 3) convex optimization problems with linear equality constraints. Extensive numerical tests for the doubly nonnegative SDP problems with many linear equality and/or inequality constraints show that the corrected semi-proximal ADMM is superior to the directly extended ADMM with step-size τ = 1.618 in terms of the number of iterations, and it requires fewer iterations than the latter for 70% test problems within the comparable computing time. In particular, for 40% tested problems, its number of iterations is only 67% that of the multi-block ADMM with Gaussian back substitution. Thus, the proposed corrected semi-proximal ADMM to a certain extent resolves the dilemma facing all the existing modified versions of the directly extended ADMM. To the best of our knowledge, this is also the first convergent semi-proximal ADMM for the general multi-block convex optimization problem (1.1).
We see from the τ column of Table 2-3 that for most of test instances, the step-size τ k of the prediction step computed by our proposed formula lies in the interval [1.8, 1.95], while for some test instances (for example, QAP test problems) it will reduce to be strictly less than 1 when the relative residual η is less than a certain threshold. It is interesting that the corrected semi-proximal ADMM still yields the desired result, provided that the small step-size appears after the relative residual η is less than some threshold. This phenomenon seems to match well with the linear convergence rate analysis of the multiblock ADMM in [16] . In our future research work, we will focus on the convergence rate analysis of the corrected semi-proximal ADMM. Another future research work is to explore the effective convergent algorithms for general p-block (p ≥ 3) separable convex optimization based on the directly extended ADMM with large step-size.
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