Rough Stochastic PDEs by Hairer, Martin
ar
X
iv
:1
00
8.
17
08
v1
  [
ma
th.
PR
]  
10
 A
ug
 20
10
Rough Stochastic PDEs
May 31, 2018
M. Hairer
Mathematics Department, University of Warwick
Email: M.Hairer@Warwick.ac.uk
Abstract
In this article, we show how the theory of rough paths can be used to provide a notion
of solution to a class of nonlinear stochastic PDEs of Burgers type that exhibit too high
spatial roughness for classical analytical methods to apply. In fact, the class of SPDEs
that we consider is genuinely ill-posed in the sense that different approximations to
the nonlinearity may converge to different limits. Using rough paths theory, a path-
wise notion of solution to these SPDEs is formulated, and we show that this yields a
well-posed problem, which is stable under a large class of perturbations, including the
approximation of the rough driving noise by a mollified version and the addition of
hyperviscosity.
We also show that under certain structural assumptions on the coefficients, the
SPDEs under consideration generate a reversible Markov semigroup with respect to
a diffusion measure that can be given explicitly.
1 Introduction
This article is devoted to the study of the following class of Burgers-like SPDEs:
du = ∂2xu dt+ f (u) dt+ g(u) ∂xu dt+ σ dW (t) . (1.1)
Here, the spatial variable x takes values in [0, 2π], the linear operator ∂2x is endowed
with periodic boundary conditions, u takes values in Rn, and f : Rn → Rn, g : Rn →
Rn×n are C∞ functions. We assume that the driving noise W gives rise to space-
time white noise; in other words that W is a standard cylindrical Wiener process on
L2([0, 2π],Rn) [DPZ92]. One motivation for studying such equations arises from the
theory of path sampling: for f and g of some specific form, (1.1) does formally arise as
a gradient system with the law of a diffusion process as invariant measure, see [HSV07]
and Section 4 below.
The problem with (1.1) that we address in this article is that of making sense of
the nonlinearity g(u) ∂xu in equations of this type. To appreciate the difficulty of the
problem, we note that the solution ψ to the linearised equation
dψ = ∂2xψ dt+ σ dW (t) , (1.2)
is not differentiable in x for fixed t. Actually, these solutions have a spatial regularity
akin to the temporal regularity of Brownian motion: they are almost surely α-Ho¨lder
INTRODUCTION 2
continuous for every α < 1
2
, but not more in the sense that they are almost surely not
1
2
-Ho¨lder continuous [Wal86].
This usually doesn’t cause any serious problem: the standard procedure in this case
is to consider weak (in the PDE sense) solutions of the form
d〈ϕ, u〉 = 〈∂2xϕ, u〉 dt+ 〈ϕ, f (u)〉 dt+ 〈ϕ, g(u) ∂xu〉 dt+ σ 〈ϕ, dW (t)〉 ,
for sufficiently regular test functions ϕ and to make sense of the term 〈ϕ, g(u) ∂xu〉
by performing one integration by parts. However, this is only possible if there exists a
function G : Rn → Rn such that g = DG. Assuming the existence of such a function
G would impose non-trivial structural conditions on g as soon as n > 1, which is not
something that we wish to do. Now if it were the case that, for fixed t > 0, u was α-
Ho¨lder continuous for some exponent α strictly greater than 1
2
, then we could rewrite
the nonlinearity in the suggestive form
〈ϕ, g(u) ∂xu〉 =
∫ 2π
0
ϕ(x)g(u(x)) du(x) (1.3)
and interpret this integral as a simple Riemann-Stieltjes integral. By Young’s theory
of integration [You36], this expression would indeed be well-defined in this case. Un-
fortunately, as already mentioned, we expect our solutions to fall just slightly short of
this kind of regularity, so that there is a priori no obvious way in which to make sense
of (1.3). From this perspective, the problem at hand is very strongly reminiscent of
the problem of making sense of solutions to ordinary stochastic differential equations.
Actually, similarly to the case of SDEs, different numerical approximations to (1.1)
converge to different solutions, which differ by a correction term similar to the clas-
sical Itoˆ-Stratonovich correction term, see [HV10] for a numerical exploration of this
phenomenon.
Motivated by this observation, let us try to apply the standard theory of stochastic
integration to this problem. For this, we need to first specify what type of stochastic
integral we wish to consider. Since we would like to recover the usual concept of weak
/ mild solutions for the Burgers equations in the case where g is a total derivative, it is
natural to look for a kind of ‘Stratonovich integral’ interpretation of (1.3). Since we
expect u to behave like ψ at ‘small scales’, it is arguably sufficient to make sense of the
expression
〈ϕ, g(u) ∂xψ〉 =
∫ 2π
0
ϕ(x)g(u(x)) ◦ dψ(x) . (1.4)
This seems promising since it can easily be seen that for fixed t, the law of ψ differs
from that of a Brownian bridge only by the addition of some random C∞ function. The
problems with this approach seem twofold:
1. There is no ‘arrow of time’. In particular, the process g(u(x)) is not adapted with
respect to the filtration generated by ψ.
2. For any fixed t > 0, both ψ(·, t) and u(·, t) have a very complicated dependence
on the driving space-time white noise for times s < t. This would make it a
highly non-trivial task to develop a Malliavin calculus of u with respect to ψ and
to study the dependence of this calculus on the time parameter t.
All of these problems can be solved in an elegant way if the integral in (1.4) can be
interpreted in a pathwise sense. The theory of rough paths developed by Lyons [Lyo98]
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provides just such an interpretation! The twist here is that we will use the theory of
rough paths in order to make sense of a driving noise that leads to solutions that are
rough in space rather than in time.
One may wonder at this stage whether the notion of solution to (1.1) given by rough
paths theory is in any way natural. This question will be answered by the affirmative
in two different ways. First, it is natural to consider a smoothened version of (1.1)
where the noise W is hit by a mollifier with lengthscale ε > 0 and to study the limit
ε > 0. We will see in Section 3.3 that the stability properties of our solution, together
with known approximation results for Gaussian rough paths, imply that the sequence of
classical solutions obtained in this way does indeed converge as ε → 0 to the solution
constructed in this article. Secondly, we will come back to the original motivation for
the study of (1.1), which is to provide an SPDE with invariant measure given by a
certain diffusion process. We will show in Section 4 that it is indeed the case that if we
consider (1.1) with a particular structure for the nonlinearities f and g derived formally
in [HSV07], then the process constructed in this article is reversible with respect to the
expected invariant measure.
It is of course not the first time that the theory of rough paths has been applied
to stochastic PDEs. To our knowledge, three groups of authors have considered such
problems in quite different contexts. Friz and coauthors showed in [CF09, CFO09]
that rough paths theory can be used to provide meaning (and solutions) to a class of
nonlinear stochastic PDEs via the method of stochastic characteristics. This is essen-
tially a variant of the type of problems that have been considered by Souganidis and
Lions [LS98], and the emphasis in these problems is the treatment of temporally rough
driving signals. Concurrently, Gubinelli and Tindel developed a theory of stochastic
PDEs driven by rough paths which allows to treat semilinear problems of ‘Da Prato
& Zabczyk type’, see [GT10]. There, the emphasis is not just on treating temporally
rough driving noise, but also on understanding the interplay between temporal and spa-
tial regularity. This theory is based on the ideas developed in [Gub04], combined with
the insights obtained in the more regular case in [GLT06], but it relies on classical
Sobolev calculus to treat the spatial roughness of the solutions. Finally, a more recent
result was obtained by Teichmann [Tei10], where Szo˝kefalvi-Nagy’s dilation theorem
for contraction semigroups is used to provide a simple and elegant way of construct-
ing solutions to a class of semilinear SPDEs when the corresponding linear problem
generates a semigroup of contractions on a Hilbert space. We also refer to the works
[Gub06, BGN10] for examples of deterministic PDEs that can be tackled using rough
paths theory.
The main novelty of the present work is the ability to give meaning to a class of
stochastic PDEs such that the deterministic part of the equation does not have any
classical meaning. While this has been achieved in a number of equations using renor-
malisation techniques [JLM85, BG97, Cha00, DPD03], to the best of our knowledge,
this is the first time that rough paths theory is used in such an endeavour. The advantage
of rough paths theory in that context is that it allows to treat nonlinearities that do not
exhibit a ‘polynomial’ structure, as is required by renormalisation techniques. It is also
the first time that rough path theory is used to provide meaning to an equation which
is classically ill-posed due to a lack of spatial regularity, rather than a lack of temporal
regularity.
The remainder of this article is organised as follows. First, in Section 2, we give
a short overview of those elements of rough path theory that are being used in this
work. While this is of course by no means a general introduction to the theory (we
refer for this to the monographs [LQ02, FV10] and the lecture notes [LCL07]), it is
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intended to be sufficiently self-contained so that even a reader without prior knowledge
of rough paths theory should be able to follow the subsequent arguments. Section 3
provides the definition of a solution to (1.1), as well as the proof that this equation is
locally well-posed (globally if f and g are sufficiently bounded) and that its solutions
are stable with respect to perturbations in the initial condition and the driving noise. In
Section 4, we then show that under the structural assumptions derived in [HSV07], one
can explicitly exhibit an invariant measure for (1.1), and the corresponding Markov
process is reversible. Finally, Section 5 contains a uniform exponential integrability
result which is essential in the proofs of Section 4.
1.1 Notations
We denote by Cα the space of all α-Ho¨lder continuous functions on [0, 2π] and by ‖·‖α
the corresponding seminorm, namely
‖u‖α = sup
x 6=y
|u(x)− u(y)|
|x− y|α .
We will also make a slight abuse of notation by writing ‖ · ‖∞ for the supremum norm
and we set ‖u‖Cα = ‖u‖α + ‖u‖∞ which, on bounded intervals, is also equivalent to
‖u‖α + |u(0)|. For integer values of n, we set ‖u‖Cn =
∑n
k=0 ‖Dku‖∞, where Dku
denotes the kth derivative of u.
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2 Elements of rough path theory
We will mostly make use of the notations introduced by Gubinelli in [Gub04] since the
estimates given in that work seem to be the ones that are most suitable for the present
undertaking. This is because Gubinelli essentially builds a theory of integration for
quite general integrands against a given rough path, whereas Lyons mostly considers
integrands that are the composition of a smooth (local!) function with the rough path.
This restriction could in principle be overcome by a slight reformulation of the problem
(just as it can be overcome when one wishes to use the theory to solve SDEs), but this
appears to be more cumbersome in our setting.
We denote by C2([0, T ],Rd) the space of continuous functions from [0, T ]2 into Rd
that vanish on the diagonal. Very often, we will omit the time interval [0, T ] and the
target space Rd in our notations for the sake of simplicity. We also define a difference
operator δ : C → C2 by
δXs,t = Xt −Xs .
A rough path on an interval [0, T ] then consists of two parts: a continuous function
X : [0, T ] → Rn, as well as a continuous ‘area process’ X : [0, T ]2 → Rn×n such
that Xt,t = 0 for every t and such that the algebraic relations
X
ij
s,t −Xiju,t −Xijs,u = δX is,uδXju,t , (2.1)
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hold for every triple of times (u, s, t) and every pair of indices (i, j). One should think
of X as ‘postulating’ the value of the quantity∫ t
s
δX is,r dX
j
r
def
= Xijs,t , (2.2)
where we take the right hand side as a definition for the left hand side. (And not
the other way around!) Note that the algebraic relations (2.1) are by themselves not
sufficient to determine X as a function of X . Indeed, for any matrix-valued function
F , the substitution Xijs,t 7→Xijs,t+F ijt −F ijs leaves the left hand side of (2.1) invariant.
The aim of imposing (2.1) is to ensure that (2.2) does indeed behave like an integral
when considering it over two adjacent intervals.
For α ∈ (0, 1
2
), we will denote by Dα the space of those rough paths (X,X) such
that X ∈ Cα and
‖X‖2α := sup
s6=t∈[0,T ]
|Xs,t|
|t− s|2α <∞ . (2.3)
At this stage, it is important to note that while it is a closed subset of a vector space,
the space Dα is not itself a vector space because of the nonlinear constraint (2.1). One
rather unpleasant consequence of this fact is that the natural norm on Dα given by
‖X‖Cα + ‖X‖2α does not reflect its geometry, since the natural dilatation on Dα is
given by (X,X) 7→ (λX, λ2X). Note also that the quantities defined in (2.3) are
merely seminorms since they vanish for constants.
2.1 Controlled rough paths
Another important notion taken from [Gub04] is that of a path Y controlled by a rough
path X . Given a rough path X ∈ Dα([0, T ],Rd), we say that a pair of functions
(Y, Y ′) ∈ CαX ([0, T ],Rm) is a rough path controlled by X if Y ∈ Cα([0, T ],Rm),
Y ′ ∈ Cα([0, T ],Rm×d), and the ‘remainder term’ R given by
Rs,t = δYs,t − Y ′s δXs,t , (2.4)
satisfies ‖R‖2α < ∞. Here, Rs,t ∈ Rm and the second term is a matrix-vector multi-
plication. We endow the space CαX with the norm
‖(Y, Y ′)‖X,α = ‖Y ‖Cα + ‖Y ′‖Cα + ‖R‖2α . (2.5)
Note that since we assumed that X is α-Ho¨lder continuous, it immediately follows
from these definitions that the same is true for Y with
‖Y ‖α ≤ C‖R‖2α + ‖Y ′‖∞‖X‖α .
The term ‖Y ‖Cα in (2.5) is therefore used only to control the supremum of Y .
Remark 2.1 We will sometimes make an abuse of notation and simply write ‖Y ‖X,α
instead of the more correct expression ‖(Y, Y ′)‖X,α. Since Y ′ will always be con-
structed fromX and regular functions by using the rules laid out in the next subsections,
this will hopefully not cause any confusion.
Note that in general, there could be many ‘derivative processes’ Y ′ associated to a
given path Y . However, if for some given s ∈ (0, T ) there exists a sequence of times
tn → s such that |Xtn −Xs|/|tn − s|2α → ∞, then Y ′s is uniquely determined from
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Y by (2.4) and the condition that ‖R‖2α <∞. In most cases of interest, such as when
it is given by the sample path of a (fractional) Brownian motion, the function X will
have this property at a dense set of points, thus determining Y ′ uniquely as a function
of Y .
In the sequel, we will sometimes omit to explicitly mention the derivative process
Y ′. We hope that this will not cause any ambiguity since all the controlled paths that
we are going to consider will be constructed using the following list of operations.
2.1.1 Canonical lift of X
It is easy to see that the process X itself can be interpreted as a process ‘controlled by
X’. Indeed, we can identify X with the element (X, I) ∈ CαX , where I is the process
which is equal to the identity matrix for all times.
2.1.2 Lifting of regular functions.
There is a canonical embedding ι : C2α →֒ CαX given by ιY = (Y, 0), since in this case
R = δY does indeed satisfy ‖R‖2α <∞ (recall that we are only interested in the case
α < 1
2
). If one actually has Y ∈ C1, then one can define the integral of Y against X
by setting
Zt =
∫ t
0
Ys ⊗ dXs = Y˙t ⊗Xt − Y˙0 ⊗X0 −
∫ t
0
Y˙s ⊗Xs ds , (2.6)
where Y˙ denotes the time derivative of Y . One can check quite easily that this integral
has the property that (Z, Y ⊗ I), where I is the identity matrix, is itself a controlled
rough path belonging to CαX .
2.1.3 Composition with regular functions.
Let ϕ : Rm × [0, T ] → Rn be a function which is uniformly C2 in its first argu-
ment (i.e. ϕ is bounded and both Dyϕ and D2yϕ are bounded, where Dy denotes the
derivative with respect to the first argument) and uniformly C2α in its second argu-
ment. Let furthermore (Y, Y ′) ∈ CαX ([0, T ],Rm), then one can define a controlled path
(ϕ(Y ), ϕ(Y )′) ∈ CαX ([0, T ],Rn) by
ϕ(Y )t = ϕ(Yt, t) , ϕ(Y )′t = Dyϕ(Yt, t)Y ′t . (2.7)
(Here, the path ϕ′(Y )Y ′ is to be interpreted as the pointwise an n ×m and an m × d
matrix-valued path.) It is straightforward to check that the corresponding remainder
term does indeed satisfy the required bound. It is also straightforward to check that this
definition is consistent in the sense that (ϕ ◦ ψ)(Y, Y ′) = ϕ(ψ(Y, Y ′)). Furthermore,
we have the bound:
Lemma 2.2 Let ϕ be as above, let (Y, Y ′) ∈ CαX ([0, T ],Rm), and let (ϕ(Y ), ϕ(Y )′) ∈
CαX ([0, T ],Rn) be given by (2.7). Then, there exists a constant C such that one has the
bound
‖ϕ(Y )‖X,α ≤ C(‖D2yϕ‖∞ + ‖ϕ‖∞ + ‖ϕ‖2α;t)(1 + ‖Y ‖X,α)2 ,
where we denote by ‖ϕ‖2α;t the supremum over y of the 2α-Ho¨lder norm of ϕ(y, ·).
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Proof. We start by showing that there exists a constant C such that
‖Dyϕ‖2α;t ≤ C‖D2ϕ‖∞‖ϕ‖2α;t . (2.8)
We consider the case m = n = 1, the general case follows in a similar way. There are
two times s 6= t and a point x such that
ϕ′(x, s)− ϕ′(x, t) = ‖ϕ′‖α;t|t− s|α def= ε .
Therefore, for y such that |y − x| ≤ ε/(4‖ϕ′′‖∞), we have
ϕ′(y, s)− ϕ′(y, t) ≥ ε
2
.
Integrating this inequality from x to y, we obtain
ϕ(y, s)− ϕ(x, s)− ϕ(y, t) + ϕ(x, t) ≥ ε
2
8‖ϕ′′‖∞ ,
so that
‖ϕ′‖2α;t|t− s|2α
8‖ϕ′′‖∞ =
ε2
8‖ϕ′′‖∞ ≤ 2‖ϕ‖2α;t|t− s|
2α
,
which is precisely the claim (2.8).
It follows from (2.7) and elementary properties of the Ho¨lder norms that
‖ϕ(Y )‖α ≤ C(‖ϕ‖∞ + ‖Dyϕ‖∞)‖Y ‖Cα + ‖ϕ‖α;t‖Y ‖∞ ,
‖ϕ(Y )′‖α ≤ C(‖Dϕ‖∞ + ‖D2yϕ‖∞)‖Y ‖Cα‖Y ′‖Cα + ‖Dyϕ‖α;t‖Y ′‖∞
≤ C(‖ϕ‖∞ + ‖D2yϕ‖∞)‖Y ‖2X,α + C
√
‖D2ϕ‖∞‖ϕ‖2α;t‖Y ′‖∞ .
Concerning the remainder, we have the bound
|ϕ(Yt, t)− ϕ(Ys, s)−Dyϕ(Ys, s)δYs,t| ≤ ‖ϕ‖2α;t|t− s|2α + 1
2
‖D2yϕ‖∞|δYs,t|2 .
Since on the other hand |δYs,t − Y ′sδXs,t| = Rs,t by definition, we then have for the
remainder term Rϕ of the controlled rough path (ϕ(Y ), ϕ(Y )′) the bound
|Rϕs,t| ≤ ‖Dyϕ‖∞|Rs,t|+ ‖ϕ‖2α;t|t− s|2α +
1
2
‖D2yϕ‖∞‖Y ‖2α|t− s|2α .
The claim now follows from the assumptions on ϕ.
In particular, this shows that if f ∈ C2α and (Y, Y ′) ∈ CαX , then both f · Y and
f + Y are well-defined elements of CαX . In that case, one can slightly improve over the
general bound given in Lemma 2.2, namely one has
‖(fY, fY ′)‖X,α ≤ 2‖f‖C2α‖(Y, Y ′)‖X,α , (2.9)
‖(f + Y, Y ′)‖X,α ≤ 2‖f‖C2α + ‖(Y, Y ′)‖X,α .
It also shows immediately that CαX is an algebra for every reference rough path X .
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2.2 Integration of controlled rough paths.
The aim of this section is to give a meaning to the expression
∫
Yt⊗dXt, whenX ∈ Dα
and (Y, Y ′) ∈ CαX . A natural approach would be to try to define it as a limit of Riemann
sums, that is ∫ 1
0
Yt ⊗ dXt = lim
|P|→0
∑
[s,t]∈P
Ys ⊗ δXs,t , (2.10)
where P denotes a partition of [0, 1] (interpreted as a finite collection of intervals)
and |P| denotes the length of the largest element of P . Unfortunately, this does not
converge in general. The next best approximation to the integral is given by making
use of the approximation Yt ≈ Ys + Y ′s δXs,t suggested by (2.4) and combining this
with (2.2). This suggests that instead of (2.10), one should rather define the integral as
∫ 1
0
Yt ⊗ dXt = lim
|P|→0
∑
[s,t]∈P
(Ys ⊗ δXs,t + Y ′s Xs,t) . (2.11)
With these notations at hand, we quote the following result, which is a slight refor-
mulation of [Gub04, Prop 1]:
Theorem 2.3 Let (X,X) ∈ Dα for some α > 1
3
and fix T > 0. Then, the map
(Y, Y ′) 7→
(∫ ·
0
Yt ⊗ dXt, Y ⊗ I
)
, (2.12)
with the integral defined as in (2.11) is continuous from CαX to CαX and one has the
bound ∥∥∥∫ ·
0
δY0,t ⊗ dXt
∥∥∥
α
≤ C(‖X‖α‖R‖2α + ‖X‖2α‖Y ′‖Cα) , (2.13)
for some constantC > 0 depending only on the final time. If furthermore (X¯, X¯) ∈ Dα
and (Y¯ , Y¯ ′) ∈ Cα
X¯
, then there exists a constant C such that the bound
∥∥∥∫ ·
0
δY0,t ⊗ dXt −
∫ ·
0
δY¯0,t ⊗ dX¯t
∥∥∥
α
≤ C‖X − X¯‖α(‖R‖2α + ‖R¯‖2α)
+ C‖X − X¯‖2α(‖Y ′‖Cα + ‖Y¯ ′‖Cα)
+ C‖R− R¯‖2α(‖X‖α + ‖X¯‖α)
+ C‖Y ′ − Y¯ ′‖Cα(‖X‖2α + ‖X¯‖2α) (2.14)
holds.
Remark 2.4 The bound (2.13) does behave in a very natural way under dilatations.
Indeed, the integral is invariant under the transformation
(Y,X,X) 7→ (λ−1Y, λX, λ2X) . (2.15)
The same is true for right hand side of (2.13), since under this dilatation, we also have
(Y ′, R) 7→ (λ−2Y ′, λ−1R).
ELEMENTS OF ROUGH PATH THEORY 9
2.3 Integration against a scaled function
While the bound (2.13) is well-behaved under (2.15), it is very badly behaved if the
integrand is multiplied by a smooth function that is rescaled in its argument. However,
when acting onto the nonlinearity of our equation with the heat semigroup, this is
precisely the type of expression that we encounter, and sharp bounds are essential in
order to obtain the well-posedness of our problem. In this subsection, we give such a
bound. Let (X,X) be a rough path belonging to Dα, let (Y, Y ′) ∈ CαX be a rough path
controlled by X , and let f : R → R be a C1 function such that
‖f‖1,1 :=
∑
n∈Z
sup
0≤t≤1
(|f (n+ t)|+ |f ′(n+ t)|) <∞ . (2.16)
We then have the following bound, which is crucial in what follows.
Proposition 2.5 Let α > 1
3
. With the same notations as above, there exists a universal
constant Cα such that the bound∣∣∣∫ 1
0
f (λt)Y (t) dX(t)
∣∣∣ ≤ Cαλ−α‖Y ‖X,α‖f‖1,1(‖X‖α + ‖X‖2α) , (2.17)
holds for all λ ≥ 1.
Remark 2.6 Recall that if Y ∈ CαX , then t 7→ f (λt)Yt also belongs to the same space.
Therefore, the integral appearing in (2.17) is well-defined in the sense of [Gub04].
Proof. We assume without loss of generality that λ is an integer and we write
∫ 1
0
f (λt)Y (t) dX(t) =
λ−1∑
k=0
∫ 1
0
f (t+ k)Yλ,k(t) dXλ,k(t) ,
where we have set
Xλ,k(t) = X((t+ k)/λ) , Xλ,k(s, t) = X((s+ k)/λ, (t+ k)/λ) .
Similarly, the path Yλ,k is considered to be controlled by Xλ,k with Y ′λ,k(t) = Y ′((t+
k)/λ). With these notations, it is straightforward to check from the definitions that
one has the bounds ‖Xλ,k‖α ≤ λ−α‖X‖α and ‖Xλ,k‖2α ≤ λ−2α‖X‖2α, and that
furthermore
‖Yλ,k‖Xλ,k,α ≤ ‖Y ‖X,α .
Finally, setting fk(t) = f (t + k) with t ∈ [0, 1], we can view fk as a path Fk ∈ CαX
just as in Section 2.1.2. Setting
αk = ‖Fk‖C2α ,
it follows from (2.16) that there exists a constant C such that∑k≥0 αk ≤ C‖f‖1,1 <
∞. Combining these bounds, it follows from Theorem 2.3 and (2.9) that
∣∣∣∫ 1
0
f (t+ k)Yλ,k(t) dXλ,k(t)
∣∣∣ ≤ Cαk‖Yλ,k‖Xλ,k,α(‖Xλ,k‖α + ‖Xλ,k‖2α)
≤ Cλ−ααk‖Y ‖X,α(‖X‖α + ‖X‖2α) ,
so that the requested bound follows at once by summing over k.
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3 Definition of solutions and well-posedness
In this section, we show that it is possible to give a meaning to (1.1) by using rough
path theory. For this, we first denote by ψ the stationary solution to the linearised
SPDE
dψ = (∂2x − 1)ψ + σdW . (3.1)
We then have the following result, which is a straightforward consequence of the results
in [CQ02, FV08]:
Lemma 3.1 For every α < 1
2
, the stochastic process ψ given by (3.1) can be lifted
canonically to a process Ψ: R+ → Dα which has almost surely Ho¨lder continuous
sample paths.
Proof. The process ψ is a centred Gaussian process with covariance function given, for
fixed t, by
Eψ(x, t)ψ(y, t) = K(x− y) ,
where K is given by
K(x) = σ
2
2π
∑
k∈Z
coskx
1 + k2
=
σ2
2
cosh(|x| − π)
sinhπ ,
for x ∈ [−π, π]. It is then extended periodically for the remaining values of x. In par-
ticular, K is C∞ away from the origin, with a jump discontinuity in its first derivative
at the origin.
By [FV08, Theorem 35], we conclude that for every fixed t > 0, the Gaussian
process ψ(·, t) can be lifted canonically to a rough path Ψt. (See Remark 3.2 below
on the meaning of ‘canonical’ in this context.) We stress once again that the spatial
variable x plays the roˆle of ‘time’ here, while t remains fixed!
Furthermore, there exists a constant C > 0 such that, given any two times s, t > 0,
we have
E|ψ(x, t)− ψ(x, s)|2 ≤ C|t− s|1/2 .
This can be seen from the bound
E|ψ(x, t)− ψ(x, s)|2 = σ
2
2π
∑
k∈Z
1− e−(1+k2)|t−s|
1 + k2
≤ C
∑
k≥1
|t− s| ∧ k−2 ,
and bounding this sum by an integral. By [FV08, Theorem 37], this shows that there
exists an exponent θ > 0 and constants Cq such that
E(‖Ψs −Ψt‖2qα + ‖Ψs −Ψt‖q2α) ≤ Cq|t− s|θq ,
for every q ≥ 1 and every s, t ∈ [0, 1], say. The claim then follows at once from
Kolmogorov’s continuity criterion, as for example in [RY91, p. 26].
Remark 3.2 Given a Gaussian process Xt, the area process Xs,t that is canonically
associated to it is given by
Xs,t = lim
ε→0
∫ t
s
δXεs,r X˙
ε
r dr ,
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where Xε is any sequence of smooth Gaussian processes such that supt≤T E|Xεt −
Xt|2 → 0 as ε→ 0, and satisfying a suitable uniform regularity assumption. It follows
from the results in [FV08, Theorem 35] that if the covariance of X has finite two-
dimensional p-variation for p < 2, then this limit exists independently of the choice of
approximating processes.
We are now finally in a position to formulate what we mean exactly by a solution
u to (1.1):
Definition 3.3 A continuous stochastic process u is a solution to (1.1) if the process
vt = ut − ψt belongs to C([0, T ], C)∩ L1([0, T ], C1) and is such that the identity
〈vt, ϕ〉 = 〈u0 − ψ0, ϕ〉+
∫ t
0
〈(∂2x − 1)ϕ, vs〉 ds+
∫ t
0
〈ϕ, g(us)∂xvs〉 ds (3.2)
+
∫ t
0
∫ 2π
0
ϕ(x)g(vs(x) +Ψs(x)) dΨs(x) ds+
∫ t
0
〈ϕ, fˆ (us)〉 ds ,
holds almost surely for every smooth periodic test function ϕ : [0, 2π] → R. Here, we
have set fˆ (u) = f (u) + u.
Remark 3.4 Since we assume that vs ∈ C1, the path x 7→ ϕ(x)g(vs(x) + Ψs(x))
is controlled by Ψs, so that the inner integral on the second line is well-defined as a
rough integral in the sense of [Gub04]. Furthermore, it yields a measurable function
of s, being the pointwise limit of measurable functions. Its value is bounded by a
constant depending on ‖Ψs‖α and ‖ϕ‖C1 , and depending linearly on ‖vs‖C1 (by (2.13)
and Lemma 2.2), so that the outer integral always makes sense as well.
Remark 3.5 At first sight, one could think that this notion of solution is dependent
on the arbitrary choice of the constant ‘1’ in (3.1), which in turn accounts for the
presence of the function fˆ in (3.2). This constant is present for the sole purpose of
actually having a stationary solution to (3.1). It is however a straightforward exercise
to check that the notion of a weak solution (with the obvious modifications in (3.2)) is
independent of this choice.
3.1 Mild solutions
It is clear that the notion of a ‘weak solution’ given in Definition 3.3 has a ‘mild solu-
tion’ counterpart. We denote by St the heat semigroup generated by ∂2x endowed with
periodic boundary conditions and we define the heat kernel pt as being the periodic
function such that
(Stu)(x) =
∫ 2π
0
pt(x− y)u(y) dy ,
holds for every continuous function u.
With these notations in place, we say that v is a ‘mild solution’ to (1.1) if it satisfies
the same conditions as in Definition 3.3, but with (3.2) replaced by the requirement that
the identity
vt(x) = (St(u0 − ψ0))(x) +
∫ t
0
(St−s(g(us)∂xvs + fˆ (us)))(x) ds
+
∫ t
0
∫ 2π
0
pt−s(x− y)g(u(y, s)) dΨs(y) ds , (3.3)
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holds almost surely for every x ∈ [0, 2π] and t ∈ (0, T ].
Before we show that mild solutions exist, we show that (as expected) the concepts
of mild and weak solutions do agree.
Proposition 3.6 Every mild solution is a weak solution and vice-versa.
Proof. For fixed t, the rough integral provides a way of interpreting
Fs(v) = g(vs +Ψs)∂xΨs
as an element of the space S ′ of Schwartz distributions. Furthermore, it follows from
Lemma 2.2 that the map v 7→ g(v + Ψs)∂xΨs is continuous as a map from C1 to S ′.
The claim then follows by standard techniques.
From now on, we will only use the concept of a mild solution.
3.2 Existence and uniqueness
Our main result in this section is the following well-posedness result:
Theorem 3.7 Let β ∈ ( 1
3
, 1
2
) and let u0 ∈ Cβ . Then, for almost every realisation of
the driving process Ψ, there exists T > 0 such that equation (1.1) has a unique mild
solution taking values in C([0, T ], Cβ). If furthermore g is bounded and all derivatives
of f and g are bounded, then this solution is global (i.e. one can choose T arbitrary,
independently of Ψ).
Remark 3.8 Once Ψ: R+ → Dα is fixed, our construction is completely determinis-
tic. The ill-posedness of the equation (1.1) is then a consequence of the fact that the area
process Ψt is not uniquely determined by Ψt. Care needs to be taken since different
numerical approximations to (1.1) may converge to solutions corresponding to differ-
ent choices of the area process. However, the canonical choice given by Lemma 3.1 is
natural, as we will see in Section 4.
Before we turn to the proof of this result, we show that:
Lemma 3.9 Let α ∈ ( 1
3
, 1
2
), let Ψ ∈ Dα([0, 2π],Rd) and let (Y, Y ′) ∈ CαΨ. Then, there
exists a constant C independent of Ψ and Y such that
∣∣∣∫ 2π
0
∂xpt(x− y)Yy dΨ(y)
∣∣∣ ≤ Ctα2−1‖Y ‖Ψ,α(‖Ψ‖α + ‖Ψ‖2α) ,
uniformly for x ∈ [0, 2π].
Proof. From the identity
∂xpt(x) = −
∑
n∈Z
x√
2πt
3
2
exp
(
− (x− 2πn)
2
2t
)
,
it is a simple exercise to check that for t ∈ (0, 1] there exist functions ft such that
supt∈(0,1] ‖ft‖1,1 ≤ ∞ and such that, for x ∈ [−π, π], one has the identity
∂xpt(x) = 1
t
ft
( x√
t
)
.
The result then follows at once from Proposition 2.5.
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With this bound in hand, we can now turn to the
Proof of Theorem 3.7. We perform a classical Picard iteration scheme for the fixed
point equation (3.3). Fix α ∈ ( 1
3
, β), and let the process Ψ: [0, 1] → Dα([0, 2π],Rd)
be given as in Lemma 3.1.
We then consider a Picard iteration in the space of continuous functions from [0, T ]
to C1([0, 2π],Rd) (with T ≤ 1 to be determined), endowed with the norm
‖v‖1,T = sup
t≤T
‖vt‖C1 .
Denote this space by C1T for the sake of conciseness. We also fix an initial condition
u0 ∈ Cβ and we use the shorthand notation Ut = St(u0 − ψ0).
It turns out to be advantageous to subtract the contribution of the initial condition
so that we set vt = ut − Ψt − Ut. With this definition, we have v0 = 0 and we solve
for the obvious modification of (3.3). Note also that even though we consider Ψ as a
process with values in Dα, one actually has ψ0 ∈ Cβ almost surely, and we will make
use of the additional leeway that this provides. Given Ψ, u0 and T , we then consider
the map
MT,Ψ : C1T → C1T ,
given by
(MT,Ψv)(x, t) =
∫ t
0
(St−s(g(us)(∂xvs + ∂xUs) + fˆ (us)))(x) ds (3.4)
+
∫ t
0
∫ 2π
0
pt−s(x− y)g(v(y, s) +Ψs(y) + Us(y))dΨs(y) ds
def
= (M(1)T,Ψv)(x, t) + (M(2)T,Ψv)(x, t) ,
where we use the shorthand notation us = vs + ψs + Us. We now fix a realisation of
Ψ and we set K > 1 such that
‖u0‖Cβ ≤ K , ‖ψ0‖Cβ ≤ K .
We also consider v, v¯ such that
‖v‖1,T < K , ‖v¯‖1,T < K ,
and we set |||Ψ||| = supt≤1(‖Ψt‖Cα + ‖Ψt‖2α).
We then have a constant c such that ‖us‖∞ ≤ cK for s ≤ T and such that
‖Us‖C1 ≤ cKs β−12 . Since furthermore St is bounded by Ct− 12 as a linear operator
from L∞ into C1, this immediately implies that M(1)T,Ψv belongs to C1T and that
‖M(1)T,Ψv‖1,T ≤ CK(1 + |||Ψ|||)T
β
2 , (3.5)
for some constant CK . Note that if g and Df are bounded, then we can take CK
proportional to K .
Regarding the modulus of continuity of the map M(1)T,Ψ, we have the identity
(M(1)T,Ψ(v − v¯))t =
∫ t
0
St−s(g(us)(∂xvs − ∂xv¯s) + fˆ (us)− fˆ (u¯s)) ds
DEFINITION OF SOLUTIONS AND WELL-POSEDNESS 14
+
∫ t
0
St−s(g(us)− g(u¯s))(∂xv¯s + ∂xUs) ds .
Since ‖g(us)− g(u¯s)‖∞ ≤ CK‖vs− v¯s‖∞ ≤ CK‖vs− v¯s‖C1 , and similarly for f , we
obtain as before the bound
‖M(1)T,Ψ(v − v¯)‖1,T ≤ CK(1 + |||Ψ|||)‖v − v¯‖1,TT
β
2 ,
where CK ∝ K if g, Dg, and Df are bounded. Let us now turn to the second term.
Here, the integrand of the inner integral should be interpreted as a rough path controlled
by Ψs, which is built from Ψs, vs, and Us by making use of Lemma 2.2.
More explicitly, the integrand (without the prefactor pt−s(x− y)) is the controlled
rough path (Ys, Y ′s ) ∈ CαΨs given by
Ys(x) = g(v(x, s) + ψ(x, s) + Us(x)) , (3.6)
Y ′s (x) = Dg(v(x, s) + ψ(x, s) + Us(x)) .
(We stress again that we view s here simply as an index, with the ‘temporal’ variable
of our controlled rough path being given by x.) It then follows from Lemma 2.2 that
there exists a constant CˆK such that
‖Ys‖Ψs,α ≤ CˆK(‖vs‖2α + ‖Us‖2α)(1 + |||Ψ|||)2 .
Since ‖Us‖2α ≤ Cs− 2α−β2 by standard properties of the heat semigroup, we have the
bound
‖Ys‖Ψs,α ≤ CK(1 + |||Ψ|||)2(1 + s−
2α−β
2 ) ,
Again, it is straightforward to check that if the first two derivatives of g are bounded,
then we can take CˆK independent of K , and therefore we have CK proportional to K .
It now immediately follows from Lemma 3.9 there exists a constant CK such that
∣∣∣∂x
∫ 2π
0
pt−s(x− y)Ys(y) dΨs(y)
∣∣∣ ≤ CK (1 + |||Ψ|||)3(1 + s− 2α−β2 )(t− s)α2−1 ,
so that one has the bound
‖M(2)T,Ψv‖1,T ≤ CK(1 + |||Ψ|||)3T
β−α
2 , (3.7)
where CK is proportional to K if Dg and D2g are bounded.
In order to obtain control over the modulus of continuity of M(2)T,Ψ, we denote by
(Y¯s, Y¯ ′s ) the controlled rough path associated to v¯s, so that
Y¯s(x)−Ys(x) =
∫ 1
0
Dg(ψs(x)+Us(x)+vs(x)+λδvs(x))(v¯s(x)−vs(x)) dλ . (3.8)
Applying Lemma 2.2 to the integrand of this expression, we obtain as before the bound
‖Y¯s − Ys‖Ψs,α ≤ CˆK(1 + |||Ψ|||)2(1 + s−
2α−β
2 )‖v¯s − vs‖C2α ,
so that there exists a constant CK such that
‖M(2)T,Ψv‖1,T ≤ CK(1 + |||Ψ|||)T
β−α
2 ‖v − v¯‖1,T .
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Note that even if the derivatives of g are all bounded, this constant this time actually
grows quadratically in K , but this turns out not to be a problem. Combining these
bounds and using the fact that β > α by assumption, it follows immediately that for
T sufficiently small, MT,Ψ maps the ball of radius K in C1T into itself and satisfies
‖MT,Ψv‖1,T ≤ 12‖v − v¯‖1,T , so that it admits a unique fixed point in this space.
Iterating this argument in the usual way, we construct a local solution up to some blow-
up time τ with limt→τ ‖ut‖Cβ = +∞.
It remains to show that the solution constructed in this way is global if g, Dg, D2g,
and Df are bounded. This only uses the fact that in this case, as a consequence of (3.5)
and (3.7), there exists T⋆ > 0 depending on |||Ψ||| but independent of K such that
‖MT,Ψv‖1,T ≤ K
2
, (3.9)
for every T ≤ T⋆, provided that ‖u0‖Cβ ≤ K , ‖ψ0‖Cβ ≤ K , and ‖v‖1,T ≤ K . Let
now Tˆ = inf{t ≥ 0 : ‖vt‖1 ≥ K}. If Tˆ ≤ T⋆, then the assumptions for (3.9) to hold
are satisfied by construction so that, since v is a fixed point of MT,Ψ, we conclude
that ‖vTˆ ‖1 ≤ K/2, a contradiction. Therefore, we must have Tˆ > T⋆, from which
we conclude that τ > T⋆. Since T⋆ is independent of the initial condition u0, this
argument can be iterated up to arbitrarily long times, thus yielding the existence and
uniqueness of global solutions.
Remark 3.10 Inspection of the proof reveals that we actually only need g ∈ C3 and
f ∈ C1 for the existence and uniqueness of local solutions.
3.3 Stability of the solution
As an almost immediate corollary of the results obtained in the previous section, we
obtain the stability of the solutions under perturbations of the driving noise and of the
initial condition. We have the following result:
Corollary 3.11 Let f and g be smooth and let u0, u¯0 ∈ Cβ and Ψ, Ψ¯ ∈ C(R+,Dα) ∩
C(R+, Cβ) with 13 < α < β < 12 . Denote the corresponding local solutions by u, u¯
and the blow-up times by τ , τ¯ . Then, for every such u0 and Ψ, every T < τ , and every
ε > 0, there exists δ > 0 such that τ¯ ≥ T and
sup
t≤T
‖ut − u¯t‖Cβ ≤ ε ,
for all u¯0 and Ψ¯ such that
∆u,Ψ
def
= ‖u0 − u¯0‖Cβ + sup
t≤T
‖Ψt − Ψ¯t‖β + sup
t≤T
‖Ψt − Ψ¯t‖2α ≤ δ ,
where Ψt denotes the area process of Ψt as before.
Proof. Denote by Mu0,Ψ the same map as in (3.4), but where we change notation in
order to suppress the dependency on T (which is not relevant here), and show instead
the dependency on the initial condition u0. The claim then follows from standard
arguments if we can show that, for every K > 0, there exists a constant CK such that
the bound
‖Mu0,Ψv −Mu¯0,Ψ¯v‖1,T ≤ CK∆u,Ψ ,
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holds provided that ∆u,Ψ ≤ 1, and that
‖u0‖Cβ + |||Ψ|||+ ‖v‖1,T ≤ K .
This in turn follows immediately from considerations similar to those in the proof of
Theorem 3.7.
In particular, it follows from this that the notion of a solution given by Definition 3.3
coincides with those solutions that are obtained by molllifying the noise in (1.1) and
passing to the limit. We can formulate this more precisely as:
Corollary 3.12 Let ϕ : R → R be a smooth compactly supported function such that∫
R ϕ(x) dx = 1 and set ϕε(x) = ϕ(x/ε)/ε. Define the operator Qε : L2(S1) → L2(S1)
by (Qεu)(x) =
∫
S1 ϕε(x− y) u(y) dy and consider the solution uε to
duε = ∂
2
xuε dt+ f (uε) dt+ g(uε) ∂xuε dt+ σQε dW (t) ,
with blow-up time τε. Then, there exists a sequence τˆε of stopping times converging
almost surely to τ such that
lim
ε→0
sup
t≤τε
‖uε(t)− u(t)‖Cβ = 0 ,
where u is the solution to (1.1) as given by Theorem 3.7.
Proof. We first note that in the particular case where Ψt is a smooth function of x for
every t and Ψt is given by (2.2) (this time reading it from right to left as a definition
for Ψ), then the rough integral against Ψt coincides with the usual Riemann integral,
so that the notion of a solution given by Definition 3.3 coincides with the usual notions
of solution as given in [DPZ92, Hai09] for example.
The claim then follows from Corollary 3.11, noting that Ψε → Ψ uniformly in
C([0, T ],Dα) ∩ C([0, T ], Cβ) as a consequence of [FV08, Theorem 37].
4 Invariant measures
In this section, we show that in some cases, the invariant measure for equations of the
type studied above can be exhibited explicitly, due to the fact that the equation has a
type of of gradient structure. Indeed, let ν be the Gaussian probability measure on
C([0, 2π],Rd) with covariance operator given by
Kν = (I − ∂2x)−1 , (4.1)
where I is the identity matrix and ∂2x acts independently on every component. It is
straightforward to check that the measure ν restricted to every subinterval of [0, 2π]
of strictly smaller length is equivalent to Wiener measure (provided that we start the
Wiener process with a Gaussian initial condition). In particular, the expression
∫ 2π
0
G(Wx) ◦ dWx ,
is well-defined as a Stratonovich integral for every smooth function G : Rd → Rd and
ν-almost every W . If the function G has sublinear growth and a bounded derivative,
INVARIANT MEASURES 17
then this quantity actually has exponential moments (see Section 5 below), so that we
can define a probability measure µ as a change of measure from ν by
dµ
dν
(W ) = Z−1 exp
(∫ 2π
0
G(Wx) ◦ dWx +
∫ 2π
0
F (Wx) dx
)
def
= Z−1 exp(Ξ(W )) ,
(4.2)
where Z is a normalisation constant that ensures that µ is a probability measure. Here,
F could be any measurable function with subquadratic growth to ensure that this ex-
pression is integrable with respect to ν. Were it not for the periodic boundary condi-
tions, the particular choice F = − 1
2
(divG + |G|2) would yield for µ the law of a not
necessarily reversible diffusion with drift G. If G happens to be a gradient, the stochas-
tic integral is reduced to a boundary term, and these equations are treated in [HSV07].
The main contribution of the present article is to be able to treat the non-gradient case.
Let us now suspend our disbelief for a moment and pretend just for the sake of the
argument that Ξ is differentiable as a function from L2([0, 2π],Rd) into R (which of
course it is not!). Formally, we can then compute the L2-derivative of Ξ, which yields
(DΞ(W ))i(x) = ∂iGj (W (x))
dWj(x)
dx
− ∂jGi(W (x))dWj(x)
dx
+ ∂iF (W (x)) .
Since on the other hand, the measure ν is invariant for the damped stochastic heat
equation
du = ∂2xu dt− u dt+
√
2dW (t) ,
this suggests that the measure µ given by (4.2) is invariant for the equation
du = ∂2xu dt+ g(u) ∂xu dt+ f (u) dt+
√
2dW (t) , (4.3)
where f and g are given by
fi(u) = ∂iF (u)− u , gij(u) = ∂iGj (u)− ∂jGi(u) , (4.4)
and whereW is an L2-cylindrical Wiener process. (Which is just another way of stating
that the driving noise is space-time white noise, see [DPZ92].) The aim of this section
is to give a rigorous justification of this fact, which we encompass in the following
theorem:
Theorem 4.1 Let F and G be C∞ functions with bounded derivatives of all orders
such that G is bounded and define f and g by (4.4). Then, the mild solution to (4.3)
generates a Markov process that is reversible with respect to the measure µ defined in
(4.2).
We postpone the proof of this result to the end of the section and we first lay out
the technique and prove a number of intermediate results. Our technique will be to first
consider the smoother problem with reference measure νε having covariance operator
Kεν given by
Kεν = (I − ∂2x + ε2∂4x)−1 . (4.5)
One can check that the measure νε charges paths that are C1. Furthermore, the map Ξ
is continuous from C1 to R (with the ‘stochastic integral’ now being a simple Riemann
integral), so that we can define a sequence of probability measures µε by
dµε
dνε
(W ) = Z−1ε exp(Ξ(W )) , (4.6)
where Zε is a suitable normalisation constant. One then has the following result:
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Proposition 4.2 Let F and G have bounded derivatives of all orders and let f and g
be defined as in (4.4). Then, for every fixed value ε > 0, the stochastic PDE
duε = −ε2∂4xuε dt+ ∂2xuε dt+ g(uε) ∂xuε dt+ f (uε) dt+
√
2dW (t) , (4.7)
has unique global solutions in C1. Furthermore, it admits the measure µε as an invari-
ant measure and the corresponding Markov process is reversible.
Proof. The local well-posedness of solutions is standard and follows for example from
[Hai09]. The global well-posedness and the invariance of µε then follow as in [HSV10,
Prop. 26], see also [Zab88].
Furthermore, one has the following convergence result:
Proposition 4.3 One has µε → µ weakly in the space Cα for every α < 12 .
Proof. Denote by ν˜ε the lift of νε to a measure on Dα. Since νε charges C1 functions,
this lift is performed by simply associating to each element its ‘area process’ given by
a standard Riemann integral. On the other hand, we can lift ν to a measure ν˜ on Dα
in a canonical way as in Lemma 3.1. (Note that this yields the same measure as if we
were to construct the area process by Stratonovich integration.) It then follows from
[FV08, Theorem 35] that ν˜ε → ν˜ weakly in Dα as ε→ 0.
Since Ξ is continuous as a map from Dα to R, the claim then follows from the
uniform exponential integrability of Ξ with respect to ν˜ε. Unfortunately, this uniform
exponential integrability turns out to be a highly non-trivial fact, the proof of which is
postponed to Theorem 5.1 below.
Our final ingredient is the convergence of solutions to (4.7) to those of (4.3). Note
that this is not a completely straightforward application of the approximation result
given in Corollary 3.11, since we change the linear part of the equation, rather than the
noise. However, the statement is quite similar:
Proposition 4.4 Let f and g be as in the statement of Theorem 4.1, let u0 ∈ Cβ for
some β ∈ ( 1
3
, 1
2
) and let {uε0} be a sequence such that uε0 → u0 in Cβ . Then, for every
T > 0 and every α < β, we have
lim
ε→0
sup
t≤T
‖ut − uεt‖Cα = 0 , (4.8)
where uεt is the solution to (4.7) and ut is the solution to (4.3), driven by the same
realisation of W .
Proof. It follows from the assumptions on f and g that both (4.3) and (4.7) have unique
global solutions by Theorem 3.7. Denote by Sεt the semigroup generated by the opera-
tor ∂2x − 1− ε2∂4x, and denote by ψε the solution to the corresponding linear equation,
namely
ψε(t) =
∫ t
−∞
Sεt−s dW (s) .
We can lift this canonically to a rough-path valued process Ψεt as before. It is straight-
forward to show that the two-dimensional p-variation (for any p > 1) of the covariance
of ψεt is bounded, uniformly in ε, and that E|ψε(t, x) − ψ(t, x)|2 ≤ Cε for some C,
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uniformly in x and t (see for example [Hai10, Prop 3.10]). It then follows as before
that Ψε → Ψ uniformly over bounded intervals in the rough path topology.
We set as before vt = ut −ψt − St(u0− ψ0) and vεt = uεt − ψεt − Sεt (uε0− ψε0). It
follows from Corollary A.2, [Hai10, Prop 3.10], and standard interpolation inequalities
that there exists some constant C and an exponent κ such that
E sup
t≤T
‖ψt−ψεt +Sεt (uε0−ψε0)−St(u0−ψ0)‖Cα ≤ C(εκ(1+‖u0‖Cβ )+‖uε0−u0‖Cβ ) ,
so that it suffices to show (4.8) with ut and uεt replaced by vt and vεt respectively.
This then follows like in the proof of Corollary 3.11 once we can show that
‖Mu0,Ψv −Mεuε
0
,Ψεv‖1,T → 0 , (4.9)
uniformly over bounded sets, where Mε is the map defined like M, but with St re-
placed by Sεt . Since we already have a bound on ‖Mu0,Ψv −Muε0,Ψεv‖1,T from the
proof of Corollary 3.11, it suffices to bound ‖Mu0,Ψv −Mεu0,Ψv‖1,T . We break this
into two terms as in (3.4). For the first term, we note that for t ≤ T , we have from
(A.1) and (A.3) that
‖Sεtu− Stu‖C1 = ‖St/2(Sˆε2t − 1)St/2u‖C1 ≤ Ct−1/2‖(Sˆε2t − 1)St/2u‖∞
≤ Cεα2 t−1/2‖St/2u‖Cα ≤ Cεα2 t−(1+α)/2‖u‖∞ .
Since this singularity is integrable, the requested bound follows.
In order to bound the term involving the rough integral, we need to perform a
preliminary computation. Recall that we can write (Sεt u)(x) =
∫
pεt (x − y) u(y) dy,
where pεt is given by
pεt (x) =
∑
k∈Z
exp(−t− k2t− ε2k4t)fk(x) ,
where fk(x) = (2π)−1eikx. Let now δpεt (x) = pt(x) − pεt (x). With this notation, it
then follows from the bound |fk(x)− fk(y)| ≤ 2(1 ∧ k|x− y|) that
|δpεt (x)− δpεt (y)| ≤ 2
∑
k∈Z
e−k
2t(1 ∧ ε2k4t)(1 ∧ k|x− y|)
≤ 2
∑
k∈Z
e−k
2t(1 ∧ ε2k4t ∧ k|x− y|) . (4.10)
Note now that, by bounding the sum by an integral, one obtains the bound∑
k∈Z
e−k
2tkn ≤ Ct−(n+1)/2 ,
valid for every n > 0. Combining this bound with (4.10), we obtain
|δpεt (x)− δpεt (y)| ≤
C√
t
(1 ∧ |x− y|t−1/2 ∧ ε2t−1)
so that, for any pair of exponents α, κ ≥ 0 such that 2α+ κ ≤ 1, we have
|δpεt (x)− δpεt (y)| ≤ C|x− y|2αε2κt−
1
2
−α−κ . (4.11)
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It then follows from (2.9) and (4.11) that for ws = vs + Us ∈ C2α, we have∫ 2π
0
δpεt−s(x− y)g(ws +Ψs(y))dΨs(y) ≤ Cε2κ(t− s)−
1
2
−α−κ(1 + ‖ws‖C2α) ,
where C depends on the size of Ψ. Since α < 1
2
and the 2α-Ho¨lder norm of ws =
vs + Us behaves like s−α+
β
2 , the right hand side of the above expression is integrable
for every fixed T > 0, provided that κ is made sufficiently small. (However the value of
the integral diverges in general as T → 0!) Combining all these bounds, we conclude
that (4.9) holds, which then implies the result.
It is now rather straightforward to combine all of these ingredients in order to prove
Theorem 4.1:
Proof of Theorem 4.1. It follows from Proposition 4.3 and Skorokhod’s representation
theorem [Bil99] that one can construct a sequence of random variables uε0 with law µε
and a random variable u0 with law µ such that uε0 → u0 in Cβ almost surely.
Denoting by uεt the solution to (4.7) with initial condition uε0 and similarly for ut,
it then follows from Proposition 4.4 that uεt → ut almost surely for every t ≥ 0. Since,
by Proposition 4.2, the law of uεt is given by µε for every t > 0, we conclude from
Proposition 4.3 that the law of ut is given by µ for all t. The reversibility of ut follows
in the same way from the reversibility of the uεt by considering the joint distributions
at any two times.
5 Weak convergence of approximating measures
The aim of this section is to prove the following uniform exponential integrability result,
which is essential for the convergence result of the previous section:
Theorem 5.1 Let G : Rn → Rn be a C3 function which is bounded, with bounded first
and second derivatives. Then,
sup
ε<1
Eε exp
(∫ 2π
0
G(W ) W˙ dt
)
<∞ ,
where Eε is a shorthand notation for the expectation with respect to the Gaussian
measure νε with covariance given by (4.5).
Proof. Since νε charges the set of C1 functions for every ε > 0, the quantity under
the expectation is defined for νε-almost every W . Furthermore, the argument of the
exponential is bounded byC‖W˙‖L∞ for someC > 0, so that it follows from Fernique’s
theorem that
sup
ε∈[ε0,1]
Eε exp
(∫ 2π
0
G(W ) W˙ dt
)
<∞ ,
for every ε0 > 0, implying that it suffices to obtain a uniform bound for small values
of ε.
Note now that it follows from Cauchy-Schwarz and the translation invariance of νε
that
Eε exp
(∫ 2π
0
G(W ) W˙ dt
)
≤ Eε exp
(
2
∫ π
0
G(W ) W˙ dt
)
<∞ ,
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so that it suffices to bound exponential moments of the integral up to time π.
Our proof then proceeds by constructing a sequence of measures ν¯ε that are equiv-
alent to νε and such that there exists α > 0 and ε0 > 0 with
sup
ε<ε0
∫ (dνε
dν¯ε
)α
dν¯ε <∞ . (5.1)
These measures will furthermore have the property that
sup
ε<ε0
∫
exp
(∫ π
0
G(W ) W˙ dt
)
ν¯ε(dW ) <∞ , (5.2)
for every function G as in the statement of the result. The construction of ν¯ε together
with the uniform bound (5.1) is the content of Lemma 5.9 and Corollary 5.5 below.
The uniform exponential integrability with respect to ν¯ε, namely (5.2), is the content
of Proposition 5.10.
Setting E(W ) = exp(∫ π
0
G(W ) W˙ dt), we now use Ho¨lder’s inequality to write∫
E(W ) νε(dW ) =
∫
E(W )
(dνε
dν¯ε
)
(W ) ν¯ε(dW )
≤
(∫ (dνε
dν¯ε
)α
dν¯ε
)1/α(∫
Ep(W ) ν¯ε(dW )
)1/p
,
where p is the exponent conjugate to α. The claim then follows from (5.1) and (5.2) by
noting that Ep is again of the same form as E . The remainder of this section is devoted
to the construction of ν¯ε and to the proof that (5.1) and (5.2) do indeed hold.
Remark 5.2 Retracing the steps of the proof, it is not difficult to check that Theo-
rem 5.1 still holds if, in addition to having bounded first and second derivatives, G is
only assumed to have sublinear growth, namely |G(u)| ≤ C(1 + |u|)α for some α < 1.
5.1 Construction of ν¯ε
Essentially, we will construct ν¯ε as the law of the integral of an Ornstein-Uhlenbeck
process with timescale ε, which is reflected in a suitable way around t = π. Once
we know that two Gaussian measures are mutually equivalent, it is easy to show that a
bound of the type (5.1) holds for some α > 1. The difficult part is to show that it holds
uniformly in ε with the same value α. Our main tool in this endeavour is the following
standard result from Gaussian measure theory:
Proposition 5.3 Let ν¯ be a centred Gaussian measure on a separable Banach space B
with covariance operator C¯ : B∗ → B and let ν be a centred Gaussian measure on B
with covariance operator C. We assume that both measures have full support, so that
the range of both C and C¯ is dense in B.
Let H be a separable Hilbert space and let A : B → H be an unbounded operator
such that C−1 = A∗A. Then, ν¯ and ν are equivalent if and only if the operator
Λ = 1−AC¯A∗ is Hilbert-Schmidt as an operator from H toH and has no eigenvalue
1.
In that case, denoting by {λn}n≥0 the eigenvalues of Λ, one has the identity∫
B
(dν
dν¯
)α
dν¯ =
∏
n≥0
(1− λn)α2√
1− αλn
, (5.3)
for all values α > 1 such λn ≤ 1/α for all n.
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Proof. The first statement is the content of the Feldman-Ha´jek theorem. The identity
(5.3) is straightforward to check in the case B = Rn by using the fact that the left hand
side is invariant under changes of coordinates, so that we can reduce ourselves to the
case C = 1. The general case then follows by approximation.
Remark 5.4 A canonical choice of A and H is to take for H the Cameron-Martin
space Hν of ν and for A the restriction operator (with domain Hν ∈ B). This oper-
ator can however be multiplied from the left by an arbitrary unitary operator without
changing the statement, a fact that we will use in the sequel.
An important remark is that the right hand side of (5.3) is continuous in the Hilbert-
Schmidt topology on the set of operators Λ for which the expression makes sense. As
a consequence, we have the following:
Corollary 5.5 Let νε and ν¯ε be a sequence of centred Gaussian measures with co-
variances Cε and C¯ε such that C−1ε = AεA∗ε and such that the range of Aε is some
common Hilbert space H. Let Λε = 1 −AεC¯εA∗ε as before and assume that Λε → Λ
in the Hilbert-Schmidt operator topology, where Λ is a Hilbert-Schmidt operator with
λn < 1 for all n.
Then, there exist α > 1 and ε0 > 0 such that supε<ε0
∫
B
(dνεdν¯ε )
α
dν¯ε <∞.
Proof. Set 1/α = (1 + supn λn)/2 < 1, so that the right hand side of (5.3) is finite.
The claim then follows from the continuity of that expression in the Hilbert-Schmidt
operator topology.
A final remark is that as an immediate consequence of Proposition 5.3, one has the
following result, where we identifyHwith its dual in the usual way in order to consider
the covariance operators as self-adjoint Hilbert-Schmidt operators on H:
Corollary 5.6 Let ν and ν¯ be two centred Gaussian measures with covariance oper-
ators C and C¯ on a common Hilbert space H. If C and C¯ are simultaneously diago-
nalisable with respective eigenvalues an > 0 and a¯n > 0, then ν ∼ ν¯ provided that∑
n≥1(1− ana¯n ) <∞.
Before we proceed with the construction of the sequence of measures ν¯ε, we con-
struct their limit ν¯, which is equivalent to the measure ν given by (4.1).
Lemma 5.7 Let ν be the Gaussian measure on L2(S1,R) with covariance given by
(1− ∂2t )−1, and let ν¯ be the Gaussian measure with covariance
C¯(s, t) =


1 + (s ∧ t) if s ≤ π and t ≤ π,
1 + 2π − (s ∨ t) if s ≥ π and t ≥ π,
1 + 2(s ∧ t)− stπ otherwise.
(5.4)
Then, we have ν¯ ∼ ν.
Proof. In principle, the easiest way to check that the operator Λ satisfies the assump-
tions of Proposition 5.3 is to show that it is Hilbert-Schmidt and has norm strictly less
than 1. Unfortunately, it turns out that in our case, this operator does have negative
eigenvalues close to −1, so we use the trick of considering instead a rank one pertur-
bation of C¯, which does gives rise to a measure which is obviously equivalent to that
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given by C¯ . By tuning the parameter of that perturbation, we will see that Λ can be
made arbitrarily close to an operator which is explicitly diagonalisable.
Let ηκ be the Gaussian measure on L2(S1,R) with covariance given by (κ2−∂2t )−1,
and let η¯κ be the Gaussian measure with covariance
C¯κ(s, t) =


κ−2 + (s ∧ t) if s ≤ π and t ≤ π,
κ−2 + 2π − (s ∨ t) if s ≥ π and t ≥ π,
κ−2 + 2(s ∧ t)− stπ otherwise.
Then, we will show that ηκ ∼ η¯κ for κ sufficiently large. Since one obviously has η¯κ ∼
ηκ′ for every κ, κ′ > 0 (the two covariance operators differ by a rank 1 perturbation)
and since it follows easily from Corollary 5.6 that ηκ ∼ ηκ′ , the claim then follows.
Setting B = H = L2(S1,R) and A = κ − ∂t, we see that A has the required
property since A∗A = κ2 − ∂2t . Furthermore, the corresponding operator Λκ = 1 −
AC¯κA⋆ is an integral operator with kernel given in the sense of distributions by
Λκ(s, t) = δ(t− s)− (κ− ∂t)(κ− ∂s)C¯κ(s, t) .
An explicit calculation shows that
Λκ(s, t) = Λ0(s, t) +O(κ) ,
where O(κ) means that the remainder term is uniformly bounded by some constant
times κ. The kernel Λ0 is given by
Λ0(s, t) =
{ −π−1 if (s, t) ∈ [0, π]2 ∪ [π, 2π]2,
0 otherwise.
It is straightforward to check that the operator Λ0 (we identify an operator with the
corresponding integral kernel) is negative definite, since it can be diagonalised by con-
sidering linear combinations of step functions. The claim then follows at once, since
the Hilbert-Schmidt norm of the remainder term is of order κ.
Remark 5.8 The covariance C¯ is realised by the following construction. Take a stan-
dard Wiener process W , an independent Brownian bridge B, and an independent nor-
mal random variable ξ. Then, the process X defined by
Xt = ξ +Wt , t ∈ [0, π] , Xt = ξ + (2π − t)Wπ +B2π−t , t ∈ [π, 2π] ,
does have C¯ as its covariance operator.
We now make the following construction for ε > 0. LetZε be a stationary Ornstein-
Uhlenbeck process with characteristic time ε and variance 1
2ε , so that its covariance is
given by
EZεsZεt =
1
2ε
exp
(
−|t− s|
ε
)
.
We then define Xε as the integral of Zε, so that Xεt =
∫ t
0
Zεs ds. The covariance of Xε
is then given by
EXεsXεt = (s ∧ t)−
ε
2
(1 + e−|t−s|/ε − e−s/ε − e−t/ε) def= Kε(s, t) . (5.5)
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Denote now by Aε the vector consisting of the “boundary data” (√2εZε0 ,
√
2εZεπ, X
ε
π),
so that the covariance of Aε is given by
Qε =

 1 δ
√
ε
2
(1− δ)
δ 1
√
ε
2
(1− δ)√
ε
2
(1− δ) √ ε
2
(1− δ) π − ε(1− δ)

 , δ = e−π/ε .
Here, we have normalised Zε in such a way that it is of order one. We also note that
the covariance of Xεt with Aε is given by
vεt := EXεtAε =
(√ε
2
(1− e−t/ε),
√
ε
2
(e−(π−t)/ε − δ),Kε(t, π)
)
, (5.6)
so that there exists a process Y ε independent of Aε such that
Xεt = Y
ε
t + 〈Q−1ε vεt , Aε〉 . (5.7)
The covariance of the process Y εt is then given by
EY εs Y εt = Kε(s, t)− 〈Q−1ε vεt , vεs〉 .
Let now Y˜ ε be a process independent of Y ε and Aε, but identical in law to Y ε, and
define X˜ε to be the stochastic process given by
X˜εt = Y˜
ε
t + 〈Q−1ε vεt , JAε〉 , (5.8)
where J is the matrix given by J = diag(−1,−1, 1). Note that X˜ε is not identical
in law to Xε because, while we force the identity X˜ε(π) = Xε(π), we force the
derivatives at the boundary points to satisfy the relations
∂tX˜
ε(t) = −∂tXε(t) , t ∈ {0, π} . (5.9)
Actually, it follows from (5.7) and (5.8) that the covariance of X˜ can be written as
EX˜εs X˜εt = EXεsXεt + 〈Q−1ε vεt , (JQεJ −Qε)Q−1ε vεs〉 . (5.10)
With all of these notations at hand, we let ξ be a N (0, 1) distributed random variable
independent of Xε and X˜ε, and we define a process W ε by
W εt =
{
ξ +Xεt if t ≤ π,
ξ + X˜ε2π−t otherwise.
We denote by C¯ε the covariance of W ε and we let ν¯ε be the law of W ε. Our aim now is
to show that the sequence (ν¯ε, νε), where νε has covariance operator (1−∂2t +ε2∂4t )−1,
satisfies the assumptions of Corollary 5.5. To this end, we note that we can write
1− ∂2t + ε2∂4t = AεA∗ε , Aε = 1 +
√
1− 2ε ∂t − ε∂2t ,
so that the integral operator Λε = 1 −AεC¯εA∗ε associated to the pair (νε, ν¯ε) is given
by the integral kernel
Λε(s, t) = δ(t− s)−Aε;tAε;sC¯ε(s, t) ,
where we denote by Aε;s the differential operator Aε acting on the s variable and
similarly for t. Recall that on the other hand, the operatorΛ associated in the same way
to (ν, ν¯) is given by
Λ(s, t) = δ(t− s)−A0;tA0;sC¯(s, t) ,
with C¯ defined as in (5.4). With these notations at hand, we then have
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Lemma 5.9 We have ‖Λ−Λε‖ = O(√ε), where ‖ · ‖ denotes the L2-norm on [0, 2π]2,
which is identical to the Hilbert-Schmidt norm when identifying kernels with the corre-
sponding integral operators.
Proof. Note first that C¯ε, viewed as a 2π-periodic function in both arguments, is
smooth everywhere, except at s = t and at s, t ∈ {0, π}. We first analyse the sin-
gularities and then proceed to the proof of the bound on Λ− Λε.
We argue that the singularities at {0, π} are harmless. Indeed, it follows from the
gluing condition (5.9) that C¯ε is globally C1, with possible jump-discontinuities in its
second derivatives. Considering the singularity s = π for example, it then follows that
Aε;tC¯ε is still C1 in the vicinity of this discontinuity line, so that Aε;sAε;tC¯ε has at
most a jump discontinuity.
Let us now turn to the singularity at s = t. It follows immediately from (5.5) that
one has
C¯ε(s, t) = |t− s|
3
12ε2
+R1ε(s, t) ,
where R1ε is C4 in a vicinity of this singularity. It follows immediately that
Aε;tC¯ε(s, t) = −|t− s|
2ε
+R2ε(s, t) ,
where R2ε is C1 with a jump discontinuity in its second derivative in a vicinity of the
singularity. It follows from these considerations that we do indeed haveAε;sAε;tC¯ε =
δ(t− s), up to a smooth function with jump discontinuities along the singularity lines,
so that it suffices to bound Λ− Λε away from the singularities.
In order to do so, we first introduce the vector-valued function Ψ given by
Ψt = (1, t,
√
εe−t/ε,
√
εe−(π−t)/ε) .
With this notation, it follows from (5.5), (5.10), and (5.6) that there exist matrices Kε
and Kε⋆⋆ such that, for s, t ∈ [0, π],
EXtXs = (s ∧ t)− ε
2
e−|t−s|/ε +
√
ε〈Ψt,KεΨs〉 ,
EX˜tX˜s = (s ∧ t)− ε
2
e−|t−s|/ε +
√
ε〈Ψt,Kε⋆⋆Ψs〉 ,
whereKε andKε⋆⋆ both have all of their entries bounded by some constant independent
of ε. For X , this is obvious by inspection, and for X˜ it follows from the fact that
JQεJ = Qε +O(√ε).
In order to obtain a similar expression for EXtX˜s, we note from (5.6) that there
exists a vector V ε with all entries bounded by a constant independent of ε such that
vεt =
(
−
√
ε
2
e−t/ε,
√
ε
2
e−(π−t)/ε, t
)
+
√
ε〈V ε,Ψt〉 .
Since furthermore JQ−1ε = diag(−1,−1, π−1) +O(
√
ε), we conclude that there exist
a matrix Kε⋆ with uniformly bounded entries such that
EXtX˜s = 〈vεt , JQ−1ε vεs〉 =
st
π
− ε
2
(e−
t+s
ε + e−
2pi−t−s
ε ) +
√
ε〈Ψt,Kε⋆Ψs〉 .
Combining these expressions, we conclude that there exists a matrix K¯ε uniformly
bounded in ε such that
C¯ε(s, t) = C¯(s, t)− ε
2
(e−|t−s|/ε + e−|t−s+2π|/ε + e−|t−s−2π|/ε) +
√
ε〈Ψ¯t, K¯εΨ¯s〉 ,
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where Ψ¯t consists of Ψt restricted to [0, π], as well as its translate to [π, 2π]. Writing
Aε = A0 + δAε, we conclude that
Λ− Λε = (A0;tδAε;s +A0;tδAε;s + δAε;tδAε;s)C¯(s, t) (5.11)
− ε
2
Aε;sAε;t(e−|t−s|/ε + e−|t−s+2π|/ε + e−|t−s−2π|/ε)
+
√
ε〈(AεΨ¯)t, K¯ε(AεΨ¯)s〉 .
Since C¯ is smooth outside of the singular set and since δAε is a differential operator
with coefficients of order ε, the first term is bounded by O(ε) uniformly in s, t. In
order to bound the third term, we can check by inspection that the L2-norm of AεΨ
is bounded, uniformly in ε (this is how the scaling of the various terms was chosen in
the first place), so that this term has L2-norm bounded by O(√ε). It therefore remains
to bound the terms appearing on the second line in (5.11). Since these terms are just
translates of each other, it is sufficient to bound the first one and, by symmetry, it
suffices to consider the region s ≤ t, so that the term in question is given by a constant
multiple of
εAε;ses/εAε;te−t/ε = ε
(
1 +
√
1− 2ε
ε
− 1
ε
)(
1−
√
1− 2ε
ε
− 1
ε
)
e(s−t)/ε
= εe(s−t)/ε .
This term has an L2-norm of orderO(ε3/2), so that the claim follows.
5.2 Exponential moment bounds for µε
Let Zε be an n-dimensional Ornstein-Uhlenbeck process with time-scale ε, that is
Zεt =
∫ t
−∞
fε(t− s) dW (s) , fε(t) = ε−1e−t/ε ,
whereW is a standard n-dimensional Wiener process. Note that fε is an approximation
to the Dirac δ-function, so that for small values of ε, Zε is an approximation to white
noise. We will also use the shorthand notation Fε = 1 − exp(−t/ε) in the sequel, so
that Fε(t) =
∫ t
0
fε(s) ds. We then define
W εt =
∫ t
0
Zεs ds ,
which can also be rewritten as
W εt =
∫ 0
−∞
(Fε(t− s)− Fε(−s))dW (s) +
∫ t
0
Fε(t− s) dW (s) .
Note that for small values of ε, this is a good approximation to Brownian motion. In
particular, the variance of any component of W εt is given by
E|W ε,it |2 = t− εFε(t) . (5.12)
The aim of this section is to show that if G : Rn → Rn is a sufficiently nice function,
then the quantity
Hε :=
∫ π
0
〈G(W εt ), Zεt 〉 dt , (5.13)
is uniformly exponentially integrable as ε→ 0. Indeed, we have the following result:
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Proposition 5.10 Let G : Rn → Rn be a bounded C2 function with bounded first and
second derivatives. Then, there exists ε0 > 0 such that
sup
ε<ε0
E exp
∫ π
0
〈G(W εt ), Zεt 〉 dt <∞ .
Proof. Let Hε be as in (5.13). It follows from the Clark-Ocone formula [Nua95] that
we can represent Hε as a stochastic integral:
Hε = EHε +
∫ π
−∞
E(DjsHε |Fs) dW j (s) , (5.14)
(here and in the sequel, summation over repeated indices is implicit) where Djs denotes
the Malliavin derivative at time s with respect to W j and Fs is the filtration generated
by the increments of W . Here, the convention we use in the definition of Ds is such
that if f is any smooth deterministic function, then
D
j
s
∫ π
0
〈f (s) dW (s)〉 = f j(s) , s ∈ [0, π] .
Since the second term in (5.14) is a martingale, the result then follows if we can show
that EHε is uniformly bounded as ε→ 0 and that the quantity
Jjε
def
=
∫ π
−∞
|E(DjsHε |Fs)|2 ds (5.15)
is uniformly exponentially integrable for every G satisfying the assumptions of the
theorem.
The expectation of Hε is relatively straightforward to bound. Indeed, we have the
identity
E(Zεt |W εt ) =W εt
EZεtW εt
E|W εt |2
=
W εt
2
Fε(t)
t− εFε(t) ,
which implies that
|EHε| ≤ 1
2
∫ π
0
Fε(t)
t− εFε(t)E(〈G(W
ε
t ),W εt 〉) dt ≤ C
∫ π
0
Fε(t)√
t− εFε(t)
dt ,
where we have used the boundedness of G together with (5.12) to obtain the second
bound. Since Fε(t) ≈ tε − t
2
2ε2 for t ≪ ε and Fε(t) ≈ 1 for t ≫ ε, one can check that
the integrand is uniformly bounded by C/
√
t for some C > 0, so that |EHε| is indeed
bounded by a constant independently of the value of ε ≤ 1.
Let us now turn to the bounds on DsHε. It follows immediately from the definition
of the Malliavin derivative that one has the identities
D
i
sW
ε,j
t = δij(Fε(t− s)1s≤t − Fε(−s)1s≤0) , D isZε,jt = δijfε(t− s)1s≤t .
We treat the case s < 0 separately from the case s ≥ 0. For s ≥ 0, we have
E(DjsHε |Fs) =
∫ π
s
E(∂jGi(W εt )Fε(t− s)Ziε(t) +Gj(W εt )fε(t− s) |Fs) dt
def
= Jj1 (s) + Jj2 (s) .
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The term Jj2 is easy to bound sinceG is bounded and the variation of fε is also bounded,
uniformly in ε, so that
|J2(s)| ≤ ‖G‖∞
∫ π
s
fε(t− s) dt ≤ ‖G‖∞ , (5.16)
holds almost surely. The first term is much more tricky to bound. We write
Jj1 (s) = E
(∫ 2π
s
∂jGi(W εt )Fε(t− s) E(Zε,it |Fs ∨W εt ) dt
∣∣∣Fs) , (5.17)
and we note that we have the identities
Zεt = ∂tas(t) +
∫ t
s
fε(t− r) dW (r) ,
W εt = as(t) +
∫ t
s
Fε(t− r) dW (r) ,
where we introduced the shorthand notation
as(t) = W εs + εFε(t− s)Zεs .
This implies that
E(Zεt |Fs ∨W εt ) = ∂tas(t) +Mε(t− s)(W εt − as(t)) ,
Mε(t) = F
2
ε (t)
2t− εFε(t)(2 + Fε(t)) .
(5.18)
An important fact is that the function Mε has the property that there exists a constant
C such that the bound
|Mε(t)| ≤ C
t
, (5.19)
holds for every t ≥ 0, uniformly in ε > 0. Note that the scaling properties of Fε
imply that Mε(t) = ε−1M1(t/ε), so that this needs to be shown only for M1. On
the one hand, (5.19) clearly holds for t → ∞. On the other hand, one can check
that limt→0 tMε(t) = 32 . The claim then follows by noting that the numerator in the
definition of Mε is bounded and that the denominator is an increasing function of t.
We now introduce the further shorthand notation
Tε(t) =
∫ t
0
F 2ε (r) dr ,
and we denote by PT the heat semigroup on Rn. With these shorthands, we can com-
bine (5.18) and (5.17) to obtain the following explicit expression for J1:
Jj1 (s) =
∫ π
s
∂ta
i
s(t)(PTε(t−s)∂jGi)(as(t))Fε(t− s) dt
+
1
2
∫ π
s
Mε(t− s)
√
Tε(t− s)(PTε(t−s)∂2ijGi)(as(t))Fε(t− s) dt
def
= Jj1,1(s) + Jj1,2(s) .
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Since ∂jGi is bounded by assumption, it follows immediately from the definition of
Jj1,1(s) that there exists a constant C such that the bound
|Jj1,1(s)| ≤ ε|Zεs | ‖DG‖∞ , (5.20)
holds almost surely. In order to bound Jj1,2, we note that Mε(t − s)
√
Tε(t− s) ≤
3
2
|t− s|−1/2 so that the bound
|Jj1,2(s)| ≤ C
∫ π
s
|(PTε(t−s)∂2ijGi)(as(t))
∣∣∣
√
t− s dt ≤ C
√
π − s ‖D2G‖∞ , (5.21)
holds almost surely.
We now turn to the case s < 0. For this case, we have the identity
E(DjsHε |Fs) =
∫ π
0
E(∂jGi(W εt )(Fε(t− s)
− Fε(−s))Ziε(t) +Gj(W εt )fε(t− s) |Fs) dt
def
= Jj3 (s) + Jj4 (s) .
The term Jj4 is easy to bound as before, yielding
|Jj4 (s)| ≤ es/ε‖G‖∞ , (5.22)
so that ∫ 0
−∞
|Jj4 (s)|2 ≤
ε
2
‖G‖2∞ .
In order to bound Jj3 , we note that we have the identities
Zεt = e
−(t−s)/εZεs +
∫ t
s
fε(t− r) dW (r) ,
as well as Fε(t− s)− Fε(−s) = es/εFε(t). It follows that
|Jj3 | ≤ e2s/ε‖∂jG‖∞
(
ε|Zεs |+
∫ π
0
√
E
((∫ t
s
fε(t− r) dW (r)
)2 ∣∣∣Fs) dt)
≤ e2s/ε‖∂jG‖∞(ε|Zεs |+ ε−1/2) def= e2s/εJ˜j3 (s) .
In order to conclude, note that by (5.15) it remains to show that K ∫ π
0
|Jjk(s)|2 ds is
uniformly exponentially integrable for every K > 0 and for k ∈ {1, 2}, and similarly
for K
∫ 0
−∞
|Jjk(s)|2 ds with k ∈ {3, 4}. These bounds are trivial for k ∈ {2, 4} by
(5.16) and (5.22). To bound the term involving Jj1 , we deduce from Jensen’s inequality
that
E exp
(
K
∫ π
0
|Jj1 (s)|2 ds
)
≤ 1
π
∫ π
0
E exp(πK|Jj1 (s)|2) ds .
Since Zεs is Gaussian with variance ε−1, we deduce that for any K > 0 we can choose
ε0 small enough so that the bound E exp(ε2K|Zεs |2) < 2 holds for every ε < ε0. The
requested bound for J1 thus follows from (5.20) and (5.21).
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It remains to bound the term involving Jj3 . We similarly obtain from Jensen’s
inequality that
E exp
(
K
∫ 0
−∞
e4s/ε|J˜j3 (s)|2 ds
)
≤ 4
ε
∫ 0
−∞
e4s/εE exp
(Kε
4
|J˜j3 (s)|2
)
ds .
The requested bound then follows as before, using the explicit form of J˜3.
Appendix A Semigroup bounds
In this appendix, we collect some elementary results on the way that the semigroup Sεt
introduced in Section 4 approximates the damped heat semigroup St. To investigate
this, we consider the semigroup Sˆt generated by −∂4x (always with periodic boundary
conditions), and we use the fact that one has the identity
Sεt = Sˆε2tSt . (A.1)
The semigroup Sˆ can be described explicitly with the help of the kernel ϕ defined by
ϕ(x) = 1
2π
∫
R
e−k
4−ikx dk .
With this definition, one has the identity
(Sˆtu)(x) = t−1/4
∫
R
ϕ(yt−1/4)u(x+ y) dy , (A.2)
where we identify u with its periodic continuation. As a consequence of this represen-
tation, one has:
Proposition A.1 One has, supt≤1 ‖Sˆt‖Cα→Cα <∞.
Proof. Since convolution with a periodic function ψ is an operation on Cα with norm
bounded by the L1-norm of ψ, the claim now follows from (A.2), using the fact that ϕ
is in L1 and that the scaling by t−1/4 does not change its L1 norm.
It follows that one has the following approximation result:
Corollary A.2 For every β ∈ (0, 1), every T > 0, and every α ∈ (0, β), there exists a
constant C > 0 such that
‖Sεt u− Stu‖Cα ≤ Cε
β−α
2 ,
uniformly for all t ∈ [0, T ] and all u ∈ Cβ .
Proof. We note that it follows from (A.2) that
|(Sˆεu−u)(x)| ≤ εβ/4‖u‖β
∫
R
ε−1/4|ϕ(xε−1/4)||xε−1/4|β dx ≤ Cεβ/4‖u‖β . (A.3)
On the other hand, we know from Proposition A.1 that the bound
‖Sˆεu− u‖Cβ ≤ C‖u‖Cβ ,
is valid for ε < 1, say. Combining these bounds, we conclude that
‖Sˆεu− u‖Cα ≤ C‖Sˆεu− u‖α/βCβ ‖Sˆεu− u‖(β−α)/β∞ ≤ Cε
β−α
4 ‖u‖Cβ .
The claim now follows from (A.1).
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