It is well know that for globally contractive autonomous systems, there exists a unique equilibrium and the distance to the equilibrium evaluated along any trajectory decreases exponentially with time. We show that, additionally, the magnitude of the velocity evaluated along any trajectory decreases exponentially, thus giving an alternative choice of Lyapunov function.
Main Result
Consider the nonlinear systemẋ = f (x) (1) for x ∈ R n and continuously differentiable f (·). Denote the Jacobian as
Let | · | be a vector norm on R n , · its induced matrix norm, and µ(A) lim h→0 + 1 h ( I + hA − 1) the associated matrix measure.
Theorem 1. If there exists
) is then absolutely continuous as a function of t and thereforė
where we use the definition ofḟ (x) and the fact |x| − |y| ≤ |x − y|. Since alsoḟ (x) = J(x)f (x), we combine (4)- (6) and obtaiṅ
By hypothesis, we then haveV (x) ≤ −cV (x), and (3) follows by integration.
Furthermore, under the hypothesis of Theorem 1, f (x) is a diffeomorphism from R n to itself [1, pp. 34-35], thus V (x) is positive definite and radially unbounded. By standard Lyapunov theory [2] , global asymptotic stability of the unique equilibrium x * f −1 (0) follows.
Discussion
It is well known that for contractive systems with µ(J(x)) ≤ −c for all x, |x(t) − ξ(t)| ≤ |x(0) − ξ(0)|e −ct for any pair of trajectories x(·) and ξ(·) [3] . Taking ξ(t) ≡ x * f −1 (0), we see that for such systems, V (x) = |x − x * | is a Lyapunov function guaranteeing global asymptotic stability. Theorem 1 demonstrates that V (x) = |f (x)| is an alternative choice of Lyapunov function. Additionally, it is straightfoward that for any continuously differentiable class-K function ρ(·),
is also a Lyapunov function. Furthermore, Theorem 1 is a generalization of Krasovskii's well known sufficient condition for asymptotic stability [4] . Indeed, Krasovskii's theorem is a special case of Theorem 1 when | · | is taken to be a weighted Euclidean norm, i.e. |x| = (x T P x) 1/2 for some positive definite matrix P and therefore [1] 
whereλi(M ) denotes the largest eigenvalue of M , from which it follows µ(A) < −c ⇐⇒ P A + A T P < −2cP.
Using Theorem 1 with (13) and taking ρ(y) y 2 in (11) gives a standard version of Krasovskii's theorem.
