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Abstract
We consider the non-linear elliptic equation ∇ · (A(x, p)∇p) = ∇ · b(x, p) with positive
Dirichlet boundary data. The coefﬁcients A and b are taken from models used in lubrication
theory, and in particular are not deﬁned for negative values of p. We prove some general
existence and uniqueness results for a family of models, which extend related results in the
literature. These results allow us to prove existence, uniqueness and positivity of the solution to
advanced compressible lubrication models such as the kinetic-based Fukui–Kaneko model and
the second-order-slip model. We also consider a spring-like model of compliant-foil compressible
bearing, and weaken some hypotheses of previous results on more classical models such as the
standard Reynolds model and the ﬁrst-order-slip model.
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1. Introduction
Let  be a regular bounded domain in Rn, n = 1, 2. In this work we consider the
non-linear elliptic partial differential equation
{∇ · (A(x, p)∇p) = ∇ · b(x, p) in ,
p = g on , (1.1)
with A : ×]0,∞[→ Rn2 , b : ×]0,∞[→ Rn and g ∈ H 1() ∩ C(¯). We assume
the boundary data to be strictly positive, r = inf
x∈
g(x) > 0.
We assume that the matrix A = (aij ) is symmetric and we denote by (x, p) the
smallest eigenvalue of A(x, p), i.e.,
tA(x, p)(x, p)‖‖2 ∀ ∈ Rn. (1.2)
We assume (x, p) > 0 for almost every x ∈ , and for all p ∈]0,+∞[.
A very important equation of this kind is Reynolds’ equation, in which p represents
the pressure in the ﬂuid ﬁlm between two surfaces in relative motion. The standard
Reynolds’ equation, in the compressible case, corresponds to
aij (x, p) = h(x)3(p)ij , bi(x, p) = 6h(x)(p)Vi, (1.3)
where  is the (constant) viscosity,  the density (assumed depending on the pressure
alone), h(x) the local ﬁlm thickness at point x ∈ , and Vi the relative velocity
components. When, as in all applications considered in this article, the matrix A(x, p)
is a multiple of the identity, we will drop the subindices of aij (x, p), i.e., we will
write aij (x, p) = a(x, p)ij .
Some emerging applications, such as magnetic heads of rigid disks ﬂying at ultra-low
spacings (a few nanometers) and also compliant-foil gas turbines, require generalizations
of the standard Reynolds’ model to account for different physical phenomena. These
generalized models render previous existence and uniqueness results inapplicable. A
non-exhaustive list of the (dimensionless) compressible Reynolds’ models that are being
used in the mechanical literature is as follows:
Model 1: a(x, p) = h3(x)(p) and b(x, p) = h(x)(p) with (p)0, (0) =
0 and  a constant vector. This model leads to the so-called “continuum Reynolds
Equation”, and is used for gas-lubricated bearings in which the ﬁlm thickness is not
smaller than some microns [6]. This model needs corrections to be valid for smaller
ﬁlm thicknesses. This leads to Models 2, 3 and 4 below.
Model 2: a(x, p) = h3(x)p + h2(x) and b(x, p) = h(x)p with  > 0 (rarefac-
tion parameter). This corresponds to the ﬁrst-order correction due to slip-ﬂow in the
rareﬁed regime (ﬁrst-order-slip Reynolds equation) [7]. Notice that a(x, p = 0) > 0, a
signiﬁcant difference with respect to model 1. This model is considered valid for h(x)
greater than about 0.25 m, and was used in the 1990s to model magnetic heads.
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Model 3: a(x, p) = h3(x)p + 1h2(x)+ 2 h(x)
p
and b(x, p) = h(x)p, with 1 > 0
and 2 > 0 two physical constants. This model leads to the second-order slip Reynolds
equation [17], and remains valid for ﬁlm thicknesses as small as 0.08 m. In this case
a(x, p) tends to +∞ when p tends to zero.
Model 4: a(x, p) = h2(x)Q(h(x)p) and b(x, p) = h(x)p, where Q is the Poiseuille
ﬂow factor [13,4]. The function Q(h(x)p), described in the Appendix, is positive and
tends to +∞ both when p tends to zero and to +∞. This model (called Generalized
Reynolds equation [13]) is used at present, with ﬁlm thicknesses between the magnetic
head and the rigid disk of about 0.01m.
Model 5: a(x, p) = (h(x) + c(p − pa))3p and b(x, p) = (h(x) + c(p − pa))p
with pa > 0 the atmospheric pressure and c > 0 a physical constant satisfying
c <
1
pa
inf
x∈
h(x). This model is also an extension of Model 1, but for other kind
of applications. In fact, this model is the simplest one that incorporates the pressure-
induced deformation of the bearing surfaces, and is used for compliant-foil aerodynamic
bearings [16].
Models 1 and 2 were analyzed by Chipot and Luskin [9], Chipot [8], and Grigor’ev
et al. [15] (in the case (p) = p).
However, fabrication techniques that produce step-like surfaces (such as ion etching)
are becoming increasingly popular in the magnetic-head industry. It is thus important to
relax regularity assumptions on the function h(x), which is assumed to be in W 2,∞()
by Chipot [8] and in C1,() by Grigor’ev et al. [15]. Recently, Jai et al. [10] have
obtained existence and uniqueness for Model 2 with h ∈ L∞().
Existence and uniqueness for Model 3 were proved by Ciuperca and Jai [11], but
under some quite restrictive hypotheses that will be relaxed in this article. Moreover,
we will prove that the solution is strictly positive and that the result holds whenever
a(x, p) tends to +∞ as p tends to zero, so that Model 4 is also covered by the same
result.
To our knowledge, no previous rigorous analyses of the generalized Reynolds equa-
tion (Model 4) or of the Compliant-foil model (Model 5) can be found in the literature.
Many authors have, on the other hand, studied non-linear elliptic problems of the
form 1.1, or generalizations thereof [20,14,2,12,5]. An essential difference in our work is
that the coefﬁcients are not deﬁned for p0, so that the existence of positive solutions
needs to be proved. In this article we arrive at this result under minimal hypotheses of
regularity and asymptotic behavior of A and b. Our demonstration method does not rely
on a change of variable through which the diffusion term (left-hand side of (1.1)) is
rendered linear, as done in [8,9]. This change of variables can only be applied for some
particular cases of aij (x, p), and requires additional regularity of aij . Our proof uses
Schauder’s ﬁxed-point theorem for a classical linearization of the equation based on
a suitable truncation operator. L∞-estimates (see [19]) are then used to show that the
resulting ﬁxed point solves the original problem. The technique is similar to that used
in elastohydrodynamic problems by Bayada et al. [1]. For Models 1, 2 and 5 we then
show under some additional regularity assumptions on the coefﬁcients that the solution
is bounded from below by a positive constant. For this we use a weak maximum
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principle, generalizing the method of [15] who used a strong maximum principle to
prove existence and strict positivity of Model 1 with (p) = p.
Throughout the paper we assume the following hypotheses:
• aij , bi are Caratheory functions, i.e., measurable in the space variable for all
p ∈]0,∞[ and continuous in p, for a.e. x ∈ . (H1)
• For all p ∈]0,∞[, aij , bi and  are bounded in x.
We introduce now the following notations: For any f : ×R→ R we deﬁne f l(p) =
infx∈f (x, p) and f u(p) = supx∈f (x, p). We further assume that
auij , b
u
i , a
l
ij , b
l
i , 
l are bounded on any compact K ⊂]0,∞[
inf
K
l (s) > 0. (H2)
Sections 2–4 are entitled according to the models which satisfy the section’s assump-
tions, but the results are written in general and may apply to other non-linear elliptic
problems as well. The application to each speciﬁc model is stated as a corollary at
the end of each section. In Section 5 we give a supplementary existence result in one
space dimension only but without any assumption on the asymptotic behavior of A as
a function of p.
2. Case 1: Models 3 and 4
2.1. Existence
We begin with two preliminary results.
Proposition 2.1. For any s > 2 and u ∈ H 10 () we have
‖u‖Ls()K1(s)‖∇u‖L2().
With K1(s) =


|| 12+ 1s if n = 1,
s
2
|| 1s if n = 2.
Proof.
• Case n = 1: We have
‖u‖L∞()
∥∥∥∥ux
∥∥∥∥
L1()
 || 12
∥∥∥∥ux
∥∥∥∥
L2()
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and
‖u‖Ls() || 1s ‖u‖L∞(),
which gives the result.
• From Gilbarg and Trudinger [14, Theorem 7.10] we have for any r ∈]1, 2[ and
u ∈ H 10 ()
‖u‖L2r/(2−r)()
r
2− r
1√
2
( 2∑
i=1
∥∥∥∥ uxi
∥∥∥∥
Lr()
)
. (2.1)
By Hölder’s inequality we have
∥∥∥∥ uxi
∥∥∥∥
Lr()
 || 2−r2r
∥∥∥∥ uxi
∥∥∥∥
L2()
. (2.2)
Now denoting s = 2r
2− r , inequalities (2.1) and (2.2) give the result. 
Lemma 2.1. Let b˜ ∈ L∞()n be a vector ﬁeld and a˜ ∈ L∞()n2 be a symmetric
square matrix. We denote ˜(x) the smallest eigenvalue of a˜ satisfying inf
x∈
˜(x) > 0.
Let u ∈ H 1() satisfying
∇ · (a˜∇u) = ∇ · b˜ in  (2.3)
and
	0 = {x ∈ | u(x) > 0}
assumed a non-empty set such that 	0 ⊂ .
Then the following L∞-estimate holds:
u(x)K ‖b˜‖L∞(	0)
˜0
a.e. x ∈ 	0,
where K =


2|| if n = 1,
√||
2
s∗2
1
(s∗−2) if n = 2,
with s∗ = 2+ ln 2+√4 ln 2+ (ln 2)2 and ˜0 = inf
x∈	0
˜(x).
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Proof. The proof is adapted from Kinderlehrer–Stampacchia [19, Theorem B.2, p. 63].
For k > 0 deﬁne
 =
{
u− k if uk,
0 if uk
and
A(k) = {x ∈  : u(x)k} .
Taking  as test function in the associated variational formulation of Eq. (2.3) and
since A(k) ⊂ 	0 one gets
∫
	0
a˜(x)|∇|2 dx =
∫
A(k)
b˜ · ∇ dx,
which implies
‖∇‖L2(	0)
1
˜
‖b˜‖L∞(	0) |A(k)|1/2 . (2.4)
Also, for all s > 2 we have
∫
A(k)
(u− k)s =
∫

||s = ‖‖s
Ls().
Now using Proposition 2.1 we obtain
∫
A(k)
(u− k)s (K1(s)‖∇‖L2())s . (2.5)
Let now h > k > 0, so that
(h− k)s |A(h)| =
∫
A(h)
(h− k)s
∫
A(k)
(u− k)s .
Using now (2.4) and (2.5) one gets
|A(h)| (K1(s))
s
˜s0(h− k)s
‖b˜‖sL∞(	0)|A(k)|
s
2
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that allows for the application of Lemma B.1 of [19] with 
(h) = |A(h)|, C =
(K1(s))
s
˜s0
‖b˜‖sL∞(	0),  = s,  =
s
2
, k0 = 0, yielding
u(x)K1(s)2
s
s−2 || 12− 1s 1
˜0
‖b˜‖L∞(	0) a.e. x ∈ 	0
which gives the desired estimate. 
Theorem 2.2. Assume that hypotheses (H1) and (H2) hold. Also assume that there
exist p∗ < infx∈ g(x) and ∗ ∈ (0, 1) such that
K
sup
s∈[∗p∗,p∗]
|b|u(s)
(1− ∗)p∗ inf
s∈[∗p∗,p∗]
l (s)
1, (2.6)
with K as given in Lemma 2.1. Assume further that there exists p∗ > supx∈ g(x) and
∗ > 1 such that
K
sup
s∈[p∗,∗p∗]
|b|u(s)
(∗ − 1)p∗ inf
s∈[p∗,∗p∗] 
l (s)
1. (2.7)
Then (1.1) admits at least one solution satisfying
∗p∗p(x)∗p∗
almost everywhere in .
Proof. The proof uses Schauder’s ﬁxed-point theorem. Let us deﬁne the set
B∗ =
{
u ∈ L2(); ∗p∗u(x)∗p∗ a.e. ∈ 
}
,
which is a closed subset of L2(). We introduce the operator
T : B∗ → H 1()
deﬁned by q = Tp, where q is the solution of
{ ∫
A(x, p)∇q · ∇v dx =
∫
 b(x, p) · ∇v dx ∀v ∈ H 10 (),
q ∈ g +H 10 ().
(2.8)
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Existence and uniqueness of q follows from (1.2), (H1) and (H2). We now introduce
the truncation function  : R→ R deﬁned by
(s) =


∗p∗ if s < ∗p∗,
s if ∗p∗s∗p∗,
∗p∗ if s > ∗p∗
(2.9)
and we consider the operator S : B∗ → B∗ given by
(Sp)(x) = (q(x)) a.e. in ,
where q = Tp.
We will show ﬁrst that S admits a ﬁxed point, and then that this ﬁxed point is a
solution of (1.1).
Step 1: S admits a ﬁxed point.
The continuity of S is quite straightforward. Since the truncation operator is clearly
continuous, it only remains to show that T is continuous. Let {pn} be a sequence in
B∗ converging to p ∈ B∗ in L2(), and let qn = Tpn and q = Tp. Taking v in (2.8)
as q − qn and subtracting the resulting equations for q and for qn one gets∫

A(x, pn)∇(q − qn) · ∇(q − qn) dx
=
∫

{[A(x, pn)− A(x, p)]∇q · ∇ (q − qn)
+ [b(x, p)− b(x, pn)] · ∇ (q − qn)} dx. (2.10)
This, together with the ellipticity of A and denoting ˆ = inf
s∈[∗p∗,∗p∗]
l (s), leads to
‖∇ (q − qn)‖L2() 
1
ˆ
‖[A(x, pn)− A(x, p)] · ∇q + b(x, pn)− b(x, p)‖L2() , (2.11)
which using the boundedness of A and b and the dominated convergence theorem is
easily shown to tend to zero.
Estimate (2.11), which indeed holds with (pn, qn) replaced with any couple (w, T w),
plus the continuity of the truncation operator in H 1(), shows that S(B∗) is bounded
in H 1() and thus relatively compact. This concludes the proof of the existence of a
ﬁxed point of S denoted by q¯ satisfying q¯ = Sq¯.
Step 2: Every ﬁxed point of S is a ﬁxed point of T.
We only need to show that q = T q¯ satisﬁes q(x)∗p∗ and q(x)∗p∗ a.e. in .
Let 	∗ = {x ∈  : q(x) < p∗}. Moreover, since p∗ < infx ∈  g(x), we also have
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	∗ ⊂ . If 	∗ = ∅ the proof is ﬁnished, so that it remains to consider the case
	∗ = ∅. Let us set u = p∗ − q which is positive on 	∗. Then u ∈ H 1() and satisﬁes
∇ · (A(x, q¯)∇u) = −∇ · b(x, q¯) with q¯ = (q(x)). Then u satisﬁes the inequality of
Lemma 2.1 with 	0 = 	∗, a˜(x) = A(x, q¯(x)) and b˜(x) = b(x, q¯(x)).
As q¯(x) ∈ [∗p∗, p∗], a.e. x ∈ 	∗, we obtain
(x, q¯(x))l (q¯(x)) inf
s∈[∗p∗,p∗]
l (s)
and
|b(x, q¯(x))| |b|u(q¯(x)) sup
s∈[∗p∗,p∗]
|b|u(s).
Lemma 2.1 and hypothesis (2.6) thus imply
u(x)K
sups∈[∗p∗,p∗] |b|u(s)
infs∈[∗p∗,p∗] l (s)
(1− ∗)p∗ a.e. x ∈ 	∗,
which implies p∗ − q(1 − ∗)p∗ in 	∗, and we get q∗p∗ a.e. in  as claimed.
To show the other inequality, q(x)∗p∗, we proceed in a similar manner by taking
	∗ = {x ∈  : q(x) > p∗} , u = q − p∗ and using Lemma 2.1 and (2.7). 
Remark 2.3. If there exists ∗ ∈ (0, 1) such that
sup
s∈[∗p,p]
|b|u(s)
p inf
s∈[∗p,p]
l (s)
−−−→
p→0 0, (2.12)
then (2.6) is automatically satisﬁed. Similarly, the existence of ∗ > 1 such that
sup
s∈[p,∗p]
|b|u(s)
p inf
s∈[p,∗p] 
l (s)
−−−−→
p→+∞ 0 (2.13)
implies (2.7).
Remark 2.4. In the frequent case of b(x, p) = B(x)p, with B ∈ L∞(), hypothesis
(2.6) (resp. (2.7)) of the previous theorem holds if and only if there exists  < 1 such
that infs∈[p,p] l (s) tends to +∞ as p tends to zero (resp. to +∞).
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2.2. Uniqueness
Deﬁnition 2.5. We say that A, b satisfy condition L on a set E ⊂ R if


A, b are Lipschitzian in p on every compact contained in E,
uniformly in x, that is,
∀K ⊂ E,K compact, ∃CK > 0 such that for a.e. x ∈ ,∀p1, p2 ∈ K
|aij (x, p1)− aij (x, p2)|CK |p1 − p2|,
|bi(x, p1)− bi(x, p2)|CK |p1 − p2|.
(2.14)
Theorem 2.6. Under the hypotheses of Theorem 2.2, if in addition A, b satisfy condi-
tion L on ]0,∞[ (see (2.14)), we have uniqueness among all positive bounded weak
solutions of problem (1.1). Further, suppose that pi is a weak solution of (1.1) corre-
sponding to the boundary data gi , i = 1, 2. If g1g2 a.e. in , then p1p2 a.e. on
.
Proof. Let pi(x) ∈ Ki = [∗ip∗i , ∗ip∗i], i = 1, 2. We set w = p2−p1 which satisﬁes
the problem


w ∈ (g2 − g1)+H 10 ()∫
A(x, p2)∇w · ∇v dx +
∫
(A(x, p2)− A(x, p1))∇p1 · ∇v dx
= ∫(b(x, p2)− b(x, p1)) · ∇v dx ∀v ∈ H 10 ().
(2.15)
We remark that w+ ∈ H 10 (), so we can take as in [14,18], v =
w+
w+ +  as a test
function in (2.15) with  > 0. Remark also that
∇
(
w+
w+ + 
)
=  ∇w
+
(w+ + )2 , (2.16)
∇ log
(
1+ w
+

)
= ∇w
+
w+ +  . (2.17)
Using (2.16), (2.17) and the hypotheses on the data, we obtain
∫

A(x, p2)∇w · ∇v dx = 
∫

A(x, p2)
∇w+
w+ +  ·
∇w+
w+ +  dx
 inf
p∈[∗2p∗2,∗2p∗2]
l (p)
∫

∣∣∣∣∇ log
(
1+ w
+

)∣∣∣∣
2
dx.
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We deﬁne now K = K1 ∪K2 and using (2.14) with E =]0,∞[ we get
∣∣∣∣
∫

(A(x, p2)− A(x, p1))∇p1 · ∇v dx
∣∣∣∣  CK
∫

|w||∇p1||∇v| dx
 CK
∫

w+ |∇p1|
∣∣∇w+∣∣
(w+ + )2 dx
 CK
∫

|∇p1|
∣∣∣∣∇ log
(
1+ w
+

)∣∣∣∣ dx,
∣∣∣∣
∫

(b(x, p2)− b(x, p1)) · ∇v dx
∣∣∣∣  CK
∫

|w|
∣∣∇w+∣∣
(w+ + )2 dx
 CK
√|| ∥∥∥∥∇ log
(
1+ w
+

)∥∥∥∥
L2()
.
We then deduce from (2.15)
∥∥∥∥∇ log
(
1+ w
+

)∥∥∥∥
2
L2()
 C‖∇p1‖L2()
∥∥∥∥∇ log
(
1+ w
+

)∥∥∥∥
L2()
+C
∥∥∥∥∇ log
(
1+ w
+

)∥∥∥∥
L2()
.
Since log
(
1+ w+
)
∈ H 10 (), from the Poincaré inequality we get
∫

∣∣∣∣log
(
1+ w
+

)∣∣∣∣
2
dxC1, (2.18)
with C1 independent of . We then have w+ = 0 for a.e. x ∈  and the proof is
complete. 
2.3. Application: Second-order slip Reynolds equation
This equation (Model 3) reads

∇ ·
[(
h3p + 1h2 + 2 h
p
)
∇p
]
= ∇ · (hp) in ,
p = pa on ,
(2.19)
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where 1, 2 are two positive constants and  a constant vector. This is a particular
case of (1.1) with a(x, p) =
(
h3p + 1h2 + 2 h
p
)
and b(x, p) = hp. If we assume
that
h ∈ L∞(), 0 < hminh(x)hmax < +∞ a.e. x ∈ , (2.20)
it is clear that hypotheses (H1), (H2) and (2.14) with E =]0,∞[ are satisﬁed. It is
also easy to verify (2.6) and (2.7) by virtue of Remark 2.4. We thus have
Corollary 2.7. There exists at least one solution p of (2.19) which veriﬁes
∗p∗p(x)∗p∗ a.e. in ,
with ∗, p∗, ∗ and p∗ as in (2.6) and (2.7). This solution is unique among all positive
bounded weak solutions.
Remark 2.8. Some bounds ∗p∗ and ∗p∗ can be given explicitly taking for example
∗ =
1
2
and ∗ = 2. Let (s) = h3mins + 1h2min + 2
hmin
s
and let s0 =
√
2
hmin
be the
point where  attains its minimum value min = h2min(1 + 2
√
2). We thus have two
cases (we denote  = ||):
• If 2hmaxKh2min(1 + 2
√
2) then any p∗ < pa and any p∗ > pa will work,
indeed
pa
2
p(x)2pa .
• If 2hmaxK > h2min(1 + 2
√
2) then we can select p∗ < min(pa, s0, p−) where
p− = 12h3min
(
2hmaxK − 1h2min −
√(
1h2min − 2hmaxK
)2 − 42h4min
)
and, analogously, select p∗ > max(pa, s0, p+) with
p+ = 12h3min
(
2hmaxK − 1h2min +
√(
1h2min − 2hmaxK
)2 − 42h4min
)
.
Remark 2.9. Problem (2.19) has been considered by Ciuperca and Jai [11], who
proved the existence and uniqueness of a strictly positive solution under quite restrictive
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Fig. 1. The Poiseuille ﬂow factor.
conditions on the data that exclude many physically realistic cases. Corollary 2.7 and
Remark 2.8 give us the same result for any reasonable set of data.
2.4. Application: Fukui–Kaneko model
In this paragraph we consider one of the currently popular models for ultra-low-
spacing magnetic-head modeling, due to Fukui and Kaneko [13]. This model is a
particular case of Model 4:


∇ ·
[
h2Q(hp)∇p
]
= ∇ · (hp) dans ,
p = pa dans ,
(2.21)
where Q is the Poiseuille ﬂow factor given in the appendix. It is immediate to prove
that Q is of class C1 and that Q(s) → +∞ when s → +∞. By direct inspection of
the numerically obtained graph of Q (Fig. 1) we extract the following conjectures:
(a) Q(s) > 0, ∀s > 0,
(b) Q(s)→+∞ when s → 0.
We thus have as a consequence of Theorems 2.2 and 2.6 the following
Corollary 2.10. If (2.20) holds, then problem (2.21) admits at least one solution p
satisfying
∗p∗p(x)∗p∗ a.e. in ,
with ∗, p∗, ∗ and p∗ as in (2.6) and (2.7). This solution is unique among all positive
bounded weak solutions.
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3. Case 2: Model 2
Model 2 differs from Models 3 and 4 in that the eigenvalues of A(x, p) remain ﬁnite
as p approaches zero. Depending on the shape and size of the domain (which govern
the constant K) one cannot in general guarantee that (2.6) will hold. By changing
the hypotheses and adapting the proof, however, it is possible to show existence and
uniqueness, and even produce a lower bound in some cases.
We assume that, instead of (2.6), the following hypothesis holds:
aij , bi, , l can be continuously extended to p = 0 a.e. in 
l (0) > 0, b(x, 0) = 0 a.e. in . (3.1)
Remark 3.1. It is possible that both (2.6) and (3.1) hold, as for example if b(x, p) =
p2 and aij (x, p) = (2+ p2)ij .
3.1. Existence
Theorem 3.2. Assume that hypotheses (H1), (H2), (2.7) and (3.1) hold. Then problem
(1.1) admits at least one solution p satisfying
0p(x)∗p∗,
with ∗ and p∗ as in Theorem 2.2.
Proof. The general procedure is the same as in the proof of Theorem 2.2. We introduce
B∗ =
{
u ∈ L2(); 0u(x)∗p∗ a.e. in 
}
and the operator
T : B∗ −→ H 1(),
with the same deﬁnition as before. The operator S : B∗ → B∗ is now given by
(Sp)(x) =


0 if q(x) < 0,
q(x) if 0q(x)∗p∗,
∗p∗ if q(x) > ∗p∗,
with q = Tp. The continuity of S and the relative compactness of S(BR) in L2()
are easily proved (the hypothesis l (0) > 0 is crucial), and from Schauder’s ﬁxed point
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theorem we have the existence of a ﬁxed point q¯ of S. Let q = T q¯, then
q¯(x) =


0 if q(x) < 0,
q(x) if 0q(x)∗p∗,
∗p∗ if q(x) > ∗p∗.
Proving that q(x)∗p∗ almost everywhere proceeds as in Theorem 2.2. Let us show
that q(x)0. In fact, q solves the variational problem
∫

A(x, q¯)∇q · ∇
 dx =
∫

b(x, q¯) · ∇
 dx ∀
 ∈ H 10 ().
Taking 
 = q− as test function and using (3.1) we get
−
∫

A(x, q¯)∇q− · ∇q− dx =
∫
q<0
b(x, q¯) · ∇q− dx +
∫
q0
b(x, q¯) · ∇q− dx = 0,
which implies q− = 0 and thus q(x)0 almost everywhere. This concludes the
proof. 
3.2. Uniqueness
Theorem 3.3. Assuming that the hypotheses of Theorem 3.2 hold, we have the follow-
ing:
(a) If A, b satisfy condition L on [0,∞[, the solution is unique among all non-
negative bounded weak solutions to problem (1.1). Further, suppose that pi is a
weak solution to (1.1) corresponding to the boundary data gi , i = 1, 2. If g1g2
a.e. in , then p1p2 a.e. on .
(b) If A, b satisfy condition L on ]0,∞[ and there exists a strictly positive solution.
Then this solution is unique among all non-negative bounded weak solutions to
problem (1.1).
Proof. (a)The proof is identical to that of Theorem 2.6.
(b) Let p ∈ [m,M] be a solution with m > 0 and p˜ ∈ [0,M] another solution.
Denoting w = p − p˜ one obtains relation (2.15) with p replaced by p2, p˜ by p1 and
w ∈ H 10 (). In order to use the same arguments as in the proof of Theorem 2.6 it
sufﬁces to show
|A(x, p)− A(x, p˜)|C|p − p˜|,
|b(x, p)− b(x, p˜)|C|p − p˜|.
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To show this we consider two situations:
• If p˜m
2
, then
|A(x, p)− A(x, p˜)|CK |p − p˜|,
with K =
[m
2
,M
]
.
• If p˜ < m
2
, then |p˜− p| = p− p˜m
2
. From hypotheses (H1) and (3.1) there exists
a constant C such that
|A(x, p)− A(x, p˜)|2C = 2C 2
m
m
2
 4C
m
|p − p˜|
and similarly for b. 
3.3. A positive lower bound under additional hypotheses
The particular case we consider is that in which the following additional hypotheses
are satisﬁed:
aij , bi ∈ W 1,∞(;C0([0, r])) ∩ L∞(;C1([, r])), for any  > 0,
∃C > 0,  < 1, p0 > 0, such that |pA| C
p
and
|pb| C
p
for a.e. x ∈  and ∀p ∈]0, p0].
(3.2)
The matrix
(
paij (x, p)
)
is positive semi-deﬁnite for a.e. x ∈ ,∀p > 0 (3.3)
∃  ∈ Rn, ‖‖ = 1 such that  · pb(x, p) > 0,∀p > 0, for a.e. x ∈ ∇x · b(x, p)
p  · pb(x, p) is bounded in ×]0, r],
(3.4)
where r = inf
x∈
g(x).
Theorem 3.4. Under the hypotheses of Theorem 3.2, if in addition (3.2)–(3.4) hold,
then there exists a solution of (1.1) satisfying
p(x)r e−2‖d‖,
with  = max(0, 1), where
0 =
sup
x∈,p∈[0,r]
∣∣∣∣∣∣
∑
ij
xi aij (x, p)
∣∣∣∣∣∣
inf
p∈[0,r] 
l (p)
,
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1 = sup
x∈,p∈]0,r]
|∇x · b(x, p)|
p  · pb(x, p)
and d1, d2, . . . , dn are positive numbers satisfying  ⊂
n∏
k=1
[−dk, dk].
Moreover this solution is unique.
Proof. We introduce, for any  > 0 small enough, the function  : [0, ] → [0, ]
deﬁned by
(s) =

  exp
(
1− 
s
)
0 < s,
0 s = 0
and the function ˜ : [0,+∞[→ [0,+∞[ deﬁned by
˜(s) =
{
(s) 0s,
s s > .
It is immediate that ˜ is one-to-one and of class C1. Let
A(x, p) = A(x, ˜(p)) et b(x, p) = b(x, ˜(p))
and consider the following problem for p:
{∇ · (A(x, p)∇p) = ∇ · b(x, p) in ,
p = g on .
(3.5)
The coefﬁcients of (3.5) verify the hypotheses of Theorem 3.2, so that there exists at
least one non-negative solution of (3.5). We will show that pr exp (−2
√
d21 + d22 )
with  as above, so that taking  < r exp (−2
√
d21 + d22 ), p becomes a solution of
(1.1). From Theorem 3.3(b) we thus infer that p is the unique solution.
Let (x) = re−(1(x1+c1)+2(x2+c2)), with ci = di if i0 and ci = −di if i < 0.
Following an idea from [15] we introduce the change of unknown p = 
+, so that

 is the new unknown. We will show that 
(x)0, ∀x ∈ . Assume the contrary,
namely that inf
x∈¯

(x) < 0. If the (negative) minimum of 
 is attained on , as
(x)r everywhere in  this would contradict the boundary condition. We thus only
need to consider that the minimum of 
 is attained in the interior of . Let x∗ ∈ 
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verify min
x∈

(x)
(x∗) < 0. The unknown 
 satisﬁes
∫

A(x, p)∇
 · ∇v dx
=
∫


2∑
ij
aij (x, p)ij − 
∑
ij
xi a

ij (x, p)j

 v dx
+
∫

pA(x, p)∇ · ∇ v dx
+
∫

[
 · pb(x, p)− ∇x · b(x, p)
]
v dx
+
∫

[
pA(x, p)∇− pb(x, p)
] · ∇
 v dx ∀v ∈ H 10 (). (3.6)
Let k be a real number verifying
inf
x∈

(x) < k < 0,
we put
vk(x) =
{

(x)− k if 
(x)k,
0 if 
(x) > k.
For k close enough to inf
x∈¯

(x) we have vk ∈ H 10 (). We take v = vk in (3.6). Notice
that vk0,∀x ∈ , that p(x)r,∀x such that vk(x) < 0 and that
∇vk(x) =
{∇
(x) if 
(x)k,
0 if 
(x) > k.
Also let k = supp ∇vk .
We denote by I1, I2, I3, I4 the four integrals on the right-hand side of (3.6). Since
∑
ij
aij (x, p)ij (x, ˜(p)) inf
p∈[0,r] 
l (p),
which for 0 gives I10.
We have
pA(x, p) = ˜′(p)pA(x, ˜(p)).
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From hypothesis (3.3) we deduce I20. Since p = +
,∀x such that vk(x) < 0,
we have
I3 
∫
vk(x)<0
[
p · pb(x, p)− ∇x · b(x, p)
]
vk dx
=
∫
vk(x)<0,p(x)>
[
− ∇x · b(x, p)
p · pb(x, p)
]
p · pb(x, p)vk dx
+
∫
vk(x)<0,0<p(x) 
[
− ∇x · b(x, (p))
(p) · pb(x, (p))
p

]
× 
p
(p) · pb(x, (p))vk dx
because ∇x · b(x, 0) = 0 from hypothesis (3.1). Using now (3.4) we may take 1
so that I30.
From the previous, it is clear that the right-hand side of (3.6) is bounded from above
by I4. We have
I4 =
∫
p>
[
pA(x, p)∇− pb(x, p)
] · ∇
 v dx
+
∫
0p 

p2
(p)
[
pA(x, (p))∇− pb(x, (p))
] · ∇
 v dx.
Let I41 et I42 be the ﬁrst and second integrals of the previous deﬁnition, respectively.
We have
I41C1‖∇vk‖L2(k)‖vk‖L2(k),
with
C1 =  sup
ij
sup
x∈,p∈[,r]
|paij (x, p)| + sup
i
sup
x∈,p∈[,r]
|pbi(x, p)|.
Using now hypothesis (3.2) we have that, for  small enough and 0p,
∣∣∣∣ p2 (p)
[
pA(x, (p))∇− pb(x, (p))
]∣∣∣∣  p2 (p)1−.
Since

p2
(p)
1− is bounded we also have that
I42C2‖∇vk‖L2(k)‖vk‖L2(k),
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with
C2 = sup
p∈[0,]

p2
(p)
1−.
From ∫

A(x, p)∇
 · ∇vk dx inf
p∈[0,r] 
l (p)‖∇vk‖2L2(),
we deduce that
‖∇vk‖L2(k)C‖vk‖L2(k)
for all k satisfying
inf
x∈¯

(x) < k < 0,
with C independent of k. As in the proof of Theorem 8.1 of [14], this is a
contradiction. 
Remark 3.5. We will show the importance of hypothesis (3.2) to get a strictly positive
solution by means of an example. Consider the problem


d2p
dx2
= 2 d
dx
(
B(x)
√
p
)
x ∈] − 1, 1[
p(−1) = p(1) = 1,
with
B(x) = sgn(x) =
{
1, x > 0,
−1, x < 0.
It is clear that p(x) = x2 is a solution which is not strictly positive. Moreover, from
the uniqueness result of Theorem 3.3(b), we deduce that there does not exist a strictly
positive solution.
3.4. Application: First-order-slip Reynolds Equation
In  ⊂ [−d1, d1] × [−d2, d2] we consider the equation
{
∇ ·
[(
h3p + h2
)
∇p
]
= ∇ · (hp) in ,
p = pa on ,
(3.7)
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with  > 0, pa > 0 and  ∈ R2, = (0, 0). It is evident that if (2.20) holds hypotheses
(H1)–(H2) are veriﬁed (and that (2.6) is not). Also, if in addition h ∈ W 1,∞(),
hypotheses (3.2)–(3.4) are veriﬁed with  = ‖‖ . It is easy to verify that A, b satisfy
condition L on [0,+∞[, and also to verify (2.7) by virtue of Remark 2.4. As a direct
consequence of the general results presented earlier in this section we have
Corollary 3.6.
(1) Let h satisfy (2.20). Then there exists a unique solution p of (3.7) verifying
0p(x)R0,
with
R0 = max
{
2pa,
2
h3min
(
2K||hmax − h2min
)}
.
(2) If in addition h ∈ W 1,∞() then the following estimation holds:
p(x)pae−2
√
d21+d22 ,
where
 = max
{
(3h2maxpa + 2hmax)(‖x1h+ x2h‖L∞()
h2min
,
‖ · ∇h‖L∞()
‖‖hmin
}
.
4. Case 3: Models 1 and 5
The results of cases 1 and 2 however do not address the situations in which the
matrix A(x, p) has an eigenvalue that tends to zero as p tends to zero, as it is the
case in Models 1 and 5. It is however possible to extend the previous results so as to
include these models.
Let us consider matrices A(x, p) of the form
A(x, p) = M(x, p)(p), (4.1)
where (p) is a given function satisfying
 ∈ C0([0,∞[), (p) > 0 ∀p > 0 (4.2)
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and M(x, p) is a matrix that satisﬁes the same hypotheses as the matrix A in (H1),
(H2) and (3.1). We denote by (x, p) the smallest eigenvalue of M(x, p). The simplest
argument comes from noticing that, from (4.2), the mapping R : [0,∞[→ [0,∞[
deﬁned by
R(s) =
∫ s
0
(t) dt
is one-to-one (with R(0) = 0). If  = R ◦ p, we have ∇ = (p)∇p. We can thus
consider the problem
{∇ · (M(x,R−1())∇) = ∇ · b(x, R−1()) in ,
 = R(g) on  (4.3)
and the problem belongs to Case 2, with A and b replaced by
A˜(x, ) = M(x,R−1()), (4.4)
b˜(x, ) = b(x, R−1()). (4.5)
Theorem 4.1. Assume that the matrix M and the vector b satisfy the same hypotheses
as A and b in (H1), (H2) and (3.1). Assume moreover that there exist ∗ > 1 and
p∗ > supx∈ g(x) such that
K
sup
s∈[p∗,∗p∗]
|b|u(s)
(R(∗p∗)− R(p∗)) inf
s∈[p∗,∗p∗] 
l (s)
1.
Then problem (1.1) admits at least one solution p satisfying
0p(x)∗p∗.
Proof. It sufﬁces to prove the existence of a solution  of (4.3) satisfying 0
R(∗p∗). We apply Theorem 3.2 to (4.3). It is obvious that A˜ and b˜ satisfy hypotheses
(H1), (H2) and (3.1) where  is replaced by (x, R−1()). It remains to prove that
there exists ∗ > supx∈ R−1(g(x)) and ˜
∗ > 1 such that
K
sup
s∈[∗,˜∗∗]
|b|u(R−1(s))
(˜∗ − 1)∗ inf
s∈[∗,˜∗∗]
l (R−1(s))
1.
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It is easy to show that the above inequality is veriﬁed for ∗ = R(p∗) and ˜∗ =
R(∗p∗)
R(p∗)
. 
Using Theorem 3.4 for problem (4.3) we can now infer the following lower-bound:
Theorem 4.2. If in addition to the hypotheses of Theorem 4.1 we assume that
mij , bi ∈ W 1,∞(;C0([0, r])) ∩ L∞(;C1([, r])) f or all  > 0
The matrix
(
pmij (x, p)
)
is positive semi-deﬁnite for a.e. x ∈ ,∀p > 0
∃C > 0,  < 1, p0 > 0, such that
∣∣∣∣∣pM(x, p)(R(p))

(p)
∣∣∣∣∣ C
for a.e. x ∈  and ∀p ∈]0, p0]
∃C > 0,  < 1, p0 > 0, such that
∣∣∣∣∣pb(x, p)(R(p))

(p)
∣∣∣∣∣ C
for a.e. x ∈  and ∀p ∈]0, p0]
∃  ∈ Rn, ‖‖ = 1 such that  · pb(x, p) > 0,∀p > 0, a.e. in 
(p)∇x · b(x, p)
R(p) · pb(x, p) is bounded in ×]0, r]
then there exists a solution of (1.1) satisfying
p(x)r e−2‖d‖
with  = max(0, 1), where
0 =
sup
x∈,p∈[0,r]
∣∣∣∣∣∣
∑
ij
ximij (x, p)
∣∣∣∣∣∣
inf
p∈[0,r] 
l (p)
,
1 = sup
x∈,p∈]0,r]
|∇xb(x, p)(p)|
R(p) · pb(x, p)
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and d1, d2, . . . , dn are positive numbers satisfying  ⊂
n∏
k=1
[−dk, dk].
Moreover this solution is unique.
4.1. Application: Continuum Reynolds equation
We consider the equation
{∇ · [h3(p)∇p] = ∇ · [h(p)] in ,
p = pa on , (4.6)
with h satisfying (2.20),  ∈ C0([0,∞[), (0) = 0 and there exists  > 1 such that
sup
s∈[p,p]
(s)
p inf
s∈[p,p] (s)
−→ 0 when p →+∞. (4.7)
We apply Theorem 4.1 with M(x, p) = h3(x). The hypotheses of Theorem 4.1 are
satisﬁed as a consequence of (4.7), so we have the following corollary.
Corollary 4.3.
• Under hypothesis (4.7), Eq. (4.6) admits a non-negative solution p.
• If in addition h ∈ W 1,∞(),  ∈ C1(]0,+∞[) and satisfying
′(p)(R(p))
(p)
and
2(p)
R(p)′(p)
are bounded on ]0, pa]
for some  < 1, then there exists  > 0 such that
ppa exp
(
−
√
d21 + d22
)
.
Moreover, this solution is unique among all non-negative solutions.
Remark 4.4. In practice, one usually has (p) = ps for some s > 0. In this case all
hypotheses concerning  in the previous corollary are satisﬁed. It is then clear that if
h satisﬁes (2.20) we have existence of a non-negative solution to (4.6). If in addition
h ∈ W 1,∞() then there exists a strictly positive solution which is unique among all
non-negative solutions [8].
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4.2. Application: Compliant-foil compressible model
With the same techniques and under the same hypotheses as in the previous paragraph
one proves existence, uniqueness and positivity for the simpliﬁed compliant-foil model
(Model 5):{
∇ · [(h+ c(p − pa))3 p∇p] = ∇ · [ (h+ c(p − pa)) p] in ,
p = pa on ,
(4.8)
where c ∈ [0, 1
pa
inf
x∈
h(x)[. This model assumes that the surfaces in proximity are
compliant, so that (using a rudimentary spring-like model for the deformation) the gap
thickness increases linearly with p − pa .
One simply applies Theorem 4.1 with (p) = p, M(x, p) = (h+ c(p − pa))3 and
b(x, p) =  (h+ c(p − pa)) p. In this way, if h satisﬁes hypothesis (2.20) we have
the existence of a non-negative solution of (4.8) and if in addition h ∈ W 1,∞() this
solution is unique and strictly positive.
5. One-dimensional case
In this section we consider the one-dimensional problem

d
dx
[
a(x, p)
dp
dx
]
= d
dx
[B(x, p)] , 0 < x < 1,
p(0) = , p(1) = ,
(5.1)
with ,  > 0, where a :]0, 1[×]0,∞[→]0,∞[ and B :]0, 1[×]0,∞[→]0,∞[ satisfy-
ing the hypotheses
(i) a and B are Carathéodory functions that are bounded in x for any p.
(ii) au, al , Bu et Bl are bounded on any compact K contained in ]0,∞[, in addition
inf
K
al(s) > 0 and inf
K
Bl(s) > 0.
(iii) B can be continuously extended to p = 0 and B(x, 0) = 0 a.e. in ]0, 1[.
(iv) lim
p→0B
u(p) = 0 and lim
p→∞B
l(p) = ∞.
Remark 5.1. These hypotheses are much weaker than in the two-dimensional case.
Speciﬁcally, no assumption on the behavior of a when p tends to zero or +∞ is
needed. Also notice that these hypotheses are satisﬁed by all the models discussed in
the introduction with the very weak regularity assumption h ∈ L∞.
Theorem 5.2. Under hypotheses (i)–(iv) above, problem (5.1) admits a weak solution
p satisfying
0p(x)R0, a.e. in ]0, 1[
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with 0 > 0 such that
0 < min
(
2
, 
)
and Bu(0) inf
s/2
Bl(s)
and R0 > 0 such that
R0 > max (2, ) and Bl(R0) sup
s2
Bu(s)
Proof. We deﬁne
B,R =
{
u ∈ L2(); u(x)R for a.e. x ∈ 
}
,
with  and R such that 0 <  <  <  < R. We introduce the operators T and S as in
the proof of Theorem 2.2, and prove that S has a ﬁxed point denoted by q¯. Let q be
the solution of


d
dx
[
a(x, q¯)
dq
dx
]
= d
dx
[B(x, q¯)] , 0 < x < 1,
q(0) = , q(1) = .
(5.2)
We thus have q¯(x) = (q(x)) with  given in (2.9). It remains to show that 0q(x)
R0, implying q¯ = q.
Let us prove that q(x)0, the proof of the other inequality being analogous. Admit
the contrary, namely
min
0x1
q(x) < 0. (5.3)
Since q is continuous, there exist 0 < r1 < r2 < r3 < 1 such that q(x) < 0 for
x ∈]r1, r3[, q(r1) = q(r3) = 0 and q(r2) = min
x∈[0,1] q(x). Integrating (5.2) we get
−a(x, q¯(x))dq
dx
+ B(x, q¯(x)) = C a.e. in [0, 1]. (5.4)
Let us introduce
A1 =
{
x ∈ [r1, r3];−a(x, q¯(x))dq
dx
+ B(x, q¯(x)) = C
}
,
A2 =
{
x ∈ [r1, r3]; q ′(x)0
}
.
Clearly, |A2| > 0 (otherwise q(r3) − q(r2) =
∫ r3
r2
q ′(x) dx0, which is false). Since
|A1| = r3− r1 we have A1 ∩A2 = ∅. Taking now x ∈ A1 ∩A2 we get from (5.4) that
CBu(0). (5.5)
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Let us denote r4 ∈]0, 1[ the ﬁrst point such that q(r4) = 2 .
It is clear that the measure of the set
{
x ∈]0, r4[; q ′(x) < 0
}
is positive (otherwise
q(r4)−q(0) =
∫ r4
0 q
′(s) ds0, which is false). As above we show that there exists x0 ∈
]0, r4[ such that q ′(x0) < 0 and (5.4) is satisﬁed in x0, which implies B(x0, q¯(x0)) < C.
This inequality together with (5.5) contradicts the hypotheses of the theorem. 
6. Conclusions
In the ﬁeld of magnetic data storage one must take into account two facts that
have mathematical consequences. The ﬁrst is that nowadays the distance between the
two contacting media (head and disk, in particular) is extremely small, of the order
of 10 nm. The second fact is that current designs, fabricated by litographic methods,
involve shapes for which the gap thickness function h is discontinuous [21–23]. As
a consequence, we have considered in this article models that incorporate rarefaction
effects, in particular the popular one due to Fukui and Kaneko (Model 4), for which
no previous mathematical results were available. In Corollary 2.10 we have shown
existence, uniqueness and positivity of the solution to Model 4 with minimal hypotheses
on the data and with the only requirement on h of belonging to L∞(). Essentially
the same result has been proved in Corollary 2.7 for Model 3, thus improving previous
results [11] which required more regularity on the data.
We have also improved previous results for the standard compressible model (Model
1), weakening the regularity requirements on h to just L∞() for existence and
W 1,∞() for uniqueness. We have extended the same results to the case in which
a simple pointwise model of the elastic compliance of the bearing is incorporated
(Model 5). Also, for Models 1 and 2 a weak maximum principle has allowed us to
ﬁnd positive lower bounds for the solution with h belonging to W 1,∞().
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Appendix A. The function Q
The function Q is [13,4]:
Q(D) =
D
(
C11 − D
2
6
C12 + D
4
144
C22
)
−!
D! (A.1)
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with
C11 = 1√

(
8−
√

12
D3 + D
4
16
− 2D(4+D2)T0(D)
−
(
16+ 8D2 + D
4
8
)
T1(D)−D(16+D2)T2(D)
)
,
C22 = 1√

(1− 2T1(D)),
C12 = 1√

(
2−
√

2
D + D
2
4
− 2DT0(D)−
(
4+ D
2
2
)
T1(D)− 2DT2(D)
)
,
! = C11C22 − C212
and
Ti(D) =
∫ ∞
0
t i exp
(
−t2 − D
t
)
dt. (A.2)
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