Given a graph H = (U, E) and connectivity requirements r = {r(u, v) : u, v ∈ R ⊆ U }, we say that H satisfies r if it contains r(u, v) pairwise internally-disjoint uv-paths for all u, v ∈ R. We consider the Survivable Network with Minimum Number of Steiner Points (SN-MSP) problem: given a finite set V of points in a normed space (M, · ) and connectivity requirements, find a minimum size set S ⊂ M \ V of additional points, such that the unit disc graph induced by U = V ∪ S satisfies the requirements. In the (node-connectivity) Survivable Network Design Problem (SNDP) we are given a graph G = (V, E) with edge costs and connectivity requirements, and seek a min-cost subgraph H of G that satisfies the requirements. Let k = max u,v∈V r (u, v) denote the maximum connectivity requirement. We will show a natural transformation of an SN-MSP instance (V, r) into an SNDP instance (G = (V, E), c, r), such that an α-approximation algorithm for the SNDP instance implies an α · O(k 2 )-approximation algorithm for the SN-MSP instance. In particular, for the case of uniform requirement r(u, v) = k for all u, v ∈ V , we obtain for SN-MSP ratio O(k 2 ln k), which solves an open problem from [3] .
Introduction

Problem definition and motivation
Note that the size of a solution to an SN-MSP instance may not be polynomial in the input size, as the solution size may depend on the maximum distance max u,v∈V d(u, v) between the terminals. Hence we will say that an algorithm for SN-MSP is polynomial if its running time is polynomial in the size of the input and the optimal solution size. For simplicity of exposition, let us even assume that max u,v∈V d(u, v) is polynomial in the input size.
An important special case is the case of uniform requirements, when r(u, v) = k for all u, v ∈ V . We call this particular case k-Connectivity with Minimum Number of Steiner Points (k-C-MSP). In SNDP problems, also the following types of requirements are often considered in the literature, c.f. [6, 18] .
• Rooted requirements: there is s ∈ V such that r(u, v) > 0 implies u = s or v = s; in rooted-uniform requirements r(s, v) = k for all v ∈ V − {s}.
• Subset uniform requirements: there is R ⊆ V such that r(u, v) = k for all u, v ∈ R, and r(u, v) = 0 otherwise; (k-C-MSP is the case of uniform requirements when R = V ).
Our results
Given an instance of SNDP or of SN-MSP, let k = max u,v∈R r(u, v) denote the maximum connectivity requirement. As in practical networks k is rather small, we focus on obtaining approximation ratios that depend on k only. For k = 1, SN-MSP with uniform requirements is the Steiner Tree with Minimum Number of Steiner Points problem (ST-MSP). In the Euclidean plane, this problem admits a 2.5-approximation algorithm [7] . On graphs with unit edge lengths ST-MSP includes the Set-Cover problem [15] , and thus has an Ω(ln |V |)-approximation threshold. Hence for SN-MSP one cannot expect in arbitrary metric spaces a ratio that depends on k only. We will consider instances of SN-MSP defined on a normed space (M, · ), when the metric d is induced by the norm · .
One can easily reduce SN-MSP to an SNDP variant with unit weights on the nodes rather than with costs on the edges; this reduction invokes a constant loss factor in the approximation ratio. In this reduction however, uniform requirements in SN-MSP instance become subset uniform requirements in the SNDP instance. The currently best known ratios for SNDP with node weights are: O(k 2 log |V |) for rooted requirements, O(k 3 log |V |) for subset uniform requirements, and O(k 4 log 2 |V |) for general requirements [18] . The factor O(log |V |) in these ratios is unavoidable even for k = 1, as even for k = 1 the problem includes the Set-Cover problem [15] .
Obtaining an approximation ratio that depends on k only for k-C-MSP in R 2 was posed as an open problem in [3] . We will prove a much more general result. Our ratios are expressed in terms of k and the following parameter that depends on the normed space. On graphs with unit edge lengths we have ∆ = 1, but note that this is not a normed space. It is known that ∆ = 5 in R 2 and ∆ = 11 in R 3 . In [23] it is proved that for M = R ℓ with the norm
, ∆ is at most the Hadwiger number of the unit ball. (The Hadwiger number of an open convex set X is the maximal number of disjoint translations of X which share a boundary point with X). Thus, for the Euclidean R ℓ , ∆ ≤ 2 0.401ℓ(1+o(1)) , by [14] .
Let ρ(k) = 2⌈k/2⌉(∆k/2+⌈k/2⌉+1) (so ρ(k) = k 2 (∆+1)/2+k if k is even and ρ(2) = 2(∆+2)). Our main result is the following. Theorem 1.1 An α-approximation algorithm for SNDP (on multigraphs) implies an α · ρ(k)-approximation algorithm for SN-MSP, and this is so also for subset uniform, uniform, rooted, rooted subset uniform, and rooted uniform requirements.
In SNDP problems, the input graph is usually assumed to be simple, while in Theorem 1.1 it may have parallel edges. One novelty in our approach is considering SNDP on multigraphs, and proving that the best known ratios for SNDP with different requirement types remain the same on multigraphs. Specifically, we will prove the following statement in Section 2.
Lemma 1.2
There exists an approximation ratio preserving reduction from SNDP on multigraphs to SNDP on simple graphs, for approximation ratios that do not depend on |V |. The reduction is requirement type preserving for uniform, rooted, and subset uniform requirements. In the case of rooted uniform requirements, the problem on multigraphs admits a 2-approximation algorithm.
The best known values of α are as follows. For k-Connected Subgraph on simple graphs, an O(log k)-approximation algorithm for k = O( √ n) [4] was obtained long time ago. This ratio was recently extended to almost all values of n, k in [19] ; specifically, the ratio in [19] is O(ln
For other SNDP problems, the currently best known approximation ratios are: 2 for rooted uniform requirements [11] , O(k ln k) for rooted requirements [18] , O(k 2 ln k) for subset uniform requirements [18] , and O(k 3 ln |R|) for general requirements [5] . By substituting the currently best known values of α in Theorem 1.1, we obtain the following.
Other SN-MSP problems admit the following approximation ratios: [3] , by giving the first non-trivial approximation algorithm for k-C-MSP with k ≥ 2. In [3] the problem of adding a minimum size set S of Steiner points such that the entire graph G[V ∪ S] is k-connected was considered (note that in k-C-MSP we require k-connectivity only between terminals). For this problem in R 2 , [3] gave a reduction that invokes a loss of O(k 4 ). They also conjectured that for k-C-MSP an adaptation of their reduction can be used to reduce the instance to an SNDP instance with subset uniform requirements, thus leading to an approximation ratio that depends on k only, and with a loss of O(k 3 ), provided existence of such an approximation for SNDP with subset uniform requirements. Here we prove a stronger result. Note that even if the conjecture of [3] were proved, it leads to ratio O(k 3 · k 2 log k), which is much worse than the ratio O(k 2 · log k) proved in this paper. The reason is not only the worse reduction factor, but also since [3] reduces instances with uniform requirements into instances with subset uniform requirements, while our reduction preserves the requirements type; consequently, our results for k-C-MSP rely on algorithms for k-Connected Subgraph only, and not on recently discovered algorithms for SNDP with subset uniform requirements [18] . Furthermore, our algorithm works for arbitrary normed spaces, and for various connectivity requirement types.
We also note that Theorem 1.1 together with the O(k 3 ln |R|)-approximation algorithm for SNDP of [5] implies the ratio O(k 3 ln |R|) · ρ(k) = O(k 5 ln |R|) for SN-MSP with arbitrary requirements.
It is an open question whether in this case, a ratio that depends on k only can be achieved.
Preliminaries
In this section we give some generic statements that are used later, most of them on connectivity of graphs, and also prove Lemma 1.2.
We start with two (essentially known) statements on k-connected graphs. Recall that a graph Proof: Given an SNDP instance (with parallel edges), insert a new node into every edge, and divide (arbitrarily) the cost of the edge between the corresponding two new edges. Clearly, the obtained graph is simple. It is easy to see that an α-approximation for the modified instance implies an α-approximation for the original instance and that this transformation is requirement type preserving for subset uniform, rooted, and rooted subset uniform requirements. It remains therefore to consider uniform and rooted uniform requirements.
We now consider the case of uniform requirements, when feasible solutions are k-connected spanning subgraphs of G. Let H = (V, E) be a minimally k-connected multi-graph (so H − e is not k-connected for every e ∈ E).
If |V | ≥ k + 1 then H is simple, by Lemma 2.1; thus we can keep for every maximal set of pairwise parallel edges of G only the cheapest one. Now suppose that |V | ≤ k. We claim that then H has exactly k + 2 − |V | edges between every pair of it nodes; thus an optimal solution is found by taking the k + 2 − |V | cheapest edges in G between every pair of nodes. Note that if |V | ≤ k and if H has exactly k + 2 − |V | edges between every pair of its nodes, then H is k-connected. Hence it is sufficient to prove that there are at least k + 2 − |V | edges between every two nodes of H. To see this, consider a set of k internally disjoint uv-paths in H. At most |V | − 2 of these paths may not be edges between u, v, thus at least k − (|V | − 2) of these paths are edges between u, v.
Finally, for rooted uniform requirements, we note that the existing 2-approximation algorithm in [11] does not have the restriction that G is simple, and hence works also for multi-graphs.
Clearly, a k-connected graph on q nodes has at least ⌈kq/2⌉ edges. For any q ≥ k + 1 this bound is achievable by so called Harary graphs [12] . We use the construction of Harary for k even. [12] ) Let V = {1, 2, . . . , q} be a set of nodes and let k ≤ q − 1 be even. Then the graph on V with edge set E(V, k) = {ij : 1 ≤ i < j ≤ q, min{j − i, q + i − j} ≤ k/2} is k-connected and has kq/2 edges.
Lemma 2.3 (Harary
For a subset C of nodes of a graph G let Γ G (C) denote the set of neighbors of C in G. The following lemma plays a key role in the proof of Theorem 1.1, but it also of independent interest and may have other applications. To understand the implications of this lemma, consider the following scenario. We are given a set V of terminals in a graph G and an integer k. We want to remove from G the nonterminal nodes and to add a "small" number of new edges, such that in the resulting graph J we will have κ J (u, v) ≥ min{κ G (u, v), k} for all u, v ∈ V . We may do it by repeatedly removing a connected component C of the graph G \ V and adding new edges on Γ G (C); note that Γ G (C) ⊆ V , since C is a connected component of G \ V . Formally, our statement is the following.
Lemma 2.4 Let V be a subset of nodes of a graph G, let k be an integer, and let C be a connected component of G \ V . Let J C be a set of new edges on Γ G (C) such that the following holds.
, where I uv is the set of uv-edges in G and ℓ uv is the maximum number of internally disjoint uv-paths in the subgraph of G induced by {u, v} ∪ C.
Proof: The case |Γ G (C)| ≤ k easily follows from the following construction. Let u, v ∈ G \ C. Given a set Π of at most k internally disjoint uv-paths in G, for every P ∈ Π do the following. For every maximal u ′ v ′ -subpath of P that visits C and has all its internal nodes in C, replace this subpath by a u ′ v ′ -edge e not used by any other path in Π. Such e is chosen to be an edge of G if {u ′ , v ′ } = {u, v} and I u ′ v ′ = ∅ or if {u ′ , v ′ } = {u, v} and min{ℓ uv , k − |I uv |} = 0. Otherwise, e is a new edge added to G. This gives a set of |Π| internally disjoint uv-paths that do not visit C. Since the paths in Π are internally disjoint, the set of edges added to G may have parallel edges only between u and v, and by the construction, the number of uv-edges added, if any, can be at most min{ℓ uv , |Π| − |I uv |} ≤ min{ℓ uv , k − |I uv |}.
Now suppose that |Γ
Let I uv be a set of uv-edges in J. Let Q be a minimum size subset of nodes of J such that J \ (Q ∪ I uv ) has no uv-path. By Menger's Theorem
G\(Q∪I uv ) has no uv-path, hence by Menger's Theorem κ J (u, v) = |Q|+|I uv | ≥ κ G (u, v). Suppose to the contrary that G \ (Q ∪ I uv ) has a uv-path P . Going along P from u to v, let u ′ be the first and v ′ the last node in Γ G (C); such u ′ , v ′ exist since P must contain at least one node from C, as P is not a uv-path in J \ (Q ∪ I uv ). As J has k internally disjoint u ′ v ′ -paths and |Q| + |I uv | ≤ k − 1, the graph J \ (Q ∪ I uv ) has at least one u ′ v ′ -path P ′ . Replacing the u ′ v ′ -subpath of P by P ′ gives a uv-path in J \ (Q ∪ I uv ), contradicting the definition of Q.
We also need the following lemma on dominating sets in unit disc graphs; this is the only place where we use Definition 1.2. Given a graph G = (U, E), we say that D ⊆ U is a k-dominating set in G if |Γ G (u) ∩ D| ≥ k for every u ∈ U \ D; note that for k = 1 we get the usual definition of a dominating set in a graph. 
Proof of the main result
To prove Theorem 1.1, we will prove the following statement. 2. Compute a subgraph J ⊆ G satisfying r using an α-approximation algorithm.
3. Construct from J a feasible solution S to SN-MSP.
Lemma 3.1 ensures that the algorithm runs in polynomial time and computes a feasible solution S to the SN-MSP instance. We prove the approximation ratio. Let J * be a minimum cost subgraph of G satisfying r, and let S * be a minimum size set of points such that G[V ∪ S * ] satisfies r. Then
The second inequality is since J is computed using an α-approximation algorithm, and the last inequality is by Lemma 3.1.
In the rest of this section we prove Lemma 3.1. We start by describing the construction of the Clearly, given an SN-MSP instance, (V, r), the graph K V with the corresponding edge costs c(e) can be constructed in polynomial time. The triple (K V , c, r) will serve as the SNDP instance guaranteed in Lemma 3.1. The construction preserves the requirement types listed in Lemma 3.1. Let J be a subgraph of K V . Let u, v ∈ V be connected in J by j + 1 ≤ k edges. Place ⌈d(u, v)⌉ − 1 new points uniformly on the line segment between u and v, dividing the segment into ⌈d(u, v)⌉ subsegments, each of length
Since M is a normed space, and thus is also a linear space, this can be done; in fact, for 1 ≤ i ≤ ⌈d(u, v)⌉ − 1, the ith point is of the form
On each subsegment, place uniformly j new points in a similar fashion. Let S(u, v) be the set of added points. Denote by S(J) the union of S(u, v) over all adjacent pairs u, v ∈ V .
Claim 3.2 |S(J)| ≤ c(J) holds for any subgraph
Proof: To prove that |S(J)| ≤ c(J) it is enough to show that for all u, v ∈ V , |S(u, v)| is at most the sum of the costs of all uv-edges in J. Note that K V contains one uv-edge of cost ⌈d(u, v)⌉ − 1, and k − 1 uv-edges of cost ⌈d(u, v)⌉ each. Thus, if J contains j + 1 ≤ k uv-edges, the sum of their costs is at least ⌈d(u,
it is sufficient to show that κ H ′ (u, v) ≥ j + 1. Let U 0 be the set of points placed uniformly on the uv-segment. The distance between every pair of consecutive points is
The distance between u and the first point and v and the last point is also at most 1. Thus there is a uv-path in H ′ with node-set U 0 ∪ {u, v}. Next, we order the sets of j points placed uniformly on each subsegment 1, 2, . . . , j by their distance from u. For 1 ≤ i ≤ j let U i be the set obtained by taking the ith point on each subsegment. The distance between every pair of consecutive points in U i is
The distance between u and the ith point on the first subsegment is
The distance between v and the ith point on the last subsegment is
Thus for every i, there is a uv-path in H ′ with node-set U i ∪{u, v}. Since U 0 , U 1 , . . . , U j are pairwise disjoint, the result follows.
Clearly, S(J) can be computed from J in polynomial time. This proves all parts of Lemma 3.1, except the one stating that for every solution S to SN-MSP there exists a solution J of cost c(J) ≤ |S| · ρ(k) to SNDP; this will be proved in the rest of this section. We prove Lemma 3.3 after the following corollary, which implies the last part of Lemma 3.1.
Corollary 3.4 Let C be the set of connected components of G \ V . For C ∈ C let J C be an edge set as in Lemma 3.3 
Proof: It is easy to see that for any u, v ∈ V the number of uv-edges in J is at most k. Hence J is a subgraph of K V . As C is a partition of S, we have by Lemma 3.3
We prove that J satisfies r. Let C = {C 1 , C 2 , . . . , C m }. Let G 0 = G and for j = 1, . . . , m let
4, a simple induction shows that for all 1 ≤ j ≤ m, G j satisfies r. In particular, this is so for J = G m . Now we prove Lemma 3.3. Let C ∈ C. We start with the case |Γ G (C)| ≤ k. In the notation of Lemma 2.4, ℓ uv is the maximum number of internally disjoint uv-paths in the subgraph of G induced by {u, v} ∪ C. Then J C has at most ℓ uv edges for every u, v ∈ Γ G (C). Let u, v ∈ Γ G (C). Since there are ℓ uv internally disjoint uv-paths in the subgraph of G induced by {u, v} ∪ C, there is one such path containing no more than ⌊|C|/ℓ uv ⌋ points in C. Since the distance between two consecutive nodes in the path is at most 1, and due to the triangle inequality, d(u, v) ≤ ⌊|C|/ℓ uv ⌋+1. Thus c(u, v) ≤ ⌈d(u, v)⌉ ≤ ⌊|C|/ℓ uv ⌋ + 1. Consequently, the total cost of uv-edges in J C is bounded by
This finishes the proof of Lemma 3.3 for the case |Γ G (C)| ≤ k.
If |Γ G (C)| = k + 1, J C is the complete graph on Γ G (C). By the triangle inequality, d(u, v) ≤ |C| + 1 for every u, v ∈ Γ G (C). Hence we get
This finishes the proof of Lemma 3.3 for the case |Γ G (C)| = k + 1. In the rest of the proof of Lemma 3.3 assume that
Proof: Since C is a connected dominating set in
Let T be a spanning tree in G[C]. Order the nodes in A by running DFS on T . Let 1, . . . , q be an order of D such that i < j if a i precedes a j in the DFS order of A, see Figure 1 . Let
We prove that c( This finishes the proof of Lemma 3.3, and thus also the proof of Lemma 3.1 is complete.
A tight example:
The following example shows that our analysis is tight (up to constants). Given k points in a ball of radius 1/2 with uniform requirements as an instance for SN-MSP, an optimal solution size is 1 -add one Steiner point in the ball. An optimal solution for the SNDP instance has cost k 2 , as it is a union of two cliques on V : in one clique every edge uv has cost ⌈d(u, v)⌉ − 1 = 0, while in the other every edge uv has cost ⌈d(u, v)⌉ = 1.
