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Comparative evaluation of modern dosimetry techniques near low- and
high-density heterogeneities
Abstract
The purpose of this study is to compare performance of several dosimetric methods in heterogeneous
phantoms irradiated by 6 and 18 MV beams. Monte Carlo (MC) calculations were used, along with two
versions of Acuros XB, anisotropic analytical algorithm (AAA), EBT2 film, and MOSkin dosimeters. Percent
depth doses (PDD) were calculated and measured in three heterogeneous phantoms. The first two phantoms
were a 30 x 30 x 30 cm3 solid-water slab that had an air-gap of 20x 2.5 x 2.35 cm3. The third phantom
consisted of 30 x 30 x 5 cm3 solid water slabs, two 30 x 30 x 5 cm3 slabs of lung, and one 30 x 30 x 1 cm3 solid
water slab. Acuros XB, AAA, and MC calculations were within 1% in the regions with particle equilibrium. At
media interfaces and buildup regions, differences between Acuros XB and MC were in the range of +4.4% to
−12.8%. MOSkin and EBT2 measurements agreed to MC calculations within ~ 2.5%, except for the first
centimeter of buildup where differences of 4.5% were observed. AAA did not predict the backscatter dose
from the high-density heterogeneity. For the third, multilayer lung phantom, 6 MV beam PDDs calculated by
all TPS algorithms were within 2% of MC. 18 MV PDDs calculated by two versions of Acuros XB and AAA
differed from MC by up to 2.8%, 3.2%, and 6.8%, respectively. MOSkin and EBT2 each differed from MC by
up to 2.9% and 2.5% for the 6 MV, and by −3.1% and ~2% for the 18 MV beams. All dosimetric techniques,
except AAA, agreed within 3% in the regions with particle equilibrium. Differences between the dosimetric
techniques were larger for the 18 MV than the 6 MV beam. MOSkin and EBT2 measurements were in a better
agreement with MC than Acuros XB calculations at the interfaces, and they were in a better agreement to each
other than to MC. The latter is due to their thinner detection layers compared to MC voxel sizes.
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−12.8%. MOSkin  and  EBT2 measurements  agreed  to  MC  calculations  within  ~  2.5%,  except  for  the  first  centimeter  of
buildup  where  differences  of  4.5%  were  observed.  AAA  did  not  predict  the  backscatter  dose  from  the  high­density
heterogeneity. For the third, multilayer lung phantom, 6 MV beam PDDs calculated by all TPS algorithms were within 2% of
MC. 18 MV PDDs  calculated by  two versions  of Acuros XB and AAA differed  from MC by up  to 2.8%, 3.2%, and 6.8%,
respectively. MOSkin and EBT2 each differed from MC by up to 2.9% and 2.5% for the 6 MV, and by −3.1% and ~2% for
the  18  MV  beams.  All  dosimetric  techniques,  except  AAA,  agreed  within  3%  in  the  regions  with  particle  equilibrium.






Modern  radiotherapy  treatment  techniques  are  developing  rapidly  and  continuously,  opening  the  doors  for  more  complex  patient
treatments. Such complexity adds more challenges on treatment planning (TP) dose calculation algorithms. Historically, dose calculation






Convolution/superposition  is  probably  the  most  commonly  used  group  of  algorithms  in  modern  TP  dose  calculations.  Their
implementations, such as anisotropic analytical algorithm (AAA),(3–5) where the lateral electron/photon scatter component is modeled as
a variable  in different directions,  a  considerably  improved  calculation accuracy  compared  to previously used pencil  beam convolution
algorithms.(6,7) However, AAA is still not able to accurately calculate doses at extreme density  interfaces. Aarup et al.(8) reported that
discrepancies  between  AAA  and  BEAMnrc/DOSXYZnrc  dose  calculations  increased  as  lung  density  decreased  from  0.4  g/cm3  to  0.01
g/cm3. The differences for the lowest clinically meaningful lung density of 0.1 g/cm3 were up to 5.9% and 8.9% when using 6 and 18 MV
beams, respectively. The differences exceeded 10% and 30% for 0.01 g/cm3  lung density for the 6 and 18 MV energies, respectively.














the  steep  dose  gradient  at  the  media  interface.  Gafchromic  films,(22,23)  Metal  Oxide  Silicon  Field  Effect  Transistor  (MOSFET)  and,
partially,  thermoluminescent  dosimeters  (TLD)  detectors  satisfy  these  criteria.  Hoffmann  et  al.(14)  used  Gafchromic  films  (EBT)  in




accuracy of Acuros XB near air/tissue  interfaces using small  fields  (2 × 2–5 × 5 cm2). PDDs calculated  for  the 2 × 2 cm2  field were
overestimated when compared to TLD measurements at the air/tissue interface by 41% and 6% for AAA and Acuros XB, respectively. In
another paper, Kan et al.(19) used Gafchromic EBT3 films and TLD to compare Acuros XB and AAA calculations against EBT3 and TLD




al.(25)  found  that AAA calculations near water–lung  interfaces agree with MC calculation and MOSFET measurements  for 6 and 18 MV
photon beams within experimental and statistical uncertainties (1%–3%).
Kwan  et  al.(26)  validated  a  special  design  of  MOSFET  detector,  known  as  MOSkin(26)  (CMRP,  Wollongong,  Australia),  for  surface
measurements and  found  them  to be within 2% compared  to  the Attix parallel plate  ionization chamber. Qi et al.(27) used MOSkin  to













size  inserted  to  fill  the  air  cavity.  This  phantom  was  used  to  measure  the  dose  near  a  high­density  heterogeneity  and  evaluate
performance of the dose calculations. The third phantom was made with two 30× 30 × 5 cm3 slabs of solid water, two 30 × 30 × 5 cm3
slabs of  lung, and one 30 × 30 × 1 cm3 slab of solid water stack, as shown Fig. 1(c). This phantom was designed  to simulate a  lung
tumor. For simplicity, those phantoms will be referred as water–air, water–steel, and water–lung phantoms, respectively. Phantom slabs
used  in  this  study were Gammex  (Gammex RMI, Middleton, WI)  “Solid Water”  RMI­457  (mass  density  ρ =  1.046  g/cm3)  and  “Lung”
LN300 RMI­455 (ρ = 0.3 g/cm3).
   
























models  for  6  and  18  MV  21EX  beams  used  in  this  work  have  been  previously  established  and  benchmarked.(6,10,33–35)  Statistical
uncertainties for all calculations were less than 1% in all but the air­filled regions.
Customized phantoms were built through VIMC graphical user interface that is similar to DOSXYZnrc GUI. This interface allows building
phantoms  with  exact  geometrical  boundaries,  avoiding  voxelization  artifacts  commonly  present  in  CT­based  phantoms.  The material







Open­field  beam  data,  required  in  the  configuration  process,  were  acquired  using  an  IC­15  (IBA  Dosimetry,  Bartlett,  TN)  ionization
chamber  in a Wellhofer  (IBA Dosimetry) 48.0 × 48.0× 48.0 cm3 water  tank. These measurements were  taken during a departmental
commissioning process for 21EX Varian linear accelerator.(10)
In this study, AAA version 10.0.28 was used. Acuros XB calculations were performed using two versions of this software, 11.0.02 and
11.0.31,  which  will  be  referred  to  below  as  AXB1102  and  AXB1131,  respectively.  New  Acuros  XB  version  had  several  updates.(37)
Amongst  them  were:  reduced  electron  cutoff  energies  (from  500  KeV  to  200  KeV);  improved  photon  ray  tracing  and  electron
contaminant source; “transport correction”  implemented to  improve accuracy; resampling to the calculation grid was  improved for  the
voxels that cross structure boundaries.
Three multislab heterogeneous phantoms described in previous sections and shown in Fig. 1, have been created within Eclipse planning




beam  central  axis  (CAX)  using  Eclipse  tools.  Lateral  dose  profiles  were  extracted  from  water–air  and  steel–water  phantoms.  These
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as described  in  the  following sections. A calibration curve between delivered dose  (D) and measured netOD was generated using  the
analytical form Dfit= a.netOD + b.netODn, as outlined in Devic et al.(47)
D.2 Film scanning
An Epson 10000XL (Epson America,  Inc., Long Beach, CA)  flatbed document scanner was used  to scan  the  films as per manufacturer
scanning protocol  and  recommendations.  The  scanner was allowed a ~ 15 min warm­up by doing  “preview scans”. All  films used  for
measurements were scanned three times before and after exposure in order to minimize scanning noise.(45,47) Also, to minimize scanner






















beam  (“face  on”  configuration).  To  account  for  sensitivity  variation,  before  and  during  measurement  sessions,  the  dosimeters  were
periodically  calibrated  against  the  reference  field.(59)  Each  measurement  point  with  MOSkin  detector  was  repeated  three  times  and
results were averaged.
Near  the  interfaces, MOSkin  PDD measurements were acquired  in  submillimeter depth  increments using  combinations of 100–400 μm














up  to  2%  error  in  a  typical  clinical  dose  of  2  Gy.(62)  Like many  semiconductors, MOSkin  exhibits  temperature,  energy,  and  angular
response. The MOSkin temperature and creep­up effects were minimized by taking frequent reference measurements, and by keeping
the time interval between irradiation and readout small and consistent.
Gafchromic EBT2  films are near  tissue­equivalents with a very  thin active  layer of 0.03mm. EBT2  film  is 0.285 mm thick and has an























water/air  interface  where  a  nonphysical  dose  buildup  of  4.4%  was  predicted.  AXB1131  removed  this  buildup  and  agreed  with  MC
calculations  within  0.7%.  EBT2,  MOSkin,  and  AAA  were  all  within  2%  of  MC  calculations.  At  the  secondary  buildup,  AXB1102
underpredicted the dose by over 10%, EBT2 measurements agreed with MC within 3.6%, and all other techniques were within 2%–3% of
MC.  Beyond  0.2  cm  from  the  air/water  interface,  the  PDDs  from  both  versions  of  AXB  agreed  with  MC  calculations  within  1%.  The
average dose differences, %ΔAXB­MC, in this region were 0.3% and 0.7% for AXB1131 and AXB1102, respectively.
For 18 MV photon energy, AXB1131, AXB1102, and AAA overpredicted MC dose  in  the  first  centimeter of  the buildup  region by up  to














For  the 6 MV beam, all calculations and measurements were  in good agreement, except AAA, which  failed  to predict  the back scatter
from the high­density heterogeneity and underestimated the dose by 25.5% compared to MC, in front of the steel/water interface. Notice
in the voxel adjacent to the water/steel interface, differences of up to −15.9% and −17.3% were observed for AXB1131 and AXB1102,
























calculations  and measurements  were  in  agreement  within  3%.  All  TPS  algorithms  were  in  agreement  with  MC  within  2%.  Maximum
differences  of  2.5%  between  EBT2  measurements  and  MC  were  observed  in  both  lung–water  secondary  buildup  regions.  MOSkin
measurements  in  these  regions were up  to 2.9%  lower  than MC, with  the greatest  differences being  right  at  the  interface. Given MC
statistical  uncertainty  of  1%  and  experimental  uncertainties  of  over  1.5%  (±  1.5%  for  EBT2  and  ±  2.5%  for  MOSkin),  MC  and
measurements agreed within their combined uncertainties. Lower values of MOSkin directly on secondary buildup interfaces (interface 2
and 4) are partially due to much higher spatial resolution of the MOSkin (sensitive volume thickness is less than 1 micron and close to the














3.2%, and 2.8%,  respectively.  In  the second  lung slab, both AXB versions were within 2% from MC, whereas AAA overestimated MC
dose by 3%. At the second  lung–water  interface, agreement between all dosimetric  techniques, except AXB1102, was within  less than
2%. AXB1102 showed a discrepancy of −2.8% within the first half­centimeter of the secondary buildup.
Tables 1 and 2 show a summary of relative doses measured by EBT2 and MOSkin near interfaces. In general, differences between the
two dosimeters were within ± 4%, except at  the water–steel  interfaces  in 18 MV beam, where difference of −4.6% and −7.1% were








of Acuros XB)  calculations,  have been used  to measure  and  calculate  dose profiles  in  three multilayer  heterogeneous phantoms with
water/air, water/lung, and water/steel interfaces. This combination of experimental and calculation dosimetry techniques has been used
for the first time to evaluate the dose near these  interfaces. The study assessed the dose from different dosimeters  in nonequilibrium




In  this  paper,  we  found  that  at  water/air  and  air/water  interfaces  MC  and  AXB1131  calculations  were  closer  to  experimental
measurements  (EBT2  and  MOSkin)  than  AAA  and  AXB102  for  both  energies.  For  both  energies,  maximum  differences  between  all













close  to  the  steel  insert.  Lloyd  and  Ansbacher(20)  did  similar  work  using  AXB  (11.0.02),  but  did  not  provide  film  measurement
before/after the high­density insert of the 6 MV beam. Another study by Ojala et al.(21) that involved comparison of AXB (10.0.28), MC,







Our  transverse  dose  profiles  and  PDDs  for  the  water–steel  phantom  showed  that  AAA  was  not  accurate  in  predicting  lateral  and
backscatter  radiation  from high­density  heterogeneities.  This  is  comparable  to  the  findings  by  Lloyd  and Ansbacher(20)  where  similar
underestimation  of  calculated  dose  by  AAA  was  observed  near  (steel/water)  interface.  AXB  (1131  and  1102),  on  the  other  hand,




voxels  directly  adjacent  to  the  interfaces  (−6.8%  to −17.3%).  This  could  be  attributed  to  the  Eclipse  built­in  intravoxel  interpolation
feature and phantom voxelization. Interpolated points within voxels bordering different materials provide inaccurate “interpolated” dose.
Vassiliev et al.(64) compared calculated dose distribution from Acuros XB and MC on a point­to­point basis, making sure that the matrices
coincide  in  the spatial domain.  In  this  study, we are  interested  to  test AXB and AAA within  the TPS package, using  tools available  to
evaluate and compare dose profiles.
Our results showed that EBT2 and MOSkin measurements were in good agreement with MC calculations at the water/steel interfaces for
both  sets of  energy. Maximum difference of ~ 4.8% between experimental measurement and MC can be  seen within 0.2  cm of both










AAA  calculations  differed  from MC  by  up  to  6.8% within  the  lung  for  the  18 MV  beam.  Such  large  differences  of  AAA,  compared  to
benchmark, were also  reported  in previous  studies. Han et  al.(12)  reported 17.6% as maximum  relative difference between AAA and
EGSnrc when  using  a  2.5 ×  2.5  cm2  18 MV  field  in  lung­slab  of  a multilayer  slab  phantom  (tissue­bone­lung­tissue).  Bush  et  al.(10)
reported that AAA underestimated BEAM/DOSXYZnrc by 8% within lung (0.24 g cm−1) using 18 MV 4 × 4 cm2 beam incident on water­
lung­water phantom. Ding et al.(25) reported a 6.0% difference between MC and AAA in lung using a 3 × 3 cm2, 10 MV single beam. The
variations  in  differences  between  our  findings  and  the  aforementioned  studies  originate  from  the  different  lung  density  (0.3  g/cm3),
phantom structure, and beam configuration used in our study.
For the 6 MV, MOSkin measurements were up to 2.3% lower than MC at the upper water–lung interface (interface 2) and 2.9% lower at












air  gap  and  the  steel  insert  within  the  buildup  region  of  the  18 MV  beam  introduced  extra  dosimetric  challenge,  resulting  in  greater
differences at 0.2–1 cm depth.
The  latest  version  of  AXB  (11.0.31)  showed  improved  agreement  with  MC  and  measurements  compared  to  the  previous  version
(11.0.02).  Maximum  differences  between  TP  algorithms  and  MC  were  found  near  air/steel  air/water  interfaces.  Differences  between
phantom voxelization methods used by AXB (Eclipse) and MC calculations highlighted the discrepancies near interfaces. While phantoms
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