Abstract
Introduction
The design of tools for content-based video browsing and retrieval has a direct impact in digital libraries, amateur and professional content generation, and media delivery applications. The first step in this direction has been the automatic extraction of video structure (summaries) from individual video clips. Summaries typically consist of a set of representative frames at different levels of a hierarchy (shots, scenes), which allow for browsing functions, limited to the image level [21] , [17] . However, objects often constitute the desired level of access to a video database. In this view, the generation of links between video segments that contain objects of interest constitutes a valuable feature that complements the video summary representation [1] , [15] . One problem of summaries is that the number of representative images in a real video can be quite large, thus complicating their usage. The capability of jumping backwards and forward in time to browse video based on user-defined objects provides more focused interaction.
Schemes for video object linking have been recently proposed [1] , [12] , [15] . Moving object links are generated in [1] . The work in [15] does so for depth-layered regions in stereo video. In [12] , face detection was used [16] to generate face links. However, real objects are not motion-consistent, and object segmentation continues to be an unsolved problem, in spite of progress.
In this paper, we propose to create video object links based on three steps: video structuring, object definition, and stochastic object localization in the video structure. Localizing objects is a fundamental problem in computer vision [19] , [16] , [13] , [2] . In brief, given a discriminative object representation, localization is a search problem in a configuration space, clearly demanding if the latter is large or continuous [16] , [2] . A distinct feature of object localization for video linking is the need to define objects on-the-fly in order to make it truly interactive, which imposes constraints on learning and inference schemes. We formulate the solution using a Metric Mixture model [20] , which allows for the joint probabilistic modeling of exemplars and their geometric transformations in a space that has no vector structure. The probabilistic formulation is appealing as uncertainty is dealt with in a principled basis. Exemplars are object representations that can be readily extracted from raw data; in our case, they correspond to color image templates that represent an object of interest. After defining the configuration space, we address object localization by random sampling from a prior distribution, [13] , [18] . Candidate configurations are drawn using importance sampling [9] , [11] , which guides the search towards regions of the configuration space likely to contain the true configuration, thus avoiding exhaustive processing, and evaluated using Bayes' rule. To this purpose, we define an importance function based on parametric and non-parametric object color models. We illustrate the good performance of our approach on a database of objects extracted from home videos.
The paper is organized as follows. Section 2 describes the structuring method. Section 3 presents the localization algorithm. Section 4 describes the video link generation. Section 5 presents results and discussion. Section 6 provides some final remarks.
where is a binary variable that indicates whether the pair of segments correspond to the same scene or not, × denotes features extracted from a pair of segments, Á denotes some knowledge about the world, Ô´× Á µ are the class-conditional pdfs of the observed features, and ÈÖ´ Á µ is the prior of . A pair of segments will be merged only when Ä ½, and the procedure will iterate until Ä ½ for every pair of clusters. The algorithm generalizes previous time-constrained clustering algorithms [21] . The class-conditional distributions are represented by Gaussian mixture models (GMMs) of inter-segment visual similarity, temporal adjacency and duration. Visual similarity features are extracted from a set of representative frames, which are in turn extracted from each of the subshots (the latter approximately correspond to individual scene appearances). While the number of frames depends on shot appearance variation, the summary maintains a manageable number for object localization. A hidden set of frames is available for further search if necessary. Users specify objects of interest directly on the representative frames by drawing a bounding box around them ( Fig. 1(a) ). The process can be repeated in other frames where the object appears, to create a small set of color image templates, called exemplars in the following.
Object Localization in Metric Spaces
In pattern theory terms [10] , an observed image Þ ¾ can be approximated as a template Ü ¾ on which a continuous geometric transformation Ø ¾ Ì has been applied, Þ ØÜ. If the discrete set represents an object model, ¢ Ì describes the object and its possible transformations. The representation is attractive: while Ì can model global motion, can represent complex variations of shape, appearance, pose, and noise.
A probabilistic formalization of this approach was developed in [5] , and generalized in [20] for non-vector exemplars [8] . Exemplars are convenient low-level object representations (color or edge image templates) because they can be extracted relatively easily from images, and then used to define object models, without resorting to elaborate intermediate representations. However, basic operations for probabilistic modeling, like averaging, are not defined in a space that has no vector structure [14] . For object tracking, the work in [20] described in a principled way how probabilistic mixture models can be defined and learned from exemplars in a metric space 1 . The core concepts are the use of exemplars as "centers" of a mixture model, and the definition of metrics (or distance functions) that are good to compare exemplars in the space in which they live, thus overcoming models that disregard statistical correlation between pixels [5] .
We propose to use a similar formulation for object localization. In our case, consists of the set of user-defined color image templates Ü that model object appearance, Ü ½ Ã , 1 A metric space consists of a set Ê and a real-valued function called
´Ö × µ ´× Öµ, and (4) ´Ö × µ ´Ö Õ µ · ´Õ ×µ, Ö × Õ ¾ Ê [14] . A distance function satisfies only conditions 1 and 2. It was shown in [20] that the theory applies to distance functions as well.
equipped with a distance function . Additionally, the transformation space Ì is defined as a subspace of the euclidean transformations that models translation and scaling, which is useful to locate targets. Elements of the exemplar-transformation space will be denoted by the pair ´ Øµ.
Formulation of the localization problem
In similar fashion to [13] , [18] , we formulate object localization using Bayesian theory and stochastic simulation. Given a prior distribution on the possible object configurations Ô´ µ, an observed image Þ, and an observation likelihood Ô´Þ µ, the posterior is expressed by Bayes' rule as Ô´ Þµ » Ô´Þ µÔ´ µ (2) A probabilistic generative model for this formulation, assuming independence between Ø and , is shown in Fig. 1 [5] , [20] , and has a simple interpretation: an observed image Þ is the result of a process in which a transformation Ø and an exemplar index are independently chosen with probability Ô´Øµ and Ô´ µ, respectively, followed by drawing an exemplar from Ô´ Ü µ (that in general could model a noise process in exemplar space before transformations). The image Þ is then drawn from Ô´Þ Ü Ø µ. In the simplest formulation, Ô´ Ü µ AE´ Ü Ü µ, where AE´ Ü Ü µ denotes a Dirac delta located at Ü , so Ô´Þ Ü Ø µ Ô´Þ Øµ. There are well-known Monte Carlo discrete representations for distributions, discussed elsewhere [4] . In brief, a distribution can be approximated by a set of weighted samples or particles,
where ´ µ and ´ µ denote the i-th sample and its weight, respectively, and the weights are given by where the Dirac delta is located at ´ µ . From the above equation, statistics on can be estimated. In a vector space [13] , [18] , moments of the posterior can be readily computed [4] ,
In contrast, averages are not defined in a space that has no vector structure. However, peaks in the posterior still provide evidence of object location. Therefore, our approach for localization 3URFHHGLQJV RI WKH :RUNVKRS RQ 0RWLRQ DQG 9LGHR &RPSXWLQJ 027,21 ¶ ,((( draws a set of random proposals Ë from the prior Ô´ µ, evaluates the observation likelihood at each proposal (extracting image measurements, and indeed quantifying discrepancy between the prior and the true posterior distribution), and chooses the configuration that maximizes the posterior in the sample set,
With this formulation, the distributions and a decision rule to decide whether the object is present have to be specified.
Modeling the observation likelihood
This distribution is modeled by a metric exponential [20] , Ô´Þ µ Ô´Þ Øµ » ½ ´Þ Ø Ü µ (4) where Ø Ü corresponds to a transformed exemplar, is a normalization constant, and is a parameter that has to be estimated from data. As Ø and are independent, the likelihood on transformations is a mixture of metric exponentials, Ô´Þ Øµ whose centers are the transformed exemplars Ø Ü , and whose weights are given by the exemplar prior Ô´ µ [20] . We further assume a quadratic form as a reasonable noise model, when is the distance function based on the Bhattacharyya coefficient [3] . Such function has proven to be useful to compare object and target color distributions 2 . In that case, the exponential parameter and the normalization constant can be approximated by ½ ¾ ¾ and » , where is a "variance" parameter 3 that measures the spread of the metric exponential "around" its center, and is a measure of the "effective" dimensionality of the unknown exemplar space. The chosen distance function is defined by
where ´Ø Ü µ denotes a 4-D normalized histogram of the transformed exemplar that includes 3-band color plus the relative position of each pixel in the template as components, and ´Þµ denotes the observed 4-D image histogram computed over the support of Ø Ü . The relative position component models basic spatial structure. Additionally, the Bhattacharyya coefficient is defined by Ì È´ ´Þµ ´Ø Ü µµ ½ ¾ , the sum running over all bins in the histogram. Except for quantization effects, the normalized histogram is translation-and scale-invariant [19] , unlike other representations, like coocurrence histograms [2] , which are not scaleinvariant, and therefore allows us to approximate ´Ø Ü µ by ´ Ü µ in the distance function computation. The relative position component used to model spatial structure consists of three bins, dividing the template in three vertical subblocks of identical size.
Parameters can be estimated as described in [20] . Given a set of user-defined exemplars, and a training set of (additional) color object templates ÞÚ , each of the latter is first assigned to one 2 Ì is a true metric in functional space, but not in exemplar space. 3 A true variance for certain distance functions [20] . For tracking purposes, exemplars were clustered to reduce the model complexity of the observation likelihood, and parameters were estimated from hundreds of examples [20] . However, for video object linking, users usually specify one or a handful of exemplars, so it is not possible to perform on-line clustering and estimation from such amount of data. Instead, we have estimated the parameters for several objects on training videos, and used the same parameters for all new cases (see Section 5). Additionally, each of the user-specified exemplars is treated as a center in the Metric Mixture. More satisfactory solutions are under study.
Importance sampling from the prior
The prior distribution Ô´ µ encodes the knowledge about object location. As stated before, exemplar indices and geometric transformations are assumed to be independent, so Ô´ µ Ô´ Øµ Ô´ µÔ´Øµ. The most general assumption is a uniform distribution Ù´¡µ on both exemplar index and geometric transformations (in the latter case, over a closed interval). However, knowledge about possible locations at each representative frame can be extracted using object features, like color or texture, and could be useful to guide the random search. This is properly modeled through the use of importance sampling [9] , [11] , a well-known method to improve the efficiency of simulation methods, and useful when such additional knowledge can be expressed by a (normalized) importance function ´ µ that emphasizes the most "informative" regions of the configuration space. The technique first draws random samples ´ µ from ´ µ rather than from Ô´ µ, which concentrates particles in better proposal regions, and then introduces a correction mechanism in order to keep the particle set as a faithful representation of the original distribution. Such correction takes the form of an importance ratio factor defined by Ô´ ´ µ µ ´ ´ µ µ, and applied on the particle weights ´ µ [11] , [4] . In our work, we keep the assumption of uniformity on exemplars, Ô´ µ Ù´ µ, and use importance sampling to draw samples from the transformation distribution Ô´Øµ.
Constructing the importance function
We use a parameteric color model of each exemplar to generate candidate configurations in each of the representative frames in which the object is searched for. Let Ý represent an observed color vector for a given pixel. Given a single foreground object, the distribution of Ý is a mixture, Ô´Ý ¢µ È ¾ Ô´Ç µÔ´Ý Ç µ where and stand for foreground and background, Ô´Ç µ is the prior probability of pixel of color Ý of belonging to object Ç , and Ô´Ý Ç µ is the conditional pdf of observations given object Ç , represented by a GMM.
In absence of prior knowledge (Ô´Ç µ Ô´Ç µ), the optimal classification into foreground/background is obtained by comparing the likelihood ratio Ô´Ý Ç µ Ô´Ý Ç µ to 1. Color models are on-line estimated for each exemplar using the Expectation-Maximization (EM) algorithm [9] . Then, for each searched image, a binary image Á is built based on pixel classification, followed by morphological processing, in order to generate blobs whose colors match the object model. As the background color distribution is likely to change from shot to shot (possibly rendering low values for Ô´Ý Ç µ) probabilities are thresholded to ensure that the generated blobs truly correspond to object colors. Finally, a blob image is obtained by computing the maximum of the binary images obtained for each exemplar, Á Ã ½ Á . An example is shown in Fig. 2 , for one exemplar. Recall that the transformation space Ì has been chosen as a subset of the euclidean transformations, allowing for translatioń Óµ and scaling´×µ, so any Ø ¾ Ì can be denoted by Ø Ó ×µ.
Assuming independence and a uniform distribution for the scaling parameter, the importance function is ´Øµ ´Ó ×µ ´ÓµÙ´×µ.
To specify a functional form for the translation parameters ´Óµ, we use the binary image Á . We define ´Óµ as a GMM [11] , ´Óµ ´Ó ¨µ ½ Ô´ µÔ´Ó µ
where denotes each of the connected components of Á . The parameters correspond to the mean and 2-D covariance matrix of the pixels in each component. Furthermore, the prior distribution Ô´ µ, which defines the relative contribution of each blob to the mixture, is determined from two features: the blob size, and its maximum color similarity (i.e. the minimum distance Ì) to the exemplars that define the object model, Ô´ µ ¾ × Þ ÓÐÓÖ Ô´Û µÔ´ Û µ (8) The distributions Ô´ Û× Þ µ and Ô´ Û ÓÐÓÖ µ are directly estimated from data. Finally, the prior Ô´Û µ is assumed uniform.
Random sampling will draw more configurations from large blobs whose color distribution better matches the object (Fig. 2(c) ).
Object detection/absence
The described method outputs both the geometric transformation and the exemplar that best match the object model for each representative frame. Object absence is decided based on thresholding of the particle weights. The threshold is empirically determined from a set of positive and negative examples [16] . object are highlighted, as shown in Fig. 5 . Alternatively, video object links could be required only at higher levels of the hierarchy (shot, cluster). In that case, the algorithm is applied until it detects an object, and then moves to the next shot or cluster.
Video link generation

Results and discussion
Performance evaluation of user-defined object localization algorithms in videos poses several issues to consider. The problem is different from traditional object localization, as there is no strong prior knowledge of the target objects (as opposed to the "face/car" typical scenario [16] ), and as stated before, we cannot expect to have a large amount of training data for each object. Additionally, objects have different degrees of complexity and variability. Furthermore, while raw video represents a potentially enormous amount of test data (as an object of interest might be present in thousands of adjacent frames), the number of object instances in a video summary will be small in general. Finally, the number and features of the chosen exemplars could affect performance.
Based on these factors, we constructed an initial dataset consisting of ten colored objects extracted from six 20-minute videos from a real home video database [6] . All videos were filmed with hand-held cameras, and depict typical scenes (outdoor, indoor, children playing, family and school parties) with different quality. Each of the objects appeared in a variable number of shots, with changes of pose, scale, illumination, and partial occlusion. On one hand, we manually extracted video segments that depict each of the objects, and then sample uniformly from each set of segments to generate 100 frames per object. Some of them are shown in Fig. 3 . Additionally, we extracted 40 extra frames for three of the ten objects, and labeled them manually for training purposes. On the other hand, we generate a random sample of 500 images extracted from ten 20-minute videos that do not contain any of the objects. The image test set thus consists of 120 training images, and 1500 test images. Finally, we use several excerpts of the original video clips to run the localization algorithm on all of their frames (in this case, we did not measure performance).
The results presented here correspond to the one-exemplar casé Ã ½ µ . Performance with multiple exemplars is reported in an extended document [7] . The RGB space is used for computation of normalized histograms ( ¢ ¢ bins) and parametric models. Table 1 shows the estimated parameters for the metric mixture model, for each of the three objects for which training images were available, and for all the distance measurements combined as if they had come from the same object. We observe that the variation in the parameters is quite significant due not only to the small training set but also to object variation: less appearance changes (as captured by the distance function) tends to generate sharper observation likelihoods. The parameters in the last row of Table 1 Table 1 . Parameters for metric exponential model.
After framing localization as a retrieval problem, results were evaluated by computing precision as a function of recall. Precision is the number of retrieved images that contain the queried object ("true-object" images) relative to the total number of retrieved images. Recall is the number of retrieved "true-object" images relative to the total number of "true-object" images in the database. Results are presented in Fig. 4 , for a fixed value of 300 random samples drawn from the prior, and a range for the scale parameter of [0. 5, 2] . Good values for recall (79%) and precision (82.5%) were obtained for the entire database, averaging over all objects. The results are not surprising given the fact that the objects in the database have distinct colors, but suggest the performance of the method in locating objects across shots, when the object model is discriminative enough such that appearance variations can be handled by the color representation, even with changes of background (a situation not so uncommon in children videos). Some localization results are shown in Fig. 3(a-h) . For comparison, Fig. 3(i) shows the best ten results obtained with exhaustive search, with translation quantized by a factor of 4 in each direction, and scaling quantized to 10 levels (13200 configurations). The results of running the localization algorithm on excerpts of video sequences can be found at ÛÛÛ Ô Ø . The computational complexity is dependent on object size. After color model estimation, it takes approx. 0.5 s. to process 300 samples per QSIF image, on a Pentium III, 600 MHz PC. This figure could be significantly improved by code optimization and multi-resolution processing. As a byproduct, the method could be used to initialize an stochastic tracker [11] for further video analysis inside each shot.
While the obtained results are encouraging, the algorithm is limited by two factors: the discrimination that can be obtained with color histograms, and the quality of the importance function. On one hand, the observation likelihoods generated for color templates represented by histograms object tend to be broad. The introduction of spatial structure improves the results compared to color-only histograms, but still generates likelihoods that can be unspecific. Two objects with similar color/spatial distribution are indistinguishable. On the other hand, an importance function that filters out most of the scene while retaining the approximate object position is required for the sampling mechanism to succeed. The algorithm will fail whenever such function cannot be generated. . In all cases, the unique exemplar is specified in the first frame; (b) exhaustive search. 
Conclusion and future work
We presented a methodology to create video object links based on video structuring and a probabilistic formulation of object localization, a process of random search in a configuration space of exemplars and geometric transformations that considerably reduces computational complexity compared to exhaustive search, while keeping good localization features. Results of good quality for object video browsing in real videos have been obtained, but there is room for improvement. Several issues are currently under analysis, including the use of illumination-invariant color models, a better modeling of spatial structure, and the definition of a decision mechanism based on probability models of positive and negative detections. Finally, devising mechanisms for parameter estimation in the metric mixture model requires further study. Figure 5 . Video tree structure and object links. The root node corresponds to the video sequence, the middle nodes to the scenes, the leaf columns represent the shots, and individual leaves are frames extracted from subshots. Frames where the object has been located are highlighted.
