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Abstract
We study the nonlinear boundary value problem
u(2m) = f (t, u,u′, . . . , u(2m−2)), t ∈ (0,1),
u(2i)(0) = u(2i)(1) = 0, i = 0, . . . ,m − 1.
The existence of symmetric positive solutions of the above problem is discussed. Sufficient conditions are
obtained for the problem to have one, any finite number, and a countably infinite number of such solutions.
Our results extend some recent work in the literature on boundary value problems of ordinary differential
equations. We illustrate our results by two examples, none of which can be handled using the existing
results.
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Consider the boundary value problem (BVP) consisting of the equation
u(2m) = f (t, u,u′, . . . , u(2m−2)), t ∈ (0,1), (1.1)
and the boundary condition (BC)
u(2i)(0) = u(2i)(1) = 0, i = 0, . . . ,m − 1, (1.2)
where m 1 is an integer, f : [0,1] × Dm → R is continuous with
Dm =
⎧⎪⎪⎨
⎪⎪⎩
R
+ × R × R− × R × R+ × · · · × R−︸ ︷︷ ︸
4k−1
, if m = 2k,
R
+ × R × R− × R × R+ × · · · × R+︸ ︷︷ ︸
4k−3
, if m = 2k − 1,
R
+ = [0,∞) and R− = (−∞,0]. Note that f is a function of u(t) and its derivatives u(i)(t) for
i = 1, . . . ,2m − 2, but is independent of u(2m−1)(t). If a function u : [0,1] → R is continuous
and satisfies that u(t) = u(1 − t) for t ∈ [0,1], then we say that u(t) is symmetric on [0,1]. By a
symmetric positive solution of BVP (1.1), (1.2), we mean a symmetric function u ∈ C(2m)[0,1]
such that (−1)iu(2i)(t) > 0 for t ∈ (0,1) and i = 0, . . . ,m − 1, and u(t) satisfies Eq. (1.1) and
BC (1.2).
BVPs in the general form (1.1), (1.2) have many applications to physical, biological, and
chemical phenomena, see, for example, [11,25]. They are also interesting from theoretical per-
spectives. There is much current attention focused on positive solutions of BVPs of ordinary
differential equations. We refer the reader to [2,4–9,12–15,17–21,24,26] for work on this subject.
Additional results and extensive bibliographies can be found in the monographs by Agarwal [1]
and Agarwal, O’Regan, and Wong [3].
The BVP consisting of the equation
u(2m) = f (u), t ∈ (0,1),
and BC (1.2) has been studied in [4,5,13,18]. In particular, Henderson and Thompson [18] used
the fixed point theorem of Leggett and Williams [23] to obtain conditions for the existence of
three symmetric positive solutions; Baxley and Haywood [5] considered the case when m = 1
and used a shooting method to extend their results to any finite number of symmetric positive
solutions; Graef, Qian, and Yang [13] applied Krasnosel’skii’s fixed point theorem [22] to derive
conditions for the existence of any finite number of symmetric positive solutions. Using the same
approach, Davis, Erbe, and Henderson [8] considered a more general BVP and also obtained con-
ditions for the existence of an arbitrary number of symmetric positive solutions. We remark that
fixed point theorems on cones such as those by Krasnosel’skii and by Leggett and Williams have
been employed widely in recent years to show the existence of positive and multiple positive so-
lutions; see, for example, [12,14,15,17,21,24] and [4,7,9,26] for applications of Krasnosel’skii’s
and Leggett–Williams’ fixed point theorems, respectively.
Boundary value problems with the equations depending on the derivatives of the unknown
functions have recently been investigated, and we refer the reader to [7,9,20,24,26] and references
therein. More specifically, Davis, Eloe, and Henderson [7] and Davis, Henderson, and Wong [9]
studied the BVP consisting of the equation
u(2m) = f (u,u′′, u(4), . . . , u(2m−2)), t ∈ (0,1), (1.3)
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Zhang and Liu [26] extended the results in [7,9] to the more general BVP (1.1), (1.2). However,
most-known results in the literature on the existence of solutions of BVPs require that the func-
tions f in the equations have a fixed sign on associated domains. Recently, Ma and Ge [24] have
studied the BVP (1.3), (1.2) with m = 2 for the case that f may change sign in some way. They
obtained extensions of the results in [13] to this fourth-order case.
In this paper, we study the existence of multiple symmetric positive solutions of BVP (1.1),
(1.2) for the case that f is a function of u(i)(t) for i = 0, . . . ,2m − 2, and f may change sign.
In our proofs, by developing a technique in [7,9] for BVP (1.3), (1.2) and finding the relations
between the odd and even-order derivatives of the solutions, we transform our problem to an
equivalent second-order problem. We show that BVP (1.1), (1.2) may have an arbitrary number
or even a countably infinite number of symmetric positive solutions under suitable conditions.
Our work provides extensions to many results such as those in [4,5,7,9,13,14,18,24,26].
This paper is organized as follows. After this introduction, in Section 2, we state the main
results and give two examples to illustrate the significance of the results. Some technical lemmas
and preliminary results are presented in Section 3, and the proofs of the main results are given in
Section 4.
2. Main results
Throughout this paper, we assume the following:
(H1) there exists ρ  0 such that for (t, u0, u1, . . . , u2m−2) ∈ (0,1) × Dm,
(−1)m[f (t, u0, u1, . . . , u2m−2) − ρ2u2m−2] 0;
(H2) for (t, u0, u1, . . . , u2m−2) ∈ (0,1) × Dm,
f (1 − t, u0, u1, . . . , u2m−2) = f (t, u0, u1, . . . , u2m−2);
(H3) for (t, u0, u1, . . . , u2m−2) ∈ (0,1) × Dm, f (t, u0, u1, . . . , u2m−2) is even in u2i+1 for all
i = 0, . . . ,m − 2, i.e.,
f
(
t, (−1)0u0, (−1)1u1, . . . , (−1)2m−2u2m−2
)= f (t, u0, . . . , u2m−2).
Let J (t, s) be the Green’s function for the BVP
u′′(t) − ρ2u(t) = 0 on (0,1), u(0) = u(1) = 0.
Then it is well known that
J (t, s) =
{
G(t, s), if ρ = 0,
H(t, s), if ρ = 0, (2.1)
where
G(t, s) =
{
t (s − 1), 0 t  s  1,
s(t − 1), 0 s  t  1, (2.2)
and
H(t, s) = − 1
{
sinh(ρt) sinh(ρ(1 − s)), 0 t  s  1,
sinh(ρs) sinh(ρ(1 − t)), 0 s  t  1. (2.3)ρ sinhρ
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For convenience, we let
M =
( 1∫
0
∣∣J (s, s)∣∣ds
)−1
(2.5)
and for y ∈ (0,1/2) let
N(y) =
( 1−y∫
y
J (1/2, s) ds
)−1
. (2.6)
For x ∈ (0,∞) and y ∈ (0,1/2), we define the functions ai(x), bi(x), and ci(x, y) by
ai(x) = (−1)i x8m−1−i , i = 0, . . . ,m − 1, (2.7)
bi(x) = x2 · 8m−2−i , i = 0, . . . ,m − 2, (2.8)
and
ci(x, y) = (−1)i x(2y)
α
coshρ
ym−1−i (1/2 − y)m−1−i , i = 0, . . . ,m − 1, (2.9)
where
α = 1 +
√
1 + 4ρ2
2
. (2.10)
Note that for x ∈ (0,∞) and y ∈ (0,1/2), we have that |ci(x, y)| |ai(x)| for i = 0, . . . ,m− 1.
We define the sets S1i (x), S
2
i (x), S
3
i (x, y), and the Cartesian products P1(x) and P2(x, y) by
S1i (x) =
{ [0, ai(x)], if i = 2k,
[ai(x),0], if i = 2k − 1, i = 0, . . . ,m − 1,
S2i (x) =
[−bi(x), bi(x)], i = 0, . . . ,m − 2,
S3i (x, y) =
{ [ci(x, y), ai(x)], if i = 2k,
[ai(x), ci(x, y)], if i = 2k − 1, i = 0, . . . ,m − 1,
P1(x) = S10(x) × S20(x) × S11(x) × S21(x) × S12(x) × S22(x) × · · ·
× S1m−2(x) × S2m−2(x) × S1m−1(x), (2.11)
and
P2(x, y) = S30(x, y) × S20(x) × S31(x, y) × S21(x) × S32(x, y) × S22(x) × · · ·
× S3m−2(x, y) × S2m−2(x) × S3m−1(x, y). (2.12)
Now, we state our main results. In the following theorems, we denote u∗ = maxt∈[0,1] u(t) for
a symmetric positive solution of BVP (1.1), (1.2).
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(−1)m[f (t, u0, . . . , u2m−2) − ρ2u2m−2]Mλ on [0,1] × P1(λ), (2.13)
and
(−1)m[f (t, u0, . . . , u2m−2) − ρ2u2m−2]N(r)η on [r,1 − r] × P2(η, r). (2.14)
Then BVP (1.1), (1.2) has at least one symmetric positive solution u(t) satisfying
min{λ,η} u∗ max{λ,η} if m = 1,
and
(α + 4)min{λ,η}
16(α + 2)(α + 3)30m−2 coshρ  u
∗  1
6m−1
max{λ,η} if m 2, (2.15)
where α is defined by (2.10).
Let ai(x) and bi(x) be defined by (2.7) and (2.8), respectively. Define
g(t, x) = (−1)m[f (t, a0(x), b0(x), a1(x), b1(x), . . . , am−2(x), bm−2(x), am−1(x))
− ρ2am−1(x)
]
. (2.16)
As consequences of Theorem 2.1, we have the following corollaries.
Corollary 2.1. Let r ∈ (0,1/2) and (t, u0, u1, . . . , u2m−2) ∈ (0,1) × Dm. Assume that for each
i = 0, . . . ,m − 2, f (t, u0, u1, . . . , u2m−2) is nonincreasing in u2i+1 whenever u2i+1 ∈ R+,
lim sup
x→0+
max
t∈[0,1]
g(t, x)
x
< M, (2.17)
and
lim inf
x→∞ mint∈[r,1−r]
g(t, x)
x
>
coshρ
(2r)αrm−1(1/2 − r)m−1 N(r), (2.18)
where α is defined by (2.10). Then BVP (1.1), (1.2) has at least one symmetric positive solution.
Corollary 2.2. Let r ∈ (0,1/2) and (t, u0, u1, . . . , u2m−2) ∈ (0,1) × Dm. Assume that for each
i = 0, . . . ,m − 2, f (t, u0, u1, . . . , u2m−2) is nonincreasing in u2i+1 whenever u2i+1 ∈ R+,
lim inf
x→0+
min
t∈[r,1−r]
g(t, x)
x
>
coshρ
(2r)αrm−1(1/2 − r)m−1 N(r), (2.19)
and
lim sup
x→∞
max
t∈[0,1]
g(t, x)
x
< M, (2.20)
where α is defined by (2.10). Then BVP (1.1), (1.2) has at least one symmetric positive solution.
The theorems below are extensions of Theorem 2.1 that provide sufficient conditions for the
existence of multiple symmetric positive solutions of BVP (1.1), (1.2).
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that
0 < λ1 < η1 < λ2 < η2 < · · · < λk < ηk, (2.21)
and (2.13) and (2.14) hold for λ = λi , η = ηi , and r = ri , i = 1, . . . , k, respectively. Then BVP
(1.1), (1.2) has at least 2k − 1 symmetric positive solutions ui(t), i = 1, . . . ,2k − 1, such that if
m = 1, then
λi  u∗2i−1  ηi, i = 1, . . . , k, and ηi  u∗2i  λi+1, i = 1, . . . , k − 1,
and if m 2, then
(α + 4)λi
16(α + 2)(α + 3)30m−2 coshρ  u
∗
2i−1 
ηi
6m−1
, i = 1, . . . , k, (2.22)
and
(α + 4)ηi
16(α + 2)(α + 3)30m−2 coshρ  u
∗
2i 
λi+1
6m−1
, i = 1, . . . , k − 1, (2.23)
where α is defined by (2.10).
Theorem 2.3. Let k ∈ {1,2, . . .}. Assume there exist λi ∈ R, i = 1, . . . , k + 1, and ηi ∈ R, ri ∈
(0,1/2), i = 1, . . . , k, such that
0 < λ1 < η1 < λ2 < η2 < · · · < λk < ηk < λk+1,
and (2.13) and (2.14) hold for λ = λi , i = 1, . . . , k + 1, η = ηi , and r = ri , i = 1, . . . , k, respec-
tively. Then BVP (1.1), (1.2) has at least 2k symmetric positive solutions ui(t), i = 1, . . . ,2k,
such that if m = 1, then
λi  u∗2i−1  ηi and ηi  u∗2i  λi+1, i = 1, . . . , k,
and if m 2, then
(α + 4)λi
16(α + 2)(α + 3)30m−2 coshρ  u
∗
2i−1 
ηi
6m−1
, i = 1, . . . , k,
and
(α + 4)ηi
16(α + 2)(α + 3)30m−2 coshρ  u
∗
2i 
λi+1
6m−1
, i = 1, . . . , k,
where α is defined by (2.10).
Theorem 2.4. Assume there exist λi, ηi ∈ R, ri ∈ (0,1/2), i = 1,2, . . . , such that
0 < λ1 < η1 < λ2 < η2 < · · · < λi < ηi < · · · ,
and (2.13) and (2.14) hold for λ = λi , η = ηi , and r = ri , i = 1,2, . . . , respectively. Then BVP
(1.1), (1.2) has a countably infinite number of symmetric positive solutions ui(t), i = 1,2, . . . ,
such that if m = 1, then
λi  u∗2i−1  ηi and ηi−1  u∗2i  λi, i = 1,2, . . . ,
and if m 2, then
(α + 4)λi
m−2  u
∗
2i−1 
ηi
m−1 , i = 1,2, . . . ,16(α + 2)(α + 3)30 coshρ 6
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16(α + 2)(α + 3)30m−2 coshρ  u
∗
2i 
λi+1
6m−1
, i = 1,2, . . . ,
where α is defined by (2.10).
Corollary 2.3. Assume that all the assumptions of Theorem 2.4 hold and ui(t), i = 1,2, . . . , are
the solutions of BVP (1.1), (1.2) given in Theorem 2.4.
(i) If limi→∞ λi = limi→∞ ηi = ∞, then limi→∞ u∗i = ∞.
(ii) If limi→∞ λi = limi→∞ ηi = λ0 ∈ (0,∞), then limi→∞ u∗i = λ0.
Remark 2.1. Results parallel to Theorems 2.2–2.4 also hold for the cases where λi and ηi are
interchanged. We omit them to avoid redundancy.
Remark 2.2. Our results extend the work in the literature in the following sense:
(a) we study the general 2mth order BVPs instead of a specific even-order problem, such as the
second- or fourth-order;
(b) the function f in the equation may depend on the unknown function u(t) and all its deriv-
atives u(i)(t) for i = 1, . . . ,2m − 2. This is different from most-known results on multiple
positive solutions where f depends only on u(t) or, at most, on u(t) together with its even-
order derivatives;
(c) the condition (−1)mf  0, required in most papers dealing with positive solutions, is weak-
ened as is seen in (H1).
In the remainder of this section, we give two examples to illustrate our results. To the best of
our knowledge, no previous existence criteria can be applied to these examples.
Example 2.1. Consider the BVP consisting of the equation
u(6) = f (u,u′, u′′, u′′′, u(4)), t ∈ (0,1), (2.24)
and the BC
u(2i)(0) = u(2i)(1) = 0, i = 0,1,2, (2.25)
where
f (u0, u1, u2, u3, u4) =
(
t2 − t + 1)(−u30 − u21 + u32u43)+ 16u4 (2.26)
for (u0, u1, u2, u3, u4) ∈ D3 = R+ × R × R− × R × R+. Then BVP (2.24), (2.25) has at least
one symmetric positive solution.
In fact, let m = 3 and ρ = 4. Then it is easy to see that (H1)–(H3) hold, and for
(t, u0, u1, u2, u3, u4) ∈ (0,1) × D3, f (t, u0, u1, u2, u3, u4) is nonincreasing in u1 and u3
whenever u1, u3 ∈ R+. Clearly, (2.7) and (2.8) imply that for x ∈ (0,∞), a0(x) = x/64,
a1(x) = −x/8, a2(x) = x, b0(x) = x/16, and b1(x) = x/2. From (2.16) and (2.26), we have
that
g(t, x) = −f (t, a0(x), b0(x), a1(x), b1(x), a2(x))+ 16a2(x)
= (t2 − t + 1)( 12 x2 + 13 x3 + 1 4 x7
)
.16 64 2 · 8
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lim
x→0+
max
t∈[0,1]
g(t, x)
x
= 0 and lim
x→∞ mint∈[r,1−r]
g(t, x)
x
= ∞.
Hence, (2.17) and (2.18) hold. The conclusion then follows from Corollary 2.1. Note that, in this
example, f may change sign.
Example 2.2. Let r ∈ (0,1/2) and ρ ∈ (0,∞), α, M , and N(r) given by (2.10), (2.5), and (2.6)
with y replaced by r , respectively. Let ai(x), bi(x), and ci(x, y) be defined by (2.7)–(2.9) with
m = 2, respectively. Choose λi, ηi ∈ R, i = 1,2, . . . , such that
λ1 > 0, ηi < λi+1, a0(λi) < c0(ηi, r) < a0(λi+1), and N(r)ηi/2Mλi+1/3.
Then, from the definitions of ai(x) and ci(x, y), we see that
λi < ηi and
∣∣a1(λi)∣∣< ∣∣c1(ηi, r)∣∣, i = 1,2, . . . .
Let f0(u) be a positive, continuous, and nondecreasing function defined on R+ satisfying
f0
(
a0(λi)
)
 1
3
Mλi and f0
(
c0(ηi, r)
)
 1
2
N(r)ηi
for i = 1,2, . . . . Let f1(u) be a positive, continuous, and even function defined on R such that
f1(u) is nondecreasing for u ∈ R+ and
f1
(
b0(λi)
)
 1
3
Mλi, i = 1,2, . . . .
Let f2(u) be a continuous function defined on R− such that f2(u) − ρ2u is nonincreasing,
f2(u) − ρ2u 0,
and
f2
(
a1(λi)
)− ρ2a1(λi) 13Mλi and f2(c1(ηi, r))− ρ2c1(ηi, r) 12N(r)ηi
for i = 1,2, . . . . For (u0, u1, u2) ∈ D2 = R+ × R × R−, define
f (u0, u1, u2) = f0(u0) + f1(u1) + f2(u2).
Consider the BVP consisting of the equation
u(4) = f (u,u′, u′′), t ∈ (0,1), (2.27)
and the BC
u(2i)(0) = u(2i)(1) = 0, i = 0,1. (2.28)
Then, BVP (2.27), (2.28) has a countably infinite number of symmetric positive solutions ui(t),
i = 1,2, . . . , and limi→∞ u∗i = ∞.
In fact, from the definition of f , it is easy to see that (H1)–(H3) hold. From (2.11) and (2.12),
we see that for i = 1,2, . . . ,
P1(λi) =
[
0, a0(λi)
]× [−b0(λi), b0(λi)]× [a1(λi),0]
and
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[
c0(ηi, r), a0(ηi)
]× [−b0(ηi), b0(ηi)]× [a1(ηi), c1(ηi, r)].
Then, from the definitions of f0, f1, f2, and f , we have that for (u0, u1, u2) ∈ P1(λi),
i = 1,2, . . . ,
f (u0, u1, u2) − ρ2u2 = f0(u0) + f1(u1) +
(
f2(u2) − ρ2u2
)
 1
3
Mλi + 13Mλi +
1
3
Mλi = Mλi,
and for (u0, u1, u2) ∈ P2(ηi, r), i = 1,2, . . . ,
f (u0, u1, u2) − ρ2u2 = f0(u0) + f1(u1) +
(
f2(u2) − ρ2u2
)
 1
2
N(r)ηi + 12N(r)ηi = N(r)ηi,
i.e., (2.13) and (2.14) hold for λ = λi and η = ηi , i = 1,2, . . . , respectively. The conclusion then
follows form Theorem 2.4 and Corollary 2.3. Note that in this example, f may change sign.
Additional examples may readily be given to illustrate the other results. We leave this to the
interested reader.
3. Auxiliary lemmas
In this section, we present some lemmas and preliminary results that will be needed to prove
our main results.
Let G(t, s) be defined by (2.2). Then it is easy to see that
max
t∈[0,1]
1∫
0
∣∣G(t, s)∣∣ds = 1
8
, (3.1)
and for r ∈ (0,1/2),
min
t∈[r,1−r]
1−r∫
r
∣∣G(t, s)∣∣ds = r(1
2
− r
)
. (3.2)
Let G1(t, s) = G(t, s) and recursively define
Gj(t, s) =
1∫
0
G(t, τ )Gj−1(τ, s) dτ, j = 2, . . . ,m. (3.3)
Then for j = 1, . . . ,m and (t, s) ∈ [0,1] × [0,1],
Gj(1 − t,1 − s) = Gj(t, s), (3.4)
and Gj(t, s) is the Green’s function for the BVP
u(2j)(t) = 0, t ∈ (0,1),
u(2i)(0) = u(2i)(1) = 0, i = 0, . . . , j − 1.
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1
30j−1
t (1 − t)s(1 − s) (−1)jGj (t, s) 16j−1 s(1 − s) on [0,1] × [0,1] (3.5)
for j = 1, . . . ,m. Moreover, from (3.1)–(3.3) and by induction, we see that
max
t∈[0,1]
1∫
0
(−1)jGj (t, s) ds  18j (3.6)
and
min
t∈[r,1−r]
1−r∫
r
(−1)jGj (t, s) ds  rj
(
1
2
− r
)j
(3.7)
for j = 1, . . . ,m and r ∈ (0,1/2). Define the operators Aj ,Bj :C[0,1] → C[0,1] by
A0v(t) = v(t), Ajv(t) =
1∫
0
Gj(t, s)v(s) ds, j = 1, . . . ,m − 1,
Bjv(t) =
t∫
1/2
Aj−1v(s) ds, j = 1, . . . ,m − 1.
By the construction of Aj , it is clear that
(Ajv)
(2j)(t) = v(t), t ∈ (0,1),
(Ajv)
(2i)(0) = (Ajv)(2i)(1) = 0, i = 0, . . . , j − 1.
Consider the BVP consisting of the equation
v′′(t) = f (t,Am−1v(t),Bm−1v(t),Am−2v(t),Bm−2v(t), . . . ,
A1v(t),B1v(t), v(t)
)
, t ∈ (0,1), (3.8)
and the BC
v(0) = v(1) = 0. (3.9)
The following lemma is Lemma 2.3 in [13].
Lemma 3.1. If u ∈ C2m(0,1) and is symmetric on [0,1], then
u(2j−1)(1/2) = 0, j = 1, . . . ,m.
The next lemma reveals the relationship between symmetric solutions of BVPs (1.1), (1.2)
and (3.8), (3.9).
Lemma 3.2. If u(t) is a symmetric positive solution of BVP (1.1), (1.2), then v(t) = u(2m−2)(t)
is a symmetric solution of BVP (3.8), (3.9) satisfying (−1)m−1v(t) > 0 on (0,1). Conversely,
if v(t) is a symmetric solution of BVP (3.8), (3.9) satisfying (−1)m−1v(t) > 0 on (0,1), then
u(t) = Am−1v(t) is a symmetric positive solution of BVP (1.1), (1.2).
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u(2m−2)(t). Then (−1)m−1v(t) > 0 on (0,1), v′′(t) = u(2m)(t) on [0,1], v(0) = v(1) = 0, and
v(t) is symmetric on [0,1]. If m = 1, the conclusion is obvious. In the following, we assume
m 2. In view of BC (1.2), we have that
u(t) =
1∫
0
Gm−1(t, s)v(s) ds,
and so
u(2j)(t) =
1∫
0
Gm−j−1(t, s)v(s) ds = Am−j−1v(t), j = 0, . . . ,m − 2.
Then, by Lemma 3.1,
u(2j−1)(t) =
t∫
1/2
u(2j)(s) ds =
t∫
1/2
Am−j−1v(s) ds = Bjv(t), j = 1, . . . ,m − 1.
Hence, v(t) is a symmetric solution of BVP (3.8), (3.9) satisfying (−1)m−1v(t) > 0 on (0,1).
Now, suppose that v(t) is a symmetric solution of BVP (3.8), (3.9) satisfying (−1)m−1v(t) > 0
on (0,1). Let u(t) = Am−1v(t). Then u(2m)(t) = v′′(t) on [0,1], u(2j)(t) = Am−j−1v(t),
j = 1, . . . ,m− 1, and u(t) satisfies BC (1.2). Note from (3.5) that (−1)m−j−1Gm−j−1(t, s) > 0
on (0,1) × (0,1) and since
Am−j−1v(t) =
1∫
0
Gm−j−1(t, s)v(s) ds,
we see that (−1)ju(2j)(t) = (−1)jAm−j−1v(t) > 0 for j = 0, . . . ,m − 1 and t ∈ (0,1). From
(3.4), we have that
u(1 − t) =
1∫
0
Gm−1(1 − t, s)v(s) ds =
1∫
0
Gm−1(1 − t,1 − s)v(1 − s) ds
=
1∫
0
Gm−1(t, s)v(s) ds = u(t),
i.e., u(t) is symmetric on [0,1]. By Lemma 3.1,
u(2m−2j−1)(t) =
t∫
1/2
u(2m−2j)(s) ds =
t∫
1/2
Aj−1v(s) ds = Bjv(t),
j = 1, . . . ,m − 1.
Hence, u(t) = Am−1v(t) is a symmetric positive solution of BVP (1.1), (1.2). This completes the
proof of the lemma. 
Lemma 3.3 below is a modified version of Lemma 2.4 in [24].
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−u′′(t) + ρ2u(t) 0, t ∈ (0,1),
u(0) = u(1) = 0,
then
μ(t)u(1/2) u(t) (coshρ)u(1/2) for t ∈ [0,1], (3.10)
where
μ(t) =
{
(2t)α, t ∈ [0,1/2],
(2 − 2t)α, t ∈ [1/2,1], (3.11)
and α is given by (2.10).
Let X be the Banach space C[0,1] with the norm ‖v‖ = maxt∈[0,1] |v(t)|, v ∈ X. Define a
cone K in X by
K =
⎧⎨
⎩v ∈ X
∣∣∣∣∣∣
(−1)m−1v(t) 0 on [0,1], v(t) is symmetric on [0,1], and
μ(t)(−1)m−1v(1/2) (−1)m−1v(t) (coshρ)(−1)m−1v(1/2)
for t ∈ [0,1]
⎫⎬
⎭ , (3.12)
and an operator T :X → X by
(T v)(t) =
1∫
0
J (t, s)
[
f
(
s,Am−1v(s),Bm−1v(s),Am−2v(s),Bm−2v(s), . . . ,
A1v(s),B1v(s), v(s)
)− ρ2v(s)]ds, (3.13)
where J (t, s) is defined by (2.1). Clearly, a solution of BVP (3.8), (3.9) is equivalent to a
fixed point of the operator T . Therefore, from Lemma 3.2, BVP (1.1), (1.2) has a symmetric
positive solution u(t) if and only if T has a fixed point v that is symmetric on [0,1] and sat-
isfies (−1)m−1v(t) > 0 on (0,1). Moreover, the relationship between a solution u(t) of BVP
(1.1), (1.2) and the associated fixed point v of T is given by u(t) = Am−1v(t), or equivalently,
u(2m−2)(t) = v(t).
Lemma 3.4. The operator T maps K into K and is completely continuous.
Proof. We first show that T :K → K . For v ∈ K , using an argument similar to that used in
the second part of the proof of Lemma 3.2, we can show that (−1)jAm−j−1v(t)  0 for j =
0, . . . ,m − 1 and t ∈ [0,1]. Then, from (H1),
(−1)m[f (s,Am−1v(s),Bm−1v(s),Am−2v(s),Bm−2v(s), . . . ,A1v(s),B1v(s), v(s))
− ρ2v(s)] 0 on [0,1].
Note that J (t, s)  0 on [0,1] × [0,1], so from (3.13), we have (−1)m−1(T v)(t)  0 for t ∈
[0,1]. From (3.4) and the fact that v(t) is symmetric on [0,1], we see that Ajv(1 − t) = Ajv(t),
j = 1, . . . ,m − 1, and so
Bjv(1 − t) =
1−t∫
Aj−1v(s) ds = −
t∫
Aj−1v(1 − s) ds = −
t∫
Aj−1v(s) ds = −Bjv(t)1/2 1/2 1/2
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that (T v)(1− t) = (T v)(t) for t ∈ [0,1], i.e., (T v)(t) is symmetric on [0,1]. Moreover, from the
definition of the Green’s function J (t, s), we have that
−(−1)m−1(T v)′′(t) + ρ2(−1)m−1(T v)(t)
= (−1)m[f (s,Am−1v(s),Bm−1v(s),Am−2v(s),Bm−2v(s), . . . ,A1v(s),B1v(s), v(s))
− ρ2v(s)] 0 on [0,1],
and
(T v)(0) = (T v)(1) = 0.
Hence, from Lemma 3.3, we have that
μ(t)(−1)m−1(T v)(1/2) (−1)m−1(T v)(t) (coshρ)(−1)m−1(T v)(1/2)
for t ∈ [0,1]. Thus, T :K → K . It is a standard argument to show that T is completely continuous
and we omit it here. This completes the proof of the lemma. 
The following well-known fixed point theorem due to Krasnosel’skii can be found in [10,16,
22]; it will be used in the proofs of our results.
Lemma 3.5. Let X be a Banach space and let K ⊆ X be a cone. Assume that Ω1, Ω2 are
bounded open subsets of X with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2, and let
T :K ∩ (Ω2 \ Ω1) → K
be a completely continuous operator such that either
‖Ty‖ ‖y‖ for y ∈ K ∩ ∂Ω1 and ‖Ty‖ ‖y‖ for y ∈ K ∩ ∂Ω2,
or
‖Ty‖ ‖y‖ for y ∈ K ∩ ∂Ω1 and ‖Ty‖ ‖y‖ for y ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \ Ω1).
The following is a result on the existence of symmetric solutions of BVP (3.8), (3.9).
Lemma 3.6. Assume that the hypotheses of Theorem 2.1 hold. Then BVP (3.8), (3.9) has at least
one symmetric solution v(t) satisfying
(−1)m−1v(t) μ(t) ‖v‖
coshρ
for t ∈ [0,1], (3.14)
and
min{λ,η} ‖v‖max{λ,η},
where μ(t) is given by (3.11).
Proof. We only prove the conclusion for the case when 0 < λ < η using the first part of
Lemma 3.5. The case when 0 < η < λ can be proved similarly using the second part of Lem-
ma 3.5 and hence is omitted. Let K be defined by (3.12). For v ∈ K with ‖v‖ = λ, (3.6) yields
0 (−1)m−j−1Ajv(t) λj , j = 0, . . . ,m − 1.8
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∣∣Bjv(t)∣∣=
∣∣∣∣∣
t∫
1/2
Aj−1v(s) ds
∣∣∣∣∣ λ2 · 8j−1 , j = 1, . . . ,m − 1.
Hence, from the inequality in (2.4), (2.5), (2.13), and (3.13), we have
∣∣(T v)(t)∣∣ 1∫
0
∣∣J (s, s)∣∣(−1)m[f (s,Am−1v(s),Bm−1v(s),Am−2v(s),Bm−2v(s),
. . . ,A1v(s),B1v(s), v(s)
)− ρ2v(s)]ds
Mλ
1∫
0
∣∣J (s, s)∣∣ds = λ = ‖v‖
for t ∈ [0,1]. If we set
Ω1 =
{
v ∈ X | ‖v‖ < λ},
then
‖T v‖ ‖v‖ for v ∈ K ∩ ∂Ω1. (3.15)
For v ∈ K , from (3.12), we see that
(−1)m−1v(t) μ(t)(−1)m−1v(1/2) μ(t) ‖v‖
coshρ
,
for t ∈ [0,1], i.e., v(t) satisfies (3.14). For v ∈ K with ‖v‖ = η, (3.11) and (3.14) imply that
(−1)m−1v(t) (2r)
αη
coshρ
for t ∈ [r,1 − r].
Then, from (3.6) and (3.7), we have
(2r)αη
coshρ
rj
(
1
2
− r
)j
 (−1)m−j−1Ajv(t) η8j , j = 0, . . . ,m − 1,
for t ∈ [r,1 − r], and hence,
∣∣Bjv(t)∣∣=
∣∣∣∣∣
t∫
1/2
Aj−1v(s) ds
∣∣∣∣∣ η2 · 8j−1 , j = 1, . . . ,m − 1.
Therefore, from (2.6), (2.14) and (3.13),∣∣(T v)(1/2)∣∣

1−r∫
r
∣∣J (1/2, s)∣∣(−1)m[f (s,Am−1v(s),Bm−1v(s),Am−2v(s),Bm−2v(s),
. . . ,A1v(s),B1v(s), v(s)
)− ρ2v(s)]ds
N(r)η
1−r∫ ∣∣J (1/2, s)∣∣ds = η = ‖v‖.
r
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Ω2 =
{
v ∈ X | ‖v‖ < η},
then
‖T v‖ ‖v‖ for v ∈ K ∩ ∂Ω2. (3.16)
In view of Lemma 3.4, T :K → K is completely continuous. Hence, by (3.15), (3.16), and the
first part of Lemma 3.5, we conclude that T has at least one fixed point v ∈ K ∩ (Ω2 \ Ω1).
Clearly, v(t) is a symmetric solution of BVP (3.8), (3.9) and satisfies λ  ‖v‖  η. Since
v(t) ∈ K , v(t) satisfies (3.14). This completes the proof. 
4. Proofs of the main results
This section contains the proofs of the results in Section 2.
Proof of Theorem 2.1. Without loss of generality, we assume 0 < λ < η. By Lemma 3.6,
BVP (3.8), (3.9) has a symmetric solution v(t) satisfying (3.14) and λ  ‖v‖  η. Then from
Lemma 3.2, u(t) = Am−1v(t) is a symmetric positive solution of BVP (1.1), (1.2). Clearly, if
m = 1, then u(t) = v(t) on [0,1], so λ u∗  η. If m 2, then from (3.5) and (3.14), we have
that for t ∈ [0,1],
u(t) = Am−1v(t) =
1∫
0
Gm−1(t, s)v(s) ds
=
1∫
0
(−1)m−1Gm−1(t, s)(−1)m−1v(s) ds
 ‖v‖
6m−2
1∫
0
s(1 − s) ds  η
6m−1
and
u(t) =
1∫
0
(−1)m−1Gm−1(t, s)(−1)m−1v(s) ds
 ‖v‖
30m−2 coshρ
t (1 − t)
1∫
0
s(1 − s)μ(s) ds
= 2
α+1‖v‖
30m−2 coshρ
t (1 − t)
1/2∫
0
(1 − s)sα+1 ds
 (α + 4)λ
4(α + 2)(α + 3)30m−2 coshρ t (1 − t).
Then, (2.15) holds, and this completes the proof of the theorem. 
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max
t∈[0,1]
g(t, x)
x
M.
Then, for (t, x) ∈ [0,1] × [0, λ], g(t, x) Mx Mλ. In view of (H3) and (2.16), it is easy to
see that (2.13) holds. Let c0(x, y) be defined by (2.9). From (2.18), we see that there exists η > λ
such that for x ∈ [c0(η, r),∞),
min
t∈[r,1−r]
g(t, x)
x
 coshρ
(2r)αrm−1(1/2 − r)m−1 N(r). (4.1)
Then, for (t, x) ∈ [r,1 − r] × [c0(η, r),∞),
g(t, x) coshρc0(η, r)
(2r)αrm−1(1/2 − r)m−1 N(r) = N(r)η. (4.2)
From (H3), (2.16), and the assumption that f (t, u0, u1, . . . , u2m−2) is nonincreasing in u2i+1,
whenever u2i+1 ∈ R+, for each i = 0, . . . ,m − 2, we see that (2.14) holds. The conclusion then
follows from Theorem 2.1. 
Proof of Corollary 2.2. From (2.19) we see that there exists η > 0 such that for x ∈ [0, η],
(4.1) holds. Let c0(x, y) be defined by (2.9). Then for (t, x) ∈ [r,1 − r] × [0, η], (4.2) holds.
From (H3), (2.16), and the assumption that f (t, u0, u1, . . . , u2m−2) is nonincreasing in u2i+1,
whenever u2i+1 ∈ R+, for each i = 0, . . . ,m − 2, we see that (2.14) holds.
If g(t, x) is bounded on [0,1] × [0,∞), then there exists λ > η such that
g(t, x)Mλ for (t, x) ∈ [0,1] × [0,∞).
In view of (H3) and (2.16), we have that (2.13) holds. If g(t, x) is unbounded on [0,1]× [0,∞),
then
lim sup
x→∞
max
t∈[0,1]
g(t, x) = ∞.
Thus, there exists a sequence xk → ∞ such that for (t, x) ∈ [0,1] × [0, xk], we have
g(t, x) max
t∈[0,1]
g(t, x) max
t∈[0,1]
g(t, xk).
Note that from (2.20) there exists k0 ∈ {1,2, . . .} such that
max
t∈[0,1]
g(t, xk0)Mxk0 .
Hence, g(t, x) Mxk0 for (t, x) ∈ [0,1] × [0, xk0]. Let λ = xk0 . From (H3) and (2.16), we see
that (2.13) holds. The conclusion then follows from Theorem 2.1. 
Proof of Theorem 2.2. By Lemma 3.6, BVP (3.8), (3.9) has 2k − 1 symmetric solutions vi(t),
i = 1, . . . ,2k − 1, satisfying (3.14) where v is replaced by vi ,
λi  ‖v2i−1‖ ηi, i = 1, . . . , k, and ηi  ‖v2i‖ λi+1, i = 1, . . . , k − 1. (4.3)
For i = 1, . . . ,2k − 1 and t ∈ [0,1], let ui(t) = Am−1vi(t). Then, as in the proof of Theorem
2.1, we have that for i = 1, . . . ,2k − 1, ui(t) is a symmetric positive solution of BVP (1.1),
(1.2) and satisfies (2.22) and (2.23). From (4.3) and the fact that any positive constant is not a
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(t, s) ∈ [0,1] × [0,1], (−1)m−1G(t, s) 0, (−1)m−1vi(s) 0, and
ui(t) =
1∫
0
(−1)m−1G(t, s)(−1)m−1vi(s) ds, i = 1, . . . ,2k − 1,
so ui(t), i = 1, . . . ,2k − 1, are different solutions of BVP (1.1), (1.2). This completes the
proof. 
The proofs of Theorems 2.3 and 2.4 are similar to that of Theorem 2.2, and Corollary 2.3 is a
direct consequence of Theorem 2.4. We omit the details.
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