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Investigating the cost-implications of road traffic collision factors is an important endeavour that has a direct impact on the 
economy, transport policies, cities and nations around the world. A Bayesian network framework model was developed using real-
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1 Introduction 
 
  Road traffic collisions (RTCs) are a major global issue that 
have escalated to the point where road users are losing their 
lives on a daily basis. The high number of RTCs has negatively 
impacted the public health care facilities and their resources 
that cannot meet the demand. This remains a global concern for 
all the developing countries [1]. In 2018, the World Health 
Organization reported that an estimated 1.35 million lives were 
lost each year due to RTCs. The increase in RTCs consequently 
resulted in a high number of road injuries and fatalities that 
escalated and caused major public health issues globally. The 
World Health Organization [2] reported that nearly 20-50 
million individuals suffered serious injuries of which many 
resulted in physical disability and rehabilitation for the victims. 
Also, RTCs contribute to fatality statistics globally as the 
highest killer of road users; in all age groups [2]. Globally 
different countries have factors and complications responsible 
for RTCs from a literature perspective. Therefore, RTCs cause 
a high-cost burden to victims and; their families and have an 
economic impact on society. In many cases, victims die as a 
result of RTCs and their families may have a hard time covering 
funeral costs. In Africa, studies have reported that RTCs range 
from 0.3% to 41% rapidly increasing by day; Studies by [3, 4, 
5, 6] indicate that RTCs are a major concern when traveling on 
the African roads. 
 
   In 2019, the RTC annual cost to the economy in South Africa 
(SA) was estimated at ZAR164 billion [7]. This estimate 
indicated that road safety issues were a major concern that 
required urgent attention from different agencies and 
government entities including transport safety planners, the 
Department of Transport (DoT), hospitals and health care 
facilities, the Road Accident Fund (RAF), short-term car 
insurance companies and emergency services. RTCs on SA’s 
national roads are reported daily and are especially higher 
during public holidays [8]. The minister of transport announced 
in 2019 that the festive season and Easter holidays were the 
major contributors to RTCs in SA. These were critical times for 
the transport management authorities. Based on a statement 
released by the office of the minister of transport it was reported 
that 1789 individuals had died nationally and 1438 victims had 
sustained major injuries during the 2018/2019 festive season. 
During the 2019/2020 festive season, the reported number was 
1390 for people who had suffered major injuries and 1617 who 
had died. The decline could be due to the fact that there were 
increased visibility of and policing by traffic officers with the 
South African Police Service (SAPS) as an additional measure 
put in place to make sure road users followed the rules of the 
road.  
  The statistics for 2019/2020 means that the number of RTCs 
has decreased when compared to the previous years, which 
could be the result of intervention measures that have been put 
in place such as more human factors intervention, infrastructure 
enhancement and educating road users more about road safety. 
Simply put the measures that the authorities have put in place 
have contributed to the reduction of road injuries and fatalities 
in 2019/2020. RTC injuries and fatalities have a major negative 
impact on the victims with regard to high medical costs and 
leaving family members struggling financially, grieving, 
psychologically traumatized, in-pain and losing their 
breadwinners. 
 
  The number of RTCs in 2019/2020 is still relatively high due 
to the Gauteng Province (GP) being one of the most popular 
and populated provinces among the nine provinces, resulting in 
the increased number of RTCs as compared to the decreased 
numbers of other provinces such as KwaZulu-Natal(KZN), the 
Eastern Cape (EC) and Limpopo (LP). GP is one of the nine 
provinces in SA and significantly contributes to the overall 
gross domestic product (GDP) of the country. The Road Traffic 
Management Corporation [9] has reported that GP remains the 
 
 
province with the highest number of road traffic injuries and 
fatalities in 2017 (2398 injuries and 2800 fatalities) and 2018 
(2267 injuries and 2539 fatalities) when compared to the other 
provinces which have all shown a decline. Looking at the 
festive season numbers 2017 and 2018 injuries and fatalities 
were very high when compared with those of 2019/2020. 
  The application of computational intelligence (CI) methods is 
important to RTCs as these are technologies of the fourth 
industrial revolution (4IR) which represent a fundamental 
change in the way of doing things. The study is aligned with 
the sustainable development goals (SDGs) document which is 
a blueprint collection for UN countries to achieve a more 
sustainable way of doing things. The motivation behind this 
work is to provide different agencies such as short-term car 
insurance companies, medical aid scheme, the RAF, public 
health care, transport safety planners and emergency care 
providers with the ability to plan ahead in forecasting RTC 
costs and introducing new strategies that will benefit the 
community and reduce the number of RTCs. Furthermore, this 
approach could be tailor-made to evaluate other related 
scenarios globally. 
 
  This research has three main objectives: 1) Identify variables 
that are factors to RTCs cost-implications 2) Design a Bayesian 
network framework to assess high cost-implications due to 
RTCs, and 3) Critically evaluate the robustness of the model by 
using Sensitivity analysis method. The contribution of this 
works – as presented in this work – resides in the design of a 
BN framework for assessing uncertainties in RTCs problems. 
The framework can be adopted for different domains. 
Furthermore, beyond the BN design, this work queries the 
network by using the reasoning engine on the SamIam software 
tool. 
 
  The rest of the paper is laid out as follows: In section 2, a 
literature review is presented while methods are discussed in 
section 3. Section 4 presents the simulation results and 
conclusion about the proposed approach is covered in section 5 
of the paper. 
 
2 Literature Review 
 
  This section focuses mainly on the concepts that contribute to 
RTC cost-implications and related studies that have been 
conducted previously by using different CI methods in RTC. 
2.1 RTC Cost-Implications 
 
  The term “cost-implication” in this work refers to the 
psychological consequences of RTCs, family members 
struggling financially, the economic impact on society costs 
incurred by victims and their families when suffering a road 
traffic injury and the costs of covering funerals due to road 
traffic fatalities. The following agencies are affected negatively 
by RTCs the short-term car insurance companies, medical aid 
schemes, the RAF, public health care, Department of transport 
(Dot) and emergency care providers (EMS). The high number 
of fatalities and injuries can be contributors to the economy not 
growing as expected. Money can be attached to the pain and 
suffering endured by road users. 
2.2 The Cost-Implications of RTCs Globally 
 
   The World Health Organization [2] has estimated that the 
costs of RTCs globally amount to $518 billion costing 
countries a GDP of 1 to 2% annually. This high number affects 
the victims of RTCs, short-term car insurance companies, 
health care providers, government and other third parties while 
also causing travel delays. The top two ranking countries 
worldwide with the highest number of RTCs are Libya and 
Thailand.  Libya has the highest number of RTCs with 73.4% 
per 100000 people, followed by Thailand with 36.2% as shown 
in Fig. 1. The top two countries with the lowest number of 
RTCs are the sub-region of Micronesia with 1.9% and Sweden 
2.8% per 100000 people respectively. Countries such as South 
Korea have managed to reduce their number of RTCs by 
enforcing educational safety, reviewing license issuing 
processes, enhancing infrastructure and safety controls and 
lastly enforcing transport safety Acts and regulations [10]. This 
confirms that RTC is a global problem with a lot of 
communities losing lives on the roads. 
 
 
Fig. 1 Global statistics graph for the top 10 countries with a high number 
of RTC per 100 000 people for 2015, adopted from [2] 
2.2.1 Cost-Implications of RTCs in SOUTH AFRICA 
 
  RTCs in SA amount to one million yearly with all nine 
provinces contributing greatly. Figure 2 below shows SA 
provinces with their percentages concerning the number of 
RTCs. The figure represents the Eastern Cape (EC), Free State 
(FS), Gauteng Province (GP), KwaZulu-Natal (KZN), 
Limpopo (LP), Mpumalanga (MP), the Northern Cape (NC), 
the North West (NW) Province and the Western Cape (WC). 
Figure 2 shows RTC statistics from 2017 to 2018. This 
graphical representation reveals that GP and KZN are the major 
contributors of RTCs in SA [9]. If provinces such as the FS and 
NC have the lowest RTC number in the entire country, it means 
the other provinces can adopt methods implemented by these 
two provinces. On the other hand, these two provinces could be 
doing so well due to their small populations when compared to 
GP which is comprised of metropolitan municipalities such as 
the City of Ekurhuleni, the City of Tshwane and the City of 
Johannesburg. The Gauteng Department of Community Safety 
[11] announced that an estimated 2155 road fatalities had been 
reported and further elaborated on the fact that GP had 
contributed 80% of fatalities in the province [12]. Furthermore, 
the Department revealed that in GP seven people died due to 
RTCs during weekends. There are several reasons why this 






















country’s GDP and its vast population when compared to the 
other eight provinces. 
 
Fig. 2 Number of RTCs for 2017/2018 per province in South Africa, 
adopted from [9] 
 
2.2.2 Stakeholders Affected by RTCs in SOUTH AFRICA 
 
  The RAF as a government agency is mandated to compensate 
road users for injuries and fatalities when they have been 
involved in road traffic collisions on SA roads [13]. RAF 
payouts in 2018/2019 were estimated to be ZAR43.24 billion 
when compared to those of the previous year’s 2016/2017 with 
a payout of ZAR37.34 billion. It meant that there was a huge 
increase and more claims were registered and paid out. The 
2018/2019 statistics paint a clear picture that RTCs cost the 
government billions, involved numerous victims and the 
economy lost greatly [14]. In addition, short-term car insurance 
companies also spend more on claims because of the increasing 
number of RTCs annually. Furthermore, short-term car 
insurance companies also spend more on claims because of the 
increasing number of RTCs annually. Road users also deal with 
high monthly premiums. Additionally, medical aid costs have 
increased drastically with medical plans affecting the 
premiums and are costly to the community. 
 
2.3 Related Work in RTC 
 
  There are several research articles available in this research 
area. The work by [15-17] applied the BN to propose new 
prediction models to address the RTC problem as a cause of 
fatalities globally as shown in Table 1. Furthermore, 
performance metrics such as the ROC curve, accuracy, 
sensitivity, specificity and detection rate have been popular in 
most of the studies. In this work, BN is proposed to design a 
model that assesses cost-implications in RTCs. The approach 












EC FS GP KZN LP MP NC NW WC
SA Provinces
2017 2018
# Author/year Methods Metrics Findings Geographical area 
1 [18] Bayesian network 
(BN) and rough set 
Accuracy and Absolute 
coverage percentage error 
The application of RS-based BN’s 
best achieves high prediction 
accuracy when RS-based is not 
applied. 
USA 
2 [19] Decision Trees (DT) 
and Neural Networks 
ROC curve, confusion 
matrix and Maximum 
absolute error 
The results demonstrate that the 
application of DT outperforms k-NN. 
Nigeria 
3 [20] Decision Trees, Naïve 
Bayes (NB) and k-
nearest neighbor (k-
NN) 
ROC curve The application of ML methods 
demonstrates that k-NN perform well 
compared to other classifiers. 
Ethiopia 
4 [16] BN Accuracy, sensitivity, 
specificity, ROC, Most 
probable explanation, 
Harmonic mean of 
sensitivity and specificity 
and graph complexity 
The study used BNs for the 
classification of traffic accident data 
with seven performance metrics. The 
results obtained did not vary much 
when compared to previously 
conducted studies. 
Spain 
5 [15] BN and regression 
models 
Mean absolute percentage 
error 
When comparing BN and regression 
models, the results of the study 
revealed that they were both suitable 
for predicting road accident severity. 
China 
6 [21] Support vector 
machine (SVM) and 
Binary logistic 
regression (BLR) 
Accuracy, sensitivity and 
specificity 
The results of the study demonstrated 
that SVM obtained high accuracy and 
outperformed BLR. 
China 
7 [22] SVM, Probability 




Accuracy, Detection rate 
(DR) and False alarm rate 
(FAR) 
The comparison study results revealed 
that SVM performed better than PNN, 
but PNN performed well regarding the 
DR. 
USA 
8 [23] SVM, K-NN, BN and 
ensemble learning 
DR, FAR and Classification 
rate(CR) 
The study’s propose strategy of 
ensemble learning has achieved the 
best performance when compared to 







3   METHODS 
 
     The study was conducted using data that was obtained from 
the Gauteng Department of Community Safety and knowledge 
experts in the field of RTC. The data was then used to map out 
the BN framework using the identified RTC variables that play 
a role in high cost-implications. A BN method was identified 
for this study to design the framework. The use of BN to assess 
the financial implication problems regarding RTCs requires 
that nodes in the graph are independent from each other. The 
independence in BNs is explained in detail in sub-section 3.2. 
3.1 Framework Development 
 
   SamIam (Sensitivity Analysis, Modelling, Inference and 
More) is a well know Bayesian networks (BNs) open-source 
software tool which can be used for modeling and reasoning 
[27, 28]. The software tool is made up of two main parts: 1) 
graphical user interface (GUI) or editing models which can be 
used to design sophisticated interfaces that allow the user to 
design BN models and save them in different formats. 2) the 
reasoning engine which supports a range of computational 
functionalities such as, parameter estimation, sensitivity 
analysis, Most Probable Explanation (MPE), Maximum a 
Posteriori (MAP) and many others. In this study, MAP 
reasoning functionality was considered [29, 30, 31]. MAP is an 
estimation of given set of variables given an evidence variable 
Pr(e), 𝜃 model parameter and the observed data D computed 
using Bayes theorem where: P(𝜃 |D) posterior probability, P(𝜃) 
prior probability (knowledge) and P(D| 𝜃) likelihood in Eq. (1). 
In this paper, MAP was covered practically in section 4. 
 
                                  𝑃(𝜃|𝐷) =
𝑃(𝐷|𝜃)𝑃(𝜃)
𝑃(𝐷)
                             (1) 
 
Where MAP estimation parameter 𝜃𝑀𝐴𝑃   the formulation is 
represented in Eq. (2) and Eq. (3), with log(𝑃(𝜃)) representing 
the log prior knowledge, 𝑎𝑟𝑔𝜃max choose maximizes value 
and the sum of the likelihood log computed. 
 
                                    𝜃𝑀𝐴𝑃 = 𝑎𝑟𝑔𝜃𝑚𝑎𝑥𝑃(𝜃|𝐷)                           (2)  
 
      𝜃𝑀𝐴𝑃 = 𝑎𝑟𝑔𝜃max ((log(𝑃(𝜃)) + ∑ log (𝑓(𝐷𝑖
𝑛
𝑖=1
|𝜃)))       (3)   
   The reasoning engine functionality on SamIam supports 
several algorithms for inference in BN, for the scope of this 
paper the Shenoy-Shafer algorithm was used during the design 
of BN models. The Shenoy-Shafer algorithm is well-known for 
making calculations for conditionals for belief networks with 
joint distribution involved to handle the computations of BN. 
The algorithm in BN software tool works to run, ask questions 
and programs resourcefully. The Shenoy-Shafer algorithm was 
considered due to the fact it can run programs and queries 
resourcefully [30] [32]. Furthermore, the algorithm is capable 
of handling calculations for conditionals beliefs together with 
joint distributions that are relevant for making computations in 
the BN [33, 31]. 
    In the context of this paper, the SamIam software tool was 
used to construct the GUI for the BN models and the reasoning 
engine was utilized to perform some tuning of network 
parameters. The tuning of network parameter functionality is 
used to validate and tune the network parameters given that the 
network and an evidence variable Pr(e), as an instantiation of 
variable E in the network with events fatalities (f) and 
injuries(i) variables, the software tool can successfully identify 
some parameter alteration required to apply types of limitations 
in Eq. (4). The variables rise when the network is on run mode, 
the variables can be represented using the following ration and 
difference formulation: 
                        𝑃𝑟(𝑓|𝑒) − Pr(𝑖|𝑒) ≥ 𝜖 𝑜𝑟
𝑃𝑟 (𝑓|𝑒)
𝑃𝑟 (𝑖|𝑒)
≥ 𝜖                (4) 
 In addition, SamIam Sensitivity analysis functionality enables 
the user to define constraints to specific variables in the 
network and detects changes that are needed to satisfy the 
network. This functionality is unique when compared to other 
software tools such as Netica, Hugins among others [27] [34]. 
Sensitivity Analysis functionality is useful in designing robust 
9 [17] NB and BN, 
Resampling methods; 
Under-sample, 
Oversample and Mix 
(MS) 
Accuracy, ROC area, 
sensitivity, specificity, 
precision and F-measure 
The study proposed the use of 
resampling methods to balance data. 
The results indicated the use of 
resampling techniques enhanced the 
BN classification. 
Jordan 
10 [24] BN 
 
Accuracy, Harmonic mean 
of sensitivity and specificity, 
sensitivity, specificity and 
ROC area 
 
The authors of the study applied BN 
to reduce the number of variables in 
RTA. The BN built-in with new 
variables best performed when 
compared to the original BN method 
with the original dataset. 
Spain 
11 [25] DT and Yolo v3 AUC and Accuracy Overall results achieved were 
encouraging together with the 
proposed DT framework. 
China 
12 [26] BN and k-NN MAPE and Accuracy The study proposed a BN weighted 
and k-NN model to forecast the 
duration of traffic accidents. The 
results of the study revealed that the 
proposed method can improve the 




systems that can be of great benefit to different real-world 
problems and can allow experts and decision-makers to come 
up with informed decisions [35], covered in section 4. The 
Sensitivity Analysis of BN’s can assist in answering questions 
such as: 
1) Which parameters can be changed from the network 
to get a better change in the query? 
2) Will the network parameter change affect robustness 
of specific query results in the network? 
3) How correct are the estimated network parameters? 
 
     This paper mainly focuses in using BN to model the RTC 
framework for the user(s) to visualize the type of 
parameters/variables that are considered for the problem 
domain and further, by applying reasoning capability from the 
SamIam software tool using the MAP estimator and the 
Sensitivity analysis functionality which was later used to verify 
the models. 
 
3.2 Markov Blanket (MB) 
 
  The Markov blanket is explained as variable K6 or the target 
variable, which is conditionally independent of all other nodes 
given its parents, children and parents sharing a child or spouse 
node [36]. As shown in Fig. 3 the concept of MB (K6), the MB 
(K6) is {K3, K4, K5, K8, K9, K10} which are the MB of K6. 
Further, the variables in the MB include {K3, K4} as the 
parents, {K5, K8} as sharing parents or co-parents and finally 
{K9, K10} as the children. The remaining or unhighlighted 
variables in the network are not part of the MB (K6). For this 
study, K3 represents Fatalities variable, K4 represent the 
Injuries variable, K5 represent the Trafficstate variable, K6 
represents the Cost variable- which in the MB illustration 
represents the MB variable, K8 represents the Hospital variable, 
K10 represents the Recoveries variable. In addition, K1, K2, K7, 
K12, K11, K13 represents those variables that were not part of the 
constructed framework such as emergency medical services, 
road infrastructure, vehicle types, drivers age ranges, gender 
among others The concept has been used extensively by 
authors such as [37] to perform a feature extraction model using 
the Improved Markov Blanket (IMB) method on traffic injury 
severity datasets. In this paper, the approach has been used to 
clearly explain the variables conditional independency among 
the variables of RTC in constructing the BN framework in Fig. 
5. 
 
Fig. 3 Illustration of the Markov Blanket approach, adopted from [38] 
 
3.3 Bayesian Network 
 
    A Bayesian network (BN), also known as a belief network is 
a direct acyclic graph (DAG) with a conditional probability 
table (CPT) in each node. CPTs specify the degree of belief that 
the node will be in a particular state given the states of parent 
nodes (these are the nodes that directly affect that node). In a 
BN, an arc from two nodes Y and Z can be formally interpreted 
as that Y causes Z [39], since the nodes are connected by links 
that define the relationship between them. A BN graphical 
structure can be used to present knowledge about uncertainty 
in a domain. BN consists of n nodes, which can be viewed as 
random variables(𝑥1, 𝑥2 ⋯ 𝑥𝑛), 𝑝(𝑥𝑖|𝑃𝑥𝑖) representing the 
local conditional probability distribution where P(xi) shows a 
set of children(xi) and parents(P) variables from the Bayesian 
network. Equation (5) is a representation of the joint probability 
which is described as the point when two events happen at the 
same time for example, Y and Z nodes: 
 




BNs are often considered suitable for modeling environmental 
systems due to their ability to integrate multiple issues, 
interactions and outcomes and to investigate some tradeoffs. 
The graphical representation of models means they can contain 
a part that can be depicted as a graph [40, 41]. The important 
reasons considering BN can contribute positively to the RTC 
due to reasons that Bayesian network can handle uncertainties 
and construct BN graphical models. This means that they are 
capable of displaying relationships among different domains, 
departments and concepts. Despite the popularity of the well-
known traditional ML methods. Is believed that BN can 
perform well in this RTC problem. Reference [42] performed a 
road traffic causality analysis using BN. The authors developed 
a BN by using data surveys and statistical analysis. The study 
was able to provide valuable information on how effective 
measures should be taken to improve road traffic safety. 
Another study was done by [43] in which they employed the 
BN and conditional probability to determine dependencies in 
RTC datasets collected in 2012. The results of the research 
were compared using both methods of Goodman and Kruskal’s 
lambda coefficient for accuracy confirmation.  
  The Bayesian network classification model has grown 
extensively into different research areas such as medicine, 
document classification, image processing, data fusion, gaming 
and bioinformatics. Thus, the method was used for this study 
for the benefits of it being a graphical representation of the BN 
and secondly, its ability to use sensitivity analysis and MAP to 
be able to check the effects of changes in parameters tuning on 
the resolution when using performance strategies.  
 
3.4 Why BN in This Study? 
 
   It should be highlighted that there are a number of competing 
methods for creating reasoning models in computational 
intelligent such as the Decision trees (DT), the Support vector 
machine (SVM) and the Artificial neural network (ANN). Due 
to the size of the dataset the ANN was not a suitable candidate 
as it requires 
 
 
larger dataset to be able to perform at its best [44]. DT is 
unstable if any of the variables in the dataset is changed and it 
also struggles to handle multi labels problems [45]. The SVM 
model is not easy to read and interpret when compared to BN 
models and SVM generally has higher computational cost [46] 
[44], in comparison to BN indeed other traditional machine 
learning models. 
 
   The method was selected for this study considering the size 
of the dataset in question. In using BN for the RTC problem 
domain will be of value due to the fact that the method focuses 
more on the relationship of variables independence or 
conditional independence which was explained in detail using 
Markov Blanket method [47]. Furthermore, BN models are 
capable of handling incomplete and small dataset [48] [49]. The 
BN structure allows relations between variables as well as 
variable manipulation without negatively affecting the entire 
network structure which is suitable with RTC dataset. In 
addition, the method can be considered as a robust tool for 
reasoning, modeling and representing new knowledge [35] 
[50]. BN is capable of investigating data in domains that are 
troubled with uncertainty such RTC, to assist in handling them. 
 
3.5 Simulation Setup 
   The simulation was conducted using the BN method and the 
model was extensively optimized and evaluated using the 
maximum a posteriori (MAP) hypothesis and sensitivity 
analysis methods. Our experiments were conducted on 
Sensitivity analysis, modeling, inference and more (SamIam) 
software. The SamIam software is a comprehensive open-
source tool used for modeling and reasoning with the BN. The 
software has been developed by Prof. Adnan Darwiche at the 
University of California in Los Angeles (UCLA) by using the 
Java programming language. The software is user-friendly and 
allows users to perform drag-and-drop actions instead of 
writing short Java scripts, allowing users who are not familiar 






Fig. 4 Frameworks implementation process flow 
 
3.5.1 BN Framework Process Flow 
 
The process flow in Fig. 4 outlines how the framework was 
constructed, main stages in the process flow are the data 
preparation, parameter selection and the construction of the 
framework using the SamIam software. 
3.6 Data Collection 
 
   Data for RTCs has been obtained from the Gauteng 
Department of Community Safety (GDCS). GDCS’s main 
mandate is to improve public safety around the province by 
effectively providing excellent traffic management services, 
and educating and empowering citizens on issues of public 
transport [11]. The Department sources data from the 
government parties who are contracted to collect data directly 
from the roads of South Africa. These parties include the South 
African National Roads Agency SOC Ltd (SANRAL), Mikro’s 
Traffic Monitoring (MTM) (Pty) Ltd and the Road Traffic 
Monitoring Corporation (RTMC). The GDCS’s main focus is 
road traffic fatalities in the Gauteng Province, trying to mitigate 
these and educating road users. Knowledge experts in the RTCs 
field were consulted and they strongly suggested that some 
important variables be included in designing the cost-
implication framework. Some variables were hand-picked after 
learning the dataset. The detailed characteristic of the dataset is 
shown in Table 2. Furthermore, some of the variables 
considered to design the BN framework were hand-picked with 
 
 
the help of the RTC experts and assisted in identifying variables 
that were not part of the raw dataset. 
 
Table 2 Summary of RTC dataset for investigation 








215 8 11 22 10.23 
 
3.7 Data Pre-processing 
 
    Table 3 contains the identified variables used in constructing 
the BN framework model. These variables play a part in the 
RTC issues by directly impacting the economy and the road 
users of the GP. The Cost (C) variable in Table 2 is the target 
variable for the BN. During the process of pre-processing 
missing data was taken into consideration in the sense that 
some of the variables in Table 3 were missing from the learned 
dataset and others were not part of the constructed model.  
 
Several number of different methods can be used to handle 
missing data [52]. Data pre-processing was applied to the raw 
dataset to clean up and discard incomplete fields using missing 
value method listwise delete [53, 54]. The missing value 
method discards any missing data from the dataset, which 
results in data loss and reduction of instances. The BN in Fig. 
5 was designed together with the CPT by linking variables 
between parent and child variables in the network. The network 
CPTs were populated by analyzing the dataset that had been 
obtained for RTCs, while more data to populate the CPTs came 
from the RTC knowledge experts. In addition, some of the 
variables were common knowledge.
Table 3 Identified RTC variables 
 
 
The cost-implication framework model for RTCs in Fig. 5 has 
been designed using the Bayesian network method. The 
framework contains all variables that have been extracted from 
the GDCS dataset and knowledge experts. Based on experts 
and the prior knowledge, the Bayesian network structure is 
determined by the variable nodes. The construction of the BN 
for the cost-implication assessment model in Fig. 5 is as 
follows: 
 
Step 1: Define instance space and the set of targets 
Step 2: Supply training variables of a specific target 
function. 
Step 3: Add instances to the constructed network. 
Step 4: Connect to a selected attribute to the target node. 
Step 5: Determine the CPTs for each of the attributes. 
This work will extensively use the BN method to answer some 
queries from the populated data in the BN. To answer some 
forecasted occurrence of events using the historical dataset. 
Figure 4 was constructed using variables from the obtained 
RTC domain. Furthermore, the designed BN model is expected 
to forecast some future hidden variables which can come from 
the same distributor, then the model will be capable of 
forecasting some new variables. Once the model was 
completed the first query to pose is for the Maximum a 
posteriori (MAP). 
 
The objective of MAP is to instantiate (m) the MAP variables 
and select an evidence Pr(e) variable from the populated 
dataset [27, 28] [30].





Refers to the state in which traffic on the national roads is flowing 
High 
2 Weather (W) 
Good 




Refers to the number of individuals who have lost their lives or have died on national roads 
No 
4 Injuries (I) 
Minor Refers to the injuries that happen on national roads in which the road user (pedestrian, driver, 
passenger and cyclist) is affected Severe 
5 Hospital (H) 
Admission 






Refers to road incidents that happen on the road/freeway and result in injuries and fatalities Minor 
None 
7 Recovered (R) 
Yes Refers to the process when an individual has been involved in a RTC and  admitted to a 
hospital with  extensive injuries and he/she recovers No 
8 Rehabilitation 
(RH) 
Yes Refers to the process people involved in a dramatic road traffic collisions need to undergo to 
heal emotionally No 
9 Cost (C) High Refers to the negative cost implications tolerated by road users, the public health care system, 
car insurance companies, medical aid schemes and businesses in the province Low 
10 NotRecovered 
(NR) 
Yes Refers to the process when an individual has been involved in a road traffic collision and was 








Fig. 5 A Bayesian network model for RTC
4   Results and Discussion 
 
The simulation aim was to design RTCs cost-implication model 
by hand-picking variables that contribute to the high number of 
collisions, fatalities and injuries which happen daily on the 
national roads. This model will be used to assess the negative 
impacts of RTCs on road network management in general. The 
overall results from study were obtained by optimizing MAP. 
4.1 The Construction of the BN Model for RTCs 
 
The network in Fig. 6 has been designed using SamIam 
software. The cost-implication network for RTCs shows the 
various relationships among the variables and their CPTs 
during runtime. In bringing in the concept of MB from section 
3 variables the TrafficState (TS) and Weather (W) are co-
parenting or dependent on the Collisions (CS) variable which 
is a child, Pr (CS|TS, W). 
In other words, this means the child variable cannot exist before 
the parents. Once the network was constructed queries posted 
to the cost-implication model were generated using MAP query 
functionality on the SamIam tool. Also, Fig. 5 when collapsed 
contains detailed CPTs for each variable or node as shown in 
Fig. 6. 
 
4.1.1 Maximum a Posteriori (MAP) Hypothesis Queries 
 
    The MAP is well-known as a Bayesian-based approach that 
can be used to perform parameter estimations on a subset of 
variables. MAP computes the probability of the evidence Pr(e) 
of a given evidence variable. The most probable explanation 
(MPE) is known as the special case of MAP where all network 
variables are considered in a network [51]. In this study, MAP 
has been applied to generate different outcomes/results of 
involved network variables. The tabular and graphical results 
in Table 4 and Fig. 7 were obtained by conducting MAP 
simulations using the RTC network in Fig. 6. The simulations 
were conducted for a set of identified MAP network variables 
in column 1 with a given set of variables from the network as 
highlighted in column 2 then results as shown in columns 3, 4, 
5 and 6 were obtained.  
 
    To summarize the results: column 5 contains the Pr(e) 
evidence variable, which represents the primary input and 
output that can be obtained from a raw dataset or knowledge 
expert. The sample of evidence variables for the study is 
represented by variables such as Injuries or Hospitals. In 
addition, columns 6 and 7 represent the joint probability 
Pr(MAP,e) and conditional probability Pr(MAP|e) 
respectively. Joint probability refers to the probability of two 
or more given events occurring instantly and at the same point 
P(Y and Z) while conditional probability is known as a specific 
event Y which occurs given the knowledge that event Z has 
already happened, mathematically written as P (Y|Z) [27].In 
MAP, query variables are used to ask questions or compute 
posterior marginals for a given network variable and set of data
 
 
                      Fig. 6 A RTC cost-implication BN framework during runtime on SamIam tool 
   In general the authorities’ will want to evaluate the financial 
implications that are possible when there are recoveries and 
successful hospital recoveries from being admitted to hospital. 
The proposed framework can allow such question to be answer.  
Emphasis on the interpretation of the results is as follows: the 
evidence variables are NR=Yes, R=Yes. The MAP variables are 
M={C, F, H, I} so the query wants to have knowledge of the 
most likely instantiation of the variables given evidence 
variables. The instantiation variables for row 4 in Table 4 and 
Fig. 7: C=High, F=Yes, H=Admission, I=Severe which 
happens to have a probability of 70% with given evidence, 
NR=Yes, R=Yes. The results mean that the M= {C, F, H, I} 
MAP variables are given, this means that there is a high 
possibility that the number of patients may not fully recover 
when admitted to hospital. This can result in to more costs to 
tolerate such as disability and rehabilitation costs. Moreover, 
the other evidence variable means patients can recover from 
being in hospital with no extra medical bills.  
The analysis of 70% simply means when RTC victims do not 
recover automatically require more medical attention this can 
be financially challenging and directly affect the RTC 
authorities, the victims’ jobs as they might not be able to go 
back to work, families of the victims and the companies that 
lose employees which in turn negatively impacts directly on the 
economy. 
Mathematically the conditional probability Pr(MAP|e) 
represented by column 7 can be computed by dividing the joint 
probability Pr(MAP,e) value with the given evidence variables 
P(e) shown in columns 5 and 6 P(Pr(MAP,e)/ Pr(e))= Pr 
(MAP|e).
 
Table 4 MAP results with MAP instantiated variable 
 
# Network variables (MAP) Given evidence variables MAP instantiated variables  P(e) P(MAP,e) P(MAP|e) 
1 C, F, H, I NR=No, R=No C=Low, F=No, H=NoAdmission, I=Minor 0.324 0.125 0.383 
2 C, F, H, I NR=Yes, R=No C=High, F=Yes, H=Admission, I=Severe 0.161 0.052 0.321 
3 C, F, H ,I NR=No, R=Yes C=High, F=Yes, H=Admission, I=Severe 0.261 0.156 0.60 
4 C, F, H, I NR=Yes, R=Yes C=High, F=Yes, H=Admission, I=Severe 0.253 0.176 0.70 
5 CS, C, H, RH F=No, I=Minor CS=Minor, C=Low, H=NoAdmission, RH=No 0.25 0.055 0.219 
6 CS, C, H, RH F=Yes, I=Minor CS=Minor, C=High, H=NoAdmission, RH=No 0.065 0.008 0.125 
7 CS ,C, H, RH F=Yes, I=Severe CS=Major, C=High, H=Admission, RH=Yes 0.602 0.252 0.419 
8 CS, C, H, RH F=No, I=Severe CS=Major, C=High, H=Admission, RH=Yes 0.084 0.012 0.145 
9 C, D, I, TS CS=Major, H=Admission C=High, F=Yes, I=Severe, TS=High 0.605 0.354 0.586 




                      Fig. 7 RTCs MAP variables vs P(MAP | e) vs P(MAP | e) result
4.1.2  Model Evaluation  Results
  Sensitivity analysis is a performance metric that can be used 
to determine the robustness of a BN model to an extent and to 
determine which results will be affected by the parameter tune 
[55]. Sensitivity analysis can be used to determine the 
independent variable impact on the model, the impact that a 
parameter change can have on the query or output of a model. 
In addition, the sensitivity analysis metrics can assist in 
improving the outcome of a prediction model. Consequently, 
the tool can be used for various purposes such as model 
evaluation, model uncertainty estimation and decision-making.          
 
In practice, sensitivity analysis is performed by tuning the 
parameters of strong or weak parameters. The main importance 
of sensitivity analysis is that it allows for assessment of how 
much change a parameter control affects the output of the 
model [51] [56]. For example, what happens if the value of the 
Injury (I) parameter has a very low value compared to a high 
value in nature? To perform a sensitivity analysis the SamIam 
software was used as it has the functionality which can been 
used to perform single parameter changes, meaning parameters 
have been tuned one at a time to satisfy a specific combination.  
 
    This performance metrics allows the user to define the 
following: event, parameter constraint and evidence variables 
which can be referred to   as the   information that is known. In 
Table 5 event variable as Hospital then CS=Minor, I=Minor as 
evidence variable and constraint parameter values are 
presented in column 5. Subsequently, by running the 
simulation results from columns 6, 7, 8 and 9 are produced. In 
column 7 the suggested value represents the value suggested by 
the sensitivity analysis when a particular constraint is defined.   
 
  Columns 8 and 9 present results for the absolute value and 
log-odds change respectively.  These columns can be 
calculated mathematically as follows: The absolute value can 
be formulated by taking the suggested value m subtracting the 
current value n the complete formula will be |𝑚 − 𝑛| which 
will result in an absolute value [51]. The log-odds value always 
represents the better results when compared to the absolute 
value. The log-odds change is formulated by using the absolute 
value multiplied by the logarithm and current value of n and m 
represents the new parameter value from the parameter tune as 
shown in Eq. (6). 
 
                                 |ln(𝑚 1 − 𝑚⁄ ) − ln(
𝑛
1 − 𝑛⁄ )|                   (6) 
   
 
The results in row 10 obtained a high value of the log-odds 
change value 8.067 and a low value of the absolute value 0.994.  
 
Summary of the results is represented in Table 5 and Fig. 8 of 
the sensitivity analysis which were generated during the 
simulation in row 10 with evidence variable No recovery and 
No rehabilitation were defined and the current value from the 
CPT was 5%. The experts in RTCs suggested that the value 
should at least amount to 20% but the sensitivity analysis 
suggested that the value should be 99.4% which means given 
both the evidence variables NR = No and RH=No they can still 
be high-cost burden resulting from a high number of fatalities 
which has a high negative impact.  
 
Due to the cost which directly affects all concerned 
stakeholders in the transport management domain. It becomes 
important for transport safety planners to consider a financial 
cost-assessment model that will ensure better ways to monitor 
and reduce high costs associated with RTC and positively 













































Table 5 RTC Sensitivity Analysis result 
                   Fig. 8 Sensitivity analysis results: event vs absolute value vs log-odds change
5 Conclusion 
 
 The study applied a BN predictive model that was designed to 
assess RTC cost-implications that impact directly and 
indirectly on road users, their families, the RAF, short-term car 
insurance companies, medical aid schemes and the country’s 
GDP due to the high increase in the number of RTCs in SA. 
The method was employed due to its ability to consider using 
prior knowledge and can visual graphical representations of 
relationships among variables.  
 
The framework for assessing and proposing ways to reduce 
RTC costs was then constructed. The constructed model 
demonstrated good characteristics that could be applied to 
complement the DoT’s current infrastructure efforts of 
reducing RTCs in GP. Furthermore, the authors believe that the 
designed model could be adopted using different data and other 
situations of other countries. Findings of this study are as 
follows: 
1) Important variables were identified and 
incorporated to construct the framework. 
2) Some insightful results were generated using MAP 
which for example are used to assess the relationship 
between variables against the dependent variables.The 
model is able to interpret some real-life events such as 
results that were observed representing where 70% 
was obtained suggesting low number of recoveries 
from hospital which can extend to more costs such as 
rehabilitation. 
3) Furthermore, the model was evaluated using 
Sensitivity analysis which was able to enable 
parameter tuning.  
 
In the future, this study could be enhanced by introducing more 
methods such as DT, SVM, ANN, Principle component 
analysis (PCA) among others, which will give a different 
perspective on solving the problems of RTCs. The framework 
could be enhanced by adding more valuable variables that are 
not part of the current model. Further on, optimization can be 
introduced to analyze cost and performance of different 
methods. The proposed approach can successfully benefit 
researchers from different domains by allowing them to plug in 
their respective variables, enhance the framework by adding 























































1 H=Admission Pr(H=Admission|I = Minor) CS=Minor, 
I=Minor 
<=0.05 0.2 <=0.05 >=0.15 >=1.558 
2 H=Admission Pr(H=Admission|I= Severe) CS=Major, 
I=Severe 
<=0.5 0.95 <=0.5 >=0.45 >=2.944 
3 H=Admission Pr(H=Admission|I=Minor) TS=Low, 
CS=None 
<=0.1 0.2 <=0.043 >=0.157 >=1.708 
5 H=NoAdmission Pr(H=Admission|I=Minor) CS=None, 
TS=Low 
>=0.9 0.2 <=0.043 >=0.167 >=1.708 
6 C=High Pr(C=High|F=No, RH=Yes, 
R=No) 
F=No, I=Minor <=0.15 0.6 >=0.11 >=0.41 >=2.41 




<=0.15 0.6 <=0.117 >=0.483 >=2.431 
8 C=High Pr(C=High|F=Yes, RH=No, 
R=Yes) 
NR=No, RH=No <=0.2 0.7 <=0.088 >=0.612 >=3.186 
9 C=High Pr(NR=Yes|H=Admission) NR=No, RH=No <=0.2 0.5 <=0.971 >=0.471 >=3.528 
10 C=High Pr(CS=None|TS=High, 
W=Bad) 
NR=No, RH=No <=0.2 0.05 >=0.994 >=0.994 >=8.067 
 
 
complex problems. Furthermore, the model could greatly 
benefit the community at large, businesses and transport 
agencies.   
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