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Abstract
We analyse in detail the quantization of a simple noncommutative model of spontaneous
symmetry breaking in zero dimensions taking into account the noncommutative setting
seriously. The connection to the counting argument of Feynman diagrams of the corre-
sponding theory in four dimensions is worked out explicitly. Special emphasis is put on
the motivation as well as the presentation of some well-known basic notions of quantum
field theory which in the zero-dimensional theory can be studied without being spoiled
by technical complications due to the absence of divergencies.
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1. Introduction
Without any doubt, one of the most impressive successes of high energy particle physics
in the recently bygone century consists of the description of fundamental interactions in
terms of local quantum gauge theories culminating in the formulation of the standard
model of electroweak and strong interactions. However, in spite of its almost perfect
agreement with experiment, from a theoretical point of view the standard model contains
some serious drawbacks like, for instance, the large number of free parameters and the
unsettled origin of the Higgs mechanism and the Yukawa couplings. Beside many other
theoretical approaches that we do not want to follow up, a promising ray of hope showed
up with the development of Noncommutative Geometry about 15 years ago. Already at
its beginnings several attempts were started concerning the application of ideas borrowed
from this new mathematical branch to elementary particle physics in order to overcome
eventually the unpleasant features of the ordinary description. As a result, a whole bat-
tery of such noncommutative gauge models emerged each of which, on the one hand, more
or less resolves the disadvantages indicated above. On the other hand, however, this non-
commutative model building is mainly restricted to the derivation of the classical theory,
and second quantization of the models is afterwards realized in a habitual manner, thus
disregarding completely the noncommutative origin of the formulation. Obviously, such
a treatment is quite unsatisfactory.
Before further pursuing the argument just addressed we would like to make a step back-
wards in order to state explicitly the purpose of the present thesis which, in fact, is a
threefold one:
Since long ago it is well-known that the counting of the number of Feynman diagrams
in a given theory can be achieved in an easy manner by studying the zero-dimensional
version of the four-dimensional theory in question. This connection holds true as long as
the model under investigation does not include spontaneous symmetry breaking or, more
precisely, as long as there are no massless modes involved in the game. The inquiry of
the question whether or not the counting argument keeps its validity for theories with
spontaneous breakdown of symmetry, too, constitutes the first purpose of this thesis.
The second aim is a pedagogical one: The zero-dimensional models treated below feature
the fact that all relevant quantities to be calculated are finite from the outset in contrast
to the general behaviour of those quantities in four dimensions. Thus, due to the com-
plete absence of divergencies the zero-dimensional models provide a well-suited “field”
theoretical stage for motivating and studying some basic notions of ordinary quantum
field theory such as renormalization, gauge fixing, ghost contributions, Slavnov-Taylor
identity and so on in an elementary framework that is not perturbed by complications of
a more technical nature.
1
Finally, let us return to the introductory remarks given above. Because tackling the prob-
lem of finding an adequate quantization of physically significant noncommutative gauge
models in full generality is a really hard task it is certainly more promising to start the
investigation of this problem at first by looking at simple but nontrivial examples of such
noncommutative models. The zero-dimensional theory of spontaneous symmetry breaking
studied later on represents such a model, and, hence, as our third goal we try to analyze
how the original noncommutative structure enters the quantization procedure.
In detail, this thesis is organized as follows:
In chapter 2 we briefly review ϕ4-theory in zero dimensions both for refreshing the basic
reasoning underlying the counting argument of Feynman diagrams and for illustrating
the notion and the necessity of renormalization in a very simple “field” theoretical frame-
work even though there are no divergencies at all in the present case. The methods of
investigation developed in the first part of this chapter are to some extent orthogonal to
the ones in the existing literature and will serve as a guide line for the more involved
considerations to follow.
The question whether or not the counting argument of Feynman diagrams holds true also
for theories including spontaneous symmetry breaking (SSB) is posed and answered in the
affirmative in chapter 3 which starts off with the naive definition of the zero-dimensional
version of a simple model with SSB consisting of one complex scalar “field” Φ with a
self-interaction of the Mexican hat type but not comprising ordinary gauge fields. The
problems in connection with the presence of a massless Goldstone mode are discussed
extensively entailing the introduction of a gauge fixing term and a Faddeev-Popov term
which even in zero dimensions are necessary for a proper definition of the theory. Chap-
ter 3 again ends with a study of renormalization.
Chapter 4 at first deals with the equivalent formulation of the model just mentioned within
a special noncommutative language which emerged as a mathematically less involved al-
ternative to the model building due to Connes and Lott from a collaboration of physicists
from Marseille and Mainz. In the Marseille-Mainz approach the basic noncommutative
object is a generalized gauge potential which in general, i.e. in more complicated physical
theories, unifies both ordinary gauge fields and Higgs fields into one single matrix-valued
quantity. An adequate quantization of such a noncommutative model obviously should
take into account the original noncommutative structure seriously. For these purposes,
in chapter 3 a well-adapted matrix calculus is developed which simplifies the subsequent
determination of the higher orders of the zero-dimensional theory substantially. All this
is explained in chapter 3 at length which, on the other hand, is intended to present only
a first insight into the functionality of the matrix calculus. Accordingly, in chapter 4 the
gauge fixing and the ghost contributions are completely neglected. These contributions,
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however, are essential and indispensable for a consistent and proper treatment of the
whole theory.
Chapter 5 closes this gap once more. In a first part the problems with a really unifying
incorporation of ghost contributions - this unification taken in a strictly noncommutative
sense - are discussed in detail. The negative outcome of this discussion notwithstanding
an ad-hoc inclusion of these contributions is nevertheless possible, and chapter 5 con-
cludes with the description of how higher orders of the by now well-defined theory can be
calculated within the noncommutative setting.
Finally, chapter 6 summarizes the results and raises some unsettled questions which will
need further investigation.
In order not to disturb the line of argument in the main text unnecessarily technical
details of the calculations are moved to several appendices as far as possible.
3
2. Zero-dimensional ϕ4-theory
We want to begin our investigations with a short review of a quite simple example, namely
ϕ4-theory in zero spacetime dimensions. As it is well-known since long ago (see e.g. [CLP],
[ZJ], [IZ], and references therein), studying zero-dimensional “field” theories amounts to
nothing else but counting the number of Feynman diagrams (weighted with possible sym-
metry factors) of the corresponding field theory in four spacetime dimensions. This result
is mainly due to the fact that in zero dimensions each Feynman propagator appearing in
the Feynman diagrams just contributes a trivial factor of 1 (up to normalization) to the
evaluation of the diagram, see also the end of section 1 of this chapter for some details.
The aforementioned statement holds true as long as there is no spontaneous symmetry
breaking and as long as the zero-dimensional theory is not renormalized. Of course, renor-
malization of the zero-dimensional theory is only in need if this theory is to have a real
physical meaning, like, e.g., in the case of discrete (parts of) models within noncommu-
tative geometry. In the present context of ϕ4-theory, the renormalization of the theory
in zero dimensions, which we will study in section 3, is purely for illustrative pedagogi-
cal reasons, showing, however, in an extremely simple field theoretical framework, what
renormalization in general is needed for in a (here hypothetically) physical theory, even
if there are no divergencies at all.
In section 1 we explicitly calculate the n-point functions of zero-dimensional ϕ4-theory
and compare the results with the counting of Feynman diagrams of the theory in four
dimensions. Of course, this kind of considerations has already been done in the literature
at length. The methods, however, we are going to employ are to some extent different
from the ones of previous works and will also give us a hint for the considerations to
follow. Especially, we will obtain a closed analytical expression for the n-point functions
valid to all orders in perturbation theory. Furthermore, we will have the opportunity to
fix some notation.
Section 2 is devoted to the study of connected and 1 PI (one-particle-irreducible) Green’s
functions thereby establishing in the present simple example of ϕ4-theory some techniques
which will prove very useful later on when we turn our attention to the more complicated
model including spontaneous symmetry breaking.
2.1. n-point functions of zero-dimensional ϕ4-theory
In four-dimensional Euclidean space(time) the classical action of the ϕ4-theory is given
4
by
S[ϕ] =
∫
d4x
{
1
2
(∂µϕ(x))(∂
µϕ(x)) +
1
2
m2ϕ2(x) +
λ
4!
ϕ4(x)
}
. (2.1)
The corresponding action S(y) in zero dimensions is derived from (2.1) by suppressing
the argument x of ϕ(x) and, in addition, by omitting all derivatives of the field ϕ as well
as the overall integration, i.e.:
S(y) =
1
2
m2y2 +
λ
4!
y4 (2.2)
In (2.2) λ is a parameter tuning the strength of the (self)interaction and m2 a further
parameter of dimension (mass)2, which is kept for later purposes.
As usual, the generating functional Z(j) of general Green’s functions is obtained by
coupling the theory to an external source j and summing over all possible “paths”:
Z(j) = N
∫ +∞
−∞
dy exp
{
1
h¯
(−S(y) + jy)
}
(2.3)
Because we are in zero dimensions the integration in (2.3) is just an ordinary integra-
tion. Please note that we will keep factors of h¯ explicitly, in order to allow for a loop
expansion eventually. On the other hand, we put c ≡ 1 throughout the whole thesis. The
normalization constant N (well-defined in zero dimensions) is fixed by the requirement
Z(j = 0) = 1 . (2.4)
The n-point functions Gn(λ,m
2), i.e. the Green’s functions with n external legs, result
from (2.3) by multiple differentiation with respect to j and final evaluation at the point
j = 0:
Gn(λ,m
2) =
(
h¯∂
∂j
)n
Z(j)
∣∣∣∣∣
j=0
(2.5)
= N
∫ +∞
−∞
dy yn exp
{
−1
h¯
S(y)
}
Hence, at the moment we are interested in an exact analytical solution of an integral of
the form
In(λ,m
2) =
∫ +∞
−∞
dy yn exp
{
1
h¯
(
−1
2
m2y2 − λ
4!
y4
)}
, (2.6)
the calculation of which will be briefly sketched in the following.
In a first step we substitute y according to x =
(
λ
h¯4!
) 1
4 y. This leads to
In(λ,m
2) =
(
λ
h¯4!
)−n+1
4
Iˆn(λ,m
2) (2.7)
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with Iˆn(λ,m
2) =
∫ +∞
−∞
dx xn exp

−12m2
√
4!
h¯λ
x2 − x4

 .
Using the explicit integral representation for Iˆn and integration by parts once one easily
verifies that Iˆn obeys an ordinary linear differential equation of second order,
8
3
h¯ λ3
d2Iˆn
dλ2
+ 4 λ (m4 + h¯λ)
dIˆn
dλ
− m4 (n+ 1) Iˆn = 0 , (2.8)
which by means of the further substitution
λˆ =
3m4
2h¯λ
(2.9)
transforms into a differential equation of Kummer’s type (see appendix A):
λˆ
d2Iˆn
dλˆ2
+ (
1
2
− λˆ) dIˆn
dλˆ
− n+ 1
4
Iˆn = 0 (2.10)
Hence, making use of (A.2) as well as (2.9) and (2.7) we find for In(λ,m
2) the expression
In(λ,m
2) = c1 λ
−n+1
4 1F1
(
n + 1
4
;
1
2
;
3m4
2h¯λ
)
+ c2 λ
−n+3
4 m2 1F1
(
n+ 3
4
;
3
2
;
3m4
2h¯λ
)
,
(2.11)
where c1 and c2 are two integration constants, which can be fixed by means of (B.7)
taking into account the asymptotic behaviour of 1F1 (A.7). The final answer for In(λ,m
2)
is therefore:
In(λ,m
2) =
√
2 π
n!
n!!
(
3h¯
2λ
)n+1
4

1F1(
n+1
4
; 1
2
; 3m
4
2h¯λ
)
Γ(n+3
4
)
− 2
(
3m4
2h¯λ
) 1
2
1F1(
n+3
4
; 3
2
; 3m
4
2h¯λ
)
Γ(n+1
4
)


(2.12)
This result can be rewritten in a more compact form due to a relation between the
confluent hypergeometric function 1F1 and Weber’s parabolic cylinder function U , see
(A.8):
In(λ,m
2) =
√
2π
n!
n!!
(
3h¯
λ
)n+1
4
exp
{
3m4
4h¯λ
}
U

n
2
,
√
3m4
h¯λ

 (2.13)
Thus taking into account the correct normalization factor N , see (2.4), the n-point func-
tions Gn(λ,m
2), that we are looking for, are finally given by the following completely
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analytical closed expression:
Gn(λ,m
2) =
In(λ,m
2)
I0(λ,m2)
(2.14)
=
n!
n!!
(
3h¯
λ
)n
4 U
(
n
2
,
√
3m4
h¯λ
)
U
(
0,
√
3m4
h¯λ
) (n even) (2.15)
For n odd, we find Gn(λ,m
2) ≡ 0 because of In(λ,m2) ≡ 0 for n odd, as can be seen
directly from (2.6). Of course, this last statement is in agreement with the fact that there
are no Green’s functions in ϕ4-theory for an odd number of external legs.
Let us now turn for a while to the connection between the considerations above for zero-
dimensional ϕ4-theory and the counting of Feynman diagrams of the corresponding theory
in four dimensions. To this end we first need the free Feynman propagator ∆F of the zero-
dimensional theory. In fact, ∆F can be calculated in various ways, all of which lead to
the same result. For example, we could use (2.15) in the case n = 2 and λ = 0 bearing in
mind the asymptotic expansion of 1F1 or U , respectively. Another possibility is to read
off ∆F from (B.8) setting n = 2 and λ = 0 in (B.8). Alternatively, we can determine
Zfree(j) (i.e. Z(j) for λ = 0),
Zfree(j) =
∫+∞
−∞ dy exp{−12 m
2
h¯
y2 + j
h¯
y}∫ +∞
−∞ dy exp{−12 m
2
h¯
y2} = exp
(
1
2m2h¯
j2
)
, (2.16)
and make use of the general definition:
∆F =
(
h¯∂
∂j
)2
Zfree(j)
∣∣∣∣∣∣
j=0
(2.17)
In either case we find
∆F =
h¯
m2
. (2.18)
Hence, setting h¯ ≡ 1 ≡ m2 each Feynman propagator ∆F contributes a trivial factor of 1
to the evaluation of the Feynman diagrams. The analytical expression Jγ of a Feynman
diagram γ being the product of propagators and some factors stemming from the vertices
(with no integrations over internal loops because we are in zero dimensions), in zero
dimensions every Feynman diagram Jγ is therefore given by
Jγ = λ
n ,
where n is the number of vertices of γ. The only extra factors that have to be taken
into account when looking at a specific physical process are some combinatorial factors,
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at least in the present case of ϕ4-theory, where there is no additional symmetry. These
combinatorial factors originate from Wick’s theorem when expanding the physical process
in question into a sum of Feynman diagrams up to a given order in the coupling constant.
In order to illustrate this point let us have a look at the following example: According
to (B.8) (or, equivalently, (2.15)), the 4-point function G4(λ) is analytically given by (for
h¯ ≡ 1 ≡ m2):
G4(λ) = 3 − 4λ + 33
4
λ2 + O(λ3) (2.19)
On the other hand, as can be taken from almost every text book on quantum field theory
(see e.g. [ZJ], [PR]), the diagrams contributing to G4(λ) read:
3
1 2
4
1 21
2
−  λ ++ 5 perm3 4
1 2
3 4
+ 2 perm
1 2 1
4
1
4
1
6
3 43 4+ λ2 +4 + + 5 perm3
1
4
1 2 3 4
1
3
2
4
+ 3 perm
1
2
+ + 2 perm +
3
+  O ( ) λ1
2
+
1
2
3
4
+ 2 perm
Figure 1: Feynman diagrams of ϕ4-theory contributing to the 4-point function up to and
including order λ2.
In figure 1 the powers of the coupling constant λ are made explicit. The combinatorial
factors in front of the diagrams stem from Wick’s theorem. With the above interpretation
in mind we find complete agreement.
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2.2. The various generating functionals
In the previous section we directly calculated the n-point functions of zero-dimensional
ϕ4-theory, see (2.15). There is a question that arises naturally in this context: Is it
possible to determine all Green’s functions at once in an explicit sense, i.e. not in the
form of a bunch of formulae labeled by the number n of external legs? Or, stated in a
different way: Is it possible to find a closed and/or analytical expression for the generating
functional Z(j) of general Green’s functions (2.3) itself?
From the considerations up to now the following conclusion can be drawn: In order to
answer the above question the most promising and perhaps best strategy to choose is to
look at a differential equation that Z(j) is to fulfill and to try to solve this differential
equation. Of course, the desired equation for Z(j) will be an equation of Dyson-Schwinger
type obtained by elaborating the right hand side of the trivial equation
0 = N
∫ +∞
−∞
dy
∂
∂y
exp
{
1
h¯
(−S(y) + jy)
}
. (2.20)
Carrying out this recipe using the identity
∫ +∞
−∞
dy yn exp
{
1
h¯
(−S(y) + jy)
}
=
(
h¯∂
∂j
)n ∫ +∞
−∞
dy exp
{
1
h¯
(−S(y) + jy)
}
(2.21)
several times leads to an ordinary linear differential equation of third order for Z(j):
h¯3
λ
6
∂3Z
∂j3
+ h¯ m2
∂Z
∂j
− j Z = 0 (2.22)
Formula (2.21), in the present context, is mathematically rigorous and not formal at all.
As a matter of fact, consulting the mathematical literature on differential equations (see
e.g. [KA]), it turns out that there is no known analytical solution in the form of a closed
expression to the differential equation (2.22). Hence, the answer to the question posed at
the beginning of the section is partially no, but nevertheless it is, of course, possible to
find a solution in the form of an infinite power series. Indeed, Z(j) is given as a power
series in the source j by the following formula
Z(j) =
∑∞
n=0
1
(2n)!!
(
3
λ
)n
2
h¯−
3n
2 U(n,
√
3m4
h¯λ
) j2n
U(0,
√
3m4
h¯λ
)
(2.23)
=
∞∑
n=0
G2n(λ,m
2)
h¯2n
j2n
(2n)!
,
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which, in fact, is nothing else but a collection of the results obtained previously.
Alternatively, Z(j) can be expressed as the quotient of two power series in the coupling
constant λ keeping this way the j-dependence of Z in closed form:
Z(j) = exp
{
j2
2h¯m2
} ∑∞
n=0
(−1)n
(4!)n4n
(
h¯
m4
)n
H4n(i
j√
2h¯m2
)
λn
n!
∑∞
p=0
(−1)p
(4!)p
(
h¯
m4
)p
(4p)!
(4p)!!
λp
p!
=
∑∞
n=0
(−1)n
(4!)n
(
h¯
m4
)n
(4n)!
(4n)!!
1F1(2n+
1
2
;
1
2
;
j2
2h¯m2
)
λn
n!
∑∞
p=0
(−1)p
(4!)p
(
h¯
m4
)p
(4p)!
(4p)!!
λp
p!
(2.24)
On the r.h.s. of the first line of (2.24) Hm denotes as usual the Hermite polynomial of
order m. The above result is most easily derived from the integral representation of Z(j)
(2.3) by expanding the λ-dependent term of the integrand into a power series in λ and by
making use of the identity (2.21) as well as (B.3) and Rodrigues’ formula for the Hermite
polynomials. The second equality in (2.24) exploits the connection between the confluent
hypergeometric functions 1F1 and the Hermite polynomials Hm, see (A.11).
Especially with regard to renormalization which will be the topic of the next section,
but also in view of counting of special types of Feynman diagrams, in the following we
are mainly interested in 1 PI diagrams and the respective generating functional Γ of
1 PI diagrams. Thus, in a first step we perform the transition from the generating func-
tional Z(j) of general Green’s functions to the generating functional W (j) of connected
Green’s functions via
Z(j) = e
1
h¯
W (j) . (2.25)
Accordingly the differential equation (2.22) for Z(j) transforms into a nonlinear differen-
tial equation of second order for ∂W
∂j
:
h¯2
λ
6
∂3W
∂j3
+ h¯
λ
2
∂W
∂j
∂2W
∂j2
+
λ
6
(
∂W
∂j
)3
+ m2
∂W
∂j
= j (2.26)
In a second and final step we pass from W (j) to the generating functional Γ(ϕ) of 1 PI
Green’s functions; the relation between W (j) and Γ(ϕ) is, as usual, given by a Legendre
transformation from j to ϕ,
Γ(ϕ) + W (j(ϕ)) − j(ϕ)ϕ = 0 (2.27)
with ϕ = ϕ(j) :=
∂W
∂j
(2.28)
10
and j = j(ϕ) =
∂Γ
∂ϕ
, respectively . (2.29)
Hence, calculating the Legendre transformations of the second and third derivative of W
with respect to j by differentiating appropriately the identity ϕ(j(ϕ)) = ϕ using the chain
rule as well as (2.28), (2.29), we end up with the following highly nonlinear differential
equation for Γ(ϕ) (or in order to be precise for ∂Γ
∂ϕ
≡ Γ′):
− h¯2 λ
6
Γ′′′ + h¯
λ
2
ϕ (Γ′′)2 +
(
λ
6
ϕ3 +m2ϕ
)
(Γ′′)3 = Γ′ (Γ′′)3 (2.30)
Again, it seems to be impossible to find a closed analytical expression for Γ(ϕ) obeying
(2.30). However, (2.30) can be solved by recurrence yielding the loop expansion of Γ(ϕ)
or, equivalently, the expansion of Γ(ϕ) in powers of h¯ as follows:
Evaluating (2.30) consistently in order h¯0 immediately leads to (because the first two
terms on the l.h.s. of (2.30) drop out)
λ
6
ϕ3 +m2ϕ = Γ(0)
′
,
where the superscript (0) of Γ(0) indicates that Γ is to be taken in zeroth order in h¯. Simple
integration then yields
Γ(0) =
λ
4!
ϕ4 +
1
2
m2ϕ2 + C(0) ,
and the integration constant C(0) is fixed by the requirement
Γ(ϕ = 0) = 0 to all orders , (2.31)
i.e. C(0) ≡ 0. Hence we obtain the expected result (see (2.2))
Γ(0) =
1
2
m2ϕ2 +
λ
4!
ϕ4 ≡ S(ϕ) . (2.32)
In the next step of recurrence we consistently analyze (2.30) in order h¯1:
λ
2
ϕ(Γ(0)
′′
)2 + (
λ
6
ϕ3 +m2ϕ)[(Γ′′)3](1) = [Γ′ (Γ′′)3](1)
⇔ λ
2
ϕ(Γ(0)
′′
)2 + Γ(0)
′
[(Γ′′)3](1) = Γ(0)
′
[(Γ′′)3](1) + Γ(1)
′
(Γ(0)
′′
)3
Therefrom (and from (2.31), (2.32)) we unambiguously get the answer for Γ(1):
Γ(1) =
1
2
ln (m2 +
λ
2
ϕ2)− 1
2
ln m2 (2.33)
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It is clear how the recursive process proceeds. Here we list the results for two and three
loops:
Γ(2) = −λ
6
λϕ2 − 6m2
(λϕ2 + 2m2)3
− λ
8m4
(2.34)
Γ(3) =
16λ2m2
3
2λϕ2 −m2
(λϕ2 + 2m2)6
+
λ2
12m8
(2.35)
(We use the convention
Γ =
∞∑
n=0
h¯nΓ(n) (2.36)
for the definition of Γ(n).)
The recursive determination of Γ obviously calls for automatization in form of a computer
routine. Such a routine written for mathematica is given in appendix C where higher
orders of Γ can be found, too. Appendix C also contains an alternative possibility of
finding closed analytical expressions for the 1 PI n-point functions Γn valid to all orders
of the loop expansion.
At this point, it is instructive to consider once again the connection of zero-dimensional
ϕ4-theory with the counting of (special types of) Feynman diagrams of the theory in
four dimensions. Let us, for example, look at the 1 PI 4-point function Γ
(≤1)
4 up to (and
including) 1-loop order: Then besides the trivial contribution from the ordinary ϕ4-vertex
(last diagram in the first line of figure 1) only the last diagram of figure 1 contributes.
This diagram appears three times multiplied with a combinatorial factor of 1
2
. Hence,
from the counting argument of diagrams we expect Γ
(≤1)
4 to be:
Γ
(≤1)
4 = − λ +
3
2
h¯ λ2
One easily checks that this result indeed coincides with1
− ∂
4
∂ϕ4
(Γ(0) + Γ(1))
∣∣∣
ϕ=0
,
where Γ(0) and Γ(1) are taken from (2.32) and (2.33), respectively.
Generally speaking, if one is interested in the number of diagrams (multiplied with the
correct combinatorial factors) contributing to the 1 PI n-point function Γ(≤m)n up to or-
der m in the loop expansion, one first has to calculate Γ up to order m by means of the
routine in appendix C, then to differentiate the resulting expression n times with respect
to ϕ, and finally to evaluate the result of differentiation at the point ϕ = 0.
1The extra minus sign is due to the convention we have chosen in the definition of the Legendre
transformation, see (2.27): The 1 PI contributions contained in W (besides the connected but one-
particle-reducible contributions) pick up a minus sign when regarded as contributions to Γ.
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2.3. Renormalization
Suppose that zero-dimensional ϕ4-theory is to have a physical meaning on its own. Pur-
suing the consequences of this ad-hoc assumption in the following will provide us with
an extremely simple and pedagogical toy model exhibiting the unavoidable necessity of
renormalization in a perturbatively defined quantum field theory, even if there are no
divergencies at all as in the present example: All the expressions for Γ(n), n = 0, 1, 2, . . .,
derived in the previous section (see (2.32) - (2.35) and appendix C) are well-defined and
finite. Indeed, not only the necessity of renormalization can be explained considering the
present model but also the procedure of renormalization itself can be studied in detail in
this context.
The classical action S(ϕ) = Γ(0)(ϕ), see (2.2) or (2.32), as well as the higher orders Γ(n)
of Γ contain the parameter λ describing the strength of the self-interaction and the pa-
rameter m2 of dimension (mass)2. If the theory is to be physical we have to reexpress
these parameters in terms of a physical coupling constant gphys and a physical mass m
2
phys
accessible to physical measurements. This is already true at the lowest order of the loop
expansion, i.e. at the purely classical level. As usual in quantum field theories, a connec-
tion between the set of parameters and the set of really physical measureable quantities
is established by a set of normalization conditions which in the present context we choose
to be:
Γ2 = m
2
phys (2.37)
Γ4 = gphys (2.38)
(Γ2 denotes the 1 PI 2-point function, Γ4 is the 1 PI 4-point function.)
Taking into account that we have Γ
(0)
2 = m
2 and Γ
(0)
4 = λ which directly follows from
appropriate differentiations of Γ(0) (2.32) with respect to ϕ and subsequent evaluation
at ϕ = 0, the normalization conditions (2.37), (2.38) clearly supply us with the desired
unambiguous interrelation between the parameters λ,m2 and the physical observables
gphys, m
2
phys at lowest order, namely:
m2 = m2phys and λ = gphys (2.39)
However, moving on to the next order, i.e. 1-loop order, we realise that the 1 PI 2-point
function and the 1 PI 4-point function pick up radiative corrections:
Γ
(≤1)
2 = m
2 +
λ
2m2
h¯ and Γ
(≤1)
4 = λ−
3λ2
2m4
h¯ (2.40)
(For this consider appropriate differentiations of Γ(0)+Γ(1) with Γ(1) according to (2.33).)
In order to still fulfill the normalization conditions (2.37), (2.38) which are the essential
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ingredient for turning the formerly unphysical model into a physical theory, the only
possibility is to introduce counterterms to the classical action,
Γ
(1)
c.t. =
1
2
δm2
(1)
h¯ ϕ2 +
δλ(1)h¯
4!
ϕ4 , (2.41)
i.e. to consider Γ
(≤1)
eff = S(ϕ) + Γ
(1)
c.t. instead of S(ϕ) as the starting point for perturbative
calculations, and to determine δm2
(1)
and δλ(1) in such a way that now the normalization
conditions hold true up to 1-loop order. In other words: The parameters λ and m2 have
to be power series in h¯ by themselves:
m2 = m2
(0)
+
∞∑
n=1
δm2
(n)
h¯n and λ = λ(0) +
∞∑
n=1
δλ(n)h¯n (2.42)
A short calculation shows that with (2.41) the normalization conditions indeed can be
fulfilled yielding:
m2 = m2phys −
1
2
gphys
m2phys
h¯+O(h¯2) (2.43)
λ = gphys +
3
2
g2phys
m4phys
h¯+O(h¯2) (2.44)
Hence, the renormalized action up to (and including) 1-loop order is given by
Γ(≤1)ren =
1
2
m2physϕ
2 +
gphys
4!
ϕ4 (2.45)
+
h¯
2
(
ln
[
m2phys +
1
2
gphysϕ
2
m2phys
]
− 1
2
gphys
m2phys
ϕ2 +
1
8
g2phys
m4phys
ϕ4
)
.
Two remarks are of some importance here. Normally, in quantum field theory the Fourier
transformations of the n-point functions contributing to a physical process with n exter-
nal particles are functions of the external momenta of these particles starting from 1 loop
on. As a consequence, the left hand sides of the normalization conditions in momentum
space have to be stated at a specific value (or at several specific values) of the momenta in
order to guarantee momentum independence of the right hand sides which represent cer-
tain physical measurements that are independent of momentum a priori. In the present
case of a zero-dimensional theory, however, there is no momentum dependence of (the
Fourier transformations of) the n-point functions at all. This observation is basically due
to the fact that a zero-dimensional theory lives on just one point, say x0, and, accordingly,
Fourier space also contains just one momentum p0 which without loss of generality can be
chosen to be p0 = 0. This is the reason for the simple form of the normalization conditions
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(2.37) and (2.38).
The second remark concerns the number of normalization conditions and is intimately
related to the first one: The reader could perhaps wonder that only two normalization
conditions have been given above whereas in four-dimensional ϕ4-theory a third additional
normalization condition on the residue of the 2-point function is needed in order to fix
the wave function renormalization z appearing in front of the kinetic term (∂µϕ)(∂
µϕ).
In zero dimensions there is no kinetic term and, hence, no space for an additional free
parameter like a wave function renormalization which in turn – due to its absence – also,
of course, does not have to be fixed.
Γren
ϕ
-30 -20 -10 10 20 30
2000
4000
6000
8000
10000
12000
Figure 2: Plots of Γ(0)ren (solid line), Γ
(≤1)
ren (dashed line) and Γ
(≤2)
ren (dotted line) for h¯ = 1,
mphys = 1 and gphys = 0.9.
Apart from these remarks, it is clear how the above considerations recursively generalize
to higher orders in the loop expansion. Especially, in 2-loop order m2 (2.43) and λ (2.44)
are corrected by counterterms with coefficients δm2
(2)
h¯2 and δλ(2)h¯2, respectively:
δm2
(2)
= − 7
12
g2phys
m6phys
and δλ(2) =
3
4
g3phys
m8phys
(2.46)
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Accordingly, the renormalized action Γ(≤2)ren up to 2 loops reads
Γ(≤2)ren = Γ
(≤1)
ren +
h¯2
4
(
−2gphys
3
gphysϕ
2 − 6m2phys
(2m2phys + gphysϕ
2)3
− gphys
2m4phys
−7
6
g2phys
m6phys
ϕ2 +
1
8
g3phys
m8phys
ϕ4 + 4
g2phys
m4phys
ϕ2
2m2phys + gphysϕ
2
)
, (2.47)
where we already have taken into account that the 1-loop counterterms (2.41) in the 2-
loop approximation develop radiative corrections leading to the last term on the right
hand side of (2.47).
In figure 2 above, Γ(≤n)ren is represented for n = 0, 1 and 2. In order to be able to visualize the
small corrections stemming from higher orders we, as an example, have chosen gphys = 0.9
and mphys = 1 as well as h¯ = 1.
The recursive nature of the determination of Γren again asks for an implementation on
the computer. Appendix D presents such a short mathematica routine yielding in the case
of zero-dimensional ϕ4-theory m2, λ and Γren up to an arbitrary prescribed order of the
loop expansion.
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3. A model with spontaneous symmetry breaking
Among other things in the previous chapter we were concerned with the counting of
Feynman diagrams for a given theory by considering the respective theory in zero di-
mensions. More precisely, we investigated in this regard the simple example of ϕ4-theory
in quite some detail by using techniques which are - to some extent - orthogonal to the
ones existing in the literature. Of course, this kind of considerations is generalizable to
more complicated models including gauge bosons and fermions like, for example, QED or
QCD. (See [CLP] for the case of QED.) However, what happens if the theory in question
exhibits spontaneous symmetry breaking? Does the connection between the counting of
Feynman diagrams and the theory in zero dimensions still hold, or has this connection to
be modified, or is it perhaps completely destroyed?
One tough problem that shows up immediately when tackling the above question(s) per-
tains to the existence of massless modes due to the residual symmetry surviving the
spontaneous breakdown of symmetry: In zero dimensions the Feynman propagators (in
Fourier space) are something like 1
mass
or 1
(mass)2
because of the absence of nonvanishing
momenta. Hence, for massless fields, what are the corresponding Feynman propagators?
Are they undefined or infinite? Or what else could they be? On the other hand, the
counting argument substantially relied on the fact that every Feynman propagator ap-
pearing in the Feynman diagrams can be normalized to just 1. Is there a way out of this
dilemma?
In order to study this problem and to answer the questions just mentioned we again re-
strict ourselves to a simple model of spontaneous symmetry breaking, namely the theory
of one complex scalar field Φ with a self-interaction of the Mexican hat type. This model
will be defined in the first section of this chapter where once more it is shown that a naive
treatment of the zero-dimensional theory in higher orders leads to inconsistencies related
to the problem stated above. Also two possibilities to circumvent these difficulties will
be indicated there. The second section then follows up the most promising and elegant
possibility in detail consisting in adding a gauge fixing term of t’Hooft’s type to the clas-
sical action accompanied by the introduction of Faddeev-Popov ghost fields c and c¯. Note
that this becomes necessary even though there are no gauge fields present in the model
under consideration. In other words, inspired by the usual approach to quantum gauge
field theories BRS invariance will replace (hidden) local gauge invariance and serve as
the defining property also for higher orders in perturbation theory. Having thus at our
disposal a proper definition of the zero-dimensional theory to all orders we will continue
to calculate recursively the generating functional Γ of 1 PI Green’s functions in line with
the investigations of the previous chapter. Section 3.3 is devoted to the question how far
the counting argument can be transferred to the case of spontaneous symmetry breaking.
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Several examples will be given in this context for illustrative purposes. In the final section
we anew turn to the task of renormalizing the zero-dimensional model.
Besides the more pedagogical motivation for dealing with this kind of topic there is an-
other, even more important reason which we would like to mention qualitatively already
at this point: In models based on Noncommutative Geometry ordinary gauge fields and
Higgs fields are combined into a single object, namely a generalized potential or superpo-
tential A. Starting from this extended gauge potential A and calculating the noncommu-
tative Yang-Mills action by also generalizing the usual Yang-Mills procedure yields the
by now well-known result (among other things) that in such a noncommutative model
the mechanism of spontaneous symmetry breaking (SSB) is automatically included and
therefore a built-in feature of the model which, in addition, allows for a geometrical in-
terpretation of SSB. Especially, if in the noncommutative approach the gauge fields are
set to zero and if the Higgs fields are restricted to live on just one point, we obtain a
very simple zero-dimensional noncommutative model that (by appropriate choice of the
Higgs content) coincides with the model of the present chapter at least at the classical
level. Hence, all the considerations in this chapter formulated in the common language
of usual Higgs fields, and thus avoiding the notion of a superpotential A, will serve as
a reference point for the analogous considerations in the subsequent chapter which deals
with the quantum theory of that noncommutative toy model with just Higgs “fields” ap-
pearing in A. Of course, if we take the noncommutative point of view, things have to
be formulated as far as possible using the noncommutative language, i.e the basic object
A. As it will turn out there is indeed a substantial simplification in the noncommutative
framework. But this will be a later story.
3.1. Definition of the model and the problems with the Goldstone particle
In the following we will consider the theory of just one complex scalar field Φ with self-
interaction given by (in four dimensions):
S[Φ,Φ] =
∫
d4x
{
(∂µΦ(x))(∂
µΦ(x)) +m2Φ(x)Φ(x) +
λ
4
(Φ(x)Φ(x))2
}
(3.1)
=
∫
d4x
{
Lkin[Φ,Φ] + V [Φ,Φ]
}
In order to obtain the Mexican hat accounting for SSB we must have
m2 < 0 ,
which will be assumed from now on. The absolute minima of V [Φ,Φ] are taken on a circle
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around the origin (Φ,Φ) = (0, 0) with radius
|Φ| =
√
−2m2
λ
=:
v√
2
. (3.2)
The theory in zero dimensions again results from the corresponding theory in four di-
mensions by omitting all derivatives of the fields as well as the overall integration and
by suppressing the argument of the fields, i.e. in the present case the zero-dimensional
action takes the form:
S(z, z¯) = m2 zz¯ +
λ
4
(zz¯)2 (3.3)
In order to eventually proceed to the quantum theory we furthermore perform a shift
from the unstable local maximum at the origin (z, z¯) = (0, 0) of S to one of the minima
of S by means of a translation:
z =
1√
2
(x+ v + iy)
z¯ =
1√
2
(x+ v − iy) (3.4)
Looking for (1 PI) Green’s functions with (amputated) incoming and outgoing physical
“fields” x and y it is better to work with the real-valued variables x and y right from the
beginning instead of using the unshifted “fields” z and z, see also later. Hence, expressing
S(z, z¯) (3.3) in terms of x and y defined via (3.4) yields after a short calculation (up to a
constant −m4
λ
which is the value of S(z, z) at the minima and therefore can be dropped
without loss of generality2) the starting point for all considerations to follow:
S(x, y) =
λ
16
(x2 + y2)2 +
λv
4
x(x2 + y2) − m2 x2 (3.5)
S(x, y) describes a massive scalar “field” x with mass m2x = −2m2, i.e. a Higgs field,
interacting with itself and another scalar, but massless “field” y, which is a Goldstone
field.
The generating functional Z(ρ, τ) of general Green’s functions now reads
Z(ρ, τ) = N
∫ +∞
−∞
dx
∫ +∞
−∞
dy exp
{
1
h¯
(−S(x, y) + ρx+ τy)
}
. (3.6)
2Taking along the constant −m4
λ
leads to an additional constant factor on the r.h.s. of (3.6) which
can be absorbed into a redefinition of the normalization constant N . This normalization constant is
afterwards fixed by means of the requirement (3.7).
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ρ and τ are two external sources to which the theory is coupled in order to sum up all
n-point functions into the single object Z. The normalization constant (again well-defined
in zero dimensions) is fixed as usual by the requirement:
Z(ρ, τ)|ρ=0=τ = 1 (3.7)
Copying the procedure of section 2.2 and thus heading for the differential equation(s) for
Z(ρ, τ) we elaborate the right hand sides of
0 = N
∫ +∞
−∞
dy
∫ +∞
−∞
dx
∂
∂x
exp
{
1
h¯
(−S(x, y) + ρx+ τy)
}
,
0 = N
∫ +∞
−∞
dx
∫ +∞
−∞
dy
∂
∂y
exp
{
1
h¯
(−S(x, y) + ρx+ τy)
}
.
This leads after an easy and short calculation to a system of two coupled partial differential
equations for Z(ρ, τ) which resembles in zero dimensions the system of Dyson-Schwinger
equations for the model under consideration:
h¯3
λ
4
(
∂3Z
∂ρ3
+
∂3Z
∂ρ∂τ 2
)
+ h¯2
λv
4
(
3
∂2Z
∂ρ2
+
∂2Z
∂τ 2
)
− h¯ 2m2 ∂Z
∂ρ
− ρZ = 0
h¯3
λ
4
(
∂3Z
∂τ 3
+
∂3Z
∂ρ2∂τ
)
+ h¯2
λv
2
∂2Z
∂ρ∂τ
− τZ = 0 (3.8)
Being mainly interested in 1 PI diagrams we have to perform the transition from the
generating functional Z(ρ, τ) to the generating functional Γ(x, y) of 1 PI Green’s functions
according to3:
Z(ρ, τ) −→ W (ρ, τ) := h¯ ln Z(ρ, τ) (3.9)
Legendre−→ Γ(x, y) := ρ(x, y) x + τ(x, y) y − W (ρ(x, y), τ(x, y)) (3.10)
with : x :=
∂W
∂ρ
, y :=
∂W
∂τ
(3.11)
We skip the details of the calculation here and refer the interested reader to appendix E.
Up to order h¯ the following two coupled differential equations for Γ(x, y) result:
∂Γ
∂x
=
λ
4
(
x3 + xy2 + 3vx2 + vy2
)
− 2m2x
+ h¯
λ
4
hˆ−1(x, y)
{
(x+ v)
(
3
∂2Γ
∂y2
+
∂2Γ
∂x2
)
− 2y ∂
2Γ
∂x∂y
}
+O(h¯2)
3Please note that we are working with the shifted physical fields x and y located at one of the minima
of the Mexican hat. As a consequence, the vacuum expectation values of the classical fields x and y
are zero at the classical level. This is the reason for the absence of a constant (constants) (vacuum
expectation value(s)) in (3.11).
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∂Γ
∂y
=
λ
4
(
y3 + x2y + 2vxy
)
+ h¯
λ
4
hˆ−1(x, y)
{
−2(x+ v) ∂
2Γ
∂x∂y
+ y
(
∂2Γ
∂y2
+ 3
∂2Γ
∂x2
)}
+O(h¯2) (3.12)
The function hˆ(x, y) occuring on the right hand sides is defined in (E.8):
hˆ(x, y) =
∂2Γ
∂x2
∂2Γ
∂y2
−
(
∂2Γ
∂x∂y
)2
(3.13)
Solving (3.12) recursively order by order in the loop expansion, in zeroth order we find,
as a matter of consistency, the expected answer
Γ(0)(x, y) = S(x, y) , (3.14)
where S(x, y) is given by (3.5). Proceeding to the next order and, hence, evaluating (3.12)
consistently in order h¯1, a straightforward calculation (using (3.14)) shows that the 1-loop
approximation of Γ reads:
Γ(1)(x, y) =
1
2
ln hˆ(0)(x, y) + C(1) (3.15)
with hˆ(0)(x, y) =
1
16
(3λx2 + λy2 + 6λvx− 8m2)(λx2 + 3λy2 + 2λvx)− λ
2
4
(x+ v)2y2
In (3.15) C(1) is a constant of integration that actually should be fixed by the requirement4
Γ(x, y)|x=0=y = 0 to all orders . (3.16)
However, as can be seen at once from (3.15), Γ(1) is not defined in the limit x → 0 and
y → 0. Even worse, trying to calculate in 1-loop order the 1 PI n-point functions by
repeated differentiations of Γ(1) with respect to x and y and subsequent evaluation at
x = 0 = y we have to realise that none of those n-point functions is defined, or, express-
ing the same statement differently, all possible 1 PI n-point functions are infinite starting
from 1-loop on. This unavoidable fact just reflects, of course, the problems mentioned
in the introduction of the present chapter concerning the masslessness of the Goldstone
boson y: In higher orders, all possible 1 PI Green’s functions necessarily involve diagrams
with internal 〈yy〉-propagators due to the nature of the couplings in S(x, y). But because
the “field” y is massless the Feynman propagator for y is just infinite in zero dimensions.
4(3.16) is nothing else but the translation of (3.7) to the functional Γ taking into account that x and
y are the physical fields. In fact, (3.16) was implicitly used when deriving (3.14).
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As a consequence, even in zero dimensions higher orders are spoiled by a remnant of what
in four dimensions would be called an infrared problem.
One possibility to circumvent this dilemma certainly would consist in an ad-hoc addition
of a mass term m2yy
2 to the action S(x, y). However, proceeding this way the hidden
symmetry of the model (see section 3.2) is brutally destroyed and it will be difficult (and
perhaps even impossible) to properly control the higher orders and, especially, the depen-
dence of the theory on the auxiliary mass m2y from 1 loop on.
Hence, we should look for an alternative possibility: The best strategy would be to in-
troduce a mass term for the Goldstone boson y without loosing track of the (hidden)
symmetry. Borrowing ideas from ordinary quantum field theory this can be acchieved by
adding a gauge fixing term of t’Hooft’s type,
Γg.f. =
1
2
B2 + ξmBy , (3.17)
to S(x, y) and enlarging (local) gauge invariance to BRS invariance. In (3.17) ξ is a gauge
parameter, and B is an auxiliary field of dimension 2. Eliminating B by means of its
equation of motion produces the desired mass term for y:
∂Γg.f.
∂B
= 0 ⇒ B = −ξmy ⇒ Γg.f. = −1
2
ξ2m2y2 (3.18)
On the other hand, keeping the auxiliary field B until the end of all calculations and having
at our disposal BRS invariance (as the defining symmetry of the theory) everything will
be well-defined. Section 3.2 follows up this second promising possibility in detail.
3.2. Proper definition of the theory and recursive determination of Γ(n)
It is evident that S(z, z) (3.3) is invariant under the (gauge) transformations
z → zeiα and z → ze−iα with α arbitrary real . (3.19)
Carrying out the shift (3.4) from z, z to the physical variables x, y the above symmetry
is hidden, but, of course, nevertheless still present. When expressed for x and y the
infinitesimal version of the symmetry of S(x, y) (3.5) takes the form
δαx = −αy and δαy = α(x+ v) . (3.20)
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Obviously, adding the gauge fixing term Γg.f. (3.17) to S(x, y) breaks invariance under
(3.20) due to (δαB = 0 by definition)
δαΓg.f. = αξmB(x+ v) . (3.21)
In order to keep track of the original symmetry (3.20) one has to enlarge the space of
“fields” {x, y} by some unphysical “fields” c and c, the Faddeev-Popov ghosts, and, at
the same time, to go over from gauge invariance to BRS invariance:
sx = −cy , sy = c(x+ v) ,
sc = 0 , sc = B , sB = 0
(3.22)
It has to be remarked that in the present context Faddeev-Popov ghosts have to be
introduced although there are no gauge fields in the model at all. At first sight this
seems unusual when compared to ordinary quantum field theory. Taking, however, the
noncommutative point of view (see later) according to which the Higgs fields are part of a
(generalized) gauge potential and, hence, by themselves a sort of generalized gauge fields,
the above introduction of ghost “fields” becomes more plausible.
In a next step S + Γg.f. has to be completed by a Faddeev-Popov (φπ) part Γφπ chosen
in such a way that the variation of Γφπ under BRS exactly cancels the variation of Γg.f.
under BRS (see (3.21) with δα → s and α→ c). This leads to
Γφπ = −ξmc(x+ v)c . (3.23)
Because some of the BRS transformations (3.22) are bilinear in the classical fields and
because in the full quantum theory the classical fields will become some nontrivial oper-
ators, for a proper definition of such products of operators in higher orders it is further-
more necessary to couple all nonlinear BRS transformations to external sources thereby
introducing an additional part Γext.f. to the action depending on the external sources:
Γext.f. = X(sy) + Y (sx) (3.24)
In summary, the complete classical action Γcl is now given by:
Γcl(x, y, B, c, c;X, Y ) = S(x, y) +
1
2
B2+ ξmBy− ξmc(x+ v)c+Xc(x+ v)− Y cy (3.25)
(3.25) is the fundamental starting point for all considerations to follow in this section.
In table 1 we list for later convenience all “fields” of the model with their respective
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dimensions and φπ quantum numbers Qφπ as well as their behaviour under charge con-
jugation5 C. All these properties are inherited from the corresponding theory in four
dimensions.
field x y B c c X Y
dim 1 1 2 0 2 3 3
Qφπ 0 0 0 1 - 1 - 1 - 1
C + - - - - - +
Table 1: Quantum numbers of the fields
From the construction it is clear that Γcl is invariant under the BRS transformations
(3.22) (sX = 0 = sY by definition). At the “functional” level this invariance under BRS
transformations is expressed in terms of the Slavnov-Taylor identity (STI):
S(Γcl) = 0 (3.26)
with S(Γ) ≡ ∂Γ
∂Y
∂Γ
∂x
+
∂Γ
∂X
∂Γ
∂y
+B
∂Γ
∂c
Let us now turn to the second part of this section, namely the recursive determination
of Γ(n). We again begin our investigations by first writing down the generating functional
Z(ρ, τ, l, η, η;X, Y ) of general Green’s functions:
Z(ρ, τ, l, η, η;X, Y ) = N
∫ +∞
−∞
dx dy dB dc dc exp
{
1
h¯
(−Γcl + ρx+ τy + lB + cη + ηc)
}
(3.27)
ρ, τ, l, η and η are the five external sources corresponding to the “propagating fields”
x, y, B, c and c, respectively. Among these sources ρ, τ and l are ordinary numbers whereas
η and η have to be Grassmannian (anticommuting) numbers with φπ-charge + 1 and
- 1, respectively. The derivation of the system of differential equations that Z has to
fulfill, copies the by now familar strategy we already pursued several times. Having five
dynamical variables x, y, B, c and c in the game we obtain a system of five coupled partial
differential equations for Z:
h¯3
λ
4
(
∂3Z
∂ρ3
+
∂3Z
∂ρ∂τ 2
)
+ h¯2
[
λv
4
(
3
∂2Z
∂ρ2
+
∂2Z
∂τ 2
)
+ ξm
∂2Z
∂η∂η
]
−h¯
[
2m2
∂Z
∂ρ
−X∂Z
∂η
]
− ρZ = 0
h¯3
λ
4
(
∂3Z
∂τ 3
+
∂3Z
∂ρ2∂τ
)
+ h¯2
λv
2
∂2Z
∂ρ∂τ
+ h¯
(
ξm
∂Z
∂l
− Y ∂Z
∂η
)
− τZ = 0
5One easily proves that Γcl (3.25) is invariant under C. Taking into account the behaviour under
charge conjugation will simplify some calculations later on.
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h¯(
∂Z
∂l
+ ξm
∂Z
∂τ
)
− lZ = 0 (3.28)
h¯2 ξm
∂2Z
∂η∂ρ
+ h¯
(
ξmv
∂Z
∂η
− Y ∂Z
∂τ
+X
∂Z
∂ρ
)
+ (vX − η)Z = 0
h¯2 ξm
∂2Z
∂η∂ρ
+ h¯ ξmv
∂Z
∂η
+ ηZ = 0
The first two equations in (3.28) are direct generalizations of (3.8) to the case when there
are also the variables B, c and c, whereas the remaining three equations are new due to
the additional presence of the auxiliary field B and the φπ ghosts c and c.
The system (3.28) now has to be translated first to a system of differential equations for
W (ρ, τ, l, η, η;X, Y ) and then to such a system for Γ(x, y, B, c, c;X, Y ) which subsequently
has to be solved order by order in h¯. We skip the details of the calculation here and refer
the reader once again to the appendicies, this time to appendix F, where the computational
steps in between can be found. Instead we just quote some main results.
The third equation in (3.28) when expressed for the functional Γ just becomes the gauge
fixing condition
∂Γ
∂B
= B + ξmy , (3.29)
which due to its linearity in the “propagating fields” can be integrated to all orders with-
out any problems. Hence, at least one of the five equations above is almost trivial reducing
that way the complexity of the system (3.28) a little bit.
When rewritten for the function Γ the first two equations in (3.28) determine the depen-
dence of Γ on x and y, respectively. Up to and including 1-loop order we find for these
equations (neglecting momentarily some contributions depending on the ghosts c and c
which are indicated by the dots):
∂Γ
∂x
=
λ
4
(x3 + xy2 + 3vx2 + vy2)− 2m2x
+ h¯
{
λ
4
h−1(x, y)
[
(x+ v)
(
3
(
∂2Γ
∂y2
− (ξm)2
)
+
∂2Γ
∂x2
)
− 2y ∂
2Γ
∂x∂y
]
−ξm
(
∂2Γ
∂c∂c
)−1
+ . . .+O(h¯2) (3.30)
∂Γ
∂y
=
λ
4
(y3 + x2y + 2vxy) + ξmB
+ h¯
λ
4
h−1(x, y)
{
−2(x+ v) ∂
2Γ
∂x∂y
+ y
((
∂2Γ
∂y2
− (ξm)2
)
+ 3
∂Γ
∂x2
)}
+ . . .+O(h¯2)
The function h(x, y) generalizes the function hˆ(x, y) (3.13) of the previous section and is
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defined to be:
h(x, y) =
∂2Γ
∂x2
(
∂2Γ
∂y2
− (ξm)2
)
−
(
∂2Γ
∂x∂y
)2 ∣∣∣∣∣∣
c=0
(3.31)
The modifications brought about by the introduction of the auxiliary field B and the
ghosts c and c, i.e. by going over from gauge invariance to BRS invariance, are easily
read off by comparing (3.30) and (3.31) to (3.12) and (3.13), respectively. In the present
approximation these modifications mainly consist in the following two points:
Firstly, in every place of occurence ∂
2Γ
∂y2
has to be replaced by ∂
2Γ
∂y2
− (ξm)2, thus allowing
for an auxiliary mass −1
2
(ξm)2 for the Goldstone boson y without breaking invariance
under BRS transformations.
Secondly, the first equation in (3.30) contains the additional term − h¯ ξm
(
∂2Γ
∂c∂c
)−1
. This
term encodes contributions stemming from internal 〈cc〉-propagators to scattering pro-
cesses including at least one external but amputated Higgs field x. These contributions
can and will be present starting from 1 loop on, see also later.
Finally, moving on to the recursive solution of (3.30) (or better to the recursive solution
of the complete system (F.11)) we find – after the consistency check Γ(0) = Γcl with Γcl
according to (3.25) – the following expression for Γ(1):
Γ(1) =
1
2
ln h(0)(x, y) − ln (x+ v) + C(1) (3.32)
+ c
ξm
x+ v
f (0)(x, y) c − X f
(0)(x, y)
x+ v
c − Y λy
2 h(0)(x, y)
c
with h(0)(x, y) =
1
16
(3λx2 + λy2 + 6λvx− 8m2)(λx2 + 3λy2 + 2λvx− 4(ξm)2)
− λ
2
4
(x+ v)2y2
and f (0)(x, y) =
λx2 + 3λy2 + 2λvx− 4(ξm)2
4 h(0)(x, y)
The constant of integration C(1) is fixed by the requirement Γ|x=y=B=c=c=0 = 0 to all
orders, i.e.6
C(1) = −1
2
ln
(
2ξ2m4
)
+ ln v . (3.33)
In contrast to (3.15) Γ(1) in (3.32) is well-defined in the vicinity of x = y = 0. The same
holds, of course, true for all possible 1 PI n-point functions.
As a conclusion, we may state that the problems mentioned in the introduction to this
chapter have been cured.
Appendix F also presents the result for the 2-loop approximation Γ(2) of Γ. It is clear
6Taking into account this constant of integration the arguments of the two logarithms in the first line
of (3.32) become dimensionless, as they should.
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that due to the recursive nature of the determination again an implementation of the
whole procedure on the computer would be not only possible but also perhaps desir-
able. However, we will abstain from this possibility because in the present formulation
the resulting expressions rapidly blow up tremendously becoming almost unreadable, a
technical difficulty which hopefully will be overcome when the more appropriate noncom-
mutative language is used. That indeed the noncommutative version generates substantial
simplification will be the topic of the next chapter.
3.3. Feynman propagators and “counting” of diagrams
On the basis of the outcome of the previous section we are now in a position to investi-
gate the question to which extent the counting argument of Feynman diagrams can be
transferred to the model under consideration including SSB – at least for the case of
1 PI diagrams. In order to allow for a detailed comparison between the analytical results
derived above and a direct “counting” of Feynman diagrams we first of all need the free
Feynman propagators of the present theory in zero dimensions. For the calculation of
these propagators we start off, as usual, from the bilinear part
Γ
(0)
bil = −m2x2 +
1
2
B2 + ξmBy − ξmvcc (3.34)
of the classical action Γcl (3.25). Let us briefly illustrate another simple method
7 for
finding the propagators by examining, as an example, the Feynman propagator of the
Higgs’ variable x: Obviously, we have
∂Γ
(0)
bil
∂x
= −2m2x which is coupled to the external
source ρ. I.e. on the bilinear part ρ is just a function of x only: ρ = ρ(x) = −2m2x ⇔
x = − ρ
2m2
. According to the definition of the 〈xx〉-propagator, ∆Fxx = h¯ ∂x∂ρ , we hence find
the following answer which could have been expected:
∆Fxx = −
h¯
2m2
(3.37)
7Of course, we could equivalently proceed in the same manner as in chapter 2 by first calculating
Zfree(ρ, τ, l, η, η) = N
∫
dx dy dB dc dc exp
{
1
h¯
(
−Γ(0)bil + ρx+ τy + lB + cη + ηc
)}
, (3.35)
with the result,
Zfree =
(
1 +
ηη
ξmvh¯
)
exp
{
1
2h¯
(
− ρ
2
2m2
− τ
2
ξ2m2
+
2τl
ξm
)}
, (3.36)
and by subsequently using the general definition of the Feynman propagator in question which uses Zfree
and looks like (2.17).
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In a completely analogous manner also the ghost propagator results:
∆Fcc =
h¯
ξmv
(3.38)
The derivation of the remaining Feynman propagators in zero dimensions is slightly more
involved but nevertheless follows along the lines indicated above. We find:
∆Fyy = −
h¯
(ξm)2
, ∆FBy =
h¯
ξm
, ∆FBB = 0 (3.39)
As in the previous basic example of ϕ4-theory, in a next step we could normalize these
propagators to simple numbers by choosing appropriate values for the parameters h¯, m(2), ξ
and v. We forgo this possibility here for the following two reasons: On the one hand,
keeping the above parameters explicitly we will have a better chance for a more profound
check of the many factors in the analytical expressions. On the other hand, going ahead
that way we will also be able to clarify more accurately the origin of the various terms
contributing to Γ(n). In order not to be too academic, we now turn to some particular
examples.
Example 1: Higgs tadpole
In figure 3 the 1 PI Feynman diagrams contributing in the 1-loop approximation to the
Higgs 1-point function are depicted graphically.
ξ m−
c
x
c
+
1
2 λ v3
2
x
x x
1
2 λ v
2
1
y y
x
− −
Figure 3: 1 PI contributions to the Higgs tadpole in 1 loop. The sloping bar on the external
〈xx〉-propagators indicates that these lines are amputated. Furthermore, the numerical factors
in front of the diagrams stem from Wick’s theorem.
Figure 3 also contains the information about the relevant coupling constants related to
the vertices xxx, xyy and xcc, as they follow immediately from the interaction terms in
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Γcl (3.25). A direct calculation of Γ
(1)
x is now very easy due to the fact that in zero
dimensions no integrations over internal loops have to be performed. In other words, the
value of each Feynman diagram in zero dimensions is given by the product of a factor
originating from Wick’s theorem, the vertex factors and the propagators involved in the
diagram. For instance, the first contribution in figure 2 is given by (h¯ ≡ 1):
−1
2
· 3λv
2
·∆Fxx =
3λv
8m2
In doing so we altogether obtain8
Γ(1)x =
3λv
8m2
+
λv
4(ξm)2
+
1
v
, (3.40)
where the last term comes from internal ghost contributions. This result has to be com-
pared with the derivative of Γ(1) (3.32) with respect to x subsequently evaluated for all
fields equal to zero. We find complete agreement (up to an overall sign9). Furthermore,
we observe that the contribution originating from the internal 〈cc〉-propagator is encoded
in the second term of Γ(1), namely in - ln(x + v), whereas the other contributions stem
from the first term 1
2
ln h(0)(x, y).
Example 2: Self-energy of the Higgs
In 1 loop the following 1 PI diagrams contribute to the self-energy of the Higgs’ variable x:
2
1
−
xx
x
c
c xx c
c
+
2
1
−
x
y
x x
x
x
2
1 x x
y
y
2
1+
x
Figure 4: 1 PI contributions to Γxx at order h¯.
Taking into account the vertex factors 3
2
λ and 1
2
λ for the vertices xxxx and xxyy, respect-
ively, this time the direct calculation of the above diagrams yields:
Γ(1)xx =
9
32
λ2v2
m4
+
1
8
λ2v2
(ξm)4
+
3
8
λ
m2
+
1
4
λ
(ξm)2
− 1
v2
(3.41)
8Please note that for each closed ghost loop there is an extra factor −1.
9See footnote 1; this time, however, the Legendre transformation is defined in (F.2).
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(3.41) again coincides (up to the same overall sign as in example 1) with the analytical
result, i.e. with the second derivative of Γ(1) (3.32) with respect to x finally evaluated for
all fields set equal to zero. It also holds true that the contribution from the internal ghost
propagators still stems from the term - ln(x+ v) in Γ(1).
Example 3: Higgs tadpole in 2-loop order
Let us finally look at an example involving the second order of the loop expansion. To
simplify matters we reconsider the Higgs 1-point function: For 1 PI n-point functions
different from Γ(2)x an even larger number of Feynman diagrams has to be taken into
account in the 2-loop approximation. As usual, the analytical answer is obtained by
differentiating Γ(2) (F.12) once with respect to x and by subsequently evaluating the
resulting expression for x = 0 = y.
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− −
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x
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y
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x
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1
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+ 1
2
+
x
x x
x
x
y x
y
c
c
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c
c
x
x
+
c
c
x x
c
c
x
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Figure 5: 1 PI contributions to Γ(2)x .
This leads to
Γ(2)x =
1
512 m8v3(ξm)6
[
256 m6(ξm)6 − 96 λ m4v2(ξm)6 (3.42)
+ 12 λ2m2v4
(
8 m6 + 4 m4(ξm)2 + 2 m2(ξm)4 + 5 (ξm)6
)
+ λ3v6
(
16 m6 + 12 m4(ξm)2 + 27 (ξm)6
)]
.
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(3.42) again coincides (up to an overall sign) with the direct calculation of the Feynman
diagrams contributing to Γ(2)x . These diagrams are depicted in figure 5 above.
In summary, we may draw the following conclusion: Even in models without SSB the
counting of Feynman diagrams, achieved by considering the corresponding zero-dimen-
sional theory, is not a naive counting just yielding the number of diagrams but rather a
weighted one: Combinatorial factors from Wick’s theorem as well as possible symmetry
factors enter this counting. As a consequence, the counting argument should be regarded
as a consistency check that in a four-dimensional calculation all diagrams and all combi-
natorial factors and all symmetry factors have been taken into account correctly. When
taking this point of view, the previous examples clearly show that the counting argument
can very well be transferred to models exhibiting spontaneous symmetry breaking.
3.4. Renormalization
Suppose that we would like to depict graphically the modifications to the (zero-dimen-
sional) classical Higgs potential V (x, y) = S(x, y) = Γcl|B=c=c=0 stemming from higher
order loop contributions because of the assumption that the effective Higgs potential
V
(≤n)
eff (x, y) = Γ
(≤n)
∣∣∣
B=c=c=0
(in zero dimensions this is the full physical theory!) should
have a physical meaning. This immediately raises the question: What (physical) values do
we have to choose for the various parameters appearing in Γ(n)? The necessity of finding
an answer to this question indicates nothing else but the necessity of (re)normalizing the
theory, i.e. the necessity of expressing the so far unphysical parameters of the theory in
terms of observable and, hence, physical quantities (order by order in the loop expansion).
When compared to the first simple example of zero-dimensional ϕ4-theory, in the present
context the necessity of renormalization (with emphasis put on the syllable “re”) becomes
even more transparent: Whereas in the classical approximation the vacuum expectation
value 〈x〉 = Γ(0)x of the Higgs’ variable x is by construction 0, example 1 of section 3.3
shows that this statement does not hold true in higher orders, see (3.40). In other words,
without renormalization the theory will drift away from the ring of local minima which,
in turn, is disastrous for the stability (and definition) of a perturbative treatment of a
physical theory. So as to keep fixed the theory in one of the minima also in higher orders
(among other things) it is unavoidable to introduce appropriate invariant counterterms
to the classical action the coefficients of which have to be renormalized again and again
order by order in the loop expansion.
In order not to forget a possible counterterm (i.e. in order to control all of them explicitly)
we choose the common approach to such a task relying on the defining property of the
31
theory, namely the fundamental notion of symmetry which in the current investigation is
BRS symmetry expressed in terms of the STI (3.26). Hence, first of all we have to look
for the most general classical solution Γgencl of (3.26). An inspection of table 1, the table
of quantum numbers of all the fields involved, yields the following most general ansatz
for Γgencl (already exploiting the gauge fixing condition (3.29) and making use of the facts
that Γgencl has to be φπ-neutral, invariant under charge conjugation C and bounded in
dimension by 4):
Γgencl = a1x+ a2x
2 + a3y
2 + a4x
3 + a5xy
2 + a6x
4 + a7x
2y2 + a8y
4
+b1cc+ b2ccx+ b3ccx
2 + b4ccy
2 + b5cX + b6cXx+ b7cY y
+
1
2
B2 + ξmBy (3.43)
So far a1, . . . , a8 and b1, . . . , b7 are unconstrained free parameters. Inserting this ansatz
into the STI (3.26) and comparing coefficients of independent “field” monomials will lead
to some restrictions among the formerly free parameters. After a straightforward but a
little bit cumbersome calculation we obtain the result (upon renaming parameters):
Γgencl =
1
2
µˆ
(
2vˆx+ zxx
2 + zyy
2
)
+
λˆ
16
(
2vˆx+ zxx
2 + zyy
2
)2
(3.44)
+
1
2
B2 + ξmBy − ξmc(zxx+ vˆ)c+X(zxx+ vˆ)c− Y zyyc
From (3.44) we easily can read off that there are five free parameters within the theory,
namely zx, zy, µˆ, vˆ and λˆ. These parameters are not prescribed by BRS symmetry and,
hence, have to be fixed elsewhere. Due to the method of determination these parameters,
furthermore, are in one-to-one correspondence with all possible invariant counterterms in
higher orders.
Because of the additional freedom related to the additional free parameter µˆ in (3.44) when
compared to Γcl (3.25), this parameter µˆ multiplying a term linear in x, and because of
the remarks just given, already at this point we can foresee that by an appropriate choice
of µˆ in higher orders it will be possible to hold the theory strictly in one of the minima
of the effective potential.
As usual, the free parameters will be fixed by normalization conditions. Dealing with
formal power series in h¯ the only requirement that these normalization conditions have
to fulfill is the requirement of uniquely determining the free parameters in lowest order.
Apart from this requirement the actual choice of the normalization conditions is to a
certain extent a matter of taste at least in the present context10. We propose the following
10See also the concluding remark at the end of this section.
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ones (m2phys > 0):
Γx = 0 , Γxx = 2m
2
phys , Γxxxx =
3
2
gphys , Γyyyy =
3
2
gphys , ΓcX =
√√√√4m2phys
gphys
(3.45)
(Γx denotes
∂Γ
∂x
evaluated for all fields set equal to zero, etc.)
Applying these normalization conditions to the most general classical action (3.44) we
exactly fall back to Γcl (3.25) (with λ→ gphys and m2 → −m2phys).
Now we have everything at our disposal for a detailed study of the renormalization of
the model under consideration. For instance, up to 1 loop at the beginning there are
two contributions to the vacuum expectation value of the Higgs’ variable x: The first
contribution was already calculated above and is given by (3.40) (times −1) with λ→ gphys
and m2 → −m2phys; the second contribution represents an invariant counterterm to the
classical action, see (3.44), namely:
(µˆvˆ)(1) = µˆ(0)vˆ(1) + µˆ(1)vˆ(0) = µˆ(1)
√√√√4m2phys
gphys
The last equality holds true because of µˆ(0) = 0 due to the first normalization condition
in (3.45) evaluated in lowest order11. The sum of these two contributions again has to
fulfill the normalization condition just mentioned, this time up to 1-loop order. This
determines µˆ(1):
µˆ(1) = − gphys
8m2phys
(
1 +
2
ξ2
)
(3.46)
In a similar manner also the higher orders of the other parameters can be found. Up to
and including second order of the loop expansion we find:
zx = 1 + h¯
gphys
16m4physξ
8
(16− 16ξ2 + 29ξ8)
+ h¯2
g2phys
512m8physξ
16
(−256 + 512ξ6 + 3744ξ8 − 3648ξ10 + 11435ξ16) + O(h¯3)
zy = 1 − h¯ gphys
4ξ2m4phys
− h¯2 g
2
phys
64m8physξ
10
(16− 16ξ2 + 4ξ6 + 35ξ8) + O(h¯3)
µˆ = − h¯ gphys
8m2physξ
2
(2 + ξ2) − h¯2 g
2
phys
64m6physξ
8
(8− 4ξ2 − 2ξ4 + ξ6 + 15ξ8) + O(h¯3) (3.47)
vˆ =
√
4m2phys
gphys
(
1 + h¯
gphys
8m4phys
+ h¯2
g2phys
32m8physξ
8
(16− 16ξ2 + 33ξ8)
)
+ O(h¯3)
λˆ = gphys + h¯
g2phys
16m4physξ
4
(4 + ξ4) + h¯2
g3phys
256m8physξ
8
(48− 32ξ2 + 8ξ4 + 75ξ8) + O(h¯3)
11Also the last normalization condition in (3.45) is used in order to exclude the case vˆ(0) = 0.
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The derivation of the results starting from 2 loops on has to be handled with some caution
because, for instance, in the 2-loop approximation also the 1-loop counterterms will pro-
duce nontrivial loop contributions that have to be taken into account properly. Perhaps
the safest way to do this consists in repeating the analysis of section 3.2 but by using
Γgencl instead of Γcl as the starting point. Proceeding that way the parameters zx, zy, µˆ, vˆ
and λˆ will enter the systems of differential equations for Z,W and Γ. Keeping track of
the power series of the above parameters the subsequent recursive solution of the system
for Γ, carefully and consistently performed order by order in h¯, then leads to the correct
results.
Finally, we are able to quote the renormalized effective action of our zero-dimensional
theory. In order not to waste too much space we content ourselves with writing down the
effective Higgs potential (for ξ = 1) up to 1 loop:
V
(≤1)
eff =
gphys
16
(x2 + y2)

8
√
m2phys
gphys
x+ x2 + y2

+ m2phys x2 (3.48)
− h¯
256 m4phys

192 g2phys
(
m2phys
gphys
) 3
2
x − 96 gphys m2phys x2
− 288 g2phys
√
m2phys
gphys
x3 − 63 g2phys x4 + 48 gphys m2phys y2
− 24 g2phys
√
m2phys
gphys
xy2 − 60 g2phys x2y2 + 3 g2phys y4 + 128m4phys ln
(
32 m4phys
)
− 256 m4phys ln

2
√
m2phys
gphys

+ 256 m4phys ln

2
√
m2phys
gphys
+ x


− 128 m4phys ln

32 m4phys + 3 g2phys (x2 + y2)

8
√
m2phys
gphys
x+ x2 + y2


+ 4 gphys m
2
phys

20
√
m2phys
gphys
x+ 17 x2 + 3 y2






In figure 6 below a plot of (3.48) (for y = 0) is presented showing also the modifications
to the classical Higgs potential V due to the loop contributions. V
(≤1)
eff is, however, only
plotted in a neighbourhood of the minimum x = 0 = y which is the spontaneously chosen
vacuum of the theory: Please note that Γ(1) (3.32) is not defined for x = −v as well as for
the zeros of h(0)(x, y). As a consequence, the 1-loop approximation derived above is only
valid in the vicinity of the origin; in the outside region (containing the singularities) the
above treatment simply breaks down12. This breakdown, however, does not pose a real
12This observation is also the reason for the fact that we do not rewrite the higher orders Γ(n) of Γ
34
-60 -50 -40 -30 -20 -10 10
x
5000
10000
15000
20000
25000
Veff
Figure 6: The effective Higgs potential Veff up to 1-loop order. For the sake of clearness
we refrain from picturing the full three-dimensional plot. Instead, we merely display a two-
dimensional section by choosing y = 0. The solid line represents the classical Higgs potential
whereas the dashed line shows Veff (x, y = 0) up to and including 1-loop order, but only in the
region where the formerly derived analytical expression is well-defined (namely in the vicinity of
x = 0 = y). For the physical parameters, as an example, the values gphys = 0.9 and mphys = 10
have been chosen. Furthermore, in order to be able to visualize the tiny modifications of the
loop contributions and of renormalization the unrealistic value h¯ = 1200 is assumed.
problem for our purposes which aim at a consistent treatment of a perturbatively defined
theory. An analogous consideration, of course, also holds true for V
(≤1)
eff (3.48).
Let us conclude the present chapter with a remark concerning the control of gauge par-
ameter dependence: By a slight extension of usual BRS invariance, namely by allowing
(all) the gauge parameter(s) of the theory also to transform under BRS into (a) Grass-
mannian variable(s), an automatic and easily managable control of gauge parameter de-
pendence of single Green’s functions is achieved. In the context of ordinary gauge theories
this method was first introduced in [PS] and afterwards further elaborated in [KS] and
[HKS] for the case of nonabelian gauge theories without SSB. In addition, the method also
in terms of the unshifted fields z and z (3.4), a strategy which sometimes would lead to more compact
expressions: Such a rewriting would pretend the validity of perturbatively defined quantities in a region
where they are not valid.
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offers an elegant possibility to decide whether or not the normalization conditions chosen
are in agreement with the gauge parameter dependence of the theory. This last point
was discussed in detail (among other things) in [HK] for the Abelian Higgs model. Of
course, such an analysis could be repeated here, too. It perhaps would enlighten the trick
of a BRS transforming gauge parameter in the very simple context of a zero-dimensional
theory in the same manner as it is the case for the topic of renormalization.
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4. Noncommutative formulation of a zero-dimensional Higgs
model and its quantization
The investigations of the previous chapter, on the one hand, enabled us to answer the
question whether it is possible to apply the counting argument of Feynman diagrams to
theories including spontaneous symmetry breaking, too, in the affirmative. On the other
hand, we were also forced to notice that the explicit determination of higher orders of Γ
rapidly becomes technically rather involved even for the theory in zero dimensions. We
may interpret this drawback as a hint that the existing formulation using the separate
“fields” x and y is possibly not a suitable one, and we, as a consequence, should watch
out for an alternative formulation which is better adapted.
During the last decade gauge theories based on (elements of) Noncommutative Geometry
have become more and more important and popular for the description of elementary
interactions. Among many other reasons, the importance of those models is based on
the fact that (in four dimensions) ordinary gauge fields and Higgs fields are unified into
a single object which is a generalized Dirac operator D or a generalized gauge poten-
tial A depending on the particular noncommutative approach chosen. In any case, the
marriage of gauge fields and Higgs fields within these noncommutative models leads to
an automatic occurence of the mechanism of SSB right from the beginning which, hence,
is a built-in feature of these models, i.e it does not have to be put in by hand as in the
usual formulation. In this sense, noncommutative gauge theories are the appropriate stage
both for the study of models including SSB in general and also for the problem indicated
above in the first lines of this introduction in particular. In other words, what we are
going to do is to repeat the procedure of the previous chapter but this time by sticking
strictly to the noncommutative language, i.e. by formulating everything in terms of the
basic noncommutative object, namely the matrix A comprising the components x and y,
instead of using the component language itself. As it will turn out the noncommutative
formulation indeed results in a substantial simplification.
There is a further reason for our present interest in such a purely noncommutative de-
scription: Up to now the derivation of gauge theories within Noncommutative Geometry
(NCG) almost always stops at the classical level by just deducing (in an admittedly el-
egant way) a classical action from some first principles. The subsequent quantization is
performed according to common prescriptions thereby entirely forgetting about the initial
noncommutative structure, so to speak. Of course, such a treatment is not satisfactory
at all: The “true” quantization of noncommutative gauge theories has to comprehend the
primary noncommutative structure somehow13. Tackling this problem in full generality
13In the meanwhile, there are various attempts dealing with what roughly could be called noncommu-
37
(i.e. in four dimensions and for a physical theory like the noncommutative version of
the standard model) is, however, a really hard task. For this reason, it is perhaps better
and more promising to restrict attention to a very simple but nontrivial example of a
noncommutative theory14. But this is exactly what we are going to do when we study
the quantization of the present model entirely within the noncommutative language. Our
hope, hence, is that the investigations to follow will possibly serve as a first step towards
a deeper understanding of what a truely noncommutative quantization of gauge theories
within NCG could be.
The chapter is organized as follows: After a brief review of model building within NCG in
section 4.1 (where we put special emphasis on the so-called Marseille-Mainz model which
manages with a minimum of mathematical effort but, nevertheless, includes all the nice
noncommutative implications), in section 4.2 we explicitly define the zero-dimensional
noncommutative Higgs model which will be studied subsequently. In this context we will
avoid to introduce an auxiliary field B and Faddeev-Popov ghosts c and c (necessary for
a proper treatment) in order not to complicate things in a first approach. Section 4.3
presents the mathematical apparatus needed in the following. In particular, this section
contains the definition of what we mean by differentiation of a scalar or matrix-valued
quantity with respect to a matrix as well as some useful and frequently required prop-
erties of such a notion. Thus, having at our disposal all mathematical prerequisites, in
section 4.4 we finally are in the position to copy the procedure of the previous chapter
and to derive one after the other the differential equations for Z,W and Γ but this time
strictly within the noncommutative language of matrices. At the end of section 4.4 we
also start the recursive solution of the differential equation for Γ and calculate Γ(1) which,
quite remarkably, can be expressed as a function of the generalized field strength F only.
This immediately raises the question whether this property will hold true to all orders
of the loop expansion. The affirmative answer to this question is proven in section 4.5.
Please note that the statement “To all orders Γ is a function of F only.” only makes sense
and is only accessible within a noncommutative formulation: In the component language
there is no object like a field strength for the Higgs fields of the theory. Furthermore, the
proof of section 4.5 will be organized in such a way that higher orders of Γ are calculated
at the same time, too.
tative quantum field theory. These attempts, however, are not directly related to the noncommutative
model building mentioned above. They rather start off from an assumed noncommutative behaviour of
the underlying spacetime by considering nonvanishing commutators of the time and position operators,
see e.g. [DFR], [CHMS] and [GKW].
14Investigations in this regard are also undertaken, for example, in [CR] and [MH] in the context of
Connes’ formulation of NCG.
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4.1. Noncommutative gauge theories
Already shortly after Alain Connes’ pioneering and constitutive work on a generalization
of ordinary differential geometry resulting in a new mathematical branch which by now is
justly called Connes’ Noncommutative Geometry [AC], [GVF], a whole variety of attempts
emerged dealing with the application of this promising new tool to fundamental interac-
tions in particle physics. Loosely speaking, the common aim of all these attempts consists
of an alternative derivation of the classical action of, for instance, the standard model of
electroweak interactions within the generalized noncommutative framework thereby trying
to overcome some of the unpleasant features of the ordinary formulation like the unsettled
origin of the Higgs’ mechanism and the Yukawa couplings, the ad-hoc adjustment of quan-
tum numbers, the large number of free parameters and so on. In general these various
attempts may be classified according to the extent to which they actually incorporate the
original mathematical apparatus of Connes’ NCG. On the one hand, there is, of course,
the model building initiated by Connes and Lott [CL], [KSch], [CFF] which is directly
based on Connes’ NCG. On the other hand, there are also various attempts inspired by el-
ements of Connes’ NCG but relying on alternative approaches to what a noncommutative
generalization of ordinary differential geometry might be. As some prominent examples
of this second class let us mention the models of [DKM], [MO] and [BGW].
For our purposes it completely suffices to briefly outline the basic building blocks of the
so-called Marseille-Mainz or su(2|1) model which falls into the second class of models
indicated above. Furthermore we will concentrate on the gauge sector of the model for
electroweak interactions; details concerning the construction as well as the fermionic sec-
tor of the model can be found in [CEV], [CES], [HPS1], [CHPS], [HPS2], [CHS] and [H].
The construction of the su(2|1) model starts off from the fundamental observation, very
well established by experiment, that electroweak interactions strictly distinguish between
left- and right-chiral fermionic fields. Hence, the vector space C of spinor fields carries a
Z 2-grading, C = C
(L) ⊕C(R), the grading automorphism being given by γ5. Clearly, this
Z 2-grading is consistent with the Z 2-grading of the Clifford algebra Γ acting on C. Due
to the observation mentioned above for ψ ∈ C the chiral components ψL and ψR live in
different representations X(L) and X(R), respectively, of weak isospin SU(2)L and weak
hypercharge U(1)Y . As a consequence, the generators Tk, k = 1, 2, 3, 8, of SU(2)L×U(1)Y
have a block structure of square matrices along the main diagonal,
Tk =

 [Tk]L 0
0 [Tk]R

 , (4.1)
and act on a space V = V (L) ⊕ V (R) with V (L,R) = C(L,R) ⊗ X(L,R) which inherits the
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Z 2-grading from C. So far everything is standard. But what happens if one replaces the
rectangular zeros in the off-diagonal of (4.1) by something nontrivial? This leads in a
natural way to the notion of the super Lie algebra su(2|1) which is defined to be the set
of all 3× 3 antihermitean matrices
M =

 A2×2 C2×1
D1×2 B1×1


3×3
= M (0) +M (1) , M † = −M , (4.2)
with vanishing supertrace: StrM = TrA − B = 0. In (4.2)M is decomposed into an even
part M (0) (containing A and B) and an odd part M (1) (containing C and D). Thus, at
this stage another Z 2-grading, the Z 2-grading of block matrices, enters the construction.
In order to complete the definition of su(2|1) we still need a (generalized) Lie bracket
which is given by a combination of ordinary commutator [·, ·] and anticommutator {·, ·}:
[M,N ]g = [M
(0), N (0)] + [M (0), N (1)] + [M (1), N (0)] + i {M (1), N (1)} (4.3)
Now, in close analogy to conventional Yang-Mills theory, the gauge potential (connec-
tion) A of the su(2|1) model will be a super Lie algebra valued generalized one-form.
Having, however, two gradings within the game, namely the Z 2-grading of block matrices
and the Z -grading of exterior forms ω ∈ Λ⋆(M) (which coincides with the Z -grading of
the Clifford algebra Γ due to the vector space isomorphism between Γ and Λ⋆(M)) we first
of all have to merge these two gradings in order to make sense out of what we mean by
a generalized p-form. This is achieved by introducing the total grade ∂ˆ as the sum of the
matrix grade and the exterior form grade: ∂ˆ(M⊗ω) = ∂M+∂ω. Let Ω+,Ω−,Ω′+ = (Ω−)†
and Ω′− = (Ω+)
† denote the four generators of the odd part of su(2|1). Then the super
gauge potential A can be written as15
A = i
(
~I · ~W + Y
2
W (8)
)
+
i
µ
(
Φ(0)Ω′− + Φ
(+)Ω′+ + h.c.
)
. (4.4)
In (4.4) ~W = (W (1),W (2),W (3)) are the SU(2) gauge fields, W (8) is the gauge field asso-
ciated with U(1) and µ is a mass scale. Because A has total grade 1, Φ(0) and Φ(+) (and
their conjugates) have to be scalar fields (zero-forms). As the forthgoing construction of
the model shows, Φ(0) and Φ(+) are the physical Higgs fields, i.e. the already shifted Higgs
fields located at one of the minima of the Higgs potential. Please note that in the present
context the Higgs fields become part of the connection itself.
15I1, I2, I3 and Y are proportional to T1, T2, T3 and T8, respectively, and, thus, span the even part of
su(2|1) as well.
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Next, we turn to the field strength (curvature) F . In usual Yang-Mills theories the con-
nection between the field strength and the gauge potential is (locally) given by Cartan’s
structure equation, thus including Cartan’s exterior derivative dC which raises the exterior
form grade by 1 when acting on ω ∈ Λk(M). Having, however, merged the exterior form
grade and the matrix grade, see above, it is quite reasonable and natural to enlarge also
dC by a new operation dM acting on matrices and raising the matrix grade by 1 (mod 2):
dM : M
(0),(1) → M (1),(0). The matrix derivative dM is combined with the exterior deriva-
tive dC to yield the generalized exterior derivative d, and this is done in such a way that
the gradings involved are respected:
d(M ⊗ ω) = dMM ⊗ ω + (−1)∂MM ⊗ dCω
with dMM = [η,M ]g = [η,M
(0)] + i {η,M (1)} (4.5)
In (4.5) η has to be an odd element of su(2|1) which without loss of generality may be
chosen to be η = i(Ω+ + Ω
′
−). The field strength of the Marseille-Mainz model is then
given by generalizing the ordinary structure equation, viz.
F = dA+ 1
2
[A,A]g (4.6)
Finally, the bosonic Lagrangian of the model is obtained by taking the trace of the scalar
product 〈F †F〉,
Lbos ∝ Tr 〈F †F〉 , (4.7)
where 〈··〉 denotes the scalar product in the space of exterior forms.
Let us conclude the present section by summarizing some of the advantages of the alterna-
tive approach sketched above when compared to the usual formulation of the electroweak
standard model:
• Lbos (4.7) exactly coincides with the bosonic part of the standard model including the
Higgs sector. However, Lbos is already given in the spontaneously broken phase. In
particular, the Higgs mechanism is a built-in feature of the Marseille-Mainz model,
and SSB occurs automatically. The correct shape of the Higgs potential is predicted.
• Furthermore, the mechanism of SSB gets a geometrical interpretation due to the
existence of an absolute element that is invariant under all rigid su(2|1) transforma-
tions, see [CHPS].
• The Higgs fields have to form a doublet with respect to SU(2) because of the minimal
extension of su(2)× u(1) to the super Lie algebra su(2|1), see [HPS2].
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• The fermionic sector of the su(2|1) model is constructed by using the generalized
gauged Dirac operator including the super gauge potential A, see [CES]. Yukawa
couplings occur automatically. Due to the existence of a special type of representa-
tions of super Lie algebras, see e.g. [MS], [MM], namely the so-called reducible but
indecomposible representations, there is a natural framework for generation mixing
(both for quarks and neutrinos). This aspect has been worked out in detail in [HS1],
[HS2], [HPaS] and [HTh].
• The quantum numbers of the fields involved follow directly from and are fixed by a
natural choice of su(2|1) representations.
4.2. Zero-dimensional noncommutative model of SSB and motivation for the
matrix calculus
For the sake of simplicity, in the following we will restrict our attention to the most el-
ementary but, nevertheless, nontrivial noncommutative gauge model one possibly could
think of. That is to say, the model in question will be obtained from the general noncom-
mutative matrix formalism of the previous section by shrinking all matrices to the case
of 2 × 2 matrices, by setting all the ordinary gauge fields, which live in the even part of
the superconnection A, equal to zero and, further on, by narrowing the support of the
scalar fields in the odd part of A, i.e. the support of the Higgs fields, to just one point.
Accordingly, from now on the superpotential A that, hence, is to be an antihermitean
2× 2 matrix with vanishing diagonal, is in general given by
A = i
v

 0 x+ iy
x− iy 0

 , (4.8)
where v is a constant (defined in (3.2)), and x, y turn out to be by now the shifted, i.e.
physical, Higgs variables located at one of the minima of the Mexican hat, see section 4.1
and also later. Analogously, the absolute element η, which is responsible for the automatic
occurence of SSB in the noncommutative formulation, reads:
η = i

 0 1
1 0

 (4.9)
Already at this point we would like to mention that due to A being an antihermitean
2× 2 matrix with vanishing diagonal A2 is proportional to 1I2. Of course, the same holds
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true for η: η2 = −1I2. This particular property of the 2 × 2 case will simplify some con-
siderations substantially later on.
Furthermore, in the spirit of what was presented in the previous section, in the current in-
vestigation we are not going to introduce neither a mass term for the Goldstone variable y
via a gauge fixing term including an additional auxiliary “field” B nor, as an immedi-
ate consequence thereof, Faddeev-Popov ghosts c and c. Proceeding that way, however,
we have to be aware of the fact that higher orders of the quantized theory will not be
defined properly as was discussed at the end of section 3.1 at length. The only reason
for this further restriction is due to the intention not to burden the considerations and
calculations to follow by complications of a more technical nature which eventually could
prohibit a deeper insight into the principles of the matrix approach to be presented below.
The proper handling of the model will be postponed until later.
Following up the line of reasoning suggested in section 4.1, the supercurvature F of our
present noncommutative model is defined by generalizing Cartan’s structure equation
of ordinary differential geometry thereby also enlarging the exterior derivative dC by a
matrix derivative dM :
F = dMA + 1
2
[A,A]g = i
(
ηA+Aη +A2
)
(4.10)
= − i 2
v
[
x+
1
2v
(x2 + y2)
]
· 1I2
Because A lives on just one point, in (4.10) no ordinary exterior derivative dC may appear.
The last equality almost immediately results upon inserting the explicit expressions for
A (4.8) and η (4.9).
Finally, the classical action S in the noncommutative framework is given by:
S = − λv
4
32
Tr F2 = λv
4
32
Tr
{
2ηAηA+ 4ηA3 +A4 − 2A
}
(4.11)
It is a very easy matter to check that the noncommutative action S (4.11), when expressed
in terms of x and y, exactly coincides with S(x, y) (3.5)16. According to this observation
and also due to (4.11), S can be regarded as a function of the generalized field strength F ,
or as a function of the superpotential A or as a function of the component fields x and y,
depending on the level of evaluation, so to speak. In any case, (4.11) is the starting point
for everything to follow in this chapter.
The next step again consists in writing down the generating functional Z of general
16In fact, the constant of proportionality in front of the trace was chosen in such a way that this
statement strictly holds true. In turn, the coincidence of both actions proves the identity of x and y as
the already shifted, i.e physical, variables.
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Green’s functions by coupling x and y to external sources ρ and τ , respectively. However,
having merged the “fields” x and y into a single object A it certainly makes sense to
proceed in the same way with the sources ρ and τ , thus defining
J = − i v
2

 0 ρ+ iτ
ρ− iτ 0

 . (4.12)
In doing so the source term ρx + τy appearing in the exponent of the integrand in the
integral for Z can be expressed as TrJA, and, hence, we have:
Z(J) = N
∫
dx dy exp
{
1
h¯
(−S(A; η) + TrJA)
}
(4.13)
In principle, we now could go ahead as in section 3.1 by expressing the integrand in (4.13)
in terms of x and y and by subsequently deriving the system of differential equations for
Z in the by now well-tried manner. But certainly this should not be our goal! Instead of
working out separately the derivatives of (4.13) with respect to x and y, we rather should
take into account the unification of x and y into the superpotential A which is the basic
object of the noncommutative formulation. Bearing this natural requirement in mind
we, hence, should look out for something like a derivative with repect to the matrix A
itself (and - at the level of sources - for a derivative with respect to the matrix J). If
such an operation is available the advantages are obvious: Instead of handling a system
of two coupled partial differential equations for Z, only one (matrix-valued) differential
equation containing, nevertheless, the whole information will have to be taken under
inspection. But, of course, before speculating anymore along these lines we first of all have
to investigate how such a derivative of scalar or matrix-valued expressions with respect to
a matrix (having, in addition, nice and desirable properties) can be defined. This will be
the subject of the next section, which has the character of a more mathematical interlude.
4.3. The matrix calculus
Let us begin with some more motivation. In deriving the differential equations for Z we
frequently used the following manipulation which in zero dimensions is mathematically
rigorous: Each factor x and each factor y appearing, for instance, in the integral represen-
tation for ∂Z
∂x
in front of the exponential map could be replaced by h¯∂
∂ρ
and h¯∂
∂τ
, respectively.
These partial derivatives were afterwards taken out of the integral without any problems,
see also (2.21). If we want to copy somehow this trick in the present matrix formulation
we, hence, have to impose the requirement that ∂
∂J
Tr JA should be defined in such a
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way that the result is just the odd 2 × 2 matrix A itself. This immediately suggests the
definition
∂
∂J
:=
i
v

 0 ∂ρ + i∂τ
∂ρ − i∂τ 0

 . (4.14)
Actually, it is easily proven that the above requirement fixes not only the arrangement of
the partial derivatives ∂ρ and ∂τ in
∂
∂J
but also all factors uniquely.
In an almost analogous manner we also define
∂
∂A := − i
v
2

 0 ∂x + i∂y
∂x − i∂y 0

 . (4.15)
Again, ∂
∂A
is uniquely determined by the requirement ∂
∂A
Tr JA = J or, equivalently,
by the requirement ∂
∂A
A = 1I2. It should be noticed that the action of ∂∂A (or ∂∂J ) on a
matrix-valued quantity includes matrix multiplication whereas the action of ∂
∂A
(or ∂
∂J
) on
a scalar expression is defined in an obvious way in order to yield a matrix-valued quantity
of odd degree.
What is in need next? When performing calculations involving the matrix derivatives
defined above we certainly do not want to (and, even stronger, should not) recede every
time to the component formulation in terms of x and y (or ρ and τ) but instead should
stay within the language of matrices. Thus, what we have to look for are some rules for
the matrix derivatives ∂
∂A
and ∂
∂J
which allow us to write down directly the results of the
action of these operators on those scalar and matrix-valued expressions that we will meet
frequently in the upcoming calculations. For this reason, in the following we are going to
summarize the rules. The proofs of the rules displayed below are moved to appendix G
in order not to burden the main text unnecessarily. Just as a remark, however, let us
mention that all proofs are (directly or indirectly by means of other rules) based on the
decomposition
∂
∂A = −
v
2
(η ∂x + i γη ∂y) (4.16)
of ∂
∂A
(and, of course, an analogous one for ∂
∂J
) and the fact that ∂x and ∂y are ordinary
partial derivatives. In (4.16) γ denotes the grading automorphism of 2× 2 matrices,
γ =

 1 0
0 −1

 , (4.17)
meaning that a 2× 2 matrix M is even iff [γ,M ] = 0 and is odd iff {γ,M} = 0.
In the list of rules given below we restrict ourselves primarily to the action of the oper-
ator ∂
∂A
; similar rules for ∂
∂J
are easily obtained. Every rule will be followed by one or
several example(s) for illustrative purposes.
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Rule 1: Let F (A; η) be any even polynomial in A and η. Then ∂
∂A
Tr F (A; η) has to
be a matrix-valued odd quantity which is given by the following recipe:
Permute successively every A in F (A; η) to the leftmost position (exploiting the
cyclic property of the trace) and drop it. The sought result is then the sum of these
operations without trace.
As an example let us apply rule 1 to Tr ηA3; we find (Aˆ means that A has to be dropped):
∂
∂A Tr ηA
3 = AˆAAη + AˆAηA+ AˆηAA = A2η +AηA+ ηA2 = 2A2η +AηA
For the last equality we also used A2 ∝ 1I2. A further example which will be of importance
in the next section deals with the derivative of the action S(A; η) (4.11) with respect to A:
∂S
∂A =
λv4
8
(
ηAη +A2η +AηA+ ηA2 +A3 −A
)
(4.18)
Rule 2: Let M(A; η) be any (not necessarily even) monomial in A and η. Then
∂
∂A
M(A; η) is given by (− η) times a sum of monomials which result from M(A; η)
by successively replacing each A that has an even number of (odd) matrices in front
of it by η.
Due to the linearity of ∂
∂A
this rule is extended straightaway to any polynomial
F (A; η).
Rule 2 sounds complicated but in effect it is not. Look, for instance, at the derivative
of A3 with respect to A:
∂
∂AA
3 = −η ([A → η]AA+AA[A→ η]) = −η(ηA2 +A2η) = 2A2
On the r.h.s. of the first equality only two terms appear in the parentheses: The second A
in A3 is not substituted by η because there is one A in front of the second A. For the
last equality A2 ∝ 1I2 and η2 = −1I2 have been taken into account17. By means of rule 2
we also can differentiate (4.18) once more with respect to A obtaining
∂2S
∂A2 =
λv4
8
(
2Aη + 2ηA+ 2A2 − 1I2
)
, (4.19)
17This example also shows that the matrix derivative in the way it is defined in some cases differs from
what one perhaps would expect naively ( ∂
∂A
A3 6= 3A2). Let us, however, stress once again that the above
definition of ∂
∂A
was guided by the intention to fit exactly the purposes of the present context. But with
this natural requirement ∂
∂A
is completely fixed and there is no chance to cure the ostensible mismatch
with regard to the coefficients in some derivatives. In any case, the mismatch just mentioned is not a
real mismatch at all because the only thing that actually counts is to give a well-defined meaning to ∂
∂A
which certainly has been done.
46
a result which will be of relevance later on, too.
Rule 3: product rule: Let F (A; η) and G(A; η) be any polynomials in A and η.
Then the following product rules depending on the matrix degree of F hold true:
∂
∂A(F ·G) =
(
∂
∂AF
)
G− ηFη ∂
∂AG , if F is even
∂
∂A(F ·G) =
(
∂
∂AF
)
G− ηF ∂
∂AηG , if F is odd (4.20)
Let us again illustrate this rule by means of an example: Choose F = A (i.e. F is odd
and, hence, we have to use the second equation in rule 3) and G = A2. Because of
∂
∂A
F = ∂
∂A
A = 1I2 and ∂∂AηG = ∂∂AηA2 = Aη we get:
∂
∂A(A · A
2) = 1I2 · A2 − η · A · Aη = A2 − ηA2η = 2A2
This result, of course, coincides with the direct calculation of ∂
∂A
A3, see above. Further
applications of the product rule 3 can be found in the next section.
Furthermore, due to the canonical action of ∂
∂A
on scalar expressions it is almost evident
that acting with ∂
∂A
on a product of two scalar functions f(A; η) and g(A; η) the usual
product rule holds true:
∂
∂A (f · g) =
(
∂
∂Af
)
g + f
∂
∂Ag (4.21)
Rule 4: chain rule: Let F (J ; η) be any polynomial in J and η and let J(A; η) be an
odd polynomial in A and η. Then the following chain rule is valid:
∂
∂AF (J(A; η); η) =
∂J
∂A
∂F
∂J
∣∣∣∣∣
J=J(A;η)
−
(
∂
∂AηJ
) (
∂
∂J
ηF
)∣∣∣∣∣
J=J(A;η)
(4.22)
As an example let us take F (J ; η) = ηJ and J(A; η) = A3. F as a function of A (and η)
is thus given by F (J(A; η); η) = ηA3, and by means of rule 2 we obtain ∂F
∂A
= AηA.
On the other hand, making use of ∂J
∂A
= 2A2, ∂F
∂J
= 0, ∂
∂A
ηJ = AηA and ∂
∂J
ηF = −1I2
rule 4 tells us that
∂F
∂A = 2A
2 · 0−AηA · (−1I2) ,
which obviously coincides with the direct calculation.
Three remarks may be helpful here: First of all, for the chain rule to hold true in the
above form it is crucial that we have A2 ∝ 1I2. This remark will become important when
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one wants to look for generalizations of the matrix calculus just developed to matrices of
higher dimensions. Secondly, the appearance of two contributions on the r.h.s. of (4.22)
accounts for the noncommutative nature of matrix multiplication. And, finally, it is no
real restriction that J(A; η) is to be an odd matrix, at least for our purposes. For details
about this last remark see also appendix H.
We would like to conclude the present section by establishing a connection between the
matrix derivative ∂
∂A
Tr F (A; η) of the scalar quantity Tr F (A; η) (where F is any even
polynomial in A and η) and the respective usual derivatives of Tr F (A; η) with respect
to x and y. This connection, on the one hand, offers to us the possibility of various
consistency checks concerning the validity of the matrix calculus and, on the other hand,
will be of relevance by itself later on. It is summarized in our last rule:
Rule 5: Let F (A; η) be any even polynomial in A and η. Then we have the following
identities:
∂x Tr F (A; η) = 1
v
Tr η
∂
∂A Tr F (A; η)
∂y Tr F (A; η) = i
v
Str η
∂
∂A Tr F (A; η) (4.23)
(Str denotes, as usual, the supertrace, i.e. Str ⋆ = Tr γ ⋆.)
Choosing, for instance, ∂S
∂A
(4.18) for ∂
∂A
Tr F (A; η) in (4.23) the r.h.s. of the first equation
then reads:
1
v
Tr η
λv4
8
(ηAη + 2ηA2 +AηA+A3 −A) = λv
3
8
Tr (ηA3 + ηAηA− 2A2 − 2ηA)
Upon inserting A (4.8) and η (4.9) this expression is exactly ∂xS(x, y) with S(x, y) ac-
cording to (3.5).
4.4. Differential equations for Z, W and Γ
After the mathematical preparations of the previous section we are now able to mimick the
treatments of the foregoing chapters without any further delay. Hence, in order to derive
the noncommutative version of the system of differential equations for the generating
functional Z of general Green’s functions let us apply the matrix derivative ∂
∂A
to the
integrand of Z(J) (4.13) and consider:
02 = N
∫
dx dy
∂
∂A exp
{
1
h¯
(−S(A; η) + TrJA)
}
= N 1
h¯
∫
dx dy
(
− ∂S
∂A + J
)
exp
{
1
h¯
(−S(A; η) + TrJA)
}
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The last equality directly results from the ordinary chain rule which naively holds true
due to the canonical action of ∂
∂A
on scalar expressions. Inserting ∂S
∂A
according to (4.18)
and making use of mathematically rigorous manipulations of the type∫
dx dy A exp
{
1
h¯
(−S(A; η) + TrJA)
}
=
h¯∂
∂J
∫
dx dy exp
{
1
h¯
(−S(A; η) + TrJA)
}
several times, we thus obtain (also exploiting the fact that ∂
2
∂J2
is given by 1I2 times an
ordinary differential operator):
λv4
8
{
h¯3
∂3
∂J3
+ h¯2
[
2η
∂2
∂J2
+
∂
∂J
η
∂
∂J
]
+ h¯
[
η
∂
∂J
η − ∂
∂J
]}
Z = JZ (4.24)
(4.24) is the differential equation for Z within the noncommutative language which we
are looking for and which resembles the ordinary Dyson-Schwinger equations in zero di-
mensions. Already at this point we observe an essential advantage of the noncommutative
formulation when compared to the original treatment in terms of the component fields x
and y: Instead of being forced to handle a complicated system of (two) coupled partial
differential equations (see (3.8)) in the present context there is only one differential equa-
tion which nevertheless contains the whole information18.
Perhaps, one could object that this simplification is not at all a real one because now we
have to deal with a matrix-valued equation whereas formerly there were just scalar equa-
tions. But such an objection can be invalidated easily by the following argument: If we
do not only regard (4.24) to be matrix-valued but also really work out the consequences
thereof we do nothing else but return to the treatment in terms of the components x and
y which, however, is a treatment that we wish to avoid strictly in the noncommutative
approach. On the other hand, the rules of the previous section (which are somehow odd
when compared to the usual ones concerning differentiation but which are nonetheless
well-defined) allow us to stay completely within the formulation that uses just one vari-
able, namely the superpotential A. Taking this point of view the fact that A is a matrix
does not play a role. At any rate, regarding A as the variable of the game fits much more
the intention to unify x and y into a single noncommutative object.
Next we are going to convert the differential equation (4.24) for Z into such an equation
for the generating functional W of connected Green’s functions according to
Z(J) = exp
(
1
h¯
W (J)
)
. (4.25)
18One proves easily that the system (3.8) is totally equivalent to (4.24). For that multiply (4.24) with
1
v
η (from the left) and take the trace; the result is the first equation in (3.8). In a similar manner also
the second equation in (3.8) is obtained, namely by multiplication of (4.24) with i
v
η and subsequent
evaluation by means of the supertrace.
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To this end we have to translate the various (multiple) derivatives of Z with respect to J
into the respective derivatives of W with respect to J . Most of these derivatives are
obtained easily (using at some places the ordinary product rule), e.g.:
∂Z
∂J
=
1
h¯
∂W
∂J
Z ,
∂
∂J
ηZ =
1
h¯
∂W
∂J
ηZ ,
∂2Z
∂J2
=

1
h¯
∂2W
∂J2
+
1
h¯2
(
∂W
∂J
)2Z (4.26)
There is only one derivative, namely ∂
3Z
∂J3
, the conversion of which is a little more involved:
∂3Z
∂J3
=
∂
∂J
∂2Z
∂J2
=
∂
∂J

1
h¯
∂2W
∂J2
+
1
h¯2
(
∂W
∂J
)2Z
=

1h¯ ∂
3W
∂J3
+
1
h¯2
∂W
∂J
∂2W
∂J2
+
1
h¯2

 ∂
∂J
(
∂W
∂J
)2+ 1
h¯3
(
∂W
∂J
)3
Z
Hence, it remains to determine ∂
∂J
(
∂W
∂J
)2
. This determination is another example for the
application of the product rule 3 within the matrix calculus: Because W is a scalar ∂W
∂J
has to be an odd matrix and we thus must use the second equation in (4.20) yielding
∂
∂J
(
∂W
∂J
)2
=
∂2W
∂J2
∂W
∂J
− η∂W
∂J
∂
∂J
η
∂
∂J
W . (4.27)
Collecting everything we end up with the desired differential equation for W :
λv4
8
{
h¯2
∂3W
∂J3
+ h¯
[
2
(
∂W
∂J
+ η
)
∂2W
∂J2
− η
(
∂W
∂J
+ η
)
∂
∂J
η
∂W
∂J
]
(4.28)
+ η
∂W
∂J
η + 2η
(
∂W
∂J
)2
+
∂W
∂J
η
∂W
∂J
+
(
∂W
∂J
)3
− ∂W
∂J

 = J
Finally, let us perform a Legendre transformation, this time defined by
Γ(A; η) + W (J(A; η); η) − Tr J(A; η)A = 0 (4.29)
with A := ∂W
∂J
and J =
∂Γ
∂A ,
in order to go over from W to the generating functional Γ of 1 PI Green’s functions.
For the translation of (4.28) into a differential equation for Γ we obviously need the
Legendre transformations of the various second and third derivatives of W with respect
to J appearing in (4.28). In analogy to previous investigations of this kind the starting
point for the determination of these Legendre transformations is the identity
A(J(A; η); η) = A , (4.30)
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which we are going to differentiate with respect to A. Taking into account that J(A; η)
has to be an odd matrix (see second line of (4.29)) we can directly apply the chain rule 4
of section 4.3 with the result:
1I2 =
∂J
∂A
∂A
∂J
−
(
∂
∂AηJ
)(
∂
∂J
ηA
)
=
∂2Γ
∂A2
∂2W
∂J2
−
(
∂
∂Aη
∂Γ
∂A
)
∂
∂J
η
∂W
∂J
(4.31)
It is clear that we have to look for a further independent equation of this type in order
to obtain both second derivatives ∂
2W
∂J2
and ∂
∂J
η ∂W
∂J
as functions of A and η. This second
equation is deduced in a similar manner by first multiplying (4.30) from the left by η and
by subsequently differentiating the resulting equation with respect to A ( ∂
∂A
ηA = 0 by
means of rule 2):
02 =
∂J
∂A
∂
∂J
ηA+
(
∂
∂AηJ
)
∂A
∂J
=
∂2Γ
∂A2
∂
∂J
η
∂W
∂J
+
(
∂
∂Aη
∂Γ
∂A
)
∂2W
∂J2
(4.32)
The solution of the two (matrix-valued) equations (4.31) and (4.32) has to be handled
with some care because the single factors in the various terms on the right hand sides do
not commute in general: They are matrices! However, some of them do commute due to
∂2
∂A2
and ∂
2
∂J2
being proportional to the unit matrix 1I2, a fact which simplifies identifying
the solution to quite some extent. We finally get:
∂2W
∂J2
=
∂2Γ
∂A2

( ∂2Γ
∂A2
)2
+
(
∂
∂Aη
∂Γ
∂A
)2−1
∂
∂J
η
∂W
∂J
= −
(
∂
∂Aη
∂Γ
∂A
)( ∂2Γ
∂A2
)2
+
(
∂
∂Aη
∂Γ
∂A
)2−1 (4.33)
In an analogous but technically more tedious way also the Legendre transformation of the
third derivative ∂
3W
∂J3
that is still missing can be calculated. We postpone this calculation
as well as the corresponding result to appendix H.
Hence, up to and including 1-loop order19 we can write down the following differential
equation for Γ:
∂Γ
∂A = ηAη + 2ηA
2 +AηA+A3 −A (4.34)
= + h¯
[
2(A+ η) ∂
2Γ
∂A2 + η(A+ η)
∂
∂Aη
∂Γ
∂A
] ( ∂2Γ
∂A2
)2
+
(
∂
∂Aη
∂Γ
∂A
)2−1 + O(h¯2)
19The full differential equation for Γ valid to all orders of the loop expansion will be given in appendix H,
too.
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This equation (or better the complete one, see (H.6)) now has to be solved recursively
order by order in h¯. In zeroth order we obtain
∂Γ(0)
∂A = ηAη + 2ηA
2 +AηA+A3 −A ,
which, as a matter of consistency, coincides with ∂S
∂A
(4.18). For the determination of
the next order we evaluate (4.34) consistently in order h¯1 and therefore have to take into
account ∂
2S
∂A2
(4.19) and
∂
∂Aη
∂S
∂A =
λv4
8
(AηA− 2A− η) . (4.35)
This last equation results from (4.18) by means of rule 2. Having by now all needed ingredi-
ents at our disposal a straightforward calculation using at several places the definition of
the field strength F (4.10) leads to the answer for ∂Γ(1)
∂A
that we are looking for:
∂Γ(1)
∂A =
1
2
[
∂
∂A(2iF − 3F
2)
] (
2iF − 3F2
)−1
(4.36)
(4.36) can be integrated very easily20 due to the fact that F is proportional to the unit
matrix 1I2, see (4.10) (and also rule 7 in the next section for details about this special
kind of integration), yielding finally
Γ(1) =
1
2
ln Tr (2iF − 3F2) . (4.37)
This result is quite noteworthy in two respects: On the one hand, (4.37) represents Γ(1)
in a much more compact form than (3.15). Both expressions, of course, coincide (up to
a constant of integration) as can be seen upon inserting F according to the second line
in (4.10) and evaluating the trace. On the other hand, and even more remarkably, not
only Γ(0) = S but also Γ(1) is a simple function of the geometrical field strength F only.
Both aspects just mentioned are due to and, even stronger, are only accessible within the
present noncommutative formulation. Two questions arise naturally here: Can the higher
orders in h¯ of Γ be calculated along the same lines? And is it true, to all orders of the
20In general, there is no obvious and simple rule for the integration of a matrix-valued function F (A; η)
with respect to A resulting in a scalar quantity, at least if F (A; η) is some function which is more
complicated than an ordinary polynomial in A and η. The problem of finding such a rule for integration
is mainly due to the observation that the kernel of ∂
∂A
is not only generated by constant matrices but also
by some non-constant ones like e.g. A−1 and ηA. For our purposes it is, however, completely sufficient
to know the rules for the special kind of integration which is studied in section 4.5.
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loop expansion, that Γ is a function of F only? The following section will answer the
second question in the affirmative. Moreover, the demonstration is approached in such a
way that at the same time the higher orders of Γ are determined, too.
4.5. Recursive determination of Γ
The aim of this section is to prove the claim that Γ is a function of the field strength F only,
to all orders in h¯. Before turning to the technical details we first discuss the conceptual
cornerstones on which the proof is based.
First of all, the proof below will proceed by induction in the number n of loops thereby
vastly relying on the specific structure of the differential equation (H.6) for Γ which means
the following: Due to the observation that every (second or third) derivative of Γ with
respect to A appearing on the r.h.s. of (H.6) is multiplied by at least one factor of h¯ the
l.h.s. of (H.6) in a given order, say n + 1, is completely prescribed by the lower orders
of Γ up to and including order n. Indeed, this observation is exactly the one which always
allows us to determine the solution of the differential equation for Γ in a recursive manner.
The starting point for the induction is n = 0. Obviously, S given according to (4.11) is
a function of the field strength F only. Hence, in the spirit of proofs based on induction
we may assume from now on that the same holds true for Γ(n), too21:
Γ(n) = Tr g(n)(F) (4.38)
The second building block needed for the proof rests on the fact that F = F(A; η) is
proportional to the unit matrix 1I2, see (4.10), a fact which, in turn, implies some very
simple rules for the differentiation of g(F) and Tr g(F) with respect to A summarized in:
Rule 6: Let F(A; η) be the field strength according to (4.10) and let g(F) be any
function of F . Then we have:
∂
∂A g(F(A; η)) =
∂F
∂A
∂g
∂F =
∂g
∂F
∂F
∂A (4.39)
21Strictly speaking, (4.38) does not hold true for n = 1 because of the logarithm in front of the trace,
see (4.37). So it possibly would be better and more precise to state the assumption of the inductive proof
in the form:
Γ(n) = h(n)(Tr g(n)(F)) .
We will, however, not do so for the following two reasons: On the one side, the 1-loop approximation is
rather exceptional and taking along also all the functions h(n) (actually necessary in a proper and general
treatment although only h(1) is different from the identity map) would overburden the forthcoming
formulae. On the other side, we will only use the implication (4.41) of (4.38) when proving the statement
in question. And (4.41) does hold true also for n = 1!
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∂∂A Tr g(F(A; η)) = 2
∂F
∂A
∂g
∂F = 2
∂g
∂F
∂F
∂A (4.40)
Here ∂
∂F
has to be treated just like an ordinary derivative (because of F ∝ 1I2).
The easy demonstration of rule 6 is postponed to the first part of appendix I.
Now, the application of rule (4.40) to (4.38) leads to
∂Γ(n)
∂A = 2
∂g(n)
∂F
∂F
∂A . (4.41)
It is exactly this form of the inductive assumption that will enter the technical aspects of
the proof in a moment.
Finally, let us also mention the third basic ingredient required below. This last ingredient
represents a very special kind of integration within the matrix calculus and, in fact, is
nothing else but the inversion of (4.40):
Rule 7: Let F and g be as in rule 6. Then it holds true that:
2
∫
dA ∂g
∂F
∂F
∂A = Tr g(F(A; η)) (+ constant) (4.42)
In consideration of the three preparatory remarks just given it should be clear along which
lines we have to move on in order to successfully complete the demonstration in question.
Namely, if in order n+ 1 we are able to express the r.h.s. of (H.6) as f (n+1)(F)∂F
∂A
where
f (n+1) is an appropriate function of F only, everything is proven. Of course, to this end
we have to make use of (4.41). To simplify matters we will go ahead bit by bit and also
omit the superscripts “(n)” which anyway can be reintroduced easily at the end of the
calculation.
As an illuminative example for the general procedure let us begin with the treatment of
the term Γ2AA + Γ
2
AηA which appears frequently on the r.h.s. of (H.6). Setting
f(F) := 2 ∂g
∂F (4.43)
and differentiating (4.41) once more with respect to A (using the product rule 3 as well
as (4.39)) we get (with the abbreviatory notation f ′ := ∂f
∂F
, FA := ∂F∂A and so on):
ΓAA = f
′ F2A + f FAA (4.44)
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Taking into account that according to (4.10) and rule 2
FA = i(A+ η) , F2A = −(A+ η)2 = 1I2 + iF and FAA = i1I2 (4.45)
we may rewrite (4.44) as
ΓAA = f
′(1I2 + iF) + if , (4.46)
which evidently shows that ΓAA by itself is a function of F only. In an analogous manner
we also calculate ΓAηA by differentiating η times (4.41) once more with respect to A
(FAηA = 0 by means of rule 2):
ΓAηA = f
′ FA η FA (4.47)
Hence, in contrast to ΓAA, ΓAηA is not a function which only depends on F . However,
Γ2AηA is such a function due to (FA η FA)2 = −F4A = −(1I2+iF)2. Collecting all scattered
pieces so far we have proven that Γ2AA + Γ
2
AηA is given by
Γ2AA + Γ
2
AηA = 2iff
′(1I2 + iF) − f 2 , (4.48)
and thus only depends on the field strength F .
Next we turn our attention to the term
h1 := 2(A+ η)ΓAA + η(A+ η)ΓAηA , (4.49)
which multiplies h¯1 on the r.h.s. of (H.6) (besides the factor λv
4
8
[Γ2AA + Γ
2
AηA]
−1). Just
upon inserting (4.46) and (4.47) and using (4.45) at several places we find
h1 = h
F
1 · FA with hF1 := 2f − if ′(1I2 + iF) . (4.50)
As a first conclusion, we may state that the whole term multiplying h¯1 in (H.6) indeed
has the sought form of a function of F times FA. It remains to be shown that the same
holds true for the term proportional to h¯2 in (H.6). The respective calculations are a little
bit more involved and will be skipped here. We just quote the main results in between
which can be obtained along the same lines as above:
ΓAAA = [f
′′(1I2 + iF) + 2if ′]FA
ΓAηAηA = f
′′FAηFAηFA[
Γ2AA + Γ
2
AηA
]2
A = η
{
f 2 [2if ′ + f ′′(1I2 + iF)] + 2if ′3(1I2 + iF)2
}
FA[
Γ2AA + Γ
2
AηA
]2
B =
{
f 2f ′′ − 4ff ′2 + 2if ′3(1I2 + iF)
}
FAηFAηFA (4.51)
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An easy and straightforward calculation using (4.51) and (4.45) finally proves that the
term
h2 := − η [ΓAA · A+ ΓAηA · B] [Γ2AA + Γ2AηA]2 (4.52)
multiplying h¯2 on the r.h.s. of (H.6) (besides a factor λv
4
8
[Γ2AA + Γ
2
AηA]
−3) can actually
be written in the desired form
h2 = h
F
2 · FA (4.53)
with hF2 := − 2f 3f ′ + if 2(2f ′2 + ff ′′)(1I2 + iF) + 2ff ′3(1I2 + iF)2 ,
where hF2 obviously depends on the field strength F only. Taking into account that we
furthermore have
h0 := ηAη + 2ηA2 +AηA+A3 −A = − F · FA (4.54)
(this term multiplying λv
4
8
h¯0 on the r.h.s of (H.6)) and recollecting the conceptual con-
siderations presented above the claim under consideration is truly proven by now.
But also all necessary preparations for an eased recursive determination of the higher
orders of Γ are already made. Namely, collocating all the spread results just derived the
differential equation (H.6) for the vertex functional Γ now reads:
λv4
8
{
h¯2 hF2 + h¯ [2iff
′(1I2 + iF)− f 2]2 hF1
− [2iff ′(1I2 + iF)− f 2]3 F
}
· FA = [2iff ′(1I2 + iF)− f 2]3 ∂Γ
∂A (4.55)
In (4.55) hF1 and h
F
2 are given according to (4.50) and (4.53), respectively. Using
∂Γ
∂A
≡
ΓA = f · FA (see (4.41) and (4.43)) and the fact that FA = i(A + η) is a non-singular
2× 2 matrix, (4.55) is equivalent to a highly nonlinear and involved differential equation
for the function f(F) which due to its complexity can not be solved exactly in the sense
that the solution is represented as a closed analytical expression comprising all orders of
the loop expansion. As before, it is, however, possible to solve (4.55) recursively, i.e. in
the shape of a power series in h¯. In fact, this time the finding of the recursive solution
is much simpler when compared to the respective procedure dealing with the equivalent
system (E.13) of two coupled partial differential equations for Γ because of the following
reason: (4.55) is just one differential equation in terms of just one commutative variable,
namely the field strength F , which hence may be handled just as an ordinary variable.
The second part of appendix I contains a short mathematica routine for the recursive
determination of Γ(n). Here, we only quote the results for 2 and 3 loops:
Γ(2) =
2
λv4
Tr
(
2iF − 13F2 − 24iF3 + 15F4
) (
2iF − 3F2
)−3
(4.56)
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Γ(3) =
16
λ2v8
Tr
(
8F2 + 88iF3 − 408F4 − 986iF5
+1329F6 + 936iF7 − 270F8
) (
2iF − 3F2
)−6
It is easily checked (by means of mathematica) that Γ(2) (4.56) exactly coincides (up to a
constant of integration) with Γ(2) (E.16) (upon evaluation of the trace and upon inserting
v according to (3.2) into both expressions). However, (4.56) evidently represents the 2-
loop result in a more compact and elegant form. A similar statement holds true for all
higher orders, too.
Let us stress once again that the more compact and elegant form of the results for Γ(n),
the simplified determination of the recursive solution and also the fact that Γ(n) is a
function of F only is due to and only accessible within the noncommutative language
using matrices.
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5. Ghost contributions within the noncommutative formulation
The certainly existing success of the matrix formalism notwithstanding so far there is a
serious drawback of the whole treatment: The ghost fields c, c, the auxiliary field B and
also the external fields X, Y – together with their contributions to the classical action –
have not been taken into account which, on the other hand, is essential for a proper treat-
ment of the model. Otherwise we run into intractable problems with the zero-dimensional
analogue of the Goldstone propagator 〈yy〉, and the 1 PI n-point functions of the theory
are ill-defined in higher orders, see chapter 3. The present chapter is intended to resolve
this problem (once more).
The deeper reason for the simplifications implied by the matrix formalism is founded in
the fact that all orders of Γ can be written as functions of the ordinary field strength F
only which in addition is an even matrix proportional to 1I2. In particular, the (invariant
part of the) classical action is obtained from the trace of F2, see (4.11). This raises the
following natural question: Is it possible to introduce a reasonable generalization F˜ of F
such that the whole classical action Γcl (3.25) including the φπ-term and the gauge fixing
term is given by TrF˜2 (up to a constant of proportionality). The possible existence of
such a generalized field strength would simplify matters in a way analogous to the investi-
gations of section 4.5 and, at the same time, would unify all fields of the model in a sense
which we would like to call “strictly noncommutative”. The inspection of this battery of
questions is the subject of section 5.1.
It will turn out, however, that such an incorporation of the unphysical parts of the classical
action is rather difficult to find or even impossible. In any case, the discussion will point
out that F˜ (if it exists) necessarily has to be an unphysical quantity which contradicts
the common notion of a field strength in physics.
Of course, it is always feasible to incorporate the unphysical fields c, c, B,X and Y as or-
dinary scalars as in chapter 3, thus not unifying all fields in one noncommutative object.
Proceeding this way, the resulting description of the model is, so to speak, a mixture of a
noncommutative part (comprising of the gauge potential A) and a conventional part. Due
to the negative outcome of section 5.1 we address ourselves to this admittedly less elegant
possibility in section 5.2 which nevertheless entails some simplification when compared to
the formulation using exclusively the component fields.
The considerations to follow – in particular those of section 5.1 – already lead over to the
open questions in the outlook.
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5.1. Problems with the noncommutative integration of ghost terms
We begin with a quite general and detailed discussion of the difficulties concerning a
“strictly noncommutative incorporation” of ghost field contributions to the classical ac-
tion. In fact, it will turn out that such an incorporation seems to be impossible, at
least as long as the meaning of “strictly noncommutative incorporation” is defined by
the following two requirements: Firstly, the Faddeev-Popov term (and possibly also the
gauge fixing term) of the classical action should result from the trace of the square of
a generalized field strength F˜ which, in turn, is to be derived from a generalized gauge
potential A˜. And secondly, the generalized construction should fulfill the more aesthetic
qualification of naturalness. The arguments presented subsequently are taken to some
extent from [HLN] reversing, however, the perspective of interpretation given there.
In order to have the chance of obtaining the φπ-term eventually, the ghost and anti-ghost
fields have to be present right from the beginning. Otherwise no term proportional to cc
will ever show up. Consequently, the gauge potential A (4.8) has to be enlarged in such
a way that it also includes ghost and anti-ghost fields:
A −→ A˜ := A+ C + C (5.1)
In (5.1), C represents a (2 × 2) matrix containing only ghost fields whereas the elements
of C are anti-ghost fields.
Furthermore, it is certainly reasonable to demand that A˜ should carry the definite de-
gree 1 as a generalized (exterior) form. At this stage, however, another Z -grading enters
the game due to the appearance of anticommuting variables, namely the Z -grading of
Grassmann algebras whose several levels are distinguished by φπ-charge. Hence, before
talking about generalized (exterior) forms we first have to merge all gradings floating
around. This is achieved by introducing the new total grade ∂˜ which is defined to be the
sum of the matrix grade ∂M , the exterior form grade ∂F and the Grassmannian grade ∂G
(mod 2):
∂˜ · := ∂M · + ∂F · + ∂G · (mod 2) (5.2)
Because of ∂˜A˜ = 1 we obtain that C as well as C have to be even matrices, i.e.
C = ac

 c1 0
0 c2

 and C = ac

 c1 0
0 c2

 . (5.3)
Now, there are obviously two ghost fields c1 and c2 and two anti-ghost fields c1 and c2
appearing in (5.3) and (5.1) whereas in the present model we expect only one ghost field c
and one anti-ghost field c to occur. Hence, there must be relations between ac, c1, c2 and
c on the one hand and ac, c1, c2 and c on the other hand which can be established by the
following argument:
Within the Marseille-Mainz approach to noncommutative gauge theories which forms the
setting for all considerations of the previous and the present chapter, infinitesimal gauge
transformations are in general given by (see [CES], [CHPS]):
A′ = A+ dE + [A, E ]g = A+ dE + [A, E ] (i.e. δEA = dE + [A, E ]) (5.4)
The second equality (in front of the parantheses) is due to E being an even element
of the super Lie algebra involved in the construction tensorized by Λ⋆(M). Because
A only contains physical fields (namely gauge fields and Higgs fields) and because on
physical fields BRS transformations coincide with local gauge transformations up to the
replacement E → C, we, hence, obtain in our zero-dimensional model:
sA = dMC + [A, C] = [A+ η, C] (5.5)
On the other hand, we may take for granted the BRS transformations of the constituents
of A, see (3.22). This allows us to calculate
sA = i
v

 0 sx+ isy
sx− isy 0

 = i
v

 0 −cy + ic(x+ v)
−cy − ic(x+ v) 0


= −i(A + η)γc = (A+ η)(− i
2
γc) +
i
2
γc(A+ η) = [A+ η,− i
2
γc] . (5.6)
From (5.5) and (5.6) we immediately deduce
C = − i
2
c γ . (5.7)
A completely analogous argument based on the anti-BRS transformations (which we did
not consider up to now because they only play an auxiliary role in the present section)
also fixes C:
C = − i
2
c γ (5.8)
As an intermediate result we thus get:
A˜ = A− i
2
(c+ c)γ (5.9)
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Let us now turn to the field strength F˜ which should result from A˜ by further generalizing
Cartan’s structure equation, i.e.
F˜ = d˜A˜+ 1
2
[A˜, A˜]gen , (5.10)
where [·, ·]gen denotes the supercommutator with respect to the total grade (5.2):
[A,B]gen = A ⋄B − (−1)(∂˜A)(∂˜B)B ⋄ A (5.11)
In the above equation the product ⋄ has to be a combination of matrix multiplication,
exterior product and multiplication of the Grassmann algebra, and, of course, it has to be
defined in such a way that the gradings involved are respected. In the zero-dimensional
model under consideration, for instance, only scalars (zero-forms) appear and, hence, we
can forget about the exterior form grading. In this case the canonical definition of ⋄ reads
as follows:
(M ⊗ f) ⋄ (N ⊗ g) = (−1)(∂MN)(∂Gf)(M ·N)⊗ (fg) (5.12)
In (5.12) M and N are (2× 2) matrices whereas f and g represent arbitrary elements of
the Grassmann algebra. Using (5.11), (5.12) and (5.1) we thus calculate:
1
2
[A˜, A˜]gen = A˜ ⋄ A˜ = (A+ C + C) ⋄ (A+ C + C)
= A ⋄ A+A ⋄ (C + C) + (C + C) ⋄ A+ (C + C) ⋄ (C + C)
= A · A+A · (C + C)− (C + C) · A+ 0 (due to c2 = 0 = c2)
=
1
2
[A,A]g + [A, C + C] (5.13)
Furthermore, in (5.10) d˜ stands for a possible further enlargement of the already general-
ized exterior derivative d “=” dM+dC , see (4.5). In fact, having merged all three gradings
within the game, see (5.2), by the same argument as the one presented in section 4.1 in
connection with the introduction of d (4.5) it is certainly reasonable to further enlarge d
by an operation that acts on the Grassmannian degree raising the φπ-charge by 1 mod 2.
The only canonical operations at hand, however, fulfilling the requirement just stated
and having in addition the property of being idempotent are the BRS operator s and the
anti-BRS operator s. As a consequence, in the zero-dimensional model where dC does not
contribute (due to the fact that there is just one point in spacetime) the natural candidate
for d˜ is given by
d˜(M ⊗ f) = dMM ⊗ f + (−1)∂MMM ⊗ (s+ s)f . (5.14)
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Taking into account (5.13), (5.14) and (5.5) we finally calculate in a straightforward
manner:
F˜ = dMA+ dMC + dMC − sA− sA+ sC + sC + sC + sC
+
1
2
[A,A]g + [A, C]︸ ︷︷ ︸
= sA − dMC
+ [A, C]︸ ︷︷ ︸
= sA − dMC
= dMA+ 1
2
[A,A]g
+[(sC + sC + sC + sC) = 0 due to s c = 0 = s c and s c = B = −s c]
Thus, we obtain
F˜ = F . (5.15)
From (5.15) it is obvious that there will be no φπ-terms in the classical action which is
proportional to the trace of F˜2. In other words, as long as we stick to the two require-
ments mentioned in the introduction to this section, these two requirements specifying
the meaning of a “strictly noncommutative incorporation” of ghost contributions, it is
effectively impossible to realize the aspired goal.
In [HLN] the above argument is organized in a logically reversed manner: With the defi-
nitions (5.1) and (5.10) for A˜ and F˜ , respectively, the implementation of the so-called
horizontality condition (5.15), see [NTM], [BTM], leads to the recovery of the known BRS
and anti-BRS transformations of all fields involved in the model, which we, in turn, took
for granted.
Furthermore, concerning the construction of a BRS and anti-BRS invariant classical ac-
tion (including φπ-terms and gauge fixing terms) [BTM] and [HLN] quote a recipe which
reads as follows when translated to our language (α is a gauge parameter):
Γcl = −1
4
Tr
∫ {
F †F − ss(A†A) + αs(C†B)
}
(5.16)
Neglecting the integral (which in zero dimensions has to be dropped anyway) (5.16) evi-
dently differs from TrF2 = TrF˜2 due to the second and third term on the r.h.s. which
in the present setting are responsible for the φπ-term and the gauge fixing term, respect-
ively. We may interpret this as an underpinning of our previous observation that within
the present limited context a “strictly noncommutative incorporation” of ghost terms
(and possibly also of gauge fixing terms) cannot be achieved.
From a general and conceptual point of view it could have been clear right from the be-
ginning that our intention would meet some difficulties, at least with regard to questions
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of physical interpretation: Usually, the field strength F is a physical object as can be seen,
for instance, in electrodynamics where F contains only physical quantities, namely the
electric field ~E and the magnetic field ~B. Looking for a generalization of the ordinary field
strength F , denoting the resulting generalized object by F˜ and requiring that TrF˜2 should
particularly yield a φπ-term (among other terms), unavoidably implies that F˜ itself has
to contain somehow ghost and anti-ghost fields. But because ghost fields are unphysical
fields F˜ then automatically becomes an unphysical quantity itself which contradicts the
notion of what a field strength in physics is to be. Of course, it is admissible to take a
pragmatic point of view and say: F˜ is merely an auxiliary quantity possibly useful for the
calculations in between but not physically meaningful by itself. More precisely, within
this interpretation F˜ is composed of a physical part F (the original field strength) and
an unphysical part Fghost containing the ghost fields c and c: F˜ = F +Fghost. In fact, we
have (and must have) this more pragmatic interpretation in mind when dealing with the
problems of the present section.
Next, let us briefly comment on the following question: What happens if we relax either
one of the requirements or even both requirements stated in the introduction in connection
with the definition of the notion “strictly noncommutative incorporation”. In particular
the second requirement appealing to the naturalness of the construction is somewhat un-
precise and leaves some scope for possible modifications even though we tried to emphasize
the “canonical” nature of all generalizations involved in the above discussion. In other
words, we now would like to pose the question: Is it possible to find a “noncommutative
incorporation” of ghost contributions? By “noncommutative incorporation” we mean an
incorporation using the noncommutative matrix formalism in some way but still in such
a manner that the “square” of the generalized field strength F˜ = F +Fghost (which does
not necessarily has to originate from a generalized gauge potential A˜ in a first approach)
contains the φπ-term (after the application of trace). Because of the vagueness of the
last statement (definition) there is hardly any hint in which direction a meaningful search
should go ahead. Out of a whole bunch of possibilities we here mention only two strat-
egies:
The first one assumes that the product involved in calculating the “square” of F˜ has to
be modified. So far this product is ordinary matrix multiplication. For instance, we could
try to use the product (5.12) instead of matrix multiplication or some other product which
is “polluted” with the gradings involved in the game.
The second strategy is based on the embedding of the 2 × 2 matrix formalism into ma-
trices of some higher dimension. This ansatz is supported to some extent by the above
discussion concerning the unphysical nature of F˜ : If F˜ is composed of a physical and an
unphysical part, F˜ = F + Fghost, then there should be a mathematical structure which
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allows the proper distinction between those parts. Within the language of matrices, a
natural candidate for such a structure is a Z 2-grading. However, because the original
Z 2-grading of 2 × 2 matrices cannot produce relief (unless perhaps the first strategy is
pursued) another Z 2-grading comes into the game which, in turn, necessarily entails ma-
trices of higher dimension.
None of these possibilities immediately leads to satisfactory results, at least not in an
obvious manner. First attempts failed or resulted in really odd and strange expressions
which exclude any meaningful interpretation. Nevertheless the problem is still unsettled
and needs further investigation.
Let us conclude with a heretical question which admittedly could have been posed al-
ready at the beginning: Does it make sense at all to look for such an unphysical “field
strength” F˜ which subsequently should produce the whole classical action (including φπ-
terms and gauge fixing terms) when calculating the trace of the “square” of F˜?
The point here is the following one: The gauge fixing term is to a certain extent a matter
of choice. As a consequence, also the φπ-term (which has to be chosen in such a way
that s(φπ-term + gauge fixing term) = 0) is not fixed from the first outset. But if these
terms are a matter of choice in the way just explained, why at all can we hope to find a
well-defined prescription that generalizes F and afterwards yields a unique result for Γcl?
In this question the answer in support of our investigations is latent: We do not search
for all admissible φπ-terms and gauge fixing terms. And if there were such a prescription
leading to a unique Γcl this would be even better because then a specific gauge fixing term
would be singled out as a preferred one.
In any case, due to its unphysical nature the generalized quantity F˜ is only an auxiliary
one whose existence, however, could possibly simplify subsequent calculations tremen-
dously in a way similar to the role that F plays at the end of chapter 4.
5.2. Higher orders of Γ including ghost contributions
In spite of the negative outcome of the previous section it is, of course, nonetheless possible
to incorporate the ghost fields c, c and the auxiliary field B by hand, so to speak. In other
words, what we are going to study in the following is a proper formulation of our zero-
dimensional model where the Higgs fields x and y are unified in the 2× 2 matrix A (the
gauge potential) and where the unphysical fields are not embedded into some matrices
but remain (ordinary) scalars. Because the whole discussion is straightforward and once
more copies the by now well-known procedure we do not have to go into all technical
details. The main reason for this is that due to the scalar nature of c, c and B the rules
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for the matrix calculus obtained in section 4.3 hold true unchanged or at most have to be
modified in a marginal way, see also below.
An easy calculation shows that the classical action Γcl (3.25) can be rewritten in a form
well adapted for the present context:
Γcl = S(A) + 1
2
B2− iv
2
ξm B Tr γηA+ v
2
ξm c Tr(ηA− 1I2) c− i Tr γX (A+ η) c (5.17)
In the above equation S(A) is given by (4.11), and the external fields X and Y which
couple to the nonlinear BRS transformations of y and x, respectively, have been unified
into one matrix-valued external field X according to
X = −iv
2

 0 Y + iX
Y − iX 0

 , (5.18)
in order to simplify matters.
Next, we determine the set of coupled partial differential equations for the generating
functional Z = Z(J, l, n, n;X ) by differentiating the integrand of
Z(J, l, n, n;X ) = N
∫ +∞
−∞
dx dy dB dc dc exp
{
1
h¯
(−Γcl + TrJA+ lB + cn + nc)
}
(5.19)
once with respect to A, B, c and c, respectively. (In comparison with the analogous
investigations in chapter 3, we have renamed the sources η and η by n and n, respectively,
because η already has a different meaning, see (4.9).) Subsequently, this set of differential
equations is rewritten for the generating functional W = W (J, l, n, n;X ) of connected
Green’s functions resulting in:
h¯2
λv4
8
∂3W
∂J3
(5.20)
+ h¯
{
λv4
8
[
2
(
∂W
∂J
+ η
)
∂2W
∂J2
− η
(
∂W
∂J
+ η
)
∂
∂J
η
∂W
∂J
]
− v
2
ξmη
∂2W
∂n∂n
}
+
λv4
8

η∂W
∂J
η + 2η
(
∂W
∂J
)2
+
∂W
∂J
η
∂W
∂J
+
(
∂W
∂J
)3
− ∂W
∂J


+
v
2
ξmη
∂W
∂n
∂W
∂n
− iv
2
ξmγη
∂W
∂l
− iγX ∂W
∂n
= J
∂W
∂l
− iv
2
ξm Tr γη
∂W
∂J
= l
v
2
Tr
{
− h¯ ξmη ∂
2W
∂J∂n
− ξmη∂W
∂n
(
∂W
∂J
+ η
)
− 2i
v
γX
(
∂W
∂J
+ η
)}
= n
v
2
ξm Tr
{
h¯ η
∂2W
∂J∂n
+ η
(
∂W
∂J
+ η
)
∂W
∂n
}
= n
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(5.20) exactly coincides with (F.1) when evaluating the traces occuring in (5.20). The
first two equations in (F.1), however, have been merged into a single (matrix-valued)
equation, namely the first one in (5.20), which in spite of its character as an equation of
matrices can be treated as one equation due to the matrix calculus at hand. This reduces
the complexity of the system to some extent. The modifications brought about by the
necessary inclusion of unphysical fields can be read off from a comparison bewteen (5.20)
and (4.28).
As before, the next step consists of performing a Legendre transformation, this time with
respect to J, l, n and n:
Γ(A, B, c, c;X ) + W (J(A, B, c, c;X ), l(· · ·), n(· · ·), n(· · ·);X )
− TrJ(· · ·)A − l(· · ·)B − n(· · ·)c − cn(· · ·) = 0 (5.21)
with: A = ∂W
∂J
, B =
∂W
∂l
, c =
∂W
∂n
, c = −∂W
∂n
Particularly, we are in need of the Legendre transformations of the various second and
third derivatives of W appearing in (5.20), whose determination again is the hardest
piece of work to be done. In principle, we can go ahead as in appendix F (as regards the
component formalism) or section 4.4 (as regards the matrix formalism). For instance, the
determination of the Legendre transformations of ∂
2W
∂J2
and ∂
∂J
η ∂W
∂J
involves differentiation
of the identity
A(J(A, B, c, c;X ), l(· · ·), n(· · ·), n(· · ·);X ) = A (5.22)
with respect to A. Now, both matrices and scalars are found in (5.22). In order to be
able to treat also such cases we therefore need a slight modification of the chain rule 4
(4.22) or, in other words, a combination of the ordinary chain rule and the chain rule 4 of
matrix calculus which, however, is obtained in a straightforward manner and summarized
in our final rule:
Rule 8: generalized chain rule: Let F (J, l) be any function of the matrix J and
the scalar l, let J(A, B) be an odd polynomial in A, B (and η) and let l be given as
l = Tr poly(A, B) where poly(A, B) is an even polynomial in A, B (and η). Then
the following chain rules are valid:
∂
∂AF =
∂J
∂A
∂F
∂J
−
(
∂
∂AηJ
)(
∂
∂J
ηF
)
+
∂l
∂A
∂F
∂l
∣∣∣∣∣J=J(A,B)
l=l(A,B)
∂
∂B
F =
∂J
∂B
∂F
∂J
−
(
∂
∂B
ηJ
)(
∂
∂J
ηF
)
+
∂l
∂B
∂F
∂l
∣∣∣∣∣J=J(A,B)
l=l(A,B)
(5.23)
These chain rules generalize in an obvious way to the case when F depends on
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several scalars lj , j = 1, . . . , p (p arbitrary), which, in turn, depend on A and Bj ,
j = 1, . . . , p.
When expressed in words the above rule simply reads: Any admissible differentiation
of F is given by the ordinary chain rule, but with the restriction that the chain rule of
matrix calculus has to be applied when the matrix-valued argument of F is involved in
the evaluation of the ordinary chain rule.
In all other respects the rules of the matrix calculus developed formerly remain unchanged
except for a cautious but straightforward consideration of possible signs which might ap-
pear due to the presence of anticommuting variables.
By means of rule 8 the Legendre transformations mentioned previous to (5.22) are calcu-
lated to be:
∂2W
∂J2
→
(
∂2Γ
∂A2 +
v2
4
(ξm)2
)
h−1A + . . .
∂
∂J
η
∂W
∂J
→ −
(
∂
∂Aη
∂Γ
∂A −
v2
4
(ξm)2η
)
h−1A + . . . (5.24)
with : hA(A) :=
(
∂2Γ
∂A2 +
v2
4
(ξm)2
)2
+
(
∂
∂Aη
∂Γ
∂A −
v2
4
(ξm)2η
)2
The dots on the right hand sides of the above equation indicate contributions proportional
to the ghost field c whose explicit knowledge is not required for the procedure to work.
In an anlogous manner we also obtain:
∂2W
∂J∂n
→ 1
Γ1
{
∂2W
∂J2
∂
∂A Tr Γ23X −
(
∂
∂J
η
∂W
∂J
)
∂
∂Aη Tr Γ23X
}
+c-dependent term
∂2W
∂J∂n
→ − 1
Γ1
{
∂2W
∂J2
∂Γ1
∂A −
(
∂
∂J
η
∂W
∂J
)
∂
∂AηΓ1
}
c
∂2W
∂n∂n
→ − 1
Γ1
+ c-dependent term (5.25)
In (5.25) Γ1 is uniquely determined by the generally valid decomposition (see also (F.3))
Γ(A, B, c, c;X ) = Γ0(A, B) + Γ1(A)cc+ Γ2(A)cX + Γ3(A)cY
= Γ0(A, B) + Γ1(A)cc+ c Tr Γ23(A)X (5.26)
with Γ23 :=
i
v

 0 Γ3 + iΓ2
Γ3 − iΓ2 0

 .
The still missing Legendre transformation of ∂
3W
∂J3
is calculated in appendix J.
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Now, everything is provided in order to write down explicitly the set of differential equa-
tions for Γ, see again appendix J. Subsequently, this set of differential equations for Γ is
solved order by order in h¯. Of course, as a matter of consistency in zeroth order we recover
the classical action Γcl (5.17) we started from. In the following, we content ourselves with
the specification of the result in first order:
Γ
(1)
23 =
iγ
8
λv4(2ηAη + 2ηA2 −AηA) + 4v2(ξm)2η
Tr(ηA− 1I2) h
(0)
A
−1
Γ
(1)
1 =
iv
2
ξm Tr Γ
(1)
23 γη (5.27)
Γ
(1)
0 =
1
2
ln
∣∣∣ Tr h(0)A ∣∣∣ − ln | Tr (ηA− 1I2) | + C(1)A
with : h
(0)
A =
λ2v8
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(2iF − 3F2)
+
λv6
32
(ξm)2(4A2 −AηAη − ηAηA+ 6Aη + 6ηA− 41I2)
This result exactly coincides with (3.32) if the traces in (5.27) are evaluated. However,
going explicitly through the calculations one actually realises some simplification when
compared to the respective calculations leading to (3.32).
Finally, we now could study the renormalization of our zero-dimensional model. Because
this problem was investigated in detail within the component formulation of the model,
see section 3.4, we skip this discussion here. We only would like to mention that due to
the introduction of the matrix-valued external field X the Slavnov-Taylor identity (being
valid without proof, see final remarks in appendix F) can be written as
S(Γ) ≡ Tr ∂Γ
∂X
∂Γ
∂A +B
∂Γ
∂c
= 0 , (5.28)
which is a form more compact than (3.26).
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6. Conclusion and outlook
As we mentioned in the introduction the purpose of this thesis was a threefold one:
First of all, we wanted to answer the question whether the counting argument of Feynman
diagrams relying on the consideration of the zero-dimensional version of a given theory
in four dimensions can be applied to cases when there is also spontaneous symmetry
breaking. To this end we investigated in detail a simple model of SSB comprising of
one complex scalar field Φ with a self-interaction of the Mexican hat type but without
(ordinary) gauge fields, living on just one point in spacetime. Within this model we were
able to answer the above question in the affirmative. However, it turned out that even in
zero dimensions a proper definition of the theory unavoidably requires the inclusion of a
gauge fixing term, a Faddeev-Popov term and an external field part to the classical action.
Otherwise higher orders in the loop expansion of the theory are ill-defined. In particular,
ghost fields c and c have to be present although there are no (ordinary) gauge fields at
all. As for theories without SSB the counting argument proved to be a consistency check
that in a four-dimensional calculation all diagrams and all combinatorial factors stemming
from Wick’s theorem (and all possible symmetry factors) are taken into account correctly.
All this was the topic of chapter 3.
The second aim was a more pedagogical one: We tried to illustrate the necessity and the
origin of some basic notions in quantum field theory within the simple context of our zero-
dimensional model. In a physical theory in four dimensions the understanding of those
notions sometimes might be hidden by purely technical complications which, however, in
zero dimensions are absent to a large extent. Some examples of those fundamental notions
already have been indicated above: Let us mention the necessity of gauge fixing implying,
in turn, the extension of (local) gauge invariance to BRS invariance accompanied by the
inclusion of ghost fields and ghost contributions to the theory, the must of introducing
external fields for all nonlinear BRS transformations in order to control properly these
transformations in higher orders and the role of the functional version of BRS invariance,
namely the role of the Slavnov-Taylor identity. Perhaps the most important notion in this
context is “renormalization”: Under the assumption that the zero-dimensional theory has
a physical meaning, not only the necessity of renormalization could be demonstrated in
detail but also the recursive nature of the renormalization procedure was elaborated ex-
plicitly when calculating the bare parameters in terms of the physical quantities order by
order in the loop expansion. The respective considerations are not perturbed by infinities
due to the fact that in zero dimensions there do not exist divergencies at all. Thus, the
present “field” theoretical example is well qualified for a study of renormalization segre-
gated from baffling questions concerning the existence of the objects under consideration.
This whole complex was discussed at the end of chapter 2 (with regard to a model without
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SSB) and at the end of chapter 3.
Last but not least, this thesis was destined to contribute a first tentative step on the
challenging way towards what could be called a really noncommutative quantization of
models obtained via the model building within Noncommutative Geometry: In fact, the
simple model of SSB in question can equivalently well be formulated within a special class
of noncommutative models, namely models of the Marseille-Mainz type. In doing so, the
generalized gauge potential A becomes the basic object which, in general, unifies both
ordinary gauge fields and Higgs fields into one noncommutative quantity. This generalized
gauge potential should also represent the basis of the formulation when moving on to the
quantization of the model. For these purposes, in chapter 4 a special matrix calculus was
developed which allows to perform calculations completely within the noncommutative
setting while A is treated as one single variable. The benefit of such a strategy lies in a
substantial simplification when determining the higher orders of the generating functional
of 1 PI Green’s functions, see chapters 4 and 5.
Let us now come to some problems which are still open. The investigations of chapters 4
and 5 clearly pointed out that all calculations in question become the simpler the more
the noncommutative structure is exploited. In our context this means that we should try
to formulate everything, i.e. the whole theory including gauge fixing and ghost contribu-
tions, within the language of matrices in an uniform way. With regard to the unphysical
ghost fields, so far this goal could not be achieved in a satisfactory manner as was dis-
cussed at length in section 5.1. Thus, there is still hope for further improvement when
future work referring to this problem should lead to success.
Another open question concerns the incorporation of ordinary gauge fields. Up to now,
only Higgs fields are present in our zero-dimensional model. Unliterally spoken, it is ob-
vious that for a zero-dimensional model including both Higgs fields and ordinary gauge
fields just one point in spacetime will not suffice: Necessarily, the underlying “spacetime”
must consist of at least two points because otherwise the notion of connection (gauge
field) is meaningless and, in particular, vertices involving derivatives of the gauge field(s)
cannot be taken into account as they should. Work in this regard dealing with the zero-
dimensional version of the Abelian Higgs model is in progress, see [CP] and [HP].
Subsequently, also the inclusion of matter fields in zero dimensions will have to be dis-
cussed. The solution to this problem, however, will be straightforward except for possible
technical complications.
A proper, uniform and satisfying treatment certainly will require a further generalization
of the existing matrix calculus developed above. In fact, such a generalization has to allow
for various aspects: Due to the presence of ordinary gauge fields the gauge potential A
no longer will be a purely odd matrix but rather a mixture of an even and an odd part.
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An analogous statement must hold true for the derivative with respect to A. Further on,
because of the existence of more than one point in spacetime there possibly will be several
gauge potentials Ai (one Ai for each point), i.e. several matrix-valued variables within
the game entailing a modification of the existing chain rule of matrix calculus. At last,
the matrix calculus should be generalized to the case of matrices of higher dimensions
in order to be able to treat also theories with gauge groups different from U(1) like, for
example, the standard model of electroweak interactions. One of the main obstacles to
overcome when heading for such generalizations is the property that the square of the
gauge potential in our simple model of SSB is proportional to the unit matrix. This
property is essential for the rules of the matrix calculus to hold true in the form given
above.
Finally, let us briefly comment on the long-term objective of considerations of this kind:
Suppose that all these questions concerning the generalizations just outlined will have
been settled satisfactorily, then we eventually will be able to disengage from the case of
zero dinemsions thus leaving the realm of counting of Feynman diagrams and to address
ourselves to the study of really physical theories in four dimensions by translating the
matrix calculus - which by then will be a general calculus for derivatives of matrix-valued
quantities well approved in zero dimensions - to a calculus of functional derivatives. In
other words, by means of such a functional matrix calculus it hopefully might be possible
to approach the problem of what a really noncommutative quantization of physical gauge
theories within Noncommutative Geometry could be. Of course, in order to reach this
long-term objective quite some work remains to be done in the future.
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A. Kummer’s equation and the function 1F1
Kummer’s differential equation is given by
z y′′(z) + (c− z) y′(z) − a y(z) = 0 . (A.1)
This differential equation has a regular singularity at z = 0 and an irregular singularity
at z =∞. If c is not an integer (c /∈ Z ), then the solutions of (A.1) read
y(z) = c1 1F1(a; c; z) + c2 1F1(a− c+ 1; 2− c; z) . (A.2)
Here 1F1(a; c; z) denotes, as usual, the confluent hypergeometric function which can be
represented as a power series in z (convergent for all z) as follows:
1F1(a; c; z) =
∞∑
n=0
(a)n
(c)n n!
zn (A.3)
with (a)n =
Γ(a+ n)
Γ(a)
(Pochhammer’s symbol)
We list some important properties of 1F1:
1F1(a; c; z) = e
z
1F1(c− a; c;−z) (A.4)
a 1F1(a+ 1; c+ 1; z) = c 1F1(a; c; z) + (a− c) 1F1(a; c+ 1; z) (A.5)
dn
dzn
1F1(a; c; z) =
(a)n
(c)n
1F1(a + n; c+ n; z) (A.6)
Further properties of 1F1 can be found, for example, in [AS].
If |z| is large (|z| → ∞), 1F1 possesses the following asymptotic expansion:
1F1(a; c; z)
|z|→∞−→ Γ(c)
Γ(c− a) e
iπa z−a
N∑
r=0
(a)r(1 + a− c)r (−z)
−r
r!
+ O(|z|−N−1)
+
Γ(c)
Γ(a)
ez za−c
M∑
r=0
(c− a)r(1− a)r z
−r
r!
+ O(|z|−M−1) (A.7)
(This expansion is valid for −π
2
< argz < 3π
2
; a similar expansion with eiπa in the first
line replaced by e−iπa holds for −3π
2
< argz < −π
2
.)
Among the many relations between 1F1 and other well-known analytical functions there
is one relation connecting 1F1 to Weber’s parabolic cylinder function U :
U(a,±x) =
√
π 2−
1
4
− 1
2
a
Γ
(
3
4
+ 1
2
a
) e− 14x2 1F1 (1
2
a+
1
4
;
1
2
;
1
2
x2
)
∓
√
π 2
1
4
− 1
2
a
Γ
(
1
4
+ 1
2
a
) x e− 14x2 1F1
(
1
2
a+
3
4
;
3
2
;
1
2
x2
)
(A.8)
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U(a, x) is one of the standard solutions of the differential equation
y′′(x) −
(
1
4
x2 + a
)
y(x) = 0 ; (A.9)
for further details see [AS]. Please note that with the help of (2.13) and (B.9) we obtain
the following formula for (the asymptotic behaviour22 of) U(n
2
, x),
U(
n
2
, x) =
n!!
n!
x−
n+1
2 exp{−x
2
4
}
∞∑
p=0
(−1)p
(4!)p
(n + 4p)!
(n+ 4p)!!
3p
p!
x−2p , (A.10)
which in the second part of appendix C is of some relevance.
Another important relation that we would like to mention connects 1F1 to the Hermite
polynomials Hn:
H2m(x) = (−1)m (2m)!
m!
1F1(−m; 1
2
; x2) (A.11)
B. Integrals with Gaussian weights
In this appendix we collect some formulae frequently used in the main text, especially in
chapter 2, concerning integrals with Gaussian weights.
The Gaussian integral in n variables x1, . . . , xn,
IG(A, b) =
∫ +∞
−∞
dx1 · · · dxn e−
∑n
i,j=1
1
2
xiAijxj+
∑n
i=1
bixi , (B.1)
is defined for A = (Aij) being a symmetric matrix with eigenvalues λi satisfying
Re (λi) ≥ 0 , λi 6= 0 ,
and its value is given by:
IG(A, b) = (2π)
n
2 (det A)−
1
2 e
∑n
i,j=1
1
2
bi(A−1)ijbj (B.2)
Especially in the case of just one variable x1 ≡ x we have:
∫ +∞
−∞
dx e−
1
2
ax2 + bx =
√
2π
a
e
b2
2a (B.3)
22(B.9) only makes sense for λ being small. Hence in this case 1
λ
in (2.13) tends to infinity.
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For the perturbative calculation of n-point functions in an intermediate step the following
integrals are needed:
IG,n(a) :=
∫ +∞
−∞
dx
xn
n!
e−
1
2
ax2 =
1
n!
(
2
a
)n+1
2
Γ(
n+ 1
2
) (B.4)
=
1
n!!
√
2π a−
n+1
2
This result holds true for n even; if n is odd, In ≡ 0 which is easily seen from the symmetry
consideration x→ −x.
More precisely, in zero-dimensional ϕ4-theory (chapter 2) the n-point functions Gn(λ,m
2)
read according to (2.5) and (2.4)
Gn(λ,m
2) =
In(λ,m
2)
I0(λ,m2)
(B.5)
with In(λ,m
2) given by (2.6):
In(λ,m
2) =
∫ +∞
−∞
dy yn exp
{
1
h¯
(
−1
2
m2y2 − λ
4!
y4
)}
(B.6)
Hence, in the expansion of Gn(λ,m
2) in a power series in the coupling constant λ the
quantity
dpIn(λ,m
2)
dλp
∣∣∣∣∣
λ=0
will appear frequently. This quantity can be calculated using (B.4):
dpIn
dλp
∣∣∣∣∣
λ=0
=
(−1)p
(4!)p
h¯−p (n+ 4p)!
∫ +∞
−∞
dy
yn+4p
(n+ 4p)!
e−
1
2
m2
h¯
y2
=
(−1)p
(4!)p
h¯−p (n+ 4p)! IG,n+4p(
m2
h¯
)
=
√
2π
(
h¯
m2
)n+1
2 (−1)p
(4!)p
(n + 4p)!
(n+ 4p)!!
(
h¯
m4
)p
(B.7)
Collecting formulae we end up with the final perturbative result for Gn(λ,m
2):
Gn(λ,m
2) =
In(λ,m
2)
I0(λ,m2)
=
(
h¯
m2
)n
2
∞∑
p=0
(−1)p
(4!)p
(n + 4p)!
(n+ 4p)!!
(
h¯
m4
)p
λp
p!
1 +
∞∑
q=1
(−1)q
(4!)q
(4q)!
(4q)!!
(
h¯
m4
)q
λq
q!
(B.8)
with In(λ,m
2) =
√
2π
(
h¯
m2
)n+1
2 ∞∑
p=0
(−1)p
(4!)p
(n+ 4p)!
(n+ 4p)!!
(
h¯
m4
)p
λp
p!
(B.9)
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C. Determination of Γ for ϕ4-theory in zero dimensions
The following mathematica routine recursively determines the loop expansion of the gen-
erating functional Γ up to a prescribed order maxord (maxord = 6 in the example below)
in the case of zero-dimensional ϕ4-theory:
Clear[Γ, term1, term2];
(* Definition of the depth of recursion *)
maxord = 6;
(* Definition of the input: Γ(0) = Γ[0,0], Γ(1) = Γ[1,0] and derivatives *)
Γ[0,0] := 1
2
m2ϕ2 + 1
24
λϕ4;
Γ[0,i ] := D[Γ[0,0],{ϕ,i}];
Γ[1,0] := 1
2
Log[(m2 + 1
2
λϕ2)/m2];
Γ[1,i ] := D[Γ[1,0],{ϕ,i}];
(* Definition of auxiliary quantities *)
term1[0,2] := (Γ[0,2])2;
term1[n ,2] := 1/(n Γ[0,2]) Sum[(3 k - n) Γ[k,2] term1[n - k,2],{k,1,n}];
term1[0,3] := (Γ[0,2])3;
term1[n ,3] := 1/(n Γ[0,2]) Sum[(4 k - n) Γ[k,2] term1[n - k,3],{k,1,n}];
term2[n ] := Sum[Γ[n - k,1] term1[k,3],{k,0,n}];
(* Differential equation to be solved iteratively *)
dgl[n ] := −1
6
Γ[n - 2,3] + λ
2
ϕ term1[n - 1,2] + Γ[0,1] term1[n,3] - term2[n];
(* Recursive calculation of Γ *)
For[q = 2,q ≤ maxord,q++,{
Γ[q,1] = Γ[q,1]/.Simplify[Solve[dgl[q] == 0, Γ[q,1]]];
help[ϕ ] := Γ[q,1][[1]];
Γ[q,0] = w[ϕ]/.Simplify[DSolve[{D[w[ϕ],{ϕ,1}] == help[ϕ],
w[0] == 0},w[ϕ],ϕ]][[1]];
Γ[q,2] = D[Γ[q,0],{ϕ,2}];
Γ[q,3] = D[Γ[q,0],{ϕ,3}];
Clear[w]}];
By means of the above routine we find in addition to (2.32) – (2.35) the expressions for
Γ(n), n = 4, 5, 6, listed below:
Γ(4) = − (λ4ϕ2(176640m16 + 113280m14λϕ2 + 175808m12λ2ϕ4 + 133056m10λ3ϕ6 + 66528m8λ4ϕ8
+22176m6λ5ϕ10 + 4752m4λ6ϕ12 + 594m2λ7ϕ14 + 33λ8ϕ16)
)
/(288m12(2m2 + λϕ2)9) (C.1)
Γ(5) =
(
λ5ϕ2(1280000m22 + 145920m20λϕ2 + 203673m18λ2ϕ4 + 2164096m16λ3ϕ6
75
+1723392m14λ4ϕ8 + 1005312m12λ5ϕ10 + 430848m10λ6ϕ12 + 134640m8λ7ϕ14
+29920m6λ8ϕ16 + 4488m4λ9ϕ18 + 408m2λ10ϕ20 + 17λ11ϕ22
)
)/(72m16(2m2 + λϕ2)12) (C.2)
Γ(6) = − (λ6ϕ2(1765376000m28− 14837760000m26λϕ2 + 4835020800m24λ2ϕ4 + 5159280640m22λ3ϕ6
+5701576704m20λ4ϕ8 + 4758673920m18λ5ϕ10 + 3059147520m16λ6ϕ12
+1529573760m14λ7ϕ14 + 594834240m12λ8ϕ16 + 178450272m10λ9ϕ18 + 40556880m8λ10ϕ20
+6759480m6λ11ϕ22 + 779940m4λ12ϕ24 + 55710m2λ13ϕ26
+1857λ14ϕ28
)
)/(2880m20(2m2 + λϕ2)15) (C.3)
The preceding considerations allowed for a recursive determination of Γ(n) order by order
in the loop expansion. Alternatively, it is also possible to obtain closed analytical results
for each of the 1 PI n-point functions Γn, if n is even. (For n odd, we have Γn ≡ 0, see
above.) This is achieved in the following manner:
Starting with the expression (2.24) for Z(j) the transition to W (j) according to (2.25)
immediately yields:
W (j) = h¯ ln
∑∞
n=0
(−1)n
(4!)n
(
h¯
m4
)n
(4n)!
(4n)!!
1F1(2n+
1
2
;
1
2
;
j2
2h¯m2
)
λn
n!
∑∞
p=0
(−1)p
(4!)p
(
h¯
m4
)p
(4p)!
(4p)!!
λp
p!
(C.4)
Hence, ϕ(j) defined in (2.28) is given by
ϕ(j) =
j
m2
f(j) (C.5)
with f(j) =
∑∞
n=0
(−1)n
(4!)n
(
h¯
m4
)n
(4n+ 1)!
(4n)!!
1F1(2n+
3
2
;
3
2
;
j2
2h¯m2
)
λn
n!
∑∞
p=0
(−1)p
(4!)p
(
h¯
m4
)p
(4p)!
(4p)!!
1F1(2n+
1
2
;
1
2
;
j2
2h¯m2
)
λp
p!
, (C.6)
where (A.6) has been used. Differentiating (C.5) once with respect to ϕ,
ϕ =
j(ϕ)
m2
f(j(ϕ))
∣∣∣∣∣ ∂∂ϕ ,
leads to
1 =
1
m2
∂j
∂ϕ
f +
1
m2
j
∂j
∂ϕ
∂f
∂j
.
Evaluating the last equation at ϕ = 0 and using
∂j
∂ϕ
∣∣∣∣∣
ϕ=0
= Γ2 , j = 0⇔ ϕ = 0 , 1F1(⋆; ⋆; 0) = 1
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determines Γ2:
Γ2 = m
2
∑∞
n=0
(−1)n
(4!)n
(
h¯
m4
)n
(4n)!
(4n)!!
λn
n!
∑∞
p=0
(−1)p
(4!)p
(
h¯
m4
)p
(4p+ 1)!
(4p)!!
λp
p!
(C.7)
Finally, with the help of (A.10) Γ2 can be rewritten in a simpler form:
Γ2 =
√
λh¯
3
U(0, m2
√
3
λh¯
)
U(1, m2
√
3
λh¯
)
(C.8)
From here on, the higher 1 PI n-point functions Γn are recursively obtained by appropriate
differentiations of (2.30) with respect to ϕ and subsequent evaluation at ϕ = 0. For
example, Γ4 results from just one differentiation of (2.30) with respect to ϕ and the fact
that Γn ≡ 0 for n odd:
− h¯2 λ
6
Γ4 + h¯
λ
2
(Γ2)
2 + m2 (Γ2)
3 = (Γ2)
4 (C.9)
D. Determination of Γren for zero-dimensional ϕ
4-theory
In the main text (see section 2.3) the first few orders of the loop expansion of the renor-
malized action Γren in the case of ϕ
4-theory in zero dimensions were obtained by first cal-
culating recursively the unrenormalized action Γ =
∑∞
n=0 h¯
nΓ(n) according to appendix C
and then by adjusting order by order in the loop expansion appropriate countertrems to
the classical action S(ϕ) ≡ Γ(0)(ϕ) in order to fulfill the normalization conditions (2.37)
and (2.38) which establish the connection between theory and experiment (under the as-
sumption that zero-dimensional ϕ4-theory is to be a physical theory). There is, however,
an alternative possibility for the determination of the loop expansion of Γren avoiding
the long way round the unrenormalized action Γ: Namely, we can directly insert the h¯-
expansions of m2 and λ (2.42) into the differential equation (2.30) for Γ and subsequently
evaluate this differential equation consistently order by order in h¯. Of course, both pro-
cedures lead to the same results. The second possibility is automatized in the following
little mathematica routine yielding Γren, m
2 (msq in the program) and λ (lam below) up
to an arbitrary prescribed order maxord of the loop expansion.
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Clear[Γren, lam, msq, term1, term2, term3, term4, term5];
(* Definition of the depth of recursion *)
maxord = 6;
(*Definition of the input quantities*)
Γren[0,0] :=
1
2
m2p ϕ
2 + 1
24
gp ϕ
4;
Γren[0,i ] := D[Γren[0,0], {ϕ,i}];
Γren[1,0] :=
1
2
Log[(m2p +
1
2
gp ϕ
2)/m2p] -
1
4
gp ϕ
2/m2p +
1
16
g2p ϕ
4/m4p;
Γren[1,i ] := D[Γren[1,0], {ϕ,i}];
msq[0] := m2p;
msq[1] := - 1
2
gp/m
2
p;
lam[0] := gp;
lam[1] := 3
2
g2p/m
4
p;
(* Definition of auxiliary quantities *)
term1[n ,2] := Sum[Γren[k,2] Γren[n - k,2], {k,0,n}];
term1[n ,3] := Expand[Sum[Γren[n - k,2] term1[k,2], {k,0,n}]];
term2[n ] := Sum[lam[n - k] Γren[k,3], {k,0,n}];
term3[n ] := Expand[Sum[lam[n - k] term1[k,2], {k,0,n}]];
term4[n ] := Expand[Sum[(msq[n - k] ϕ+ 1
6
lam[n - k] ϕ3) term1[k,3], {k,0,n}]];
term5[n ] := Expand[Sum[Γren[n - k,1] term1[k,3],{k,0,n}]];
(* Differential equation to be solved iteratively *)
dgl[n ] := Expand[- 1
6
term2[n - 2] + 1
2
ϕ term3[n - 1] + term4[n] - term5[n]];
(* Recursive calculation of Γren, msq, lam *)
For[q = 2, q ≤ maxord, q++, {
Γren[q,1] = Γren[q,1]/.Simplify[Solve[dgl[q] == 0, Γren[q,1]]][[1]];
help1[ϕ ] = Γren[q,1];
Γren[q,0] = w[ϕ]/.Simplify[DSolve[{D[w[ϕ], {ϕ,1}] == help1[ϕ],
w[0] == 0}, w[ϕ], ϕ]][[1]];
Γren[q,2] = D[Γren[q,0], {ϕ,2}];
help2[ϕ ] = Γren[q,2];
msq[q] = msq[q]/.Simplify[Solve[help2[0] == 0, msq[q]]][[1]];
Γren[q,3] = D[Γren[q,0], {ϕ,3}];
help3[ϕ ] = D[Γren[q,0],{ϕ,4}];
lam[q] = lam[q]/.Simplify[Solve[help3[0] == 0, lam[q]]][[1]];
Clear[w, help1, help2, help3]}];
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E. Naive treatment of the model with SSB
In order to allow for an explicit control of the changes originating when enlarging the
naive treatment of the model with SSB (see section 3.1) to the correct one in section 3.2,
in this appendix we present some more computational details as well as some additional
results that have been omitted in the main text.
According to the relation (3.9) between Z(ρ, τ) and W (ρ, τ) the system of differential
equations (3.8) transforms into a set of two coupled differential equations for W :
h¯2
λ
4
{
∂3W
∂ρ3
+
∂3W
∂ρ∂τ 2
}
+ h¯
λ
4
{(
∂W
∂ρ
+ v
)(
3
∂2W
∂ρ2
+
∂2W
∂τ 2
)
+ 2
∂W
∂τ
∂2W
∂ρ∂τ
}
+
λ
4


(
∂W
∂ρ
)3
+
∂W
∂ρ
(
∂W
∂τ
)2
+ 3v
(
∂W
∂ρ
)2
+ v
(
∂W
∂τ
)2
− 2m2∂W∂ρ = ρ
h¯2
λ
4
{
∂3W
∂τ 3
+
∂3W
∂ρ2∂τ
}
+ h¯
λ
4
{
2
(
∂W
∂ρ
+ v
)
∂2W
∂ρ∂τ
+
∂W
∂τ
(
∂2W
∂ρ2
+ 3
∂2W
∂τ 2
)}
+
λ
4


(
∂W
∂τ
)3
+
∂W
∂τ
(
∂W
∂ρ
)2
+ 2v
∂W
∂ρ
∂W
∂τ

 = τ (E.1)
Looking for a perturbative determination of the generating functional Γ of 1 PI Green’s
functions, in a next step the corresponding differential equations for Γ have to be derived.
The connection between Γ(x, y) and W (ρ, τ) being given by a Legendre transformation
(see (3.10), (3.11)),
Γ(x, y) = ρ(x, y) x + τ(x, y) y − W (ρ(x, y), τ(x, y))
with x :=
∂W
∂ρ
and y :=
∂W
∂τ
, (E.2)
we are especially in need of the Legendre transformations of the various second and third
derivatives of W (ρ, τ) with respect to ρ and τ appearing in (E.1). These derivatives are
most easily obtained by appropriately differentiating the identities
x(ρ(x, y), τ(x, y)) = x (E.3)
and y(ρ(x, y), τ(x, y)) = y . (E.4)
Because these kind of considerations will frequently bother us also later on it is perhaps
useful to give in the present simple example some more details on the calculation which
hopefully enlighten the conceptual points without being spoiled by ugly technical compli-
cations showing up in the later correct treatment.
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For instance, differentiating (E.3) once with respect to x and y, respectively, yields
1 =
∂ρ
∂x
∂x
∂ρ
+
∂τ
∂x
∂x
∂τ
=
∂2Γ
∂x2
∂2W
∂ρ2
+
∂2Γ
∂x∂y
∂2W
∂ρ∂τ
,
0 =
∂ρ
∂y
∂x
∂ρ
+
∂τ
∂y
∂x
∂τ
=
∂2Γ
∂x∂y
∂2W
∂ρ2
+
∂2Γ
∂y2
∂2W
∂ρ∂τ
. (E.5)
For the second equalities we have used the definition of x, see (E.2), as well as the
reciprocal relations
ρ =
∂Γ
∂x
and τ =
∂Γ
∂y
. (E.6)
From (E.5) some of the desired Legendre transformations follow immediately:
∂2W
∂ρ2
Legendre−→ hˆ−1(x, y) ∂
2Γ
∂y2
,
∂2W
∂ρ∂τ
Legendre−→ − hˆ−1(x, y) ∂
2Γ
∂x∂y
(E.7)
hˆ(x, y) on the right hand sides of (E.7) denotes the determinant of Hesse’s matrix for
Γ(x, y), i.e.
hˆ(x, y) =
∂2Γ
∂x2
∂2Γ
∂y2
−
(
∂2Γ
∂x∂y
)2
. (E.8)
In an analogous manner (by differentiating (E.4) once with respect to x and y, respect-
ively) one also obtains the Legendre transformation of the second derivative of W with
respect to τ :
∂2W
∂τ 2
Legendre−→ hˆ−1(x, y) ∂
2Γ
∂x2
(E.9)
For the Legendre transformations of the third derivatives of W one has to work a little
bit more. In fact, differentiating (E.5) once more with respect to x and y, respectively, we
obtain three independent equations which read when written in matrix form (Wρρ ≡ ∂2W∂ρ2
etc.):
Mˆ ~ˆv1 = ~ˆm1 , (E.10)
~ˆm1 = −(ΓxxxWρρ + ΓxxyWρτ ,ΓxxyWρρ + ΓxyyWρτ ,ΓxyyWρρ + ΓyyyWρτ )T ,
~ˆv1 = (Wρρρ,Wρρτ ,Wρττ )
T ,
Mˆ =


Γ2xx 2ΓxxΓxy Γ
2
xy
ΓxxΓxy ΓxxΓyy + Γ
2
xy ΓxyΓyy
Γ2xy 2ΓxyΓyy Γ
2
yy


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Please note that ~ˆm1 is completely determined as a function of x and y by means of (E.7).
Inverting (E.10) three of the four Legendre transformations still missing result:
WJ
Legendre−→ KˆJ(x, y)
hˆ(x, y) Hˆ(x, y)
for J ∈ {ρρρ, ρρτ, ρττ} (E.11)
In order to technically simplify the recursive determination of Γ(n), in (E.11) we have
introduced the following abbreviations: Hˆ denotes the determinant of Mˆ , Hˆ = detM ,
and KˆJ is hˆ times the determinant of the matrix resulting from Mˆ by replacing the first
or the second or the third row (depending on J) by ~ˆm1.
By elaborating on all possible but independent second derivatives of (E.4) with respect
to x and y we finally also get the answer for the Legendre transformation of Wτττ :
Wτττ
Legendre−→ Kˆτττ (x, y)
hˆ(x, y)Hˆ(x, y)
(E.12)
Kˆτττ is defined to be hˆ times the determinant of the matrix resulting from Mˆ by replacing
the third row by ~ˆm2 where ~ˆm2 is given by ~ˆm1 (E.10) with Wρρ →Wρτ and Wρτ →Wττ .
Collecting everything together we are now in the position to write down the system (E.1)
expressed for Γ:
h¯2
λ
4
(
Kˆρρρ(x, y) + Kˆρττ (x, y)
)
+ h¯
λ
4
Hˆ(x, y) [(x+ v) (3Γyy + Γxx)− 2yΓxy]
+ hˆ(x, y) Hˆ(x, y)
[
λ
4
(x3 + xy2 + 3vx2 + vy2)− 2m2x
]
= hˆ(x, y)Hˆ(x, y)
∂Γ
∂x
h¯2
λ
4
(
Kˆτττ (x, y) + Kˆρρτ (x, y)
)
(E.13)
+ h¯
λ
4
Hˆ(x, y) [−2(x+ v)Γxy + y (Γyy + 3Γxx)]
+
λ
4
hˆ(x, y) Hˆ(x, y)(y3 + x2y + 2vxy) = hˆ(x, y)Hˆ(x, y)
∂Γ
∂y
Looking for the recursive solution of (E.13) in zeroth order we fall back to the classical
action S(x, y) (3.5), i.e. Γ(0) = S(x, y). The 1-loop approximation Γ(1) of Γ was already
derived in the main text, see (3.15). Despite the fact that Γ(1) is ill-defined due to
the “infrared problem” related to the Goldstone boson y, we also present here for later
convenience the solution of (E.13) in second order of the loop expansion. For instance,
evaluating the first equation in (E.13) consequently in order h¯2 and partly using the results
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for zero loops and one loop, yields
Γ(2)x =
1
hˆ(0)

λ4
Kˆ(0)ρρρ + Kˆ
(0)
ρττ
Hˆ(0)
+
λ
4
[
(x+ v)
(
3Γ(1)yy + Γ
(1)
xx
)
− 2yΓ(1)xy
]
− hˆ(1)Γ(1)x

 . (E.14)
According to (E.8) hˆ(1) is given by:
hˆ(1)(x, y) = Γ(0)yy Γ
(1)
xx + Γ
(0)
xxΓ
(1)
yy − 2Γ(0)xy Γ(1)xy (E.15)
A further equation analogous to (E.14) but this time describing the dependence of Γ(2)
on y is obtained by examining the second equation in (E.13) in order h¯2 in a similar
manner. Finally, we end up with:
Γ(2) =
4
λ [8m2(2vx+ x2 + 3y2) + λ (4v2(−3x2 + y2)− 12vx(x2 + y2)− 3(x2 + y2)2)]3 ·
·{384m6(2vx+ x2 − y2)
+16λm4
(
x(2v + x)(4v2 − 50vx− 25x2)− 6(4v2 + 6vx+ 3x2)y2 − 9y4)
+16λ2m2
(
54vx(x2 + y2)2 + 9(x2 + y2)3 − 4v4(3x2 + y2)
+4v3(15x3 + 7xy2) + v2(105x4 + 122x2y2 + 9y4)
)
+λ3
(
96v5x(x2 + y2)− 24v3x(17x2 − 3y2)(x2 + y2)− 12v2(29x2 − y2)(x2 + y2)2
−120vx(x2 + y2)3 − 15(x2 + y2)4 − 32v4(3x4 − 6x2y2 − y4))}
+ C(2) (E.16)
Higher orders of the loop expansion of Γ will be determined later on in the context of the
noncommutative approach to the present model under investigation, see chapter 4.
F. Correct treatment of the model with SSB
This appendix is intended to fill some computational gaps left void in section 3.2 where
we considered the recursive determination of Γ. As far as possible we will copy the anal-
ogous but easier treatment of appendix E, thus having the possibility of refering to that
appendix whenever the current calculations copy the previous ones.
Hence, we begin with the system (3.28) of differential equations translated to the gener-
ating functional W (ρ, τ, l, η, η;X, Y ) of connected Green’s functions:
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h¯2
λ
4
{
∂3W
∂ρ3
+
∂3W
∂ρ∂τ2
}
+ h¯
{
λ
4
[(
∂W
∂ρ
+ v
)(
3
∂2W
∂ρ2
+
∂2W
∂τ2
)
+ 2
∂W
∂τ
∂2W
∂ρ∂τ
]
+ ξm
∂2W
∂η∂η
}
+
λ
4
[(
∂W
∂ρ
)3
+
∂W
∂ρ
(
∂W
∂τ
)2
+ 3v
(
∂W
∂ρ
)2
+ v
(
∂W
∂τ
)2]
− 2m2∂W
∂ρ
− ξm∂W
∂η
∂W
∂η
+X
∂W
∂η
= ρ
h¯2
λ
4
{
∂3W
∂τ3
+
∂3W
∂ρ2∂τ
}
+ h¯
λ
4
{
2
(
∂W
∂ρ
+ v
)
∂2W
∂ρ∂τ
+
∂W
∂τ
(
∂2W
∂ρ2
+ 3
∂2W
∂τ2
)}
+
λ
4
[(
∂W
∂τ
)3
+
∂W
∂τ
(
∂W
∂ρ
)2
+ 2v
∂W
∂ρ
∂W
∂τ
]
+ ξm
∂W
∂l
− Y ∂W
∂η
= τ
∂W
∂l
+ ξm
∂W
∂τ
= l (F.1)
h¯ ξm
∂2W
∂ρ∂η
+ ξm
∂W
∂η
(
∂W
∂ρ
+ v
)
− Y ∂W
∂τ
+ X
(
∂W
∂ρ
+ v
)
= η
− h¯ ξm∂
2W
∂ρ∂η
− ξm∂W
∂η
(
∂W
∂ρ
+ v
)
= η
(F.1) has to be compared with (E.1) in order to study the modifications brought about
by the additional fields B, c and c.
The next step once again consists of performing a Legendre transformation, this time
according to
Γ(x, y, B, c, c;X, Y ) = ρ(x, y, B, c, c;X, Y )x+ τ(· · ·)y + l(· · ·)B + η(· · ·)c+ cη(· · ·)
−W (ρ(· · ·), τ(· · ·), l(· · ·), η(· · ·), η(· · ·);X, Y ) (F.2)
with x =
∂W
∂ρ
, y =
∂W
∂τ
, B =
∂W
∂l
, c =
∂W
∂η
and c = −∂W
∂η
.
In order to obtain explicitly the system (F.1) expressed for Γ there is still lack of the
Legendre transformations of the various second and third derivatives of W with respect
to ρ, τ, η and η appearing in (F.1). In principle, the determination of those Legendre
transformations follows up the line of argument presented in appendix E, being, however,
more involved due to the presence of Grassmannian variables. For this reason we are
going to comment briefly on the additional difficulties before stating the results.
Because of the quantum numbers of the fields (with respect to φπ and charge conjuga-
tion C) and because of the abelian character of the Grassmannian fields (meaning that
the square of each of these fields is zero) each order of the loop expansion of Γ (and hence
Γ itself) has the decomposition
Γ(x, y, B, c, c;X, Y ) = Γ0(x, y, B) + Γ1(x, y)cc+ Γ2(x, y)cX + Γ3(x, y)cY . (F.3)
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An analogous decomposition holds for x, y and B taken as functions of the sources ac-
cording to (F.2) as well as for W , e.g.
x(ρ, τ, l, η, η;X, Y ) = x0(ρ, τ, l) + x1(ρ, τ, l)ηη + x2(ρ, τ, l)ηX + x3(ρ, τ, l)ηY . (F.4)
Inserting now in (F.4) the sources as functions of the fields and differentiating the resulting
equation for instance with respect to x, on the l.h.s. we evidently obtain 1 which as a
number belongs to the zeroth level Λ0 of the Grassmann algebra Λ, whereas on the r.h.s.
various terms will appear some of which also live in Λ0 but some of which sit in the second
level Λ2 (namely the ones involving x1, x2 and x3 because those terms are multiplied by
two Grassmannian variables). Disentangling this way the resulting equation, repeating,
furthermore, this procedure not only for the derivatives with respect to y and B but also
for the derivatives of the equations for y and B analogous to (F.4) and also making use
of the gauge fixing condition (3.29) we finally indeed are able to copy the treatment of
appendix E with the following results (∂
2W
∂ρ2
≡Wρρ etc.):
Wρρ
Legendre−→ h−1(x, y)
(
Γ0yy − (ξm)2
)
+ c-dependent term
Wρτ
Legendre−→ − h−1(x, y) Γ0xy + c-dependent term (F.5)
Wττ
Legendre−→ h−1(x, y) Γ0xx + c-dependent term
The function h(x, y) is given by (3.31), i.e.
h(x, y) = Γ0xx
(
Γ0yy − (ξm)2
)
− Γ20xy . (F.6)
In (F.5) it suffices to know the contributions which are independent of c because all the
quantities in (F.5) only occur in the first two equations of (F.1) and, furthermore, the
c-dependent contributions to Γ are completely fixed by the Legendre transformations of
the fourth and fifth equation in (F.1).
In a similar manner we also obtain the Legendre transformations of the various third
derivatives of W . Copying the notations of appendix E these transformations read
WJ
Legendre−→ KJ(x, y)
h(x, y) H(x, y)
for J ∈ {ρρρ, ρρτ, ρττ, τττ} . (F.7)
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In the present case H(x, y) is defined to be the determinant of the 6× 6 matrix M:
M =


Γ20xx 2Γ0xxΓ0xy Γ
2
0xy 0 0 0
Γ0xxΓ0xy Γ0xxΓ0yy + Γ
2
0xy Γ0xyΓ0yy ξmΓ0xx ξmΓ0xy 0
0 ξmΓ0xx ξmΓ0xy Γ0xx Γ0xy 0
Γ20xy 2Γ0xyΓ0yy Γ
2
0yy 2ξmΓ0xy 2ξmΓ0yy (ξm)
2
0 ξmΓ0xy ξmΓ0yy Γ0xy Γ0yy + (ξm)
2 ξm
0 0 (ξm)2 0 2ξm 1


(F.8)
For J ∈ {ρρρ, ρρτ, ρττ} KJ is given by h times the determinant of the matrix resulting
from M by replacing the first or the second or the third row (depending on J) by ~m1,
whereas Kτττ is h times the determinant of the matrix obtained from M by substituting
the third row by ~m2 with:
~m1 = − (Γ0xxxWρρ + Γ0xxyWρτ ,Γ0xxyWρρ + Γ0xyyWρτ , 0,Γ0xyyWρρ + Γ0yyyWρτ , 0, 0)T
∣∣∣
c=0
~m2 = ~m1|Wρρ→Wρτ and Wρτ→Wττ (F.9)
By an analogously careful handling of the different levels of the Grassmann algebra in-
volved in the respective calculations we finally get the results for the Legendre transfor-
mations still missing, too:
Wρη
Legendre−→ Γ−11 h−1(x, y)
(
Γ0xyΓ1y −
(
Γ0yy − (ξm)2
)
Γ1x
)
c
Wρη
Legendre−→ Γ−11 h−1(x, y)
{(
Γ0yy − (ξm)2
)
(Γ1xc+ Γ2xX + Γ3xY )
−Γ0xy
(
Γ1yc+ Γ2yX + Γ3yY
)}
Wηη
Legendre−→ − Γ−11 + c-dependent term (F.10)
Cluing all scattered pieces of the puzzle together we now are able to quote the system
(F.1) for Γ:
h¯2
λ
4
Γ1 (Kρρρ +Kρττ )
+ h¯ H
{
λ
4
Γ1
[
(x+ v)
(
3
(
Γ0yy − (ξm)2
)
+ Γ0xx
)− 2yΓ0xy]− ξmh
}
+ h H Γ1
[
λ
4
(x3 + xy2 + 3vx2 + vy2)− 2m2x
]
= h H Γ1 Γx|c=0
h¯2
λ
4
(Kρρτ +Kτττ)
+ h¯
λ
4
H
{−2(x+ v)Γ0xy + y ((Γ0yy − (ξm)2)+ 3Γ0xx)}
+ h H
[
λ
4
(y3 + x2y + 2vxy) + ξmB
]
= h H Γy|c=0
B + ξmy = ΓB (F.11)
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− h¯ ξm{(Γ0yy − (ξm)2) (Γ1xc+ Γ2xX + Γ3xY )− Γ0xy (Γ1yc+ Γ2yX + Γ3yY )}
+ h Γ1 (ξm(x + v)c+ yY − (x + v)X) = h Γ1 Γc
− h¯ ξm{Γ0xyΓ1y − (Γ0yy − (ξm)2)Γ1x} c
− ξm(x+ v) h Γ1 c = h Γ1 Γc
The solution of (F.11) can be obtained recursively by consistently evaluating (F.11) order
by order in h¯. Of course, the zeroth order Γ(0) coincides with Γcl (3.25). The result for
Γ(1) is already stated in the main text, see (3.32). For the second order Γ(2) we find after
a cumbersome but straightforward calculation performed by means of mathematica:
Γ(2)
∣∣∣
c=0
=
{−2 [4096m4(ξm)6 − 256λm2(ξm)2 (12m4(v + x)2
+(ξm)4(3v2 + 30vx+ 15x2 + 4y2) + 4m2(ξm)2(v2 + 8vx+ 4x2 + 9y2)
)
+λ5
(
192v7x(x2 + y2)− 3(x2 + y2)4(13x2 + 9y2)− 6vx(x2 + y2)3(65x2 + 49y2)
−6v2(x2 + y2)2(261x4 + 214x2y2 − 7y4) + 64v6(3x4 + 12x2y2 + y4)
−48v5(27x5 − 10x3y2 − 5xy4)− 24v4(135x6 + 127x4y2 − 7x2y4 + y6)
−48v3(66x7 + 125x5y2 + 56x3y4 − 3xy6))+ 32λ2 (24m6(v + x)2(2vx+ x2 − y2)
+(ξm)6
(−12v4 − 30v3x+ 15x4 + 15x2y2 + 2y4 + 30vx(2x2 + y2)
+3v2(15x2 + y2)
)
+ 4m4(ξm)2
(−4v4 + 46v3x+ 33x4 + 57x2y2 + 54y4
+v2(155x2 + 21y2) + 6v(22x3 + 19xy2)
)
+ 2m2(ξm)4
(
42v3x+ 57x4
+131x2y2 + 36y4 + v2(249x2 + 11y2) + v(228x3 + 262xy2)
))
+8λ3
(
3(ξm)4
(
24v5x− 21x6 − 56x4y2 − 41x2y4 − 6y6 + 24v4(2x2 + y2)
−4v3(33x3 − 17xy2)− v2(243x4 + 190x2y2 + 3y4)− 2v(63x5 + 112x3y2 + 41xy4))
+4m4
(
8v5x− 8v4(10x2 + 3y2)− 12v3(25x3 + 7xy2)− 3v2(115x4 + 62x2y2 + 3y4)
−18v(9x5 + 8x3y2 + 7xy4)− 9(3x6 + 4x4y2 + 7x2y4 + 6y6))
+4m2(ξm)2
(
24v5x− 212v3x(3x2 + y2)− 8v4(15x2 + 2y2)
+v2(−789x4 − 922x2y2 + 3y4)− 6v(63x5 + 136x3y2 + 65xy4)
−3(21x6 + 68x4y2 + 65x2y4 + 18y6)))− 4λ4 (3(ξm)2 (16v6(3x2 + y2)
+16v5(3x3 + 7xy2)− (x2 + y2)2(21x4 + 38x2y2 + 9y4)
+v4(−324x4 + 136x2y2 + 12y4)− 16v3(42x5 + 35x3y2 − 3xy4)
−4v2(126x6 + 235x4y2 + 100x2y4 − y6)− 8v(21x7 + 60x5y2 + 53x3y4 + 14xy6))
+4m2
(
8v6(3x2 + y2)− 8v5(9x3 + 5xy2)− 3(x2 + y2)2(7x4 + 12x2y2 + 9y4)
−2v4(237x4 + 166x2y2 + 9y4)− 24v3(31x5 + 39x3y2 + 4xy4)
−6v2(86x6 + 169x4y2 + 88x2y4 − 3y6)− 12v(14x7 + 39x5y2 + 40x3y4 + 15xy6)))]} /{
(v + x)2
[
32m2(ξm)2 + λ2
(
4v2(3x2 − y2) + 12vx(x2 + y2) + 3(x2 + y2)2)
−4λ ((ξm)2(6vx+ 3x2 + y2) + 2m2(2vx+ x2 + 3y2))]3}
+C(2) (F.12)
In (F.12) contributions proportional to c are not specified because the corresponding ex-
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pressions are rather lengthy. The knowledge of these contributions is irrelevant in the
present context but as a matter of course essential if one wants to move on to the deter-
mination of higher orders of Γ. The constant of integration C(2) in (F.12) is fixed as usual
by the requirement Γ|x=y=B=c=c=0 yielding:
C(2) =
1
128
[
32
m2v2
− λ
(
6
m4
+
24
(ξm)4
+
8
m2(ξm)2
)
− λ2v2 4m
4 + 3(ξm)4
m6(ξm)4
]
(F.13)
We would like to close this appendix by two remarks both of which concern the STI (3.26):
A direct check shows that Γ(n) (derived above for n = 0, 1, 2) satisfies the STI (3.26) taken
in the corresponding order, e.g. in 1-loop order
∂Γ(0)
∂Y
∂Γ(1)
∂x
+
∂Γ(1)
∂Y
∂Γ(0)
∂x
+
∂Γ(0)
∂X
∂Γ(1)
∂y
+
∂Γ(1)
∂X
∂Γ(0)
∂y
+B
∂Γ(1)
∂c
= 0 . (F.14)
This has to be so because in the zero-dimensional theory all quantities are well-defined
and finite and, hence, no (possibly symmetry violating) regularization procedure is needed
when higher orders are calculated.
The second remark emphasizes once again the necessity of introducing the external fields
X and Y . According to the STI, in all orders the BRS transformations of x and y are
given by ∂Γ
∂Y
and ∂Γ
∂X
, respectively. These derivatives, however, are far from being trivial
as can be seen, for instance, from (3.32). Without introducing the external fields X and
Y it is at least very difficult to control the deformations of the nonlinear classical BRS
transformations in higher orders correctly.
G. Proofs of the rules for the matrix derivative
We already indicated in the main text that most of the rules for the matrix derivative ∂
∂A
given in section 4.3 are easily proven by exploiting the decomposition
∂
∂A = −
v
2
(η ∂x − i ηγ ∂y) = − η 1
2
(Dx +Dy)
with Dx := v 1I2 ∂x and Dy := −iv γ ∂y (G.1)
of ∂
∂A
with respect to the ordinary partial derivatives ∂x and ∂y contained in
∂
∂A
. A further
cornerstone of the proofs to follow will be the likewise trivial observation that we have
∂xA = 1
v
η and ∂yA = i
v
γη . (G.2)
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To simplify matters we begin with rule 2.
Proof of rule 2: Let M(A; η) be any monomial in the variables A and η, i.e M can
be regarded as a “word” of arbitrary length composed of the “letters” A and η in an
arbitrary way. Because ∂x is the ordinary partial derivative with respect to x the action
of Dx on M will result in v times a sum of new “words”: These new “words” are obtained
by replacing successively each A in M by ∂xA = 1vη due to the ordinary product rule
for ∂x. Hence, all the factors
1
v
cancel with the overall factor v, and DxM reads in a
symbolic notation:
DxM =
∑
A∈M
M(A,A → η; η)
In the same manner we have to study the action of Dy on M : This time we get −ivγ
times a sum of different new “words” resulting from M by substituting successively each
A in M by ∂yA = ivγη. Again, all the factors iv cancel with the overall factor −iv, and
using the same symbolic notation as above in an intermediate step DyM is given by:
DyM = γ ·
∑
A∈M
M(A,A → γη; η)
Now we should take into account that γ is the grading automorphism for 2× 2 matrices.
In the present context this implies the following: Whenever in the calculation of DyM
there is an even number of (necessarily odd) “letters” in front of the A to be replaced
by γη the γ of the replacement γη can be permuted to the leftmost position without
producing a sign because a product of an even number of odd matrices obviously is even.
However, if the number of “letters” in front of the A which is substituted by γη is odd the
permutation of γ to the leftmost position results in a minus sign. Denoting by ν(A) the
number of (odd) matrices in front of the A to be replaced and using γ2 = 1I2 we, hence,
obtain for DyM :
DyM =
∑
A∈M
ν(A)even
M(A,A → η; η) − ∑
A∈M
ν(A)odd
M(A,A → η; η)
Putting everything together according to the first line of (G.1) rule 2 follows immediately:
∂
∂A
M(A; η) = − η ∑ A∈M
ν(A)even
M(A,A → η; η)
Proof of rule 3: First of all, due to the linearity of the operator ∂
∂A
it suffices to prove
rule 3 for arbitrary monomials F (A; η) and G(A; η) (instead of polynomials F and G)
only.
For the first part we furthermore assume F (A; η) to be an even matrix.
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Clearly F ·G is the “word” which is trivially obtained by appending the “word” G to the
“word” F . According to rule 2, ∂
∂A
(F ·G) is then given by −η times a sum of new “words”
resulting from F ·G by successively replacing each A in F ·G with ν(A) even by η. (ν(A)
denotes the number of (odd) matrices in F · G which stand in front of A, see also proof
of rule 2, whereas νF (A), νG(A) will be the numbers of matrices in F,G in front of A,
respectively.) In other words, at first all the A’s in F with νF (A) even and afterwards
all the A’s in G with ν(A) even are substituted. Because F is even by assumption for
all A’s in G we have (νG(A) mod 2) = (ν(A) mod 2) and, hence, we get in the symbolic
notation of the previous proof:
∂
∂A (F ·G) = − η
∑
A∈F
νF (A)even
F (A,A→ η; η) ·G(A; η) − η ∑
A∈G
νG(A)even
F (A; η) ·G(A,A→ η; η)
= [ − η ∑
A∈F
νF (A)even
F (· · ·) ] ·G(· · ·) − ηF (· · ·)η · [ − η ∑
A∈G
νG(A)even
G(· · ·) ]
The last equality holds true due to η2 = −1I2. But this already completes the proof of
the first claim in rule 3.
Let us now assume that F (A; η) is an odd matrix. The proof just given indicates by now
what is “wrong” if F is odd, namely for all A’s in G the counting of matrices has to be
modified:
(νG(A) mod 2) = ((ν(A) + 1) mod 2)
Nevertheless, the present case can be reduced to the first one in a very simple manner by
taking into account the following two trivial observations: If F is odd then F · η is even.
Furthermore, rule 2 tells us that ∂
∂A
(F · η) = ( ∂
∂A
F ) · η holds true. With this in mind we
calculate:
∂
∂A(F ·G) = −
∂
∂A [(Fη) · (ηG)]
first part
= −
[
∂
∂A(Fη)
]
· ηG+ η(Fη)η · ∂
∂AηG
=
∂F
∂A ·G− ηF ·
∂
∂AηG
Next we are going to demonstrate rule 5. Please note that the quite short proof given
below by no means makes use of rule 1 which will be proven subsequently.
Proof of rule 5: According to (G.1) we find (η2 = −1I2):
η
∂
∂A Tr F =
v
2
1I2 ∂x Tr F − i v
2
γ ∂y Tr F
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Due to Tr1I2 = 2, Trγ = 0, Str1I2 = 0 and Strγ = 2 we, hence, get:
1
v
Tr η
∂
∂A Tr F =
1
v
v
2
∂x Tr F Tr 1I2 − 1
v
i
v
2
∂y Tr F Tr γ = ∂x Tr F
i
v
Str η
∂
∂A Tr F =
i
v
v
2
∂x Tr F Str 1I2 − i
v
i
v
2
∂y Tr F Str γ = ∂y Tr F
Proof of rule 1: Unfortunately, the following proof is a little bit lengthy. For this reason
we will try to concentrate on the main conceptual steps skipping some technical details
in between in order to keep the proof in a readable form. In any case, the computational
gaps can be filled very easily.
We start with two observations: The first one concerns the structure of the result when
applying ∂
∂A
to Tr F (A; η). Namely, by the very definition of ∂
∂A
this result has to be an
odd 2× 2 matrix:
∂
∂A Tr F (A; η) =

 0 a
b 0


Hence, if the direct calculation of the entries a and b (only relying on the explicit definition
of ∂
∂A
) and the calculation of a and b according to the prescription of rule 1 lead to the
same results, everything is proven. However, instead of computing that way a and b by
themselves we will do so for two independent linear combinations of a and b suggested by
rule 5, viz
∂x Tr F =
1
v
Tr η
∂
∂A Tr F and ∂y Tr F =
i
v
Tr γη
∂
∂A Tr F . (G.3)
The second observation is based on the nature of F as an even matrix. Because of A2 ∝ 1I2
and F being even there are only two possible basic types of monomials out of which the
polynomial F is built up:
A2k(ηA)l and A2kA(ηA)lη with k, l ∈ IN arbitrary (G.4)
Due to the linearity of ∂
∂A
we are allowed to restrict the whole proof to these basic
monomials. Let us, for instance, choose the first one, i.e. F = A2k(ηA)l from now on.
Using the recipe of rule 1 we, hence, obtain
∂
∂A Tr A
2k(ηA)l = A2k−1(ηA)l +A2k−2(ηA)lA+ · · ·+A0(ηA)lA2k−1
+(ηA)l−1A2kη + (ηA)l−2A2k(ηA)η + · · ·+ (ηA)0A2k(ηA)l−1η
= A2k−2
(
kA(ηA)l + (k + l)(ηA)lA
)
, (G.5)
90
where for the last equality A2 ∝ 1I2 has been taken into account several times.
Inserting (G.5) into the r.h.s. of the first equation in (G.3) we thus get (utilizing again
A2 ∝ 1I2 frequently as well as η(ηA)l = −A(ηA)l−1 and the cyclic property of the trace):
1
v
Tr η
∂
∂A F =
1
v
{
k Tr A2k−2(ηA)l+1 − (k + l) Tr A2k(ηA)l−1
}
(G.6)
This result has to be compared with the direct calculation of ∂x Tr F (∂xA = 1vη, see
above):
∂x Tr F = Tr ∂xA2k(ηA)l
=
1
v
Tr
{
ηA2k−1(ηA)l +AηA2k−2(ηA)l + · · ·+A2k−1η(ηA)l
+A2kηη(ηA)l−1 +A2k(ηA)ηη(ηA)l−2 + · · ·+A2k(ηA)l−1ηη
}
=
1
v
Tr
{
kA2k−2(ηA)l+1 − kA2k(ηA)l−1 − lA2k(ηA)l−1
}
(G.7)
Needless to say that for the last equality we used A ∝ 1I2 and η2 = − 1I2 several times.
Obviously, the two results (G.6) and (G.7) coincide. In almost the same manner the
second equation in (G.3) is verified: However, the quite analogous calculation will be
skipped here in order not to protract the proof unnecessarily by presenting nothing else
but trivial computations.
Finally, repeating the procedure just outlined also for the other basic monomial in (G.4)
everything is proven.
Proof of rule 4: The following proof proceeds by direct calculation, i.e. in a manner
analogous to the one which already helped us to demonstrate rule 1. This time, however,
even more cases have to be distinguished.
First of all, we would like to state that for an odd polynomial J(A; η) due to A2 ∝ 1I2
there are only two basic types of monomials out of which J is built up, namely:
A2m(Aη)nA and A2m(ηA)nη with m,n ∈ IN arbitrary (G.8)
Because of the linearity of the matrix derivatives ∂
∂A
and ∂
∂J
it again suffices to restrict
the proof to the basic monomials. Taking into account (G.4) and the fact that F (J ; η) is
allowed to be either even or odd (whereas J(A; η) has to be odd) we, hence, have to look
at eight different cases:
2 (F even or odd) × 2 (each with 2 basic monomials) × 2 (2 basic monomials for J)
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Let us single out just one of these cases as an example:
F (J ; η) = J2kJ(ηJ)lη and J(A; η) = A2m(ηA)nη (G.9)
All the other cases can be treated in a completely analogous way.
For the direct calculation of ∂F
∂A
we first need F (J(A; η); η):
F (J(A; η); η) = ( A2m(ηA)nη )2k+1 ( ηA2m(ηA)nη )l η
= (−1)k(n+1)+l+1 A2[m(2k+l+1)+kn] (ηA)n(l+1)
The last equality is again due to A2 ∝ 1I2, a property that will be used frequently also
in the following without being mentioned every time. The above equation now has to be
differentiated with respect to A. In order to simplify this calculation we first observe that
for arbitrary p, q ∈ IN we have by means of rule 2:
∂
∂AA
2p(ηA)q = −η
{
ηA2p−1(ηA)q +A2ηA2p−3(ηA)q + · · ·+A2p−2ηA(ηA)q
}
= pA2p−1(ηA)q (G.10)
Please note that none of the A’s appearing in the factors ηA in A2p(ηA)q is replaced by η
because there is always an odd number of matrices in front of those A’s. Hence, the direct
calculation of ∂F
∂A
leads to
∂F
∂A = (−1)
k(n+1)+l+1[m(2k + l + 1) + kn]A2[m(2k+l+1)+kn]−1(ηA)n(l+1) . (G.11)
This result has to be compared to what we get upon inserting (G.9) into the r.h.s. of
(4.22). To this end we need
∂
∂A A
2m(ηA)nη = m A2m−1(ηA)nη (G.12)
∂
∂A ηA
2m(ηA)nη = − (m+ 1) A2m(ηA)n−1η + (n− 1) A2m+1(ηA)n−2η
and
∂
∂J
J2k+1(ηJ)lη = (k + 1) J2k(ηJ)lη − l J2k+1(ηJ)l−1η ,
∂
∂J
ηJ2k+1(ηJ)lη = k J2k−1(ηJ)lη . (G.13)
All this follows from the application of rule 2. Finally, cluing everything together according
to the prescription of rule 4 (expressing, of course, the right hand sides of (G.13) as
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functions of A and η by means of (G.9)) and keeping carefully in view the combinatorics
when shrinking the at first lengthy expression due to A2 ∝ 1I2, after quite some effort one
indeed obtains the r.h.s. of (G.11) again.
H. The full differential equation for Γ within the matrix
formulation
In order to be able to write down explicitly the differential equation for Γ valid to all
orders of the loop expansion we still need the Legendre transformation of ∂
3W
∂J3
: All other
required ingredients already have been determined in the main text, see section 4.4.
The following calculation of the Legendre transformation in question also serves as a
further example for the application of the rules for the matrix derivatives ∂
∂A
and ∂
∂J
.
We begin with
∂
∂A
∂
∂J
η
∂W
∂J
∣∣∣∣∣
J=J(A;η)
rule 4
=
∂J
∂A
∂2
∂J2
η
∂W
∂J
−
(
∂
∂AηJ
)(
∂
∂J
η
∂
∂J
η
∂W
∂J
)
=
∂2Γ
∂A2
∂2
∂J2
η
∂W
∂J
−
(
∂
∂Aη
∂Γ
∂A
)(
∂
∂J
η
∂
∂J
η
∂W
∂J
)
= η ΓAA WJJJ − ΓAηA WJηJηJ =: A (H.1)
For the last equality we used the fact that both ∂
2
∂A2
and ∂
2
∂J2
are some differential operators
proportional to the unit matrix 1I2. In order to keep the forthcoming formulae in a readable
form we also introduced an almost obvious abbreviatory notation for the various multiple
derivatives of Γ andW occuring in these kinds of calculations: ∂
2Γ
∂A2
≡ ΓAA, ∂∂Aη ∂Γ∂A ≡ ΓAηA
and so on.
In an analogous manner we obtain as well
∂
∂A η
∂
∂J
η
∂W
∂J
∣∣∣∣∣
J=J(A;η)
rule 4
= ΓAA WJηJηJ + ΓAηA η WJJJ =: B . (H.2)
Now, it is an easy and straightforward undertaking to solve (H.1) and (H.2) in order to
get WJJJ (and WJηJηJ ):
WJJJ = − η
[
Γ2AA + Γ
2
AηA
]−1 {ΓAA ·A + ΓAηA · B} (H.3)
(H.3) is the desired result with the restriction, however, that it still remains to determine
A and B as functions of A and η.
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To this end we observe that due to the definition of B (H.2), due to η times the second
equation in (4.33) and due to the product rule 3 (4.20) we have (noticing that η ∂
∂A
η ∂Γ
∂A
necessarily has to be even)
B =
∂
∂A η
∂
∂J
η
∂W
∂J
= − ∂
∂A

η
∂
∂Aη
∂Γ
∂A

( ∂2Γ
∂A2
)2
+
(
∂
∂Aη
∂Γ
∂A
)2−1


= − ΓAηAηA [Γ2AA + Γ2AηA]−1 − ΓAηA η
∂
∂A [Γ
2
AA + Γ
2
AηA]
−1 .
Hence, for the determination of B only the derivative ∂
∂A
[Γ2AA +Γ
2
AηA]
−1 is not evaluated
yet. This can be done by means of the chain rule 4 (4.22) as follows23:
∂
∂A [Γ
2
AA + Γ
2
AηA]
−1 =
∂
∂Aηη
−1[· · ·]−1 = ∂
∂Aη[(Γ
2
AA + Γ
2
AηA)η]
−1
=
∂
∂AF (Jˆ(A; η); η) ( with F := ηJˆ
−1 and Jˆ = (Γ2AA + Γ
2
AηA)η )
=
∂Jˆ
∂A
∂F
∂Jˆ
−
(
∂
∂AηJˆ
)
∂
∂Jˆ
ηF
= − [2ΓAAΓAAA + ηΓAAAΓAηA − ηΓAηAΓAηAηA] [Γ2AA + Γ2AηA]−2
For the last equality we used
∂F
∂Jˆ
=
∂
∂Jˆ
ηJˆ−1 = (JˆηJˆ)−1 ,
∂
∂Jˆ
ηF = − ∂
∂Jˆ
Jˆ−1 = 0
as well as
∂Jˆ
∂A =
∂
∂A [(Γ
2
AA + Γ
2
AηA)η] = [2ΓAAΓAAA + ηΓAAAΓAηA − ηΓAηAΓAηAηA]η .
Putting everything together we thus obtain for B the result:
B = − ΓAηAηA [Γ2AA + Γ2AηA]−1 (H.4)
+ ΓAηA η [2ΓAAΓAAA + ηΓAAAΓAηA − ηΓAηAΓAηAηA] [Γ2AA + Γ2AηA]−2
In a similar way also A is calculated. We finally get:
A = − η ΓAAA [Γ2AA + Γ2AηA]−1 (H.5)
− η ΓAηA [2ΓAAΓAAA + ηΓAAAΓAηA − ηΓAηAΓAηAηA] η [Γ2AA + Γ2AηA]−2
23This calculation also illustrates why it completely suffices to state the chain rule within the matrix
calculus for the case that the function J(A; η) is to be odd.
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Ultimately, we are now in the position to present the full differential equation for the
generating functional Γ of 1 PI Green’s functions explicitly:
∂Γ
∂A =
λv4
8
{
− h¯2 η [Γ2AA + Γ2AηA]−1 [ΓAA · A+ ΓAηA · B]
+ h¯ [2(A+ η)ΓAA + η(A+ η)ΓAηA] [Γ2AA + Γ2AηA]−1
+ηAη + 2ηA2 +AηA+A3 −A
}
(H.6)
Of course, in (H.6) A and B have to be inserted according to (H.5) and (H.4), respectively.
At first sight, (H.6) looks rather involved due to the complexity of A and B when expressed
in terms ofA and η via the various multiple derivatives of Γ with respect toA, and it seems
that the former advantage of using the matrix formalism consisting of the reduction to just
one differential equation (instead of two coupled differential equations in the component
formulation) gets lost at the present point of the treatment. This naive first observation,
however, is misleading as is demonstrated in section 4.5. As a small comfort we may state
already now that the functions KJ(x, y) and H(x, y) (see (E.11) and below) appearing
in the corresponding differential equations (E.13) for Γ within the language using the
components x and y are in fact not at all less involved than A and B are in the present
context.
I. Higher orders of Γ within the matrix formulation
Before really considering the computer-based determination of the higher orders Γ(n) of Γ
which according to the proof in section 4.5 are functions of the field strength F only let
us first turn to the still outstanding demonstration of rule 6.
Proof of rule 6: We would like to begin with the proof of (4.39): Due to the linearity
of ∂
∂A
it completely suffices to show (4.39) for g(F) = Fk with k ∈ IN arbitrary. This will
be done by induction with respect to k.
For k = 1 (i.e. g(F) = F) the direct calculation of ∂g
∂A
just yields (by definition) FA
(4.45) which obviously coincides with the r.h.s. of (4.39) because of ∂F
∂F
= 1I. Hence, we
may assume from now on that the claim in question holds true for k:
∂
∂AF
k = FA ∂
∂FF
k = k FA Fk−1
By means of the product rule 3 (4.20) it then follows that
∂
∂AF
k+1 =
∂
∂A (F
k · F) =
(
∂
∂AF
k
)
F − ηFkη ∂
∂AF
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= k FA Fk−1 F + Fk FA = FA (k + 1) Fk
= FA ∂
∂FF
k+1 .
The second equality in (4.39) is simply due to ∂g
∂F
∝ 1I2 and, thus, (4.39) is proven by
now.
In an almost analogous manner also the demonstration of (4.40) follows. We skip the
details here (in order not to repeat trivial calculations) and just mention that the factors
of 2 appearing on the right hand sides of (4.40) are an immediate consequence of the fact
that F and hence g(F) are proportional to the unit matrix 1I2 in two dimensions implying
that the trace on the l.h.s. produces these aforesaid factors of 2.
In the following we present a short computer routine written in mathematica which iter-
atively solves the differential equation (4.55) order by order in h¯ up to a prescribed maxi-
mal order maxord (maxord = 6 in the example below). Please notice that the essential part
of this routine (namely the last few lines) is indeed quite simple; the remaining part mainly
consists of definitions of some auxiliary quantities in between which are necessary to
handle the contributing orders of the various terms occuring in (4.55) correctly:
Clear[f, g];
(* Definition of the depth of recursion *)
maxord = 6;
(* Definition of the input: f (0) = f [0,0], f (1) = f [1,0] and derivatives *)
f [0,0] := - λv
4
8
F ;
f [0,i ] := D[f [0,0],{F ,i}];
f [1,0] := (i1I− 3F)(2iF − 3F2)−1;
f [1,i ] := D[f [1,0],{F ,i}];
(* Definition of auxiliary quantities *)
help1[n ] := Sum[f [k,0] f [n - k,0],{k,0,n}];
help2[n ] := Sum[f [k,0] f [n - k,1],{k,0,n}];
help3[n ] := Sum[f [k,1] f [n - k,1],{k,0,n}];
help4[n ] := Sum[f [k,0] f [n - k,2],{k,0,n}];
hF1 [n ] := 2 f [n,0] - i(1I + iF) f [n,1];
hF2 [n ] := - 2 Sum[help1[k] help2[n - k],{k,0,n}] +
i(1I + iF) Sum[help1[k] (2 help3[n - k] + help4[n - k]),{k,0,n}] +
2(1I + iF)2 Sum[help2[k] help3[n - k],{k,0,n}];
help[n ,1] := 2i(1I + iF) help2[n] - help1[n];
help[n ,2] := Sum[help[k,1] help[n - k,1],{k,0,n}];
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help[n ,3] := Sum[help[k,2] help[n - k,1],{k,0,n}];
term1[n ] := Sum[help[k,2] hF1 [n - k],{k,0,n}];
termr[n ] := Sum[help[k,3] f [n - k,0],{k,0,n}];
(* Differential equation to be solved iteratively *)
dgl[n ] := λv
4
8
(hF2 [n - 2] + term1[n - 1] - F help[n,3]) - termr[n];
(* Recursive calculation of f (n) and thus of Γ(n) *)
For[q = 2,q ≤ maxord,q ++,{
f [q,0] = f [q,0]/.Simplify[Solve[Simplify[dgl[q]] == 0, f [q,0]]][[1]];
f [q,1] = D[f [q,0],{F ,1}];
f [q,2] = D[f [q,0],{F ,2}];
g[q] = Simplify[Integrate[1
2
f [q,0], F ]]};
Besides Γ(0) = S (4.11) and Γ(1) which has already been calculated in the main text, see
(4.37), and which is used as an input (in order not to bulge the routine unnecessarily) the
above routine also yields Γ(2) and Γ(3), see (4.56), as well as:
Γ(4) =
128
3λ3v12
Tr
(−160iF3 + 2544F4 + 18096iF5 − 75240F6 − 200196iF7 + 353718F8
+414018iF9− 310635F10 − 136080iF11 + 26487F12) (2iF − 3F2)−9
Γ(5) = − 512
λ4v16
Tr
(
896F4 + 18688iF5 − 179456F6 − 1047488iF7+ 4130992F8
+11573760iF9− 23606796F10− 35290260iF11+ 38392173F12
+29630664iF13− 15381900F14− 4825008iF15 + 694008F16) (2iF − 3F2)−12
Γ(6) =
8192
5λ5v20
Tr
(
21504iF5 − 555520F6− 6720000iF7 + 50456320F8 + 262734560iF9
−1004053872F10− 2906698840iF11+ 6487716060F12
+11251183950iF13− 15159210795F14− 15735128364iF15+ 12358066725F16
+7114184640iF17− 2835423630F18− 698965200iF19
+80162298F20) (2iF − 3F2)−15
Of course, this list can be continued easily by just raising the value chosen for maxord.
J. The full set of differential equations for Γ
We begin with the determination of the Legendre transformation of ∂
3W
∂J3
which is still
missing. In principle, we can go ahead as in appendix H taking into account, however,
the fact that in the present treatment there are additional variables representing the
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unphysical fields. All formulae given below in the first part of this appendix are valid up
to contributions proportional to c whose explicit knowledge is not required.
By means of the generalized chain rule 8 (5.23) and the gauge fixing condition (J.6) we
at first calculate
0 =
∂
∂B
∂
∂J
η
∂W
∂J
∣∣∣∣∣ J=J(···)
l=l(···)
···
=
iv
2
ξm γ (WJJJ +WJηJηJ ) +
∂
∂l
WJηJ .
The zero on the l.h.s. directly results from the observation that the Legendre transfor-
mation of ∂
∂J
η ∂W
∂J
does not depend on B at all, see (5.24). Thus, we obtain:
∂
∂l
WJηJ = −iv
2
ξm γ (WJJJ +WJηJηJ ) (J.1)
Next, copying the abbreviatory notation of appendix H as far as possible, we determine
in an analogous manner (inserting (J.1) in a step in between):
Aˆ :=
∂
∂A
∂
∂J
η
∂W
∂J
∣∣∣∣∣
···
=
(
ΓAA +
v2
4
(ξm)21I
)
ηWJJJ−
(
ΓAηA − v
2
4
(ξm)2η
)
WJηJηJ (J.2)
In a similar way we also get:
Bˆ :=
∂
∂A η
∂
∂J
η
∂W
∂J
∣∣∣∣∣
···
=
(
ΓAA +
v2
4
(ξm)21I
)
WJηJηJ +
(
ΓAηA − v
2
4
(ξm)2η
)
ηWJJJ
(J.3)
From (J.2) and (J.3) it immediately follows that the Legendre transformation in question
is given by:
∂3W
∂J3
→ − 1
hA
η
{(
ΓAA +
v2
4
(ξm)21I
)
Aˆ+
(
ΓAηA − v
2
4
(ξm)2η
)
Bˆ
}
(J.4)
However, it remains to calculate Aˆ and Bˆ. This can be achieved by mimicking the
respective calculations in appendix H (concerning the determination of A and B). By
this means we finally end up with:
Aˆ = − η ΓAAA h−1A − η
(
ΓAηA − v
2
4
(ξm)2η
)
[· · ·] η h−2A
Bˆ = − ΓAηAηA h−1A +
(
ΓAηA − v
2
4
(ξm)2η
)
η [· · ·] h−2A (J.5)
with [· · ·] = 2ΓAAA
(
ΓAA +
v2
4
(ξm)21I
)
+ ηΓAAA
(
ΓAηA − v
2
4
(ξm)2η
)
−η
(
ΓAηA − v
2
4
(ξm)2η
)
ΓAηAηA
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Now, all necessary preparations are completed, and we simply could write down the
Legendre transformation of (5.20). Instead of doing so we proceed slightly differently by
explictly making use of the Slavnov-Taylor identity (5.28) and the fact that the external
fields X and Y have been merged into one single object X (5.18). The result will be a
simpler set of (almost) algebraic equations which uniquely determine the various parts
Γ0,Γ1 and Γ23 of Γ, see (5.26), order by order in the loop expansion.
Before actually starting with this investigation we first would like to mention that the
Legendre transformation of the second equation in (5.20) is nothing else but the gauge
fixing condition
∂Γ
∂B
= B − iv
2
ξm Tr γηA , (J.6)
which due to its linearity in propagating fields holds true to all orders and, thus, can be
integrated in a trivial way.
Let us now turn to the third equation in (5.20) which after Legendre transformation fixes
the c-dependent part of Γ because of n = −∂Γ
∂c
. Hence, differentiating this equation once
more with respect to X helps on finding Γ23, viz ∂n∂X = − ∂
2Γ
∂X∂c
= −Γ23, see (5.26). At first
sight, the difficult part seems to be the calculation of ∂
∂X
∂2W
∂J∂n
. However, by inspection of
(the first equation in) (5.25), an argument concerning the different levels of the Grassmann
algebra involved in the game (which shows that the only X -dependence of ∂2W
∂J∂n
enters
through the explicit X -dependence on the r.h.s. of (5.25)) and some simple algebraic
manipulations, the calculation in question can be performed easily. Working that way we
finally get:
Γ23 = h¯
v
2
ξm
Γ1
{[
η
∂2W
∂J2
+
∂
∂J
η
∂W
∂J
]
∂Γ23
∂A − η
[
η
∂2W
∂J2
+
∂
∂J
η
∂W
∂J
]
∂
∂AηΓ23
}
−iγ(A+ η) (J.7)
Please note that (J.7) (up to a factor c) describes the deformation of the BRS transfor-
mation of A in higher orders, see (5.28).
Next, we determine the defining equation for Γ1. This can be achieved in a speedy man-
ner by means of the ST identity (5.28) which is valid to all orders without proof as is
explained at the end of appendix F. In fact, differentiating (5.28) once with respect to B
and making use of the gauge fixing condition (J.6) and the decomposition (5.26) we find:
Γ1 =
iv
2
ξm Tr Γ23γη (J.8)
The above equation is exactly the zero-dimensional remnant of the so-called ghost equa-
tion.
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Finally, we are in need of an equation that fixes Γ0. This equation will be the Legendre
transformation of the first equation in (5.20):
h¯2
λv4
8
∂3W
∂J3
+ h¯
{
λv4
8
[
2(A+ η)∂
2W
∂J2
− η(A+ η) ∂
∂J
η
∂W
∂J
]
+
v
2
ξm
η
Γ1
}
(J.9)
+
λv4
8
(ηAη + 2ηA2 +AηA+A3 −A) = ∂Γ0
∂A
∣∣∣∣∣
B=0
Of course, in (J.9) ∂
3W
∂J3
, ∂
2W
∂J2
and ∂
∂J
η ∂W
∂J
have to be replaced according to (J.4) and (5.24),
respectively. One easily assures oneself of the fact that (J.7), (J.8) and (J.9) completely
determine Γ order by order in the loop expansion when exploited in a recursive manner.
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