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Abstract 
Many models of early cortical processing have shown how local learning rules can produce efficient, 
sparse-distributed codes in which nodes have responses that are statistically independent and low 
probability. However, it is not known how to develop a useful hierarchical representa.tion, contain-
ing sparse-distributed codes at each level of the hierarchy, that incorporates predictive feedback 
from the environment. We take a step in that direction by proposing a biologically plausible neural 
network model that develops receptive fields, and learns to make class predictions, with or without 
the help of environmental feedback. The model is a new type of predictive adaptive resonance 
theory network called Receptive Field ARTMAP, or RAM. RAM self organizes internal category 
nodes that are tuned to activity distributions in topographic input maps. Each receptive fteld is 
composed of multiple weight fields that are adapted via local, on-line learning, to form smooth 
receptive ftelds that reflect; the statistics of the activity distributions in the input maps. When 
RAM generates incorrect predictions, its vigilance is raised, amplifying subtractive inhibition and 
sharpening receptive fields until the error is corrected. Evaluation on several classification bench-
marks shows that RAM outperforms a related (but neurally implausible) model called Gaussian 
AHTMAP, as well as several standard neural network and statistical classifters. A topographic 
version of RAM is proposed, which is capable of self organizing hierarchical representations. To-
pographic RAM is a model for receptive field development at any level of the cortical hierarchy, 
and provides explanations for a variety of perceptual learning data. 
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1 Introduction 
'I'wo goals for models of learning in neural networks are (i) to explain how real, biological neural 
networks learn, and (ii) to solve applied problems by learning to make accurate predictions. We 
refer to models with these alternativ() goals as biological and functional models. Biological models 
are constrahwd to have nodes that obey neurally plausible activation and learning rules, and are 
typically used to explah1 early sensory processing and development. Examples of these are neural 
network models of how simple cells and complex cells develop their orientationally tuned receptive 
fLelds within smoothly varying maps of orientation preference and ocular dominance (Durbin and 
Mitchison, 1990; Obermayer et al., 1990, 1992; Swinda.le, 1992; Sirosh and Miikkulainen, 1994; 
Olson and Grossberg, 1998). 
These models share similar computational themes in their neural activation and synaptic learn-
ing rules: (i) center-surround connections within a layer cause cells that are nea.rby to be correlated 
and cells that are further apart to be anticorrelated; (ii) synaptic weights change their strength 
based on local information, typica.lly obeying a variant of Hebbian learning, in which weights in-
crease or decn)aSe based on pre- and post-synaptic activity correlations. These models share the 
computational goals of local correlation <UJd global decorrelation: converting input signals that 
conta.in high-order correlations into sparse-distributed codes that contain statistically indepen-
dent outputs (Field, 1994; Olshausen and Field, 1996), where each output is a lump of (locally 
correlated) activity in a topographic ma.p. 
These models decompose the input signal into a representation that is most efficient in general 
for later sta.ges of processing. However, the representation may not be optimal for the particular 
needs (which change over time) of the system in which it is embedded. In other words, a major 
limitation of unsupervised learning models is tha.t they do not take advantage of predictive feed-
back, which evaluates the environmental usefulness of the representation they learn. Therefore, 
unsupervised learning almw is insufficient for modeling the sensory jperceptua.l cortical hierarchy. 
What we need is to incorporate biologically plausible mechanisms for supervised learning into 
unsupervised learning models. However, standard supervised learning networks a.re functional 
models that are concerned with the computational goal oflearning generalization ··-- rather than 
the biological plausibility of its implementation. For example, two popular supervised learning 
networks of this type are multilayer perceptron (MLP) a.nd radial basis function (RBF) networks 
(Rumclha.rt, Hinton, and Williams, 1986; Poggio and Girosi, 1989), which l(;arn mappings from 
an M-dimensiona.l real-valued input space into a. C-dimensional real- or binary-valued output 
spaee via. an N -dimensiona.l hidden layer. Learning in these networks typically involves updating 
parameters in the hidden layer, which determine the receptive fLelds of the hidden nodes, via. 
gradient descent-based update rules that use error signals computed in the output layer. In 
general, updating parameters in the hidden layer requires CN P signals from the output layer, 
where P is the numbm· of pa.ra.meters per node in the hidden layer. 'I'herefore, these learning 
algorithms are neurally implausible bec.a.use they require massive feedback connections, as well a.s 
neurally implausible computations in the hidden layer (Grossberg, 1987; Poggio and Girosi, 1989). 
Predictive adaptive resonance theory, or ART MAP, networks are a class of supervised learning 
networks that do not require massive feedback projections (Carpenter, Grossberg, and Reynolds, 
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1991). ARTMAP networks are primarily unsupervised, but can incorporate predictive feedback via 
changes in an internal vigilance parameter. Raising vigilance sharpens category receptive fields, 
causing the network to learn to make finer discriminations in those regions of the input space 
that lead to erroneous predictions. ARTMAP networks learn on-line, adjusting weights after each 
training sample is presented, and constructively, adding new categories when the current set of 
categories is insufficient. AHTMAP networks thereby self orga.nize, on-line, a representation of 
sufficient size and complexity to learn an input/output mapping. 
For these reasons, the AKfMAP paradigm is a promising approach for bridging the gap be-
tween, on one hand, biologically plausible unsupervised models that learn cortical maps, and, on 
the other hand, biologically implausible supervised models that learn input/output mappings. We 
take a step in this direction by proposing a. new neural network model called Receptive Field 
ARTMAP, or RAM, which develops receptive fields and learns to ma.ke class predictions, with or 
without predictive feedback, using only simple, local computations that are biologically plausible. 
The rest of this article is organized as follows. In Section 2 the RAM network is described 
heuristically, and in Section 3 its equations are described in detail. In Section 4 RAM's receptive 
field properties are descrihed and examples are illustrated of the decision regions and receptive 
fields that it develops. In Section 5 a detailed comparison is made of RAM and Gaussian ARTMAP, 
which is a related bu\ neurally implausible network. In Section 6 the funetional competence of 
RAM is demonstrated by evaluating it on several classification benchmarks. On the whole, RAM 
outperforms Gaussian ARTMAP as well as several other neural network and statistical classifters. 
In Section 7 RAM's memory requirements a.re discussed. It is shown that the majority of its weights 
can be pruned with little or no effect on performance. Finally, in Section 8 a topographic version 
of RAM is proposed, which allows RAM to sdf organize a hierarchical representation consisting of 
topographic maps at each level of the hierarchy. Explanations are giv(m for how topographic RAM 
could produce many perceptual learning phenomena .. Topographic RAM's relation to a. laminar 
model of visual cortex is also discussed. 
2 Receptive Field ART MAP Network 
Unlike traditional supervised learning networks, which operate on arhitrary real-valued input vec-
tors, RAM operates on t.opographic maps and takes advantage of their local activity correlations. 
The generalizability of standard neural networks, snch a.s RBFs, dep(lllds on how well their re-
ceptive ftelds (or basis functions) interpolate between training samples in the input space. The 
key is to le<nn both the optimal placement. and amount of spread of the receptive fields. This 
involvc~s adjusting the basis function parameters, such as the means and variances of Gaussian 
distributions. RAM, on the other hand, utilizes the fact that topographic maps, due to their 
locally correlated activities, generate input signals that already encode a good deal of spread in 
the input space, and thereby provide a. certain amount of regularization. RAM is able to learn 
smooth distributions in the input space by updating its weight fields using simple, correlational 
learning rules tha.t. encode the sample average of the input distributions it learns. 
Figure 1 diagrams the RAM network, which consists of a.n l'llayer containing input fields, a.n 
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F2 layer containing category nodes, and a C2 layer containing class output nodes. Distributions 
depicted in each layer represent patterns of activity among sets of neurons, and solid arrows 
represent distributed, learned connections, as shown in the key in Figure 1 (bottom). The F1 fields 
are topographic maps, as indicated by their smooth distributions of locally correlated activities. 
The F2 and C2 la.yers are nontopographic, as indicated by their jagged distributions of uncorrelated 
activities. The Fj fields map into the F2layer via learned connections, producing an initial activity 
pa.ttem in F2 (dotted line). 1'2 categorizes the input with a. distributed code. Leamed connections 
from F2 to C2 produce an initial activity pattern in Cz (dotted line). C2 codes the network's 
class prediction, which is determined by winner-take-all competition (bold line). In the supervised 
learning case, the winner of this competition is determined by a. supervised signal (not shown) a.s 
to the conect output class. However, if the bottom-up C2 pattern does not match this supervised 
signal sufftciently well, then match tracking is triggered: F2 vigilance (represented by p) is raised, 
altering the F2 activity pattern via. learned, subtractive inhibition, which in turn alters the C2 
activity pattern, until match a.t C2 is obtained. Once match at C2 is obtained, Cz resonates, 
with the correct class node winning the competition (bold line). C2 -+ F2 feedback then creates 
a resonant activity distribution at F2 (bold line). The resonant activities at F2 a.nd C2 control 
correlational learning in all the adaptive weights. 
How much does RAM deviate from a purely unsupervised network? Imagine what would 
happen if match tracking were disabled. 'fhis could be done by using a supremely inclusive match 
rule in C2, in which match is always obta.ined regardless of the initial F2-induced pattern of 
activity at C2 (dotted line). Then, because the resonant C2 activity (bold line) is d(;tennined by 
the supervised signa.!, and because the resonant F2 activity is determined by input from both F\ 
and C2 , the F2 _, C2 signals would become inelevant and the network would become, in effect, 
unsupervised. That .is, the supervised learning prohlem would be treated as an unsupervised one in 
which the supervised signa.! from C2 is treated a.s just another input. By learning a. categorization 
in F2 of the joint input/output, or I/0, distribution, the network could then (via its symmetrical 
1'2 _, C2 connectJons) predict the output, at C2 given input from only Fl. 
Similarly, Gha.hra.mani and Jorda.n (HJ91) used the unsupervised expectation-m.a.ximiza.tion, 
or EM, algorithm to learn a. model of the joint I/0 density f()l' supervised learning problems. EM 
is a. batch learning algorithm. tha.t guarantees convergence to a local maximum in the model's 
likelilwod. An EM classifier can be learned by modeling the real-valued input signals with a 
fixed number of Gaussian distributions, and modeling the binary-valued output signals with a. 
multinomial distribution. 'I'he EM algorithm can then learn <11l unbiased model of the joint I /0 
distribution, without regard to the direction, I _, 0 or 0 -+I, of the desired mapping. However, 
maximizing the likelihood of this joint I/0 density model is not the same thing as maximizing 
the a.ccnracy of its I -+ 0 predictions. 'I'his raises the question: can the model's da.ssiflca.tion 
performance be improved by biasing its nnsupervised learning during training, based on evalua.tions 
of its predictive accura.cy in the desired direction (I -+ 0)? 
Williamson (1997) showed that the Gaussian AR:I'MAP, or GAM, network does preeisely this, 
by using match tracking to bias its otherwise unsupervised leaming rules, and thereby improv-
ing upon the classifLcation performance of the unsupervised EM algorithm. GAM has the same 
structure as R.AM, but learns explicit Gaussian receptive ftelds in the .li2 layer, using on-line ap-
proximations of the EM update equations. Without match tracking, GAM learns a less likely 
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Figure 1: Receptive Field AR:I'MAP network. See text for detaHs. 
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mixture model than EM (on-line approximations of EM do not guarantee convergence to a local 
maximum in likelihood), and as a result is a worse classifier. With match tracking, however, 
GAM becomes a better elassifier than EM even though it still learns a less likely mixture model. 
The RAM network was developed out of a desire to obtain similar computational performance as 
GAM, but to do so with a network that uses neurally plausible local computations throughout its 
architecture, as described below. 
3 Receptive Field ARTMAP Equations 
3.1 Input Conversion 
RAM is a model for the development of receptive fields at one layer of a cortical hic~rarchy (I2), 
based on converging input from multiple topographic activity maps lower in the hierarchy (I1; 
see Figure 1). It rests upon the assumption that these activity maps are characterized by two 
properties which arise naturally from competitive dynamics in center-surround neural architectures 
(Grossberg, 1973; von der Malsburg, 1973): 
1. M.aps contain locally conelated "lumps" of activity; 
2. A map's net activity level is roughly constant. 
To demonstrate that RAM learns efficient and usc•ful internal representations, its perfonnance 
is evaluated in Section 6 on standard classification benclunarks, for which the results of many 
neural network and statistical classifiers are available. In order to test RAM on these benchmarks, 
the real-valued input i(•a.turt)S need to be converted into topographic activity maps, or input. fields, 
with the two properties listed above. Thus, the magnitude of the i 11' input feature,!;, is converted 
into a Gaussianly distributed pattern of activity in the i'" F\ field, x; = {x;h}f:~ 1 : 
(1) 
For example, Figure 2 illustrates how a. 3-dimensiona.l input vector is converted into three F1 
input fields. The input vector, I = {1;}f~ 1 , corresponds to a. point in an M-dimensiona.l input 
space. Equation ( 1) produces a representation in the M F] fields, { x; }f~ 1 , that synthesizes a 
Gaussian distribution around that point, G(J, na). In all simulations reported here, the input 
vectors, {Jl')}i~ 1 , were first normalized (across the entire data. set) to a range of [0:1] in each 
dimension. After this normalization, the cr; values in equation (1) ---the standard deviations from 
each dimension 'i of tlw training set; were computed. These a; values cause the width of each 
lump of activity produced hy equation (1) to be proportional to the standard deviation of that 
feature. 
(j 
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Figure 2: The preprocessing step in equation (1) converts an input veetor into a.etivity distributions 
in F] input ftelds. Here, a three dimtensiona.l input vector, I, in which each feature's magnitude 
is indicated by its bar height, is mapped into Gaussian distributions in three input fields, x,, x 2 , 
and x,3 , containing seven nodes each. 
3.2 Category Match and Activation 
'fhe F2 layer consists of N committed category nodes, each of which responds to a region of the 
M-dimensional input space. In the beginning of training, all 1'2 nodes a.re uncommitted. As the 
network is trained the nodes become committed, one by one, until a sufficiently complex catego-
ri"ation of the input space is achieved. The i 1" weight field of the j 1" I2 node, w 1;, is a weighted 
averagr' of an initial, uniform distribution, and of all the subsequent Gaussian distributions in the 
i 1" F] fteld that the node has learned. 'l'he dot product of w 1; and x; defines the match between 
this weight distribution and the current Gaussian distribution at the i 1" I] field. The match com-
puted at each wdght field is multiplied across the dimensions to determine a net, multidimensional 
match: 
1H L l'.I 
Y.i =II '2:: XihWjih = IT x-;T · w.ii· (2) 
i=l h=l i=] 
Equa.tion (2) thus defines the match between G(I,<.ra), which is the M-dimensiona.l Gaussian 
activity distribution in J'], and { Wj;};~ 1 , which is theM-dimensional distribution synthesi1,ed by 
the weight fields of the j'" F'z node. 
'I'he computation in equation (2) can plausibly be implemented with neurons (Poggio a.nd 
Girosi, 1989). Figure 3 (top) shows a compact, single-neuron model of equa.tion (2), in which 
weighted inputs are linearly summed in dendritic branches, and then multiplied a.t the base of the 
dendritic tree. Howrwer, we a.re not aware of evidence for successive sum and multiply operations 
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Figure 3: Two neural rnodds for computing match in equation (2). The single-neuron model (top) 
computes linear summations followed by multiplica,tion in a single dendritic tree. The likelier, 
multiple-neuron model (bottom) computes linear summations in intermediate cells, followed by 
multiplication in the transduction from these cells to the Jinall'2 cell. 
8 
within a single dendritic tree. Figure 3 (bottom) shows a likelier model, in which intermediate cells 
compute linear summations, and the transduction hom these cells to the final 1'2 cell produces 
the multiplication. This multiplication can arise from successive log, sum, and exponentiate 
computations using intergrate-and-fire presynaptic cells (Tal and Schwartz, 1997). Alternatively, 
it can arise from local dendritic mechanisms in the postsynaptic cell (Mel, 1994). One advantage 
of the multiple-cell model in Figure 3 (bottom) is that it allows for possible weight sharing (Poggio 
and Girosi, 1989). That is, each intermediate cell couJd output to multiple final 1'2 cells, thereby 
conserving neural resources. Another advantage is that each final F2 cell couJd receive the sum of 
different sets of multiplied inputs (Mel, 1994). We do not pursue these possibilities further in this 
paper. 
The final .F2 cell is activated only if .9.i is large enough. In other words, if .9.i is too small then 
the input is treated as an outlier and ignored. How large does ,9j need to be? This is determined 
by a global vigilance parameter, p, and a local match threshold, Tj. The .i'h z;2 node's bottom-up 
activation obeys 
Yj = [gj - pTjj+, (3) 
where [ ]+ is the half-wave rcctiftcation operator. Figure :l shows that the local match threshold 
could be implemented via. a.n inhibitory connection either a.t the .F2 cell's soma. or at the base of 
its dendritic tree regions where inhibitory synapses are common (McGuire et al., 1991). 
The vigilanee parameter, p, is typically set to a. baseline value of zero (p = 75 = 0). 1\ is only 
when the network makes incorrect predictions dming training, as described below in Section :3.1, 
that pis raised above its baseline value. The local match threshold, Tj, provides a measure of 
a. node's expected input match. Section :3.5 describes how, during learning, Ti converges to its 
node's average match value. Thus, in equation (3) anode is activated only if the ratio of its current 
match with its expected match, 9;/Tj, is larger than p. The ratio gj/Ti is the node's normali.zed 
match. 
3.3 Output Prediction 
Ea.ch RAM category node has connections to nodes in the C2 layer, which determine the prediction 
of a.n output class. 'I' he connection hom the j'h category node to the k1h class node, P.ik, represents 
the node's estimate of the probability of that class. The class nodes a.rc a.ctivat.ecl by summing the 
inputs from all the F2 nodes: 
N 
Zk = LY.iP.ik· 
j=1 
(1) 
Dming testing, the class prediction, ](, is determined by the most active class node, which is 
chosen via. winner-t.a.ke-a.ll competition: 
[( = argma.x(zk)· 
k 
(5) 
Winner-take-all competition is obtained in a. competitive shunting network tha.t ha.s faster-than-
linear signal functions (Grossberg, 1973). 
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During training, the winner of the C2 competition is determined by the supervised signal, Sk, 
where Sk = 1 if k is the eorrect output elass, and Sk = 0 otherwise. These eompetitive dynamics 
are not modeled in detail, but an approximation is adopted that determines whether or not the 
match between the F2 signal and the supervised signal is good enough for the network to resonate. 
The C2 vigilance parameter, p(z), determines the inelusiveness of the match rule in the C2 layer. If 
p(z) = 0, then match is always obtained at C2 , and the network becomes unsupervised, as discussed 
in Section 2. Therefore, the value of p(z), within the range [0:1], determines the network's kvel of 
supervision. 
Let K be the index of the class node that has maximum F2 input via equation ( 4), and let K* 
be the index of the correct output elass, as determined by the supervised signal. Then, if 
(6) 
the network is sajd to resonate, and learning is triggered. When this happens, the supervised 
signal determines the winner of the competition: 
[( = J(*. (7) 
The chosen elass then feeds back signals to the F2 layer, altering the category activities based on 
the new information as to the correct class. These altered, resonant, activities then determine the 
rate at which the categories learn. 
3.4 Match Tracking 
If there is no match in C2 (i.e., if equation (6) is not satisfwd), then match tracking is triggered 
(Carpenter, Grossberg, and Reynolds, 1991). The 1'2 vigilance parameter, p, is raised from its 
basdine value of p = p until either the network resonates (i.e., equation (6) is satisfied), or until all 
the committed categories become inactive. Raising p inactivates, or resets, committed categories 
via tlw subtractive inhibition in equation (3). Ea.ch time a. category is reset, Uw class activities 
computE)d via equation (4) arc altered, and the C2 match condition in equation (G) may become 
satisfied. 
'I'his simple match tracking operation is similar t.o the one originally propoSE)d by Carpenter, 
Grossberg, and Reynolds (1991). In an ideal paralld implementation, p would he raised slowly and 
equations (3)-(6) evalua.tE'd continuously until a. match is obtained in the C2 la.yer (or all committed 
categories are reset). Our serial implementation approximates this eontinuous-time approach by 
iteratively raising p to the lowest normalized match value among those active categories that have 
a positive connection to the chosen output class (thereby resE,tting one category that affects the 
cunent class prediction), and then reevaluating equations (3)-"(6). 
3.5 Learning 
When RAM achieves a match at the C2 layer (i.e., equation (6) is satisfied), its active categories 
resonat.e and learn by an amount proportional to their resonant activity, which represents their 
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credit given both the input pattern and the chosen class prediction. Resonant activity is de-
termined by feedback from the chosen class, K, which reinforces categories in proportion to the 
strength of the bottom-up weights, PjK, via symmetrical top-down weights, which are also denoted 
by PjJ\. The F2 layer normalizes its activities via competitive shunting dynamics with linear signal 
functions (Grossberg, 1973). Hence, the resonant activity is 
PTY' 
1 * - .1 \ .1 y - N , 
,) Lj=l P.iKYj 
(8) 
which is the network's estimate of the probability of category j given both the input and the 
chosen class: P(.iiJ, K). In a parallel hardware implementation, F2 competition could be initiated 
immediately following F2 activation in equation (3), and C2 _, 1'2 feedback could be initiated 
immediately following activation of the class nodes in equation (4), even while match tracking 
is taking place. However, winner-take-all competition in the C2 layer would need to take place 
sufficiently quickly that the C2 _, F2 _, C2 feedback loop (approximated by equations (4}-(8)) 
would not alter the ordinal relations among the class activations before the class winner is chosen. 
The F2 categories learn by amounts proportional to their resonant activity. For each category 
j, three different types of weights are learned: (i) the weight field weights, {w;i}f;;1 , (ii) the 
bottom-up and top-clown class weights, denoted by P.iK, and (iii) the match threshold, T;. The 
weights are updated via differential equations that operate on a slow time seale relative to changes 
in the activity variables described above. When a category is first committed, its weight field 
a.nd dass weights learn at a relatively fast rate which slows down as the category becomes more 
experienced. This experience level is represented by a. "count" variable, n;, which is initialized to 
zero and updated via. the differential equation, 
1 d (. ) x On dt n; = J - '/l.j 1/j · (9) 
'l'he learning rate 8, is chosen very small so tlmt equation (9) is essentially linear, and n_; integrates 
the resonant activity of node j over all the training inputs. In our simulations the first-order Euler 
approximation of equation (9) is implemented: 
nj := nj + 8,(1- n;)y_j. ( HJ) 
Simila.rly, all the learning equations below are approximations of ideal continuous-time differentia.] 
equ a.tions. 
The learning rate that is used 
decreasing function of experience, 
to update weight field a.ncl class weights, denoted by 8,_;, is a 
8, 
Onj = )<b , 
f' n + n,; 
( ll) 
whieh (approximately) converges to li, as n; _, l. This experience-dependent learning rate allows 
weight fteld and da.ss weights to quickly learn an initial, well-defined template, and then to slowly 
adapt to the statistics of a large number of inputs. 
Weight Jield weights are updated using an ins tar equation (Grossberg, 1976, 1980; Kohonen, 
lJ 
1989), in which the weights track the presynaptic F1 signals, sampled by the resonant postsynaptic 
F2 activities: 
(12) 
The bottom-up class weights are updated using an outstar equation (Grossberg, 1968, 1980), in 
which the weights track the resonant postsynaptic activities in C2 , sampled by resonant presynaptic 
z:2 signals: 
P.ik := P.ik + Onj(z); - Ji.ik)Yj. ( 13) 
Following equilibration of winner-take-all competition in the C2 layer, the resonant C2 activities, 
z;;, are: 
z); = 1 if k = K; z); = 0 otherwise. (14) 
The top-down C2 _, F2 weights are denoted by P.ik, just like the bottom-up F'z _, C2 weights. The 
top-down weights are updated via an instar equation which is identical to equation (13) because 
the weights track the presynaptic signal from C2 , sampled by the postsynaptic activity in F'z. 
The match threshold T.i tracks the excitatory input signal to the .i'" F'z node, at a rate deter-
mined by the node's resonant activity: 
(15) 
when~ b:r is a, constant rate parameter. Thus, over time Tj converges to the average input match 
of its node. 
Category Instantiation. If RAM does not make a eorrect prediction, and rmttch tracking has 
reset all the committed categories, tlwn a new category is committed. This is the only way that 
categories become committed. When this happens, the new category's weights are initialized as 
follows: 
N .- N + 1, 
.7 = N, 
n; 0, 
T; 0, 
111Jih (1 + r*)/L where r' is a random number selected from U[-0.00005: 0.00005], 
Ji.ik I/C where Cis the number of nodes in the C2 layer. 
Tlw n~sona,nt activity of the newly committed node is vj = 1, and ](mrning equations (10) -(.l5) 
are applied. 
Weight Pruning. In order to conserve the number of weights used by the network, weight Held 
and class weights are pruned after each weight npdate. If any weight becomes smaJler than the 
pruning threshold, 1', then the weight is permanently set to zero. With this rule, RAM produces a 
pattern of synaptic proliferation followed by refinement tha.t is analogous to cortical developmental 
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data (Calloway and Katz, 1990; Kandel and O'Dell, 1992; Antonini and Stryker, 1993). Newly 
committed categories ha.ve uniformly distributed weight fteld and class weights. As the categories 
become more experienced, their weight distributions become much narrower, and many weights 
(i.e., synaptic connections) disappear. 
Parameters. The same network parameters were used to obtain all simulation results: 
p = o.o, p(z) = 0.85, on= 0.0000001, (3 = 4.0, o:r = 0.0001, r = 0.005. 
The only parameters tha.t were varied in the simulations are the input field parameters used in 
equation (1). On the smaller datasets wide input fteld distributions were used: ct = 0.75, L = 7. 
On the larger datasets narrow input fteld distributions were used: ct = 0.375, L = 10. These 
choices for the inpnt fteld parameters are discuss<ld below. 
4 RAM Receptive Fields 
4.1 Input Fields, Weight Fields, and Receptive Fields 
The width of the receptive fields that RAM learns is determined largely by the width of the input 
field distributions defined in equation ( 1). Equa.tion (12) prevents a weight ftcld from con verging to 
a narrower distribution tha.n the input distributions. Thus, the fixed parameter ct in equation (l) 
defmes the minimum amount of va.riance that a category may Jearn to represent in any input 
dimension. 
Figure 4 shows the two types of input distributions, dubbed "narrow" and "wide", that were 
used in all our benchmark simulations. The choice of ct is dictated by the level of resolution tha.t 
is necessary to obtain good diserimination in the input space. Not surprisingly, a high resolution 
(and thus a small a) yielded the best results on large datasets, while a low resolution (and thus 
a large n) yielded the best results on the small datasets. Once ct is chosen, two considemtions 
iniluence the choice of L: If L is too small with respect \o ct, then the Gaussian distribution will 
be undersampled, and receptive fields will become distorted due to alia.sing; if Lis too large, then 
many redundant weights will be stored, which is a waste of memory resources. Figure 1 illustnltes 
how these opposing constraints are balanced in our choice of it and L for narrow and wide inpnt 
field distributions. 
Figure 4 (top left) shows a narrow input distribution (ct = 0.375, L = 10), and Figure 4 
(bottom left) shows a wide input distribution (ct = 0.75, L = 7), given I= 0.475. If a. node were 
to learn only one of these input patterns, then its weight field would converge to tha.t pat.t<lrn 
via equation (12). Therefore, these distributions depict the minimum possible width, or variance, 
of a learned weight Held distribution, given input fields generated with these sigmas. Figme 4 
(right) shows the minimum-width 1-D receptive fields that are obtained with weight fields that 
are identical to the input fields on the left. 
Even though the weight fields on the left are very nonsmooth (having only 4 or 5 positive 
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Figure 4: Top left: narrow input distribution ( ct = 0.375, L = 10) given I = 0.475. Top right: 
na.rrow minimum-width receptive field resulting from weight Jield distribution tha.t is identical to 
the input distribution on the left .. Bottom left: wide input distribution (a = 0. 75, L = 7). Bottom 
right: wide minimum-width receptive fidel. For this plot the training set sta.ndard deviation in 
equation (l) is set to a. typica.l value of o- = 0.195. 
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values), the receptive fields they yield on the right are very smooth because they are produced via 
convolutions with shifted versions of the input field Gaussian in equation (2). However, if a or L 
were reduced very much below their present values, then distortions in the receptive fields due to 
aliasing would start becoming noticeable, and start degrading the network's performance. 
Suppose that two nodes learn the minimum-width receptive fields shown in Figure 4 (right) 
and their inhibitory weigl1ts, 1j, converge to their average match values. In this case, their average 
match values are the same as their maximum match values since each node only learns the single 
input distribution that optimally matches its receptive field. Figure 5 shows that, if vigilance is 
raised top= 0.14 (left), both receptive fields would respond only to inputs within ±2J, whereas 
if vigilance is raised to p = 0.68 (right), both receptive fields would respond only to inputs within 
±1J. Thus, raising p has a similar effect on all receptivcl fields, independent of their width, once 
Tj has con verged. 
4.2 2-Dimensional Example 
A simple classiJication task .illustrates how RAM's receptive iie.lds and decision boundaries develop 
given both narrow and wide input distributions. The task, a varia.nt of the noisy nested spirals 
benchmarks in Carpenter and Ross (1995) and Williamson (1996), involves learning a mapping 
from a 2-dimensional input space to two output classes. The inputs corresponding to each class 
are generated from 27 gaussian distributions that are configmed in a. spiral pattern. Figure 6 (top 
left) shows the correct output classes (black= class 1, white= cla.ss 2) as a function of the input 
vaJues on the x andy axes. Figure 6 (top middle) shows the probability density functions, or pdfs, 
for the two classes, with the class 1 pdf sub traced from the class 2 pdf. Figure 6 (top right) shows 
the set of 10,000 training samples, with class 1 samples in black and class 2 samples in white. 
The nested spirals problem was chosen because~ it contains a highly nonlinear decision boundary 
which is beyond the ability of RAM to resolve given the input distributions deflned in Section 4.1. 
However, it is instructive to see how well RAM approximates the ideal decision bouncla.ry at the 
two input resolutions. 
1-D input fields. Figure 6 (middle left) shows a contour plot of a minimum-width receptive 
field in the 2-D input space given a narrow input distribution, and Figure 6 (bottom left) shows 
the sa.nw f(Jr a wide input distribution. To the right of these contour plots are the decision regions 
formed by RAM given naJTOW and wide input distributions. In the nan·ow case, RAM forms more 
refined decision regions that more closely approximate the ideal decision regions tha.n it docs in 
the wide case. In both cases, RAM's decision regions appear to be reasonable approxirnations 
given the resolution limits dictated by its input distributions. 
2-D input fields. 'I'he above results were generated using 1-D input fields, as described in 
equation (I). However, input ftelds in cortex should generally consist of 2-D topographic activity 
maps. RAM was therefore also evaluated with 2-D input fields, which were created by taking the 
outer product of the 1-D input fields used above. By directly learning 2-D maps, each receptive 
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Figure 5: E!Iect on receptive ftelds of raising p. Once T; ha.s converged to the average match 
values of the minimum-width receptive fields shown in Figure 4, raising p has the same effect on 
both the narrow and wide receptive fields, shrinking then1 to a width of 4cr (left) a.nd 2J (right). 
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Figure 6: Top: c:orrect decision regions of noisy nested spirals problmn (left); difference of proba-
bility density functions (middle); 10,000 training sa.mples (black= class 1, white= class 2) (right). 
Middle: using a small scale parameter (cr = 0.375, L = 10), contour plot of a minimum-width 
receptive field, with eon tours at 25%, 50%, and 75% of the receptive field height (left); RAM 
decision regions with 1-D input fields (middle), and a 2-D input field (right). Bottom: using 
a large scale parameter (a= 0.75,L = 7), contour plot of minimum-width receptive field (left); 
RAM decision regions with 1-D input fidds (middle), and a 2-D input field (right). 
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Figure 7: Contour plots of receptive ftelds for the ftrst 4 (out of 15) categories in the narrow 1-D 
case (top) and the ftrst 4 (out of 14) categories in the narrow 2-D case (bottom). Each category has 
positive weights, Pjk, to both output classes, and the contour plots a.re weighted by the difference 
in class weights, Pil - 1J.i2· 
field is able to capture higher order statistical relationships between the two dimensions, albeit 
less economically in terms of the number of weights. Figure 6 (right) shows that RAM forms more 
accurate decision regions using 2-D input ftelds than it docs using 1-D input ftelds. In the narrow 
2-D case (middle right), RAM does not generate any predictions in some of the corners of tlw 
input space because the weights that respond to these regions were pruned due to alack of input 
support. 
Figure 7 shows contour plots of the receptive ftelds for the ftrst 4 categories in the narrow l-D 
case (top) and the nanow 2-D case (bottom). Each category has positive weights, Pjk, to both 
output classes. The contour plots in Figure 7 are weighted by tlw diffmence in the class weights, 
Pil - P.i2· The receptive .fields are in general agreement with the decision regions RAM prodncE\s; 
note that in the 2-D case, the individual receptive ftelds can captun\ higher-order relationships 
between the two input dimensions. 
5 Comparison with Gaussian ARTMAP 
RAM is similar to the Ga.ussia.n AHTMAP, or GAM, network (Williamson, 1996, 1997; Grossberg 
and Williamson, 1998a). GAM self organizes a. Gaussian mixture model of its input spa.ee, with 
lea.med mappings from the mixture components to output classes. As mentioned in Section 2, 
GAM's lca.ming algorithm is closely related to the expectation-maximization, or EM, approach for 
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mixture modeling (Williamson, 1997). GAM differs from EM in terms of three properties which are 
standard for ARTMAP networks: (i) learning online versus in batch mode; (ii) restricting learning 
to a subset of categories via the match threshold; and (iii) learning constructively by committing 
new categories when no currently committed categories satisfy the match threshold. Because of 
these three properties, GAM outperformed EM on several benchmark databases. In this section, 
the similarities and differences between RAM and GAM are summarized. In Section 6, detailed 
comparisons are made of their performance on several classification benchmarks. 
5.1 Category Match and Activation 
In GAM, an input vector I is treated as a single point (rather than a distribution) in input space. 
Each category computes the match of the input vector with its explicit Gaussian distribution, 
which is defined with a learned nwa.n vector J.' and standard deviation vector a: 
G'·- . (-]: ~ (ll,ii- 1;) 2) 1 - exp , 6 . 2 i:;;;l aji (16) 
GAM's match, C:.i, is analogous to RAM's normalized match, .9.i/Tj. Therefore, in GAM, just like 
in RAM, p has the same effect on all categories, causing them to disregard inputs that are a fixed 
distance from their mean in units of \heir standard deviation. If an input is close enough to the 
mean to satisfy the match criterion, then the bottom-up activation function, 
if G; > p, 
otherwise, 
(H) 
weights the match value, G:i' by two factors. First, G:i is divided by IJ;";1 CJji, which nonnalizr!s 
the volume under the Gaussian distribution. The result; is similar to RAM's match, .9.i, which is 
computed using weight fields that are automa.tieally normalized due to learning. Second, C; is 
multiplied by a count variable, n.i, which is essentially identical to RAM's n; (see equation (10)). 
Unlike GAM, ltAM does not factor n; in\o its 1'2 activation in equation (:J), and therefore does 
not weight its category activations by tlwir prior probabilities. 
Weighting F2 activations by rlj causes frequently activated categories (i.e., categories that 
already have a large ni) to increase their dominance during learning, resulting in a. sk(~wed distri-
bution of prior probabilities. It appears to be more effective for RAM to ma.lw the contribution 
of all the categories as equal as possible, a. goal which is consistent with the principle of sparse 
coding (Field, 1994). In Section 7.1 it is demonstrated that factoring n.i into equation (:l) degrades 
RAM's performance on a classification database. 
5.2 Output Prediction 
In GAM, each category node maps to only a. single output class. A newly committed GAM 
eategory, .i, has little influence on determining the output predictious becausr~ n; is small and 
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therefore Y; tends to be small. The category's influence grows due to learning because (i) n; 
increases, and (ii) the category's receptive field beeomes na.n·ower, and therefore the denominator 
in (17) becomes smaller. A newly committed RAM category, j, has relatively stronger activations 
than a new GAM category because n; is not factored into its activation. However, because the 
R.AM category starts with uniformly distributed 12 -+ C2 weights, its influence on determining 
the output prediction is also weak. 'I'he RAM category's impact grows due to learning because (i) 
its receptive field becomes narrower, and therefore its optimal match becomes bigger, and (ii) its 
F2 -+C2 weights become refined, and it forms a strong connection to a single output class. 
5.3 Match Tracking 
If GAM makes an incorrect prediction, then p is raised to the average match value of all the 
categories that contribute to the incorrect prediction: 
( 
. · M ( )2) L '\"~ Y; ~ l'ii - Ii p = exp -- .!....- - .!....- , 
2 
.iEE(J<) y i=l O'ji 
(18) 
after which all these categories are reset. In equation (18) the summation over .i E E(K) only 
includes those categories j that map to the incorrect prediction, and the normalization term Y 
is the sum of their activations. The functional advantage of equation (18) is that it always raises 
the value of p, and usually hy a very small amount. Thus, equation (18) helps prevent category 
proliferation, which occurs if match tracking generally raises p too much. From a modeling point 
of view, the disadvantage of equation (18) is that it is a nonlocal, neurally implausible operation. 
Moreover, it is undefined for a distributed F2 -+ C2 mapping, which is what RAM has. 
RAM, on the other haml, uses a simple match tracking operation···~ similar to the one originally 
proposed by Carpenter, Grossberg, and Reynolds (1991) ~~~~in which pis raised until match at the 
C2 layer is obtained. RAM avoids category proliferation primarily by relaxing the match criterion 
a\ \he C2 layer. Equation (6) allows resonance if the hottom-up signal to the correct dass node is 
slmng enough (as determined by p(z)), even if it is not the maximal bottom-up signal. 
5.4 Learning 
GAM's receptive field p<nameters, /k and u, are updated via. discrete instar equations that are 
similar to equation (12), the equation for updating RAM's weight; fields. However, the effect 
of these update equations is very different for GAM because the meaning of the paramf~ters is 
different. GAM's parameters encode the sample mean and standard deviation with which to define 
its Gaussian receptive field, even though the underlying data may not be Gaussianly distributed. 
RAM's weight fields, on tlw other hand, encode the sample average of its input distributions. 
Figure 8 depicts an extreme case wherein, given the same set of training inputs, the two networks 
learn completely different representations. In Figure 8, bimodally distributed inputs (top) lead 
to a bimodal RAM receptive field (middle) but a unimodal GAM receptive field (bottom). In 
practice, however, RAM typically learns unimodal receptive ftelds that are similar to GAM's 
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Gaussian receptive fields. 
6 Classification Benchmarks 
6.1 Methodology 
All classification databases were preprocessed as follows. For RAM, the input vectors from the 
training a.ncl testing sets were normalized so tha.t each feature value was in the range of [0:1]. 
Next, the feature values were mapped into F1 input distributions via equation (1) with Ji equal 
to the standard c!<JViation of values in the i'" dimension of the training set. For GAM, the feature 
values were normalized to have a unit standard deviation in each dimension. GAM's results on 
three of the following classification benchmarks have been reported elsewhere (Williamson, 1997; 
Grossberg and Williamson, 1998a). 
The performance~ of both networks depends upon parameters that bias the spatial scale of the 
receptive ftelds they form. In RAM, the key parameter is ex, whieh scales the width of the Ji] 
distributions in equation (1). In GAM, the key parameter is/', which defines a newly committed 
category's initial standard deviation in each dimension. The effects of tlw scale parameters are 
similar for RAM and GAM on all of the benchmarks. On the first two benchmarks, which are 
small, the networks perform best with large seale parameters (ex = 0.75 for RAM, 1 = 4.0 for 
GAM), whereas on the last two benchmarks, which are large, the networks perform best with 
small scale parameters (o: = 0.375 for RAM, 1 = J .0 for GAM). As was discussed in Section a, 
RAM uses L = 7 with rt = 0.75 a.nd L = 10 with n = o.:l75. 
RAM a.nd GAM are both sensitive to the order that training inputs are presented. 'I'herefore, 
in order to obtain reliable classification measures, the results were averaged over several different 
training runs, with independently ra.nclomir,ed orderings in each epoch. On the ftrst two (small) 
data.sc'ts, the results of 25 runs were a.vera.ged, and on the other two (large) datasets, the results 
of 5 runs were averag(~d. 
6.2 Speaker Independent Vowel Classification 
In Williamson (1997), GAM was evaluated on a. speaker independent vowel classification bench-
mark (Deterding, 1989), which is archived in the CMU connectionist benelunark collection (Fa.hlman, 
1993). Using a la.rge scale parameter(!·= 1.0), GAM outperformed a similar EM mixture mod-
eling elassifier, as well as sevenrl standard neural network classifiers, on this task. Here, RAM is 
evaluated on the same data. set, also using a large scale parameter (Cl = 0.75). The data were 
collected by Deterding (1989), who recorded examphls of the 11 steady-state vowels of English 
spoken by 15 spea.kers. A word containing each vowel was spoken once by e<rch of the 15 speakers, 
seven of whom were female and eight male. The speech signals were low pass filtered at 4.7 kllr, 
and then digitized to 12 bits with a 10-kHz sampling rate. Twdfth-order linear predictive analysis 
was carried out on six 512 sample Hamming windowed segments from the steady part of the vowel. 





Figure 8: Given bimodaJly distributed inputs (top), a RAM category learns a bimodal receptive 
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Figure 9: Results of HAM and GAM, using la.rge scale parameters, on the spoken vowel benchmark. 
Classification rate (top) and number of committed categories (bottom) arc plotted as a function 
of the num bcr of training epochs. 
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input space. Each speaker thus yielded six samples of speech from the 11 vowels, resulting in 990 
samples from the 15 speakers. The data are partitioned into 528 samples for training, from four 
male and four female speakers, and 462 samples for testing, from the remaining four male and 
three female speakers. 
Figme 9 (top) shows the average classification results of RAM and GAM on the vowel recog-
nition benchmark as a function of the number of training epochs. RAM's cla.ssifica.tion rate is 
plotted, with error bars, for epochs 1, 2, 5, 10, 15, ... , 60, while GAM's classification rate, without 
error bars, is plotted for every epoch. RAM and GAM learn at about the same rate. GAM's 
best performance of 56.0% correct is obtained after 6 epochs, after which its performance declines 
significantly, to about 51% after 60 epochs. RAM outperforms GAM throughout training, achiev-
ing its best performance of 59.9% correct after 10 epochs. Unlike GAM, RAM's decline due to 
overtraining is sma.ll, with good performance (57.6% correct) maintained even after 60 training 
epochs. The primary reason that RAM suffers less than GAM from overtraining is that its input 
distributions define the minimum width that its receptive fields can form (e.g., see Figure 6), 
thereby preventing the receptive ftelds from shrinking too much around the training samples and 
overlearning the training data.. Figure 9 (bottom) shows that RAM commits more categories than 
GAM, a. trend that holds on a.ll the following benchmarks as well. The number of categories that 
RAM commits can be reduced by lowering p(z), although this may result in a. loss of accuracy. 
RAM was also evaluated on this benchmark using 2-D input ftelds, as in Section 4.3. This was 
done by combining pairs of the 10 1-D input fields, via outer products, into 5 2-D input fields. The 
dimensions that were least correlated with eaeh other were paired up, in order to make ma.ximal 
use of the 2-D feature spa.ees. 'I'his 2-D variation of RAM obtained similar, albeit slightly worse, 
results compared to 1-D RAM. Specifically, 2-D RAM obtained 59.5% conect using 56.7 categories 
a.fter I 0 epochs, and 55.8% correct using 6:1.4 categories after 60 epochs. 
6.3 Waveform Classification 
Using the same parameters as above, RAM and GAM were also tested on another small classi-
fication dataset, the waveform benchma.rk (Brdman el a!., 1981), which is archived in the UCI 
machine learning repository (King, 1992). Tlw problem is to ma.p 21 real-valued input features 
into one of three output classes. 'I'he feature values for each class were generated by a. random 
convex combination of two out of three basis functions, plus a random number. There is also a. 
noise va.ria.tion of this problem, in which 19 addition a.! input dimensions, containing only random 
numbers, were added. For details, see pp. 49 55 of Breiman et a!. (1984). 
This benchmark has previously been evaluated under two conditions. Breima.n et al. (1984) 
trained both a decision tree algorithm called CART, and a nearest-neighbor (NN) classifier, on 
300 independent training samples and then tested them on the 5,000 samples that make up the 
database. Miller et al. (1996) have also reported the results of four RBF tcJchniqnes after training 
on the fust 2,500 samples, and then testing on the remaining 2,500 samples, of the data.ba.sf:. 
RAM a.nd GAM were evaluated on both the clean (21-D) and noisy (40-D) data sets, after 
partitioning the da.ta.ba.se into both small (300) a.nd large (2,500) training sets. For brevity, only 
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Figure 10: Results of RAM and GAM, using large scale paranwters, Oll the waveform benchmark. 
Classification rate (top) and number of committed categories (bottom) after 10 training epochs 
are plotted as a function of the size of the training set, for both the clean (21D) and noisy (40D) 
data sets. 
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GAM on all four variations (top), while committing more categories than GAM (bottom). 
On the small training sets RAM outperforms CART and NN by a wide margin on both the 
clean variation (RAM: 83.9%; CART: 72%; NN: 78%) and the noisy variation (RAM: 80.2%; 
CART: 72%; NN: 38%). On the large training sets, both clean and noisy variations, RAM also 
easily outperforms the three standard RBF algorithms reported in Miller et al. (1996), regardless 
of the number of basis functions that were used. The fourth RBF technique is a sophisticated 
global optimization algorithm using deterministic annealing. RAM outperforms the deterministic 
annealing algorithm on the clean benchmark (86.6% versus 84% correct) and performs equally 
well on the noisy benchmark (86.9% versus 87% correct). 
6.4 Letter Image Classification 
In Williamson (1997), GAM was evaluated on a letter image classification task (Frey and Slate, 
1991), which is archived in the UCI machine learning repository (King, 1992). Using a small scale 
parameter (1 = 1.0), GAM outperformed a. similar EM mixture modeling classifier on this task, as 
well as several other classifiers. Here, RAM is e.valuated on the same data set, also using a small 
scale parameter ( o: = 0.375). The data consist of 16-dimensional vectors derived from machine 
generated images of a.lpha,betical characters (A to Z). The classification problem is to predict the 
correct letter from the 16 features. Classification difficulty stems from the f;1ct that the characters 
are generated from 20 different fonts, are randomly warped, and only simple features such as the 
total number of "on" pixels, and the size and position of a. box around the "on" pixels, are nsed. 
The data set consists of 20,000 samples, the first Hl,OOO of which arc used for training, and the 
last 4,000 for testing. 
Figure 11 (top) shows the average classification results of HAM and GAM on the letter image 
recognition benchmark as a. fnnction of the nnmber of tra,ining epochs. RAM's classification rate is 
plotted, with error bars, l(Jr epochs 1, 2, 5, 10, 15, ... , 80, while GAM's classiftcation rate, without 
error bars, is plotted for every epoch. Unlike the resnlts on the first two benchmarks, here the 
two networks learn at very different rates. GAM's best performance of 91.6% is obtained after 
only 6 epochs, after which its performance declines to about 92.6% aJter 80 cpoch.s. HAM, on the 
other hand, lmuns more slowly, requiring about 70 epochs to reach its best performance of 94.1% 
correct, after which its performance stabilizes. As in the first two benchmarks, RAM commits 
more catl~gories than GAM (Figure 11, bott;om ). 
The difference in RAM's and GAM's learning rates on this problem illnstrates an important 
distinction between the two networks. In RAM, one parameter biases rect:ptivc field size ;wcl an-
other parameter determines tlw learning rate. In GAM, on the other hand, both of these functions 
are, in effect, controlled by the same parameter. A RAM category begins with uniform weight 
fields, which are combined (via averaging) with the current input distributions during learning (see 
equation (12)). The width of the input distributions is determined by o: (equation (1)), whereas 
the averaging COl~Ilicient is determined by (3 (equation (11)). A GAM category begins with an 
initial width of 1 in its Gaussian rl)Ceptive field. Therefore, 1 plays a role similar to n because it 
biases the receptive fteld size. However, reducing 1 also has an effect similar to reducing (3, because 
it speeds up the process by which a receptive field shrinks to any particular size by making it start 
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Figure 11: Results of RAM and GAM, using smaJl scale parameters, on the letter image bench-
marie Classifica.tion ra.te (top) and number of eommitted categories (bottom) are plotted as a 
function of the number of training epochs. 
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out smaller. 
6.5 Natural Texture Classification 
In Grossberg a.nd Williamson (1998a.), GAM, a.s part of a. biologically motivated architecture for 
processing and classifying image regions, was evaluated on a natura.! texture classification task. 
The image processing front-end extracted, from each 8x8 pixel region of the input image, 16 
oriented contrast features (four orientations and four spatial scales) as well as a. single bright-
ness feature. GAM was trained to use these 17-dimensional feature V(lCtors to classify natura.! 
textures from the Broda.tz album (Brodatz, 1966). For each texture, GAM was tndned on three 
images (768 samples), and tested on a. fourth image (256 samples). GAM was evaluated in this 
way on 6, 12, 18, ... , 42 textures. As the number of textures increased, and the classification 
problem became more difficult, GAM's classification rate and category allocation (per texture) 
remained stable. Figure 12 summarizes GAM's results, using/'= 1.0, obtained after two training 
epochs. On the whole, GAM's performance did not improve with further training. As reported 
in Grossberg and Williamson (1998a), these results are superior to those obtained on a. similar 
texture classification tasl< by a.n alternative image classiJleation architecture that used rule-based, 
multilayer perceptron, or k-nearest neighbor classifiers. GAM also outperformed this alternativ(l 
architecture when they were both evaluated on an identical task involving the classification of 10 
natural textures. 
As with the results on the Letter Image Recognition benchmark reported above, RAM obtains 
con1parable results to GAM, but requires more training epochs to do so. RAM obtains comparable 
results a:fter about 15 training epochs, but continues to improve slightly with m.ore training. For 
brevity, Figure 12 only shows RAM's reoults after 35 training epoehs, when its performance more 
or less stabilizes. While RAM and GAM obtain similar results on all sevcm variations, Figure 12 
reveals an interesting trend: RAM does better than GAM when the number of textures is small, 
but worse when the number of textures is large. This latter difference may reflect RAM's inability 
to form arbitrarily small decision regions in the input space, as illustrated in Figure 6, which could 
degra.de its performance when the input space becomes crowded with more and more elasses that 
need to be discriminated. Figure 12 shows that RAM commits more categories per texture than 
GAM on all seven variations. 
7 Memory Requirements 
Section () shows that RAM performs well on several cla.ssilica.tion databases, and on the whole 
outperforms GAM. However, RAM's nwmory requirements are a cone<ern because: (i) RAM com-
mits more categories than GAM on all the benchmarks, and (ii) RAM uses more weights, or 
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Figure 12: Results of RAM and GAM, using small scal\l parameters, on the natural texture 
benchmark. Classification rate (top) and number of committed categories per texture (bottom) 
are plotted, after 2 tra.ining epochs for GAM and 35 training epochs for RAM, as a function of 
the number of textures. 
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7.1 Number of Committed Categories 
One reason that RAM commits more categories than GAM may be that, unlike GAM, prior 
probabilities are not factored into RAM's ca.tegory activations in equation (3). 'I'hus, more RAM 
categories may be needed because each one encodes less information. To explore this possibility, 
an alterna.tive version of RAM was tested in which the count variable is factored into the activation 
equation: 
(19) 
This alternative RAM network was evaluated on the spoken vowel benchmark with 10 training 
epochs. While the alternative RAM network c:ommits fewer categories, its performance is nowhere 
near that of the normal RAM network ( 4D. 7% correct using 51.4 categories versns 59.9% correct 
using 57.4 categories). 
Figure 13 provides some insight into why normal RAM outperforms alternative RAM. Fignre 13 
(top) shows histograms of the count variables, nj, accumulated over all 25 runs. The histograms 
from individual runs are similar to these cumulative histograms. Figure 13 shows that most 
nj variabks are clustered around a conunon value in normal RAM, whereas they are spread 
out in the alternative RAM. Therefore, because it does not factor nj into its activation equation, 
RAM's categories learn similar prior probabilities and thereby efficiently partition the input space. 
Because the categories have similar, low probabilities, they comprise a. sparse distributed c:ode 
(Field, 1994). 
What is (;he effect on its receptive fields of alternative RAM's skewed prior probabilities? 
Figure 13 (bottom) provides indirect evidence about this by showing histograms of the match 
threshold, Tj. Because Ti tracks the average match value of its catt~gory, it is an indicator of the 
shape of the category's receptive field: a small Ti indicates a. wide receptive field, and a. large Ti 
indicates a. narrow receptive field. Figure l:J (bottom) therefore shows that normal RAM produces 
a much greater proportion of wide receptive fields than alternative RAM, which may help explain 
why it gcnera.lhes better on the test data .. 
Another factor tha.t ma.y explain why RAM commits more categoric~s than GAM is that it uses 
<1 different match tracking algorithm. Relaxing the class match eriterion, by lowering p(z) below 
its current value of p(z) '= 0.85, causes RAM to commit fewer categories. Our simulations have 
shown that lowering p(z) often significantly reduces the number of committed categories, while 
only modestly reducing classiHcation performance. Alternatively, one can deftne a ceiling on the 
number of co1nmi1.ted categories, Nmnx• so that once this num her is reached, p(z) is set to :<ero, 
thereby automatically pn)venting the cmnmitment of more categories. Even better is to gradually 
reduce p(z) as the number of eommitted categories approaches the ceiling, via (for c~xample): 
(20) 
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Figure t:l: Top: histogn1ms of the count var.iables, n1, after 10 tra.ining l~poehs of normal RAM 
(left) and alternative RAM (right), on the spoken vowel benehmark (aeeumulated over 25 runs). 







Figure 14: Average distribution of sorted class weights obtained by RAM in tlw spoken vowel 
benchmark after I 0 training epochs. 
7.2 Number of Weights per Category 
Even though RAM creates more categories than GAM, the difference is generally not very large. 
A potentially bigger problem is the number of weights, or parameters, tha.t it uses per category. A 
GAM category uses only two parameters per input dimension (mean and standard deviation), and 
only a single connection to an output class. A RAM category, on the other hand, can use as many 
as 1, weights per input dimension (L = 7 in the large-seale case, and L = 10 in the smaJl .. scale 
case), and C class weights (where Cis the nmnber of output classes). Fortunately, RAM requires 
only a small subset of these weights to obtain good performance, as illustrated below. 
Number of Class Weights. Although a category is initialized with C uniformly distributed 
class weights, this distribution quickly changes to one that is dominated by a single strong con-
nection. For example, Figure 14 shows the aventgE~ distribution of sorted class weights obtained 
in the spoken vowel benchmark. In general, pruning all but one or two class weights per noEk has 
little effect on performance. 
Number of Weight Field Weights. Good performance is also maintained if the majority 
of weight field weights are pruned. Figure 15 illustrates this result by plotting classification 
performance on two benchmarks as a function of the number of non-pruned weights. Figure 15 
(top) shows that the classification rate on the (large seale) spoken vowel benchmark rmnains very 
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Figure 15: RAM's classification rate on the spoken vowel benchmark following 10 training epochs 
(top) and on the letter image benchmark following 100 training epochs (bottom). Classification 
rates are plotted a,s a function of the number of positive weights per dimension, that is, the average 
number of positive weights in each vector, Wj;, as the smaJ!est weights are pruned. 
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Figure 15 (bottom) shows that similar results obtain in the (small scale) letter image recognition 
benchmark (after 100 training epochs). Due to pruning during training (see Section 3.5), RAM's 
weight ftelds contain only about 5 non-pruned weights per dimension. Further pruning to:; weights 
per dimension has virtuaJly no effect on RAM's performance. 
Even with pruning, RAM's memory requirements are still higher than those of GAM. This 
difference can be accepted as the price of biological plausibility. Therefore, it is fitting to compare 
RAM with another network, Fuzzy ARTMAP (FAM), which is also biologically plausible. Like 
GAM, FAM can be implemented algorithmically using only 2 parameters in each dimension, rep-
resenting the minimum a.nd ma.ximum value (Carpenter, Grossberg, and Rosen, 199la). However, 
a neurally plausible implementation of FAM involves 4 weights per dimension, 2 in bottom-up 
Fj ->Fz connections, and 2 in top-down F2 ->F'1 connections (Carpenter, Grossberg, and Rosen, 
199lb). FAM obtains 51.:1% correct using 66 categories on the spoken vowel benchmark, and 
91.9% correct using 1,035 categories on the letter image benchmark (Williamson, 1996). There-
fore, with pruning, RAM performs much better than FAM on both benchmarks while using fewer 
weights. 
8 Topographic RAM 
Thus far, all of our simulations have used unimodal distributions in the I] fields. This is not 
necessary, and further simulations are needed to explore learning with multimodaJ F1 distributions. 
RAM only requires that I] distributions contain local correlations, so that F2 leams smooth 
reeeptive fields. Local correlations result from topographic structure, in which mutual excitation 
between nearby eells ca.nses them to learn correlated reeeptive fields. Since the only requirement 
for categorization in F2 is the presence of topography in Fj, then, similarly, the only requirement 
for categorization in a. higher 1'3 layer is the presence of topography in F2. 
Ohtaining topography in 1'2 reqnires center··surround interaction kernels as shown in Fig-
me 16a, which induce correlations a.mong nearby cells and decorrelation among cells spaced fnr-
ther apa.rt. Center-snrround kernels of this sort ar<l the essential ingredients for topographic map 
formation, such as in models for self-organization of coordinated maps of ocular dominance and 
orientation preferenee (Durbin a.nd Mitchison, 1990; Oberma.yer et al., 1992; Swindale, 1992; 
Sirosh a.ncl Miikkulainen, 199·1, Olson and Grossberg, 1998). It is beyond t.he scope of this article 
to specify the implementa.tiona.l details for topographic map formation. It is instead assumed 
that center-surround kernels such as in Figure 16a induces topography in the F2 layer, yielding a 
topographic RAM, or 'I'-RAM, network. 
Another important property of cortical representations is spatial structure. Sensory inputs 
comprise a. spatial rnap, such as a retinotopie map in vision, in whieh position in the map encodes 
a.n important "fclature" of the world, namely, spatial location in the visual field. At e<lch location, 
visual input is analyzed into a se\ of loea.l features within a hypereolumn. A RAM network 
has no concept of spatial structure, and therefore is analogous to a single hypercolumn. To 
encode spatial structure, a T-RAM network needs an P2 map consisting of multiple contiguous 1'2 







Figure 16: a) Center-surround kernels that can induce topography within a. layer. b) Imposing 
topography allows for the development of a hierarchical RAM network. Reciprocal, top-down 
connections could be useful for priming or modulating lower-level representations. See text for 
details. 
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operations described in Section 2 should thus be localized to a limited region of this overall F2 
map. In particular, subtractive vigilance-based inhibition (equa.tion (3)) and divisive normalizing 
inhibition (implicit in equation (8)) should only extend within a, local neighborhood of T-RAM 
"hypercolumns". 
Figure 16b illustrates how topogra-phy and spatial structure make possible a hierarchical repre-
sentation consisting of one or more fields at each level of the hierarchy. Multiple fields in one level 
could correspond to different topographic maps, or to difl"erent sections of the same map. Due to 
the limited spatia.! extent of inhibition, it is reasonable to approximate a single map with mul-
tiple independent fields. Figure 16b also shows the presence of reciprocal, top-down connections 
that can prime or modulate lower-level representations. Each l"x Held is linked, via symmetrical 
connections, to a Cx Held which sends predictive feedback which is appropriate given the type 
of features coded at the Fx fteld. Each Fx field may even be linked to several Cx Helds. In this 
case, behavioral context would determine which of those Helds provides feedback to the F'x Held, 
triggering learning. If a Cx Held is embedded in its own hierarchy, it would be appropriate for it 
to be topographic as well. In this case, match at Cx would depend on a different measurement 
than equation (6), such as the amount of overlap between the FC,--incluced activity pattern and 
the supervised signal. 
8.1 Perceptual Learning 
As a general model for learning sensory /perceptual cortical hierarchies, T-RAM should be able 
to explain perceptual learning data in difrerent cortical areas, and at different cortical Jewels. 
Behavioral relevance is critical for perceptual learning in visual cortex (Shiu and Pashler, 1992; 
Ahissar and Hochstein, 1993; Herzog and Fahle, 1994; Karni and Sagi, 1995), auditory cortex 
(Recanwne et al., 1993), and somatosensory cortex (Recanzone el al., 1992a--d). In partieular, 
it has bcl<!ll found that identical visual stimuli in the context of different behavioral tasks lead 
to different perceptual learning effects (Ahissar and Hochstein, 1993; Karni and Sagi, 1995). 
In order to model perC<lptual learning efrects, eorrcspondences need to be speciHed between T-
RAM's architecture and attcntionaJ processes that encode behavioral relevance. We propose that 
"supervised" signaJs in c_,, fields correspond \o such attentiona.l processes. Learning at F, only 
takes place if it induccls a match with the supervised signal in its Cx Held. See Sections 3.3 3.5 
for details. 
However, T-RAM currently provides no explanation lor how the appropriate fe<ttural dimen-
sions are selected. That is, it has no proposed mechanisms for selecting which Cx fields will 
receive supervised signals. This is a subject for future resea,rch, which needs to take into account 
the following data. The capacity for selecting appropriate feature dimensions improves with age 
(Goldstone, 1998), and the selection of these dimensions appears to account lor fast improvement 
in initial stages of a behavioral task, particularly when subjects are first exposed to easily discrirn-
inated stimuli (Mackintosh, 1974; Karni and Sagi, 1995). Ahissar and Hochstein (1997) showed 
that the degree of specificity of perceptual learning effects depends on the difftculty of training. 
For example, they found that increasing the orientational difficulty of the training task increases 
both \he orientational and positional speciHcity of perceptual learning. Similarly, increasing the 
positional difficulty induces greater orientational specificity. Based on these results Ahissar and 
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Hochstein proposed that learning proceeds as a top-down countercurrent along the cortical hierar-
chy, with learning induced first in the highest levels and then proceeding to lower levels as required 
by the demands of the training task. Similarly, easy-to-difficult training schedules may help guide 
attention down the correct path of a T-RAM hierarchy so that it can focus on the appropriate Cx 
field ( s). 
Another complicating factor is the role of environmental feedback. Herzog and Fahle (1997) 
found that (i) environmental feedback as to the accuracy of responses improves discrimination 
performance on a vernier acuity task, but that (ii) providing block feedback (e.g., x% correct 
after every n trials) yields the same improvement as trial-by-trial feedback. Based on (i), Herzog 
and Fahle (1998) concluded that unsupervised learning models are insufficient, and based on (ii) 
they concluded that standard supervised learning models arc insufficient. They instead proposed 
a model in which top-down attentiona.l feedback gates the flow of bottom-up information. 
T-RAM also allows for the possibility that a.ttentional priming from G'x-> l"x could influence 
the bottom-up processing from Px-l -> F~. This priming could sharpen F~ distributions and 
thereby model data. about restriction of receptive fields caused by focused attention (Moran and 
Desimone, 1985). However, this is not required for T-RAM's explam1tion of Herzog and Fahle's 
data, which is as follows. The task in question requires the subject to select the direction of vernier 
offset. T'herefore, suppose there are two Cx nodes corresponding to each direction of vernier offset, 
whose activities are denoted by z1 ami z2 . 1'he I'~ field would generate an initial pattern in these 
nodes, but this pattern would lc)a.d to a behavioral response only if either zr((z1 + z2 ) > p(z) or 
z2/(z1 +z2 ) > p(z). Otherwise, match tracking would occur, sharpening the F'x receptive fields and 
thereby refining their representation when learning takes plaee. Environmental feedback would 
influence the subject's choice of p(z). lncrea.sing p(z) would tend to reduce predictive errors but at 
the cost of cortical resources. Since p(z) would be adjusted incrementally, and therefore essentially 
integrate the number of feedback errors, it is not surprising that block feedba.ck and trial-by-trial 
feedback would be equally effective in improving peri(mnance. 
'f-RAM offers similar explanations for other perceptual learning data. All of these explanations 
rely on the same basic idea: raising vigilance sharpens receptive fields, and this sharpening is stored 
via. learning. Figure 17 illustrates how, during learning, the presence of higher average vigilance 
levels at certain regions of a. perceptual climcmsion leads to nanower rccc)ptive fields, which in turn 
lead to perceptual categorical effects: better diseriminability in the boundaries between perceptual 
categories, and lower diserimina.bility in the interiors of perceptual categories (Goldstone, 1998). 
Note that, regardless of their width, the receptive fields in Figure 17 overla.p each other by 
the same amount. This is because, in topographic map formation, the Jlxed extent of excitato-
ry /inhibitory kernels (see Figurel6<!) tends to fix the level of activity correlation between neigh-
boring cells. Therefore, the spacing between receptive field centers will tend to vary with the 
!'l)Ceptive field widths. 
Many studies have found that perceptual learning leads to the narrowing of receptive fields 
and/or the expansion of cortical represc)ntation. Recanzone et al. (1993) found that training 
monkeys to discriminate sound frequencies led to both larger cortical representations for those 
frequencies and narrower tuning of the frequency-sensitive receptors. Similarly, Jenkins et al. 
37 
















Figure 17: T-RAM's explanation for categorical perception cff'<!ets. 'I'hc width of receptive fields is 
determined by the average vigilanee level during learning. When vigilance is high, receptive fields 
become sharpened. Topographic map formation processes cause the spacing between receptive 
Held centers to be proportional to receptive field width, yielding a greater cortical represc;ntation 
and greater perceptual discrhninability at category boundaries. 
38 
(1990) found that training monkeys on a task requiring them to regulate the contact of one 
or two fingertips on a revolving, grooved, disk resulted in a several-fold increase in the cortical 
representation of the surface of digit tips, accompani(~d by a corresponding decrease in the size 
of receptive fields. Saarinen and Levi (1995) found, using an orientation masking paradigm, 
that improvement on a vernier acuity task was closely matched with narrowing of tuning for the 
orientation sensitive mechanisms underlying vernier offset detection. 
T-RAM offers the following explanation for these perceptua.l learning data., which specifies a 
clear causal relationship between the sharpening of tuning properties and the expansion of cortical 
representation. Perceptual learning produces a. sharpening of tuning properties by triggering 
learning with a higher-than-normal vigilance level, and this in turn causes an expansion of cortical 
area devoted to the relevant region of the input space, since map formation processes cause the 
receptive fields of nearby cells in the map to be "pulled" toward those of the sharpened cells. 
The reverse process can also occur. For example, Hussain and Guenther (1998) found that, 
while training humans on a.n auditory discrimination task results in a.n improvement in discrim-
ination performance, training them on an auditory categorization task results in a. decrease in 
discrimination performance within the interiors of the perceptual categories. As Figure 17 indi-
cates, the T-RAM explanation for these results is that discriminability within a category interior 
is reduced bc~cause training on the categorization task triggers learning with alower-tha.n-normal 
vigilance level, resulting in larger-than-normal receptive fields and a contraction of the cortical 
representation. Therefore, T-RAM predicts that increasing the difficulty of the categorization task 
by a sufficient amount would produce narrower receptive ftelds and a larger cortiea.l representation, 
just as in the discrimination task. 
Categorical perception is also found in high-level perceptual dimensions. For exa.mple, Beale 
and Keil (1995) found increased sensitivity to differences at the ha.li~way point between familiar 
faces, but not between unfamiliar faces. Other data. about face representation are also consistent 
with 'I'··RAM. Busey and Tunnicliff (submitted) found that when two similm, studied faces are 
morphed together, the resulting "child" face is often perceived as being rnore familiar than either 
of its parents. However, this effect is not fcnmd when the child is produced by two dissimilar 
parents. Dailey et al. (1998) modeled these results with a. Gaussian mixture model in which each 
studied face is represented with a. Gaussian distribution in the input space. 'I'heir model matched 
Busey and 'I'unnicliff's data only if distinctive faces were represented with Gaussians that were 
both wider· a.nd higher than those for nondistinctive faces. 
T-RAM should produce represcmtations consistent with theSl) results. Wlwn T-RAM learns 
different categories for similar stimuli, it will tend to produce narrow receptive fields because 
the stimuli will be more likely to produce incorrect predictions and thus raise vigila.nce, and also 
because the learning rate will be reduced where there is receptive field overlap. When T-RAM 
categorizes distinctive stimuli, on the other hand, it will tend to produce wide receptive iields, 
since both vigilance and receptive field overlap will be low. Moreover, because 1'-RAM does not 
represent prior probabilities, its receptive fields for clist.inctive stimuli, in undersampled regions, 
will have similar heights to those for similar stimuli, in highly sampled regions. Therefore, T-
RAM's distinctive receptive fields will in effect be higlwr than those obtained by density estimation 
approaches. 
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8.2 Comparison to Laminart Model of Visual Cortex 
T-RAM has many similarities to a detailed model of the laminar circuits in visual cortex called 
Laminart. Laminart provides a functional explanation of how the laminar circuits in Vl and 
V2 give rise to psychophysical data about perceptual groupings (Grossberg, Mingolla, and Ross, 
1997; Grossberg, 1998; Grossberg and Williamson, 1998b; Ross, Grossberg, and Mingolla, 1998). 
In particular, Grossberg and Williamson (1998b) proposed a developmental model which explains 
how Laminart's excitatory and inhibitory connections self organize into an adult network capable 
of context-sensitive grouping. In comparing the models, it should be noted that a cortical column 
in Laminart, which consists of nodes in three different layers, is analogous to a single T-RAM 
category node. For brevity, these three layers are treated herein as a single entity, a level of detail 
which is sufficient for our present purposes. 
In Laminart, learning of inhibitory connections among nearby columns stabilizes development 
and allows eompetition between alternative local boundary hypotheses. Inhibition takes similar 
forms and plays similar roles in Laminar\ and in T-RAM. Both models use a combination of 
subtractive and shunting (or divisive) inhibition within a recurrent network. In T-RAM, local 
subtractive inhibition implements the match rule, which decides if the input pattern is dose 
enough to the category's receptive field ·-· given the current vigilance level ··-·- for the category 
to be active, and hence, to learn. Subsequ<mtly, shunting inhibition nonnaJizes local <\ct.ivit.ies, so 
that each category's learning rate is proportional to its share of the total credit.. Laminar\ also uses 
subtractive and shunting inhibition t.o determine final activity levels, which regulate excitatory 
instar learning and inhibitory outst.ar learning. 
The most. striking difference between the models is that, in Laminart., long-range, horizontal 
connections arc learned between cortical columns that ha.vc similar ori<~nt.a.tion tuning (Grossberg 
and Williamson, 1998b). These connections allow the network to group boundaries, integrating 
locaJ boundary hypotheses over large extents of the visual field. Selective, long-range, horizontal 
connections are ubiquitous throughout. cerebra.! cortex, not just. in visual cortex (Lund et al., 
1.993). 'I'heref(l1'e, an area for future research is the learning of horizontal connections between 
different. fields in the same level of a T-RAM hierarchy. 'l'.hese connections would exploit the 
spatial structure of T-RAM's representations, which would be exhibited by activity conelat.ions 
between nearby fields. 
Another difference between the two networks is the role of excitatory top-down connections 
between levels. Reciproca.l top-down connections arc the rule, rather than the exception, in all 
of cortex (Felleman and Van Essen, 1991). Grossberg (1998) proposed two roles for t.op-dowr1 
fe1xlback: (i) to prime or rdnforce loc:al representations ba,sed on more global information, and 
(ii) to stabilize learning using an AH:r matching rul<~. 
Reason (i) is consistent with the T-RAM network. For example, learned top-down connections 
from 1'2 t.o 1'\, as in Figure 16b, can generate expectations of the distributions a,t. F\ fields based 
on the more global information that is available to F2. 'This flexibility in the direetion of pro-
cessing is one of the major advantages of using mixture models to represent the joint 1/0 density 
(Ghalnama.ni and Jordan, 1994). Similarly t.o horizontal connections within the sa.me level, feed-
hack signals between levels would help the lower level integrate information over larger extents of 
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the input space (e.g., the visual field). 
8.3 Instar Match and Outstar Match 
This brings us to the second reason given by Grossberg (1998) for top-down connections: to 
stabilize learning by matching top-down and bottom--up signals. This is not consistent with T-
RAM. To explain why this is, it is helpful to distinguish between two different types of nuttch 
computations: instaT match and outstar match. The F2 match computation in equation (3) is an 
insta.r match: it is local and analytic, evaluating independently the match between a single .1'2 
receptive field and the pattern at F\. The only interdependence between different 1'2 categories in 
equation (3) is an indirect one, stemming from their collective effect on the vigilance parameter, 
p, via their connections to C2 in equation ( 4). 
'I'he match at C2 in equation (6), on \he other hand, is an outs\ar match: it is nonlocal 
(from .1'2 's point of vi(~W) and synthetic, based on a. comparison between the Cz activity pattern 
generated by all the active F2 nodes, and the supervised signal at Cz. Note that both the insta.r 
and the outstar match computations evaluate the representation at F2. Instar match evaluates 
if a single F2 category is suitable for representing the input, and outsta.r match evaluates if the 
entire .1'2 representation is suitable in terms of the output prediction it generates. 
Traditional AH:I' and ARI'MAP networks use only outstar match (Grossberg, 1980; Carpenter 
and Grossberg, 198'7; Carpenter, Grossberg, and Rosen, 199lb). Specifically, 1'2 sends a. top-down 
signa.! contah1ing its expectation of the P1 pattern. The network resonates only if this top-down 
signal is suffieiently close to the existing pattern at 1']. With a. winner-take-all representation in 
F2, outsta.r match becomes functionally identical to instar match because each 1'2 node's match 
is evaluated in isolation after it wins the competition. However, with a distributed representation 
in 1'2, outsta.r match ca.n only be evaluated holistically due to the superposition of the feedback 
templates from a.ll the a.ctive F2 nodes. This is problematic due to the possibUity of cases in which 
all the F2 receptive fields match the F1 pattern poorly, but the cumulative F2 ~ 1'] feedback signa.! 
rna.tches the Ft pa.ttern very well. See Carpenter (Hl97) for a. different approach to overeorning 
this problem of distributed representation in AH:I' and Airl'MAP networks. 
9 Concluding Remarks 
'J'his article presents a simple and straightforward approach for incorporating predictive feedback 
into self-organizing networks. 'I'he result is a biologically plausible supervised learning network, 
RAM, which compares f<Wora.bly to alternative classiiiers on several benchmarks. The simplicity 
of RAM's learning rules owes to the fact that it directly encodes into its receptive fields the 
smoothness of activity distributions in topographic maps. RAM thereby obtains a. regularized 
representation that generalizes well. 
One example of smoothness in cortical maps is the property of orientation preference in primary 
visual cortex, which shifts gradually as cell recordings are moved pa.ra.lld to the eortica.l surface 
(Hubel and Weisel, 19(}2, 196:l, 1968). Analogously, orientation preference in RAM would be coded 
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in an F1 field with a smooth distribntion over a set of nodes, each of which successively represents 
a different, nearby orientation. This distribution would convey both a precise orientation value 
(via coarse coding), and a precise level of orientational variance, or uncertainty, due to its width. 
1'2 categories would directly learn this information via simple, correlational learning rules. 
An attractive feature of the proposed topographic RAM, or T-RAM, network, is that it is a 
general purpose model for learning at any level of a cortical hierarchy. 'I'he same learning rules 
can be used to self organize smooth maps of orientation preference at the lowest level of the 
hierarchy (e.g., primary visual cortex), or smooth maps of object categories at the highest level 
of the hierarchy (e.g., IT cortex). T-RAM's learning rules would produce, in each level of the 
hierarchy, sparse distributed codes in a topographic map tha,t categorize input from lower levels 
using smooth receptive fields, which are refmed based on predictive feedback. 
ln fact, receptive fields in IT cortex exhibit many similarities with those in primary visual 
cortex. As in primary visual cortex, receptive fields in nearby columns of IT cortex are highly 
correlated with each other (Wang et at., 1996). Therefore, even though IT cells respond to complex 
feature combinations, they exhibit generalization gradients similar to those of primary cortical 
cells. For example, the tuning curves obtained from object-selective IT cells as a function of 
object rotation are similar to the tuning curves obtained from striate neurons as a function of line 
rotation (Logothetis and Pauls, 1995). 
1'1' tuning curves also closely paraJlel the generalization gradients found in human priming 
experiments (Logothetis and Sheinberg, 1996). Perceptual priming seems to be related to repe-
tition suppression, in which many IT neurons exhibit a reduced response, but some an enhanced 
response, to the repeated presentation of the same stimulus (Wiggs and Martin, 1998). Human 
neuroimaging studies have shown an association between perceptual priming and decreased neural 
activity (Schader and Buckner, 1998), and therefore support <I link between perceptm1l priming 
and n'petition suppression. One explanation of these phenomena is that repeated experience with 
a novel object leads to a sharpening of its representation in cortex (Desimone, 1996). This is 
consistent with T-RAM's sharpening of receptive fields, and hence of representational activity 
patterns. 
!'I' neurons typically respond to views of behaviorally relevant objects, such as faces. T'hey 
can also become tuned to novel stimuli. After several months of training with different views 
of novel wire-like and amoeboid objects, l'l' neurons responded preferentially to particular views 
of the objects (Logothetis and Pauls, 1995). Some neurons responded to a, whole stimulus, and 
some just to simple fe<\tures, such as an angle between two wire segments. The frequency of 
encountering neurons selective~ to a particular object type corresponded to the animal's familiarity 
with the object class. Rapid learning in IT cortex has also been demonstrated. When initially 
exposed to binarized faces, face-sensitive cells gave little response, but after the animal was given 
a few seconds of viewing gray-scale versions of the same faces, the cells responded equally to the 
binarized images (Tovee et ai, 1996). 
Modeling these lcmrning effects in IT neurons is an important area for future research with 
'I'-RAM networks. This is particularly true because of strong experimental support for vic~w­
based models of object reeognition (summarizr~d in Edelman, 1998; Logothetis, 1998; Treisman 
and Kanwisher, 1998). View,.based eomputational models obtain invariance to :l-D rotation by 
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using smooth receptive fields to interpolate between multiple categories that represent different 
memorized 2-D views (Poggio and Edelman, 1990; Edelman and Poggio, 1992; Bulthoff et al., 
1995; Edelman, 1995; Vetter et al., 1995). These models typically use prespecified sets of radial 
ba.sis functions that learn via biologically implausible computations. T-RAM, on the other hand, 
suggests how hierarchical circuits with appropriate sbe and complexity can develop using simple, 
biologically plausible mechanisms. 
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