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Abstract
In this work we analyze the stability and convergence properties of a loosely-coupled scheme, called
the kinematically coupled scheme, for interaction between an incompressible viscous fluid and a thin
structure. We consider a benchmark problem where the structure is modeled using the linearly elastic
Koiter membrane model and the coupling between the fluid and structure is linear. We derive the
energy estimates associated with the unconditional stability and, for the first time, present a priori
estimates showing optimal, first-order in time, convergence. The theoretical stability and convergence
results are supported with numerical examples.
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1. Introduction
Interaction between an incompressible viscous fluid and structure has been of great interest due to
the various applications in different areas. This problem is characterized by highly non-linear coupling
between two different physical phenomena. Therefore, partitioned numerical schemes, that solve the
fluid problem separately from the structure problem, have been a popular choice. The design of such
schemes is non-trivial due to the numerical instabilities, associated with the “added mass effect” [10],
that are caused by the inadequate treatment of the coupling conditions at the discrete level. Namely, it
was shown in [10] that the classical Dirichlet-Neumann loosely coupled schemes suffer from numerical
instabilities that occur for certain combinations of the fluid and structure density ratios and geometric
parameters.
To get around these difficulties, several different loosely coupled schemes have been proposed [1, 2,
16, 15, 5, 12, 8]. In this work we focus on a loosely coupled scheme, called the “kinematically coupled
scheme”, introduced in [15] to model the interaction between an incompressible viscous fluid and a thin
structure that only allows the displacement in the radial direction. The kinematically coupled scheme
is based on the Lie operator splitting approach [14], which is used to separate the interface conditions
so that the structure inertia is treated together with the fluid as a Robin boundary condition, while
the structure elastodynamics is treated separately. This method has been shown to be unconditionally
stable, and therefore independent of the fluid and structure densities [15, 23]. Due to the appealing
features of the kinematically coupled scheme, such as modularity, stability, and easy implementation,
several extensions have been proposed. An extension of the scheme to capture also the displacement
in the longitudinal direction, and to improve accuracy, was presented in [5]. Better accuracy was
achieved by introducing a parameter which controls the amount of the fluid pressure used to load the
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structure sub-problem. A generalization of the kinematically coupled scheme, called “the incremental
displacement-correction scheme” was introduced in [12], where the structure is treated explicitly in
the fluid sub-problem and then corrected in the structure sub-problem. Other extensions of the
kinematically coupled scheme include modeling FSI between artery, blood flow, and a cardiovascular
device called a stent [20], FSI with thick structures [6], FSI with composite structures [7], FSI with
poroelastic structures [4], and FSI involving non-Newtonian fluids [17, 19].
While several studies present energy estimates associated with the stability of the kinematically
coupled scheme [15, 12, 21], the convergence properties have only been considered in one study [12].
However, the convergence analysis in [12] relies on the assumption that the test functions satisfy
the kinematic constraints. While these constraints are satisfied by monolithic schemes, they are not
generally satisfied by the kinematically coupled scheme. Indeed, these constraints imply a cancellation
of the time-discretization error related to the operator splitting. Even with this simplification, only
a sub-optimal O(∆t1/2) convergence in time is achieved. In this work, we present the stability and
convergence analysis of the kinematically coupled scheme, proving the optimal O(∆t) convergence in
time. Stability and convergence analysis are performed without the additional assumptions on the
test functions, and the operator-splitting error is included in the a priori energy estimates.
This paper is organized as follows. We introduce the linear fluid-structure interaction model
in Section 2, deriving the weak formulation of the monolithic problem. The numerical scheme is
presented in Section 3. The energy estimates associated with the unconditional stability are derived
in Section 4. In Section 5 we derive the a priori energy estimates and prove the first order convergence
in time. Theoretical results from Sections 5 and 6 are supported by the numerical experiments in
Section 7. Finally, conclusions are drawn in Section 8.
2. Description of the problem
Consider the flow of an incompressible, viscous fluid in a two-dimensional channel of reference
length L and reference width 2R. The lateral boundary Γ of the channel represents a thin, elastic
structure, see Figure 1. We assume that the structure undergoes infinitesimal displacements, and that
Γin Γout
Γ
R Ω
y
Figure 1: Deformed domain Ω.
the fluid is characterized by a laminar flow regime. Thus, we model the fluid by the time-dependent
Stokes equations in a fixed domain Ω
ρf∂tu = ∇ · σ in Ω× (0, T ), (2.1)
∇ · u = 0 in Ω× (0, T ), (2.2)
where u = (ux, uy) is the fluid velocity, σ = −pI + 2µD(u) is the fluid stress tensor, p is the fluid
pressure, ρf is the fluid density, µ is the fluid viscosity and D(u) = (∇u + (∇u)T /2 is the rate-of-
strain tensor. We consider only the upper half of the fluid domain supplemented by the symmetry
2
conditions at the axis of symmetry. Thus, the fluid domain is given by
Ω = {(x, y)| 0 < x < L, 0 < y < R}, (2.3)
and the reference lateral boundary by Γ = {(x,R)| 0 < x < L}.
We are interested in simulating a pressure-driven flow through the channel with a two-way coupling
between the fluid and a thin elastic structure. Denote the inlet and outlet fluid boundaries by
Γin = {(0, y)| 0 < y < R} and Γout = {(L, y)| 0 < y < R}, respectively. At the inlet and outlet
boundaries we prescribe the normal stress:
σn = −pin(t)n on Γin × (0, T ), (2.4)
σn = −pout(t)n on Γout × (0, T ), (2.5)
where n is the outward normal to the fluid boundary. Along the middle line of the channel Γb =
{(x, 0)| 0 < x < L} we impose the symmetry conditions:
∂yux = 0, uy = 0 on Γb × (0, T ). (2.6)
The lateral boundary represents a thin, elastic wall whose dynamics is modeled by the linearly
elastic Koiter membrane model, given by
ρs∂ttηx − C2∂xηy − C1∂xxηx = fx on (0, L)× (0, T ), (2.7)
ρs∂ttηy + C0ηy + C2∂xηx = fy on (0, L)× (0, T ), (2.8)
where η(x, t) = (ηx(x, t), ηy(x, t)) denotes the longitudinal and radial displacement, f = (fx, fy) is a
vector of surface density of the force applied to the membrane, ρs denotes the membrane density, 
denotes the membrane thickness, and
C0 =
E
R2(1− σ2) , C1 =
E
1− σ2 , C2 =

R
Eσ
1− σ2 . (2.9)
The coefficients E and σ are the Young’s modulus and Poisson’s ratio for the membrane, respectively.
We prescribe clamped boundary conditions for the Koiter membrane:
η(0, t) = η(L, t) = 0, for t ∈ (0, T ). (2.10)
The fluid and the structure are coupled via the kinematic and dynamic boundary conditions:
The kinematic coupling condition (continuity of velocity):
u = ∂tη on Γ× (0, T ). (2.11)
The dynamic coupling condition (balance of contact forces):
f = −σn on Γ× (0, T ). (2.12)
Initially, the fluid and structure are assumed to be at rest, with zero displacement from the reference
configuration
u = 0, η = 0, ∂tη = 0. (2.13)
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2.1. Weak formulation of the monolithic problem
For a domain S, we denote by ‖ · ‖Hk(S) the norm in the Sobolev space Hk(S), and by ‖ · ‖L2(S)
the norm in L2(S). We define the following test function spaces
V f = {ϕ ∈ (H1(Ω))2, ϕy = 0 on Γb}, (2.14)
Qf = L2(Ω), (2.15)
V s = (H10 (0, L))
2, (2.16)
V fsi = {(ϕ, ξ) ∈ V f × V s| ϕ|Γ = ξ}, (2.17)
for all t ∈ [0, T ), and introduce the following bilinear forms
af (u,ϕ) = 2µ
∫
Ω
D(u) : D(ϕ)dx,
b(p,ϕ) =
∫
Ω
p∇ ·ϕdx,
as(η, ξ) = 
∫ L
0
Eσ
1− σ2 (∂xηx +
1
R
ηy)(∂xξx +
1
R
ξy)dx+ 
∫ L
0
E
1 + σ
(∂xηx∂xξx +
1
R2
ηyξy)dx.
We define the following norms associated with the fluid and structure bilinear forms
‖u‖F := ‖D(u)‖L2(Ω), ∀u ∈ V f , and ‖η‖S := (as(η,η))1/2, ∀η ∈ V s. (2.18)
The variational formulation of the monolithic fluid-structure interaction problem now reads: given
t ∈ (0, T ) find (u,η, p) ∈ V f × V s ×Qf with u = ∂tη on Γ, such that for all (ϕ, ξ, q) ∈ V fsi ×Qf
ρf
∫
Ω
∂tu ·ϕdx+ af (u,ϕ)− b(p,ϕ) + b(q,u) + ρs
∫ L
0
∂ttηxξxdx+ ρs
∫ L
0
∂ttηyξydx
+as(η, ξ) =
∫
Γin
pin(t)ϕxdy −
∫
Γout
pout(t)ϕxdy. (2.19)
Remark 1. To derive the weak formulation (2.19) of the coupled problem, we used the following weak
formulation of the linearly elastic Koiter membrane equations:
ρs
∫ L
0
∂ttηxξxdx+ ρs
∫ L
0
∂ttηyξydx+ 
∫ L
0
Eσ
1− σ2 (∂xηx +
1
R
ηy)(∂xξx +
1
R
ξy)dx
+
∫ L
0
E
1 + σ
(∂xηx∂xξx +
1
R2
ηyξy)dx =
∫ L
0
(fxξx + fyξy)dx. (2.20)
The details of the derivation can be found in [9, 3].
3. The numerical scheme
To solve the fluid-structure interaction problem (2.1)-(2.13), we use a loosely coupled numerical
scheme, called the kinematically coupled scheme. The scheme was originally introduced in [15] to
model the interaction between a fluid and a thin structure that only allows the displacement in the
radial direction. The scheme was extended in [3] to capture also the displacement in the longitudinal
direction, and improved to achieve a better accuracy.
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The kinematically coupled scheme is obtained using an operator splitting method called the Lie
splitting [14], which is applied to separate the original problem into a fluid sub-problem and a structure
sub-problem. The equations are split in a way such that the fluid problem is solved with a Robin
boundary condition including the structure inertia. As we shall show later, this is the main key in
proving the stability of the scheme.
To apply the Lie operator splitting scheme to the fluid-structure interaction problem (2.1)-(2.13),
we start by writing our system in the first order form. This is achieved by introducing the structure
velocity v = ∂tη. Furthermore, we combine the dynamic coupling condition with the structure
equations as follows:
ρf∂tu = ∇ · σ in Ω× (0, T ), (3.1)
∇ · u = 0 in Ω× (0, T ), (3.2)
ρs∂tvx − C2∂xηy − C1∂xxηx = −(σn)|Γ · e1 on (0, L)× (0, T ), (3.3)
ρs∂tvy + C0ηy + C2∂xηx = −(σn)|Γ · e2 on (0, L)× (0, T ), (3.4)
v = u|Γ on (0, L)× (0, T ), (3.5)
∂tη = v on (0, L)× (0, T ), (3.6)
with the corresponding boundary and initial conditions.
The kinematically coupled scheme applied to problem (3.1)-(3.6) is given as follows (see [15, 3]
for details):
• Step 1. The time dependent Stokes problem: Find u, p,v, and η such that for t ∈
(tn, tn+1)
ρf∂tu = ∇ · σ in Ω× (tn, tn+1), (3.7)
∇ · u = 0 in Ω× (tn, tn+1), (3.8)
ρs∂tvx = −(σn)|Γ · e1 on (0, L)× (tn, tn+1), (3.9)
ρs∂tvy = −(σn)|Γ · e2 on (0, L)× (tn, tn+1), (3.10)
v = u|Γ on (0, L)× (tn, tn+1), (3.11)
∂tη = 0 on (0, L)× (tn, tn+1), (3.12)
with the following boundary conditions on Γin ∪ Γout ∪ Γb:
∂yux = uy = 0 on Γb × (tn, tn+1), (3.13)
σn = −pin(t)n on Γin × (tn, tn+1), σn = −pout(t)n on Γout × (tn, tn+1), (3.14)
and the initial condition u(tn) = un.
Remark 2. In practice, combining equation (3.11) with equations (3.9) and (3.10) gives rise
to a Robin boundary condition for the fluid velocity
ρs∂tu+ σn = 0 on Γ× (tn, tn+1). (3.15)
Once the fluid problem is solved, the structure velocity is updated via equation (3.11), and used
as an initial condition is Step 2. Note that the structure displacement remains unchanged in
this step.
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• Step 2: Structure elastodynamics Find u,v, and η such that for t ∈ (tn, tn+1)
ρf∂tu = 0 in Ω× (tn, tn+1), (3.16)
ρs∂tvx − C2∂xηy − C1∂xxηx = 0 on (0, L)× (tn, tn+1), (3.17)
ρs∂tvy + C0ηy + C2∂xηx = 0 on (0, L)× (tn, tn+1), (3.18)
∂tη = v on (0, L)× (tn, tn+1), (3.19)
with boundary conditions:
η(0, t) = η(L, t) = 0 for t ∈ (tn, tn+1), (3.20)
and the initial conditions obtained in Step 1. Note that the velocity of the fluid does not change
in this step.
Do tn = tn+1 and return to Step 1.
3.1. Weak formulation of the discrete problem
In this subsection we discretize the loosely coupled scheme (3.7)-(3.20) and write the variational
formulation. Since the structure velocity v changes in both steps, we will introduce the intermediate
variable v˜ ∈ V s. Let tn := n∆t for n = 1, . . . , N, where T = N∆t is the final time. To discretize the
problem in time, we use the Backward Euler scheme. We denote the discrete time derivative by
dtϕ
n+1 =
ϕn+1 −ϕn
∆t
. (3.21)
To discretize the problem in space, we use the finite element method based on a conforming FEM
triangulation with maximum triangle diameter h. Thus, we define the finite element spaces V fh ⊂
V f , Qfh ⊂ Qf , and V sh ⊂ V s. Finally, the fully discrete numerical scheme in the weak formulation is
given as follows:
• Step 1. Given tn+1 ∈ (0, T ], n = 0, . . . , N−1, find (un+1h , v˜n+1h ) ∈ V fh ×V sh , with un+1h |Γ = v˜n+1h ,
and pn+1h ∈ Qfh such that for all (ϕh,ψh, qh) ∈ V fh × V sh ×Qfh, with ϕh|Γ = ψh, we have
ρf
∫
Ω
dtu
n+1
h ·ϕhdx+ af (un+1h ,ϕh)− b(pn+1h ,ϕh) + b(qh,un+1h )
+ρs
∫ L
0
v˜n+1h − vnh
∆t
·ψhdx =
∫
Γin
pin(t
n+1)ϕx,hdy −
∫
Γout
pout(t
n+1)ϕx,hdy. (3.22)
• Step 2. Given v˜n+1h computed in Step 1, find vn+1h ∈ V sh and ηn+1h ∈ V sh such that for all
(wh, ξh) ∈ V sh × V sh we have
ρs
∫ L
0
vn+1h − v˜n+1h
∆t
· ξhdx+ ρs
∫ L
0
(
vn+1h − dtηn+1h
) ·whdx+ as(ηn+1h , ξh) = 0. (3.23)
Set n = n+ 1 and go to Step 1.
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4. Stability analysis
In this section we derive an energy estimate that is associated with unconditional stability of
algorithm (3.22)-(3.23). The proof is similar to proofs in [15, 21, 12], however, we recreate the energy
estimates as we will use them in the convergence analysis.
Let a . (&)b denote that there exists a positive constant C, independent of the mesh size h and
the time step size ∆t, such that a ≤ (≥)Cb. Define, via the Riesz representation theorem, the discrete
elastic operator Leh : V s → V sh , such that for all ζ ∈ V s we have Lehζ ∈ V sh , and∫ L
0
ηh · Lehζdx = −as(ηh, ζ), ∀ηh ∈ V sh . (4.1)
Let Ef (unh) denote the discrete kinetic energy of the fluid, Ev(vnh) denote the discrete kinetic energy
of the structure, and Es(ηnh) denote the discrete elastic energy of the Koiter membrane at time level
n, defined respectively by
Ef (unh) =
ρf
2
‖unh‖2L2(Ω), Ev(vnh) =
ρs
2
‖vnh‖2L2(0,L), Es(ηnh) =
1
2
‖ηnh‖2S = (4.2)
=

2
[
Eσ
1− σ2
∥∥∥∥∂xηnx,h + 1Rηny,h
∥∥∥∥2
L2(0,L)
+
E
1 + σ
‖∂xηnx,h‖2L2(0,L) +
E
R2(1 + σ)
‖ηny,h‖2L2(0,L)
]
. (4.3)
The stability of the loosely-coupled scheme (3.22)-(3.23) is stated in the following result.
Theorem 1. Let {(unh, pnh, v˜nh,vnh,ηnh}0≤n≤N be the solution of (3.22)-(3.23). Then, the following
estimate holds:
Ef (uNh ) + Ev(vNh ) + Es(ηNh ) +
ρf∆t
2
2
N−1∑
n=0
‖dtun+1h ‖2L2(Ω) +
∆t2
2
N−1∑
n=0
‖dtηn+1h ‖2S
+µ∆t
N−1∑
n=0
‖un+1h ‖2F +
ρs
2
N−1∑
n=0
‖vn+1h − v˜n+1h ‖2L2(0,L) +
ρs
2
N−1∑
n=0
‖v˜n+1h − vnh‖2L2(0,L)
. Ef (u0h) + Ev(v0h) + Es(η0h) + ∆t‖pin(tn+1)‖2L2(Γin) + ∆t‖pout(tn+1)‖2L2(Γout). (4.4)
Proof. To prove the energy estimate, we test the problem (3.22) with (ϕh,ψh, qh) = (u
n+1
h , v˜
n+1
h , p
n+1
h ),
and problem (3.23) with (ξh,wh) =
(
vn+1h , (ρs)
−1Lehηn+1h ). Then, after adding them together, mul-
tiplying by ∆t, and using identity
(a− b)a = 1
2
a2 − 1
2
b2 +
1
2
(a− b)2,
we get
ρf
2
(
‖un+1h ‖2L2(Ω) − ‖unh‖2L2(Ω) + ‖un+1h − unh‖2L2(Ω)
)
+ 2µ∆t‖D(un+1h )‖2L2(Ω)
+
ρs
2
(
‖v˜n+1h ‖2L2(0,L) − ‖vnh‖2L2(0,L) + ‖v˜n+1h − vnh‖2L2(0,L)
)
+
ρs
2
(
‖vn+1h ‖2L2(0,L) − ‖v˜n+1h ‖2L2(0,L) + ‖vn+1h − v˜n+1h ‖2L2(0,L)
)
+
1
2
as(η
n+1
h ,η
n+1
h )−
1
2
as(η
n
h,η
n
h)
+
1
2
as(η
n+1
h − ηnh,ηn+1h − ηnh) = ∆t
∫
Γin
pin(t
n+1)un+1x,h dy −∆t
∫
Γout
pout(t
n+1)un+1x,h dy. (4.5)
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After canceling the intermediate term ‖v˜n+1h ‖2L2(0,L) we get
ρf
2
(
‖un+1h ‖2L2(Ω) − ‖unh‖2L2(Ω) + ‖un+1h − unh‖2L2(Ω)
)
+ 2µ∆t‖D(un+1h )‖2L2(Ω)
+
ρs
2
(
‖vn+1h ‖2L2(0,L) − ‖vnh‖2L2(0,L) + ‖vn+1h − v˜n+1h ‖2L2(0,L) + ‖v˜n+1h − vnh‖2L2(0,L)
)
+
1
2
as(η
n+1
h ,η
n+1
h )−
1
2
as(η
n
h,η
n
h) +
1
2
as(η
n+1
h − ηnh,ηn+1h − ηnh)
= ∆t
∫
Γin
pin(t
n+1)un+1x,h dy −∆t
∫
Γout
pout(t
n+1)un+1x,h dy. (4.6)
Summing from n = 0 to N − 1, we obtain
Ef (uNh ) + Ev(vNh ) + Es(ηNh ) +
ρf∆t
2
2
N−1∑
n=0
‖dtun+1h ‖2L2(Ω) +
∆t2
2
N−1∑
n=0
‖dtηn+1h ‖2S
+2µ∆t
N−1∑
n=0
‖D(un+1h )‖2L2(Ω) +
ρs
2
N−1∑
n=0
‖vn+1h − v˜n+1h ‖2L2(0,L) +
ρs
2
N−1∑
n=0
‖v˜n+1h − vnh‖2L2(0,L)
= Ef (u0h) + Ev(v0h) + Es(η0h) + ∆t
N−1∑
n=0
(∫
Γin
pin(t
n+1)un+1x,h dy −
∫
Γout
pout(t
n+1)un+1x,h dy
)
. (4.7)
Using the Cauchy-Schwarz, the trace, and the Korn inequalities, we can estimate∣∣∣∣ ∫
Γin
pin(t
n+1)un+1x,h dy
∣∣∣∣ ≤ C∆t2µ ‖pin(tn+1)‖2L2(Γin) + µ∆t2 ‖D(un+1h )‖2L2(Ω), (4.8)∣∣∣∣ ∫
Γout
pout(t
n+1)un+1x,h dy
∣∣∣∣ ≤ C∆t2µ ‖pout(tn+1)‖2L2(Γout) + µ∆t2 ‖D(un+1h )‖2L2(Ω). (4.9)
Combining the latter estimates with equation (4.7) we prove the desired energy inequality.
5. Error Analysis
In this section, we analyze the convergence rate of the kinematically coupled scheme (3.22)-(3.23).
We assume that the true solution satisfies the following assumptions
u ∈ L∞(0, T ;Hk+1(Ω)) ∩H1(0, T ;Hk+1(Ω)) ∩H2(0, T ;L2(Ω)), (5.1)
p ∈ L2(0, T ;Hs+1(Ω)), (5.2)
η ∈ L∞(0, T ;Hk+1(0, L)) ∩H2(0, T ;Hk+1(0, L)) ∩H3(0, T ;L2(0, L)), (5.3)
∂tη ∈ L∞(0, T ;Hk+1(0, L)). (5.4)
To approximate the problem in space, we apply Lagrangian finite elements of polynomial degree
k for all the variables, except for the fluid pressure, for which we use elements of degree s < k.
We assume that our finite element spaces satisfy the usual approximation properties, and that the
fluid velocity-pressure spaces satisfy the discrete inf-sup condition. We introduce the following time
discrete norms:
‖ϕ‖l2(0,T ;X) =
(
∆t
N−1∑
n=0
‖ϕn+1‖2X
)1/2
, ‖ϕ‖l∞(0,T ;X) = max
0≤n≤N
‖ϕn‖X , (5.5)
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where X ∈ {Hk(Ω), Hk(0, L), F, S}.
Let Ih be the Lagrangian interpolation operator onto V
s
h , and Rh be the Ritz projector onto V
s
h
such that for all η ∈ V s
as(η −Rhη, ξh) = 0 ∀ξh ∈ V sh . (5.6)
Then, the finite element theory for Lagrangian and Ritz projections [11] gives, respectively,
‖v − Ihv‖L2(0,L) + h‖v − Ihv‖H1(0,L) . hk+1‖v‖Hk+1(0,L), ∀v ∈ V s, (5.7)
and
‖η −Rhη‖S . hk‖η‖Hk+1(0,L), ∀η ∈ V s. (5.8)
Let Πh be a projection operator onto Q
f
h such that
‖p−Πhp‖L2(Ω) . hs+1‖p‖Hs+1(Ω), ∀p ∈ Qf . (5.9)
Following the approach in [12], we introduce a Stokes-like projection operator (Sh, Ph) : V
f →
V fh ×Qfh, defined for all u ∈ V f by
(Shu, Phu) ∈ V fh ×Qfh, (5.10)
(Shu)|Γ = Ih(u|Γ), (5.11)
af (Shu,ϕh)− b(Phu,ϕh) = af (u,ϕh), ∀ϕh ∈ V fh such that ϕh|Γ = 0, (5.12)
b(qh, Shu) = 0, ∀qh ∈ Qfh. (5.13)
Projection operator Sh satisfies the following approximation properties (see [12], Theorem B.5):
‖u− Shu‖F . hk‖u‖Hk+1(Ω). (5.14)
We assume that the continuous fluid velocity lives in the space V fd = {u ∈ V f | ∇ ·u = 0}. Since
the test functions for the partitioned scheme do not satisfy the kinematic coupling condition, we start
by deriving the monolithic variational formulation with the test functions in V fh × V sh × Qfh: Find
(u,η, p) ∈ V fd × V s ×Qf with un+1 = ∂tηn+1 on Γ such that for all (ϕh, ξh, qh) ∈ V fh × V sh ×Qfh we
have
ρf
∫
Ω
∂tu
n+1 ·ϕhdx+ af (un+1,ϕh)− b(pn+1,ϕh) + ρs
∫ L
0
∂ttη
n+1 · ξhdx+ as(ηn+1, ξh)
=
∫
Γin
pin(t)ϕx,hdy −
∫
Γout
pout(t)ϕx,hdy +
∫ L
0
(σn+1n)|Γ(ϕh|Γ − ξh)dx. (5.15)
Introducing variables vn+1 = ∂tη
n+1 and v˜n+1 = un+1|Γ, we can rewrite the structure acceleration
term as follows
ρs
∫ L
0
∂ttη
n+1 · ξhdx = ρs
∫ L
0
∂tv
n+1 · ξhdx = ρs
∫ L
0
vn+1 − v˜n+1
∆t
· ξhdx
+ρs
∫ L
0
v˜n+1 − vn
∆t
· ξhdx+ ρs
∫ L
0
(∂tv
n+1 − dtvn+1) · ξhdx. (5.16)
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Taking into account the latter equation, and adding integral ρs
∫ L
0
(vn+1−∂tηn+1)·whdx = 0, ∀wh ∈
V sh , the weak formulation of the monolithic problem can be written as
ρf
∫
Ω
dtu
n+1 ·ϕhdx+ af (un+1,ϕh)− b(pn+1,ϕh) + ρs
∫ L
0
v˜n+1 − vn
∆t
· ξhdx
+ρs
∫ L
0
vn+1 − v˜n+1
∆t
· ξhdx+ ρs
∫ L
0
(vn+1 − dtηn+1) ·whdx+ as(ηn+1, ξh)
= ρf
∫
Ω
(dtu
n+1 − ∂tun+1) ·ϕhdx+ ρs
∫ L
0
(dtv
n+1 − ∂tvn+1) · ξhdx− ρs
∫ L
0
(dtη
n+1 − ∂tηn+1) ·whdx
+
∫ L
0
(σn+1n)|Γ · (ϕh|Γ − ξh)dx+
∫
Γin
pin(t)ϕx,hdy −
∫
Γout
pout(t)ϕx,hdy. (5.17)
To analyze the error of our numerical scheme, we start by subtracting (3.22)-(3.23) from (5.17), giving
rise to the following error equations:
ρf
∫
Ω
dt(u
n+1 − un+1h ) ·ϕhdx+ af (un+1 − un+1h ,ϕh)− b(pn+1 − pn+1h ,ϕh)− b(qh,un+1h )
+ρs
∫ L
0
(
v˜n+1 − vn
∆t
− v˜
n+1
h − vnh
∆t
)
·ψhdx+ ρs
∫ L
0
(
vn+1 − v˜n+1
∆t
− v
n+1
h − v˜n+1h
∆t
)
· ξhdx
+ρs
∫ L
0
(
vn+1 − vn+1h − (dtηn+1 − dtηn+1h )
) ·whdx+ as(ηn+1 − ηn+1h , ξh)
= Rf (ϕh) +Rs(ξh) +Rv(wh) +Ros(ψh − ξh), (5.18)
for all (ϕh,ψh, ξh,wh) ∈ V fh × V sh × V sh × V sh , such that ϕh|Γ = ψh, where
Rf (ϕh) = ρf
∫
Ω
(dtu
n+1 − ∂tun+1) ·ϕhdx (5.19)
Rs(ξh) = ρs
∫ L
0
(dtv
n+1 − ∂tvn+1) · ξhdx, (5.20)
Rv(wh) = −ρs
∫ L
0
(dtη
n+1 − ∂tηn+1) ·whdx, (5.21)
Ros(ψh − ξh) =
∫ L
0
(σn+1n)|Γ · (ψh − ξh)dx+ ρs
∫ L
0
v˜n+1 − vn
∆t
· (ψh − ξh)dx. (5.22)
Note that the last term accounts for the operator-splitting error. We split the error of the method as
a sum of the approximation error θr and the truncation error δr, for r ∈ {f, v˜, p, s, v} as follows
en+1f = u
n+1 − un+1h = (un+1 − Shun+1) + (Shun+1 − un+1h ) = θn+1f + δn+1f , (5.23)
en+1v˜ = v˜
n+1 − v˜n+1h = (v˜n+1 − Ihv˜n+1) + (Ihv˜n+1 − v˜n+1h ) = θn+1v˜ + δn+1v˜ , (5.24)
en+1p = p
n+1 − pn+1h = (pn+1 −Πhpn+1) + (Πhpn+1 − pn+1h ) = θn+1p + δn+1p , (5.25)
en+1s = η
n+1 − ηn+1h = (ηn+1 −Rhηn+1) + (Rhηn+1 − ηn+1h ) = θn+1s + δn+1s , (5.26)
en+1v = v
n+1 − vn+1h = (vn+1 − Ihvn+1) + (Ihvn+1 − vn+1h ) = θn+1v + δn+1v . (5.27)
The main result of this section is stated in the following theorem.
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Theorem 2. Consider the solution (uh, ph, v˜h,vh,ηh) of (3.22)-(3.23), with discrete initial data
(u0h, p
0
h, v˜
0
h,v
0
h,η
0
h) = (Shu
0,Πhp
0, Ihv˜
0, Ihv
0, Rhη
0). Assume that the exact solution satisfies as-
sumptions (5.1)-(5.4), and that γ∆t < 1, where γ > 0. Then, the following estimate holds
‖u− uNh ‖L2(Ω) + ‖u− uNh ‖l2(0,T ;F ) + ‖v − vNh ‖L2(0,L) + ‖η − ηNh ‖S
. eγT
(
∆tA+ hkB + hk+1C + hs+1D
)
,
where
A = ‖∂ttu‖L2(0,T,L2(Ω)) + (
1
γ
+ 1)‖∂ttv‖L2(0,T ;L2(0,L)) +
1
γ
‖∂ttη‖L2(0,T ;H1(0,L)) + ‖ηn+1‖l2(0,T ;H2(0,L)),
B = ‖∂tu‖L2(0,T ;Hk+1(Ω)) + ‖u‖l2(0,T ;Hk+1(Ω)) + ‖u‖l∞(0,T ;Hk+1(Ω)) +
1
γ
‖v‖l2(0,T ;Hk+1(0,L))
+ ‖η‖l∞(0,T ;Hk+1(0,L)),
C = ‖∂tv‖L2(0,T ;Hk+1(0,L)) + ‖v‖l∞(0,T ;Hk+1(0,L)),
D = ‖p‖l2(0,T ;Hs+1(Ω)).
Proof. Rearranging the error equation (5.18), we get
ρf
∫
Ω
dtδ
n+1
f ·ϕhdx+ af (δn+1f ,ϕh)− b(δn+1p ,ϕh)− b(qh,un+1h ) + ρs
∫ L
0
δn+1v˜ − δnv
∆t
·ψhdx
+ρs
∫ L
0
δn+1v − δn+1v˜
∆t
· ξhdx+ ρs
∫ L
0
(
δn+1v − dtδn+1s
) ·whdx+ as(δn+1s , ξh) = Rf (ϕh) +Rs(ξh)
+Rv(wh) +Ros(ψh − ξh)− ρf
∫
Ω
dtθ
n+1
f ·ϕhdx− af (θn+1f ,ϕh) + b(θn+1p ,ϕh)
−ρs
∫ L
0
θn+1v˜ − θnv
∆t
·ψhdx− ρs
∫ L
0
θn+1v − θn+1v˜
∆t
· ξhdx− ρs
∫ L
0
(
θn+1v − dtθn+1s
) ·whdx
−as(θn+1s , ξh), (5.28)
for all (ϕh,ψh, ξh,wh) ∈ Xfh ×V sh ×V sh ×V sh such that ϕh|Γ = ψh. Due to property (5.6) of the Ritz
projection operator, we have
as(θ
n+1
s , ξh) = 0. (5.29)
Furthermore, since v˜n+1 = un+1|Γ = ∂tηn+1 = vn+1, we have
θn+1v˜ − θnv = v˜n+1 − Ihv˜n+1 − (vn − Ihvn) = vn+1 − Ihvn+1 − (vn − Ihvn) = θn+1v − θnv , (5.30)
and
θn+1v − θn+1v˜ = vn+1 − Ihvn+1 − (v˜n+1 − Ihv˜n+1) = 0. (5.31)
We proceed by choosing the test functions ϕh = δ
n+1
f ,ψh = δ
n+1
v˜ , qh = δ
n+1
p , ξh = δ
n+1
v and wh =
(ρs)
−1Lehδn+1s . Thanks to (5.13), the pressure terms simplify as follows
−b(δn+1p , δn+1f )− b(δn+1p ,un+1h ) = −b(δn+1p , Shun+1) = 0. (5.32)
11
Multiplying equation (5.28) by ∆t, summing over 0 ≤ n ≤ N−1, and using the stability estimate (4.4)
for the truncation error we get
Ef (δNf ) + Ev(δNv ) + Es(δNs ) +
ρf∆t
2
2
N−1∑
n=0
‖dtδn+1f ‖2L2(Ω) +
∆t2
2
N−1∑
n=0
‖dtδn+1s ‖2S
+2µ∆t
N−1∑
n=0
‖δn+1f ‖2F +
ρs
2
N−1∑
n=0
‖δn+1v − δn+1v˜ ‖2L2(0,L) +
ρs
2
N−1∑
n=0
‖δn+1v˜ − δnv‖2L2(0,L) = Ef (δ0f )
+Ev(δ0v) + Es(δ0s) + ∆t
N−1∑
n=0
(Rf (δn+1f ) +Rs(δn+1v ) +Rv((ρs)−1Lehδn+1s ) +Ros(δn+1v˜ − δn+1v ))
−ρf∆t
N−1∑
n=0
∫
Ω
dtθ
n+1
f · δn+1f dx−∆t
N−1∑
n=0
af (θ
n+1
f , δ
n+1
f ) + ∆t
N−1∑
n=0
b(θn+1p , δ
n+1
f )
−ρs
N−1∑
n=0
∫ L
0
(θn+1v − θnv ) · δn+1v˜ dx−∆t
N−1∑
n=0
∫ L
0
(
θn+1v − dtθn+1s
) · Lehδn+1s dx. (5.33)
We bound the right hand side as follows. Using Cauchy-Schwartz, Young’s, Poincare´ - Friedrichs,
and Korn’s inequalities, we have the following:
−ρf∆t
N−1∑
n=0
∫
Ω
dtθ
n+1
f · δn+1f dx .
∆tρ2f
µ
N−1∑
n=0
||dtθn+1f ||2L2(Ω) +
µ∆t
5
N−1∑
n=0
||δn+1f ||2F ,
and
−∆t
N−1∑
n=0
af (θ
n+1
f , δ
n+1
f ) . ∆tµ
N−1∑
n=0
‖θn+1f ‖2F +
µ∆t
5
N−1∑
n=0
‖δn+1f ‖2F .
Furthermore, using Young’s, trace, Poincare´ - Friedrichs, and Korn’s inequalities we can estimate
−ρs
N−1∑
n=0
∫ L
0
(θn+1v − θnv ) · δn+1v˜ dx = −∆tρs
N−1∑
n=0
∫ L
0
dtθ
n+1
v · δn+1f |Γdx
. ∆tρ
2
s
2
µ
N−1∑
n=0
‖dtθn+1v ‖2L2(0,L) +
µ∆t
5
N−1∑
n=0
‖δn+1f ‖2F .
Finally, due to (5.6), we have
−∆t
N−1∑
n=0
∫ L
0
(
θn+1v − dtθn+1s
) · Lehδn+1s dx = ∆tN−1∑
n=0
as(θ
n+1
v − dtθn+1s , δn+1s )
= ∆t
N−1∑
n=0
as(θ
n+1
v , δ
n+1
s ) ≤
∆t
γ
N−1∑
n=0
‖θn+1v ‖2S +
γ∆t
4
N−1∑
n=0
‖δn+1s ‖2S ,
for γ > 0. We estimate the pressure term as follows
∆t
N−1∑
n=0
b(θn+1p , δ
n+1
f ) .
∆t
µ
N−1∑
n=0
‖θn+1p ‖2L2(Ω) +
µ∆t
5
N−1∑
n=0
‖δn+1f ‖2F .
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Combining the estimates above with equation (5.33) and Lemma 1, and taking into account the
assumption on the initial data, we have
Ef (δNf ) + Ev(δNv ) + Es(δNs ) +
ρf∆t
2
2
N−1∑
n=0
‖dtδn+1f ‖2L2(Ω) +
∆t2
2
N−1∑
n=0
‖dtδn+1s ‖2S
+µ∆t
N−1∑
n=0
‖δn+1f ‖2F +
ρs
4
N−1∑
n=0
‖δn+1v − δn+1v˜ ‖2L2(0,L) +
ρs
2
N−1∑
n=0
‖δn+1v˜ − δnv‖2L2(0,L)
. ∆t2
(
‖∂ttu‖2L2(0,T,L2(Ω)) + (
1
γ
+ 1)‖∂ttv‖2L2(0,T ;L2(0,L)) +
1
γ
‖∂ttη‖2L2(0,T ;H1(0,L)) + ‖ηn+1‖2l2(0,T ;H2(0,L))
)
+∆t
N−1∑
n=0
(
‖dtθn+1f ‖2L2(Ω) + ‖θn+1f ‖2F + ‖dtθn+1v ‖2L2(0,L) +
1
γ
‖θn+1v ‖2S + ‖θn+1p ‖2L2(Ω)
)
+γ∆t
ρs
2
N−1∑
n=0
‖δn+1v ‖2L2(0,L) +
γ∆t
2
N−1∑
n=0
‖δn+1s ‖2S , (5.34)
for γ > 0. To estimate the approximation error, we use Lemma 3. Assuming that γ∆t < 1, and
applying the discrete Gronwall inequality stated in Lemma 4, we have
Ef (δNf ) + Ev(δNv ) + Es(δNs ) +
ρf∆t
2
2
N−1∑
n=0
‖dtδn+1f ‖2L2(Ω) + ∆t2
N−1∑
n=0
‖dtδn+1s ‖2S
+µ∆t
N−1∑
n=0
‖δn+1f ‖2F +
ρs
4
N−1∑
n=0
‖δn+1v − δn+1v˜ ‖2L2(0,L) +
ρs
2
N−1∑
n=0
‖δn+1v˜ − δnv‖2L2(0,L)
. eγT
{
∆t2
(
‖∂ttu‖2L2(0,T,L2(Ω)) + (
1
γ
+ 1)‖∂ttv‖2L2(0,T ;L2(0,L)) +
1
γ
‖∂ttη‖2L2(0,T ;H1(0,L))
+‖ηn+1‖2l2(0,T ;H2(0,L))
)
+ h2k
(
‖∂tu‖2L2(0,T ;Hk+1(Ω)) + ‖u‖2l2(0,T ;Hk+1(Ω)) +
1
γ
‖v‖2l2(0,T ;Hk+1(0,L))
)
+h2k+2‖∂tv‖2L2(0,T ;Hk+1(0,L)) + h2s+2‖p‖2l2(0,T ;Hs+1(Ω))
}
. (5.35)
Recall that the error between the exact and the discrete solution is the sum of the approximation
error and the truncation error (5.23)-(5.27). Thus, using the triangle inequality and approximation
properties (5.7)-(5.14), we prove the desired estimate.
Lemma 1. The following estimate holds:
∆t
N−1∑
n=0
(Rf (δn+1f ) +Rs(δn+1v ) +Rv((ρs)−1Lehδn+1s ) +Ros(δn+1v˜ − δn+1v ))
. ∆t2
(
‖∂ttu‖2L2(0,T,L2(Ω)) + (
1
γ
+ 1)‖∂ttv‖2L2(0,T ;L2(0,L)) +
1
γ
‖∂ttη‖2L2(0,T ;H1(0,L)) + ‖ηn+1‖2l2(0,T ;H2(0,L))
)
+
µ∆t
5
N−1∑
n=0
‖δn+1f ‖2F +
ρs
4
N−1∑
n=0
‖δn+1v − δn+1v˜ ‖2L2(0,L) + γ∆t
ρs
2
N−1∑
n=0
‖δn+1v ‖2L2(0,L) +
γ∆t
4
N−1∑
n=0
‖δn+1s ‖2S ,
for γ > 0.
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Proof. Using Cauchy-Schwartz, Young’s, Poincare´ - Friedrichs, and Korn’s inequalities, we have
∆t
N−1∑
n=0
Rf (δn+1f ) .
∆tρ2f
µ
N−1∑
n=0
‖dtun+1 − ∂tun+1‖2L2(Ω) +
µ∆t
5
N−1∑
n=0
‖δn+1f ‖2F .
Furthermore, using Cauchy-Schwartz and Young’s inequalities, for γ > 0, we have
∆t
N−1∑
n=0
Rs(δn+1v ) ≤
∆tρs
2γ
N−1∑
n=0
‖dtvn+1 − ∂tvn+1‖2L2(0,L) + γ∆t
ρs
2
N−1∑
n=0
‖δn+1v ‖2L2(0,L),
and
∆t
N−1∑
n=0
Rv((ρs)−1Lehδn+1s ) = ∆t
N−1∑
n=0
as(dtη
n+1 − ∂tηn+1, δn+1s )
≤ ∆t
γ
N−1∑
n=0
‖dtηn+1 − ∂tηn+1‖2S +
γ∆t
4
N−1∑
n=0
‖δn+1s ‖2S .
In a similar way, we estimate the operator splitting error
∆t
N−1∑
n=0
Ros(δn+1v˜ − δn+1v ) = ∆t
N−1∑
n=0
∫ L
0
(
(σn+1n)|Γ + ρs v˜
n+1 − vn
∆t
)
· (δn+1v˜ − δn+1v )dx
≤ ∆t
2
ρs
N−1∑
n=0
∥∥∥∥(σn+1n)|Γ + ρs v˜n+1 − vn∆t
∥∥∥∥2
L2(0,L)
+
ρs
4
N−1∑
n=0
‖δn+1v − δn+1v˜ ‖2L2(0,L).
The final estimate follows by applying Lemma 2.
Lemma 2 (Consistency errors). The following inequalities hold:
∆t
N−1∑
n=0
‖dtun+1 − ∂tun+1‖2L2(Ω) . ∆t2‖∂ttu‖2L2(0,T ;L2(Ω)),
∆t
N−1∑
n=0
‖dtvn+1 − ∂tvn+1‖2L2(0,L) . ∆t2‖∂ttv‖2L2(0,T ;L2(0,L)),
∆t
N−1∑
n=0
‖dtηn+1 − ∂tηn+1‖2S . ∆t2‖∂ttη‖2L2(0,T ;H1(0,L)),
∆t2
N−1∑
n=0
∥∥∥∥(σn+1n)|Γ + ρsh v˜n+1 − vn∆t
∥∥∥∥2
L2(0,L)
. ∆t2‖ηn+1‖2l2(0,T ;H2(0,L)) + ∆t2‖∂ttvn+1‖2L2(0,T ;L2(0,L)).
Proof. Using the Cauchy-Schwartz inequality, we have
∆t
N−1∑
n=0
‖dtun+1 − ∂tun+1‖2L2(Ω) = ∆t
N−1∑
n=0
∫
Ω
∣∣∣∣ 1∆t
∫ tn+1
tn
(t− tn)∂ttu(t)dt
∣∣∣∣2dx
≤ 1
∆t
∫
Ω
N−1∑
n=0
(∫ tn+1
tn
|t− tn|2dt
∫ tn+1
tn
|∂ttu|2dt
)
dx ≤ ∆t
2
3
∫
Ω
∫ T
0
|∂ttu|2dtdx
. ∆t2‖∂ttu‖2L2(0,T ;L2(Ω)). (5.36)
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The next two inequalities could be shown in a similar way. To prove the last inequality, note that
v˜n+1 = un+1|Γ = ∂tηn+1 = vn+1. Thus, since the exact solution satisfies equations (3.3) and (3.4),
we have
∆t2
N−1∑
n=0
∥∥∥∥(σn+1n)|Γ + ρs v˜n+1 − vn∆t
∥∥∥∥2
L2(0,L)
= ∆t2
N−1∑
n=0
∥∥(σn+1n)|Γ + ρsdtvn+1∥∥2L2(0,L)
= ∆t2
N−1∑
n=0
∥∥C2∂xηn+1y + C1∂xxηn+1x + ρs(dtvn+1x − ∂tvn+1x )∥∥2L2(0,L)
+∆t2
N−1∑
n=0
‖ − C0ηn+1y − C2∂xηn+1x + ρs(dtvn+1y − ∂tvn+1y )
∥∥2
L2(0,L)
. ∆t3
N−1∑
n=0
‖ηn+1‖2H2(0,L) + ∆t
N−1∑
n=0
‖dtvn+1 − ∂tvn+1‖2L2(0,L)
. ∆t2‖ηn+1‖2l2(0,T ;H2(0,L)) + ∆t2‖∂ttvn+1‖2L2(0,T ;L2(0,L)).
The last line in the proof follows from (5.36) and the definition of the time discrete norms (5.5).
Lemma 3 (Interpolation errors). The following inequalities hold:
∆t
N−1∑
n=0
‖dtθn+1f ‖2L2(Ω) ≤ ‖∂tθf‖2L2(0,T ;L2(Ω)) . h2k‖∂tu‖2L2(0,T ;Hk+1(Ω)),
∆t
N−1∑
n=0
‖dtθn+1v ‖2L2(0,L) ≤ ‖∂tθv‖2L2(0,T ;L2(0,L)) ≤ Ch2k+2‖∂tv‖2L2(0,T ;Hk+1(0,L)),
∆t
N−1∑
n=0
‖θn+1f ‖2F . ∆t
N−1∑
n=0
h2k‖un+1‖2Hk+1(Ω) . h2k‖u‖2l2(0,T ;Hk+1(Ω)),
∆t
N−1∑
n=0
‖θn+1v ‖2S . h2k‖v‖2l2(0,T ;Hk+1(0,L)),
∆t
N−1∑
n=0
‖θn+1p ‖2L2(Ω) . h2s+2‖p‖2l2(0,T ;Hs+1(0,T )).
Proof. The last three inequalities follow directly from approximation properties (5.7)-(5.14). To prove
the first equality, we use the Cauchy-Schwarz inequality as follows
∆t
N−1∑
n=0
‖dtθn+1f ‖2L2(Ω) =
1
∆t
N−1∑
n=0
∥∥∥∥∫ tn+1
tn
∂tθ
n+1
f
∥∥∥∥2
L2(Ω)
≤ 1
∆t
N−1∑
n=0
∫
Ω
(
∆t
∫ tn+1
tn
|∂tθn+1f |2dt
)
dx
≤ ‖∂tθf‖2L2(0,T ;L2(Ω)) . h2k‖∂tu‖2L2(0,T ;Hk+1(Ω)). (5.37)
The second inequality is proved in an analogous way.
Lemma 4 (Discrete Gronwall’s inequality [22]). Let (kn)n≥0, (pn)n≥0 be two non-negative sequences,
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and g0 ≥ 0. Assume that the sequence (φn)n≥0 satisfies
φ0 ≤ g0,
φn ≤ g0 +
n−1∑
s=0
ps +
n−1∑
s=0
ksφs, ∀n ≥ 1. (5.38)
Then,
φn ≤
(
g0 +
n−1∑
s=0
ps
)
exp
(
n−1∑
s=0
ks
)
, ∀n ≥ 1. (5.39)
6. Numerical results
In this section we test the stability and convergence properties of the kinematically coupled scheme
on a benchmark problem. This is a slightly modified version of the fluid-structure benchmark intro-
duced in [13], which is commonly used to validate FSI solvers. The flow is driven by the inlet
time-dependent pressure data, which is a cosine pulse with maximum amplitude pmax = 2 × 104
dyne/cm2 lasting for tmax = 0.006 seconds (see Figure 2), while the outlet normal stress is kept at
zero:
pin(t) =
{ pmax
2
[
1− cos ( 2pittmax )] if t ≤ tmax
0 if t > tmax
, pout(t) = 0 ∀t ∈ (0, T ).
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Figure 2: The inlet pressure pulse.
It was shown in [10] that the classical Dirichlet-Neumann scheme is unconditionally unstable if
pstab < 1, where
pstab =
ρs
ρfµmax
, (6.1)
and µmax is the maximum eigenvalue of the added mass operator given by
µmax =
L
pi tanh
(
piR
L
) .
Therefore, we choose the geometric parameters and the values of the fluid and structure densities to
resemble the regime in which instabilities may occur. The domain geometry and the values of all the
fluid and structure parameters are given in Table 1. With this choice of parameters pstab = 0.015.
Problem (3.22)-(3.23) was solved over the time interval [0, 0.010]s. This is the time that it takes the
pressure pulse generated at the inlet to travel across the fluid domain and reach the outlet.
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Parameters Values Parameters Values
Radius R (cm) 0.5 Length L (cm) 6
Fluid density ρf (g/cm
3) 1 Dyn. viscosity µ (g/cm s) 0.035
Wall density ρs(g/cm
3) 1.1 Wall thickness  (cm) 0.1
Young’s modulus E(dyne/cm2) 5× 106 Poisson’s ratio σ 0.5
Table 1: Geometric parameters, and fluid and structural parameters.
To discretize the fluid problem in space, we use the Bercovier-Pironneau element spaces, also
known as the P1-iso-P2 elements, with the velocity mesh of size h, and the pressure mesh of size 2h.
To solve the structure problem we use the P1 elements on a conforming mesh.
Figure 3 shows the fluid pressure (colorbar) and velocity (streamlines) obtained using ∆t = 10−6
and h = 0.075 at three different times. The pressure wave travels from left to right, and reaches the
end of the domain at t = 0.01 s. The radial and longitudinal displacements at the corresponding
times are shown in Figures 4 and 5, respectively.
Figure 3: Snapshots of the pressure wave (colorbar) traveling from left to right superimposed with the velocity streamlines
at times t = 4 ms, t = 7 ms, and t = 10 ms.
In order to verify the time convergence estimates from Theorem 2, we fix h = L/80 = 0.075 cm
and define the reference solution to be the one obtained with ∆t = 10−6. Table 2 shows the relative
error between the reference solution and solutions obtained with ∆t = 10−4, 5 ·10−5, 10−5, and 5 ·10−6
for the fluid velocity uNh , structure displacement η
N
h , and the structure velocity v
N
h obtained at the
final time T = 0.01 s, indicating first-order in time convergence.
To study the convergence in space, we take ∆t = 10−5 and define the reference solution to be the
one obtained with h = L/640 = 9.4 · 10−3 cm. Table 3 shows relative errors between the reference
solution and the solutions obtain using h = L/40, L/80, L/160 and L/320, computed at time T = 0.01
s.
The unconditional stability of the scheme (3.22)-(3.23) was proved in Theorem 1. To numerically
support the energy estimate (4.3), we compute the total energy En = Ef (unh) + Ev(vnh) + Es(ηnh) of
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Figure 4: Radial displacement of the structure at times t = 4 ms, t = 7 ms, and t = 10 ms.
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Figure 5: Longitudinal displacement of the structure at times t = 4 ms, t = 7 ms, and t = 10 ms.
the system using different time steps. Note that the largest time step we can take to get a non-
zero solution is ∆t < tmax = 6 · 10−3. To show stability over a longer time period, we solve the
problem over the interval [0, 5] s. Figure 6 (left) shows the decay of the total energy En obtained
using ∆t = 10−3, 10−4, and 10−5.
To further emphasize the independence of the stability of the kinematically coupled scheme with
respect to the fluid and structure densities, we take ρs = ρf/4 = 0.25g/cm
3, in which case pstab =
0.0034, and recalculate the total energy En of the system using different time-steps. The decay of the
total energy obtained using ∆t = 10−3, 10−4, and 10−5 is shown on the Figure 6 (right).
7. Conclusions
In order to complete the theory behind the kinematically coupled scheme, in this manuscript we
analyze its stability and convergence properties. This is the first work that presents the a priori error
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∆t
‖uNh − uNref‖L2(Ω)
‖uNref‖L2(Ω)
rate
‖uh − uref‖l2(0,T ;F )
‖uref‖l2(0,T ;F )
rate
10−4 0.34 - 10 -
5× 10−5 0.25 0.42 4.8 1.04
10−5 0.08 0.73 0.6 1.29
5× 10−6 0.04 1.04 0.2 1.57
∆t
‖vNh − vNref‖L2(0,L)
‖vNref‖L2(0,L)
rate
‖ηNh − ηNref‖S
‖ηNref‖S
rate
10−4 0.35 - 5.5 · 10−5 -
5× 10−5 0.29 0.28 4.1 · 10−5 0.42
10−5 0.09 0.67 1.2 · 10−5 1.8
5× 10−6 0.05 1.03 5.5 · 10−6 1.08
Table 2: Convergence in time for the fluid velocity uNh , structure displacement η
N
h , and the structure velocity v
N
h , where
N denotes the solution computed at the final time T = 0.01 s.
h
‖uNh − uNref‖L2(Ω)
‖uNref‖L2(Ω)
rate
‖uh − uref‖l2(0,T ;F )
‖uref‖l2(0,T ;F )
rate
L/40 0.42 - 0.91 -
L/80 0.25 0.7 0.84 0.12
L/160 0.11 1.15 0.66 0.33
L/320 0.04 1.56 0.39 0.77
h
‖vNh − vNref‖L2(0,L)
‖vNref‖L2(0,L)
rate
‖ηNh − ηNref‖S
‖ηNref‖S
rate
L/40 0.73 - 0.56 -
L/80 0.46 0.67 0.37 0.57
L/160 0.21 1.11 0.19 0.93
L/320 0.08 1.46 0.10 0.97
Table 3: Convergence in space for the fluid velocity uNh , structure displacement η
N
h , and the structure velocity v
N
h ,
where N denotes the solution computed at the final time T = 0.01 s.
estimates which include the operator splitting error, and proves the optimal O(∆t) convergence in
time. Numerical experiments confirm the theoretical results.
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