INTRODUCTION
Since the advent of the Feynman-Kac formula (8, 9, 171 , the connections between function space integrals arising in probability theory and partial differential equations has been a field of active research. Recently, such connections have found applications in stochastic filtering theory [2, [12] [13] [14] . A prototypical estimation problem for random processes can be described as follows: Given a signal process (X~}IEtO,Tl and a related observation process VA,ElO,T,~ one wants to estimate E(X,/Y,, s E [0, r]) for some t E [0, r]. Depending on whether r < T, t = T, or t > T, the problem is referred to as a smoothing, filtering, or prediction problem. For (Xt)tE,o.r, a diffusion process, and a signal plus white noise model for ( Yl)rc,o.r,r Davis (21 has given a pathwise formulation of the filtering problem. This formulation involves expressing the filtered estimate as a function space integral that does not involve stochastic integration with respect to ( YIJIEtO.r,. Using the theory of multiplicative functionals of Markov processes, the problem is then converted to an equivalent problem of solving a deterministic p.d.e. in which the observation process acts like a parameter. This formulation has an advantage over conventional formulations in terms of being robust with respect to errors in the modelling of observation noise, in a precise sense. For a detailed discussion of this aspect, the reader is referred to the original paper of Davis [2] .
In this paper, we have given a similar formulation of the smoothing problem. The claim that this formulation is robust with respect to the errors in modelling the observation noise can be justified the same way as in [ 21. hence the arguments are not repeated. The techniques used here are quite different from those used in [2] and are more in the spirit of [S, 6] (see also ] 10, pp. 50-521). For the special case of t = T. this approach provides an alternative derivation for some of the results in [ 21.
The smoothing problem is much more difftcult than the filtering problem and has received comparatively less attention in literature (see, e.g., [ 11, 141) . Heuristically, the difficulty can be explained as follows. Unlike the filtering and prediction problems, smoothing takes into account both the past observations { Y,},E,o,tl and the future observations ( Y,},,,,.T,. If the signal is Markov and independent of the observation noise, the past and future observations are independent conditioned on X,, Y,, Since a time-reversed Markov process is Markov, they can be expected to play a symmetric but independent role. Thus the smoothing problem is essentially a compounding of two filtering-type problems placed back-to-back. This intuition is confirmed by our results. Another source of difftculty stems from the fact that, unlike filtering, there are two independent time points, t and T, with respect to which one may want to update the estimate.
The motivation behind parhwise p.d.e. formulations also comes from the fact that they provide a framework for developing approximate computational schemes. For filtering, this is done in [4] . It is hoped that the insight gained from the present work will provide the impetus for corresponding development in smoothing.
II. PRELIMINARIES
Let (Q,f,P) be a probability triple with (ft)rsto,rl, T < co, an increasing right-continuous family of complete sub-u-fields off: Let { Wt}IEt0.71 be an for t E [0, T], x, y E R. If in addition, q'(x, t) = (a/ax) q(x, t) exists, it is of class 1. If q"(x, t) = (a'/ax') q(x, t) also exists, it is of class 2. Finally, if 4(x, t) = (a/at) q(x, t) exists as well, it is said to be of class 3.
Coming back to (2.1), we make the following assumptions:
Al. m is of class 1 and u is of class 2.
A2. There exists a positive number or, such that
Under these conditions, it is well known [ 11, 161 that (2.1) has a unique strong solution which is strong Markov. Also, (Xl}rc,,,, r, has a.s. continuous sample paths and induces a probability measure P, on C[O, TI (the Banach space of continuous functions [0, T] + R with the supremum norm). Let E,V(. ) denote the expectation with respect to P,. Consider We make the following assumptions:
A3. P.Jj; u-' (X,y, s) m'(X,, s) ds < co) = 1. Px(ji u'(Xcr s) a'(X,. s) ds < co)= 1. has a unique strong solution which is strong Markov. In addition, suppose that A6. { r71}la,0.1, has a transition probability density p,(x, f/x0, t,), t > to,
which is twice differentiable in x and once in t.
One can give a stronger condition that will ensure that A6 holds PP. 1731). A6'. m;, a', a" are of class 0.
Under A6, p&z, t/x,,, to) satisfies the forward Kolmogorov equation [16, 161.
$ P&c t/x,, to) = +g b2(x9 t) P&v t/x09 to)] -i [m,(x, 0 pJx9 f/x0. to)1 P-6) for t > to, t, to E [0, T], with P&v to/x, f to) = 8(x -x0). We next derive a p.d.e. associated with the right-hand side of (2.9).
III. FUNCTION SPACE INTEGRALS AND P.D.E.S.
On a few occasions in this section, we shall implicitly use the FubiniTonelli theorem and differentation under the integral sign (cf. the last statement of the section). It is assumed that they are permissible wherever used. Define u: [0, T] x R -+ R by LEMMA 3.1. Remarks. The above results can also be obtained by using Donsker's delta function ([ 10, pp. 50-5 1 I). The arguments will be essentially identical. Letting g, (x, f> = h(.G t)/rVt), g,(x, t) = -h'(x. t),/r2(f).
g,(y. -G t) = yh"(X, t) a2(x, t) + h2(x, t) + Zyh'(x, t) 2h(x, t) i(t) - (4.
2)
The denominator is simply a normalising factor and thus we confine ourselves to evaluating 6 = ~ol@w4fPl. 
VI. CONCLUSIONS
The smoothing problem for Markov processes with noisy observations has been given an alternative formulation in terms of certain p.d.e.s. associated with it. These p.d.e.s. are deterministic, with the observation process appearing as a parameter. This formulation has the advantage of being robust with respect to the errors in modelling observation noise [2] .
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