The data-random graphs called proximity catch digraphs (PCDs) have been introduced recently and have applications in pattern recognition and spatial pattern analysis. A PCD is a random directed graph (i.e., digraph) which is constructed from data using the relative positions of the points from various classes. Different PCDs result from different definitions of the proximity region associated with each data point. We consider the underlying graphs based on a family of PCDs which is determined by a family of parameterized proximity maps called proportional-edge proximity map. The graph invariant we investigate is the relative edge density of the underlying graphs. We demonstrate that, properly scaled, relative edge density of the underlying graphs is a U -statistic, and hence obtain the asymptotic normality of the relative edge density for data from any distribution that satisfies mild regulatory conditions. By detailed probabilistic and geometric calculations, we compute the explicit form of the asymptotic normal distribution for uniform data on a bounded region. We also compare the relative edge densities of the two types of the underlying graphs and the relative arc density of the PCDs. The approach presented here is also valid for data in higher dimensions.
Introduction
Classification and clustering have received considerable attention in the probabilistic and statistical literature. In this article, the probabilistic properties of a graph invariant of a family of random graphs is investigated. Data-random digraphs are directed graphs in which each vertex corresponds to a data point, and directed edges (i.e., arcs) are defined in terms of some bivariate relation on the data. For example, nearest neighbor digraphs are defined by placing an arc between each vertex and its nearest neighbor. Priebe et al. (2001) introduced the class cover catch digraphs (CCCDs) in R and gave the exact and the asymptotic distribution of the domination number of the CCCDs for uniform data on bounded intervals. DeVinney et al. (2002) , Marchette and Priebe (2003) , Priebe et al. (2003a) , Priebe et al. (2003b) , and DeVinney and applied the concept in higher dimensions and demonstrated relatively good performance of CCCDs in classification. Their methods involve data reduction (i.e., condensing) by using approximate minimum dominating sets as prototype sets (since finding the exact minimum dominating set is an NP-hard problem in general -e.g., for CCCD in multiple dimensions -(see DeVinney and Priebe (2006) ). Furthermore the exact and the asymptotic distribution of the domination number of the CCCDs are not analytically tractable in multiple dimensions. For the domination number of CCCDs for one-dimensional data, a SLLN result is proved in DeVinney and Wierman (2003) , and this result is extended by (a) If the set E of edges result from a random process, then ρ(G n ) is a one-sample U -statistic of degree 2.
Moreover, if p e (i, j) = p e for all i = j, i, j = 1, 2, . . . , n (i.e., the edge probability is constant for each pair of vertices v i , v j ), then ρ(G n ) is an unbiased estimator of p e .
(b) If the set E of edges result from a random process, such that h e ij are identically distributed with p e (i, j) = p e for all i = j, i, j = 1, 2, . . . , n, and h e ij and h e kl are independent for distinct i, j, k, l, and ν e := Cov(h e ij , h e ik ) > 0 for all i = j = k, i, j, k = 1, 2, . . . , n, then √ n ρ(G n ) − p e ] L −→ N (0, 4 ν e ) as n → ∞, where L −→ stands for convergence in law or distribution and N (µ, σ 2 ) stands for the normal distribution with mean µ and variance σ 2 .
Proof: (a) Assume the edges E result from a random process and let G n be the corresponding graph. Let h e ij = I(v i v j ∈ E). Since the edge v i v j ∈ E can equivalently be expressed as v j v i ∈ E for all i, j, we have h Thus, ρ(G n ) is a one-sample U -statistic of degree 2 with symmetric kernel h e ij . Assume, moreover, P (v i v j ∈ E) = p e for all i = j, i, j = 1, 2, . . . , n. Then for i = j, we have E[h e ij ] = E[h e 12 ] = E[I(v 1 v 2 ∈ E)] = P (v 1 v 2 ∈ E) = p e . Hence p e is an estimable parameter of degree 2. Furthermore,
i<j p e = 2 n(n − 1) n(n − 1) 2 p e = p e .
Then, ρ(G n ) is actually an unbiased estimator of p e . (b) Assume the conditions for G n = (V, E) stated in the hypothesis. In part (a) we have shown that p e is an estimable parameter of degree 2, and ρ(G n ) is a one-sample U -statistic of degree 2 with symmetric kernel h ij ] = p e < ∞ and assuming ν e > 0, then the sharpest rate of convergence in the asymptotic normality of ρ(G n ) is (Callaert and Janssen (1978) ) as follows:
√ ν e ≤ t − Φ(t) ≤ C · p e · (4 ν e ) −3/2 · n −1/2 = C e p e n ν 3 e where C e is a constant and Φ(·) is the standard normal distribution function. Furthermore, we have The graph G n in Theorem 2.1 is not a deterministic graph, but a random one. In general a random graph is obtained by starting with a set of n vertices and adding edges between them at random. Most commonly studied is the Erdős-Rényi model, denoted G(n, p), in which every possible edge occurs independently with probability p (Erdős and Rényi (1959) ). Notice that the random graph G(n, p) satisfies part (a) of Theorem 2.1, so the relative edge density of G(n, p) is a U -statistic; however, the asymptotic distribution of its relative edge density is degenerate (with ρ(G(n, p)) L −→ p as n → ∞) since the covariance term is zero due to the independence between the edges.
Relative Arc Density of Digraphs
Let D n = (V, A) be a digraph with vertex set V = {v 1 , v 2 , . . . , v n } and arc set A. The relative arc density of the digraph D n which is of order |V| = n, denoted ρ(D n ), is defined as
.
Thus ρ(D n ) represents the ratio of the number of arcs in the digraph D n to the number of arcs in the complete digraph of order n, which is n(n − 1). If D n = (V, A) is a random digraph in which arcs result from a random process, the arc probability between vertices v i , v j is defined as p a (i, j) := P ((v i , v j ) ∈ A) for all i = j, i, j = 1, 2, . . . , n.
Theorem 2.2. (Main Result 2) Let D n = (V, A) be a digraph of order n with V = {v 1 , v 2 , . . . , v n } and let g ij := I((v i , v j ) ∈ A).
(a) If the set A of arcs result from a random process, then ρ(D n ) is a one-sample U -statistic of degree 2. Moreover, if p a (i, j) = p a for all i = j, i, j = 1, 2, . . . , n, (i.e., the arc probability is constant for each pair of vertices v i , v j ), then ρ(D n ) is an unbiased estimator of p a .
(b) If the set A of arcs result from a random process such that g ij are identically distributed with p a (i, j) = p a for all i = j, i, j = 1, 2, . . . , n, g ij and g kl are independent for i = k and j = l (i.e., g ij and g kl are independent for distinct i, j, k, l and g ij and g ji are independent), and Cov(g ij , g kl ) > 0 for all i = j and k = l and exactly one of i, j is equal to exactly one of k, l for i, j, k, l = 1, 2, . . . , n, then Proof: (a) Assume that the arcs A result from a random process and let D n be the corresponding digraph. Let g ij = I((v i , v j ) ∈ A). The arcs (v i , v j ) ∈ A and (v j , v i ) ∈ A are distinct for i = j, so g ij is not symmetric in i, j. But we can define a symmetric kernel as h a ij = (g ij + g ji )/2. Then we have, |A| = i<j h a ij . So
Thus, ρ(D n ) is a one-sample U -statistic of degree 2 with symmetric kernel h a ij . Assume, moreover, P ((v i , v j ) ∈ A) = p a for all i = j, i, j = 1, 2, . . . , n. Then for i = j, we have
Hence p a is an estimable parameter of degree 2. Furthermore,
Then, ρ(D n ) is actually an unbiased estimator of p a . (b) Assume the conditions for D n = (V, A) stated in the hypothesis. In part (a) we have shown that p a is an estimable parameter of degree 2, and ρ(D n ) is a one-sample U -statistic of degree 2 with symmetric kernel h 1) ). Hence ν a < ∞ as well. Then by Theorem 3.3.13 in Randles and Wolfe (1979) , we have
Notice that
is the symmetric arc probability in D n . Assuming ν a > 0, then the sharpest rate of convergence in the asymptotic normality of ρ(D n ) is (Callaert and Janssen (1978) ) as follows:
where C a is a constant. Furthermore, we have
The digraph D n in Theorem 2.2 is not a deterministic digraph, but a random one. In general a random digraph, just like a random graph, can be obtained by starting with a set of n vertices and adding arcs between them at random. We can consider the counterpart of the Erdős-Rényi model for digraphs, denoted D(n, p), in which every possible arc occurs independently with probability p (Erdős and Rényi (1959) ). Notice that the random digraph D(n, p) satisfies part (a) of Theorem 2.2, so the relative arc density of D(n, p) is a U -statistic, however, the asymptotic distribution of its relative arc density is degenerate (with ρ(D(n, p)) L −→ p as n → ∞) since the covariance term is zero due to the independence between the arcs.
Relative Edge Density of Underlying Graphs Based on PCDs

Proximity Catch Digraphs and the Corresponding Underlying Graphs
Let (Ω, M) be a measurable space and d(·, ·) : Ω × Ω → [0, ∞) be any distance function. Consider N : Ω → P(Ω), where P(·) represents the power set functional. Then given Y m ⊂ Ω, the proximity map N (·) associates with each point x ∈ Ω a proximity region N (x) ⊆ Ω. The region N (x) is defined in terms of the distance between x and Y m . Define the data-random PCD, D n , with vertex set V = {X 1 , X 2 , . . . , X n } and arc set A by (X i , X j ) ∈ A ⇐⇒ X j ∈ N (X i ) where point X i "catches" point X j . The random digraph D n depends on the (joint) distribution of the X i and on the map N (·). The adjective proximity -for the catch digraph D n and for the map N (·) -comes from thinking of the region N (x) as representing those points in Ω "close" to x (Toussaint (1980) and Jaromczyk and Toussaint (1992) ). The Γ 1 -region Γ 1 (·, N ) : Ω → P(Ω) associates the region Γ 1 (x, N ) := {z ∈ Ω : x ∈ N (z)} with each point x ∈ Ω. A Γ 1 -region is sort of a "dual" of the corresponding proximity region and is closely associated with domination number being equal to one. If X 1 , X 2 , . . . , X n are Ω-valued random variables, then the N (X i ) (and Γ 1 (X i , N )), i = 1, 2, . . . , n are random sets. If the X i are independent and identically distributed, then so are the random sets N (X i ) (and Γ 1 (X i , N )).
If X 1 , X 2 , . . . , X n iid ∼ F , then, by Theorem 2.2, the relative arc density of the associated data-random proximity catch digraph, D n , denoted ρ(D n ), is U -statistic. See Ceyhan et al. ( , 2006 for its derivation and other details.
The underlying graph of a digraph is the graph obtained by replacing each arc (u, v) ∈ A or each symmetric arc, {(u, v), (v, u)} ⊂ A by the edge uv. The former underlying graph will be referred as the OR-underlying graph, while the latter as the AND-underlying graph. That is, the AND-underlying graph for digraph D n = (V, A) is the graph G and (D n ) = (V, E and ) where E and is the set of edges such that uv ∈ E and iff (u, v) ∈ A and (v, u) ∈ A. The OR-underlying graph for D n = (V, A) is the graph G or (D n ) = (V, E or ) where E or is the set of edges such that uv ∈ E or iff (u, v) ∈ A or (v, u) ∈ A.
Consider the data-random PCD, D n , with vertex set V = {X 1 , X 2 , . . . , X n } and arc set A defined by (X i , X j ) ∈ A ⇐⇒ X j ∈ N (X i ). The AND-underlying graph, G and , of D n with the vertex set V and the edge set E and is defined by X i X j ∈ E and iff (X i , X j ) ∈ A and (X j , X i ) ∈ A. Likewise, the OR-underlying graph, G or , of D n with the vertex set V and the edge set E or is defined by
Relative Arc Density of the Proximity Catch Digraphs
The relative arc density of the PCD, D n , is denoted as
) is the number of arcs between X i and X j in D n . Note that h ij is a symmetric kernel with finite variance since 0 ≤ h ij ≤ 1. Moreover, ρ(D n ) is a random variable that depends on n, F , and
where
which is the arc probability for the PCD,
Expanding this expression, we have
As in Section 2.2, we have
Moreover, the covariance is as follows
The digraph D n is a random digraph where the arc probability is P ((X i , X j ) ∈ A) = p a (N ) for i = j and is an estimable parameter of degree 2. Using Equation (1), we have that ρ(D n ) is an unbiased estimator of p a (N ). Notice that for PCDs, the set of vertices V = X n is a random sample from a distribution F (i.e., the vertices directly result from a random process), and the arcs are defined based on the random sets (i.e., proximity regions) N (X i ) as described before. Hence the set of arcs A (indirectly) result from a random process such that g ij are identically distributed and g ij and g kl are independent for i = k and j = l. Furthermore, we have ν a (N ) := Cov [h ij , h ik ] < ∞ as before. Then we have the following corollary to the Main Result 2.
Corollary 3.1. The relative arc density, ρ(D n ), of the PCD, D n , is a one-sample U -statistic of degree 2 and is an unbiased estimator of p a (N ). If, additionally,
In the above corollary,
The pair (h 12 , h 13 ) is a bivariate discrete random variable with nine possible values:
(h 12 , h 13 ) ∈ {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2)}.
Then finding the joint distribution of (h 12 , h 13 ) is equivalent to finding the joint probability mass function of (h 12 , h 13 ).
First, note that (h 12 , h 13 ) = (0, 0) iff g 12 = g 21 = g 13 = g 31 = 0 iff
Furthermore, by symmetry, P ((h 12 , h 13 ) = (0, 1)) = P ((h 12 , h 13 ) = (1, 0)), P ((h 12 , h 13 ) = (0, 2)) = P ((h 12 , h 13 ) = (2, 0)), and P ((h 12 , h 13 ) = (1, 2)) = P ((h 12 , h 13 ) = (2, 1)). So it suffices to calculate one of each pair of the probabilities in the above cases.
Finally, (h 12 , h 13 ) = (2, 2) iff g 12 = g 21 = g 13 = g 31 = 1 iff
Hence P ((h 12 , h 13 ) = (2, 2)) = P ({X 2 , X 3 } ⊂ (N (X 1 ) ∩ Γ 1 (X 1 , N ))). Finally, P ((h 12 , h 13 ) = (1, 1)) can be found by subtracting the sum of the probabilities in the other cases from 1.
Relative Edge Density of the AND-Underlying Graphs Based on PCDs
The relative edge density of the AND-underlying graph, G and (D n ), based on the PCD, D n , is denoted as ρ and (D n ). 
3.4.1 The Joint Distribution of (h 
Proportional-Edge Proximity Maps and the Associated Regions
Let Ω = R 2 and Y 3 = {y 1 , y 2 , y 3 } ⊂ R 2 be three non-collinear points. Denote by T (Y 3 ) the triangle (including the interior) formed by these three points. For r ∈ [1, ∞] define N r P E (x) to be the proportional-edge proximity map with parameter r and Γ r 1 (x) := Γ 1 (x, N r P E ) to be the corresponding Γ 1 -region as follows; see also Figures 1 and 2. Let "vertex regions" R(y 1 ), R(y 2 ), R(y 3 ) partition T (Y 3 ) using segments from the center of mass of T (Y 3 ) to the edge midpoints. For x ∈ T (Y 3 ) \ Y 3 , let v(x) ∈ Y 3 be the vertex whose region contains x; x ∈ R(v(x)). If x falls on the boundary of two vertex regions, or at the center of mass, we assign v(x) arbitrarily. Let e(x) be the edge of
Let T r (x) be the triangle similar to and with the same orientation as T (Y 3 ) having v(x) as a vertex and ℓ r (v(x), x) as the opposite edge. Then the proportional-edge proximity region N r P E (x) is defined to be T r (x) ∩ T (Y 3 ). Furthermore, let ξ i (x) be the line such that
Notice that X i iid ∼ F , with the additional assumption that the non-degenerate two-dimensional probability density function f exists with support in T (Y 3 ), implies that the special cases in the construction of N r P E -X falls on the boundary of two vertex regions, or at the center of mass, or X ∈ Y 3 -occur with probability zero. Note that for such an F , N r P E (x) is a triangle a.s. and Γ r 1 (x) is a convex or nonconvex polygon.
Figure 1: Construction of proportional-edge proximity region, N r=2 P E (x) (shaded region) for an x ∈ R(y 1 ).
Figure 2: Construction of the Γ 1 -region, Γ r=2 1 (x) (shaded region) for an x ∈ R(y 1 ).
Relative Edge Density of the Underlying Graphs of Proportional-Edge PCDs
Let X n = {X 1 , X 2 , . . . , X n } be a sample from a distribution F with support in T (Y 3 ). Let D n (r) be the proportional edge PCD with vertex set V = X n and arc set A defined by (X i , X j ) ∈ A ⇐⇒ X j ∈ N r P E (X i ). Consider the underlying graphs of the data-random PCD, D n (r). Recall that
The relative edge density ρ and n (r) := ρ and (D n (r)) depends on n explicitly, and on F and N r P E implicitly. The expectation E ρ and n (r) , however, is independent of n and depends on only F and N 
The variance 
provided ν and (F, r) > 0. The asymptotic variance of ρ and n (r) is 4 ν and (F, r) and depends on only F and N r P E . Thus we need determine only p and (F, r) and ν and (F, r) in order to obtain the normal approximation 
(X 1 )) = 1. Hence ν and (r = ∞) = 0. Therefore, the CLT result in Equation (10) For
(X 1 )) = 1. Hence ν or (r = ∞) = 0. Therefore, the CLT result for the OR-underlying case does not hold for r = ∞. Moreover ρ Remark 3.5. Relative Arc Density of Proportional-Edge PCDs:
provided ν(r) > 0. The explicit forms of asymptotic mean p(r) and variance 4 ν(r) for uniform data are provided in Ceyhan et al. (2006) .
Asymptotic Distribution of Relative Edge Density for Uniform Data
is the the uniform distribution on the triangle T (Y 3 ). We first present a "geometry invariance" result which will simplify our subsequent analysis by allowing us to consider the special case of the equilateral triangle. Let ρ Proof: A composition of translation, rotation, reflections, and scaling will take any given triangle
. Investigation of the Jacobian shows that φ also preserves uniformity. Furthermore, the composition of φ with the rigid motion transformations and scaling maps the boundary of the original triangle T o to the boundary of the equilateral triangle T e , the median lines of T o to the median lines of T e , and lines parallel to the edges of T o to lines parallel to the edges of T e . (A median line in a triangle is the line joining a vertex with the center of mass.) Since the joint distribution of any collection of the h and ij (r) and h or ij (r) involves only probability content of unions and intersections of regions bounded by precisely such lines, and the probability content of such regions is preserved since uniformity is preserved, the desired result follows.
Based on Theorem 4.1, for our proportional-edge proximity map and the uniform data, we may assume that T (Y 3 ) is a standard equilateral triangle, T e , with vertices Y 3 = {(0, 0), (1, 0), (1/2, √ 3/2)}, henceforth. In the case of the (proportional-edge proximity map, uniform data) pair, the asymptotic distribution of ρ and n (r) and ρ or n (r) as a function of r can be derived. Recall that p and (r) = E h and
) are the edge probabilities in the AND-and OR-underlying graphs, respectively. 
where the asymptotic means are
for r ∈ [4/3, 3/2),
for r ∈ [3/2, 2),
and the asymptotic variances are
The explicit forms of ϑ and i (r) and ϑ or i (r) are provided in Appendix Sections 1 and 2, and the derivations of p and (r), ν and (r), p or (r), and ν or (r) are provided in Appendix Section 3.
The expectation E h and 12 (r) = p and (r) is as in Equation (12); and E [h or 12 (r)] = p or (r) is as in Equation (13) (see Figure 4 . Notice that µ and (r = 1) = 0 and lim r→∞ p and (r) = 1 (at rate O(r −1 )); and µ or (r = 1) = 37/108 and lim r→∞ p or (r) = 1 (at rate O(r −1 )). To illustrate the limiting distribution, for example, r = 2 yields √ n(ρ By construction of the underlying graphs, there is a natural ordering of the means of relative arc and edge densities.
Lemma 4.3. The means of the relative edge densities and arc density (i.e., the edge and arc probabilities) have the following ordering: p and (r) < p(r) < p or (r) for all r ∈ [1, ∞). Furthermore, for r = ∞, we have p and (r) = p(r) = p or (r) = 1.
Proof: Recall that p and (r) = E[ρ and
with probability 1 for all r ≥ 1 with equality holding for r = ∞ only. Then the desired result follows (See also Figure 3) .
Note that the above lemma holds for all X i that has a continuous distribution on T (Y 3 ). There is also a stochastic ordering for the relative edge and arc densities as follows. 
Proof: Above we have proved that p and (r) < p(r) < p or (r) for all r ∈ [1, ∞). For small r (r 1.8) the asymptotic variances have the same ordering, 4 ν and (r) < 4 ν(r) < 4 ν or (r). Since ρ and n (r), ρ n (r), ρ or n (r) are asymptotically normal, then the desired result follows (See also Figure 3) .
We assess the accuracy of the asymptotic normality for finite sample data based on Monte Carlo simulations. We generate n X points independently uniformly in the standard equilateral triangle T e . For each data set generated, we calculate the relative edge density values for the AND-and OR-underlying graphs based on the proportional-edge PCD with r = 2. We replicate the above process N mc = 1000 times for each of n = 10, 20, and 100. We plot the histograms of the relative edge densities of the AND-and OR-underlying graphs using the simulated data and the corresponding (asymptotic) normal curves in Figures 5 and 6 , respectively. Notice that, for r = 2, the normal approximation is accurate even for small n although kurtosis may be indicated for n = 10 in the AND-underlying case, and skewness may be indicated for n = 10 in the OR-underlying case. We also investigate the behavior of the relative edge densities for extreme values of n and r. So we generate n = 10 X points and calculate the relative edge densities for r = 1.05 and r = 5. We repeat the above procedure N mc = 10000 times and plot the histograms of the relative edge densities in Figures 7 and 8 , which demonstrate that severe skewness is obtained for these extreme values of n and r. The finite sample variance and skewness may be derived analytically in much the same way as was 4 ν and (r) (and 4 ν or (r)]) for the asymptotic variance. In fact, the exact distribution of ρ Let γ n (r) be the domination number of the proportional-edge PCD based on X n which is a random sample from U(T (Y 3 )). Additionally, let γ and n (r) and γ or n (r) be the domination numbers of the AND-and OR-underlying graphs based on the proportional-edge PCD, respectively. Then we have the following stochastic ordering for the domination numbers. 
] for some i = j. So it follows that P (γ and n (r) ≤ 2) < P (γ n (r) ≤ 2) < P (γ or n (r) ≤ 2). Since P (γ n (r) ≤ 3) = 1 (Ceyhan and Priebe (2005) ), it follows that P (γ or n (r) ≤ 3) = 1 also holds since P (γ n (r) ≤ 3) ≤ P (γ or n (r) ≤ 3). Hence the desired stochastic ordering follows. Note the stochastic ordering in the above theorem holds for any continuous distribution F with support being in T (Y 3 ). For r = ∞, we have γ or n (r) = γ n (r) = γ and n (r) = 1 a.s. as described in Section 3.5, where for X i ∈ T j , the three points in Y m defining the Delaunay triangle T j are used as Y [j] . We investigate the relative edge densities of the underlying graphs based on the proportional-edge PCD. We consider various versions of the relative edge density in the multiple triangle case.
First Version of Relative Edge Density in the Multiple Triangle Case
For J m > 1, as in Section 3.6, let ρ and I,n (r) = 2 |E and | /(n (n − 1)) and ρ or n (r) = 2 |E or | /(n (n − 1)). Let E and [i] be the number of edges and ρ 
as n → ∞, where p and (m, r) = p and (r) with p and (r) and ν and (r) being as in Equations (12) and (14), respectively. The asymptotic distribution of ρ or I,n (r) with r ∈ [1, ∞) is similar.
The proof is provided in Appendix 4. By an appropriate application of the Jensen's inequality, we see
. So the covariance above is zero iff ν and (r) = 0 and
asymptotic normality may hold even though ν and (r) = 0. That is, ρ and I,n (r) has the asymptotic normality for r ∈ {1, ∞} also provided that
. The same holds for the OR-underlying case (for r = ∞). (r) are asymptotically independent, Ξ and n (r), ρ and I,n (r) are asymptotically normal; i.e., for large n their distribution is approximately N ( p and (m, r) , 4 ν and (m, r)/n). A similar result holds for the OR-underlying case.
Other Versions of Relative Edge Density in the Multiple Triangle Case
In Section 5.1, the denominator of ρ and I,n (r) has n(n − 1)/2 as the maximum number of edges possible. However, by definition, given the n i we can at most have a graph with J m complete components, each with order n i for i = 1, 2, . . . , J m . Then the maximum number of edges possible is n t := 
A similar result holds for the OR-underlying case also. 
as n → ∞, wherep and (m, r) = p and (r) andν and (m, r) = ν and (r)
with p and (r) and ν and (r) being as in Equations (12) and (14), respectively. The asymptotic distribution of ρ or II,n (r) with r ∈ [1, ∞) is similar.
The proof is provided in Appendix 5. Notice that the covarianceν and (m, r) is zero iff ν and (r) = 0. The OR-underlying case is similar. 
Extension to Higher Dimensions
Let S r (x) be the polytope similar to and with the same orientation as S having v(x) as a vertex and η r (v(x), x) as the opposite face. Then the proportional-edge proximity region N r P E (x) := S r (x) ∩ S(Y d+1 ). Furthermore, let ζ i (x) be the hyperplane such that
Notice that r ≥ 1 implies x ∈ N r P E (x) and x ∈ Γ r 1 (x). Theorem 4.1 generalizes, so that any simplex S in R d can be transformed into a regular polytope (with edges being equal in length and faces being equal in volume) preserving uniformity. Delaunay triangulation becomes Delaunay tessellation in R d , provided no more than d + 1 points being cospherical (lying on the boundary of the same sphere). In particular, with d = 3, the general simplex is a tetrahedron (4 vertices, 4 triangular faces and 6 edges), which can be mapped into a regular tetrahedron (4 faces are equilateral triangles) with vertices (0, 0, 0) (1, 0, 0) (1/2, √ 3/2, 0), (1/2, √ 3/4, √ 3/2). Asymptotic normality of the U -statistic holds for d > 2 in both underlying cases.
Discussion and Conclusions
In this article, we demonstrate that the relative edge density of random graphs and relative arc density of random digraphs are one-sample U -statistics of degree 2. Then, we specify the conditions under which the asymptotic normality of the relative densities follows for the random graphs and digraphs. We consider the asymptotic distribution of the relative edge density of the underlying graphs based on (parametrized) proportional-edge proximity catch digraphs (PCDs). In particular, we consider the AND-and OR-underlying graphs based on the proportional-edge PCD; and derive the asymptotic distribution of the relative edge density using the central limit theory of U -statistics. We compute the asymptotic mean and variance of the limiting normal distribution for uniform data based on detailed geometric calculations. Moreover, we compare the asymptotic distributions of the relative edge densities of the underlying graphs and of the relative arc density of the PCDs.
The PCDs have applications in classification and spatial pattern analysis. Ceyhan et al. (2006) showed that the relative (arc) density of the proportional-edge PCDs is a U -statistic and used it for testing bivariate spatial patterns. The relative edge densities of the underlying graphs based on this PCD can be employed for the same purpose. More specifically, the relative edge densities can be employed for testing the complete spatial randomness (CSR) of two or more classes of points against the segregation or association of the points from the classes. CSR is roughly defined as the lack of spatial interaction between the points in a given study area. In particular, the null hypothesis can be assumed to be CSR of X points, i.e., the uniformness of X points in the convex hull of Y points. Segregation is the pattern in which points of one class tend to cluster together, i.e., form one-class clumps. On the other hand, association is the pattern in which the points of one class tend to occur more frequently around points from the other class. Under the segregation alternative, the X points will tend to be further away from Y points and under the association alternative X points will tend to cluster around the Y points. Such patterns can be detected by the test statistics based on the relative edge densities, since under segregation we expect them to be smaller, and under association they tend to be larger. Moreover, the underlying graphs can also be used in pattern classification as outlined in Priebe et al. (2003a) . Finally, the methodology described here is also applicable to PCDs in higher dimensions. and and 
Appendix 3: Derivation of the Asymptotic Mean and Variance for Uniform Data
In the standard equilateral triangle, let y1 = (0, 0), y2 = (1, 0), y3 = 1/2, √ 3/2 , MC be the center of mass, Mi be the midpoints of the edges ei for i = 1, 2, 3. Then MC = 1/2, √ 3/6 , M1 = 3/4, √ 3/4 , M2 = 1/4, √ 3/4 , M3 = (1/2, 0). Let Xn be a random sample of size n from U(T (Y3)). For x1 = (u, v), ℓr(x1) = r v+r √ 3 u− √ 3 x. Next, let N1 := ℓr(x1)∩e3 and N2 := ℓr(x1) ∩ e2. First we find µ and (r) for r ∈ (1, ∞). Observe that, by symmetry,
where Ts is the triangle with vertices y1, M3, and MC . Let ℓs(r, x) be the line such that r d(y1, ℓs(r, x)) = d(y1, e1), so ℓs(r, x) = √ 3 (1/r − x). Then if x1 ∈ Ts is above ℓs(r, x) then N r P E (x1) = T (Y3), otherwise, N r P E (x1) T (Y3). To compute µ and (r), we need to consider various cases for N Figure 15 for the illustration of these vertices and below for their explicit forms.
Figure 13: The cases for relative position of ℓ s (r, x) with various r values. These are the prototypes for various types of N r P E (x 1 ).
, G4 = (
; P1 = 1/2, √ 3/6 2 √ 3r y + 6 r x − 3 , and P2 = −1/2 + ( √ 3r y + 3 r x)/2, − √ 3/6 −3 + √ 3r y + 3 r x ;
, and L6 =
; N1 = √ 3r y/3 + r x, 0 , N2 = √ 3r y/6 + r x/2, √ 3 √ 3y/6 + 3 x r , and
. Let P(a1, a2, . . . , an) denote the polygon with vertices a1, a2, . . . , an. For r ∈ 1, 4/3 , there are 14 cases to consider for calculation of p and (r) in the AND-underlying version. Each of these cases correspond to the regions in Figure 16 , where Case 1 corresponds to Ri for i = 1, 2, 3, 4, and Case j for j > 1 corresponds to Rj+3 for j = 1, 2, . . . , 14. These regions are bounded by various combinations of the lines defined below.
Let ℓam(x) be the line joining y1 to MC , then ℓam(
√ 3/2, and r13(x) = − (−1 + x) √ 3/3. Furthermore, to determine the integration limits, we specify the x-coordinate of the boundaries of these regions using s k for k = 0, 1, . . . , 14. See also Figure 16 for an illustration of these points whose explicit forms are provided below. s0 = 1 − 2 r/3, s1 = 3/2 − r, s2 = 3/(8 r), s3 = −3 r+2 r 2 +3 6r , s4 = 1 − r/2, s5 = 2 r−r 2 +1 4r , s6 = 1/(2 r), s7 = 3 2 (2 r 2 +1) , s8 = 9−3 r 2 +2 r 3 −2 r 6(r 2 +1)
, s9 = 1/ (r + 1), s10 = −3 r+2 r 2 +4 6r , s11 = 3 r/8, s12 = 6 r−3 r 2 +4 12r , s13 = 3/2 − 5 r/6, and s14 = r − 1/2 − r 3 /8.
Below, we compute P (X2 ∈ N r P E (X1) ∩ Γ r 1 (X1), X1 ∈ Ts) for each of the 14 cases: Case 1:
where A(P(G1, N1, N2, G6)) = √ 3/36
. y 2 = (1, 0) y 1 = (0, 0)
Figure 14: The prototypes of the six cases of Γ r 1 (x) for x ∈ T s for r ∈ [1, 4/3).
Case 2:
A(T (Y3)) 2 dydx = 9 r 5 + 23 r 4 + 24 r 3 + 24 r 2 + 13 r + 3 (r − 1) 4 96 r 6 (r + 1)
24 r 2 . Case 3: where A(P(G1, G2, Q1, P2, M3, G6)) = − √ 3 −4 √ 3r y − 12 x + 4 y 2 + 4 r 2 y 2 − 12 r + 9 r 2 + 12 r x + 4 r 4 y 2 − 12 x 2 r 2 − 24 r 3 x + 12 r 4 x 2 + 8 r
Case 4:
where A(P(G1, M1, L2, Q1, P2, M3, G6)) = − √
Case 5:
where A(P(G1, M1, L2, Q1, P2, M3, G6)) = −
12 r 2 . Case 6: where A(P(G1, M1, L2, Q1, P2, M3, G6)) = − √ 3 6 x + 3 r 2 − 2 √ 3y + 2 √ 3r 2 y + 2 r 4 y 2 − 4 r 3 √ 3y + 4 √ 3y x + 2 r 2 y 2 + 4 r 4 √ 3y x − 6 x 2 r 2 − 12 r 3 x + 6 r 4 x 2 + 6 r 2 x − 3 12 r 2 .
Case 8: Case 9: Case 10: Case 11:
ℓam (x) where A(P(G1, M1, L2, Q1, Q2, L5, M3, G6)) = − √ 3 6 x + 3 r 2 − 4 r 2 x √ 3y − 4 y 2 − 6 x 2 r 2 + 2 r
Case 12:
A(P (G1, G2 Case 13: Case 14: The µ and (r) values for the other intervals can be calculated similarly. For r = ∞, µ and (r) = 1 follows trivially.
Derivation of ν and (r) in Theorem 4.2
. For r ∈ 6/5, √ 5 − 1 , there are 14 cases to consider for calculation of ν and (r) in the AND-underlying version: Case 1:
where A(P(G1, N1, N2, G6))
36 r 2 . Case 2: √ 3y x + 6 − 12 x 2 r 2 − 12 x − 12 r − 24 r 3 x + 12 r 4 x 2 + 9 r 2 + 12 r x − 4 √ 3r y + 12 x 2 + 4 √ 3y + 12 r 2 x 24 r 2 .
Case 4: where A(P(G1, M1, L2, Q1, P2, M3, G6)) = − √ 3 −6 x 2 r 2 − 3 + 6 x − 12 r 3 x + 6 r 4 x 2 − 4 r 3 √ 3y + 4 √ 3y x + 4 r 4 √ 3y x + 2 r 4 y 2 + 3 r 2 + 2 √ 3r 2 y − 2 √ 3y + 2 r 2 y 2 + 6 r 2 x 12 r 2 .
Case 5: 12 r 2 .
Case 6: where A(P(G1, M1, P1, P2, M3, G6)) = − √ 3(−4 r 3 √ 3y−12 r 3 x+3 r 2 +6 r 4 √ 3y x+9 r 4 x 2 +3 r 4 y 2 +y 2 +2 √ 3y x+3 x 2 ) 12 r 2 . Case 7: where A(P(G1, M1, L2, Q1, P2, M3, G6)) = − √ 3 −6 x 2 r 2 − 3 + 6 x − 12 r 3 x + 6 r 4 x 2 − 4 r 3 √ 3y + 4 √ 3y x + 4 r 4 √ 3y x + 2 r 4 y 2 + 3 r 2 + 2 √ 3r 2 y − 2 √ 3y + 2 r 2 y 2 + 6 r 2 x 12 r 2 .
Case 8: Case 9: Case 10: Case 11: where A(P(G1, M1, L2, Q1, Q2, L5, M3, G6
x − 12 r 3 x + 3 r 4 x 2 + 3 r 2 + 2 r 4 √ 3y x + r 4 y 2 + 2 √ 3y + 12 r 2 x − 6 12 r 2 .
A(P(G1, G2, Q1, N3, L4, L5, M3, G6)) Case 13: Case 14: where A(P(A, N1, Q1, L3, L4, Q2, N2)) = √ 3 4 r y 2 + 12 x + 9 r − 12 + 9 r 3 x 2 + 12 r x − 12 r x 2 − 4 √ 3r 2 y + 4 √ 3r y + 6 √ 3r 3 y x + 3 r 3 y 2 − 12 r 2 x − 4 √ 3y 24 r . where A(P(A, N1, Q1, L3, N3, N2)) = √ 3 −6 x − 12 r + 6 r 2 + 6 r x + 2 √ 3r 2 y − r 2 y 2 − 2 √ 3y x + r 4 y 2 + 5 y 2 − 2 r 2 x √ 3y + 2 r 4 √ 3y x + 2 √ 3r y − 2 r 3 √ 3y − 3 x 2 r 2 − 6 r 3 x + 3 r 4 x 2 − 2 √ 3y + 3 x 2 + 6 r 2 x + 6 6 r 2 .
Adding up the P (X2 ∈ N But, by definition of N r P E (·) and Γ r 1 (·), if X 1 and X 2 are in different triangles, then P (X 2 ∈ N r P E (X 1 )∩Γ r 1 (X 1 )) = 0. So by the law of total probability p and (r) := P (X 2 ∈ N r P E (X 1 ) ∩ Γ r 1 (X 1 ))
p and (r) P ({X 1 , X 2 } ⊂ T i ) (since P (X 2 ∈ N r P E (X 1 ) ∩ Γ r 1 (X 1 ) | {X 1 , X 2 } ⊂ T i ) = p and (r)) = p and (r)
. where p and (r) is given by Equation (12).
Likewise, we get p or (r) = p or (r)
where p or (r) is given by Equation (13). 
