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Preface
Science is one of the most powerful tools humanity has at its disposal. It helps
us to understand at least a part of the world we live in, and it provides us
with intellectual and practical tools; eventually, it can lead to a better world.
The interplay between theory and experiment is one of the fundamental
mechanisms governing the working of the scientiﬁc endeavour. A theory
needs experiments to be validated (or falsiﬁed), but at the same time can
point in the direction of novel experiments. Experiments, while being the
ultimate test for a theory, ﬁnd in that same theory their reason of being.
This close connection between theory and experiment, though, comes
about through a long path. The ﬁrst step in the construction of a plausible
explanation for a physical problem can rely on the building of a “toy” model
that is not (yet) detailed enough to be accurately compared to realistic situ-
ations, but that is simple enough to be thoroughly analyzed and give insight
into the fundamental mechanisms at play. The work contained in this thesis
has used this approach to tackle one of the oldest physical problems, friction.
The way friction works at a microscopic level has not been well-understood
up to this day: this work wants to give a little contribution in the direction
of the unraveling of this fascinating topic. The rest of this thesis describes in
detail the work that kept me busy for about 4 years: here, I want to thank
the people who made the completion of this book possible.
Ted Janssen gave me the possibility to become a PhD at the University of
Nijmegen, and discussing with him has always been stimulating and a source
of food for the mind.
Annalisa Fasolino has made of me a scientist, teaching me both the tech-
nical and methodological skills needed to conduct research on my own and,
maybe even more important, showing me with her example how correctness,
moral integrity and personal rigor are essential qualities in order to become
an outstanding scientist.
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Hubert Knops has taught me how to optimally combine computational
physics with the true ”paper and pencil” work of a theorist. His help with
the mathematical subtleties of the model has been incalculable.
My thanks go also to the ”invisible college” of all the scientists everywhere
upon whose work and results I have been able to build, in order to add some
little bits to the corpus of scientiﬁc knowledge. Being part of such a worldwide
network of people aiming at the same goal is one of the things that make
science wonderful.
On a personal level, I have been blessed with the friendship and vicinity
of far too many people to be able to name them all individually. You know
who you are, friends, and you know that I would not be here without you
all. Two exceptions need to be made, though. First of all, my family: grazie
per avermi dato la possibilita` di scegliere cosa fare nella vita e avermi sempre
sostenuto. And of course, the one person who literally has given me and gives
me daily the strength to stay aﬂoat and proceed: Caroline, bedankt dat je
bestaat.
Luca Consoli
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Chapter 1
Introduction
1.1 Structure of the thesis
This PhD thesis is about the nonlinear dynamics of contacting surfaces. More
speciﬁcally, it deals with the problem of modelling at the microscopic level
some of the contributions that lead to the macroscopic eﬀect of dry sliding
friction. In this chapter, we will try to give an overview of the physical
questions and problems that led to our research work, and to introduce in
detail the theoretical model we have chosen, the Frenkel-Kontorova model.
The body of this PhD thesis consists of the main papers we have published
so far. In particular, chapter 2 and 3 deal with the issue of understanding
the onset of sliding friction and the dissipation of mechanical energy in in-
commensurate systems via resonant mechanisms . Chapters 4 and 5 explore
respectively the issue of deﬁning a new conservation law for incommensurate
systems, and how this leads to the identiﬁcation of a structural dynami-
cal transition that can be related to a similar transition for the static case.
In chapter 2, where the space limitations due to the original paper format
had obliged us to strongly shorten lengthy derivations, appendices have been
added with the purpose of providing details. Finally, an appendix has been
added, discussing the long-time behavior of the model we used.
1.2 Surfaces and solid-solid contacts
A surface can be deﬁned as the locus of the points in space which are at the
boundary of a given object. In solid state physics, the study of surfaces is a
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very fascinating and diﬃcult subject at the same time. Fascinating, because
the properties of surfaces are often radically diﬀerent from bulk behavior;
diﬃcult, because when developing theoretical models, the breaking of the
translational symmetry at the surface does not allow the use of many sim-
plifying tools.
Let us now consider the problem of putting two surfaces into mutual con-
tact. The interaction will be, in general, very complicated. One way to try
and get some insight in the macroscopic (global) properties of the system
under examination, is to look at the interaction between the microscopic de-
grees of freedom.
One deep question in the ﬁeld of surface-surface interactions is the theo-
retical explanation of friction; it is one of oldest known (and used) physical
phenomena, but a thorough understanding of the microscopic mechanisms
that lead to its appearance eludes us to this day. It is the purpose of this
thesis to contribute to the solution of this problem.
Recently, it has become possible for experimental physicists to start test-
ing the physics of contacting surfaces at the atomic-scale range. Development
of tools such as the Atomic Force Microscope (AFM)[1] and the Quartz Crys-
tal Microbalance (QCM)[2] provides a way to study dissipative and frictional
processes on ﬂat and clean contacts at the atomic scale, giving us the op-
portunity to compare theoretical results and predictions with actual exper-
imental data, consequently boosting the interest in further development of
the theoretical framework to handle the issues at hand.
In the microscopic approach, we still have two main ways to look at the
problem: either, we can try to reproduce atomic structures in great detail, us-
ing realistic interactions and performing full-scale molecular dynamics (MD)
simulations; or we can go for the “toy model” approach, using simple model
Hamiltonians. Both methods have their strengths and weaknesses. Large
scale MD simulations, while allowing to reproduce some experimental fea-
tures, are not very well suited to extract general theoretical results. Toy
models, while providing only qualitative comparison with experiments, have
the advantage of being computationally cheap and simple enough to allow a
deep understanding of the processes at play. In the present work, we have
chosen the microscopic toy model approach. In the following sections, we
present the speciﬁc problems we focused on, along with a detailed introduc-
tion to the theoretical model we used.
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1.3 Incommensurate contacts
Let us suppose to put two periodic surfaces into contact; one thing we im-
mediately realize is that the chance that the ratio of the lattice parameters
of the two contacting lattices is a rational number is small. In general, there-
fore, we will be in the presence of incommensurate contacts.
When the two subsystems are interacting, a subtle energy balance will de-
termine whether either locking of one surface to the periodicity of the other
will occur at the expense of elastic energy, or a mild modulation will take
place. In the statics, this will determine the groundstate properties. The
study of the dynamics can help understand the out-of-equilibrium behav-
ior and long-time eﬀects on energy redistribution (thermalization). In both
cases, the degree of commensurability of two contacting crystalline surfaces
has been shown to have a very signiﬁcant eﬀect on the system properties[3, 4].
For the statics, it has been theoretically predicted that (if the interaction is
suﬃciently small) the static friction of an incommensurate contact should be
zero[5]. The problem of energy loss during mutual sliding is a particularly
challenging one, and it was the starting point of our investigations. In par-
ticular, we wanted to focus on the eﬀects of the intrinsic nonlinearities on
the appearance of sliding friction.
When trying to model this system with a toy model, there are a series of
questions: what is the nature of the contact? Is the atomic distribution on
the contacting surfaces isotropic and, if yes, can we reduce the dimensionality
of the problem? Does disorder play a role? Since our goal is to get an under-
standing of the basic processes at play, we have chosen to simplify things as
much as possible without losing too much information. Therefore, we have
chosen to study a one-dimensional chain sliding on a rigid substrate. We
have been making use of a model that has been introduced in the literature
many years ago, and that has proved itself a very useful tool for our problem,
the Frenkel-Kontorova model. In section 1.4, we are going to describe it
in detail and point out why it is particularly adequate for our study. Let us
ﬁrst further deﬁne the problems we have tackled in our investigations.
1.3.1 The problem of atomistic friction
The concept of friction is actually a macroscopic one; it encompasses the
results of a series of diﬀerent microscopic contributions that have as net ef-
fect either a force opposing motion or the dissipation of energy. Restricting
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ourselves to solid friction, these contributions are: elastic and plastic de-
formations, motion of dislocations, electronic and phononic excitations, and
geometrical locking. Furthermore, we must clearly distinguish between two
diﬀerent phenomena: static friction and dynamic friction. The ﬁrst con-
cept relates to the force necessary to put an object into motion, while the
second one has to do with energy dissipation during the motion. Macroscop-
ically, static friction is usually greater than dynamical friction. One of the
questions tackled in this thesis is if this is also microscopically always the
case. As we have already stated, our objective is the study of sliding friction.
One further speciﬁcation is that we are interested in a wearless regime, i.e.,
when the surfaces are not damaged during motion: we want to understand
the mechanisms of energy redistribution related to the fundamental structure
and interactions of the contact.
Fortunately, the reductionistic approach can be successfully applied to
our problem. In fact, all the aforementioned eﬀects do not happen at the
same time, but are triggered at diﬀerent timescales during sliding. Therefore,
we can tailor our theoretical and experimental tools so that they are sensitive
to one eﬀect at the time, and we can concentrate our eﬀorts to understand
the origin of that particular contribution.
1.3.2 Superlubric contacts: a theoretical challenge
One of the eﬀects of incommensurability is the possibility of the disappear-
ance of static dry friction[5]. This is due to the averaging out of the single
atomic contributions. As we said in the previous section, one might expect
that this implies vanishing dynamical friction, too. The obvious question
is: does this hold? A state in which no dissipation occurs is often called
a superlubric state. The existence of dynamical superlubricity has been
claimed both theoretically[6] and experimentally[7]. A “frictionless” regime
is a phenomenon with potentially far-reaching consequences, e.g. as far as de-
vice production is concerned. A theoretical understanding of the mechanisms
which could lead to such a state is therefore needed. One of the main results
of our research is that, under certain conditions, a vanishing static friction
does not imply the existence of dynamical superlubricity, mainly because of
dynamically generated instabilities appearing during motion. Chapters 2 and
3 describe in detail the underlying theory. Let us now analyze in detail the
model we used to obtain our results.
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1.4 The Frenkel-Kontorova model
The Frenkel-Kontorova (FK) model was introduced long ago to describe the
motion of a dislocation in a crystal[8]. Its simplicity and, at the same time,
the surprising amount of features it can capture, have augmented its popu-
larity as a model to describe many kind of physical systems, like adsorbate
layers on crystal surfaces[9], ionic conductors[10], charge density waves[11],
and Josephson junctions[11] among others. Moreover, it is very-well suited
to investigate the mechanisms of energy loss and energy redistribution in
solid-solid interaction, and it is in this context that we have used it.
The model describes the interaction of an atomic harmonic chain with
a rigid periodic substrate in one dimension, as described by the following
Hamiltonian:
H = K + V =
∑
n

1
2
m
(
dun
dt
)2
+
1
2
k (un+1 − un − l)2+
U0
2π
(
1− cos
(
2πun
p
))]
(1.1)
The ﬁrst term on the right side of eq. (1.1) is the kinetic energy due to
the particles momenta, the second one is the nearest-neighbour harmonic
interaction, and the third one is the substrate potential; m is the mass of
the particles (we assume all particles to have the same mass), un are the
atomic chain positions, k is the spring constant of the harmonic interaction,
l is the average atomic distance between the particles in the chain, U0 is the
strength of the substrate potential, and p is its period. In order to simplify
the treatment, we apply the following unit rescaling:
τ =
√
k
m
t
λ = U0
k
(1.2)
and obtain the following modiﬁed Hamiltonian:
H = K+V = ∑
n

1
2
(
dun
dτ
)2
+
1
2
(un+1 − un − l)2 + λ
2π
(
1− cos
(
2πun
p
))

(1.3)
By varying the value of the ratio l/p between the two characteristic lengths of
the model, we are able to reproduce either commensurate or incommensurate
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solid-solid contacts. For our purposes, we set p = 1 and take the interatomic
distance to be equal to the golden mean:
l =
1 +
√
5
2
= 1.618033989... (1.4)
The reason for this choice is that it has been proven[12] that for the value
of eq.(1.4) all the eﬀects due to incommensurability are most pronounced.
The model is usually considered in the thermodynamic limit, in which the
number of particles tends to inﬁnity. Numerically, though, we have to do with
a ﬁnite number of particles; this implies using periodic boundary conditions
and commensurate approximants to mimic incommensurability.
• Boundary conditions. When working with a computer, we necessarily
have to deal with a ﬁnite number of particles. We must then make a
choice: do we want to simulate a system with free ends (in our case,
it would mean an atomic chain with loose ends), or do we want to try
and imitate the thermodynamic limit? It is customary in solid state
physics to use periodic boundary conditions to minimize eﬀects due to
ﬁnite samples. That is what we do: the N particles of the chain are
placed on a torus of length Nl, and the ends are connected to each
other. Mathematically, this means imposing the following condition:
uN+1 = Nl + u1 (1.5)
• Approximant for the golden mean with a ﬁnite number of particles
Having imposed on our chain the constraint given by eq. (1.5), we
have to ensure that both the period of the substrate potential and the
interatomic length l ﬁt exactly into the length of the torus. If M is the
number of potential periods, and remembering that we have chosen a
potential of period p = 1, this corresponds to the condition:
l ×N = 1×M (1.6)
i.e., the length l has to be of the form:
l =
M
N
(1.7)
with M and N integers. In our case, since in the inﬁnite system the
average interatomic distance is given by the golden mean τ of eq. (1.4),
14
i Fi Fi+1 τi
3 2 3 1.5
4 3 5 1.6¯
5 5 8 1.6
6 8 13 1.625
7 13 21 1.6153846
8 21 34 1.6190476
9 34 55 1.61764705882352941
10 55 89 1.618
11 89 144 1.61797752808988764044943820224719101123595505
12 144 233 1.61805
Table 1.1: Approximants to the golden mean τi up to i = 11. It is interesting
to see how subsequent approximants converge in an oscillatory way to the true
value τ = 1.618033989.... The vertical line above some of the approximants
indicates the number of digits that keep repeating themselves.
the way to realize the condition given by eq. (1.7) is well known: we
use ratios of consecutive Fibonacci numbers. The Fibonacci series can
be obtained recursively from the relation:
F1 = 1
F2 = 1
Fi = Fi−1 + Fi−2, i > 2
(1.8)
and it converges to the golden mean:
τ = lim
i→∞
Fi+1
Fi
= lim
i→∞ τi (1.9)
For future reference, we give in table 1.1 the values of τi up to i = 12;
the largest value we have used in our numerical simulations has been
i = 17.
It is also possible to study the case of a truly ﬁnite chain[13], i.e., without
imposing periodic boundary conditions. This is an interesting problem on
its own, but is very diﬀerent from what we have been doing, and we will not
treat it here. Before studying the dynamics of the FK model, we are going
to review in the next section the main properties of the static model.
15
1.4.1 Groundstate properties
With the choice of parameters of eq. (1.2), the FK potential energy is given
by:
V =∑
n
[
1
2
(un+1 − un − l)2 + λ
2π
(1− cos (2πun))
]
(1.10)
Extensive research has been done in the last 20 years about the properties
of the groundstate resulting from the minimization of the potential given
in eq. (1.10). The breakthrough came in the eighties, when S. Aubry[14]
discovered that this model displays a transition between two distinct phases
for a speciﬁc value λc of the coupling strength of the substrate potential.
Below this value the system is in a ﬂoating phase: this means that there is an
inﬁnite number of groundstates and it is possible to slide from groundstate to
groundstate without having to overcome any energy barrier. In this state, the
system exhibits no static friction. When the substrate potential strength
reaches the critical value λc (and for all values above it), the chain gets
“locked” in a pinned phase: the particles are trapped in the minima of the
potential, and some energy is needed to bring the particles over the tops of
the potential hills. This energy is called the depinning energy or the Peierls-
Nabarro barrier. It is not trivial to clearly identify the transition. If we
deﬁne the center of mass (CM) position:
Q =
1
N
∑
n
un (1.11)
we can introduce the chain distortion xn:
xn = un − nl −Q (1.12)
Eq. (1.12) describes the deviations of the particles in the groundstate from
the equilibrium positions of the uncoupled chain, i.e. when λ = 0. In ﬁg. 1.1
we plot them above and below the transition: we are not able to infer that
something has happened. A clear indication that a structural transition
takes place at λc can be gained by introducing the concept of modulation
function. It is deﬁned as:
f(nl mod p) = un − nl −Q (1.13)
The modulation function underlines the relation of the chain positions to the
periodicity of the substrate and displays a very interesting property as a func-
tion of the potential strength λ: namely, it becomes non-analytic for λ > λc.
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Figure 1.1: the deviations xn from the equidistant equilibrium positions for
λ = 0 are shown. Left: λ = 0.05 < λc, N = 144. Right: λ = 0.16 > λc, N =
144. Apart from the deviations being larger due to the stronger substrate
potential, there is no apparent diﬀerence between the two cases, even if a
transition has occurred.
This is the reason why this transition is called either transition by breaking
of analyticity or Aubry transition. To show the analyticity breaking, one
has to ﬁnd numerically the minimum energy conﬁguration for a ﬁnite chain,
and then extract the modulation function from it. In ﬁg. 1.2 the results
of this procedure are shown: the change in behavior when going through
the transition is very apparent. Below the transition, all the positions with
respect to the substrate potential are probed, and the function is continu-
ous. When the locking sets is, there are forbidden regions (namely, the tops
of the hills, corresponding to the appearing of a non-zero Peierls-Nabarro
barrier) and the function becomes non-analytic. Rigorously speaking, the
modulation function is well deﬁned only when l is an irrational number. It
is nevertheless interesting to see how the shape changes when we go from
a commensurate conﬁguration to an incommensurate one and, at the same
time, the power of the modulation function to convey relevant information in
a very clear way. As we can see in panel (a) of ﬁg. 1.3, when the lattice ratio
is a rational number (in this case N = 100 and l = 3/2), all the particles
occupy a periodic position with respect to the underlying potential, and the
“modulation function” is just made up of a ﬁnite number of points (in this
case two), reﬂecting this fact. Panel (c) , on the contrary, shows that, in
an incommensurate contact below the Aubry transition (simulated by a high
order commensurate approximant: N = 144, τ = 233/144), all the positions
are explored. Even at an intermediate level of incommensurability (N = 13,
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Figure 1.2: The same deviations shown in ﬁg. (1.1), but expressed in terms
of the modulation function. Left: below the transition, the function is con-
tinuous. Right: the function has become non-analytic. The values of N and
λ are the same of ﬁg. (1.1).
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Figure 1.3: Shape of the modulation function from a commensurate con-
ﬁguration to an incommensurate one. (a) Commensurate case: N = 100,
l = 3/2. In this case, the modulation function is strictly speaking not well-
deﬁned, but if we nevertheless plot it, we can see that it reduces to a ﬁnite set
of points, showing the periodic character of the atomic arrangement. (b) Low
approximant: N = 13, l = 21/13. Even with a small unit cell, a structure
begins to appear in the shape of the set of points. (c) High approximant:
N = 144, l = 233/144. We can distinctly see that the set of points tends
towards a continuous function. For all 3 panels, λ = 0.05 < λc.
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τ = 21/13) an obvious structure begins to appear.
There is an interesting connection between the Aubry transition and the
theory of dynamical systems. In fact, as we already said, the equilibrium
conﬁguration for the FK model is found by minimizing eq. 1.10, i.e., in our
case, solving the following system of equations:
2un − un+1 − un−1 + λ cos (2πun) = 0 (1.14)
It is possible to map these equations to a dynamical system and deﬁne an
area preserving map, the standard map. This connection has been used by
MacKay to compute the value of the critical potential λc with high accuracy.
With our units, this value is:
λc = 0.1546... (1.15)
The modulation function is a very eﬀective way to “see” the Aubry tran-
sition; it is not the only one, though. The information conveyed by phonons
is also an eﬀective tool for the characterization of the transition, allowing us
to extract additional information about the system properties. As we said,
when performing our calculations, we have to deal with a ﬁnite number of
particles. This means that we simulate a truly inﬁnite incommensurate sys-
tem by means of a (very) large periodic unit cell, and using commensurate
approximants (as deﬁned in section 1.4.3. We have therefore , for every wave
vector, a ﬁnite number of possible phonon frequencies: for the uncoupled
chain, i.e. when λ = 0, the phonon dispersion is deﬁned as (in our rescaled
units):
ω(k) ≡ ωk = 2
∣∣∣∣∣sin
(
k
2
)∣∣∣∣∣ (1.16)
where k = 2πm/N , m = 1, ..., N is a discrete index labelling the modes of
the system. When the interaction with the substrate is weak, i.e., for λ < λc,
the deviations form the equidistant (unperturbed) spacing are modulated by
the substrate modulation wavevector q, deﬁned as:
q = 2πa (1.17)
where a = l/p. Secondly, we notice that, in the weak coupling regime (λ <<
λc), moving to Fourier coordinates allows us to get direct insight in the
excitations of the system. In fact, if we take the Fourier transform of the
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Figure 1.4: The squared phonon frequencies at zero wavevector for a system
with N = 144 particles. Left: λ = 0.05 < λc, the lowest frequency is zero.
Right: λ = 0.18 > λc, the phonon gap appears. Note also the appearance of
additional gaps in the eigenvalue spectrum.
distortions deﬁned in eq. (1.12):
xˆm =
1
N
∑
n
e−imnxn (1.18)
we obtain the amplitudes associated with the phonon modes of the unper-
turbed chain at zero wavevector. In panel (a) of ﬁg. 1.5 (taken from [15]),
we can see the scaling behavior of these “phonon amplitudes”: the Fourier
transform of the displacement related to q is the one with the strongest am-
plitude, and higher harmonics nq scale with λ|n| (note the logarithmic scale
on the y-axis). Since in the FK model, phonon excitations are the only pos-
sible source of energy redistribution in the system, the advantage of studying
the behavior of the quantities deﬁned by eq. (1.18) becomes apparent. This
will become even clearer when dealing with the dynamics.
If we now monitor the system while varying λ, we will notice two eﬀects
when we reach the critical point:
1. A phonon gap appears in the eigenvalues spectrum. The gap in the
spectrum ω0 is deﬁned as the lowest phonon frequency in the system.
Below λc, there is a zero-frequency eigenmode, and the gap vanishes.
Note that the FK model lacks translational invariance: therefore, the
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Figure 1.5: The Fourier transform squared of the deviations xn. (a) N = 144,
λ = 0.05 < λc. Notice the logarithmic scale on the y-axis. (b) N = 144,
λ = 0.16 > λc. The modulation is lost and all the modes are excited.
zero-frequency mode is not the usual acoustic mode of periodic crystals,
but a phason mode. Above the transition, this is not true anymore
(i.e., ω0 	= 0), and a gap appears. The eﬀect is shown in ﬁg. 1.4. In
the picture, all the eigenfrequencies for the atomic chain at a given
wavevector are plotted. For clarity, they are plotted subsequently, as a
function of the mode number. See ref. [16] for a detailed treatment of
this problem.
2. The modulation of the amplitudes associated with the spectrum of the
chain is lost. This is shown in panel (b) of ﬁg. 1.5, where it can be
seen how the eﬀect of the modulation has been “washed out”, and all
modes are excited.
The study of the phonon amplitudes turns out to be of crucial importance if
we now move to the problem that is at the heart of our investigations: what
happens to the dynamics of the FK model?
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1.4.2 Dynamical properties
The purpose of studying the dynamics of the FK model is to mimic the mu-
tual sliding of two atomic surfaces. This can give us insight into how energy
gets distributed between the various degrees of freedom during motion. The
way one puts the chain into motion is therefore crucial in determining the
resulting motion. In the literature[17, 18], the typical approach is to solve
the following equations of motion:
u¨n + γu˙n = un+1 + un−1 − 2un + λ cos (2πun) + F (1.19)
Eq. (1.19) describes the driven damped FKmodel. The phenomenological
friction coeﬃcient γ models the energy dissipation due to unknown degrees of
freedom, and the system is driven by a constant external force F . While this
approach can give valuable insights, it is not very useful for our goal, which is
to focus on the possibility of dissipation of mechanical energy during motion
via excitation of phonons. Therefore, we have chosen another approach: we
just derive the equations of motion from eq. (1.3), and to set the chain into
motion, we give an initial velocity P0 to all the particles of the chain (after
minimization). We can subsequently study the resulting non-driven motion
and see whether the coupling to the periodic substrate can lead (or not) to
damping of the CM motion. Our equations of motion are therefore:
u¨n = un+1 + un−1 − 2un + λ cos (2πun) (1.20)
Since we are focussing on the dynamical behavior, it is useful to follow sep-
arately the translational motion of the CM, and the time evolution of the
chain deviations xn deﬁned by eq. (1.12). To this extent, next to the CM
position deﬁned by eq. (1.11), we introduce the CM momentum P :
P =
1
N
∑
n
pn (1.21)
where (in our units) pn =
dun
dτ
. In the study of the dynamical properties of
the FK model, we can extend with relative ease all the tools used in the
study of the groundstate properties; in particular, the study of the temporal
evolution of the Fourier coordinates xk and of the dynamical modulation
function has been crucial for attaining our main results. These quantities
will be described in detail in the subsequent chapters.
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Before moving on to the numerical details, we want to clarify a possible
source of confusion. It may seem surprising that we have decided to deal with
the problem of the origin of friction using a Hamiltonian system. Friction is,
after all, a non-conservative process by deﬁnition. Nevertheless, this is only
true when dealing with this process on a macroscopic scale. Microscopically,
we can deﬁne friction as the transfer of energy from the translational degrees
of freedom (in our case, the CM motion of the chain) to the internal degrees
of freedom (the vibration of the atoms). As such, a Hamiltonian treatment
is fully justiﬁed.
Let us now analyze the issues we had to face as far as the numerical
implementation is concerned.
1.4.3 Numerical implementation
When tackling the task of solving with a computer program the system of
equations given by eq. (1.20), a number of technical problems need to be
solved. This section is devoted to explain how we did it. We have already
considered periodic boundary conditions and the use of commensurate ap-
proximants in section 1.4. Here, we want to add that the use of approximants
involves some subtleties in the study of the groundstate properties, because
of the inﬂuence it can have on the ﬁnding of the minimum energy conﬁgura-
tion. This is not a problem when tackling the dynamics; in fact, even if our
starting conﬁguration is not the true minimum, the system adjusts itself (so
to speak) at the beginning of the motion and the results are not qualitatively
changed. We wanted, however, to have a good groundstate as starting point;
next, we will brieﬂy outline how we achieved that.
• Minimization procedure and phonon calculation. As we just noticed,
numerically ﬁnding the minimum energy conﬁguration is not trivial.
Nevertheless, it has been proven[19, 20] that, for the FK model, a
relaxation method used on an equidistant input conﬁguration, always
converges to the true groundstate. We have used a modiﬁed Newton
algorithm[21], starting from an equidistant conﬁguration:
un = (n− 1)l (1.22)
where n = 1, 2, ..., N , and l is given by eq. (1.7). The squared phonon
frequencies shown in ﬁg. 1.4 could easily be computed by diagonaliza-
tion of the dynamical matrix[22]. Here, we just remind the expression
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for the dynamical matrix:
Dij =
∂2V
∂ui∂uj
∣∣∣∣∣
equilibrium
(1.23)
Having the minimum conﬁguration, we can proceed to actually solving
the equations of motion given by eq. (1.20).
• Integration algorithm. Eqs. (1.20) are a set of N second order ordi-
nary diﬀerential equations (ODE) that we need to integrate in order
to get the dynamics of the FK model. The ﬁrst step is transforming
them, as customary, into a seto of 2N ﬁrst order ODE for the positions
and momenta. Furthermore, we have to give to all particles an initial
position and an initial velocity, making this an initial value problem
(IVP). As we already said, we assign to all the particles an initial mo-
mentum pn = P0 and an initial position un(t = 0) corresponding to
the groundstate. There are many well-tested numerical algorithms to
perform numerical integration; we have used two methods, in order to
doublecheck the accuracy of the results. Most of our calculations have
been carried out using Runge-Kutta methods[23]. We have checked
them with a simplectic method, the Verlet algorithm[24]. Since we
found perfect agreement (within the given tolerance), for performance
reasons, we have consistently used the Runge-Kutta approach.
1.5 Overview
In this section, we brieﬂy summarize the content of the following chapters,
to provide the reader with a general framework in which the single papers
can be put.
Chapter 2 deals with the problem of the onset of sliding friction in the
FK model. There, we show that the decay of the CM velocity during sliding
can be attributed to a series of parametric resonances, involving a number
of resonant phonons. In order to do this, we establish an analytical frame-
work based on working in the space of the Fourier transforms of the chain
distortions.
In chapter 3 we further pursue this line and point out another type of
resonance responsible for the onset of friction in another region of the velocity
spectrum.
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In chapters 4 and 5 we turn our attention to a more general aspect of the
non-linear dynamics of incommensurate systems. In particular, in chapter 4
we show that an invariance of the Lagrangian for an incommensurate system
allows us to build a quantity that is an integral of motion if the system is
in a ﬂoating phase. Further investigation shows that the breaking of the
conservation of this quantity is related to the onset of sliding friction, but
does not coincide with it; rather, it describes the passage of the system to a
pinned state. This line of research is pursued in chapter 5, where we analyze
in detail this transition and we show that there exists the possibility of linking
this dynamical structural transition with the behavior of our model system
in the static case, where the Aubry transition takes place.
Finally, the appendix examines the (still open) problem of the long-time
energy distribution in the system , bearing in mind the fundamental theo-
retical diﬃculties that this problem poses.
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Chapter 2
Onset of sliding friction in
incommensurate systems
ABSTRACT
We study the dynamics of an incommensurate chain sliding on a periodic
lattice, modeled by the Frenkel Kontorova hamiltonian with initial kinetic
energy, without damping and driving terms. We show that the onset of
friction is due to a novel kind of dissipative parametric resonances, involving
several resonant phonons which are driven by the (dissipationless) coupling
of the center of mass motion to the phonons with wavevector related to the
modulating potential. We establish quantitative estimates for their existence
in ﬁnite systems and point out the analogy with the induction phenomenon
in Fermi-Ulam-Pasta lattices.
This chapter (with the exception of the appendices) is based on the paper: L.
Consoli, H. Knops, and A. Fasolino, Phys. Rev. Lett. 85, 302 (2000).
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2.1 Introduction
The possibility of measuring friction at the atomic level provided by the Lat-
eral Force Microscopes[1] and Quartz Crystal Microbalance[2] has stimulated
intense research on this topic[3]. Phonon excitations are the dominant cause
of friction in many cases[4]. Most studies are carried out for one-dimensional
non-linear lattices[5, 6, 7, 8, 9, 10, 11, 12] and in particular for the Frenkel-
Kontorova (FK) model[13], where the surface layer is modeled by a harmonic
chain and the substrate is replaced by a rigid periodic modulation potential.
The majority[6, 7, 8, 9, 10, 11, 12] examines the steady state of the dy-
namical FK model in presence of dissipation representing the coupling of
phonons to other, undescribed degrees of freedom. We study the dynamics
of an undriven incommensurate FK chain. Our aim is to ascertain if the
experimentally observed superlubricity [14] can be due to the blocking of the
phonon channels caused by an incommensurate contact of the sliding surface.
Therefore we do not include any explicit damping of the phonon modes, since
we wish to ﬁnd out if they can be excited at all by the motion of the center
of mass (CM). In an earlier study, Shinjo et al.[5] found a superlubric regime
for this model. We will show that their ﬁnding is oversimpliﬁed by either
too short simulation times or too small system sizes. The inherent non-linear
coupling of the CM to the phonons leads to an irreversible decay of the CM
velocity, albeit with very long time scales in some windows. The dissipative
mechanism is driven by the coupling of the CM to the modes with modu-
lation wavevector q or its harmonics, ωnq, and consists in a novel kind of
parametric resonances with much wider windows of instabilities than those
deriving from the standard Mathieu equation. The importance of resonances
at ωnq has been pointed out before[6, 8, 10], with the suggestion[10] that
they could be absent in ﬁnite systems due to the discrete phonon spectrum.
However, it has not been realized that they act as a driving term for the
onset of dissipation via subsequent complex parametric excitations which we
shall describe, establishing quantitative estimates for their existence in ﬁnite
systems. A related mechanism has recently been identiﬁed in the resonant
energy transfer in the induction phenomenon in Fermi-Ulam-Pasta (FPU)
lattices[15].
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2.2 The model
We start with the FK hamiltonian
H =
N∑
n=1
[
p2n
2
+
1
2
(un+1 − un − l)2 + λ
2π
sin (
2πun
m
)
]
(2.1)
where un are the lattice positions and l is the equilibrium spacing for λ = 0, λ
being the coupling strength scaled to the elastic spring constant. The stiﬀness
of the system is inversely proportional to λ[8]. We take an incommensurable
ratio of l to the period m of the periodic potential, namely m = 1, l =
(1+
√
5)/2. We consider chains ofN atoms with periodic boundary conditions
uN+1 = Nl+u1. Hence, in the numerical implementation, we have to choose
commensurate approximations for l so that l × N = M × 1 with N and M
integer, i.e. we express l as ratio of consecutive Fibonacci numbers. The
ground state of this model displays the so-called Aubry transition[16] from a
modulated to a pinned conﬁguration above a critical value λc = 0.14. Here
we just note that in the limit of weak coupling (λ << λc), deviations from
equidistant spacing l in the ground state are modulated with the substrate
modulation wavevector q = 2πl/m[17] as due to the frozen-in phonon ωq.
Higher harmonics nq have amplitudes which scale with λn.
We deﬁne the CM position and velocity as Q = 1
N
∑
n un, P =
1
N
∑
n pn.
By writing un = nl+xn+Q, the equations of motion for the deviations from
a rigid displacement xn read
x¨n = xn+1 + xn−1 − 2xn + λ cos (qn + 2πxn + 2πQ) (2.2)
2.3 Results and discussion
We integrate by a Runge Kutta algorithm the N Eqs. (2.2) with initial
momenta pn = P0 and xn(t = 0) corresponding to the ground state. For a
given velocity P , particles pass over maxima of the potential with frequency
Ω = 2πP , the so-called washboard frequency[8, 10]. In Fig.2.1 we show the
time evolution of the CM momentum for λ ∼ λc/3 and several values of P0.
According to the phase diagram of Ref.[5] a superlubric behavior should be
observed for this value of λ and P0 ≥ 0.1. We ﬁnd instead a non trivial time
evolution with oscillations of varying period and amplitude and, remarkably,
a very fast decay of the CM velocity for P0 ∼ ωq/(2π) despite the absence
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Figure 2.1: Time dependence of the CM velocity for several values of P0
for N = 144, λ = 0.05 ∼ λc
3
. The dashed line corresponds to P0 =
ωq
2π
=
0.2966. Close to higher resonances (solid dots) a similar oscillatory behavior
is observed, accompanied by a slower decay which is not apparent on the
timescale of the ﬁgure.
of a damping term in Eq. (2.2). A similar, but much slower, decay is found
for nP0 ∼ ωnq/(2π). In the study of the driven underdamped FK[8] it is
shown that, at these superharmonic resonances, the diﬀerential mobility is
extremely low. Here, we work out an analytical description in terms of the
phonon spectrum which explains this complex time evolution and identiﬁes
the dissipative mechanism which is triggered by these resonances. In the limit
of weak coupling λ it is convenient to deﬁne Fourier transformed coordinates
xk =
1
N
∑
n e
−iknxn, with k = 2πn/N . The equations of motion become:
x¨k = −ω2kxk + λ2N
∑
n e
−ikn
[
eiqnei2πQei2πxn + c.c.
]
Q¨ = λ
2N
∑
n
[
ei2πQeiqnei2πxn + c.c.
] (2.3)
with ωk = 2| sin(k/2)|. We expand Eq. (2.3) in xn as:
x¨k = −ω2kxk +
λ
2
∞∑
m=0
(i2π)m
m!
∑
k1...km
[
ei2πQxk1 · · ·xkmδk1+···+km,−q+k+
(−1)me−i2πQxk1 · · ·xkmδk1+···+km,q+k
]
(2.4)
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Figure 2.2: Simulation of the full FK system according to Eq. (2.2) (solid
lines) and numerical solution of Eqs. (2.5) (dashed lines) for N = 144,
λ = 0.015, and several values of P0 around P0 = 0.29. The diﬀerences
between the two approaches are negligible. The average value of the CM
velocity Ω/2π (horizontal dashed line) and the period of the oscillation for
P0 = 0.29 are also shown.
Since in the ground state the only modes present in order λ are xq =
x−q = λ/2ω2q the CM is coupled only to these modes up to second order in
λ:
Q¨ = iλπ
(
ei2πQx−q − e−i2πQxq
)
x¨±q = −ω2qx±q + λ2e±i2πQ
(2.5)
In Fig.2.2 we compare the behavior of P (t) = Q˙(t), obtained by solving
the minimal set of Eqs. (2.5) with the appropriate initial conditions Q(t =
0) = 0, P (t = 0) = P0, xq(t = 0) = λ/(2ω
2
q ), x˙q(t = 0) = 0, with the one
obtained from the full system of Eqs. (2.2). Eqs. (2.5) reproduce very well the
initial behavior of the CM velocity which displays oscillations of frequency ∆
around the value Ω/2π but do not predict the decay occurring at later times
because, as we show next, this is due to coupling to other modes. To this
aim, we analyze the relation between the initial CM velocity P0 and Ω/2π,
respectively ∆±. Take as an ansatz for the CM motion:
Q(t) =
Ω
2π
t+ α+ sin(∆+t) + α− sin(∆−t) (2.6)
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Inserting the ansatz (2.6) in the coupled set of Eqs. (2.5) keeping only terms
linear in α±, we ﬁnd that both ∆± are roots of:
∆2 = λ2π2 (2Z(0)− Z(∆)− Z(−∆)) (2.7)
Z(∆) being the impedance
Z(∆) =
1
ω2q − (Ω + ∆)2
. (2.8)
In general Eq. (2.7) has (besides the trivial solution ∆ = 0) indeed two
solutions1, related to the sum and diﬀerence of the two basic frequencies in
the system, ωq and Ω :
∆± ∼= |ωq ± Ω + λ
2π2
2ωq(Ω± ωq)2 + · · · | (2.9)
Close to resonance, Ω ∼ ωq, the amplitude α− dominates (see below) and
the CM oscillates with a single frequency ∆ = ∆− (see Fig. 2.3). Very
close to resonance (more precisely ωq < Ω < ωq + (2λ
2π2/ωq)
1
3 ), the root
∆− becomes imaginary, signaling an instability. In fact the system turns
out to be bistable as it can be seen in Fig.2.3 by the jump in Ω(P0) as P0
passes through ωq/(2π). Analytically, the relation between Ω and P0 and the
amplitudes α±, is determined by matching the ansatz (2.6) with the initial
condition:
α± =
λ2πΩ
2ω2q
1
(ωq ± Ω)3 (2.10)
P0 =
Ω
2π
+
λ2πΩ
2ω2q
[
1
(Ω + ωq)2
+
1
(Ω− ωq)2
]
+ · · · (2.11)
The fact that Eq. (2.11) has multiple solutions for Ω when P0 ∼ ωq/2π
is in accordance with the jump seen in Fig.2.3. However, Eq. (2.11) is
derived by keeping only linear terms in α− and cannot describe in detail the
instability around ωq where α− diverges.
An initial behavior similar to that for P0  ωq/2π is observed in Fig.2.1
for nP0  ωnq/n2π. We examine the case n = 2. Eq. (2.4) shows that x2q is
driven in next order in λ by xq:
x¨2q = −ω22qx2q + i2λπei2πQxq (2.12)
1see sec. 2.5.1 in the appendix
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Figure 2.3: Closed and open dots, frequencies ∆ (left axis) and Ω (right axis)
versus P0 for simulations for N = 144, λ = 0.015. Dashed and solid lines:
solutions of Eqs. (2.9) and (2.11) respectively.
When 2πQ  Ωt, xq will be  λeiΩt, so that x2q is forced with amplitude λ2
and frequency 2Ω, yielding resonance for 2Ω = ω2q. Since x2q couples back
to xq, we have a set of equations similar to Eqs. (2.5), but at order λ
2.
We now come to the key issue, namely the onset of friction causing the
decay of the CM velocity seen in Fig.2.1 at later times, which cannot be
explained by the coupling of the CM to the main harmonics nq. Since xq is
by far the largest mode in the early stage, we consider second order terms
involving xq in Eq. (2.4):
x¨k = −
[
ω2k + 2λπ
2
(
ei2πQx−q + e−i2πQxq
)]
xk (2.13)
Insertion of the solution obtained above for xq (Eq. (2.5)) and Q (Eq. (2.6))
yields
x¨k = −
[
ω2k + A+B cos (∆t)
]
xk (2.14)
with A = 2(λπ)2/Z(0) and B ∼ α−. The friction caused by these terms
decreases with λ2, i.e. with increasing stiﬀness. Eq. (2.14) is a Mathieu
parametric resonance for mode xk
2. The relevance of parametric resonances
has been recently stressed[12]. However here, due to the coupling of the CM
to the modulation mode q, resonances are not with the washboard frequency
2see sec. 2.5.2 in the appendix for an overview of the properties of the Mathieu equation.
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Ω but at ∆ ∼ Ω− ωq. Hence, we ﬁnd instability windows around ω2k + A =
(n∆/2)2. Since ∆ is small close to resonance, instabilities are expected for
acoustic modes with k small. Indeed, as shown in Fig. 4a, we ﬁnd by solving
Eq. (2.2) that the decay of the CM is accompanied by the exponential
increase of the modes k = 2, 3, 4 and, with a longer rise time, k = 1. However,
the instability windows resulting from Eq. (2.14), shown in Fig. 4b, cannot
explain the numerical results of Fig. 4a, i.e. the Mathieu formalism cannot
explain the observed instability. In Eq. (2.4), the only linear terms left out
in Eq. (2.13) are couplings with xk±q, which are much higher order in λ.
Nevertheless, these terms are crucial since they may cause new instabilities
due to the fact that, for k small, they are also close to resonance. We have
solved the coupled set of equations for mode x±k and xk±q :
x¨k = −
[
ω2k + 2λπ
2
(
ei2πQx−q + e−i2πQxq
)]
xk+
iλπ
(
ei2πQxk−q − e−i2πQxk+q
)
x¨k±q = −
[
ω2k±q + 2λπ
2
(
ei2πQx−q + e−i2πQxq
)]
xk±q ± iλπe±i2πQxk
(2.15)
together with Eqs. (2.5) for continuous k. Indeed, we ﬁnd a wider range of
instabilities, giving a detailed account of the numerical result as shown in Fig.
4b. This mechanism where a parametric resonance is enhanced by coupling
to near resonant modes is quite general in systems with a quasi continuous
spectrum of excitations and is related to the one proposed [15] in explaining
instabilities in the FPU chain in a diﬀerent physical context. The number of
particles N is an important parameter. When this number is very small, the
chain is in fact commensurate and the phase of the CM is locked (the gap
scales as λN due to Umklapp terms). Next, one enters a stage of apparent
superlubric behavior due to the fact that the spectrum is still discrete on the
scale of the size of the instability windows discussed above. For N = 144
and λ = 1
3
λc (Fig. 2.1) we only begin to see the decay for values of P0 close
to resonances. The experimentally observed superlubricity in[14] could then
be due either to the ﬁniteness of the system or to the low sliding velocities.
The above described multiple parametric excitation gives rise to an eﬀective
damping for the system via a cascade of couplings to more and more modes
via the non-linear terms in Eq. (2.4). It remains an open question if this
mechanism will eventually lead to a full or partial equilibrium distribution of
energy over the normal modes[18] although our preliminary results support
the former hypothesis even at weak couplings.
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Figure 2.4: (a) |xk(t)|2 of the ﬁrst 4 modes from Eq. (2.2) with N = 144,
λ = 0.015 and P0 = 0.29. Note that the ﬁrst mode has a longer rise time
and that the third mode is the most unstable. (b) Dispersion relation for
a chain of 144 atoms (k-values in units of ( 2π
144
)). Unstable modes resulting
from the full simulation are represented by solid dots. The shaded k-ranges
give the instability windows resulting from the Mathieu-type Eq.(2.13) and
cannot explain the simulation. Conversely the wiggled ranges of the phonon
dispersion (WU=weakly unstable, SU=strongly unstable) are the instability
windows predicted by Eqs. (2.5) and (2.15). They explain all instabilities as
well as the long rise time of the ﬁrst mode (WU) and the shortest one of the
third mode which falls in the middle of the SU range.
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2.4 Summary
In summary, we have described in detail the mechanism which gives rise to
friction during the sliding of a harmonic system onto an incommensurate
substrate. The onset of friction occurs in two steps: the resonant coupling
of the CM to modes with wavevector q leads to long wavelength oscillations
which in turn drive a complex parametric resonance involving several reso-
nant modes. This mechanism is robust in that it leads to wide instability
windows and represents a quite general mechanism for the onset of energy
transfer in systems with a quasi continuous spectrum of excitations.
We are grateful to Ted Janssen for discussions.
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2.5 Appendix
In this appendix (that did not appear in the published paper), we are going to
give background information about paramteric resonances and show a more
detailed derivation of some of the results we presented in the text.
2.5.1 Detailed result derivation
In this section, we provide some details of the calculations we have made
in order to understand the relation between the initial CM velocity P0, the
frequency of its oscillation ∆, and the value Ω/2π around which it oscillates.
The behavior of all these quantities is plotted in ﬁg. 2.2. Firstly, we want to
obtain eq. (2.7) using the ansatz given by eq. (2.6) (based on the observed
behavior), that we reproduce here:
Q(t) =
Ω
2π
t+ α+ sin(∆+t) + α− sin(∆−t) (2.16)
in the coupled set of equations (2.5). If we assume not to be close to the
resonance ωq, the amplitudes α± are not very large, as shown in ﬁg. 2.2. We
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can therefore assume that, if λ is small, α± will be small too. If we then
insert eq.(2.16) in (2.5), we can make the expansion:
ei2πQ = ei2π(
Ω
2π
t+α+ sin(∆+t)+α− sin(∆−t))
≈ eiΩt [1 + i2πα+ sin (∆+t) + i2πα− sin (∆−t)]
= eiΩt
[
1 + πα+(e
i∆+t − e−i∆+t) + πα−(ei∆−t − e−i∆−t)
]
(2.17)
Let us insert this expression in the equation for xq given in (2.5):
x¨q = −ω2qxq+
λ
2
eiΩt
[
1 + πα+(e
i∆+t − e−i∆+t) + πα−(ei∆−t − e−i∆−t)
]
(2.18)
This is a non homogeneous diﬀerential equation; its solution is given by:
xq = e
iΩt
[
Z(0) + πα+Z(∆+)e
i∆+t − πα+Z(−∆+)e−i∆−t
+πα−Z(∆−)ei∆−t − πα−Z(−∆−)e−i∆−t)
]
+ Aeiωt +Be−iωt (2.19)
where Z(∆) = 1/[ω2q − (Ω + ∆)2]. The coeﬃcients A and B could be found
from imposing the initial conditions on xq and x˙q. Instead of doing this,
though, we follow another path: ﬁrst, we express Q¨ in terms of the ansatz
(2.16):
Q¨ = −α+∆2+ sin (∆+t)− α−∆2− sin (∆−t) (2.20)
Then, we use the solution given by eq. (2.19) and substitute it in the expres-
sion for Q¨ given by the ﬁrst equation of (2.5), that we reproduce here:
Q¨ = iλπ
(
ei2πQx−q − e−i2πQxq
)
(2.21)
We then compute the terms ei2πQx−q and e−i2πQxq. We show the substitu-
tion only for the ﬁrst one (the second term is analogous, apart for the sign
diﬀerence):
ei2πQx−q = eiΩt
[
1 + πα+(e
i∆+t − e−i∆+t) + πα−(ei∆−t − e−i∆−t)
]
{
e−iΩt
[
Z(0) + πα+Z(∆+)e
−i∆+t − πα+Z(−∆+)ei∆+t
+πα−Z(∆−)e−i∆−t − πα−Z(−∆−)ei∆−t)
]
+ Ae−iωt +Beiωt
}
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Retaining only terms linear in α± and equating the amplitudes for each mode,
we ﬁnd that ∆+ and ∆− satisfy the same equation:
∆2 = λ2π2 (2Z(0)− Z(∆)− Z(−∆)) (2.22)
that is, we have derived eq. (2.7). The coeﬃcients A and B satisfy the
condition: A = B = 0.
Eq. (2.22) has a trivial solution (∆ = 0) and two non-trivial solutions;
they can be calculated by observing that, in general, the expression for ∆±
is of the form:
∆± = ωq ± Ω + , (2.23)
By inserting this expression in the impedence Z(∆) and then back in eq. (2.22),
we can compute ,. The solutions then take the form given in eq. (2.9) in the
body of the chapter. We can get the expressions for α± of eq. (2.10) by taking
into account the initial conditions. Putting this back into the ansatz (2.16)
gives us ﬁnally the relation between the initial velocity P0 and the frequency
Ω, as expressed in eq. (2.11).
2.5.2 Parametric resonances
When trying to understand the onset of friction that causes the CM decay we
observe, the ﬁrst step was to verify if one (or more) parametric resonance(s)
could be the explanation. This led us to eq. (2.14), that we reproduce here:
x¨k = −
[
ω2k + A+B cos (∆t)
]
xk (2.24)
Eq. (2.24) belongs to the class of the Mathieu equations. They are a subset
of a more general class of equations, the Hill equations. These are linear
diﬀerential equations of an oscillator whose elasticity is a periodic function of
time f(t). These equations are applied in the theory of parametric oscillations
and have the general form:
d2x
dt2
+ [a+ bf(t)]x = 0 (2.25)
where a and b are constants. When the function f(t) is a sinusoidal function
of time (like in our case), these equations are called Mathieu equations.
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Let us rewrite eq. (2.24) in the following, more general, form3:
d2x
dt2
+ [ω20 + acos(2πft)]x = 0 (2.26)
Even if this is a linear diﬀerential equation, it cannot be solved analytically.
This is a consequence of the time-dependence of the elasticity coeﬃcient. But
because od the periodicity, Floquet’s theorem can be applied: it states that
in a linear diﬀerential equation there exists a set of fundamental solutions
where all the solutions can be written in the form:
x(t) = c(t)eλt (2.27)
where c(t + 1/g) = c(t). The exponent λ is called the Floquet exponent. It
is not deﬁned in an unique way because an arbitrary factor e2πit/f can be
absorbed either in c(t) or in eλt. The stability of the solution is given by
the region where the real part of all Floquet exponents is negative. If we
numerically solve eq. (2.26) and plot the instability areas, we see (ﬁg. 2.5)
that they form tongs going to zero for b → 0 (a is the strength of the po-
tential). This means that an inﬁnitesimal driving amplitude b is suﬃcient to
destabilize the system, if the parametric resonance condition:
f0 =
ω0
2π
=
f
2
n (2.28)
is fulﬁlled, where the integer n is the order of the resonance. If we take n = 1
(ﬁrst-order resonance), and deﬁne in general f ≡ ω/2π, we can see that this
corresponds to the condition:
ω = 2ω0 (2.29)
i.e., we need a frequency that is twice ω0 to trigger the instability. Analytically,
we can identify the instability region of the ﬁrst-order parametric resonance
by making the following ansatz:
x = c+e
iπft + c−e−iπft (2.30)
This is a truncated Fourier series of the periodic function c(t) of Floquet
theorem. It neither decays nor grows. The instability is thus given by the
3Much of the following discussion about Mathieu instabilities has been adapted from
‘The Pendulum Lab’, a Web page of Prof. Franf-Josef Elmer, that can be found at the
following address: http://monet.physik.unibas.ch/ elmer/pendulum/index.html
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Figure 2.5: In the ﬁgure (taken with permission from The Pendulum Lab,
http://monet.physik.unibas.ch/˜ elmer/pendulum/parres.html, we can see
the shape of the instability regions of the Mathieu equation with and with-
out damping. For our purposes, the ﬁrst-order undamped resonance is of
relevance. Notice how, without damping, an inﬁnitesimal driving is suﬃ-
cient to destabilize the system at integer values ω = 2nω0.
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Figure 2.6: Temporal behavior of P for λ = 0.015 and P0 = 0.29 for two
values of N . a) N = 144, b) N = 21. In the last case, no decay occurs due
to the discreteness of the spectrum, which prevents modes from becoming
unstable.
value of the driving a. To calculate it, we put this ansatz in eq. (2.26) and
neglect terms of the form e±3iπft; we ﬁnd that the instability region (i.e.,
where there are unbounded solutions) is given by:
a > 2|(πf)2 − ω20| (2.31)
If f matches the resonance condition f = ω0/π, eq. (2.31) tells us that the
solutions are unstable for any value of b, thus conﬁrming that an inﬁnitesimal
driving amplitude is suﬃcient to destabilize the system. For other values of
the driving, eq. (2.31) gives us an approximation to the values of f that will
destabilize the system. As we have elucidated in the body of the chapter,
eq. (2.24) is not suﬃcient to explain the onset of sliding friction in our model,
because the instability windows it predicts are too narrow. Only by taking
other contributions into account do we succeed in explaining the observed
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behavior of our simulations. In this context, it is useful to stress again a
point about the role of the number of particles N in numerical simulations.
In fact, if the chain is too small, the discreteness of the spectrum can lead
to a situation where no modes fall inside the instability range. We have
estimated the conditions for the existence of resonant growth of modes as a
function of N and found a threshold value which depend on the values of
the parameters. As it can be seen in ﬁg. (2.6), for N = 144 the momentum
quickly decays whereas for N = 21 no decay exist.
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Chapter 3
Can aperiodicity cause
superlubricity?
ABSTRACT
The ground state of incommensurate structures is determined by the mod-
ulation due to the substrate potential. This causes an interplay between
the motion of the center of mass and frequencies related to the modulation
wavevector q. We build for the one-dimensional Frenkel-Kontorova model
an analytical framework which enables us to interpret the initial behavior of
the system for a broad range of initial velocities in terms of these relevant
phonon modes, and to investigate the occurrence of superlubricity.
This chapter has appeared earlier as a paper: L. Consoli, A. Fasolino, H.J.F.
Knops, and T. Janssen, Ferroelectrics 250, 111 (2000).
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3.1 Introduction
The Frenkel-Kontorova (FK) model[1] is a powerful tool in the study of
many interesting systems in solid-state physics and nonlinear dynamics; in
particular, it has been applied in the study of atomistic friction and of the
role that incommensurability plays[2]. The ground state properties of the
model are by now very well understood[3], and interesting predictions and
experimental observation of a frictionless regime in the dynamical version of
the model have been made[4, 5].
We have recently shown[6] how it is possible to work out, in the frame-
work of the incommensurate, undamped and undriven dynamical FK model,
an analytical framework which allows us to accurately reproduce the initial
phases of the time evolution of the system in terms of minimal sets of equa-
tions. We also elucidated how friction sets in in the system via a two-stage
process involving the resonant excitation of phonons caused by the coupling
of the center of mass Q (c.m.) to the phonon modes with wavevector related
to the modulation potential. Here we aim at showing how our approach can
be used to identify the phonon modes which are relevant for the time evolu-
tion of the system. Our analysis also allows us to make precise statements
about the occurrence of superlubricity.
3.2 Model and numerical results
In its one-dimensional formulation, the FK model describes the interaction
of a chain of atoms with a rigid, modulated substrate potential. Atoms
within the chain interact via a ﬁrst-neighbor harmonic potential. In order
to study the dynamics of the system, we add a kinetic term to the potential
energy. The dynamical version of the model is described by the following
Hamiltonian:
H =
N∑
n=1
[
p2n
2
+
1
2
(un+1 − un − l)2 + λ
2π
sin
(
2πun
m
)]
(3.1)
where N is the number of particles in the chain, un are the lattice positions
and the substrate potential strength λ is rescaled to the harmonic spring
constant. We deﬁne the modulation wavevector q = 2πl/m, where m is the
modulation period of the potential. The equilibrium spacing l between atoms
can have any real value, but, as far the ground state of the model is concerned,
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Figure 3.1: Time dependence of the c.m. velocity for several values of the
initial c.m. momentum P0, λ = 0.05, N=144.The dashed line corresponds to
P0 =
ωq
2π
= 0.2966. The solid dots indicate higher resonances.
it has been proved[3] that, if the ratio between l and m is incommensurate,
the system undergoes a transition for a critical value λ = λc, known as
breaking of analyticity and characterized by a passage from a sliding to a
pinned state. We consider the case where an initial velocity P (t = 0) = P0
is given to all particles in the chain. By writing un = nl + xn + Q, where
Q = 1
N
∑
xn, the following equations of motion for the deviations from the
rigid displacement xn can be derived:
x¨n = xn+1 + xn−1 − 2xn + λ cos (qn + 2πxn + 2πQ) (3.2)
Fig. 3.1 shows the behavior of the c.m. velocity P of the chain (deﬁned
as P = 1
N
∑
pn) for a value of the substrate potential λ ∼ λc3 and for various
values of P0, as obtained by numerically solving Eq.(3.2), withm = 1 and l =
F13/F12 = 233/144 
√
5+1
2
, Fn being the nth Fibonacci number. Depending
on the initial value P0, the time behavior of P exhibits oscillations of very
diﬀerent amplitude and period. For some values of P0 we observe a quick
decay which corresponds to a frictional behavior. We will now brieﬂy show
how all the features in the initial phase of the time evolution can be well
explained by a Fourier analysis of the equations of motion (3.2) in the regime
λ << λc.
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Figure 3.2: Comparison between the numerical solution of Eq.(3.2) (solid
line) and of Eq.(3.6) (dashed line) for N=144, P0 = P (ωM1)  0.36, λ =
0.015. An analogous behavior is found at P0 = P (ωM2)  0.53.
3.3 Analytical results and discussion
The equations of motion (3.2) can be rewritten in the Fourier space as:
x¨k = −ω2kxk +
λ
2N
∑
n
e−ikn
[
eiqnei2πQei2πxn + c.c.
]
(3.3)
whence
Q¨ =
λ
2N
∑
n
[
ei2πQeiqnei2πxn + c.c.
]
(3.4)
where ωk = 2| sin (k2)| is the phonon spectrum of the chain for λ = 0.
Expanding the terms ei2πxn gives:
x¨k = −ω2kxk +
λ
2
∞∑
m=0
(i2π)m
m!
∑
k1...km
[
ei2πQxk1 · · ·xkmδk1+···+km,−q+k (3.5)
+(−1)me−i2πQxk1 · · ·xkmδk1+···+km,q+k
]
In the ground state the only modes present in order λ are x±q; therefore,
the behavior of the c.m. is determined, up to second order in λ, only by the
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resonant coupling to those modes. In Ref. 6 we compare the solution of the
full system of Eq.(3.2) and of the set of equations obtained by Eq.(3.5) for the
aforementioned modes x±q and their coupling to the c.m.. The agreement is
very good for values of the initial momentum close to the resonance P0  ωq2π ,
where a long wavelength oscillation around an average value Ω is observed in
the initial phase. The later onset of friction cannot of course be reproduced
by this dissipationless coupling, and it is explained by subsequent couplings
with other modes, which cause complex parametric resonances. A similar
behavior is observed at superharmonic resonances for nP0  ωnq2π . We give in
Ref. 6 an extensive treatment of the problem.
Here we concentrate on another type of resonances which also lead to
decay of the initial momentum. Based on our expansion (3.5) we ﬁnd that
modes x q
2
are parametrically excited by the oscillatory motion of the c.m.:
x¨ q
2
= −ω2q
2
x q
2
+ iλπ
(
ei2πQx− q
2
− e−i2πQx 3
2
q
)
Q¨ = iλπ
(
ei2πQx−q − e−i2πQxq
)
− λπ2
(
ei2πQx2− q
2
+ e−i2πQx2q
2
)
(3.6)
These resonances give instability regions (thus frictional behavior) centered
around the values ωM1 = 2ω q
2
and ωM2 = 2ωπ− q
2
. Fig.3.2 shows a comparison
between the full system (3.2) and the numerical solution of Eqs.(3.6). The
features of the initial behavior are also in this case remarkably well repro-
duced. When compared to the standard Mathieu equation, the parametric
resonances described by Eq.(3.6) can be considered peculiar for two reasons:
ﬁrstly, the equation for mode x q
2
is in fact a set of two coupled equations
(xk being a complex number). Secondly, the back coupling to the resonant
mode x q
2
in the equation for the c.m. motion drives Q inside and outside the
instability window (see Fig.3.2), which is not a standard feature of this type
of phenomena.
In conclusion, we can state that, starting with the ground state of the
one-dimensional FK model we have studied, a frictionless superlubric regime
cannot exist because the resonant coupling of the c.m. to the modes nq or
( q
2
, π − q
2
) gives raise to an eﬀective damping for the system via a cascade of
couplings to more and more modes via the non-linear terms in Eq.(3.5). An
apparent superlubricity can arise in numerical calculations (thus with ﬁnite
N), and can be attributed to the discreteness of the spectrum on the scale
of the size of the instability windows.
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Chapter 4
Breakdown of a conservation
law in incommensurate systems
ABSTRACT
We show that invariance properties of the Lagrangian of an incommensurate
system, as described by the Frenkel Kontorova model, imply the existence of a
generalized angular momentum which is an integral of motion if the system
remains ﬂoating. The behavior of this quantity can therefore monitor the
character of the system as ﬂoating (when it is conserved) or locked (when it
is not). We ﬁnd that, during the dynamics, the non-linear couplings of our
model cause parametric phonon excitations which lead to the appearance
of Umklapp terms and to a sudden deviation of the generalized momentum
from a constant value, signalling a dynamical transition from a ﬂoating to
a pinned state. We point out that this transition is related but does not
coincide with the onset of sliding friction which can take place when the
system is still ﬂoating.
This chapter has appeared earlier as a paper: L. Consoli, H.J.F. Knops, and A.
Fasolino, Phys. Rev. E 64, 016601 (2001).
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4.1 Introduction
Measuring friction at an atomic level has recently become experimentally
possible[1]. Many studies of the dynamics of appropriate non-linear systems
aiming at establishing the mechanisms giving rise to energy dissipation dur-
ing the sliding of a body onto a crystalline surface have appeared in the
literature[2, 3, 4, 5]. The Frenkel-Kontorova (FK) model, which describes
a harmonic chain interacting with a rigid periodic substrate, is particularly
suitable to study the important case of an incommensurate (IC) lattice pa-
rameter ratio of the contacting surfaces. The present study focuses on the
eﬀects of discommensuration on the dynamics. It should be kept in mind
that a more realistic study of friction would require an extension to two di-
mensions. Coupling to the third dimension can be provided either by an
ad hoc damping term or by coupling to an elastic medium[6]. The ground
state properties of this model have been thoroughly studied[7]. At a critical
value λc of the coupling to the external potential, the ground state of the
system displays a structural transition (Aubry transition) from a ﬂoating to
a pinned conﬁguration. Below this threshold, the center of mass of the static
system can be displaced on the substrate without energy costs. Therefore,
one might expect a frictionless regime also in a dynamic situation and a su-
perlubric regime, where the chain would slide indeﬁnitely, has been predicted
for this case[2]. In a previous paper[5] we have pointed out that the inherent
non-linear coupling of the center of mass (CM) motion to the phonons leads
instead to an irreversible decay of the CM velocity. The essential mechanism
for the transfer of kinetic energy from the center of mass to the internal vibra-
tions is the parametric resonant excitation of phonons mediated by ordinary
resonances with phonons related to the modulating potential.
Here we show that this type of mechanism has another important con-
sequence, namely it causes the appearance of Umklapp terms, signalling a
dynamical transition in the system from a ﬂoating to a pinned state. We have
studied this phenomenon by identifying a new quantity, which we call gener-
alized angular momentum (GAM), which is an integral of motion only if the
system is in a ﬂoating IC phase, reﬂecting the invariance of the Lagrangian
of the model for a phase shift in this state. We show that this invariance is
equivalent to the absence of Umklapp terms. By means of numerical simu-
lations we show that the temporal behavior of the GAM is a powerful probe
both of the (in)commensurability of the groundstate conﬁguration and of the
dynamical phase in which the system is during motion. Simulations where
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the incommensurate ground state is given an initial velocity show that the
GAM remains conserved up to a well deﬁned time where a sudden jump
takes place. We have been able to relate this change of behavior from con-
served to non conserved to the appearance of Umklapp terms. An important
ﬁnding is that this ﬂoating-pinned transition does not coincide with the on-
set of friction. It was recently suggested by Popov[8] that the appearance
of Umklapp terms, i.e. the conservation of quasi-momentum instead of mo-
mentum for crystalline systems, is the mechanism via which friction occurs
in incommensurate contacts. The present result shows that this is not the
only mechanism. By monitoring the system via the GAM we can show that
decay of the CM velocity may occur already in the ﬂoating phase. The onset
of friction and the appearance of Umklapp terms are both caused by non-
linear couplings and resonant phonon excitations in the system but remain
two distinct phenomena occurring at diﬀerent times.
In Sec. 4.2 we describe the construction of the GAM by deriving it from
the Lagrangian for the system in Fourier space and deﬁne conditions under
which it is conserved. In Sec. 4.3.1 we present results of numerical simula-
tions which conﬁrm the validity of our analytical derivation and underline
the usefulness of the GAM to discriminate between commensurate and ﬂoat-
ing IC and pinned IC phases, respectively. Subsequently, we examine in Sec.
4.3.2 the relationship between pinning and Umklapp and show the presence
of a well-deﬁned transition time. In Sec. 4.4 we present conclusions and
perspectives of this work. In the Appendix we provide the reader with an
explicit proof that the GAM is an integral of motion in absence of Umklapp.
4.2 Construction of a Generalized Angular
Momentum
In this section we will construct a generalized angular momentum for the
dynamical FK model, as described in Ref. [5]. We remind the reader that
this model represents a chain of N particles which interact with each other
via a ﬁrst-neighbor harmonic potential and are subjected to an external,
spatially periodic, potential of strength λ. The FK Hamiltonian reads:
H =
N∑
n=1
[
p2n
2
+
1
2
(un+1 − un − l)2 + λ
2π
sin (
2πun
m
)
]
(4.1)
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where the un are the particle positions and pn their momenta. The ratio
between the modulation period of the external potential m and l (the equi-
librium distance between the atoms of the chain for λ = 0) is taken to be
irrational, i.e. the system is incommensurate. In our calculations we take
m = 1 and l = τ =
√
5+1
2
(golden mean). In the numerical implementation
for a ﬁnite system of N particles we impose periodic boundary conditions
uN+1 = Nl + u1 (4.2)
This implies that we have to choose commensurate approximants for the
equilibrium distance l. By expressing l as ratio of consecutive Fibonacci
numbers we obtain approximants which satisfy the condition l×N =M × 1
with M and N integers. Let us introduce the modulation wavevector q =
2πl = 2π(M/N) and the position and momentum of the CM of the chain of
atoms:
Q =
1
N
∑
n
un, P =
1
N
∑
n
pn (4.3)
The equations of motion for the deviations xn = un − nl − Q from the
equilibrium positions in the uncoupled chain are then given by:
x¨n = xn+1 + xn−1 − 2xn + λ cos (qn + 2πxn + 2πQ) (4.4)
As noted in Ref. [5], in the weak coupling regime it is useful to move to
Fourier coordinates xk =
1
N
∑
n e
−iknxn with k = 2πK/N . The phonon
dispersion of the chain for λ = 0 is denoted by ωk ≡ ω(k) = 2| sin (k/2)|.
The Lagrangian associated with Eq. (4.1) in transformed space becomes:
L = N
(∑
k
(
1
2
x˙kx˙−k − 1
2
ω2kxkx−k
)
+
λ
2π
1
2i
∞∑
m=1
(i2π)m
(m!)
×
× ∑
k1...km
(
ei2πQxk1 · · ·xkmδk1+···+km,−q
−(−1)me−i2πQxk1 · · ·xkmδk1+···+km,q
)
+
1
2
(Q˙)2
)
(4.5)
It is important to notice that since wave vectors are deﬁned modulo 2π, the
Kronecker deltas in Eq. (4.5) should be read as:
k1 + k2 + · · ·+ km = q + s× 2π (4.6)
55
Umklapp is present whenever this relation is satisﬁed with s 	= 0. It is clear
that the occurrence of Umklapp depends on the modes xk which are not
negligible, and on the choice of the (extended or reduced) Brillouin zone in
which k is represented. It is known that in the groundstate, for a coupling
λ well below the critical value λc, which for this model assumes the value
λc = 0.154..., the modes with wavevector nq have an amplitude which scales
as λ|n|. This number |n| is therefore a natural label to represent the modes;
we deﬁne n(k, q) as the smallest (in absolute value) number which satisﬁes:
k = n(k, q)q mod (2π) (4.7)
For a ﬁnite system with N particles, where k can be represented in the
reduced Brillouin zone as k = K(2π/N), K ∈ (−1/2N, 1/2N ], this can be
rewritten as:
K = nM mod (N) ,n ∈ (−1/2N, 1/2N ] (4.8)
In Fig. 4.1 we compare the phonon amplitudes for the ground state of
the FK model for N = 377, λ = 0.05, plotted as a function of the usual
wavevector label K (panel (a)), as well as reordered according to the label n
(panel (b)). Note that, due to ﬁnite numerical precision, the scaling behavior
is hidden in numerical noise after the ﬁrst ﬁfteen modes.
The use of n as a mode label makes apparent the fact that there is no
Umklapp in the ground state of the FK model in the modulated phase for
λ < λc. In fact Umklapp would imply the presence of a non vanishing term:
xn1qxn2q · · ·xnmq ; n1 + n2 + · · ·nm = sN with s 	= 0 (4.9)
The joint amplitude of this term would be:
λ|n1|+···|nm| ≤ λ|s|N (4.10)
which vanishes for N →∞.
The absence of Umklapp terms is directly related to the existence of a free
ﬂoating phase, which is a well known invariance property of the FK model.
In the present notation it amounts to the invariance of the Lagrangian for
the transformation:
Q → Q+ qφ/2π (4.11)
xk → xkeikφ (4.12)
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Figure 4.1: FK model forN = 377, λ = 0.05. (a) Phonon amplitudes squared
plotted as a function of the wavevector K, as in Eq. (4.8). The ﬁrst two nq
modes are explicitly indicated. (b) Same as in panel (a), relabeled according
to Eq. (4.7). Due to ﬁnite numerical precision, the exponential decay with
λ|n| is apparent only for the ﬁrst ﬁfteen modes.
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This invariance is related to the existence of a zero-frequency Goldstone
mode in the system. This mode is also often called phason, and should not
be confused with the usual acoustic mode of periodic crystals.
Having found an invariance for the Lagrangian, we can look for the con-
jugate conserved momentum. We get:
pφ =
∂L
∂φ˙
= −i∑
n
nqx−nqx˙nq +
q
2π
Q˙ ≡ L+ q
2π
Q˙ (4.13)
The quantity pφ represents a generalized angular momentum (GAM). It is
important to realize that the invariance of the Lagrangian only holds in a
subspace of the full phase space where Umklapp terms can be neglected as it
is the case for the ﬂoating (incommensurate) ground state. In order to stress
this point, a direct calculation of p˙φ is given in the Appendix, showing that
the GAM pφ is an integral of motion only if Umklapp is not present.
This quantity is therefore an useful tool to discriminate between commen-
surate and incommensurate structures, and ﬂoating and locked states. In the
next section we present numerical simulations that we carried out for various
values of the parameters of the model, showing how pφ is a good indicator of
the phase in which the system under examination is.
4.3 Numerical results
4.3.1 Commensurate vs. incommensurate, locked vs.
floating
We have performed numerical simulation in order to study the behavior of
the GAM, as deﬁned by Eq. (4.13), integrating by a Runge-Kutta algorithm
the N Eqs. (4.4). We assign to the particles of the chain as initial conditions
momenta pn = P0 and positions xn(t = 0) corresponding to the ground state.
Fig. 4.2 shows simulation results for the same number of particles N and
potential strength λ, but for a low (τ = 5/3) and a high (τ = 233/144) ap-
proximant to the golden mean τ , producing a commensurate structure and an
approximate incommensurate one. The qualitative behavior of the momen-
tum of the center of mass P is similar, whereas the behavior of pφ in Fig. 4.3
is remarkably diﬀerent being conserved only for the case which approximates
an incommensurate system. This conﬁrms that pφ can be used as a tool
to discriminate unambiguously between commensurate and incommensurate
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Figure 4.2: Behavior of the CM momentum P for: (a) an incommensurate
conﬁguration with N = 144, τ = 233/144, λ = 0.015, P0 = 0.29; (b) a
commensurate case with N = 144, τ = 5/3, λ = 0.015, P0 = 0.29. Note the
qualitative similarity in the behavior of P .
structures. Furthermore, our numerical simulations show a remarkable fact.
If we start the simulation with an incommensurate initial condition, pφ is
indeed conserved, but only up to a critical time tc, after which it rapidly
deviates from its initial conserved value. This is shown in Fig. 4.4, where we
can examine the behavior of pφ and P in a weak coupling, highly incommen-
surate (τ = 610/377, λ = 0.015) case. In order to check that the observed
variation of pφ only sets in after a critical time tc, we have analyzed the be-
havior of the quantity log(pφ − C0), C0 being the value of pφ at t = 0. It is
evident from panel (c) of Fig. 4.4 that we can identify such a critical time
tc where the GAM has a jump in value of various order of magnitude. Be-
sides, this ﬁgure shows that, for t < tc, pφ is conserved within our numerical
accuracy, never exceeding variation larger than 10−20. The critical time tc
obviously depends on the coupling strength λ < λc and on the initial velocity
P0. We are currently investigating the dependence tc(λ, P0), which turns out
to be rather intricate, and plan to report on it in the near future. Here,
we want to concentrate on the mechanism that causes the breakdown of the
conservation law, leading to a well-deﬁned tc. We show in the next section
that the answer lies in the appearance of Umklapp terms, which render the
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Figure 4.3: Behavior of pφ for the parameters of the model as described in
Fig. 3.2. (a) Incommensurate case: the GAM is constant within numerical
precision. (b) Commensurate case: the GAM is not conserved. Note the
change of scale going from panel (a) to panel (b).
system pinned, thus leading to a non conservation of pφ.
4.3.2 The role of Umklapp processes
As we have pointed out in Sec. 4.2, pφ is conserved only in the absence of
Umklapp, that is to say when terms of the form given in Eq. (4.9) have
a vanishing amplitude for N → ∞. As we have seen, this is the case for
the groundstate of the incommensurate system. However, starting from the
ground state, this may change during the dynamics due to parametric res-
onances. The movement of the CM with velocity P induces a modulation
with frequency Ω = 2πP in the equations of motion of the system. Linear
stability analysis[4, 5] shows that a mode k grows exponentially (with rise
time τ) whenever its frequency satisﬁes:
Ω  ω(k) + ω(mq − k)
m
(4.14)
for some m. The  symbol indicates an instability window of relative width
wm that scales with λ
|m|.
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Figure 4.4: N = 377, τ = 610/377, λ = 0.015, P0 = 0.29. (a) Behavior of
the CM momentum P. (b) Behavior of pφ. It is possible to see how the GAM
stops being conserved. (c) In order to check if there is a critical time tc, we
plot the quantity log(pφ − C0), where C0 = pφ(t = 0). We show that tc can
be unambiguously identiﬁed. Note that, even if, in this weak coupling case,
the decay of the CM coincides with the breakdown of conservation of pφ, this
is not always the case. See also text and Fig. 4.6.
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Suppose now that a mode xk is unstable. Let n(k, q) be its label according
to Eq. (4.7). When n(k, q) = O(N), this mode could lead to Umklapp as
soon as its amplitude becomes ﬁnite. However, since its initial value is of
order λ|n|, it requires an inﬁnite amount of time (as N → ∞) to render
λ|n|et/τ ﬁnite. So we have to look for modes k in the instability windows with
n(k, q) ﬁnite. Since the mapping n(k, q)→ k leads to a uniform distribution,
one indeed expects to ﬁnd such a k with |n(k, q)| < 1/w, where w = ∑mwm
is the relative width of the joint instabilities windows. Once the amplitude
of the mode k starts growing (with a behavior given by an exponential law
of the form: Aet/τ , with A bounded from below via the upper bound on n),
also modes k′ with n′(k′, q) = pn(k, q) ± 1, p = 2, 3, ... start to develop via
non linear terms in the equations of motion (see Ref. [5] for details), with
the form:
x
′
k  λ(Aet/τ )p (4.15)
Umklapp can result when repeating this process O(N) times (i.e., when
pn ∼ N) still gives a ﬁnite result. From Eq. (4.15) it is clear that this
will happen when xk(t) exceeds some threshold value, which is the case for t
larger than the critical time tc introduced in Sec. 4.3.1. Fig. 4.5 shows this
mechanism at work: here we have taken P0 = 0.15, so that Ω = 2πP = ωq/2,
and N = 377 (τ = 610/377). For this value of Ω Eq. (4.14) has approximate
solutions for n = 2 for k = K(2π/N), with K = 18, 19. The corresponding
values for n(k, q) are in the case n(18, q) = 47 and n(19, q) = 97. Panel (a)
shows that the phonon amplitudes at t = 0 decay indeed exponentially with
n. Panel (b) shows that the unstable mode K = 18 with the lowest value
of n starts to grow at t = 1000. Modes at n = 2 × 47 are also present,
due to non linear terms, but quadratically smaller, as explained above. At
t = 1500 modes at n = 3× 47 become visible, as shown in panel (c). There
is still no Umklapp, as can be seen from the absence of an amplitude at the
zone boundary. Such a term, corresponding to n = 4× 47, ﬁnally appears in
panel (d), at t = 2000. Indeed, this is also precisely the time at which |x18|2
becomes order unity and pφ stops being conserved (see panel (e)).
The mechanism described above shows that the appearance of Umklapp
terms causes a sudden transition from a ﬂoating to a pinned structure. In
this respect, this transition represents a dynamical analogue of the Aubry
transition taking place in the static model at λc. The important diﬀerence is
that, for the dynamical case, this transition occurs as a function of time at all
values λ < λc. Before concluding this section it is important to discuss the
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Figure 4.5: N = 377, τ = 610/377,λ = 0.05, P0 = 0.15. The appearance of
Umklapp terms is shown. (a) Phonon amplitudes squared at t = 0. (b) Same
at t = 1000. The mode K = 18 (n = 47) is starting to grow; (c) Same at
t = 1500. The modes with n× 47, with n = 1, 2, 3 are all present, but there
is still no Umklapp. (d) The mode with K = 18 has become order unity and
Umklapp appears, signalled by the excited modes at the zone boundary. (e)
Time evolution of log(pφ − C0). The appearance of Umklapp in panel (e)
corresponds to the breakdown of the conservation of the GAM. See also text
for a detailed explanation of the Umklapp mechanism.
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Figure 4.6: N = 144, τ = 233/144, λ = 0.05, P0 = 0.20. (a) Time evolution
of log(pφ − C0). (b) CM momentum P . Note that the CM momentum has
begun its decay before the deviation of pφ from its constant value occurs.
relation between this ”dynamical Aubry” transition described above and the
onset of friction. The onset of friction is driven by the coupling of the CM
to the mode with the modulation wavevector q or its harmonics and consists
in a special kind of parametric resonances involving more than one phonon
and where the time dependent driving terms are themselves in resonance[5].
The appearance of Umklapp requires instead a phonon with ﬁnite amplitude
and very special (zone boundary) wavevector. We could say that the last
process is more diﬃcult to achieve. In Fig. 4.6, it can be seen that the GAM
stays conserved, even after the CM momentum has begun its decay. This
means that there is an interval of time in which the ﬁrst mechanism is active
whereas the second has not yet taken place. We can identify two times: one
which characterizes the onset of friction and one which describes the pinning
of the system. In this respect the dynamical model is much richer than the
statical one. At the Aubry transition, the appearance of a static friction
occurs by deﬁnition at the same value of λ at which the system gets pinned.
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4.4 Conclusions
We have shown, in the framework of the undamped 1D dynamical FK model,
that it is possible to obtain analytical results concerning the existence of a
new integral of motion which represents a generalized angular momentum
related to a phase invariance in incommensurate systems, and we have con-
ﬁrmed this ﬁnding by means of numerical simulations. We have also shown
that, during the dynamics, a breakdown of the conservation of the GAM oc-
curs at a well-deﬁned time, signalling a dynamical transition from a ﬂoating
phase to a locked one. We have been able to prove that this transition is re-
lated to the apperance of Umklapp processes, caused by non linear couplings
of the system. We are currently trying to further characterize the nature (or-
der) of the transition of the dynamical model. We have furthermore shown
that the onset of friction and the pinning of the system are related but dis-
tinct phenomena occurring in general at diﬀerent times, which we have been
able to identify.
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4.5 Appendix
We are going to provide in this appendix an explicit derivation that p˙φ = 0.
Let us consider the ﬁrst term on the right hand side of Eq. (4.13):
L = −i∑
n
nqx−nqx˙nq (4.16)
In order to simplify the notation, we will adopt from now on the following
convention: nq ≡ κ. Take the derivative of Eq. (4.16):
L˙ = −i∑
κ
κx−κx¨κ − i
∑
κ
κx˙−κx˙κ (4.17)
We can immediately see that for symmetry reasons the second term cancels.
Let us now take the equation for x¨k as follows from the Euler-Lagrange
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equations:
x¨κ = −ω2κxκ +
λ
2
∞∑
m=0
(i2π)m
m!
∑
κ1...κm
[
ei2πQxκ1 · · ·xκmδκ1+···+κm,−q+κ
+(−1)me−i2πQxκ1 · · ·xκmδκ1+···+κm,q+κ
]
(4.18)
and the equation for the CM motion:
Q¨ =
λ
2
∞∑
m=1
(i2π)m
m!
∑
κ1...κm
[
ei2πQxκ1 · · ·xκmδκ1+···+κm,−q
+(−1)me−i2πQxκ1 · · ·xκmδκ1+···+κm,q
]
(4.19)
Let us insert Eq. (4.18) in Eq. (4.17). We get:
L˙ = −i
{
λ
2
∞∑
m=0
(i2π)m
m!
∑
κ,κ1,...,κm
[
ei2πQκx−κxκ1 · · ·xκmδκ1+···+κm,−q+κ + ...
]}
(4.20)
(Note that the ﬁrst term in Eq. (4.18) cancels for the same symmetry reasons
given above). We have for simplicity explicitly written down only the ﬁrst
part of the expression in square brackets, since we treat the second part
exactly in the same way. Rearranging the delta function and applying the
following symmetry transformation:
κx−κδ−κ → −κxκδκ (4.21)
Eq. (4.20) becomes:
L˙ = −i
{
λ
2
∞∑
m=0
(i2π)m
m!
∑
κ,κ1,...,κm
[
ei2πQ(−κ)xκxκ1 · · ·xκmδκ+κ1+···+κm,−q + ...
]}
(4.22)
Because there is no preferential order in the κ-summation, the following
equality holds:
(−κ)xκxκ1 · · ·xκm = (−κ1)xκ1xκ · · ·xκm = · · · = (−κm)xκmxκ · · ·xκm−1
(4.23)
There are (m+ 1) possibilities, thus we can make the substitution:
κ =
κ + κ1 + · · ·+ κm
m+ 1
(4.24)
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Therefore, Eq. (4.20) becomes:
L˙ = −i
{
λ
2
∞∑
m=0
(i2π)m
m!
∑
κ,κ1,...,κm
[(
−κ+ κ1 + · · ·+ κm
m+ 1
)
×
× ei2πQxκxκ1 · · ·xκmδκ+κ1+···+κm,−q + · · ·
]}
(4.25)
Now, under the assumption that there is no Umklapp κ1 + · · ·κm = q and
can be taken outside the summation. Hence, we get:
L˙ = − q
2π
{
λ
2
∞∑
m=0
(i2π)m+1
(m+ 1)!
∑
κ,κ1,···,κm
ei2πQxκ1 · · ·xκmδκ+κ1+···+κm,−q + · · ·
}
(4.26)
The expression in parenthesis is precisely Eq. (4.19) for Q¨ multiplied by
q/2π. Hence, we ﬁnd:
p˙φ = L˙+
q
2π
Q¨ = 0 (4.27)
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Chapter 5
Dynamical transitions in
incommensurate systems
ABSTRACT
In the dynamics of the undamped Frenkel-Kontorova model with kinetic
terms, we ﬁnd a transition between two regimes, a ﬂoating incommensurate
and a pinned incommensurate phase. This behavior is compared to the static
version of the model. While in the static case the two regimes are separated
by a single transition (the Aubry transition), in the dynamical case the tran-
sition is characterized by a critical region, in which diﬀerent phenomena take
place at diﬀerent times. In this paper, the generalized angular momentum
we have previously introduced, and the dynamical modulation function are
used to begin a characterization of this critical region. We further elucidate
the relation between these two quantities, and present preliminary results
about the order of the dynamical transition.
This chapter has appeared earlier as a preprint: cond-mat/0111526, and has been
submitted to Europhys. Lett.
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5.1 Introduction
The Frenkel-Kontorova (FK) model[1] describes the interaction of a har-
monic chain of atoms with a rigid substrate with period incommensurate to
the lattice parameter of the chain. Its generality makes it a powerful model
to investigate many diﬀerent physical systems[2, 3], and in particular mi-
croscopic friction between contacting surfaces[4, 5, 6]. The static version of
the model is characterized by the Aubry transition[7], from a ﬂoating to a
pinned state, for a critical value λc of the substrate modulation potential.
Using the undamped dynamical version of this model, we addressed in pre-
vious papers the topic of “dissipation” (in the sense of transfer of energy
from the center of mass to phonon modes) in incommensurate structures: we
have studied the mechanism (parametric resonances) that governs the onset
of sliding friction[6], and the conditions under which a new conserved quan-
tity can be deﬁned, which can be seen as a Generalized Angular Momentum
(GAM) in the complex plane[8].
In this work, we present new results, showing that, in the dynamics,
a ﬂoating-to-pinned transition, analogous to the static Aubry transition, is
found for all values of the potential λ < λc. The transition is characterized
by a region of critical times, with a remarkably complex behavior. After
describing the FK model, we show that the dynamical modulation function
undergoes at a critical time tc1 the same breaking of analiticity that, in the
static case, occurs at λc. A second critical time tc2 > tc1, at which the
GAM conservation stops, was identiﬁed in [8]; here, we show explicitly the
connection between these two quantities, by showing analytically that the
analiticity of the modulation function implies conservation of the GAM. We
also present some initial results about the order of this dynamical transition.
5.2 The static model
The FK model describes a chain of N atoms in contact with a substrate,
described by a rigid periodic potential. The intrachain interaction is modelled
by a ﬁrst neighbor harmonic potential, and the total potential energy reads:
V =∑
n
[
1
2
(un+1 − un − l)2 + λ
2π
sin (
2πun
m
)
]
(5.1)
where un are the lattice positions, l is the average atomic distance, and λ
is the strength of the substrate potential rescaled to the spring constant.
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Figure 5.1: Left: the modulation function in the static FK model. (a): for
λ < λc the function is analytic; (b) for λ > λc it becomes non-analytic.
Right: two snapshots of the dynamical modulation function. (c) N = 233,
λ = 0.05, t = 300 < tc1 ; (d) N = 233, λ = 0.05, t = 820 > tc1. Even if the
interaction potential is smaller than λc, the modulation function becomes
non-analytic.
The ratio between l and the modulation potential period m is chosen to
be an irrational number (in our case, m = 1 and l = τ = (
√
5 + 1)/2,
the golden mean), in order to simulate an incommensurate (IC) modulated
structure. Numerically, we use a ﬁnite chain of length Nl and use ratio of
consecutive Fibonacci numbers to approximate incommensurability[6]. The
Aubry transition can be monitored by the modulation function (see e.g. [3]).
It is deﬁned as: f(nl mod m) = un−nl−Q, where Q = 1N
∑
n un is the center
of mass (CM) of the chain, and contains information about the groundstate
positions of the chain particles with respect to the substrate. When λ > λc,
it becomes non-analytic, as shown in the left side of ﬁg. 5.1. Another feature
of the FK model is the existence of a zero frequency phason mode below λc
that moves to ﬁnite frequency at the Aubry transition. If the interaction
with the substrate is weak (λ << λc), deviations from equidistant spacing
l in the groundstate are modulated with the substrate modulation wave-
vector q = 2πl, due to the frozen-in phonon ωq. For values of the coupling
λ < λc, the Fourier transform of the displacement related to q has thus the
strongest amplitude, and amplitudes of higher harmonics nq scale with λ|n|.
It is therefore natural to use |n| instead of k and relabel the modes (see [8]
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for the details of the relabeling procedure). This behavior of the phonon
amplitudes is used to monitor the Aubry transition at λ = λc. In the left
side of ﬁg. 5.2, it can be seen that, both with the usual labels (panel (a))
and with the relabeling (panel (b)), the eﬀect of the modulation is lost when
λ > λc, which for this model is λc = 0.154....
5.3 The dynamical model
In the dynamical version of the model, a kinetic term is added to the potential
energy; in our case, it corresponds to giving an initial velocity to the particles
of the chain. The Hamiltonian now reads:
H = V +K = V +∑
n
p2n
2
(5.2)
where the pn are the particle momenta. The CM velocity is deﬁned as:
P = 1
N
∑
n pn. The dynamics of the system can be studied by following the
time evolution of the CM of the chain Q, and of the particles deviations
xn = un − nl − Q. As initial conditions we choose pn(t = 0) = P0 and
xn(t = 0) corresponding to the groundstate. The equations of motion for the
deviations are numerically solved with a Runge-Kutta-Fehlberg algorithm.
Convergence of the results is found for a tolerance of 10−9, ensuring total
energy conservation up to 10−8. As we saw in the previous section, phonon
amplitudes play a crucial role in the statics. In the dynamics, their behavior
can be used to elucidate the time evolution of the system. The inherent
nonlinear coupling of the CM motion to the phonons of the chain leads to an
irreversible decay of the CM velocity, that in an Hamiltonian picture can be
identiﬁed with the onset of sliding friction. Transfer of kinetic energy from the
CM to the internal vibrations occurs via a complex sequence of parametric
resonances mediated by ordinary resonances with phonons related to the
modulation potential[6]. These excitations can further combine and give rise
to the appearance of Umklapp terms. This phenomenon can be monitored
by the breakdown of the conservation of the GAM, as derived in [8]:
pφ = −i
∑
n
nqa−nqa˙nq +
q
2π
Q˙ ≡ L+ q
2π
Q˙ (5.3)
where a±nq are the phonon amplitudes, obtained by Fourier transforming at
each timestep the expression for the chain distorsions xn.
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Figure 5.2: (a) Phonon amplitudes in the static FK model, for the cases
N = 233, λ = 0.05 < λc, and λ = 0.16 > λc. The modes are labeled in
the usual way. The ﬁrst two modulation wave-vectors k = q, 2q are shown.
(b) Same, but the relabeling k → n is used to make the scaling behavior
apparent. (c) Phonon amplitudes in the dynamical case, for N = 233, P0 =
0.29, λ = 0.05 < λc, t = 300 < tc, and t = 1000 > tc. Modes are labeled as
in (a). (d) Same, with relabeling as in (b).
5.4 Modulation function and phonon ampli-
tudes
We have shown in the previous section how the behavior of the modulation
function changes when going through the transition at λc. If we now turn
to the dynamical FK model with initial velocity, it is very intriguing to see
that, for all values λ < λc), the same behavior is found, after a critical time
tc1.
This can be shown by extending the concept of modulation function to
the dynamics. Since the value q = 2πl is ﬁxed, we do it in a straightforward
way: ft(nl mod 1) ≡ un(t) − nl − Q(t) ≡ xn(t). The results are shown in
panels (c) and (d) of ﬁg. 5.1. The similarity with the static case is apparent.
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Figure 5.3: Behavior of the GAM and the largest discontinuity of the modu-
lation function. (a) N = 144, λ = 0.05, P0 = 0.11. This velocity corresponds
to the resonance 2πP0 = ω2q/2. (b) Same N and λ, but with P0 = 0.1. The
two values of P0 are very close, but the behavior of the CM momentum is
quite diﬀerent since the second value is not a resonance. Nevertheless, the
GAM and the largest discontinuity have the same kind of temporal evolution.
This stresses the generality of the transition mechanism.
The time tc1 can be accurately determined from the largest discontinuity on
the modulation function (see ﬁg. 5.3, lower panels). Another signature of
the dynamical transition is that it is accompanied by a breakdown of the
conservation of the GAM. This is shown in the middle panels of ﬁg. 5.3.
It is however remarkable that this breakdown always occurs at a later time
tc2 > tc1. Fig. 5.4 shows that this remains true for all system sizes considered.
Qualitatively, one can understand this because the non-analiticity of the
modulation function is caused by the excitation of so many phonon modes
as to render the Fourier series representing it not absolutely convergent. The
conservation of the GAM only breaks down when this excitation reaches the
zone boundary, generating Umklapp terms[8]. This is shown more formally in
the next section. This dynamical transition can also be seen in the qualitative
diﬀerence in the Fourier amplitudes shown in panels (c) and (d) of ﬁg. 5.2.
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N , for P0 = 0.1, λ = 0.05, and N = 144, 377, 610, 987, 1597. For all cases,
tc2 > tc1.
5.5 The GAM and the modulation function
We show that analiticity of the modulation function implies conservation of
the GAM. The modulation function can be written as:
f(z) =
∑
m
amqe
i2πmz (5.4)
Indeed, writing the distortions xn as inverse Fourier transforms, with mode
relabeling, gives:
xn =
∑
m
amqe
inmq (5.5)
From eqs. (5.4) and (5.5) it follows immediately that:
xn = f(nl) (5.6)
This is true for the statics; taking into account the time dependence, we can
generalize to the dynamics: am → am(t), f(z) → f(z, t). The equations of
motion for the distorsions are1:
x¨n + Q¨ = xn+1 + xn−1 − 2xn + λ cos (nq + 2πxn + 2πQ) (5.7)
From eqs. (5.6) and (5.7), we derive the equation of motion for f :
f¨ = f(z + l, t) + f(z − l, t)− 2f(z, t)− Q¨+ λ cos (2πz + 2πf(z, t) + 2πQ(t))
(5.8)
1In eq. (2) of ref. [6] and eq. (4) of ref. [8] the Q¨ term has been omitted.
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where we make the association xn±1 = z ± l. Let us now take the ﬁrst of
the two terms that make up the GAM in eq. (5.3) and rewrite it in terms
of the modulation function. If the modulation function f is analytic, we
can express the coeﬃcients anq as:anq =
∫ 1
0 dze
−in2πzf(z, t) and using partial
integration, we obtain:
L = −i∑
n
nqa−nqa˙nq =
q
2π
∫ 1
0
dz
df(z, t)
dz
f˙(z, t) (5.9)
We now compute the ﬁrst time derivative of eq. (5.9) It can be shown that,
due to periodic integration boundaries, only one term remains:
L˙ =
q
2π
λ
∫ 1
0
dz
df(z, t)
dz
cos (2π(z + f(z, t) +Q(t)) (5.10)
Using f+z as a new integration variable and periodic integration boundaries,
we get:
L˙ = − q
2π
λ
∫ 1
0
dz cos (2π(f(z, t) + z +Q(t)) (5.11)
From eq. (5.7), we can now obtain the expression for the equation of motion
of the CM Q:
Q¨ =
λ
N
∑
n
cos (nq + 2πxn + 2πQ) (5.12)
Under the assumption that we made of the analiticity of f , we can go from
the summation to the integral and, using eq. (5.8), we obtain:
Q¨ = λ
∫
dφ cos (2π(z + f(z, t) +Q(t)) (5.13)
Comparison between eqs. (5.11) and (5.13) gives us (after integration):
L+
q
2π
Q˙ = const (5.14)
i.e., we have derived the conservation of the GAM from the deﬁnition of the
modulation function.
The crucial assumption in the calculation is the analiticity of the modu-
lation function, which in the static case deﬁnes the regime under the Aubry
transition. It is interesting to notice that this result shows allows for our
observation that tc2 > tc1: analiticity of modulation function implies GAM
conservation, but the contrary is not necessary. Lastly, we notice from ﬁg. 5.4
that this mechanism is robust: while resonances aﬀect in a signiﬁcant way
the CM velocity, the GAM and the modulation function retain the same kind
of behavior.
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Figure 5.5: (a) Exponential ﬁts for the largest discontinuity in the modulation
function for various N at λ = 0.05, P0 = 0.10. Because of numerical noise,
the ﬁrst part of the simulation does not ﬁt. (b) Behavior of the ﬁtting
exponents shown in (a); the increase with N is apparent. (c) Exponential
ﬁts for the GAM. (d) Exponents of the GAM ﬁt as function of N ; here too,
they increase with N .
5.6 Order of the transitions and relation with
the static case
Both transitions we observe in the dynamical case are very sharp; this sug-
gests that, in the limit of an inﬁnite chain, they could be ﬁrst-order. This
would be in contrast with the static case, where it has been proven (see e.g.
[3]) that the largest discontinuity in the modulation functions undergoes a
second order transition. Presently, we do not have the analytical tools to
check this rigorously. We can however get some numerical indications: we ﬁt
the behavior of the GAM and of the largest discontinuity to an exponential
function, and study the behavior of the exponent as a function of the size N .
In ﬁg. 5.5, we see that, in both cases, the value of the ﬁtting exponent grows
when N increases. This indicates that, for N → ∞, the exponent could
diverge and the transition would become ﬁrst-order. More work is needed to
conﬁrm these initial results. It is also possible to relate in a direct way the
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Figure 5.6: Behavior of the transition time tc2 as a function of the substrate
potential λ in the proximity of λc = 0.154.... Each line corresponds to a
diﬀerent initial velocity. tc2 → 0 for λ→ λc.
dynamical and static behavior. This is shown in ﬁg. 5.6 for tc2: when the
substrate potential approaches the critical static value λc, tc2 goes to zero.
This allows us to relate the statics and the dynamics of the FK model.
5.7 Conclusions
We presented in this paper numerical and analytical evidence that, in the
kinetic FK model, a region is found where dynamical transitions take place.
This region separates a ﬂoating IC from a pinned IC phase, and is therefore
equivalent to the static Aubry transition (and, in fact, reducing to it in the
limit of λ→ λc). Non-analiticity of the modulation function and breakdown
of conservation of the GAM characterize these transitions. More work is
needed to assess the order of these transitions and the relationship between
tc1 and tc2, investigating for example the possibility that, for N → ∞, tc1
and tc2 converge to a single value tc.
We would like to thank Ted Janssen for productive discussions.
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Appendix A
Long time behavior of the
Frenkel-Kontorova model
Note: the results of this appedix have been published in: A. Fasolino, L. Consoli,
and H.J.F. Knops, in Technical proceedings of the 2001 International Conference
on Computational Nanoscience (ICCN 2001), ISBN 0-9708275-3-9.
As we noticed in chapter 2, the problem of the energy distribution in the
long-time behavior of the FK model is still an open one. we have performed
some numerical calculations, though, that seem to indicate that thermaliza-
tion actually occurs, even at weak couplings. In this appendix we shortly
present these ﬁndings. Before presenting our results, though, we want to
point out that there are some fundamental diﬃculties in deﬁning the con-
cept of equilibrium for an Hamiltonian system. As Poincare´ pointed out long
ago, there is no guarantee that the system will stay in a given conﬁguration:
his theorem states that an Hamiltonian conservative system executing ﬁnite
motion will revisit a given region A of the phase space arbitrarily closely
in the future. A famous example of this theorem is the Fermi-Ulam-Pasta
(FPU) system, that exhibits a recurrence phenomenon in which energy con-
stantly ﬂows in and out some modes. It is nevertheless possible to talk about
equilibrium of the system if we assume that this ”equilibrium” conﬁguration
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Figure A.1: Temporal behavior of kinetic and potential energy terms for the
case: N =, λ =, P0 =. The potential energy V and internal kinetic energy
Eintkin are not distinguishable in the ﬁgure.
will last for a suﬃciently long time; it is in this contect that our results have
to be placed.
A handy way to study the long-time energy behavior of the FK model
is to follow separately and visualize all the diﬀerent contributions to the
total energy of the system at the same time. There are 3 terms: the kinetic
energy of the CM motion, and the potential and kinetic energy of the internal
degrees of freedom (the vibrations of the atoms in the chain). In Fig. A.1
all energy terms are examined. Initially the system possesses only the CM
kinetic energy EPkin which decays to zero with time, being transferred into
potential energy and kinetic energy of the phonons in equal parts.
In Fig. A.2 we show the behavior of the phonon modes in the initial and
ﬁnal part of the time evolution. Initially, the phonon modes are very far
away from equilibrium, their amplitude being dictated by the modulation
potential. At the end of the simulation, where complete energy transfer has
occurred from the CM to the internal modes, the modes behave as expected
from equipartition as |xk|2 ∼ 1/ω2k. These preliminary results show that the
evolution to thermal equilibrium seems to occur. Of course, these are nu-
merical ﬁndings: more analytical work is needed to provide a ﬁrm theoretical
basis for our suggestion.
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Figure A.2: Temporal average of the phonon amplitudes over the indicated
time ranges for the case of ﬁg. A.1. The behavior expected from equipartition
|xk|2 ∼ 1/ω2k is given by the broken lines. Notice the evolution towards
equilibrium.
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Samenvatting
Dit proefschrift houdt zich bezig met de niet-lineaire dynamica van opper-
vlakten die in contact zijn en een irrationeel quotie¨nt tussen de respectieveli-
jke roosterparameters hebben. In het bijzonder wordt aandacht geschonken
aan de bijdragen op microscopisch niveau, die tot het macroscopisch fenomeen
van droge glijdende wrijving leiden. Een complete verklaring daarvan ont-
breekt tot heden: recentelijk heeft theoretisch onderzoek een nieuwe impuls
gekregen, onder andere dankzij de vooruitgang van experimentatoren in de
mogelijkheden om contacterende opppervlakten waar te nemen op atomisch
niveau met apparaten zoals de Atomic Force Microscope (AFM) en de Quartz
Crystal Microbalance (QCM).
Als twee periodieke oppervlakten in contact komen is de kans dat het
quotie¨nt tussen de twee roosterparameters een rationeel getal is, zeer gering.
We zullen dan in het algemeen te maken hebben met incommensurabele
contacten. De dynamica en de statica van deze situatie zijn allebei heel
interessante fysische problemen. In de statica zullen we te maken krijgen met
een energie-evenwicht, die uitendelijk bepaalt of we een gepinde toestand of
een modulatie bereiken.
Als we nu de twee oppervlakten laten bewegen ten opzichte van elkaar is
het probleem van energieverlies tijdens de dynamische evolutie van het sys-
teem zeer uitdagend. Dit was het startpunt van het onderzoek. We waren
speciﬁek ge¨ınteresseerd in de rol van intrinsieke niet-lineaire eﬀecten in het
ontstaan van glijdende wrijving. In dit kader was een van de motivaties ook
gegeven door eerdere theoretische voorspellingen en experimentele waarne-
mingen van een superlubric toestand, waar een oppervlakte kon glijden zon-
der energieverlies.
Omdat we ge¨ınteresseerd waren in het bestuderen van de fundamentele
mechanismen van de dynamica, was het noodzakelijk om een theoretisch
model te kiezen, dat aan twee basiseisen kon voldoen: simpel genoeg om
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intensief te kunnen worden bestudeerd met numerieke methoden en in een
analytisch geraamte, en gedetaillerd genoeg om verscheidene verschijnselen
te reproduceren. Een dergelijk model was lang geleden ge¨ıntroduceerd voor
het bestuderen van een dislocatie in een kristal, maar zijn versatiliteit maakt
het uitstekend geschikt voor ons probleem: het Frenkel-Kontorova model. In
zijn eendimensionele formulering beschrijft het model een harmonische keten
van atomen die in wisselwerking staat met een periodiek en rigide substraat.
De dynamica wordt verkregen door midden van een beginsnelheid die wordt
gegeven aan alle atomen in de keten. De bewegingsvergelijkingen worden met
numerieke methoden opgelost en de resulterende dynamica wordt bestudeerd.
In hoofdstuk 1 wordt een algemene inleiding gegeven over de fysische
vraagstukken en problemen die ons onderzoek hebben gemotiveerd. Het
Frenkel-Kontorova model wordt grondig beschreven; de eigenschappen van de
grondtoestand worden uitgelegd, met name de aanwezigheid van de Aubry
overgang, van een drijvende fase naar een gepinde fase voor een kritische
waarde van de substraatktracht. Deze overgang kan waargenomen worden
met behulp van de modulatiefunctie, een functie die informatie bevat over de
afwijkingen van de posities van de atomen in de grondtoestand ten opzichte
van de ongestoorde harmonische keten. De amplitudes van de fononen van
de keten kunnen ook dienen als gereedschap voor het waarnemen van deze
overgang. Beide begrippen zijn in de volgende hoofdstukken gebruikt om het
gedrag van de dynamica van het systeem te verklaren.
Hoofdstukken 2 en 3 houden zich bezig met het ontstaan van droge gli-
jdende wrijving, die in onze Hamiltoniaanse benadering wordt gedeﬁnieerd
als het vloeien van mechanische energie uit de massamiddelpunt van de keten
naar de interne vrijheidsgraden (fononen). In hoofdstuk 2 wordt het basis-
mechanisme beschreven: het verval van de massamiddelpuntsnelheid wordt
veroorzaakt door een serie parametrische resonanties, die een aantal reso-
nante fononen betreﬀen. Om dit mechanisme te analyseren hebben we een
analytisch geraamte ontwikkeld, dat gebaseerd is op de Fouriertransformaties
van de atomische posities (ze kunnen worden geinterpreteerd als de ampli-
tudes van de fononen). In hoofdstuk 3 wordt deze analyse verder ontwikkeld
met het bestuderen van een andere soort resonantie, die een rol speelt in een
ander deel van het snelheidsspectrum.
In hoofdstukken 4 en 5 verschuift de aandacht naar een meer algemene
analyse van de niet-lineaire dynamica van incommensurabele oppervlakten.
Het bestuderen van de fononische amplitudes heeft ons in hoofdstuk 4 geleid
naar het ontdekken van een invariantie in de Lagrangiaan voor een incommen-
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surabel systeem; dat heeft ons in staat gesteld om een grootheid te bouwen,
die behouden is zolang het systeem zich in een drijvende fase bevindt. Verder
onderzoek heeft aangetoond dat deze grootheid de overgang van een drijvende
naar een gepinde fase beschrijft, een fenomeen dat gerelateerd is aan het
ontstaan van wrijving, maar toch op een eigen tijdschaal gebeurt. Hoofdstuk
5 bevat de resultaten die we gekregen hebben in deze onderzoekslijn: er wordt
een gedetailleerde analyse van de overgang weergegeven en er wordt een ver-
band gelegd tussen deze dynamische structurele overgang en het gedrag van
het model in het statische geval, waar de Aubry overgang zich voordoet. De
appendix benadert het probleem van de energiedistributie in het systeem voor
lange tijden, en benadrukt de moeilijkheden die aan een dergelijke analyse
zijn verbonden.
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