We study the repetition of subwords in languages generated by morphisms. First we give a simple proof for the fact that such a language is repetitive if and only if it is strongly repetitive (Ehrenfeucht and Rozenberg, 1983) . From this proof we obtain a structurally simple polynomial-time algorithm for deciding whether such a language is repetitive. Then we give a complete characterization for all those morphisms on a two-letter alphabet that are repetitive. Finally, we characterize those morphisms f on a two-letter alphabet, for which the languages L(f) or SL(f) are regular, respectively context-free.
Introduction
An important part of formal language theory is concerned with the combinatorial structure of languages. One of the most basic combinatorial properties of a language is the repetition of subwords. Accordingly, a language L is called repetitive if, for each positive integer n, there exists a word w 2 L that contains a subword of the form x n for some non-empty word x. Already Axel Thue studied the repetition of subwords in (in nite) words Thu06, Thu12] .
Actually he was interested in obtaining long words without repetitions, so-called square-free words.
For context-free languages repetition of subwords is a very natural property. Indeed a context-free language is not repetitive if and only if it is nite. This is an immediate consequence of the pumping lemma for context-free languages. Actually, an in nite contextfree language L is not only repetitive, but it is even strongly repetitive, that is, there exists a non-empty word x such that x n is a subword of L for all positive integers n. Hence, a context-free language is repetitive if and only if it is strongly repetitive. This equivalence is not true in general as is shown by a simple example in ER83].
The context-free languages are generated by the context-free grammars, which form a special class of N. Chomsky's phrase-structure grammars. These grammars have been used very successfully to describe and characterize families of languages, and in particular the context-free grammars have actually been used to de ne programming languages like ALGOL 60 and PASCAL. However, since the late 1960s also a di erent approach based on iterating morphisms has been employed successfully to describe and de ne languages. These are the so-called L-systems, which were introduced by A. Lindenmayer in connection with biological considerations Lin68]. The simplest type of L-system is the D0L-system, where a language L is generated from a given word w by iterating a given morphism f, that is, L = ff n (w) j n 0g. See the monograph by G. Rozenberg and A. Salomaa for an introduction to the theory of L-systems RS80] , and see the collection RS92] edited by G. Rozenberg and A. Salomaa for a detailed survey on recent developments concerning this theory and its impacts on theoretical computer science, computer graphics, and developmental biology.
In their paper ER81] A. Ehrenfeucht and G. Rozenberg investigate the subword complexity of square-free D0L-languages. Here a language is called square-free if it does not contain any non-empty subword of the form xx. In a later paper ER83] the same authors then prove that a D0L-language is repetitive if and only if it is strongly repetitive. In addition, they show that it is decidable whether the language that is generated by a given D0L-system is repetitive. Both these results are proved in ER83] by reducing the general case of an arbitrary D0L-system to that of a very special D0L-system. But even for these special systems the given proof is still fairly complicated.
In MS93] F. Mignosi and P. S e ebold investigate a related problem. Call a language L kpower free if it does not contain any subword that is a non-empty k-th power. F. Mignosi and P. S e ebold show that there exists a recursive function such that x ( ;f;w) 2 S(L) implies that x + S(L), where ( ; f; w) is a D0L-system generating the language L. Here S denotes the subword operator. Hence, it follows immediately that a D0L-language is strongly repetitive if it is repetitive. Since it is decidable whether a D0L-language is k-power free MS93], this yields another algorithm for deciding whether a given D0L-language is repetitive. However, as with the algorithm of A. Ehrenfeucht and G. Rozenberg ER83] the exact degree of complexity of this algorithm is not known.
Here we address the repetitiveness of languages generated by morphisms in a di erent way.
Central to our approach is the notion of a quasi-repetitive element for a morphism f. Here a non-empty word v is a quasi-repetitive element for f, if there exist integers n > 0 and p > 1 such that f n (v) = v p 1 , where v 1 is a conjugate of v. According to T. Head and B. Lando HL86] a D0L-system G = ( ; f; w) is called periodic if there exist integers i 0 and p; q 1 such that f i+p (w) = (f i (w)) q , that is, if v := f i (w), then f p (v) = v q . Hence, the quasi-repetitive elements for the morphism f can be seen as a generalization of those words w for which the D0L-system ( ; f; w) is periodic. It is rather straightforward to verify that the D0L-language L is strongly repetitive if it contains a subword that is quasi-repetitive for the generating morphism. On the other hand, we will show that the D0L-language L := ff n (w) j n 0g contains a subword that is a quasi-repetitive element for f, if the language L is repetitive. Thus, L is repetitive if and only if it is strongly repetitive. In addition, we obtain a bound on the length of a shortest quasi-repetitive element for f and on its quasi-period n, which yields an algorithm for deciding whether a D0L-language is repetitive. In fact, we will see that this algorithm runs in polynomial time, provided the size of the underlying alphabet is xed. Extending the above results on quasi-repetitive elements we then prove that the language L(f) := ff n (a) j a 2 ; n 0g is not context-free, if the morphism f is growing, although L(f) is always context-sensitive. Finally, we give a complete characterization for those morphisms f on a two-letter alphabet for which the language L(f) is repetitive. Based on this result we characterize those morphisms for which the language L(f) is context-free, respectively regular. Also we can characterize those unbounded morphisms f on a two-letter alphabet, for which the language SL(f) of all subwords of L(f) is regular. Actually, for these morphisms SL(f) is context-free if and only if it is regular.
This paper is structured as follows. In Sections 2 and 3 we de ne the basic notions used throughout the paper. Further, we show that the language SL(f) is context-sensitive for each morphism f, and we consider the notion of simpli cation of a morphism, a notion that was introduced by A. Ehrenfeucht and G. Rozenberg in ER78] .
In Section 4 we de ne the injective simpli cation g of a morphism f, and we prove that the language L(f) is (strongly) repetitive if and only if L(g) is.
In Section 5 we derive some technical results on quasi-repetitive elements, which are then used to prove the rst two results mentioned above. Then in Section 6 we investigate further properties of quasi-repetitive elements, leading to the fact that for a growing morphism f, the language L(f) is not context-free.
Finally, in Section 7 we consider the case of a two-letter alphabet. In the concluding section we will point out some possible directions for future research. 2 The subword operator and the Chomsky hierarchy
We assume that the reader is familiar with the basics of formal language theory and the theory of D0L-systems. As our main references we use the monograph by J. Hopcroft In this paper we are mainly concerned with languages that are generated by morphisms. If f : ! is a morphism, then L(f) denotes the language L(f) := ff n (a) j a 2 ; n 2 Ng. We call L(f) the language generated by f. A D0L-system is a triple G = ( ; f; w), where w 2 is called the axiom of G, and f : ! is a morphism. The language L(G) := ff n (w) j n 2 Ng is the language generated by G. To simplify the notation we write SL(f) and SL(G) for S(L(f)) and S(L(G)), respectively. Obviously, we have L(f) = S a2 L(( ; f; a)) and SL(f) = S a2 SL(( ; f; a)). Notice that languages of the form SL(f) were used by M. Ollagnier in Oll92] to prove F. Dejean's conjecture. Proposition 2.1 (a) If L is a regular language, then so is S(L). (b) If L is a context-free language, then so is S(L).
Proof. It is easy to construct a generalized sequential machine (gsm) M that satis es M(w) = fy 2 j 9x; z 2 : w = xyzg = S(w). Hence, for each language L , M(L) = S(L) (see HU79] Section 11.2 for a detailed description of the gsm). The regular languages as well as the context-free languages are closed under gsm-mappings ( HU79] Theorem 11.1).
Thus, if L is a regular or a context-free language, then so is the language S(L) 2
This result cannot be extended to the class of all context-sensitive languages, as is shown by the following example. Example 2.2 By the space hierarchy theorem there exists a language L fa; bg such that L can be accepted by a deterministic (single-tape) Turing machine with space bound 2 n , but L cannot be accepted by any such Turing machine with space bound n 2 (see, e.g., BDG88] Theorem 2.10). Let L 1 := f$wc j 2 jwj j w 2 Lg, where $ and c j are two additional letters. Then L 1 can be accepted by a deterministic single-tape Turing machine with space bound n, and hence, L 1 is a context-sensitive language. However, S(L 1 ) \ $ fa; bg c j = $ L c j , and so S(L 1 ) cannot be accepted by any deterministic Turing machine with space bound n 2 due to the choice of L. Hence, S(L 1 ) cannot be accepted by any non-deterministic Turing machine with space bound n, and so S(L 1 ) is not a context-sensitive language. 2
If f : ! is a morphism and w 2 , then one can easily construct contextsensitive grammars for the languages L(f) and L(( ; f; w)). Hence, the D0L-languages and the languages generated by morphisms form a subclass of the class of all context-sensitive languages. Interestingly, for this subclass the subword operator S yields always contextsensitive languages. To prove this result we need some preparations. Let f : ! be a morphism. We say that f is bounded on w 2 + if the language L(( ; f; w)) is nite. The morphism f is called bounded if it is bounded on all letters a 2 . Obviously, f is bounded if and only if the language L(f) is nite.
Let ? := fa 2 j 9n 1 : f n (a) = "g, that is, ? contains those letters of that ultimately disappear. Here " denotes the empty word. To determine ? we construct a sequence of subalphabets of inductively as follows:
? 1 := fa 2 j f(a) = "g; ? i+1 := ? i fa 2 r ? i j f(a) 2 ? + i g; i 1: . Hence, for all n 1; f n (a) = 0 (f n (a)), and so f is bounded on a if f is.
Conversely, assume now that f is bounded on a. Then there exist positive integers n and k such that f n+k (a) = f n (a). Let f n (a) = b 1 2 This lemma implies that f is bounded if and only if f is bounded. Next we associate a directed graph with weighted edges to f that we will use to decide boundedness of f.
Let G f := (V; E; !) be a directed graph with vertex set V := 0 , edge set E := fa ! b j a; b 2 0 such that b occurs in f(a)g, and weight function ! : E ! N de ned by !(a ! b) := j f(a)j, the length of the word f(a). Obviously, this graph is easily constructed from f and 0 .
Lemma 2.5 For a 2 0 the following statements are equivalent:
(a) f is not bounded on a; (b) in the graph G f a cycle containing an edge of weight larger than one can be reached from the vertex a.
Proof. Since f(b) 6 = " for each b 2 0 , all vertices of G f have positive out-degree. Hence, there exists an integer n > 0 such that f n (a) only contains letters that correspond to vertices of G f which are contained in cycles of G f . Assume that f n (a) = b 1 b`. If none of these cycles contains an edge of weight larger than one, then j f n+k (a)j = j f n (a)j =`for all k 1. Thus, in this case f is bounded on a. Conversely, assume that G f contains a subgraph of the following form: a If f is bounded, then the language SL(f) is nite, and so it is context-sensitive. Hence, for the following proof of Proposition 2.3 we can assume that f is not bounded. Before solving the general case let us rst deal with the special case that f(a) 6 = " for all a 2 , that is, we assume that the morphism f is non-erasing.
For n 2 N we will construct a directed graph that can be used to decide whether or not a word of length n belongs to SL(f). Motivated by this graph we will show that the language SL(f) is accepted by some non-deterministic Turing machine with space bound n, which proves that SL(f) is a context-sensitive language. For the general case we will then proceed similarly.
So let us rst assume that f : ! is non-erasing and unbounded. Let b be the subalphabet of letters of on which f is bounded, that is, b := fa 2 j f is bounded on ag. Further, let M := maxfjf m (a)j j a 2 b ; m 1g, and for each n 2 N, let m n 2 N + be minimal such that jf mn (a)j maxfn; Mg for all a 2 u := r b .
Observe that b can be determined in polynomial time from and f, and that M = maxfjf m (a)j j a 2 b g for m := j b j, as is easily seen from the proof of Lemma 2.5. Further, if a 2 u , then jf k (a)j 2 holds for some k 1. In fact, it is easily checked that k := j u j can be chosen for all a 2 u . Thus, m n j u j maxfn; Mg for all n 2 N.
For n 1 we de ne the directed graph G n := (V n ; E n ) as follows: V n := n , and E n := f(u; v) j u; v 2 n , and u is a subword of f(v)g. Further, let V n denote the following subset of V n :
V n := fu 2 n j u is a subword of some word f m (a); a 2 b ; m 1g fu 2 n j u is a subword of some word f m (a); a 2 u ; 1 m m n g: Lemma 2.7 For w 2 n the following two statements are equivalent:
(a) w 2 SL(f); (b) 9u 2 V n : G n contains a path from w to u. Proof. Assume that G n contains a path w = w k ! w k?1 ! : : : ! w 1 ! w 0 = u, where u 2 V n . Then w is a subword of f k (u), and hence, it is a subword of f k+m (a) for some a 2 and m 1, that is, w 2 SL(f).
To prove the converse implication assume that w 2 SL(f). Then w is a subword of f m (a) for some a 2 and m 1. If a 2 b or if a 2 u and m m n , then w 2 V n . So assume that a 6 2 b and m > m n . We proceed by induction on k := m ? m n . If k = 1, then w is a subword of f mn+1 (a), that is, f mn+1 (a) = w 1 ww 2 . Let u := f mn (a). From the choice of m n we see that juj n. Since f(u) = w 1 ww 2 , we can factor u as u = u 1 bu 2 such that jf(u 1 )j jw 1 j < jf(u 1 b)j and b 2 . If jbu 2 j n, then the su x v of length n of u belongs to V n , and w is a subword of f(v). Otherwise, u 2 = u 3 u 4 with ju 3 j = n ? 1 and u 4 2 + . Then bu 3 2 V n , and since jf(bu 3 )j jbu 3 j = n, we see that w is a subword of f(bu 3 ). In any case we have an element u 0 2 V n such that (w; u 0 ) 2 E n .
The induction step is completely analogous to the case k = 1. This completes the proof of Lemma 2.7.
2 For a given non-erasing morphism f, the set b and the number M are xed. Further, as seen above the number m n satis es the inequality m n j j maxfn; Mg for all n 2 N. Thus, a non-deterministic Turing machine can be constructed that accepts the union S n 1 V n with space bound n. Using this Turing machine another non-deterministic Turing machine can be constructed that, given a string w of length n as input, tries to guess a path in the graph G n from w to some word u 2 V n . In order to avoid running in circles this machine uses a counter to interrupt a computation once the length of the path constructed exceeds the number j j n . Certainly this machine can be realized in such a way that it has space bound n. Because of Lemma 2.7 it accepts the language SL(f). This proves Proposition 2.3(a) for the special case of non-erasing morphisms.
To complete the proof of this proposition let f : ! be an arbitrary morphism that is unbounded. As before let ? := fa 2 j 9n 1 : f n (a) = "g, let 0 := r ?, and let f : 0 ! 0 be de ned as f(a) := 0 (f(a)) for all a 2 0 . Recall that f r (a) = " for all a 2 ?, where r := j j.
We de ne a language L f;? as L f;? := SL(f) \ ? . Lemma 2.8 L f;? is a nite set that can be determined e ectively. Proof. Recall that the subalphabet ? can be determined in polynomial time from and f. If f is non-erasing, then ? = ;, and hence, L f;? = ;. So assume that f is erasing, that is, ? 6 = ;.
Obviously, L f;? contains the set fu 2 ? j 9x; y 2 9a 2 ? 9n 1 : f n (a) = xuyg = fu 2 ? j 9x; y 2 ? 9a 2 ? 9n 2 f1; : : :; rg : f n (a) = xuyg, which is nite. Hence, it remains to prove that also the set L 0 f;? := fu 2 ? j 9x; y 2 9a 2 0 9n 1 : f n (a) = xuyg is nite. 
where c k`, we see that bc 2 SL( f), and hence, (ii) is satis ed. For k > 1, the result follows analogously.
2 If u 2 ? satis es condition (i) or (ii) of the claim above, then u 2 L 0 f;? . Thus, these two conditions characterize the language L 0 f;? , implying that this language is indeed nite. Obviously, the nitely many words u 2 ? that satisfy condition (i) are easily determined. Since f is non-erasing, we already know that the language SL( f) is context-sensitive. Hence, the nite set SL( f) \ 2 0 can be determined e ectively, and so the nite set of words u 2 ? that satisfy condition (ii) can also be determined e ectively. This completes the proof of Lemma 2.8.
2
For n 1 we now de ne a directed graph H n = (W n ; F n ) that is similar to the graph G n = (V n ; E n ) de ned for the morphism f: W n := (L f;? 0 ) n L f;? , and F n = f(u; v) j u; v 2 W n , and u is a subword of f(v)g.
Further, W n is the following subset of W n : W n := fu 2 W n j u is a subword of some word f m (a); a 2 0 ; 1 m m n g, where m n 2 N + is the constant depending on n that is obtained for the morphism f. Lemma 2.9 For w 2 ; jwj 0 = n, the following two statements are equivalent:
(a) w 2 SL(f); (b) 9u 2 W n : H n contains a path from w to u. Proof. The proof is completely analogous to the proof of Lemma 2.7. If w 2 ; jwj 0 = n > 0, then w 2 SL(f) if and only if w is a subword of f k (a) for some a 2 0 and k 1. Hence, w = w 0 a 1 w 1 a n w n , where a 1 ; : : :; a n 2 0 and w 0 ; w 1 ; : : :; w n 2 ? , implies that w := 0 (w) = a 1 a 2 a n 2 SL( f) and w 0 ; w 1 ; : : :; w n 2 L f;? . Now the graph H n for f is obtained from the graph G n for f simply by inserting all possible syllables from L f;? . Thus, Lemma 2.9 follows from the corresponding result for f. 2 Based on the graphs H n (n 1) a non-deterministic Turing machine can be constructed that accepts the language SL(f) with space bound n. Thus, SL(f) is a context-sensitive language.
If G = ( ; f; w) is a D0L-system, then by incorporating the axiom w in the construction of the graphs H n (n 1), we obtain a proof that SL(G) is a context-sensitive language, too.
This completes the proof of Proposition 2.3.
Is it possible to improve upon Proposition 2.3? In general, a language L(f) will not be context-free, but the language SL(f) may be context-free or even regular, nevertheless. This is illustrated by the following simple example.
Example 2.10 Let = fag and f : ! be the morphism de ned by f(a) := a 2 . Then L(f) = fa 2 n j n 0g, and hence, L(f) is not context-free. However, SL(f) = is even regular.
Thus, the question arises whether or not, for each morphism f, the language SL(f) of subwords of L(f) is regular or at least context-free. This, however, is not the case as shown by the following example.
Example 2.11 Let = fa; b; cg and f : ! be the morphism de ned by a 7 ! a; b 7 ! ab, and c 7 ! b 4 . Then, for all n 1, f n (a) = a, f n (b) = a n b, and f n (c) = (a n?1 b) 4 , that is, L(f) = fa; b; cg fa n b j n 1g fa n ba n ba n ba n b j n 0g. Hence, SL(f) \ ba ba ba b = fba n ba n ba n b j n 0g, which is not a context-free language. Thus, SL(f) is not context-free. 2
Hence, it would be of interest to determine those morphisms f for which the language SL(f) is context-free or even regular. In Section 7 we will answer this question in a restricted context.
Repetitiveness and simpli cations of morphisms
We study the repetition of subwords in languages generated by morphisms. Certainly, the repetition of subwords is one of the fundamental combinatorial properties of a language.
A language L is called repetitive, if, for each integer n > 0, there exists a non-empty word w such that w n 2 S(L). The language L is called strongly repetitive if w S(L) holds for some non-empty word w.
From the pumping lemma for context-free languages the following simple result follows.
Proposition 3.1 An in nite context-free language is strongly repetitive.
Here we are interested in D0L-languages and languages generated by morphisms. For D0L-languages the following result holds, where alph(w) denotes the set of letters that actually have occurrences in the word w. To prove the converse implication let w = a 1 a 2 a k , a 1 ; : : :; a k 2 . If L(G) is repetitive, then, for each integer n > 0, there exists a non-empty word u such that f`(w) = xu n k y holds for some` 1 and x; y 2 . Since f`(w) = f`(a 1 )f`(a 2 ) f`(a k ), we see that, for some i 2 f1; : : :; kg, f`(a i ) contains u n as a subword. Thus, for each n > 0, there exist a non-empty word u and an index i 2 f1; : : :; kg such that u n 2 SL(( ; f; a i )). Since there are only nitely many choices for i, this means that at least one of the languages L(( ; f; a i )) is repetitive.
For strong repetitiveness the proof is completely analogous. Proof. Statements (a) and (b) are easily seen to be equivalent, since is a nite alphabet.
The equivalence of statements (b) and (c) follows from Proposition 3.2.
2
For the intended characterization of repetitive languages generated by morphisms the following notions will be very important. The following proposition states a basic property of quasi-repetitive elements which motivates our interest in these elements. So let v = z 1 az 2 , where a is an unbounded letter for f. Choose q 2 N + su ciently large such that jf n q (a)j 2 jvj. Then f n q (z 1 )f n q (a)f n q (z 2 ) = f n q (v) = v p q 2 for some v 2 v, and so f n q (a) contains v 2 3 as a subword for some v 3 v 2 . Hence, f n q (a) contains v as a subword. Since for each v 2 v, v p q 2 contains v p q ?1 as a subword, we conclude that v SL(( ; f; a)).
This implies (2.), which in turn yields (1.).
To simplify the study of combinatorial properties of morphisms, A. Ehrenfeucht and G. Rozenberg introduced the notion of simpli cation of a morphism ER78]. In the following we restate and slightly extend their notion.
Let and be two nite alphabets, and let f : ! and g : ! be morphisms. We say that f and g are twined, if there exist morphisms h : ! and k : ! satisfying the equalities k h = f and h k = g. If j j < j j and f and g are twined, then g is called a simpli cation of f.
Before discussing some properties of twined morphisms, we give a simple example. Let f : ! be a morphism, let ? := fa 2 j 9n 1 : f n (a) = "g, and let ? 1 := fa 2 j f(a) = "g. Assume that ? 6 = ;. Then also ? 1 6 = ;. Let := r ? 1 , and de ne a morphism f 0 : ! through f 0 (a) := (f(a)), a 2 . Here : ! denotes the natural projection. Further, let k : ! denote the morphism de ned through k(a) := f(a), a 2 . Proposition 3.5 Let f : ! be a morphism such that ? 1 := fa 2 j f(a) = "g 6 = ;, and let ; f 0 ; , and k be de ned as above. Then the morphisms f and f 0 are twined with respect to ( ; k), and f 0 is a simpli cation of f.
Proof. For all a 2 , k( (a)) = k(a) = f(a), and for all a 2 ? 1 , k( (a)) = k(") = " = f(a). Hence, f = k . The equality f 0 = k is obvious. 2 If f and g are twined with respect to the morphisms (h; k), then the following statements hold for all integers n 0: (3.0) f n k = k g n and h f n = g n h. (3.1) f n+1 = k g n h and g n+1 = h f n k.
Thus, for w 2 and w 2 , we obtain the following equalities:
Based on this observation we can derive the following two propositions relating properties of D0L-languages generated by f to those of D0L-languages generated by g. Proof. If w = f m (w) holds for some m 1, then L(( ; f; w)) is nite. Further, g m (h(w)) = h(f m (w)) = h(w) by (3.0), and hence, the language L(( ; g; h(w))) is nite, too. So assume that f m (w) 6 = w holds for all m 1, and that the language SL(( ; f; w)) is regular. We see from equation (3. 3) that L(( ; g; h(w))) = h(L(( ; f; f(w)))) fh(w)g = h(L(( ; f; w)) r fwg) fh(w)g. Hence, SL(( ; g; h(w))) = S(h(S(L(( ; f; w)) r fwg))) S(h(w)). Since SL(( ; f; w)) is regular, the language S(L(( ; f; w)) r fwg) is regular, because these two languages di er by a nite set only. Thus, h(S(L(( ; f; w)) r fwg)) is regular, and so SL(( ; g; h(w))) is regular by Proposition 2.1.
Conversely, if SL(( ; g; h(w))) is regular, then so is the language SL(( ; f; w)) = S(k(L(( ; g; h(w)))) fwg) = S(k(SL(( ; g; h(w))))) S(w) by equation (3.2) and by Proposition 2.1.
For the case of context-free languages the proof is exactly the same.
Proposition 3.7 Let f and g be morphisms that are twined with respect to (h; k). Proof.
(a) If g n (h(w)) contains the subword x p , then f n+1 (w) = k(g n (h(w))) contains the subword (k(x)) p . If k is non-erasing, then with x 6 = " also k(x) 6 = ". Thus, (a) holds.
(b) This follows from (a) by symmetry.
(c) Assume that g n (v) = v p 1 for some n > 0; p > 1, and
From Corollary 3.3 and Proposition 3.7 we obtain the following conclusion.
Corollary 3.8 Let f and g be morphisms that are twined with respect to (h; k). Proof.
(a) Assume that k is non-erasing, and that L(g) is (strongly) repetitive. By Corollary 3.3 L(( ; g; a)) is (strongly) repetitive for some a 2 . Choose w := k(a). Since k is non-erasing, w 6 = ". In fact, h(w) = h(k(a)) = g(a), and so L(( ; g; h(w))) is (strongly) repetitive. This implies that L(( ; f; w)) is (strongly) repetitive by Proposition 3.7, and thus, L(f) is (strongly) repetitive by Corollary 3.3. ? i = fa 2 j 9n 1 : f n (a) = "g (see Section 2), we nally obtain a non-erasing morphism f 0 : ( r ?) ! ( r ?) . It is easily seen that this morphism coincides with the morphism f of Section 2.
Let 0 := r ?, and let`:= minfn j 8a 2 ? : f n (a) = "g. Recall from Section 2 that` r = j j holds and that ? =S Proof. For all a 2 0 , k( 0 (a)) = k(a) = f`(a), and for all a 2 ?, k( 0 (a)) = k(") = " = f`(a). Thus, f`= k 0 . On the other hand, 0 (e) If a word v 2 + 0 is (quasi-) repetitive for f with (quasi-) period n > 0 and (quasi-) multiplicity p > 1, then f`(v) is (quasi-) repetitive for f with (quasi-) period n and (quasi-) multiplicity p.
Proof.
(a) Since k is non-erasing, it follows that all the languages L(( r? i+1 ; f i ; r? i+1 (w))) (i = 0; 1; : : :;`? 2) and L(( ; f; w)) are (quasi-) repetitive if L(( 0 ; f; 0 (w))) is (Proposition 3.7(a)). Conversely, assume that z k 2 SL(( ; f; w)) for some z 2 + and some su ciently large integer k. Since SL(( ; f; w)) \ ? is nite (cf. Lemma 2.8), z must contain an occurrence of a letter a 2 0 , that is, z 0 := 0 (z) 6 = ". Hence, z k 0 2 0 (SL(( ; f; w))) = SL(( 0 ; f; 0 (w))). Thus, with L(( ; f; w)) also the language L(( 0 ; f; 0 (w))) is (strongly) repetitive. 
Propositions 4.2 and 4.3 show that in our investigations we can restrict our attention to non-erasing morphisms. Thus, in the following we assume that the morphisms considered are non-erasing.
Let f : ! be a non-erasing morphism. If f is not injective, then the set ff(a) j a 2 g is not a code. Hence, by the defect theorem Lot82] there exists a code C + such that jCj < j j and f( ) C . Let be an alphabet in 1-to-1 correspondence to C, and let k : ! be the morphism that is induced by the bijection from onto C. For each a 2 , f(a) 2 C + , and since C is a code, there exists a unique word w a 2 C + such that f(a) = w a . Hence, we can de ne a morphism h : ! through h(a) := k ?1 (f(a)). Further, let g : ! denote the morphism g := h k. Then f = k h, and thus, f and g are twined with respect to (h; k). Since j j = jCj < j j, g is a simpli cation of f. Since In In particular, we see that L(( ; f; w)) = k(L(( t ; f t ; h(w)))) fw; f(w); : : :; f t?1 (w)g.
Analogously, it can be shown that L(( t ; f t ; h(w))) = h(L(( ; f; f t (w)))) fh(w); f t (h(w)); : : :; f t?1 t (h(w))g: Using these facts we can now derive the following result. Proposition 4.6 Let f : ! be a non-erasing morphism, and let f t : t ! t be an injective simpli cation of f. Proof.
(a) This is proved from the facts above just like Proposition 3.6. 
Repetitiveness and quasi-repetitive elements
In Proposition 3.4 we have seen that the language L(f) is strongly repetitive, if the morphism f has a quasi-repetitive element. In this section we will see that f has such an element, if the language L(f) is repetitive. In particular, this then gives a new proof of A. Ehrenfeucht's and G. Rozenberg's result that a D0L-language is repetitive if and only if it is strongly repetitive ER83]. Additionally we will obtain a structurally simple polynomial-time algorithm for deciding whether or not the language L(f) is repetitive.
For the following considerations let f : ! be a morphism that is non-erasing, that is, f(a) 6 = " for all a 2 , let r := j j, and let := maxfjf(a)j j a 2 g. Lemma 5. 
Proof. Choose a letter a 1 2 alph(f(a)) such that the subwords f n?1 (a 1 ) and v p of f n (a) have the longest possible intersection. The word f n (a) consists of jf(a)j segments of the form f n?1 (b) with b 2 . Since p 2 r , we can conclude that f n?1 (a 1 ) has a pre x of the form v q 1 1 , where v 1 v and q 1 2 r?1 . Continuing this argument we obtain a sequence a = a 0 ; a 1 ; : : :; a r of letters such that, for all i = 1; : : :; r, 
This notion has been coined by A. Ehrenfeucht and R. Rozenberg in ER83]
, where it is observed that a D0L-system is strongly repetitive, if it is pushy.
For a D0L-system G = ( ; f; w) that is not pushy, let q(G) := maxfjxj j x 2 SL(G)\ g. Analogously, if the morphism f is not pushy, then q(f) := maxfjxj j x 2 SL(f) \ g. Corollary 5.4 Let G = ( ; f; w) be a D0L-system that is not pushy such that the morphism f is non-erasing, and let v 2 + be a primitive word. If v p 2 SL(G) for some p maxf2 r+1 ; 2 r jwj; (q(G) + 1)=jvjg, then v is a quasi-repetitive element for f of quasi-period q r.
Proof. Since jv p j = p jvj q(G) + 1, v p contains a letter that is unbounded for f, and so v is unbounded for f. Hence, by Theorem 5.3 v is a quasi-repetitive element for f with quasi-period q r.
2
From this observation we get the following characterization of repetitive D0L-systems that are not pushy.
Corollary 5.5 Let G = ( ; f; w) be a D0L-system that is not pushy, and let the morphism f be non-erasing. Then the following three statements are equivalent: Observe that the corollaries above characterize the repetitiveness of a D0L-system or a morphism through the existence of a quasi-repetitive element. In the rest of this section we will derive an algorithm for deciding whether a D0L-system or a morphism is repetitive that is based on this characterization. In order to do so, however, we need some additional information on quasi-repetitive elements.
Lemma 5.8 Let f : ! be an injective morphism, and let v 2 be a primitive word that is quasi-repetitive for f. Then no unbounded letter a 2 r occurs more than once in v.
Proof. Assume that some unbounded letter a 2 r occurs at least twice in v, that is, v has a subword of the form aua for some u 2 . Since we can replace v by any of its conjugates, we can assume without loss of generality that aua is a pre x of v, that is, v = auax for some x 2 . If n 1 denotes the quasi-period of v, then, for all k > 0, f k n (v) is a power of a conjugate of v. Choose an integer k > 0 such that jf k n (a)j jvj. Since the letter a is unbounded, such an integer exists. Hence, the words f k n (au) and f k n (ax) have the common pre x f k n (a) of length jvj. Thus, some conjugate v 1 of v is a common pre x of f k n (au) and of f k n (ax). Since v, and therewith v 1 , is primitive, this implies that f k n (au) and f k n (ax) are both powers of v 1 , that is, f k n (au) = v p 1 and f k n (ax) = v q 1 for some integers p; q > 0. Therefore, f k n ((au) q ) = v p q 1 = f k n ((ax) p ), and hence, (au) q = (ax) p , since f is injective. This, however, implies that v is a power of a shorter word, thus contradicting the choice of v. Hence, no unbounded letter occurs more than once in v. 2 Lemma 5.8 implies that, if v is a primitive word that is quasi-repetitive for an injective and growing morphism, then no letter occurs more than once in v, and hence, jvj j j. Theorem 5.9 Let G = ( ; f; w) be a D0L-system that is repetitive, but not pushy. If the morphism f is injective, then the language SL(G) contains a quasi-repetitive element v for f that has length jvj (r 1 + 1) q(G) + r 1 and quasi-period at most r, where r 1 := j r j is the number of unbounded letters.
Proof. Since the D0L-system G is repetitive, there exists a primitive word v 2 SL(G) that is quasi-repetitive for f by Corollary 5. Corollary 5.10 Let G = ( ; f; w) be a D0L-system that is repetitive. If the morphism f is injective and growing, then the language SL(G) contains a quasi-repetitive element v for f that has length and quasi-period at most r.
Of course, corresponding results hold for repetitive morphisms.
Corollary 5.11 Let f be a repetitive morphism that is injective, but not pushy. Then the language SL(f) contains a quasi-repetitive element v for f that has length jvj (r 1 + 1) q(f) + r 1 and quasi-period at most r. If, in addition, f is growing, then v can be chosen such that jvj r holds. If the morphism f is not injective, then using the constructions of Section 4 we obtain an injective simpli cation of f. Let f denote the non-erasing morphism constructed from f, and let g denote the injective simpli cation of f (and, hence, of f). For all w 2 , L(( ; f; w)) is repetitive if and only if L(( 0 ; f; 0 (w))) is repetitive if and only if L(( t ; g; h( 0 (w)))) is repetitive by Proposition 4.3(a) and Proposition 3.7 (b) . Further, if the language L(( ; f; w)) is not pushy, then neither are the languages L(( 0 ; f; 0 (w))) or L(( t ; g; h( 0 (w)))). Hence, Theorem 5.9 implies that the language SL(( t ; g; h( 0 (w)))) contains a quasi-repetitive element v for g that has length jvj (r 1 +1) q(( t ; g; h( 0 (w))))+ r 1 and quasi-period at most j t j, where r 1 is the number of unbounded letters in t (with respect to the morphism g). Hence, by Proposition 4.6(d) k(v) 2 SL(( 0 ; f; 0 (w))) is a quasi-repetitive element for f with quasi-period at most j t j j 0 j. Since k h = f t by Lemma 4.4, we see that jk(v)j t jvj, where := maxfj f(a)j j a 2 0 g. Further, by Proposition 4.3(e) f`(k(v)) 2 SL(( ; f; w)) is a quasi-repetitive element for f with quasiperiod at most j 0 j j j and jf`(k(v))j ` t jvj, where := maxfjf(a)j j a 2 g. Since t j 0 j ? 1 j j ? 1, we obtain the following result. Corollary 5.12 Let G = ( ; f; w) be a D0L-system that is repetitive, but not pushy. Then the language SL(G) contains a quasi-repetitive element v for f that has length jvj ` j j?1 ((j j + 1) q(G) + j j) and quasi-period at most j j.
Proof. It remains to verify the given bound for the length of v. From the considerations above we obtain jvj ` j 0 j?1 ((r 1 + 1) q(( t ; g; h( 0 (w)))) + r 1 ). However, jr 1 j j t j j j and q(( t ; g; h( 0 (w)))) q(G), since by k each bounded letter a 2 t is mapped to a non-empty word k(a) 2 0 that is entirely composed of bounded letters from 0 . 2 Obviously, a corresponding result is obtained for the morphism f.
Corollary 5.13 Let f be a morphism that is repetitive, but not pushy. Then the language SL(f) contains a quasi-repetitive element v for f that has length at most ` j j?1 ((j j + 1) q(f) + j j) and quasi-period at most j j.
Thus, if a morphism f (or a D0L-system G) is not pushy, then it is repetitive if and only if there exists a primitive word v of length jvj ` j j?1 ((j j + 1) q(f) + j j) such that v 2 SL(f) (respectively, v 2 SL(G)) and f n (v) = v p 1 for some n j j, p > 1, and v 1 v. Hence, in order to decide whether or not f(G) is repetitive, we only need to verify whether a primitive word v exists that has the above properties. In this way we have a`test set' of exponential size for deciding whether f(G) is repetitive. Actually, we can get a much smaller test set'.
Assume that v is a primitive word that is a quasi-repetitive element for f of quasi-period n j j. Let i be chosen such that p i maxfjvj; g, where p > 1 is the quasi-multiplicity of v corresponding to the quasi-period n. Then f n i (v) = v p i 1 for some conjugate v 1 of v. Hence, by Lemma 5.1 there exist an integer m n i, a letter a 2 alph(f m (v)), and a conjugate v 2 of v such that v 2 is a pre x or a su x of f n i?m (a). Obviously, a is an unbounded letter. Hence, jf j j (a)j 2. Thus, in order to check whether there exists a quasi-repetitive element for f it su ces to consider all pre xes and su xes of f j (a), where a is an unbounded letter and j n i j j log p (maxf ; jvjg) j j log 2 ( ` j j?1 ((j j + 1) q(f) + j j)) j j (` log 2 + j j log 2 + log 2 (j j + 1) + log 2 (q(f) + 1)). Thus, we get the following improvement of Corollary 5.13. Corollary 5.14 Let f be a morphism that is repetitive, but not pushy. Then there exist an unbounded letter a 2 and an integer m j j (` log 2 + j j log 2 + log 2 (j j + 1) + log 2 (q(f) + 1)) such that f m (a) has a pre x or a su x that is a quasi-repetitive element for f of quasi-period at most j j.
Recall that = maxfjf(a)j j a 2 g, = maxfj f(a)j j a 2 0 g, and`= minfn j 8a 2 ? : f n (a) = "g j?j, where 0 = r ?. Hence, these constants are easily obtained from f. In order to be able to exploit the above corollary we also need a simple bound for the remaining constant q(f). Recall that q(f) = maxfjxj j x 2 SL(f) \ g, where = fa 2 j a is bounded for fg. In Section 2 we have seen that can be determined in polynomial time from f. To simplify the notation we de ne u := r , that is, u is the subalphabet of letters that are unbounded for f. Further, we introduce the following constants:
(i) := j j, := j u j, and hence, j j = + ; (ii) := maxfjf(a)j j a 2 g, and (iii) := maxfjxj j x 2 is a syllable of f(bc); b; c 2 u g. Proof. If f k (a) = uav for some u; v 2 , then
for all i 1. Since f is non-erasing, f j k (u) 6 = ", if u 6 = ", and f j k (v) 6 = ", if v 6 = ". Thus, since a 2 , we conclude that u = " = v.
Hence, if jf k (a)j a > 0 for some k 1, then there exist some letters a 1 ; : : :; a k?1 2 such that f(a) = a 1 ; f(a i ) = a i+1 ; i = 1; : : :; k ? 2, and f(a k?1 ) = a. For all b 2 fa; a 1 ; : : :; a k?1 g and all n 1 we conclude that jf n (b)j = 1.
Assume now that a 2 satis es that jf m (a)j > 1 for some m 1. Then we see from the discussion above that f n (a) 2 ( r fag) + holds for all n 1. Let f(a) = b 1 Example 5.21 Let := fa 0 ; a 1 ; : : :; a n ; b; cg, and let f : ! be de ned through f : a i 7 ! a 2 i+1 (i = 0; 1; : : :; n ? 1), a n 7 ! a n , b 7 ! a 2 0 cba 4 0 bca 2 0 , and c 7 ! c 2 . Then = fa 0 ; a 1 ; : : :; a n g, u = fb; cg, = n + 1, and = 2. Thus, q(f) = 8 2 n = ?1 , that is, the bound given in Theorem 5.20 is sharp. 2 Hence, the number q(f) can in general only be bounded from above by an exponential function of j j. However, if the alphabet is xed, then j j is a bound for q(f) that is polynomial in (the size of the description of the morphism) f.
If, however, the morphism f is injective, then we obtain a polynomial bound for q(f) because of the following observation. Lemma 5.22 If the morphism f is injective, then fj is a permutation of . Proof. Since f is injective, it is non-erasing. We claim that jf(a)j = 1 holds for all a 2 .
We proceed by induction on j j. If j j 1, then jf(a)j = 1 must hold for all a 2 , since otherwise a would not be a bounded letter for f. ( q is an upper bound for q( f) ) mmax := j 0 j (j 0 j log 2 + log 2 (j 0 j + 1) + log 2 (q + 1)); (5.) 
Repetitive circles
In this section we investigate quasi-repetitive elements of morphisms in greater detail. We will introduce the notion of repetitive circles, study their structure, and derive some information on the languages generated by morphisms from them. We start by introducing an equivalence relation on primitive quasi-repetitive elements of a morphism. for some conjugate u 3 of u. Hence, the relation of being associates is symmetric. Finally, it it straightforward that this relation is also transitive.
2
An equivalence class of this equivalence relation is called a repetitive circle of the morphism f. If Q is a repetitive circle for f, and if u 2 Q, then obviously u 1 2 Q holds for each conjugate u 1 of u. Hence, repetitive circles are closed under the operation of taking conjugates. In addition, they are`almost closed' under the morphism f as shown by the following lemma.
Lemma 6.2 Let Q + be a repetitive circle for the morphism f. Then, for each u 2 Q, there exist an element v 2 Q and a positive integer p such that f(u) = v p . Proof. Let u 2 Q, and let x be the primitive root of f(u), that is, f(u) = x q for some q 1. Since u is a quasi-repetitive element for f, f(u) 6 = ", and hence, x 6 = ". Example 6.5 Let = fa; b; cg and let f be the morphism from into that is de ned through a 7 ! a; b 7 ! bab, and c 7 ! cac. Then f(ab) = abab, and so Q 1 = fab; bag is a repetitive circle for f of repetitive elements of period 1 and multiplicity 2. Analogously, f(ac) = acac, and so Q 2 = fac; cag is another repetitive circle for f. 2
Observe that in the above example alph(Q 1 ) and alph(Q 2 ) only have the bounded letter a in common. The following result shows that this is not just a coincidence. On the other hand, we have f n (u 1 au 2 ) = f n (u 1 )f n (a)f n (u 2 ) = w p 1 for some w 1 2 Q 1 and p > 1, and f n (v 1 av 2 ) = f n (v 1 )f n (a)f n (v 2 ) = w q 2 for some w 2 2 Q 2 and q > 1 (Lemma 6.2). Since w 1 and w 2 are primitive, and since jf n (a)j > jw 1 j + jw 2 j, we conclude that w 1 w 2 . This, however, contradicts our assumption that Q 1 and Q 2 are di erent repetitive circles for f because of Proposition 6.4.
In particular this yields the following.
Corollary 6.7 If f is a growing morphism, then alph(Q 1 ) and alph(Q 2 ) are disjoint for every two di erent repetitive circles Q 1 and Q 2 for f.
If u is a quasi-repetitive element for a morphism f, then u must contain some unbounded letter. Thus, alph(Q) \ ( r ) 6 = ; for each repetitive circle for f, where := fa 2 j a is bounded for fg. Hence, Proposition 6.6 implies that there are at most j r j many repetitive circles for f, which, by Proposition 6.4, are all nite unions of conjugacy classes.
For future reference we now establish the following technical result.
Lemma 6.8 Let f : ! be a nontrivial morphism, and let := maxfjf(a)j j a 2 g. If x; y 2 are such that x is a subword of f(y), then there exists a subword z of y such that jzj (jxj + 2)= ? 2, and f(z) is a subword of x satisfying jf(z)j jxj ? 2 + 2. Proof. Since x is a subword of f(y), we can factor y as y = y 1 a 0 a 1 a k a k+1 y 2 , y 1 ; y 2 2 , a 0 ; a 1 ; : : :; a k+1 2 , such that x = x 0 0 x 1 x k x 0 k+1 , where x i := f(a i ), i = 0; 1; : : :; k + 1, x 0 0 is a proper (possibly empty) su x of x 0 , and x 0 k+1 is a proper (possibly empty) pre x of x k+1 . Then jxj (k + 2) ? 2. Choose z := a 1 a k . Then z is a subword of y such that jzj = k (jxj+2)= ?2, and f(z) = x 1 x k is a subword of x satisfying jf(z)j jxj?2 +2. 2
Based on this technical result we can now derive the following.
Lemma 6.9 Let f be an injective morphism, let k > 0, let y 2 , and let w 2 + be a primitive word. If f(y) contains w p as a subword for some integer p k + jz j j k `, that is, z 1 z 2 z k is a subword of y satisfying jz 1 z 2 z k j k `. For all j = 1; : : :; k, jf(z j )j 0 mod`, and since f is injective and z j 6 = ", and since f(z 1 2
From this lemma we obtain the following additional information on repetitive circles for injective morphisms. . The morphism f is injective, and hence, f(uu 1 u 2 ) = f(u 1 u 2 u) implies that u 1 u 2 = u for some > 0. Thus, z u, and so juj = jzj jwj. From Proposition 6.4 we can now conclude that juj jyj for all y 2 Q. Thus, juj jvj. By symmetry we obtain jvj juj, and hence, juj = jvj for all associates u and v.
2 From Corollary 6.3 we see that, for each repetitive circle of f, the restriction f Q of f to the subalphabet alph(Q) is a morphism from (alph(Q)) into (alph(Q)) . This yields the following result. 2
So far we have been dealing with quasi-repetitive elements, which we did obtain as a generalization of the notion of a repetitive element. The next lemma shows that each repetitive circle does in fact contain some repetitive elements.
Lemma 6.13 If u is a quasi-repetitive element for f, then some conjugate v of u is a repetitive element for f.
Proof. If u is a quasi-repetitive element for f, then f n (u) = u p 1 for some n > 0, p > 1, and u 1 u. Hence, f k n (u) = u p k k for all k 0, where u k u. Thus, there are integers i; j such that 0 i < j and u i = u j , that is, f (j?i) n (u i ) = u p j?i i . Hence, u i is a repetitive element for f. 2
The element v in Lemma 6.13 is called a repetitive conjugate of u. For repetitive elements we obtain the following result paralleling Proposition 6.4.
Lemma 6.14 Let Q be a repetitive circle for f, and let u 1 This result can be generalized as follows.
Lemma 6.16 Let u be a quasi-repetitive element for a morphism f, and let w 2 + be an unbounded word for f such that w 2 S(u + ). 2 It would be of interest to derive characterizations for those morphisms f for which the language L(f) (or the language SL(f)) is regular or context-free. In the next section we consider this problem for repetitive morphisms on a two-letter alphabet.
7 Repetitive morphisms on a two-letter alphabet
In this section we give a complete list of all repetitive morphisms over a two-letter alphabet.
Based on this list we will then characterize those morphisms f for which the languages L(f) or SL(f) are context-free or even regular.
Let denote the two-letter alphabet := fa; bg, which we will keep xed throughout this section. For a morphism f : ! , let u := f(a) and v := f(b). We will be interested in the following 12 classes of morphisms over : It is easily veri ed that, for each morphism f belonging to one of these classes, the language L(f) is repetitive. Actually, the following characterization holds. Proof. It remains to prove the`only if' part of the theorem. So let f : ! be a morphism such that the language L(f) is repetitive, let u := f(a) and v := f(b). We will show that f belongs to one of the classes (0) to (6) above.
First, let us consider the case that f is erasing. If u = ", then b is unbounded for f if and only if jvj b 2. Since L(f) is repetitive, it is in nite, and hence, b is unbounded for f. Thus, f belongs to class (0) . Analogously, if v = ", then it follows that f belongs to class (0').
Next, let us assume that f is non-erasing, but that there exists a letter that is bounded for f. Let us assume that the letter a is bounded for f. If and Lemma 6.13 there exists a primitive word w 2 + such that w is a repetitive element for f. By Lemma 5.8 jwj b = 1, that is, w = a k ba`for some k;` 0, and by Lemma 6.14 f(w) = w p 1 for some primitive repetitive element w 1 of f and some integer p > 0. Of course, jw 1 j b = 1, and hence, w 1 = a k 1 ba`1 for some k 1 ;`1 0. From Proposition 6.10 we obtain that jwj = jw 1 j, and so k +`= k 1 +`1. Actually, since f(a) = a and f(b) = bv 1 If u = b, then b is also bounded for f, and hence L(f) is nite, contradicting the assumption that L(f) is repetitive. Analogously, if juj 2, we obtain the same contradiction from our assumption that a is bounded for f.
The case that b is bounded for f is treated analogously. Next let us consider the case that no letter is bounded for f, that is, the morphism f is growing. If f is not injective, that is, the set fu; vg is not a code, then u = w m and v = w n for some primitive word w and some integers m; n 1. If w = a, then f is repetitive if and only if m 2, and if w = b, then f is repetitive if and only if n 2. This implies that f belongs to group (3) or (3'). If jwj 2, then f belongs to group (6).
Finally, we can assume that the morphism f is growing and injective. Hence, by Corollary 5.6 and Lemma 6.13 there exists a primitive word w 2 + which is a repetitive element for f. By Lemma 6.14 f(w) = w p 1 for some primitive repetitive element w 1 of f and some integer p 1, and by Proposition 6.10 jwj = jw 1 j. Further, w and w 1 are linear words by Lemma 5.8, that is, jwj a ; jw 1 j a 1, and jwj b ; jw 1 j b 1. Hence, w; w 1 2 fa; b; ab; bag.
First, consider the case that w = a. Then, w 1 2 fa; bg. If also w 1 = a, then u = f(a) = f(w) = w p 1 = a p implies that p 2, since the letter a is not bounded for f. Hence, in this case f belongs to group (3). If w 1 = b, then u = f(a) = f(w) = w p 1 = b p for some p 1. Analogously, we obtain v = f(b) = f(w 1 ) 2 a + b + . Since f is injective, fu; vg is a code, and so v = a q for some q 1. But L(f) is in nite, and so we have p + q 3, that is, f belongs to group (4).
The case that w = b is dealt with analogously. Finally, consider the case that w = ab. Then w 1 2 fab; bag. If w 1 = ab, then f(w) = f(ab) = uv = w p that fu; vg is a code imply that u = a(ba) m and v = b(ab) n for some m; n 0 satisfying p = m + n + 1. Since L(f) is in nite, we have p > 1, and so m + n 1. Thus, f belongs to group (5) . If w 1 = ba, then f(w) = f(ab) = uv = w p 1 = (ba) p implying that u = b(ab) m and v = a(ba) n for some m; n 0 satisfying m + n 1, that is, in this case f belongs to group (5'). The case that w = ba is dealt with analogously. Since this covers all possibilities, the theorem is proved.
Observe that by Proposition 3.1 a morphism f : ! is either bounded or (strongly) repetitive, if the language L(f) is context-free. Now for which unbounded morphisms f is the language L(f) context-free or even regular? If L(f) is repetitive, then by Theorem 7.1 f belongs to one of the above 12 classes. If f is growing, then the language L(f) is not Below we will see that in the remaining cases, SL(f) is not even a context-free language, that is, the above proposition characterizes those morphisms f over = fa; bg, for which the language L(f) is repetitive, and the language SL(f) is regular. Hence, the short list below describes all morphisms f over = fa; bg such that L(f) is repetitive, while SL(f) is not even context-free:
(1) u = a and v 2 a + + a satisfying jvj b So let f(a) = u = a and f(b) = v = abab. Then f is injective, but it is pushy, since the letter a is bounded for f and a SL(f). The language L(f) is repetitive, but it is not context-free by Corollary 7.2. We claim that the language SL(f) is not context-free, either.
Obviously, SL(f) = SL(( ; f; b)). Hence, in order to prove the claim above, we rst establish some technical results on the words of the form f n (b); n 1. De ne v n := f n (b) for all n 0. Then v 0 = b and v n+1 = av n av n for all n 0, since v n+1 = f n+1 (b) = f n (abab) = f n (a)f n (b)f n (a)f n (b) = av n av n . The following is now immediate.
Lemma 7.5 For all n 0, jv n j b = 2 n .
The next lemma states that the word v n does not contain a power a m of the letter a such that m > n. Lemma 7.6 For all n 2, v n = a n bx n ba n bx n b, for some word x n 2 , and no subword ba m b of bx n b satis es m n.
Proof by induction on n: n = 2: v 2 = av 1 av 1 = a 2 baba 2 bab, that is, x 2 = a. n ! n+ 1: v n+1 = av n av n = a n+1 bx n ba n bx n ba n+1 bx n ba n bx n b by the induction hypothesis, that is, x n+1 = x n ba n bx n . 2 Based on the above information on the structure of the words v n , we now prove that two occurrences of a big power a n of a in a word v m are separated by a long distance. for the special case of a two-letter alphabet. Is there a corresponding characterization of all repetitive morphisms for arbitrary nite alphabets? Already for the case of a three-letter alphabet a characterization of this type seems to be very di cult to obtain.
