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We experimentally demonstrate a technique for the generation of optical beams carrying orbital
angular momentum using a planar semiconductor microcavity. Despite being isotropic systems, the
transverse electric - transverse magnetic (TE-TM) polarization splitting featured by semiconductor
microcavities allows for the conversion of the circular polarization of an incoming laser beam into
the orbital angular momentum of the transmitted light field. The process implies the formation of
topological entities, a pair of optical half-vortices, in the intracavity field.
PACS numbers: 42.25.-p, 42.50.Tx, 42.79.-e, 78.67.-n
It is well-known that photons can carry both an in-
trinsic spin and orbital angular momentum [1]. Both the
intrinsic spin [2] and the orbital angular momentum [3]
can generate a torque on macroscopic objects, which
could provide the optical drive of micromachines [4], and
Doppler shifts of spinning bodies [5, 6]. It has also been
shown that orbital angular momentum can be coherently
transferred to atoms [7], allowing in principle the stor-
age of high dimensional quantum information. In fact,
whilst the spin angular momentum is restricted to ±~
for each photon, the orbital angular momentum can take
any multiple of ~. Moreover, again in a view of quan-
tum computation applications, entanglement between or-
bital angular momentum states has been experimentally
demonstrated [8]. Further applications of beams carrying
orbital angular momentum appear in microscopy [1] and
ultra-sensitive interferometry suitable for gravitational
wave detection [9].
The first-ever implementation of a laser beam carry-
ing orbital angular momentum was achieved by shining
a standard laser beam through a system of lenses [10].
Later developments showed that individual optical com-
ponents such as spiral waveplates [11, 12] or holograms
with fork like dislocations [13] could achieve the same
task. More recently, more compact components based on
birefringent materials have been used [14, 15]. It is no-
table that all known techniques for the creation of beams
with orbital angular momentum require an optically in-
homogeneous and/or anisotropic material or strong fo-
cusing [16].
In this work, we demonstrate that conversion of spin
into orbital angular momentum can also be achieved, in
the linear regime, with a planar semiconductor micro-
cavity [17] – a compact, layered nanostructure, acting
as a single optical element. At first sight, such conver-
sion is unexpected since a semiconductor microcavity is
a planar isotropic system. However, microcavities ex-
hibit a polarization splitting between TE and TM polar-
FIG. 1: (a) Illustration of the k-dependant effect of the effec-
tive magnetic field (TE-TM splitting) on the Stokes vector of
the photons (in blue: effective magnetic field; in green: initial
Stokes vector orientation; in red: rotated Stokes vector). The
parabolic dispersion of the cavity mode is sketched in black
solid lines. (b) Mapping of the Stokes vectors to the Poincare´
sphere (same color code as in (a)).
ized modes [18], which can be represented by an effective
magnetic field whose direction depends on the reciprocal
space position excited [19] despite the isotropic nature of
the microcavity (Fig.1(a)). This directional dependence
arises from the choice of a fixed coordinate system when
defining of the TE-TM basis, and it does not represent a
breaking of the rotational symmetry of the system. This
effective magnetic field is responsible for polarized pat-
tern formation [20], the “all-optical” spin Hall effect [21]
and has been predicted to allow conversion between spin
and orbital angular momentum [22]. The effect of the
TE-TM splitting on a circularly polarized distribution
can be understood intuitively from Fig.1, which shows
the Stokes vectors for light excited on a ring in recipro-
cal space (the Stokes vectors represent the polarization
state of a light mode on the Poincare´ sphere as shown
in Fig.1(b)). Whilst a fully circularly polarized distribu-
tion would be characterized by Stokes vectors pointing in
the vertical direction (green arrows in Fig.1), their pre-
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2FIG. 2: Real space profile (a) of the transmitted optical field,
interferogram (b) and corresponding phase (c) for the σ+ po-
larization. Same for the σ− polarization in (d), (e) and (f)
respectively. The red circles mark the position of the pair of
optical half-vortices.
cession about the effective magnetic fields causes them to
evolve in different directions. A cross-circularly polarized
component develops and the phase profile can become
dependant on the angle, as we will show. The process
conserves the total angular momentum (spin + orbital
angular momentum) via spin-to-orbital angular momen-
tum (SOAM) conversion. We provide a theoretical model
that is able to quantitatively reproduce the experimental
observations.
Formally, under a resonant optical excitation, the dy-
namics of the intra-cavity field is given by the two com-
ponent Schro¨dinger equation:
i~
∂ψ±(k, t)
∂t
= E(k)ψ±(k, t) +
(
∆(k)
2
e∓2iφ +
ξ
2
)
ψ∓(k, t)
+ f±(k, t), (1)
where ± represents the two circularly polarized compo-
nents of the field ψ±(k, t). The 2D in-plane wavevector
k = (k, φ) is divided into a radial component, k, and
angular component, φ. E(k) = Ec − i~Γ represents the
complex in-plane dispersion of the cavity mode, where
the imaginary component accounts for the decay of pho-
tons with rate 2Γ. ∆(k) and ξ represent the strength of
the k-dependent TE-TM polarization splitting [18] and
a possible additional splitting due to anisotropy [23], re-
spectively. The anisotropy term is needed to take into
account the small residual linear polarization splitting
of real samples. The angular dependence of the TE-TM
splitting is equivalent to that represented by the effective
magnetic field in Fig 1(a) Ref. [19]. The pumping term
can be written as [23]:
f±(r, t) = A±e−r
2/L2e−iβr
2
e−iEpt/~,
f±(k, t) =
∫
f±(r, t)
iΓe−iEpt/~
E(k)− Ep dre
ik·r, (2)
which corresponds to a monochromatic focused Gaussian
beam with amplitudes A±, spot size L and energy Ep
(e−iβr
2
accounts for the wavefront curvature). Consider-
ing a circularly polarized pump with A− = 0, the steady
state solution of Eq. 1 is given by the equations:
ψ−(k, t) = −∆(k)e
2iφ + ξ
E(k)
ψ+(k, t) (3)
ψ+(k, t) = − f+(k, t)
E(k)− (∆(k)e−2iφ+ξ)(∆(k)e2iφ+ξ)E(k)
(4)
In the limit ξ 7→ 0, where the anisotropy term is ne-
glected, Eq. 4 becomes independent of φ, that is, the σ+
polarized cavity field (the same polarization as the pump)
does not carry orbital angular momentum. However, it
is seen from Eq. 3 that the σ− component carries orbital
angular momentum due to the phase profile e2iφ. This
phase winding structure corresponds to vortical entities
in the optical transmitted signal that are associated with
the generation of an orbital angular momentum. The
presence of anisotropy, although not responsible for the
SOAM conversion process, can give rise to more complex
and exotic structures in the phase profile, as it will be
shown below.
To observe the SOAM conversion effect, we perform
transmission measurements using the cavity mode of an
InGaAs/GaAs microcavity, the same sample used in [24].
Note that although an excitonic resonance exists in the
sample, it has negligible effect on the cavity mode reso-
nance, since we operate in the regime of very large posi-
tive detuning. We excite in one circular polarization and
we detect both circular components of the transmitted
signal. In order to demonstrate the existence of vortex
excitations we implement a homodyne detection scheme
in the setup, which allows to retrieve the phase of the sig-
nal [25]. The sample is kept in a liquid helium flow cryo-
stat at low temperature (≈ 4 K). The laser source used
here is a tunable single-mode CW Ti:Sapphire laser. The
laser is first split into two beams: one is used as the phase
reference for the homodyne detection, whilst the other is
3prepared in the circular polarization state σ+ and is used
to excite the system. This gaussian-shaped σ+ beam is
tightly focused onto the sample using a 0.5 NA micro-
scope objective. The tight spatial focusing results in a
very broad, single-energy excitation in momentum space.
Consequently, increasing the excitation energy with re-
spect to the bottom of the cavity mode, we are able to
excite a ring with |k| 6= 0 in reciprocal space. This is a
key feature that allows us to access a regime where the
k-dependent TE-TM splitting becomes significant. The
real-space transmitted field coming from the sample is
collected with another 0.5 NA objective. The two cross-
circular polarizations (σ+, σ−) are eventually separated
and imaged on a CCD camera using a Wollaston prism.
On the same camera we superimpose the homodyne refer-
ence beam in order to obtain interference patterns, from
which we extract the phase profiles.
For an excitation energy 2.5 meV above the bottom
of the cavity mode, the ring diameter in reciprocal space
has a radius of |k| ≈ 2µm−1 for which the TE-TM split-
ting is estimated to be ∆(k) ≈ 20µeV . The polarization
resolved transmitted optical field is shown in Fig. 2(a) for
σ+ and in Fig. 2(d) for σ− polarizations. The transmitted
σ+ beam is characterized by a central high-intensity spot
surrounded by a series of rings. The cross-polarized σ−
signal shows a much wider central spot, featuring two
distinct local minima, located at (x, y) ≈ (0.5,−1)µm
and (x, y) ≈ (0.5, 1)µm. These minima are attributed to
optical vortices because of the SOAM conversion process.
By interfering the transmitted signal with the refer-
ence beam, two interferograms are obtained: one for
the σ+ and one for the σ− transmitted beams, shown
in Figs. 2(b) and (e) respectively. Within the central
spot of the σ− signal we unambiguously identify the pres-
ence of two fork-like dislocations, highlighted by the red
circles in (Fig. 2(e)). These dislocations coincide with
the local density minima of Fig. 2(d), proving the ex-
istence of quantized vortices. Note that both interfer-
ograms (Figs. 2(b) and (e)) feature other fork-like dis-
locations, located at the outer edge of the central spot.
These dislocations result from the pi phase mismatch (see
Fig.2(c)) between the central region and the first density
ring and, in fact, do not correspond to optical vortices.
Using digital holography methods [26], we extract the
phase of the transmitted field for both σ+ and σ− polar-
izations as shown in Figs. 2(c) and (f) respectively. The
analysis of the phase confirms that no topological charge
is present in the σ+ transmitted signal (Fig. 2(c)). Nev-
ertheless we observe the aforementioned phase structure
associated to the ring density profile of Fig. 2(a): each
ring is in anti-phase with the one before and after. This
pi phase shift is responsible for the fork-like dislocations
that can be found at the locations (x, y) ≈ (−1.5, 1)µm
and (x, y) ≈ (1,−1)µm in the interferogram of Fig. 2(b),
which do not correspond to vortices (as they do not co-
incide with any local density minima).
In the σ− transmitted signal, the vortex singularities
exhibit a linear phase increase as a function of the az-
imuthal angle, thus confirming that we are in the pres-
ence of a pair of optical vortices. The total phase jump
along the σ− outer transmission ring is found to be 4pi,
as in the theoretical prediction (see Eq. 3). The two vor-
tices present in the σ− transmission are the signature of
the L = +2 orbital angular momentum obtained by the
conversion of the spin, from σ+ (S = +1) to σ− (S = −1)
due to the TE-TM polarization splitting.
Let us now comment on the topological charge of the
observed vortices: up to now, we have considered these
singularities as singly quantized vortices present in the
σ− transmitted signal and we have treated the σ+ trans-
mission as an independent spin. It is of course worth
noting that there is complete mutual coherence between
the σ+ and the σ− polarizations as the latter is the prod-
uct of a fully coherent process. It is therefore necessary
to account for the flat phase and non vanishing density of
the σ+ polarization component when considering the 2pi
phase shift and density minimum in σ−, which forcedly
renders the observed vortical entities a clear signature of
unconventional vorticity. Indeed, the topological entities
that we observe correspond to optical half quantum vor-
tices (HQVs) [26, 27], although here their position can
be controlled directly by the laser position since we use
a resonant excitation.
Theory predicts that the two optical half-vortices re-
sulting from SOAM conversion, are expected to spatially
overlap in the absence of anisotropy. When anisotropy is
present, the pair of optical HQVs is spatially separated
by a distance directly related to the degree of anisotropy
in the sample. This anisotropy being strongly position
dependent, allowed us to find positions where the two
half-vortices were closer or farther apart from each other.
In general, though, the SOAM conversion is robust and
generic on the sample surface.
Finally, to further verify that the observed singular-
ities are a product of the SOAM conversion, we per-
formed the same experiment exciting the parabolic dis-
persion resonant to k = 0 where the TE-TM splitting is
∆(0) = 0µeV . We did not encounter any phase singu-
larities neither in the σ+ nor the σ− transmitted signals
thus verifying the dependence of the SOAM conversion
on the TE-TM polarization splitting.
We are able to quantitatively reproduce the experi-
mental findings with the theoretical model introduced
above [28]. The results of the simulations are shown
in Fig. 3. The intensity of the optical field is plot-
ted together with the corresponding calculated phase,
for the σ+ in Fig. 3(a,b) and for the σ− polarization
in Fig. 3(c,d), respectively. As it can be seen in those
figures, the theory captures all the features of the experi-
mental findings. In the model, the spatial separation be-
tween the two half-vortices is caused by the ξ anisotropy
term.
4FIG. 3: Real space intensity profile of the intra-cavity optical
field and corresponding phase: (a,b) for the σ+ and (c,d) σ−
polarizations, respectively. Note: the density contour lines
of (a,c) are superposed to the corresponding phase in (b,d)
in order to underline that only two local density minima are
present, in the σ− signal, and that they match with two phase
windings of 2pi. The presence of anisotropy is responsible for
the complex and exotic phase structure.
In this work we investigated the creation of orbital an-
gular momentum carrying beams exploiting an optical
microcavity, a 2D optical isotropic and homogeneous el-
ement. Our system represents a single compact optical
device capable of generation of beams with orbital angu-
lar momentum for applications in the control of nanoma-
chines or quantum information. Moreover, being a homo-
geneous and isotropic optical system, the creation of ar-
rays of OAM carrying elements is greatly simplified, not
requiring any special nanostructuring. We have demon-
strated the creation of a pair of optical half-vortices, forc-
ing the σ− beam to carry a total angular momentum of
+2. This observation proves a complete SOAM conver-
sion occurring between the two orthogonal circular po-
larizations, which are coupled by the TE-TM splitting
featured by the microcavity sample. With the theoreti-
cal model presented, we are able to fit the experimental
parameters and quantitatively match the results.
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