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ABSTRACT
We present the results of a binary population study in the Orion Nebula Cluster (ONC) using
archival Hubble Space Telescope (HST) data obtained with the Advanced Camera for Surveys (ACS)
in Johnson V filter (HST Proposal 10246, PI M. Robberto). Young clusters and associations hold clues
to the origin and properties of multiple star systems. Binaries with separations < 100 AU are useful as
tracers of the initial binary population since they are not as likely to be destroyed through dynamical
interactions. Low mass, low stellar density star-forming regions such as Taurus-Auriga, reveal an excess
of multiples compared to the Galactic Field. Studying the binary population of higher mass, higher
stellar density star-forming regions like the ONC provides useful information concerning the origin
of the Galactic Field star population. In this survey, we characterize the previously unexplored (and
incomplete) separation parameter space of binaries in the ONC (15 - 160 AU) by fitting a double-PSF
model built from empirical PSFs. We identified 14 candidate binaries (11 new detections) and find
that 8+4%−2% of our observed sample are in binary systems, complete over mass ratios and separations of
0.6 < q < 1.0 and 30 < a < 160 AU. This is consistent with the Galactic Field M-dwarf population
over the same parameter ranges, 6.5% ± 3%. Therefore, high mass star forming regions like the ONC
would not require further dynamical evolution for their binary population to resemble the Galactic
Field, as some models have hypothesized for young clusters.
Keywords: editorials, notices — miscellaneous — catalogs — surveys
1. INTRODUCTION
Multiplicity is a common outcome of star formation
that impacts stellar evolution, planet formation, and
the eventual makeup of the Galactic Field population.
Binary systems form when the stars themselves form,
through disk fragmentation (Adams et al. 1989; Bonnell
& Bate 1994) and turbulent fragmentation (Goodwin
et al. 2004; Offner et al. 2010). By studying young,
star-forming regions, we can identify the properties of
primordial binary populations. These populations can
help us put constraints on how binaries form as well as
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how they evolve with time due to processes like dynam-
ical interactions. Stars tend to form in clusters or as-
sociations and by studying diverse star forming regions,
we can search for differences in binary populations as
a function of various environmental properties such as
cluster size and stellar density.
Many surveys have been carried out in the nearest
young associations in order to probe their binary popu-
lations. Surveys of Taurus-Auriga, Ophiuchus-Scorpius,
Chameleon, Lupus, and Corona Australis all find ev-
idence for an excess in binary frequency of these star
forming regions when compared to the Galactic Field
population (Ghez et al. 1993; Leinert et al. 1993; Si-
mon et al. 1995; Ghez et al. 1997; Brandner et al. 1996;
Reipurth & Zinnecker 1993). In one of the most com-
plete binary surveys of a young association, Kraus et al.
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(2011) found that Taurus-Auriga has an excess of com-
panions around low mass stars with separations 3 - 5000
AU compared to the Galactic Field population.
These binary excesses have led to the speculation that
many stars could form as multiple systems where a large
fraction of these binaries could be destroyed through dy-
namical evolution (Horton et al. 2001; Kroupa 1995).
Importantly, all of these young associations have low
stellar densities ( ∼ 101.5 - 103 pc−3, see Liu et al. 2003)
which could allow for an excess in wide binaries that
are not destroyed through dynamical evolution. Pre-
vious analyses of young star forming regions provide
evidence for a larger number of wide binaries in lower
stellar density regions compared to higher stellar den-
sity regions (Simon 1997; Kraus & Hillenbrand 2008).
As suggested by Patience et al. (2002), low stellar den-
sity regions could contribute more wide binaries to the
Galactic Field population than higher stellar density re-
gions like the Orion Nebula Cluster (ONC), ( ∼ 104.5
pc−3, see Liu et al. 2003), which could contribute more
binaries with separations . 100s AU, while even higher
density regions (e.g. Westerlund 1, ∼ 105 pc−3) could
contribute more of the tight binaries. The Galactic Field
binary properties would then be an average with respect
to the contribution of each type of star formation envi-
ronment.
The ONC is the nearest high mass star forming region
at ∼ 400 pc (Großschedl et al. 2018), and thus the ideal
location to study the primordial binary population over
a broad range of separations in a more dense environ-
ment than the nearby young associations. It has also
been extensively observed through the Hubble Space
Telescope Treasury Program (Robberto et al. 2013) us-
ing the Advanced Camera for Surveys (ACS), granting
us access to a large survey area with high angular reso-
lution (a diffraction limit of ∼ 0.06”).
Previous surveys have attempted to characterize the
binary population of the ONC. A direct imaging survey
(Reipurth et al. 2007) using ACS/WFC on HST was
sensitive from 67.5 - 675 AU, but used the Hα narrow
band filter, making it difficult to estimate masses. Other
surveys, like Kounkel et al. (2016b), searched for com-
panions around protostars and pre-main-sequence stars
and were sensitive to companions between 100 - 1000
AU. A radial velocity survey by Kounkel et al. (2016a)
searched for companions around primary stars with tem-
peratures ≥ 4000 K and were ∼ 20% complete out to 4
AU and 5% complete out to 10 AU.
An adaptive optics (AO) survey of the ONC by Ko¨hler
et al. (2006) achieved minimum separations of 60 AU
and was sensitive to mass ratios down to 0.4 for separa-
tions 160-500 AU. The most recent survey of the ONC
was carried out by Ducheˆne et al. (2018) with AO and
is sensitive over separations 10 - 60 AU. Their sample
of 42 sources mostly consisted of solar-type stars, and
had 11 M-stars, masses < 0.6 M. Low mass stars (<
0.6 M) dominate the stellar population of the ONC
in both total mass and number, and therefore play an
important role in dynamical evolution. It follows that
a much larger sample of M-stars is necessary to deter-
mine if an excess in companion frequency is typical of
most star forming regions as seen in Taurus-Auriga and
other low density associations which are also dominated
by low mass stars. The HST Treasury Program of the
ONC has the sensitivity to observe low mass M-stars
and, with PSF-fitting, e.g. Garcia et al. (2015), identify
companions at separations between 15 - 160 AU, a pa-
rameter space previously unexplored and incomplete for
low mass stars.
In Section 2, we describe the ONC sample, our PSF-
fitting model, and the sensitivity of our survey. In Sec-
tion 3, we present our discovered binaries as well as the
comparison to the Galactic Field population. Section 4
lays out the comparisons of the ONC binary population
to that of Taurus-Auriga and previous ONC surveys in
addition to discussing the implications of this survey. In
Section 5, we summarize our conclusions.
2. METHODS
2.1. The Data
We downloaded broadband data from the Treasury
Program of the Orion Nebula Cluster (GO program
10246, PI: M. Robberto) from the Hubble Space Tele-
scope (HST) archive. Our analysis utilizes the data
taken in the F555W filter (Johnson V band) with the
Advanced Camera for Surveys in the Wide Field Chan-
nel mode (ACS/WFC) over a series of 104 orbits during
Cycle 13. ACS has a plate scale of 0.05”/pixel. The
Treasury Program survey covered ∼ 600 square arcmin-
utes where most of the area appears in at least two sep-
arate exposures, each with an integration time of 385s.
From these data, we analyzed cluster members that fit
the selection criteria described in Sec. 2.3. A detailed
explanation of observations and data reduction can be
found in Robberto et al. (2013).
2.2. The Model
We now describe how we implemented empirical PSF-
fitting to potential binaries. Anderson & King (2000,
2003); Anderson & King (2004, 2006), hereafter AK06,
developed 90 empirically derived PSFs per filter for
ACS/WFC, which enable accurate astrometry of ∼ 0.5
mas (0.01 pixels). AK06 produced a PSF library which
describes the shape of the PSF as a function of loca-
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tion on the ACS detector. These PSFs are 4x super-
sampled where the 100x100 pixel array of each PSF cor-
responds to a 25x25 pixel array on the ACS detector.
As described in AK06, when fitting a PSF to the data,
the value of each pixel in the fit is a result of a bicu-
bic interpolation of the super-sampled empirical PSF.
In conjunction with this interpolation, the final PSF fit
is derived from a linear combination of the four nearest
PSFs that are weighted based on proximity to the center
of the source in question. Additionally, AK06 include a
PSF perturbation function which alters the shape of the
empirical-PSF models based on the PSFs of the bright-
est sources in an individual data image. This procedure
mitigates the effects of changes in focus and instabilities
in pointing which can cause the PSF to deviate from the
average over time.
We used the interpolation method of AK06 to make
a double-PSF model with their position-dependent em-
pirical PSFs to directly detect binary systems down to
separations 60% of the diffraction limit (∼ 0.06” for the
F555W filter on HST). The companion PSF is defined
by its relative location from the center of the primary
source and the difference in brightness between the two
sources. Our complete binary model has six parameters:
x and y position of the center of the primary, combined
magnitude of the binary, pixel separation between the
centers of the primary and companion PSFs, position
angle between the centers of the primary and compan-
ion PSFs, and the difference in magnitude between the
primary and companion.
Before fitting the model to the data, we subtract off
the mean background around the source inside an annu-
lus with an inner radius of 8 pixels and an outer radius
of 14 pixels. See Sec. 2.5 for a discussion of the limita-
tions of our model in a spatially-varying background en-
vironment. To determine a best fit binary model to any
input source, we fit the binary model to the background-
subtracted 17x17 pixel stamp of the data where our al-
gorithm first uses a coarse grid search to identify a re-
gion of parameter space where our model returns the
best fit. Then by defining this result as the initial guess,
we use the IDL downhill simplex function, AMOEBA
(Press et al. 2007), which incorporates a series of re-
flections, expansions, and contractions, to minimize the
chi squared test statistic. We calculated the reduced chi
squared test statistic of each source by summing the chi
squared statistic over each pixel in a 17 x 17 pixel stamp:
χ2ν =
1
ν − 1
N∑
i=1
(datai −modeli)2
σ2i
(1)
Here, the total error per pixel was the summed in
quadrature errors of the source photon noise, the stan-
dard deviation in the background, the error in the mean
of the background, the dark current, and the read noise
as seen in Eq. 2. We added an additional 2% noise floor,
defined as 2% of the flux in a given pixel, to the source
photon noise in order to account for the error in the PSF
models.
σ2 = σ2Source + σ
2
Bkgd + σ
2
Bkgd
+ σ2DC + σ
2
RN (2)
Our algorithm will always find a ”best fit” to any
source. Whether the source in question is truly a binary
depends on the sensitivity of our model for the partic-
ular S/N of the source. Our algorithm can converge
to a fit that has large differences in magnitude between
the primary and potential companion which would cor-
respond to a companion indistinguishable from back-
ground noise. Those binary fits are rejected as they fall
outside the sensitivity range, defined in Sec. 2.4, and
therefore are classified as singles.
2.3. The Sample
We adopted our input target list from Da Rio et al.
(2016) based on the Sloan Digital Sky Survey APOGEE
INfrared Spectroscopy of Young Nebulous Clusters pro-
gram (IN-SYNC) survey. Their high resolution H-band
spectroscopic survey of the Orion A molecular cloud in-
cludes both potential members and previously known
members from the literature detected through various
methods, such as infrared excess and X-ray emission,
e.g. Megeath et al. (2012); Getman et al. (2005). Stel-
lar properties for each source were calculated by Da Rio
et al. (2016) using a fitting procedure thoroughly defined
in Cottaar et al. (2014). Their procedure estimated the
Teff , extinction, age, and other stellar parameters.
From this list of ONC members, we made sample
cuts for sources that were detectable, below a thresh-
old pixel value, and appeared in the area covered by the
HST Treasury Program of the ONC. To set our pixel
value threshold, we fit our model to known binaries in
the data, identified by Reipurth et al. (2007). Above
the peak pixel value of 29,000, the PSF quality became
an issue in fitting the binary model to known sources.
Therefore, we set a cutoff at this peak value, giving us
135 sources. Next, we mandated that the mass of each
source (as estimated by Da Rio et al. 2016) be < 0.6
M in order to define a low mass sample since binary
properties (such as projected separation) depend on pri-
mary mass, e.g. Janson et al. (2012), Raghavan et al.
(2010), De Rosa et al. (2014). This cut resulted in 113
sources.
After running our double-PSF binary model on all
113 sources, the chi squared values of the total sample
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followed a chi squared distribution of a six-parameter
model. We set the cutoff chi squared value equal to
where the p-value equals 0.1 (χ2ν = 1.774). Below this
value, we do not reject the null hypothesis of the data
coming from a chi squared distributed sample. There-
fore, the binary fits accurately model the PSF of the
sources. Our last cut resulted in a sample of 101 unique
sources, all of which can be described as Pre-Main Se-
quence (PMS) M-stars.
There seemed to be four types of sources that were
excluded from our sample based on the goodness of fit
criteria (χ2ν cutoff). First, potential triples would re-
turn a high χ2ν as the flux from the tertiary star would
make the residuals high. Next, sources in regions of
high nebulosity could also return a high χ2ν as the resid-
uals could remain very high. Also, sources that only
appear in one image could return a high χ2ν if a cos-
mic ray hit the detector at the exact location as the
source. This would cause the structure of the perceived
PSF to be very different from the model and result in a
poor fit. These three possibilities are discussed further
in Sec. 2.5. Lastly, very high S/N sources were excluded
as their PSF structure is less well-defined and result in
high χ2ν .
2.4. Completeness
In order to distinguish between a real binary and a
false positive result from our algorithm, we had to de-
termine the sensitivity of our method. This is a func-
tion of separation and difference in magnitude, as well as
S/N of each source. We created artificial binaries from
the PSF models of AK06 based on the location of the
source. To create the companion source, we add another
PSF at the defined location and with the specified flux
ratio relative to the primary. To mimic a background
environment, we add Poisson noise to each pixel until
the artificial binary was at the desired S/N.
Since the data on ACS/WFC is under-sampled, in-
terpolation of the data to create sub-pixel shifts in the
PSF would change the distribution of flux in each pixel
and introduce more error. The PSF models of AK06
are super-sampled, and we can create artificial binaries
at sub-pixel separations from the models instead of re-
sampling the data. This allows us to accurately replicate
the PSF of a binary system without losing information
about the PSF if we interpolated the real data. We cre-
ated binaries at multiple separations, random position
angles, and differences in magnitude depending on the
desired S/N of the sample.
The S/N ratio of each source was calculated with
the following equation over all pixels in the 17x17 pixel
Figure 1. Top: Completeness map for sources with S/N
= 13. Middle: Completeness map for sources with S/N =
35. Bottom: Completeness map for sources with S/N = 135.
Each completeness map is color-coded based on the percent
of artificial binaries recovered by our algorithm. False pos-
itives are displayed as the black circles in the images. The
contrast sensitivity flattens out at further separations as the
companion PSF is completely separate from the primary PSF
and the sensitivity becomes background limited.
stamp that encompassed each source where the error is
the same as described in Sec. 2.2:
S/N =
N∑
i=1
(datai − bkgd)√
N∑
i=1
σ2i
(3)
The magnitude bins we sampled were dependent on
the S/N. For all S/N completeness maps, we sampled
pixel separations = 1.0 - 4.0 in steps of 0.5 pixels. For
S/N = 21, 35, and 60, we also sampled pixel separations
= 0.6 and 0.8 pixels. For S/N = 90, 113, and 135, we
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also sampled pixel separations = 0.5 and 0.8 pixels. For
separations 1.5 - 4.0 pixels, the magnitude bin size was
generally 0.25 mag. For pixel separations ≤ 1.0 pixel,
the magnitude bin size was between 0.4 - 0.75 mags de-
pending on the S/N.
Every binary was made at a random position angle
with Poisson noise added until the S/N reached the de-
sired level. We created 500 binaries in each bin for each
S/N and ran the double-PSF code on these sources. If
the output pixel separation was within 0.2 pixels of the
known separation and the output difference in magni-
tude was within 0.2 mags of the known difference in mag-
nitude, then that source would be defined as recovered.
After fitting all the artificial binaries with our double-
PSF algorithm, we determined the recovery rates of our
method as a function of S/N, separation, and contrast,
e.g. Fig. 1.
For companions at the same pixel separation, it is as-
sumed that the recovery rate of a smaller difference in
magnitude companion (e.g. 0 mag) is at least equal to
that of a larger difference in magnitude companion (e.g.
3 mag). Similarly, the recovery rate of larger separa-
tion companions (e.g. 4 pixels) can be assumed to be
at least equal to that of smaller separation companions
(e.g. 1 pixel) for the same difference in magnitude. We
constructed completeness maps based on these recov-
ery rates by interpolating between the bins over the 2D
surface of separation and difference in magnitude. As
a check on our method, we created integer-separation
binaries constructed from real data and obtained com-
pleteness maps consistent with the completeness maps
obtained from using the empirical PSF models.
We have created seven completeness maps for S/N =
13, 21, 35, 60, 90, 113, and 135, three of which are shown
in Fig.1. To determine the contrast achievable for each
source, we assume that the sensitivity of our code on
a given source will be at least as good as the nearest
completeness map with a lower or equal S/N than the
source. These completeness maps from lowest to high
S/N were assigned to 17, 11, 18, 15, 12, 14, and 14
sources (totaling 101) respectively.
We define a recovery rate of 90% (see Fig. 1) as the
threshold for a candidate binary detection. This limit
allows us to both be confident in the ability of the code
to recover the parameters of the binary fit and put a
constraint on potential false negative reporting from the
code, i.e. ≤ 10% of real binaries that exist in the 90%
recovery rate area would not be detected. The com-
pleteness maps follow the expected trend that our algo-
rithm achieves greater overall contrast for higher S/N
primaries as well as resolves companions at smaller sep-
arations compared to low S/N primaries.
2.5. Limitations of the Model
We recognize that there are limits to the application
of this code for multiplicity surveys. The most obvious
and important limitation is that our model cannot de-
tect triple or higher order systems. A true visual triple
system would produce high residuals when fit with our
model. Such systems are outside the scope of our study.
An additional complication of our model comes in
regions of high, structured background. The residual
background in the data will decrease the S/N and can
potentially mask the existence of a companion. This
is especially important in the centers of young, star-
forming regions. Future work refining our model will
include fitting a 2D surface to local background in order
to mitigate the effects of nebulosity, resulting in better
fits for those particular sources in structured background
environments.
Lastly, some of the sources in our sample were only
found in one frame. It is possible that a cosmic ray
could have hit the detector at the same location as the
source or the candidate companion. This effect would
result in a poor fit because the observed structure of the
PSF would be altered by the cosmic ray and poorly fit
with the PSF models. This is unlikely to have impacted
our survey.
3. RESULTS
3.1. Detections
Our sample consists of 101 ONC members that meet
the selection criteria defined in Sec. 2.3 and are all clas-
sified as M-type stars. After fitting our model to each
source, 14 had companions that were found within the
recovery limits shown in Fig. 1 with a χ2ν < 1.774.
Of these 14, 3 were previously detected by Reipurth
et al. (2007) while 11 are new detections. See Fig. 2
for images of the candidate binaries. Fig. 3 displays
the output parameters of the candidate binaries com-
pared to four example contrast curves of different S/N.
In Table 1, we show the derived masses, mass ratios,
projected separations, position angle, and output dif-
ference in magnitude (F555W filter) of each detected
binary. The projected separation was calculated assum-
ing a distance of 400 pc to each source, determined us-
ing GAIA data by Großschedl et al. (2018). We cannot
calculate distances to individual binaries using GAIA
parallax measurements because we do not know the ori-
entation of the orbit of the companions which can have
a substantial effect on the parallax signal. The mass ra-
tio is defined as the mass of the secondary divided by
the mass of the primary. To estimate masses, we used
the ages and extinctions of each source (Da Rio et al.
2016) and the isochrones defined in Bell et al. (2014) to
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determine masses (derived from BT-Settl atmospheres,
Allard et. al 2011), assuming the extinction and age of
the companion is equal to that of the primary. In ad-
dition, we do not account for the possibility of excess
accretion luminosity impacting the flux of either com-
ponent.
3.2. Completeness Limits
As seen in Fig. 1, our method is effective in recover-
ing similar-brightness companions at separations down
to 0.7 pixels (below the diffraction limit of HST) for a
source with S/N = 135 and down to ∼ 1.9 pixels for a
source with S/N = 13. The completeness maps follow
the expected trend that our algorithm achieves greater
contrast around higher S/N sources. For the highest
S/N primaries (135), our method can recover compan-
ions with a difference in magnitude of ∼ 3.25 mags be-
ginning at a separation of 1.5 pixels. For primaries with
S/N = 21, our method can recover companions with a
difference in magnitude of ∼ 1.7 mags beginning at a
separation of 2 pixels.
3.3. False Positives
While the completeness map tests the region over
which our algorithm will recover binaries, we must also
take into account the possibility that our algorithm will
recover false positives corresponding to a binary fit to a
single star that returns a good fit. If these were found
to be common in regions of high completeness, then it
would be crucial to calculate the probability that a re-
covered binary was a false positive.
To explore this, we created 2400 single stars for each
S/N from the empirical PSF models and added Poisson
noise to mimic the background environment. We then
ran our algorithm and analyzed the output parameters
of the fits to these singles. In Fig. 1, we plot the bi-
nary fit outputs to these single stars (labeled ’False Pos-
itives’). All of the false positives fall significantly outside
of the 90% completeness level, regardless of S/N, and are
not confused with detected binaries.
3.4. Chance Alignment Binaries
We must also calculate the expected number of com-
panions that are not true (bound) companions, but
chance alignments from field stars or other ONC mem-
bers. We exclude background stars because there is
a wall of high extinction behind the ONC that blocks
the vast majority of possible background contamination
(Hillenbrand & Hartmann 1998).
To calculate the expected number of foreground con-
taminants over our field of view, we calculate the volume
of space between us and an individual source and mul-
tiply by the number density of field stars near the Sun.
We limit our search to companions at a separation of 160
AU from the primary star. The volume of space between
us and a single source in our sample that a foreground
contaminant could occupy is a cone with radius 160 AU
and height 400 pc (distance to the ONC), equal to 2.5 x
10−4 pc3. From Kounkel et al. (2018) and Kipper et al.
(2018), the stellar number density in the solar neighbor-
hood is ∼ 0.3 stars/pc3. Multiplying the stellar number
density by the space volume to a single source and then
multiplying by the number of sources in our survey, the
total expected number of chance alignments as a result
of the solar neighborhood is 7.6 x 10−5 stars per source.
We must also calculate the number of chance align-
ments due to members in the ONC. Reipurth et al.
(2007) defined the stellar surface density in the ONC
as a function of distance from θ1 Ori C, an exponen-
tially decreasing function with distance. If we assume
the surface density of the entire region is equal to that of
the distance to the binary detected closest to θ1 Ori C,
i.e. the worst case scenario, the stellar surface density
is 11 stars/arcmin2. We search for companions within a
circle of radius 160 AU, area of 8.0 x 104AU2. Assuming
a distance of 400 pc to the ONC, we expect the number
of contaminants per source from the ONC to be 0.0015
stars. Therefore, we expect that none of our detected
companions are line of sight companions, and that they
are probably bound companions.
3.5. Comparison to the Galactic Field
In order to compare our results to that of the Galactic
Field, we must identify a sub-sample of our 101 sources
for which we can detect companions over a common
mass ratio and separation range. We calculate the maxi-
mum magnitude difference at 1.5 pixel separation for all
sources in order to attain both high contrast and retain
a majority of our original 101 source sample. From each
magnitude difference, we used the ages of each source
(Da Rio et al. 2016) and the isochrones defined in Bell
et al. (2014) as described in Sec. 2.3 to determine min-
imum masses (derived from BT-Settl atmospheres, Al-
lard et al. 2011) of the companion detectable for each
source. The minimum mass ratio sensitivity is then de-
fined as the minimum detectable companion mass di-
vided by the mass of the primary. We require every
source to be sensitive to companions that result in a
mass ratio of at least 0.6 at a separation of 1.5 pixels
(30 AU). This cut results in a sample of 75 sources, 6
of which had companions between mass ratios of 0.6 - 1
and projected separations 30 - 160 AU (1.5 - 8 pixels),
resulting in a companion frequency of 8+4%−2%. Errors on
the companion frequency are estimated from Binomial
statistics where we define the upper and lower bounds
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Figure 2. Candidate binaries from the sample of Orion members. In each panel, the top image is the HST data, the middle
is the binary fit, and the bottom shows the residual. Each image has dimensions 17x17 pixels (0.85”x0.85”). The projected
separation (a) and mass ratio (q) are displayed on the bottom image of each panel. Data are in units of Data Number (DN).
The position angle of the image y-axis of Sources #2, 3, 5, 6, 7, and 10 are -82.2 degrees East of North. The position angle of
the image y-axis of Sources #1, 4, 8, 9, 12, 13, and 14 are 97.8 degrees East of North. The position angle of the image y-axis
of Source #11 are 104.8 degrees East of North.
based on the 68% confidence range of the Binomial dis-
tribution (of Burgasser et al. 2003).
We utilized surveys of M-dwarfs in the Galactic Field
to define the known binary population and predict an
expected outcome of a survey sensitive over the same
separation range and mass ratio range as ours.
First, we define the mass ratio (q) distribution using
the functional form from Reggiani & Meyer (2013):
dN1
dq
∝ qβ (4)
where β = 0.25 ± 0.29, appropriate for M-type stars.
Then, we define the surface density distribution as
a log-normal distribution with the observed mean and
sigma values from Winters et al. (2019) (a = 20 AU,
σloga = 1.3) for M-type stars, where a is the projected
separation of the binary:
dN2
da
=
1
a
e−
log(a)−log(a)
2σ2 (5)
Additionally, we have to normalize the product of the
integrals of these functions (Eq. 6) based on the com-
panion frequency results of an M-star survey. The Jan-
son et al. (2012) results gave a companion frequency
(CF) of 17% ± 3% over q = 0.6 - 1 and a = 3 - 227
AU. We use those values to determine the coefficient of
integration, Cn, for the following relation:
CF = Cn ∗
∫ q2
q1
dN1
dq
∫ a2
a1
dN2
da
(6)
These functional forms are integrated over q = 0.6 - 1
and a = 30 - 160 AU to return the expected companion
frequency. This yields an expected companion frequency
of the Galactic Field of 6.5% ± 3% 1. We conclude
1 After integrating the functional form over 1σ differences in β and
the normalization companion frequency, the expected Galactic
Field companion frequency changes by only 1%. Thus, the ONC
binary population is still consistent with the Galactic Field with
a difference of <1σ.
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Table 1. Candidate binaries with masses (M), mass ratios (q), projected separations, position angles in degrees, and difference in
magnitude (F555W filter) between primary and secondary. To estimate masses, we used the ages and extinctions of each source (Da Rio
et al. 2016) and the isochrones defined in Bell et al. (2014) to determine masses, derived from BT-Settl atmospheres of Allard et al. (2011).
We assumed a distance of 400 pc to calculate projected separations (Großschedl et al. 2018). Sources #11, 12, and 14 were previously
identified in Reipurth et al. (2007)
# 2MASS ID Mprim Msec q Projected Separation PA (deg) Total Mag ∆ mag S/N χ
2
ν
(AU) (Arcsec) (E of N) (F555W) (F555W)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
1 J05353280-0517384 0.38 ± .005 0.22 ± .004 0.57 16 ± 0.5 0.040 145 ± 1.7 19.593 1.46 ± 0.04 138 1.39
2 J05350309-0522378 0.22 ± .014 0.19 ± .016 0.86 17 ± 0.4 0.043 13 ± 1.4 19.233 0.46 ± 0.22 131 1.20
3 J05351986-0531038 0.40 ± .020 0.35 ± .016 0.88 24 ± 0.5 0.060 258 ± 0.6 20.788 0.57 ± 0.20 100 1.02
4 J05351475-0534167 0.48 ± .007 0.32 ± .005 0.66 25 ± 0.8 0.063 239 ± 0.7 20.512 2.05 ± 0.07 122 1.00
5 J05350121-0521444 0.10 ± .010 0.08 ± .008 0.78 27 ± 0.7 0.068 112 ± 1.9 21.610 0.47 ± 0.16 26 0.96
6 J05344791-0535438 0.31 ± .007 0.07 ± .003 0.23 33 ± 0.7 0.083 84 ± 0.9 19.887 3.07 ± 0.06 152 1.75
7 J05351227-0520452 0.34 ± .003 0.25 ± .002 0.73 38 ± 0.4 0.095 117 ± 0.4 19.127 1.58 ± 0.04 94 1.42
8 J05352190-0515011 0.26 ± .001 0.18 ± .001 0.70 41 ± 0.3 0.100 68 ± 0.3 20.651 1.21 ± 0.02 102 1.10
9 J05350207-0518226 0.25 ± .001 0.22 ± .001 0.89 51 ± 0.2 0.130 24 ± 0.2 20.109 0.42 ± 0.02 106 1.14
10 J05351624-0528337 0.29 ± .003 0.25 ± .003 0.87 66 ± 0.6 0.165 184 ± 0.5 22.115 0.71 ± 0.04 21 0.90
11 J05345483-0525125 0.15 ± .001 0.13 ± .001 0.89 81 ± 0.2 0.203 330 ± 0.1 19.449 0.22 ± 0.01 161 1.24
12 J05351270-0527106 0.20 ± .001 0.19 ± .001 0.95 93 ± 0.2 0.233 359 ± 0.1 19.275 0.12 ± 0.01 154 1.20
13 J05353650-0520094 0.28 ± .001 0.25 ± .001 0.91 104 ± 0.3 0.260 335 ± 0.1 21.925 0.50 ± 0.01 49 1.16
14 J05351676-0517167 0.14 ± .001 0.07 ± .001 0.51 109 ± 0.4 0.273 86 ± 0.1 21.253 1.40 ± 0.02 53 0.88
Figure 3. Example contrast curves are plotted accord-
ing to the legend. Candidate binaries from the sample of
Orion members are displayed with red X’s. Binaries found
in Reipurth et al. (2007) and our survey are displayed with
blue circles.
that the binary star population of the ONC, 8+4%−2%, is
consistent with that of the Galactic Field for low-mass
stars 0.1 - 0.6 M over mass ratios 0.6 - 1 and separations
30 - 160 AU.
4. DISCUSSION
4.1. Comparison to Taurus
Previous studies of low-mass star forming regions, like
Taurus-Auriga, have shown an excess of companion sys-
tems compared to the Galactic Field population. Af-
ter completeness corrections provided by Bayesian anal-
ysis, Kraus et al. (2011) find a companion frequency
of 79+12%−11% over separations 3 - 5000 AU and over all
mass ratios (q = 0 - 1) for their low-mass star sam-
ple of mass 0.25 - 0.7 M. In order to compare this
survey to ours, we restricted the Taurus parent popula-
tion and our ONC parent population to primaries with
0.25 M < M < 0.6 M (their minimum mass and our
maximum mass, respectively). Then, we consider only
binaries with q = 0.6 - 1 and separation = 30 - 160
AU. This process left us with 74 members and 11 bi-
naries in Taurus and 46 members and 3 binaries in the
ONC. Therefore, over our sensitivity range, we calculate
a companion frequency in Taurus of 15+5%−3% and in our
sample of the ONC of 6.5+6%−2%, a difference of only 1.3σ.
A larger sample or expanding the parameter space in
the survey could demonstrate a statistically significant
M-type Binaries in the ONC 9
difference between the binary populations of Taurus and
the ONC. As stated in Sec. 3.4, the expected companion
frequency of the Galactic Field over the same range of
parameters is 6.5% ± 3%. This reveals a higher compan-
ion frequency in Taurus compared to the Galactic Field,
at the 2.0σ level. Kraus et al. (2011) found a more signif-
icant binary excess (3σ compared to our Galactic Field
model) as they had more sources and covered a larger
parameter space in q and separation.
4.2. Comparison to Previous ONC Surveys
Previous surveys have studied the binary population
of the ONC. Reipurth et al. (2007) assessed the binary
population of the ONC using ACS during HST Proposal
9825 (PI: J. Bally). Their survey achieved separations
down to a minimum of 67.5 AU, using the narrow band
Hα filter to detect companions. Determining mass ratios
from Hα flux ratios is difficult since young stars typically
emit in Hα due to accretion from the circumstellar disk,
chromospheric emission, and often suffer contamination
from highly structured nebular background.
Kounkel et al. (2016b) carried out a direct imaging
survey of the ONC using HST. They observed both pro-
tostars and pre-main-sequence stars with NICMOS and
WFC3, achieving separations of 100 - 1000 AU (0.25
- 2.5” for the ONC). They state that the masses of
both the primaries and companions have not been de-
termined, and thus we cannot directly compare their
survey to ours.
A recent spectroscopic survey in the ONC by Kounkel
et al. (2016a) uses radial velocities to find tight binaries
(< 10 AU). They are ∼ 20% complete out to 4 AU and
5% complete out to 10 AU. They calculate mass ratios
for two of their binaries which are the only double-lined
spectroscopic binaries in the survey. This survey pre-
dominantly deals with sources that have temperatures
> 4000 K which are more massive than our sources and
therefore not comparable.
Ko¨hler et al. (2006) also studied the binary population
of the ONC using AO on the Keck II telescope and ESO
3.6m telescope on La Silla. Similar to Reipurth et al.
(2007), they were sensitive to binary separations down
to a minimum of 60 AU. They found a companion fre-
quency of 3.8% ± 1.5% for their low-mass star sample.
However, their sample was not very sensitive to com-
panions around stars with mass < 2M and appear to
achieve a magnitude difference ∆K ∼ 1 at 0.4”. Assum-
ing a median age of the cluster of 2 Myr and a primary
mass equal to the median mass of their low-mass star
sample of 0.3 M (as quoted in their paper), the sensi-
tivity of their survey achieves q down to ∼ 0.4 for sepa-
rations 165 - 500 AU. Using the same calculation stated
in Eq. 6, the companion frequency of the ONC over
their sensitivity is consistent with the expected Galactic
Field companion frequency of 4% ± 3%.
Ducheˆne et al. (2018) surveyed the ONC using ground-
based AO-assisted imaging with NACO on VLT/UT4.
They had a sample of 42 sources, most of which (31)
would have been excluded from our sample because they
are > 0.6 M. They quote a minimum companion fre-
quency of 22% as they are not complete for all mass
ratios. They conclude that the ONC has an excess of
companions compared to the Galactic Field, even for
low-mass stars. We can approximate an expected M-
dwarf companion frequency of the Galactic Field pop-
ulation based on their separation sensitivity (10 - 60
AU) and their quoted magnitude sensitivity (∆K > 2
mags). Assuming a median age of the cluster of 2 Myr,
the sensitivity of their survey achieves at least a limit-
ing q = 0.2 for primary masses of 0.1-0.6 M. Using the
same calculation stated in Eq. 6, the expected Galac-
tic Field companion frequency is 14% ± 3%, over their
sensitivities for primary mass stars < 0.6 M. Their
sample contains 11 sources with primary masses < 0.6
M, with 3 identified as candidate binaries. This re-
sults in a companion frequency of 27+16%−9% , higher than
the Galactic Field, but only a 1.4σ difference.
It is clear that despite all the work that has been de-
voted to studying the binary population of the ONC,
a complete description (e.g. companion frequency and
mass ratio distribution) of the binary population has yet
to be established. This is true over the entire parame-
ter space of primary mass, mass ratio, and separation.
Much larger samples over a broad range of these param-
eter spaces are necessary to determine a precise descrip-
tion of the binary population of the ONC for comparison
to the Galactic Field.
4.3. Implications
Our analysis of the ONC results in a companion fre-
quency that is consistent with that of the Galactic Field
M-dwarf population. It has also been shown that the
companion frequency of M-stars in Taurus is in excess of
that of the Galactic Field population (Kraus et al. 2011).
One of the hypotheses presented to explain the excess of
companions in Taurus compared to the Galactic Field
is dynamical evolution destroying wide binaries in stel-
lar associations before they dissociate into the Galactic
Field, e.g. Marks & Kroupa (2012). However, Kraus
et al. (2011) show that the binary excess for low-mass
primaries in Taurus compared to the Galactic Field ex-
ists at separations . 200 AU. This would mean that
closer separation binaries would have to be preferen-
tially destroyed through dynamical interactions in order
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to decrease the companion frequency. Tighter binaries
have larger binding energies and are therefore harder to
destroy dynamically. The excess of companions to low-
mass primaries in Taurus is difficult to explain through
dynamical evolution, especially since Taurus has a low
stellar density.
Parker & Meyer (2014) offer a different vision for how
binary populations evolve. Parker & Meyer (2014) per-
formed N-body simulations to determine the effect of
dynamical evolution on binary populations based on pri-
mary star mass. They set up two simulations, one where
the initial companion frequency was unity with an ex-
cess, compared to the Galactic Field, of wide binaries
(up to 10,000 AU) and another where the initial compan-
ion frequency and binary population parameters were
derived from Galactic Field binary population studies
based on primary mass. The first test in relatively high
stellar density regions did not reproduce the compan-
ion frequency found in the Galactic Field. However, the
second test showed that the companion frequency for
low-mass stars was changed by only a few percent even
after allowing for dynamical evolution over 10 Myr, a
concept supported by Parker & Goodwin (2011) and
Parker & Goodwin (2012). They conclude that if the
initial companion frequency for low-mass stars in dense
star clusters ( ∼ 103 M/pc3) is the same as observed
in the Galactic Field, then dynamical evolution does not
destroy too many binaries (especially with separations .
100s AU). Perhaps binary system properties are largely
set by core fragmentation (Offner et al. 2010) and only
marginally affected by later dynamical evolution in a
cluster.
Simon (1997) find that more wide binaries (& 1000
AU) exist in low stellar density star forming regions like
Taurus compared to high stellar density regions like the
Orion Trapezium. This wide binary excess in low stellar
density regions can result from less dynamical process-
ing, whereas higher stellar density regions like the ONC
contain less wide binaries due to enhanced dynamical
processing. Even denser regions still, like Westerlund 1
(105 M/pc3) and Arches (105.5 M/pc3) (Clark et al.
2005), would have significantly fewer wide binaries and
could destroy many binaries with separations . 100s
AU. It is possible that these different stellar density re-
gions all contribute a significant portion of the binaries
that exist in the Galactic Field (Lada & Lada 2003), al-
though the types of binaries these star forming regions
preferentially impart to the Galactic Field will depend
on stellar density. Based on our results, the ONC would
represent a more typical population comparable to that
which exists in the Galactic Field than perhaps low den-
sity regions like Taurus.
5. CONCLUSION
We carried out a binary survey of the Orion Nebula
Cluster using an automated double-PSF fitting tech-
nique. Our combined use of archival HST data and
the publicly available PSF models of Anderson & King
(2006) provide for an efficient way to cover large survey
areas at high spatial resolution. In summary:
1) We have shown that the empirical PSF models of
AK06 can be effectively used to identify binaries at an-
gular resolution less than the diffraction limit of HST
for the F555W filter, 0.06”, for higher S/N sources, on
par with recent adaptive optics surveys, e.g. Ducheˆne
et al. (2018), and 4x higher resolution than previous
HST binary surveys, e.g. Reipurth et al. (2007). Our
method provides a complementary approach to ground-
based AO studies for discovering companions, while also
covering a large survey area.
2) We detected 14 candidate binaries from our total
sample of 101 M-stars, 11 new detections and 3 pre-
viously detected. The closest binary identified has a
separation of 16 AU.
3) Over the mass ratio range of 0.6 - 1 and separa-
tion range of 30 - 160 AU, we observed a companion
frequency of 8+4%−2% in the ONC. This result is consistent
with the expected companion frequency of M-dwarfs in
the Galactic Field over those same sensitivity ranges,
6.5% ± 3%, a 0.4σ difference.
4) High-mass, high stellar density star forming regions
like the ONC do not require further dynamical evolu-
tion to shape binary populations into one resembling
the Galactic Field. This suggests the ONC may be more
typical of the Galactic Field population than low density
regions like Taurus.
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APPENDIX
A. SINGLES
Table 2. This table contains the sources in our sample for which we did not
find a companion. Of our 101 sources, 87 did not have companions and are
labeled as single sources over the sensitivity ranges in which our code could
identify a companion. The S/N of each source is also displayed which gives an
approximation of the separation and mass range in which a companion does not
exist. Magnitudes were determined by Da Rio et al. (2016)
2MASS ID RA (J2000) Dec (J2000) J (mag) H (mag) S/N
(7) (8) (9) (10) (11) (12)
J05351794-0525061 5:35:17.95 -5:25:06.17 12.024 12.100 11
J05351015-0527574 5:35:10.16 -5:27:57.44 11.044 12.367 28
J05351986-0530321 5:35:19.87 -5:30:32.17 12.973 12.287 154
J05351047-0526003 5:35:10.48 -5:26:00.30 13.059 12.243 58
J05352445-0524010 5:35:24.45 -5:24:01.02 12.825 12.283 9
J05353437-0526596 5:35:34.38 -5:26:59.70 13.034 12.328 113
J05351826-0529538 5:35:18.26 -5:29:53.83 12.924 12.274 163
J05352433-0526003 5:35:24.34 -5:26:00.34 13.130 12.434 102
J05352534-0525295 5:35:25.35 -5:25:29.58 13.194 12.420 112
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2MASS ID RA (J2000) Dec (J2000) J (mag) H (mag) S/N
(7) (8) (9) (10) (11) (12)
J05345918-0523078 5:34:59.19 -5:23:07.85 13.003 12.324 136
J05352266-0515085 5:35:22.67 -5:15:08.59 13.365 12.422 73
J05345853-0532498 5:34:58.53 -5:32:49.86 13.300 12.404 124
J05351379-0519254 5:35:13.79 -5:19:25.46 13.138 12.410 122
J05351216-0530201 5:35:12.16 -5:30:20.16 13.180 12.379 158
J05345009-0517121 5:34:50.09 -5:17:12.19 13.329 12.371 81
J05345931-0523326 5:34:59.31 -5:23:32.68 12.988 12.211 73
J05351797-0526506 5:35:17.97 -5:26:50.67 13.306 12.374 66
J05352228-0531168 5:35:22.28 -5:31:16.87 13.165 12.423 159
J05350270-0532249 5:35:02.70 -5:32:24.93 13.444 12.396 82
J05353175-0516399 5:35:31.75 -5:16:39.90 13.290 12.237 55
J05352705-0515447 5:35:27.06 -5:15:44.75 12.747 11.763 143
J05351083-0525569 5:35:10.84 -5:25:56.99 13.505 12.393 57
J05350803-0536140 5:35:08.04 -5:36:14.08 12.703 11.792 157
J05352512-0522252 5:35:25.13 -5:22:25.27 12.998 12.023 19
J05345583-0519454 5:34:55.83 -5:19:45.49 13.603 12.363 49
J05350859-0526194 5:35:08.60 -5:26:19.45 13.240 12.317 77
J05353156-0516369 5:35:31.56 -5:16:36.95 12.645 11.615 125
J05352657-0517530 5:35:26.57 -5:17:53.08 12.911 11.790 71
J05350201-0518341 5:35:02.01 -5:18:34.18 13.136 12.070 93
J05350370-0522457 5:35:03.70 -5:22:45.71 13.622 12.267 16
J05352753-0513563 5:35:27.53 -5:13:56.33 13.806 12.402 24
J05352002-0529119 5:35:20.02 -5:29:11.90 13.687 12.307 31
J05351277-0520349 5:35:12.78 -5:20:34.94 13.585 12.320 47
J05353014-0514185 5:35:30.15 -5:14:18.57 13.083 11.854 55
J05350822-0524032 5:35:08.23 -5:24:03.24 13.313 12.302 36
J05352696-0524005 5:35:26.97 -5:24:00.59 12.983 12.130 74
J05351884-0522229 5:35:18.84 -5:22:22.96 12.121 11.640 7
J05353264-0515514 5:35:32.64 -5:15:51.45 13.576 12.399 47
J05351029-0519563 5:35:10.30 -5:19:56.30 12.965 11.882 105
J05352103-0522250 5:35:21.03 -5:22:25.03 12.560 11.939 19
J05351041-0519523 5:35:10.41 -5:19:52.36 12.912 11.728 64
J05353283-0518198 5:35:32.83 -5:18:19.83 13.964 12.417 10
J05352321-0521357 5:35:23.21 -5:21:35.78 13.171 12.204 63
J05350732-0538409 5:35:07.33 -5:38:40.98 14.041 12.439 27
J05351375-0534548 5:35:13.76 -5:34:54.90 12.798 11.540 153
J05352246-0525451 5:35:22.46 -5:25:45.11 12.781 11.906 47
J05350560-0518248 5:35:05.61 -5:18:24.85 12.909 11.684 108
J05353162-0516581 5:35:31.62 -5:16:58.20 12.981 11.680 132
J05352835-0517544 5:35:28.35 -5:17:54.49 13.604 12.313 81
J05353570-0520331 5:35:35.71 -5:20:33.18 13.731 12.396 26
J05350434-0538311 5:35:04.34 -5:38:31.12 13.554 12.260 107
J05353244-0515068 5:35:32.44 -5:15:06.90 13.394 12.108 18
J05351587-0522328 5:35:15.87 -5:22:32.83 13.127 11.749 6
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2MASS ID RA (J2000) Dec (J2000) J (mag) H (mag) S/N
(7) (8) (9) (10) (11) (12)
J05350487-0520574 5:35:04.87 -5:20:57.41 13.340 12.034 59
J05351269-0519353 5:35:12.69 -5:19:35.39 13.470 12.105 53
J05351185-0517259 5:35:11.85 -5:17:26.00 13.552 12.336 78
J05351851-0520427 5:35:18.52 -5:20:42.77 12.763 11.526 121
J05345693-0522062 5:34:56.93 -5:22:06.28 13.457 12.333 102
J05350416-0520156 5:35:04.16 -5:20:15.66 13.504 12.241 47
J05351921-0531030 5:35:19.21 -5:31:03.02 13.934 12.353 58
J05351305-0521532 5:35:13.06 -5:21:53.29 13.634 12.196 9
J05350609-0514249 5:35:06.10 -5:14:24.98 13.292 12.039 116
J05350540-0524150 5:35:05.41 -5:24:15.05 13.178 11.929 73
J05352615-0522570 5:35:26.16 -5:22:57.03 13.141 11.599 14
J05351294-0528498 5:35:12.94 -5:28:49.90 13.463 12.407 138
J05351053-0522166 5:35:10.53 -5:22:16.64 13.211 11.580 1
J05352465-0522425 5:35:24.66 -5:22:42.57 13.418 11.635 25
J05352268-0516140 5:35:22.69 -5:16:14.01 13.200 11.995 127
J05350617-0522124 5:35:06.18 -5:22:12.42 13.293 11.867 13
J05345826-0538257 5:34:58.26 -5:38:25.72 13.793 12.234 31
J05352640-0516124 5:35:26.41 -5:16:12.45 13.417 11.945 45
J05351689-0517029 5:35:16.90 -5:17:02.94 13.361 11.635 28
J05350161-0533380 5:35:01.62 -5:33:38.04 13.075 11.588 120
J05345737-0514334 5:34:57.38 -5:14:33.49 13.423 12.239 120
J05345837-0521166 5:34:58.38 -5:21:16.64 13.202 11.975 126
J05351343-0521073 5:35:13.43 -5:21:07.33 13.641 12.009 8
J05351797-0516451 5:35:17.98 -5:16:45.11 13.150 11.650 111
J05351197-0522541 5:35:11.97 -5:22:54.12 11.489 10.684 9
J05344677-0526048 5:34:46.78 -5:26:04.87 13.725 12.379 147
J05351389-0518531 5:35:13.90 -5:18:53.18 13.517 12.053 73
J05350332-0516227 5:35:03.33 -5:16:22.78 14.097 12.376 21
J05353074-0521466 5:35:30.75 -5:21:46.62 13.978 12.347 36
J05352317-0522283 5:35:23.17 -5:22:28.33 14.465 12.132 8
J05351421-0520042 5:35:14.22 -5:20:04.28 13.524 11.941 116
J05351567-0517472 5:35:15.67 -5:17:47.28 12.719 10.930 26
J05353099-0522013 5:35:31.00 -5:22:01.31 13.358 11.440 61
J05350873-0522566 5:35:08.73 -5:22:56.69 12.570 11.191 36
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