Researchers extensively studied external loads since they are widely recognized as significant contributors to water pipe failures. Physical phenomena that affect pipe bursts, such as pipeenvironment interactions, are very complex and only partially understood. This paper analyses the possible link between pipe bursts and climate-related factors. Many water utilities observed consistent occurrence of peaks in pipe bursts in some periods of the year, during winter or summer.
INTRODUCTION
The buried pipelines within the water distribution network (WDN) are affected by various mechanisms of deterioration related to material type, the surrounding soil type (e.g., backfill), and external (e.g., earth, traffic and accidental loads) and internal stresses (e.g., variations of pressure). This paper addresses a particular issue that affects WDNs, i.e., Newport () and Walski & Pelliccia () suggested that pipe burst rates (BR) might be correlated to the maximum frost penetration in a given year. Since frost penetration is generally not measured (and can be highly variable) it is practical to instead use some surrogate measures, e.g., the air temperature of the coldest month (Walski & Pelliccia ) , or freezing index (FZI, expressed in degree-days) ( In particular, when analyses were conducted on data where only air temperatures were available (which is usual for most water utilities), three covariates, namely, average mean air temperature, maximum air temperature increase and decrease and air temperature increase and decrease intensities over a specific period of days were found to be the most consistently significant covariates. Additionally, they found signs for some of the coefficients of covariates to be contrary to intuitive expectations, e.g., decrease in the intensity of air temperature change was associated with an increase in predicted bursts. They therefore argued that it was quite plausible that some of these covariates interact together in a manner that is different from when each covariate is considered on its own.
Finally, a note about terminology is warranted here. In recording pipe burst, most water utilities essentially record a 'repair event', which sometimes is described as a break or a leak. In North America the term 'burst' is often understood to mean a pressure-related event, where a pipe burst due to stress is manifested by high internal water pressure (most likely manifested in a longitudinal split). In the UK and parts of Europe the term 'burst' is often used as a generic term for a repair event, as recorded by the water utility. In this paper the authors have adopted the European term 'burst'. Figure 1 by the grey raster numbered with 3), which are typically low or non-expansive soils but susceptible to frost heave. While older pipes were buried in native soil, imported backfill was probably used for more recently installed pipes (mid to late 1960s). Figure 2 illustrates the histories of the total length of the pipe inventory and the associated number of recorded bursts.
RELATIONSHIP TO EARLIER RESEARCH
It is noteworthy that a hotspot cathodic protection programme was initiated in 1984, whereby (anodes were opportunistically installed whenever a pipe was exposed for repair. Also, a retrofit cathodic protection programme was started in 1986, whereby individual cohorts of pipes were retrofitted systematically, according to identified need and available budget. These two programmes plausibly explain the down-trend of bursts after 1986; for this reason, 1986 has been considered as the threshold year to neglect the influence of cathodic protection on the occurrence of bursts in the modelling procedure here reported. From the available database, only 150 mm diameter CI pipes are considered, which represents the largest relatively homogeneous cohort in the Scarborough pipe inventory (see Table 1 ). in short data sets.
The following covariates were used (note that each covariate is computed for each examined time step TS i ). 
where m ¼ number of days in time step i, and T j mean (TS i ) ¼ mean daily temperature of day j in TS i ; T j min (TS i ) ¼ minimum daily temperature of day j in TS i ; T j max (TS i ) ¼ maximum daily temperature of day j in TS i .
Air temperature changes
Maximum temperature increase (MTI) and maximum temperature decrease (MTD) of the mean daily temperatures within time step i:
Intensities of air temperature changes
Quantifies the rate at which temperature changes over a consecutive number of days within a time step. Increase in temperature gradient (TIG) and decrease in temperature gradient (TDG) are given by
Freezing index
Quantifies the duration and severity of extreme air temperatures within a time step which is expressed in degree-days, and defined as the cumulative minimum daily temperature below a specified air temperature threshold. The 'FZI' for time step i is computed as
where θ is the air temperature threshold, taken as 273.15 W K (i.e., 0 W C) in this research.
Daily variation of temperature
Average (over TS i ) of the maximum daily temperature minus minimum daily temperature
Snow cover
Quantifies the effect of snow insulation and its consequence on frost penetration
where SG j (TS i ) ¼ observed depth of snow cover on the ground on day j in TS i .
Total rain
Indirectly estimates the soil moisture in the time step TS i
where TR j (TS i ) ¼ total rain for day j in TS i . 
MULTI-CASE STRATEGY FOR EPR
where C is the number of data subsets, N i is the number of time steps in data subset i, y i,j and yî ,j are the observed and In this research, possible values for the power values are [À2, À1.5, À1, À0.5, 0, 0.5, 1, 1.5, 2], thus exploring well known direct and inverse possible relationships, e.g., linear, quadratic, inverse linear, square root, etc., for each term involved in the models. Such a modelling approach was mainly aimed towards finding more general formulations. The number of polynomial terms was set to m ¼ 1 plus the bias a 0 , in order to find compact expressions that are easier to interpret.
The MOGA process was set to 900 generations. The objective functions to be optimized are: (1) maximization of the model accuracy as measured by the means of the CoD;
(2) minimization of the number of covariates, or explanatory variables. The optimal solutions/models returned on the Pareto front are shown in Tables 3 and 4 . These optimal solutions obtained from the application of MCS-EPR are a trade-off between accuracy and parsimony.
COLD SEASON RESULTS
MSC-EPR was run for the three time steps TS of 5, 15 and 30 days. Table 3 provides the relevant information for the best candidate models obtained for each time step in the cold season. Note that the power values provided in Table 3 determine the relationship between each covariate and the number of bursts (e.g., direct or inverse, linear or not, etc.). Blank cells indicate power value of 0.
For TS ¼ 5, the most significant explanatory variables are FZI and ADD, as they were selected by the MCS-EPR in almost all the candidate models. FZI has a linear relationship with the burst rate and this linear relationship is positive as expected. Daily temperature variation (ADD) on the other hand is inversely proportional; which means that the bursts rate gets higher as the temperature difference between daily maximum high and low temperatures get smaller. This occurrence might be explained by the fact that frost penetration is sustained during cold spells when temperatures do not change significantly. The covariate AmT also indicates an explanatory power of some significance, as it is selected in three out of five candidate models (inverse dependency).
The most significant explanatory variables for TS ¼ 15 and 30 are also FZI and ADD. The ADD covariate has a non-zero power value, indicating more influence on the burst rate than observed in the model with TS of 5 days. In addition, the TDG covariate (temperature decrease intensity) emerges as having a substantial explanatory power, with a direct dependency of square root on the burst rate. This dependency corresponds to reported observations of increased pipe failures following sudden decreases in temperatures. Inputs  #1  #2  #3  #4  #5  #1  #2  #3  #4  #5  #1  #2  #3  #4  #5  #6 AT À1.5 À2 2 2
AmT À2 À2 À2 2 1.5 À1.5
AMT 0.5 À1.5 2 2 MTI À0.5 À0.5 À0.5
MTD TIG TDG 0.5 0.5 0.5 0.5 0.5 0.5 0.5 ADD À1 À1 À1 À1 À1.5 2 À1.5 À1.5 À1.5 À2 À1.5 1.5 À1. AT À2 À1 À2 À2 À2
AmT À2 À0.5
AMT À2 À2 À2 À2 À2 À2 À2 À2 À2 MTI 2 0.5 0.5 MTD 2 2 2 2 2 2 0.5 0.5 0.5 0.5 0.5 2 2 2 2 2 TIG À0.5 À0.5 À2 1 1 TDG ADD À2 À1.5 À1.5 À1.5 À2 À2 À2 À2 À2 À2 À2 À2 À2 Among the covariates that correspond to the warm season, the most significant explanatory variable appears to be the MTD, followed by ADD. The significance of the MTD means that in warm seasons, a strong temperature decrease can cause an increase in the pipe burst rate.
WARM SEASON RESULTS

MODEL SELECTION AND FORECASTING CAPACITY
From the results provided in Tables 3 and 4 , it was judged that the 30-day time step was the most appropriate, a conclusion also reached by Rajani et al. () . Additionally, two models were selected to represent the causal relationships between climate covariates and BR, one for each season, warm and cold. The selected model for the cold season is (bolded column in Table 3 )
while the selected model for warm season is (bolded column in Table 4 )
Each model has 22 realizations, with 22 sets of constant coefficients a 1 and a 0 . Figures 3 and 4 show the values and trends of constant coefficients a 1 and a 0 respectively, for both models in Equations (13) and (14).
The values of both constant coefficients generally increase over time (with the exception of a 0 for the warm season, which displays no clear trend). This trend suggests that there is another mechanism(s) at work that influences pipe burst frequency, probably related to pipe aging and possibly also to the increase in total length of pipes installed over the years. In the second stage therefore, constant coefficients a 1 and a 0 are modelled using MOGA-EPR in conjunction with a new set of explanatory variables. The explanatory variable AGE t is the average age of the pipes in year t (t ¼ 1962, … , 1983) and is given by
where g i,t is the age of individual pipe i (belonging to the considered pipe cohort) at year t; n t is the total number of individual pipes at year t (some pipes have been installed in Scarborough during period 1962-1983) and L i , is the length of individual pipe i.
Additional explanatory variables include burst rate of
the previous year (PBR tÀ1 ) in units of events/km, the number of bursts in the previous year (NBE tÀ1 ), the total length of the pipes at the start of year t (CTL t ) and the length of pipes laid in the previous year (YLP tÀ1 ). 
MODEL VALIDATIONS
The general models were tested on the years 1984 and 1985, for which data were available at a monthly resolution. The constant coefficients in Equations (13) and (14) for years 1984 and 1985 were determined using Equations (16) and (17), respectively. Subsequently, the burst rate for each month in the year was forecasted using Equation (13) for months during the cold season (FZI > 30) and Equation (14) for months during the warm season (FZI 30). Figure 5 compares the predicted against observed burst rate values.
The models appear to be able to predict observed values fairly well (CoD ¼ 0.79).
CONCLUDING COMMENTS
The paper investigated the possible influence of climaterelated factors on pipe burst frequency, using a data set from Scarborough (Ontario, Canada). Data comprising 22 years of pipe burst records were used to build predictive models and data comprising pipe bursts in the subsequent 2 years (holdout sample) were used to validate these models.
The investigation was carried out using the EPR modelling paradigm, which implements a multi-objective and CS3. Rajani et al. () found that the most significant covariates in these three groups were mean air temperature, which was found significant both with the likelihood ratio measure as well as with the adjusted coefficient of determination. The second most significant covariate for the three groups was the maximum air increase (the maximum difference between maximum and minimum daily temperature in a time step where the change is from low to high temperature), followed by the maximum air decrease. In this paper, the most significant covariate was found to be FZI, followed by the maximum temperature difference (ADD) in a time step. It can be argued that the ADD covariate in this paper is an aggregate of the maximum air increase and the maximum air decrease covariate in Rajani et al. () . Therefore, there appears to be at least a partial agreement between the two approaches.
The model for the cold season generally performed better than the warm season model. This is expected in Scarborough, which is subject to relatively cold winters. The most significant explanatory variables were freezing index (FZIa surrogate for winter severity and potential frost loads) and the average daily temperature difference (ADDdifference between maximal and minimal daily temperatures) which represents the stability of a cold spell (smaller values exacerbate frost penetration).
The most significant covariates for the warm season model were found to be the MTD in a time step, ADD and the total rain. However, accuracy of this model was significantly lower, possibly implying that the overall phenomenon that underlies the generation of pipe bursts during warm seasons cannot be completely explained by the available climate-related data. Nonetheless, even with this deficiency, since BR in Scarborough are typically much lower in summer the validation results for the holdout sample (years 1984-1985) demonstrated a rather high accuracy level. 
