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a b s t r a c t
In this paper, we present a new sequential quadratically constrained quadratic
programming (SQCQP) algorithm, in which a simple updating strategy of the penalty
parameter is adopted. This strategy generates nonmonotone penalty parameters at early
iterations and only uses the multiplier corresponding to the bound constraint of the
quadratically constrained quadratic programming (QCQP) subproblem instead of the
multipliers of the quadratic constraints, which will bring some numerical advantages.
Furthermore, by using the working set technique, we remove the constraints of the QCQP
subproblem that are locally irrelevant, and thus the computational cost could be reduced.
Without assuming the convexity of the objective function or the constraints, the algorithm
is proved to be globally, superlinearly and quadratically convergent. Preliminary numerical
results show that the proposed algorithm is very promisingwhen comparedwith the tested
SQP algorithms.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Consider the inequality constrained nonlinear programming problem
min
x∈Rn
f (x)
s.t. gj(x) ≤ 0, j ∈ I △= {1, 2, . . . ,m},
(1.1)
where f , gj (j ∈ I) : Rn → R are continuously differentiable functions.
In recent years, the sequential quadratically constrained quadratic programming (SQCQP) methods have been
reconsidered for solving (highly) nonlinear programming [1–8], as many efficient methods have been developed for solving
the quadratically constrained quadratic programming (QCQP) subproblem (see e.g. [9–11]). A notable approach making
SQCQP methods more attractive and practical is that a convex QCQP subprogram can be cast as a second-order cone
program (SOCP) (see e.g. [12,13]), and be solved efficiently by using interior point algorithms, such as [14–16]. Compared
with the sequential quadratic programming (SQP) methods, SQCQP methods solve at each iteration a QCQP subproblem
whose objective and constraints are the quadratic approximations of the objective and constraints of the original problem,
respectively, and the Maratos effect [17] can be avoided without the computation of a correctional direction. Although
the QCQP subproblems are more computationally difficult than the quadratic programming (QP) subproblems solved in
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SQP methods, we expect that fewer subproblems will be required to be solved when compared with SQP methods, since
QCQP is a higher-order (thus better) approximation of the original problem than QP. This higher-order approximation is
especially important for highly nonlinear problems (such as orbital trajectory problems, see [18]) on which the standard
SQP approaches might fail. The preliminary numerical results given in [2] and Section 5 of this paper show that SQCQP
methods perform indeed better than SQP methods for such kind of problems, but we say by no means that this is true for
general problems.
From the viewpoint of convergence analysis, the existing SQCQP algorithms could be divided into two classes: (i) both
global convergence and fast local convergence are established (see [1,3,5,6,8]); (ii) only local convergence is discussed
(see [2,4]). In particular, Fukushima et al. [1] proposed a penalty function type SQCQP algorithm for the case that (1.1) is a
convex programming, inwhich they introduced a convex and consistent QCQP subproblemby adding suitable parameters to
theHessianmatrices of the constraints. Under additional Slater constraint qualification (Slater CQ) and a strong second-order
sufficient condition, the algorithm in [1] is proved to be globally and quadratically convergent. Solodov [3] presented another
penalty function type SQCQP algorithmby introducing an additional variable to the QCQP subproblem to ensure consistency.
Compared with [1], the analysis of global convergence in [3] does not assume the convexity of the objective function or
twice differentiability of the objective and constraints, moreover, although Slater CQ is required, the computation of a Slater
point (strictly feasible point) like [1] is not necessary. Under certain assumptions, the algorithm in [3] is also quadratically
convergent. Jian [5] proposed a feasible SQCQP algorithm that generates feasible iterations by considering a norm-relaxed
type QCQP subproblem. Compared with [1,3], the algorithm in [5] does not require the convexity assumption of the
objective function or the constraints throughout the (global/local) analysis. Under the Mangasarian–Fromovitz constraint
qualification (MFCQ), the global, superlinear, and quasi-quadratic convergence of the algorithm in [5] are obtained. Recently,
Jian et al. [8] have relaxed the choice of the starting points for [5], i.e., the algorithm allows an infeasible starting point. For
the latter class, Anitescu [2] proposed a local SQCQP algorithm by considering a trust-region QCQP subproblem, and local
superlinear convergence of order 1.5 is shown under the MFCQ plus a mild quadratic growth condition. Fernández and
Solodov [4] considered the class of quadratically constrained quadratic programming methods in the framework extended
from optimization to more general variational problems, and proved the primal–dual quadratic convergence under the
linear independence constraint qualification (LICQ), strict complementarity and a second-order sufficient condition, and
presented a necessary and sufficient condition for superlinear convergence of the primal sequence under a Dennis–Moré
type condition.
In this paper, we present a new globally and fast locally (superlinearly and quadratically) convergent SQCQP algorithm
based on the following considerations. The penalty-type SQCQP algorithms of [1,3] use the Karush–Kuhn–Tucker (KKT)
multipliers of the QCQP subproblem to update the penalty parameter, and generate a nondecreasing sequence of penalty
parameters. Their updating strategies of the penalty parameter have nice theoretical properties, but sometimes may lead to
certain numerical difficulties, such as (i) when the QCQP subproblem is cast and then solved as an SOCP problem, it may be
difficult to obtain the KKTmultipliers corresponding to the quadratic constraints of the QCQP subproblem from the solution
of SOCP solvers; and (ii) nondecreasing sequence of penalty parameters possibly leads to the parameter increasing too fast,
while too large penalty parameter will make the penalty function and the QCQP subproblem ill-conditioned. On the other
hand, in most existing SQCQP algorithms, the QCQP subproblem consists of all the indices corresponding to the constraints
of problem (1.1), and therefore the QCQP subproblem will become relatively hard to be solved when the number of the
constraints of problem (1.1) is large. In fact, Solodov [3] has been aware of this problem, and presented a rule to restrict the
choice of the constraint indices set Ik of the QCQP subproblem, i.e., Ik satisfies
I(xk) ⊆ Ik ⊆ I,
I(x) = {j ∈ I : gj(x) = ϕ(x)}, ϕ(x) = max{0; gj(x), j ∈ I}. (1.2)
However, how to generate such an Ik satisfying (1.2) is not given in [3], and it is assumed that Ik ≡ I for k sufficiently large.
In order to overcome the above difficulties, first we introduce a simple updating strategy of the penalty parameter which
was proposed in the SQP algorithm of [19]. This strategy generates nonmonotone penalty parameters at early iterations
and only uses the KKT multiplier corresponding to the bound constraint (more precisely, the nonnegative constraint of the
additional variable) of the QCQP subproblem instead of the multipliers of the quadratic constraints. Furthermore, by using
the working set technique, we remove the constraints of the QCQP subproblem that are locally irrelevant, and thus the
computational cost is reduced. The working set is an estimate of the active set of a solution, and the estimate is accurate
when the iteration point is sufficiently close to the solution. Without assuming the convexity of the objective function
or the constraints, the proposed algorithm is proved to be globally, superlinearly and quadratically convergent, while the
algorithms in [1,3] need to assume the convexity of the objective and constraintsmore or less. Preliminary numerical results
show that the proposed algorithm needs generally less iterations and less CPU time than the tested SQP algorithms. The
QCQP subproblem is cast and then solved as an SOCP problem. We note that no numerical results are reported in the global
convergent SQCQP algorithms [1,3,5,6], and for the local SQCQP algorithms, only Anitescu [2] presented some preliminary
numerical results, but in which the QCQP subproblem is treated and solved as a general nonlinear programming.
The paper is organized as follows. In the next section, we present the details of the proposed SQCQP algorithm. In
Section 3, the global convergence is established. Strong, superlinear and quadratic convergence properties are obtained
in Section 4. Some preliminary numerical results are reported in Section 5.
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2. The algorithm
We begin this section by making a basic assumption on the problem.
Assumption 1. The functions f , gj (j ∈ I) are first-order continuously differentiable.
Let (x∗, u∗) denote a KKT pair of problem (1.1). The active set at x∗ is given by
I(x∗) = {j ∈ I : gj(x∗) = 0}.
For the current iterate xk, we consider the following QCQP subproblem
min
d∈Rn, t∈R
∇f (xk)Td+ 1
2
dTBkd+ rkt
s.t. gj(xk)+∇gj(xk)Td+ 12d
TGkj d ≤ t, j ∈ Ak, t ≥ 0,
(2.1)
where t ∈ R is an additional variable, rk is a penalty parameter, Bk, an n × n symmetric positive definite matrix, is an
approximation of ∇2f (xk) (if exists), and Gkj △= Gj(xk), j ∈ Ak, n × n positive semidefinite matrices, are approximations of
∇2gj(xk), j ∈ Ak. Ak, a working set (given below), is an estimate of the active set I(x∗), and under suitable conditions, the
estimate should be accurate when xk is sufficiently close to x∗. Except for the working set Ak, the form of (2.1) is the same as
that in [3].
In this paper, we generate the working set Ak in terms of the identification technique of the active constraints proposed
in [20] as follows
Ak
△= A(xk) = {j ∈ I : gj(xk) ≥ −ρ(xk, v(xk))}, (2.2)
where
ρ(x, v(x)) = ‖Φ(x, v(x))‖, (2.3)
Φ(x, v(x)) =
 ∇xL(x, v(x))
min{−g(x), v(x)}

, g(x) = (gj(x), j ∈ I), (2.4)
v(x) the estimate of the KKT multiplier u∗, and it can be generated by the following multiplier function (see [21,22])
v(x) = −N(x)−1Q (x)T∇f (x), (2.5)
where
Q (x) = (∇gj(x), j ∈ I),
N(x) = Q (x)TQ (x)+ c1diag(gj(x)2, j ∈ I)+ c2
−
j∈I
max{0, gj(x)}3Em, c1, c2 > 0, (2.6)
where Em is an identity matrix with order m. We note that v(x) in (2.5) can be obtained equivalently by solving a linear
system of equations, and therefore inverting a matrix is avoided. It can be proved that N(x) is positive definite (and thus
nonsingular) whenever x is an infeasible point of (1.1). If x is a feasible point of problem (1.1) and satisfies the LICQ, then
N(x) is also positive definite. OnceN(x) is singular, in the algorithmwe can simply choose Ak = {j ∈ I : gj(xk) ≥ −ϵ}, where
ϵ > 0 is a suitably small constant, which will not influence the theoretical analysis, so we will not restate it in the following
discussion. It is obvious that the working set Ak generated by (2.2) satisfies
I(xk) ⊆ Ak ⊆ I. (2.7)
Let (dk, tk) be an optimal solution of (2.1). It is obvious that (2.1) satisfies Slater CQ, so (dk, tk) is a KKT point of (2.1),
i.e., there exist multiplies uk ∈ R|Ak| and νk ∈ R such that
∇f (xk)+ Bkdk +
−
j∈Ak
ukj (∇gj(xk)+ Gkj dk) = 0,
rk −
−
j∈Ak
ukj − νk = 0,
gj(xk)+∇gj(xk)Tdk + 12 (d
k)TGkj d
k ≤ tk, ukj ≥ 0, j ∈ Ak,
ukj (gj(x
k)+∇gj(xk)Tdk + 12 (d
k)TGkj d
k − tk) = 0, j ∈ Ak,
tk ≥ 0, νk ≥ 0, νktk = 0.
(2.8)
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Define functions
φ(x, d) = max

gj(x)+∇gj(x)Td+ 12d
TGj(x)d, j ∈ A(x); 0

,
η(x, d, r) = ∇f (x)Td+ 1
2
dTBd+ r(φ(x, d)− ϕ(x)),
and ℓ∞ exact penalty function
P(x, r) = f (x)+ rϕ(x),
where ϕ(x) is defined in (1.2), and r is a penalty parameter. It is not difficult to obtain that
tk = φ(xk, dk). (2.9)
Now we present the details of our algorithm as follows.
Algorithm 2.1. Step 0. Initialization.
Choose x0, r0 > 0, α ∈ (0, 1), β ∈ (0, 1), σ > 1, δ > 0, N ≥ 1. Set k := 0, l := 0.
Step 1. Solve QCQP
Generate the working set Ak by (2.2), compute symmetric positive definite matrix Bk and symmetric positive
semidefinite matrices Gkj , j ∈ Ak, and then solve (2.1) to get (dk, tk; νk). If (dk, tk) = (0, 0), then stop.
Step 2. Line search.
Compute the step size λk, the first value of λ in the sequence {1, β, β2, . . .} that satisfies
P(xk + λdk, rk) ≤ P(xk, rk)+ αλη(xk, dk, rk). (2.10)
Step 3. Variable update. Set xk+1 = xk + λkdk.
Step 4. Penalty parameter update.
Step 4.1. If tk > 0, set rk+1 = σ rk.
Step 4.2. If tk = 0, ‖dk‖ ≥ δ, and l < N ,
set rk+1 = rk − (3/4)νk, l := l+ 1.
If tk = 0, ‖dk‖ < δ, or l ≥ N ,
set rk+1 = rk.
Step 5. Set k := k+ 1, and go to Step 1.
Remark 1. Step 4 of Algorithm2.1 could be intuitively interpreted as:when xk is far away from the feasible region (measured
by tk > 0), the penalty parameter should be increased in order to force the iteration point to approach the feasible region
as fast as possible; when xk is near or in the feasible region (measured by tk = 0), but is far away from the optimal solution
(measured by ‖dk‖ ≥ δ), the penalty parameter should be decreased in order to force the iteration point to approach the
optimal solution as fast as possible; otherwise we can keep the penalty parameter unchanged. In addition, the penalty
parameter cannot be decreased infinitely, otherwise it will affect the convergence analysis.
For simplicity, we denote ϕk = ϕ(xk). The following lemmas show that Algorithm 2.1 is well-defined.
Lemma 2.1. Suppose that Assumption 1 holds. Then
η(xk, dk, rk) ≤ −12 (d
k)TBkdk − 1
2
−
j∈Ak
ukj (d
k)TGkj d
k − νkϕk.
Proof. From the definition of η(xk, dk, rk), (2.9), and KKT conditions (2.8), we have
η(xk, dk, rk) = ∇f (xk)Tdk + 12 (d
k)TBkdk + rk(φ(xk, dk)− ϕk)
= −1
2
(dk)TBkdk −
−
j∈Ak
ukj (∇gj(xk)Tdk + (dk)TGkj dk)+ rk(tk − ϕk)
= −1
2
(dk)TBkdk − 1
2
−
j∈Ak
ukj (d
k)TGkj d
k −
−
j∈Ak
ukj (t
k − gj(xk))+ rk(tk − ϕk)
≤ −1
2
(dk)TBkdk − 1
2
−
j∈Ak
ukj (d
k)TGkj d
k +

rk −
−
j∈Ak
ukj

(tk − ϕk)
= −1
2
(dk)TBkdk − 1
2
−
j∈Ak
ukj (d
k)TGkj d
k + νk(tk − ϕk)
= −1
2
(dk)TBkdk − 1
2
−
j∈Ak
ukj (d
k)TGkj d
k − νkϕk. 
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Lemma 2.2. Suppose that Assumption 1 holds. Then the line search (2.10) can be terminated after a finite number of
computations.
Proof. From the related proofs in [3, Proposition 3], we have
P ′(xk, rk; dk) ≤ ∇f (xk)Tdk + rk(φ(xk, dk)− ϕk)
= η(xk, dk, rk)− 12 (d
k)TBkdk
≤ η(xk, dk, rk),
where P ′ is the directional derivative. If dk ≠ 0, then from Lemma 2.1, it follows that η(xk, dk, rk) < 0, thus
P(xk + λdk, rk)− P(xk, rk)− αλη(xk, dk, rk) = λP ′(xk, rk; dk)− αλη(xk, dk, rk)+ o(λ)
≤ (1− α)λη(xk, dk, rk)+ o(λ) < 0 (2.11)
holds for λ > 0 sufficiently small, i.e., the line search (2.10) can be terminated after a finite number of computations. On the
other hand, if dk = 0, we have η(xk, dk, rk) = 0, so Algorithm 2.1 enters Step 3 automatically with λk = 1. 
3. Global convergence
In this section, we establish the global convergence of the proposed algorithm. Once Algorithm 2.1 stops finitely at xk, it
follows from the KKT conditions (2.8) that xk is a KKT point of problem (1.1). Now assuming that an infinite sequence {xk} of
iterates is generated by Algorithm 2.1, we will show that every accumulation point of {xk} is a KKT point of problem (1.1).
Assumption 2. The sequences {xk} and {dk} are bounded, i.e., there exists a constant M > 0 such that ‖xk‖∞ ≤ M and
‖dk‖∞ ≤ M hold for all k.
Assumption 3. The sequences {Bk} and {Gkj }, j ∈ Ak, satisfy
ϱ2E ≽ Bk ≽ ϱ1E, ϱ2E ≽ Gkj ≽ O, j ∈ Ak, ∀k,
where ϱ2 ≥ ϱ1 > 0, A ≽ B implies A− B is a positive semidefinite matrix, and E, O denote n× n identity matrix, n× n zero
matrix, respectively.
Assumption 4. The MFCQ is satisfied by (1.1) at any accumulation point xˆ of {xk}, i.e., there exists a vector d¯ ∈ Rn such that
∇gj(xˆ)T d¯ < 0, ∀j ∈ I(xˆ),
where I(x) is given in (1.2).
Lemma 3.1. Suppose that Assumptions 1–3 hold, and rk ≡ r > 0 for k sufficiently large. Then limk→∞ dk = 0.
Proof. Suppose by contradiction that there exist an infinite index set K and a constantϖ > 0 such that
‖dk‖ ≥ ϖ, ∀k ∈ K . (3.1)
Hence, from Lemma 2.1, Assumptions 2 and 3, we have
P(xk + λdk, rk)− P(xk, rk)− αλη(xk, dk, rk) ≤ (1− α)λη(xk, dk, rk)+ o(λ)
≤ −1
2
(1− α)λ(dk)TBkdk + o(λ)
≤ −1
2
(1− α)λϱ1‖dk‖2 + o(λ)
≤ −1
2
(1− α)ϱ1ϖ 2λ+ o(λ). (3.2)
This together with α ∈ (0, 1) shows that inequality (2.10) holds for k ∈ K and λ > 0 sufficiently small, i.e., there exists
a λ¯ > 0 such that λk ≥ λ¯ holds for all k ∈ K . Because rk ≡ r > 0 for k sufficiently large, from Lemma 2.1, (3.1) and
Assumption 3, we have
P(xk+1, r)− P(xk, r) ≤ αλkη(xk, dk, r) ≤ −12αλ¯ϱ1ϖ
2 < 0, k ∈ K sufficiently large,
which implies
P(xk, r)→−∞, k →∞.
This contradicts the fact that {xk} is bounded, so the proof is complete. 
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Let x → t¯(x) be a mapping from x to the optimal value of the following optimization
min
d∈Rn, t∈R
t
s.t. gj(x)+∇gj(x)Td+ 12d
TGj(x)d ≤ t, j ∈ A(x),
‖d‖∞ ≤ M, t ≥ 0,
(3.3)
whereM is the constant defined in Assumption 2.
Let d¯k be the solution of the following optimization
min
d∈Rn
∇f (xk)Td+ 1
2
dTBkd
s.t. gj(xk)+∇gj(xk)Td+ 12d
TGkj d ≤ t¯(xk), j ∈ Ak,
‖d‖∞ ≤ M.
(3.4)
Lemma 3.2. Suppose that Assumptions 1–4 hold, and that xˆ is any accumulation point of {xk}, i.e., there exists and infinite index
set Kˆ such that limk∈Kˆ x
k = xˆ. If xˆ is a feasible point of problem (1.1), then
(1) for all k ∈ Kˆ sufficiently large, t¯(xk) = 0;
(2) for all k ∈ Kˆ sufficiently large, the following problem
min
d∈Rn
∇f (xk)Td+ 1
2
dTBkd
s.t. gj(xk)+∇gj(xk)Td+ 12d
TGkj d ≤ 0, j ∈ Ak,
(3.5)
has a strictly feasible solution, and thus satisfies Slater CQ. If (pk, µk) is a KKT point of problem (3.5), then (pk, 0) is a unique
solution of problem (2.1) whenever rk ≥∑j∈Ak µkj . Conversely, if (dk, 0, uk, νk) is a KKT pair of problem (2.1), then (dk, uk)
is a KKT pair of problem (3.5).
(3) The sequences {pk}k∈Kˆ and {µk}k∈Kˆ are bounded.
Proof. (1) For any j ∉ I(xˆ), there exists a constant ζ1 > 0 such that gj(xˆ) < −ζ1. So from limk∈Kˆ xk = xˆ and Assumption 1,
it follows that there exists a constant k1 such that
gj(xk) < −ζ12 , ∀k ≥ k1, k ∈ Kˆ , j ∉ I(xˆ).
So there exists a constant τ1 > 0 such that
gj(xk)+∇gj(xk)T (τ d¯)+ 12 (τ d¯)
TGkj (τ d¯) < −
ζ1
4
, j ∉ I(xˆ) (3.6)
hold for all k ≥ k1, k ∈ Kˆ and τ ≤ τ1, where d¯ is the vector defined in Assumption 4.
For any j ∈ I(xˆ), from Assumption 4, there exist a constant ζ2 > 0 and a vector d¯ ∈ Rn such that
∇gj(xˆ)T d¯ < −ζ2, ∀j ∈ I(xˆ).
Thus, by continuity, there exists an index k2 ≥ k1 such that
∇gj(xk)T d¯ < −ζ22 , ∀j ∈ I(xˆ), ∀k ≥ k2, k ∈ Kˆ .
So for any j ∈ I(xˆ), there exists a constant τ2 ≤ τ1 such that, for any τ ≤ τ2 and k ≥ k2, k ∈ Kˆ , we have
gj(xk)+∇gj(xk)T (τ d¯)+ 12 (τ d¯)
TGkj (τ d¯) = gj(xk)+ τ(∇gj(xk)T d¯+
1
2
τ d¯TGkj d¯)
< gj(xk)− τζ24 .
Here we can fix τ = τ2, which together with gj(xk)→ gj(xˆ) = 0, k ∈ Kˆ , j ∈ I(xˆ) shows that there exists an index k3 ≥ k2
such that
gj(xk)+∇gj(xk)T (τ2d¯)+ 12 (τ2d¯)
TGkj (τ2d¯) < −
τ2ζ2
8
, j ∈ I(xˆ) (3.7)
hold for k ≥ k3, k ∈ Kˆ .
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Finally, without loss of generality, we can assume that ‖τ2d¯‖∞ ≤ M (decrease τ2 if necessary), and define
σ¯ = min

ζ1
4
,
τ2ζ2
8

,
thus for k ≥ k3, k ∈ Kˆ we have
gj(xk)+∇gj(xk)T (τ2d¯)+ 12 (τ2d¯)
TGkj (τ2d¯) < −σ¯ < 0, j ∈ I. (3.8)
This together with the definition of t¯(xk) shows that t¯(xk) = 0 holds for k ∈ Kˆ sufficiently large.
(2) From the proof of part (1), it is obvious that, for k ∈ Kˆ sufficiently large, (3.5) has a strictly feasible solution τ2d¯, and thus
Slater CQ holds, which in turn implies that the optimal solution of (3.5) is equivalent to its KKT point. Suppose that (pk, µk)
is a KKT pair of (3.5). Then from KKT conditions, we have
∇f (xk)+ Bkpk +
−
j∈Ak
µkj (∇gj(xk)+ Gkj pk) = 0,
gj(xk)+∇gj(xk)Tpk + 12 (p
k)TGkj p
k ≤ 0, µkj ≥ 0, j ∈ Ak,
µkj

gj(xk)+∇gj(xk)Tpk + 12 (p
k)TGkj p
k

= 0, j ∈ Ak.
(3.9)
If rk ≥∑j∈Ak µkj , then from (3.9) we have dk = pk, tk = 0, uk = µk, νk = rk −∑j∈Ak µkj satisfy the KKT conditions (2.8), so
(pk, 0) is a unique solution of subproblem (2.1) (because (2.1) is equivalent to a strictly convex programming). Conversely,
if (dk, 0, uk, νk) is a KKT pair of (2.1), it is easy to verify that (dk, uk) is a KKT pair of problem (3.5).
(3) Its proof is similar to that in [3]. 
The following lemma plays an important role in ensuring that the penalty parameter can be fixed for k sufficiently large,
and its proof can be modified from that of [19, Proposition 3.5].
Lemma 3.3. Suppose that Assumptions 1–4 hold. If rk →∞ (k →∞), then any accumulation point xˆ of {xk} is a feasible point
of problem (1.1).
Lemma 3.4. Suppose that Assumptions 1–4 hold. Then rk ≡ r > 0 for all k sufficiently large.
Proof. From Step 4 of Algorithm 2.1, we know that rk only decreases finitely, so we can suppose by contradiction that
rk →∞ (k →∞). Then there exists an infinite index set K such that
tk > 0, k ∈ K . (3.10)
So from the boundedness of {xk}, there exist an infinite subset K ′ ⊆ K and xˆ ∈ Rn such that
xk → xˆ, k ∈ K ′.
This together with Lemma 3.3 shows that ϕ(xˆ) = 0, i.e., xˆ is a feasible point of problem (1.1). Thus, from Lemma 3.2 we have
tk = 0, ∀k ∈ K ′ sufficiently large.
This contradicts (3.10), and thus the proof is complete. 
Now we can present the global convergence result.
Theorem 3.1. Suppose that Assumptions 1–4 hold. Then Algorithm 2.1 either stops finitely at a KKT point of problem (1.1) or
generates an infinite sequence {xk} of iterates such that each accumulation point is a KKT point of problem (1.1).
Proof. If Algorithm 2.1 stops finitely at xk, then from KKT conditions (2.8) we know that xk is a KKT point of problem (1.1).
Now we assume that Algorithm 2.1 generates an infinite sequence {xk}, and that x∗ is a given accumulation point, i.e., there
exists an infinite index set K such that
xk → x∗, k ∈ K . (3.11)
From Lemma 3.1, it follows
dk → 0, k →∞. (3.12)
From Lemma 3.4 and Step 4 of Algorithm 2.1, we have
tk = 0, ∀k sufficiently large. (3.13)
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In addition, since Ak is a subset of the finite set I , we can assumewithout loss of generality that there exists an infinite subset
K ′ ⊆ K such that
Ak ≡ A, k ∈ K ′. (3.14)
From the second equation of the KKT conditions (2.8), we have
rk =
−
j∈A
ukj + νk, k ∈ K ′,
which together with Lemma 3.4 and νk ≥ 0 shows that {∑j∈A ukj }k∈K ′ is bounded, so there exist a subset K ′′ ⊆ K ′ and
u∗ = (u∗j , j ∈ A) such that
ukj → u∗j , j ∈ A, k ∈ K ′′. (3.15)
Combining (3.11)–(3.15), and taking the limit as k ∈ K ′′, k →∞ in the KKT conditions (2.8), we have
∇f (x∗)+
−
j∈A
u∗j ∇gj(x∗) = 0,
gj(x∗) ≤ 0, j ∈ A,
u∗j gj(x
∗) = 0, u∗j ≥ 0, j ∈ A.
(3.16)
On the other hand, it follows from (2.3) that
ρ(xk, v(xk)) ≥ 0, ∀k.
This together with (2.2) shows that
gj(xk) < 0, j ∉ Ak.
Hence gj(x∗) ≤ 0, j ∉ A, which together with (3.16) shows that x∗ is a KKT point of problem (1.1). 
4. Strong, superlinear and quadratic convergence
In this section, we analysis the strong, superlinear and quadratic convergence properties of Algorithm 2.1.
Assumption 5. The functions f , gj, j ∈ I , are twice continuously differentiable.
Assumption 6. The sequence {xk} generated by Algorithm 2.1 has an accumulation point x∗ that satisfies the strong second-
order sufficient condition, i.e., for any u∗ ∈ U∗, the matrix
∇2xxL(x∗, u∗) = ∇2f (x∗)+
−
j∈I
u∗j ∇2gj(x∗)
is positive definite on the spaceΩ(u∗) △= {d ∈ Rn, d ≠ 0 : u∗j ∇gj(x∗)Td = 0, j ∈ I}, where
U∗ = {u∗ : (x∗, u∗) is a KKT pair of problem (1.1)}.
Lemma 4.1. Suppose that Assumptions 2–6 hold. Then
(1) limk→∞ ‖xk+1 − xk‖ = 0,
(2) the sequence {xk} of iterates is strongly convergent, i.e., there exists a KKT point x∗ such that limk→∞ xk = x∗.
Proof. (1) From Lemma 3.1, we know that limk→∞ dk = 0, so the claim holds from ‖xk+1 − xk‖ = λk‖dk‖ ≤ ‖dk‖.
(2) Suppose that x∗ is an accumulation point of the bounded sequence {xk}. Then from Theorem 3.1, we know that x∗ is a
KKT point of problem (1.1). This together with Assumptions 4 and 6 shows that x∗ is an isolated KKT point of problem
(1.1). Hence x∗ is an isolated accumulation point of {xk}, which together with limk→∞ ‖xk+1 − xk‖ = 0 shows that
limk→∞ xk = x∗ (see [23]). 
In order to guarantee that the working set Ak coincides with the active set at x∗ for k sufficiently large, we need the
following assumption.
Assumption 7. The LICQ is satisfied at x∗, i.e., the gradient vectors {gj(x∗), j ∈ I(x∗)} are linearly independent.
Lemma 4.2. Suppose that Assumptions 2–7 hold. Then Ak ≡ I(x∗) for all k sufficiently large.
Proof. From Assumption 7, we know that N(xk) defined by (2.6) is nonsingular for k sufficiently large, so the claim follows
from the corresponding proofs in [20,22,21]. 
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In order to obtain fast local convergence, it is required that Bk and Gkj , j ∈ Ak are good approximations of ∇2f (xk) and
∇2gj(xk), j ∈ Ak, respectively. Generally, there are three kinds of assumptions:
(H1) for k sufficiently large,
(dk)T (∇2f (xk)− Bk)dk = o(‖dk‖2),
(dk)T (∇2gj(xk)− Gkj )dk = o(‖dk‖2), j ∈ Ak; (4.17)
(H2) for k sufficiently large,
(∇2f (xk)− Bk)dk = o(‖dk‖),
(∇2gj(xk)− Gkj )dk = o(‖dk‖), j ∈ Ak; (4.18)
(H3) for k sufficiently large,
Bk = ∇2f (xk), Gkj = ∇2gj(xk), j ∈ Ak. (4.19)
Remark 2. Obviously, (H3) is stronger than (H2), and (H2) is stronger than (H1). (H1) can be used to prove the unit step
near a solution (see [3]), (H2) can be used to prove the superlinear convergence (see [6]), and (H3) can be used to prove the
quadratic convergence (see [1,3]).
Theorem 4.1. Supposed that Assumptions 2–7 and (H1) hold. Then the step size produced by Algorithm 2.1 always equals one,
i.e., λk ≡ 1, for k sufficiently large.
Proof. From Lemmas 3.2, 3.4 and 4.1, we know that tk = 0 and rk ≡ r > 0 for k sufficiently large.
For k sufficiently large and j ∈ Ak = I(x∗), we have
[gj(xk + dk)]+ = [gj(xk + dk)]+ −
[
gj(xk)+∇gj(xk)Tdk + 12 (d
k)TGkj d
k
]
+
≤
gj(xk + dk)− gj(xk)−∇gj(xk)Tdk − 12 (dk)TGkj dk

≤
gj(xk + dk)− gj(xk)−∇gj(xk)Tdk − 12 (dk)T∇2gj(xk)dk
+ |(dk)T (∇2gj(xk)− Gkj )dk|,
where [·]+ = max{·, 0}. This together with Taylor expansion and (H1) shows that, for k sufficiently large,
[gj(xk + dk)]+ = o(‖dk‖2), j ∈ Ak. (4.20)
On the other hand, for j ∉ I(x∗)we have gj(x∗) < 0. In view of gj(xk + dk)→ gj(x∗), k →∞, for k sufficiently large and
j ∉ Ak = I(x∗), it follows gj(xk + dk) < 0. This together with (4.20) shows that, for k sufficiently large,
ϕ(xk + dk) = max{0; gj(xk + dk), j ∈ I}
= max
j∈I
[gj(xk + dk)]+ = o(‖dk‖2).
Hence
P(xk + dk, rk)− P(xk, rk)− αη(xk, dk, rk) = f (xk + dk)+ rϕ(xk + dk)− P(xk, r)− αη(xk, dk, r)
= f (xk)+∇f (xk)Tdk + 1
2
(dk)T∇2f (xk)dk + o(‖dk‖2)
− P(xk, r)− αη(xk, dk, r)
= −rϕk +∇f (xk)Tdk + 12 (d
k)TBkdk + o(‖dk‖2)
−αη(xk, dk, r)
= (1− α)η(xk, dk, r)+ o(‖dk‖2)
≤ −(1− α)1
2
(dk)TBkdk + o(‖dk‖2)
≤ −1
2
(1− α)ϱ1‖dk‖2 + o(‖dk‖2) ≤ 0
holds for k sufficiently large, i.e., the unit step can be accepted by the line search (2.10). 
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Theorem 4.2. Suppose that Assumptions 2–7 and (H2) hold. Then Algorithm 2.1 is superlinear convergent, i.e.,
‖xk+1 − x∗‖ = o(‖xk − x∗‖). (4.21)
Furthermore, if f , gj, j ∈ I have Lipschitz-continuous second derivatives and (H3) hold, then Algorithm 2.1 is quadratically
convergent, i.e.,
‖xk+1 − x∗‖ = O(‖xk − x∗‖2). (4.22)
Proof. From Lemmas 4.2, 3.2, 4.1 and 3.4, we can assume that Ak ≡ I(x∗), tk ≡ 0 and rk ≡ r > 0 in the following discussion.
Define the active set of (2.1) (excluding the constraint t ≥ 0) as follows
Λk
△=

j ∈ Ak : gj(xk)+∇gj(xk)Tdk + 12 (d
k)TGkj d
k = 0

.
It is obviously that Λk ⊆ I(x∗). Because Λk only takes a finite number of distinct values, it is sufficient to prove (4.21)
and (4.22) hold for Λk ≡ Λ for some subset Λ ⊆ I . Let u∗ be the KKT multiplier of x∗. Combining the KKT conditions of
subproblem (2.1), we have
∇f (x∗)+
−
j∈Λ
u∗j ∇gj(x∗) = 0, gj(x∗) = 0, u∗j ≥ 0, j ∈ Λ, (4.23)
∇f (xk)+ Bkdk +
−
j∈Λ
ukj (∇gj(xk)+ Gkj dk) = 0, (4.24)
gj(xk)+∇gj(xk)Tdk + 12d
TGkj d
k = 0, j ∈ Λ. (4.25)
From (H2), (4.23) and (4.24), we obtain
0 = (∇f (xk)−∇f (x∗))+ Bkdk +
−
j∈Λ
(ukj∇gj(xk)− u∗j ∇gj(x∗)+ ukj Gkj dk)
= (∇f (xk)−∇f (x∗))+∇2f (xk)dk +
−
j∈Λ
(ukj∇gj(xk)− u∗j ∇gj(x∗)+ ukj∇2gj(xk)dk)+ o(‖dk‖)
=

∇2f (xk)+
−
j∈Λ
ukj∇2gj(xk)

(xk + dk − x∗)+
−
j∈Λ
(ukj − u∗j )∇gj(x∗)
+ (∇f (xk)−∇f (x∗)−∇2f (xk)(xk − x∗))
+
−
j∈Λ
ukj (∇gj(xk)−∇gj(x∗)−∇2gj(xk)(xk − x∗))+ o(‖dk‖). (4.26)
On the other hand, from Taylor expansion, we have
∇f (xk)−∇f (x∗)−∇2f (xk)(xk − x∗) = o(‖xk − x∗‖),
∇gj(xk)−∇gj(x∗)−∇2gj(xk)(xk − x∗) = o(‖xk − x∗‖), j ∈ Λ.
Denote
∇2xxL(xk, uk) = ∇2f (xk)+
−
j∈Λ
ukj∇2gj(xk),
∇gΛ(x∗) = (∇gj(x∗), j ∈ Λ), ukΛ = (ukj , j ∈ Λ), u∗Λ = (u∗j , j ∈ Λ).
Hence
∇2xxL(xk, uk)(xk + dk − x∗)+∇gΛ(x∗)(ukΛ − u∗Λ) = o(‖xk − x∗‖)+ o(‖dk‖). (4.27)
Furthermore, from (4.25), for j ∈ Λ, it follows
0 = gj(xk)+∇gj(xk)Tdk + 12d
TGkj d
k − gj(x∗)
= ∇gj(x∗)T (xk + dk − x∗)+ (gj(xk)− gj(x∗)−∇gj(x∗)T (xk − x∗))+ (∇gj(xk)−∇gj(x∗))Tdk + 12d
TGkj d
k
= ∇gj(x∗)T (xk + dk − x∗)+ o(‖xk − x∗‖)+ O(‖xk − x∗‖ · ‖dk‖)+ O(‖dk‖2), (4.28)
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which implies
∇gj(x∗)T (xk + dk − x∗) = o(‖xk − x∗‖)+ O(‖xk − x∗‖ · ‖dk‖)+ o(‖dk‖).
This together with (4.27) and xk+1 = xk + dk shows that∇2xxL(xk, uk) ∇gΛ(x∗)
∇gΛ(x∗)T 0

xk+1 − x∗
ukΛ − u∗Λ

= o(‖xk − x∗‖)+ O(‖xk − x∗‖ · ‖dk‖)+ o(‖dk‖). (4.29)
Let {∇gj(x∗), j ∈ Λ′ ⊆ Λ} be a maximum linearly independent subset of {∇gj(x∗), j ∈ Λ}. So there exists a vector
u˜k
Λ′ ∈ R|Λ
′| such that ∇g ′Λ(x∗)u˜kΛ′ = ∇gΛ(x∗)(ukΛ − u∗Λ), and thus from (4.29) we have∇2xxL(xk, uk) ∇g ′Λ(x∗)
∇g ′Λ(x∗)T 0

xk+1 − x∗
u˜kΛ′

= o(‖xk − x∗‖)+ O(‖xk − x∗‖ · ‖dk‖)+ o(‖dk‖). (4.30)
Similar to the proof in [5, Theorem 4.2], we can prove that, for k sufficiently large, the matrix
Nk
△=
∇2xxL(xk, uk) ∇g ′Λ(x∗)
∇g ′Λ(x∗)T 0

is nonsingular, and there exists a constant c¯ > 0 such that ‖N −1k ‖ ≤ c¯. Hence, from (4.30) and dk → 0, we have
‖xk+1 − x∗‖ = o(‖xk − x∗‖)+ o(‖dk‖)
= o(‖xk − x∗‖)+ o(‖d
k‖)
‖dk‖ ‖(x
k+1 − x∗)− (xk − x∗)‖
≤ o(‖xk − x∗‖)+ o(‖d
k‖)
‖dk‖ (‖x
k+1 − x∗‖ + ‖xk − x∗‖)
= o(‖xk − x∗‖)+ o(‖xk+1 − x∗‖),
which shows
‖xk+1 − x∗‖
‖xk − x∗‖

1− o(‖x
k+1 − x∗‖)
‖xk+1 − x∗‖

≤ o(‖x
k − x∗‖)
‖xk − x∗‖ .
This implies that (4.21) hold.
Suppose further that f , gj, j ∈ I have Lipschitz-continuous second derivatives and (H3) hold. Similarly, we can obtain
that the right hand side of (4.30) becomes
O(‖xk − x∗‖2)+ O(‖xk − x∗‖ · ‖dk‖)+ O(‖dk‖2).
So using the property ofNk, we have
‖xk+1 − x∗‖ = O(‖xk − x∗‖2)+ O(‖xk − x∗‖ · ‖dk‖)+ O(‖dk‖2). (4.31)
In addition, from (4.21) it follows that
‖xk − x∗‖ ∼ ‖xk+1 − xk‖ = ‖dk‖.
This together with (4.31) shows that (4.22) hold. 
5. Numerical results
In this section, we aim to test the effectiveness of Algorithm 2.1. The efficiency of Algorithm 2.1 largely depends on the
solving of the QCQP subproblem (2.1). Although QCQP (2.1) is a convex programming and there are many efficient (convex
programming) methods to solve it directly, it is strongly recommended (by e.g. [13]) to cast QCQP as an SOCP problem and
then be solved by SOCP solvers.
At first, we describe how a convex QCQP can be cast as an SOCP. Consider the general form of a convex QCQP
min
1
2
xTQ0x+ qT0x
s.t.
1
2
xTQjx+ qTj x+ bj ≤ 0, j = 1, . . . ,m,
(5.32)
where x ∈ Rn, Q0, Qj ∈ Rn×n are symmetric positive semidefinite matrices, q0, qj ∈ Rn and bj ∈ R, j = 1, . . . ,m.
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A well-known form of SOCP is as follows (see e.g. [13])
min cT x+ c f
s.t. lc ≤ Ax ≤ uc,
lx ≤ x ≤ ux,
x ∈ C,
where c ∈ Rn, c f ∈ R, lc, uc, lx, ux are boundswith corresponding dimensions, andC is a convex cone satisfying the following
requirements. First, let
xt ∈ Rnt , t = 1, . . . , s
be vectors comprised of parts of variable x such that each variable is a member of exactly one vector xt .
C = {x ∈ R : xt ∈ Ct , t = 1, . . . , s},
where Ct must have one of the following forms:
(1) R set: Ct = {x ∈ Rnt };
(2) Quadratic cone: Ct =

x ∈ Rnt : x1 ≥
∑nt
j=2 x
2
j

;
(3) Rotated quadratic cone: Ct =

x ∈ Rnt : 2x1x2 ≥∑ntj=3 x2j , x1, x2 ≥ 0.
A positive semidefinite matrix Qj can be factorized as
Qj = V Tj Vj,
where Vj ∈ Rsj×n with rank sj, j = 0, 1, . . . ,m, so (5.32) can be reformulated as
min
1
2
‖V0x‖2 + qT0x
s.t.
1
2
‖Vjx‖2 + qTj x+ bj ≤ 0, j = 1, . . . ,m.
(5.33)
By the introduction of new variables yj ∈ Rsj , j = 0, 1, . . . ,m, (5.33) can be reformulated as
min
1
2
‖y0‖2 + qT0x
s.t. V0x− y0 = 0,
Vjx− yj = 0, j = 1, . . . ,m,
1
2
‖yj‖2 + qTj x+ bj ≤ 0, j = 1, . . . ,m.
(5.34)
By further introducing new variables zj, wj ∈ R, j = 0, 1, . . . ,m, (5.34) can be converted to the following SOCP problem
min z0 + qT0x
s.t. V0x− y0 = 0,
Vjx− yj = 0, j = 1, . . . ,m,
w0 = 1,
wj = 1, j = 1, . . . ,m,
zj + qTj x = −bj, j = 1, . . . ,m,
‖y0‖2 ≤ 2z0w0, z0, w0 ≥ 0,
‖yj‖2 ≤ 2zjwj, zj, wj ≥ 0, j = 1, . . . ,m,
(5.35)
whose variables are
(xT , yT0, y
T
1, . . . , y
T
m, z1, . . . , zm, w1, . . . , wm, z0, w0)
T .
The SOCP problem (5.35) can be solved efficiently by SOCP solvers, such as MOSEK [13,16]. Here, we point out that although
the number of variables is increased after converting QCQP to SOCP, the constraints become very simple in that the quadratic
constraints with dense Hessian matrices are converted to linear constraints and simple rotated quadratic cone constraints.
All numerical experiments were implemented by using Matlab 2007B. The SOCP solver is MOSEK [13], and the QP solver
is the Matlab built-in subroutine ‘‘quadprog’’.
The parameters are selected as follows:
r0 = 100, α = 0.1, β = 0.5, σ = 2, δ = 1, N = 10,
and the stopping criterion is ‖dk‖2 + tk ≤ 10−7.
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We tested the following eight (highly) nonlinear problems. Problem P1 is an academic test problem taken from [24].
Problems P2–P4 taken from [25] are generalized geometric programming problems, which can model practical problems,
such as engineering analysis or circuit design. Problem P5 is a structural optimization problem taken from [26,27]. Problems
P6–P8 are related to the problem of synthesizing a processing system that is the one of simultaneously determining the
optimal structural and operating parameters for a process so as to satisfy given design specifications (see e.g. [28]).
P1. HS100 in [24].
min (x1 − 10)2 + 5(x2 − 12)2 + x43 + 3(x4 − 11)2 + 10x65 + 7x26 + x47 − 4x6x7 − 10x6 − 8x7
s.t. 2x21 + 3x42 + x3 + 4x24 + 5x5 − 127 ≤ 0,
7x1 + 3x2 + 10x23 + x4 − x5 − 282 ≤ 0,
23x1 + x22 + 6x26 − 8x7 − 196 ≤ 0,
4x21 + x22 − 3x1x2 + 2x23 + 5x6 − 11x7 ≤ 0.
P2. Test problem 7.2.4 in [25].
min 0.4x0.671 x
−0.67
7 + 0.4x0.672 x−0.678 + 10− x1 − x2
s.t. 0.0588x5x7 + 0.1x1 − 1 ≤ 0,
0.0588x6x8 + 0.1x1 + 0.1x2 − 1 ≤ 0,
4x3x−15 + 2x−0.713 x−15 + 0.0588x−1.33 x7 − 1 ≤ 0,
4x4x−16 + 2x−0.714 x−16 + 0.0588x−1.34 x8 − 1 ≤ 0,
0.1 ≤ xi ≤ 10, i = 1, . . . , 8.
P3. Test problem 7.2.7 in [25].
min −x1 + 0.4x0.671 t−0.673
s.t. 0.05882x3x4 + 0.1x1 − 1 ≤ 0,
4x2x−14 + 2x−0.712 x−14 + 0.05882x−1.32 x3 − 1 ≤ 0,
0.1 ≤ x1, x2, x3, x4 ≤ 10.
P4. Test problem 7.2.9 in [25].
min x6 + 0.4x0.674 + 0.4x0.679
s.t. x−11 x
−1.5
2 x3x
−1
4 x
−1
5 + 5x−11 x−12 x3x1.25 − 1 ≤ 0,
0.05x3 + 0.05x2 − 1 ≤ 0,
10x−13 − x1x−13 − 1 ≤ 0,
x−16 x
−1.5
7 x8x
−1
9 x
−1
10 + 5x−16 x−17 x8x1.210 − 1 ≤ 0,
x−12 x7 + x−12 x8 − 1 ≤ 0,
x1x−18 − x6x−18 − 1 ≤ 0,
x10 − 0.1 ≤ 0
0.01 ≤ xi ≤ 15, i = 1, . . . , 10.
P5. Structural optimization problem (Svanberg) taken from [26,27].
min
−
i=1,3,5,...,n−1
ai/(1+ xi)+
−
i=2,4,6,...,n
ai/(1− xi)
s.t. 1/(1− xi−4)+ 1/(1+ xi−3)+ 1/(1+ xi−2)+ 1/(1− xi−1)+ 1/(1+ xi)+ 1/(1+ xi+1)
+ 1/(1− xi+2)+ 1/(1+ xi+3)+ 1/(1− xi+4)− bi ≤ 0, i = 2, 4, 6, . . . , n,
1/(1− x1)+ 1/(1− x2)+ 1/(1+ x3)+ 1/(1− x4)+ 1/(1+ x5)+ 1/(1+ xn−3)
+ 1/(1− xn−2)+ 1/(1− xn−1)+ 1/(1+ xn)− b1 ≤ 0,
1/(1− x1)+ 1/(1+ x2)+ 1/(1+ x3)+ 1/(1− x4)+ 1/(1+ x5)+ 1/(1− x6)
+ 1/(1− xn−2)+ 1/(1+ xn−1)+ 1/(1+ xn)− b2 ≤ 0,
1/(1− x1)+ 1/(1+ x2)+ 1/(1− x3)+ 1/(1− x4)+ 1/(1+ x5)+ 1/(1− x6)
+ 1/(1+ x7)+ 1/(1+ xn−1)+ 1/(1− xn)− b3 ≤ 0,
1/(1+ x1)+ 1/(1+ x2)+ 1/(1− x3)+ 1/(1+ x4)+ 1/(1+ x5)+ 1/(1− x6)
+ 1/(1+ x7)+ 1/(1− x8)+ 1/(1− xn)− b4 ≤ 0,
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1/(1+ x1)+ 1/(1+ xn−7)+ 1/(1− xn−6)+ 1/(1− xn−5)+ 1/(1+ xn−4)+ 1/(1− xn−3)
+ 1/(1− xn−2)+ 1/(1+ xn−1)+ 1/(1− xn)− bn−3 ≤ 0,
1/(1+ x1)+ 1/(1− x2)+ 1/(1− xn−6)+ 1/(1+ xn−5)+ 1/(1+ xn−4)+ 1/(1− xn−3)
+ 1/(1+ xn−2)+ 1/(1+ xn−1)+ 1/(1− xn)− bn−2 ≤ 0,
1/(1+ x1)+ 1/(1− x2)+ 1/(1+ x3)+ 1/(1+ xn−5)+ 1/(1− xn−4)+ 1/(1− xn−3)
+ 1/(1+ xn−2)+ 1/(1− xn−1)+ 1/(1− xn)− bn−1 ≤ 0,
1/(1+ x1)+ 1/(1− x2)+ 1/(1+ x3)+ 1/(1− x4)+ 1/(1− xn−4)+ 1/(1+ xn−3)
+ 1/(1+ xn−2)+ 1/(1− xn−1)+ 1/(1+ xn)− bn ≤ 0,
1/(1+ xi−4)+ 1/(1− xi+3)+ 1/(1− xi−2)+ 1/(1+ xi−1)+ 1/(1− xi)+ 1/(1− xi+1)
+ 1/(1+ xi+2)+ 1/(1− xi+3)+ 1/(1+ xi+4)− bi ≤ 0, i = 1, 3, 5, . . . , n− 1,
−0.8 ≤ xi ≤ 0.8, i = 1, . . . , n,
where ai = 2i/n+ 1, i = 1, 3, 5, . . . , n− 1; ai = 5− 3i/n, i = 2, 4, 6, . . . , n; bi = 5i/n+ 10, i = 1, . . . , n.
P6. Problem related to synthesize a processing system [28].
min 5x1 + 6x2 + 8x3 + 10x4 − 7x6 − 18 ln(x5 + 1)− 19.2 ln(x4 − x5 + 1)+ 10
s.t. −0.8 ln(x5 + 1)− 0.96 ln(x4 − x5 + 1)+ 0.8x6 ≤ 0,
x5 − x4 ≤ 0, x5 − 2x1 ≤ 0, x4 − x5 − 2x2 ≤ 0,
− ln(x5 + 1)− 1.2 ln(x4 − x5 + 1)+ x6 + 2x3 − 2 ≤ 0,
x1 + x2 − 1 ≤ 0, L ≤ x ≤ U,
where L = (0, . . . , 0)T ∈ R6 and U = (1, 1, 1, 2, 2, 1)T .
P7. Problem related to synthesize a processing system [28].
min 5x1 + 8x2 + 6x3 + 10x4 + 6x5 − 10x6 − 15x7 − 15x8 + 15x9 + 5x10 − 20x11
+ ex6 + ex7/1.2 − 60 ln(x9 + x10 + 1)+ 140
s.t. − ln(x9 + x10 + 1) ≤ 0, −x6 − x7 − 2x8 + x9 + 2x11 ≤ 0,
−x6 − x7 − 0.75x8 + x9 + 2x11 ≤ 0, x8 − x11 ≤ 0,
2x8 − x9 − 2x11 ≤ 0, −0.5x9 + x10 ≤ 0, 0.2x9 − x10 ≤ 0,
ex6 − 10x1 − 1 ≤ 0, ex7/1.2 − 10x2 − 1 ≤ 0,
1.25x8 − 10x3 ≤ 0, x9 + x10 − 10x4 ≤ 0, −2x8 + 2x11 − 10x5 ≤ 0,
x1 + x2 − 1 = 0, x4 + x5 − 1 ≤ 0, L ≤ x ≤ U,
where L = (0, . . . , 0)T ∈ R11 and U = (1, 1, 1, 1, 1, 2, 2, 1,−,−, 3)T .
P8. Problem related to synthesize a processing system [28].
min 5x1 + 8x2 + 6x3 + 10x4 + 6x5 + 7x6 + 4x7 + 5x8 − 10x9 − 15x10 + 15x11 + 80x12
+ 25x13 + 35x14 − 40x15 + 15x16 − 35x17 + ex9 + ex10/1.2 − 65 ln(x11 + x12 + 1)
− 90 ln(x13 + 1)− 80 ln(x14 + 1)+ 120
s.t. −1.5 ln(x13 + 1)− ln(x14 + 1)− x16 ≤ 0, − ln(x11 + x12 + 1) ≤ 0,
−x9 − x10 + x11 + 2x12 + 0.8x13 + 0.8x14 − 0.5x15 − x16 − 2x17 ≤ 0,
−x9 − x10 + 2x12 + 0.8x13 + 0.8x14 − 2x15 − x16 − 2x17 ≤ 0,
−2x12 − 0.8x13 − 0.8x14 + 2x15 + x16 + 2x17 ≤ 0,
−0.8x13 − 0.8x14 + x16 ≤ 0, −x12 + x15 + x17 ≤ 0, −0.4x13 − 0.4x14 + 1.5x16 ≤ 0,
0.16x13 + 0.16x14 − 1.2x16 ≤ 0, x11 − 0.8x12 ≤ 0, −x11 + 0.4x12 ≤ 0,
ex9 − 10x1 − 1 ≤ 0, ex10/1.2 − 10x2 − 1 ≤ 0, x15 − 10x3 ≤ 0,
0.8x13 + 0.8x14 − 10x4 ≤ 0, 2x12 − 2x15 − 2x17 − 10x5 ≤ 0, x13 − 10x6 ≤ 0,
x14 − 10x7 ≤ 0, x11 + x12 − 10x8 ≤ 0, x1 + x2 − 1 = 0,
x4 + x5 − 1 ≤ 0, −x4 + x6 + x7 ≤ 0, x3 − x8 ≤ 0, L ≤ x ≤ U,
where L = (0, . . . , 0)T ∈ R17 and U = (1, 1, 1, 1, 1, 1, 1, 1, 2, 2, 1, 2, 2, 2, 2, 1, 3)T .
The above problems have analytic Hessian matrices for both objective and constraints. So, in this paper we do not intend
to approximate them by other approaches (such as by finite difference or quasi-Newton methods, which will be left to a
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Table 1
Numerical comparison of SQCQP and SQP for problems P1–P4.
Prob x0 Algorithm Niter ObjValue CPU time (s)
(1, 2, 0, 4, 0, 1, 1)T SQCQP 8 6.806300595e+02 0.06
SQP 13 6.806300575e+02 0.25
P1 (2, . . . , 2)T SQCQP 11 6.806300574e+02 0.08
SQP 24 6.806300574e+02 0.42
(10, . . . , 10)T SQCQP 16 6.806300574e+02 0.11
SQP 50 6.806300574e+02 0.73
(4, 2, 1, 1, 8, 7, 1, 0.5)T SQCQP 12 3.951163445e+00 0.14
SQP 31 3.951163448e+00 0.64
P2 (1, 1, 1, 1, 6.1, 6.1, 1, 1)T SQCQP 15 3.951163443e+00 0.16
SQP 24 3.951163406e+00 0.55
(2.8, 2.8, 1, 1, 8, 8, 1, 1)T SQCQP 13 3.951163438e+00 0.16
SQP 35 3.951163457e+00 0.83
(7, 1, 0.5, 8)T SQCQP 5 −5.739820302e+00 0.05
SQP 11 −5.739820304e+00 0.23
P3 (1, 1, 1, 6.1)T SQCQP 6 −5.739820303e+00 0.06
SQP 11 −5.739820310e+00 0.23
(7, 0.1, 0.1, 7)T SQCQP 9 −5.739820299e+00 0.09
SQP 20 −5.739820386e+00 0.39
(7, 7, 4, 1, 1, 8, 6, 0.1, 1, 0.01)T SQCQP 28 1.143623176e+00 0.42
SQP Failed
P4 (5, 5, 5, 5, 1, 1, 10, 2, 2, 0.1)T SQCQP 18 1.143623181e+00 0.31
SQP 77 1.143623160e+00 2.14
(3, 12, 7, 0.5, 0.5, 1, 10, 2, 1.5, 0.1)T SQCQP 14 1.143623182e+00 0.20
SQP 204 1.143623156e+00 6.11
Table 2
Numerical comparison of SQCQP and SQP for problem P5.
n x0 Algorithm Niter ObjValue CPU time (s)
(0.1, . . . , 0.1)T ∈ R100 SQCQP 7 1.661971714e+02 3.80
n=100 SQP 33 1.661971714e+02 18.72
(0.5, . . . , 0.5)T ∈ R100 SQCQP 7 1.661971715e+02 4.33
SQP Failed
(0.1, . . . , 0.1)T ∈ R300 SQCQP 6 5.006890544e+02 23.67
n=300 SQP 9 5.011023474e+02 71.36
(0.5, . . . , 0.5)T ∈ R300 SQCQP 7 5.006890545e+02 30.23
SQP 21 5.009301216e+02 185.20
(0.1, . . . , 0.1)T ∈ R500 SQCQP 5 8.351869183e+02 59.66
n=500 SQP Failed
(0.5, . . . , 0.5)T ∈ R500 SQCQP 7 8.351869183e+02 82.13
SQP 14 8.457294862e+02 479.83
future work), but directly use the exact Hessian matrices to generate the QCQP subproblem (2.1), i.e., choose Bk = ∇2f (xk),
Gkj = ∇2gj(xk), j ∈ Ak.
In order to show the advantages of Algorithm 2.1, we compare it with the penalty-type SQP algorithm in [19], except
for the QP subproblem, whose framework is similar to ours. Here we do not intend to compare our algorithm with other
(possibly more efficient) SQP algorithms, since we mainly aim to know the cost between solving QCQPs and QPs for these
highly nonlinear problems.
The numerical results are listed in Tables 1–3 whose columns have the following meanings:
SQCQP — Algorithm 2.1;
SQP — the SQP algorithm in [19];
niter — the number of iterations;
ObjValue — the approximately optimal objective value.
From Tables 1–3, we see that SQCQP needs obviously less number of iterations and CPU time than SQP, which may
numerically explain that SQCQP methods indeed have superiority for such kind of highly nonlinear problems.
6. Concluding remarks
In this paper, we have presented a penalty function type SQCQP algorithm. Interesting features are summarize as follows:
(i) a simple updating strategy of the penalty parameter is used that only requires the multiplier corresponding to the bound
constraint of the QCQP subproblem and allows the penalty parameter being decreased; (ii) with the help of the working
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Table 3
Numerical comparison of SQCQP and SQP for problems P6–P8.
Prob x0 Algorithm Niter ObjValue CPU time (s)
(0.1, . . . , 0.1)T ∈ R6 SQCQP 3 7.592843914e−01 0.06
P6 SQP 7 7.592843874e−01 0.22
(1, . . . , 1)T ∈ R6 SQCQP 3 7.592844245e−01 0.11
SQP 7 7.592843917e−01 0.25
(0.1, . . . , 0.1)T ∈ R11 SQCQP 4 −5.544053298e−01 0.22
P7 SQP 5 −5.544053312e−01 0.33
(1, . . . , 1)T ∈ R11 SQCQP 3 −5.522151927e−01 0.19
SQP 4 −5.544053312e−01 0.27
(0.1, . . . , 0.1)T ∈ R17 SQCQP 4 1.508219086e+01 0.31
P8 SQP 9 1.508219086e+01 0.59
(1, . . . , 1)T ∈ R17 SQCQP 5 1.508219086e+01 0.34
SQP 11 1.508219144e+01 0.61
set, the constraints of QCQP subproblem that are locally irrelevant are removed, and thus the computational cost could
be reduced. (iii) the global, superlinear and quadratic convergence properties are obtained under weak conditions without
assuming the convexity of the objective function or constraints; (iv) numerical results reported in the previous section show
that the proposed SQCQP algorithm is practical and encouraging.
Acknowledgments
The authors wish to thank the Principal Editor Prof. Michael Ng and the anonymous referee for their helpful comments
on the earlier version of this paper, which lead to great improvements of the numerical experiments.
References
[1] M. Fukushima, Z.-Q. Luo, P. Tseng, A sequential quadratically constrained quadratic programming method for differentiable convex minimization,
SIAM Journal on Optimization 13 (2003) 1098–1119.
[2] M. Anitescu, A superlinearly convergent sequential quadratically constrained quadratic programming algorithm for degenerate nonlinear
programming, SIAM Journal on Optimization 12 (2002) 949–978.
[3] M.V. Solodov, On the sequential quadratically constrained quadratic programming methods, Mathematics of Operations Research 29 (2004) 64–79.
[4] D. Fernández, M. Solodov, On local convergence of the sequential quadratically-constrained quadratic-programming typemethods, with an extension
to variational problems, Computational Optimization and Applications 39 (2008) 143–160.
[5] J.-B. Jian, New sequential quadratically constrained quadratic programming norm-relaxed method of feasible directions, Journal of Optimization
Theory and Applicationsand Applications 129 (2006) 109–130.
[6] C.-M Tang, J.-B. Jian, Sequential quadratically constrained quadratic programmingmethodwith an augmented Lagrangian line search function, Journal
of Computational and Applied Mathematics 220 (2008) 525–547.
[7] J.-B. Jian, A quadratically approximate framework for constrained optimization, global and local convergence, Acta Mathematica Sinica, English Series
24 (2008) 771–788.
[8] J.-B. Jian, C.-M. Tang, H.-Y. Zheng, Sequential quadratically constrained quadratic programming norm-relaxed algorithm of strongly sub-feasible
directions, European Journal of Operational Research 200 (2010) 645–657.
[9] Le Thi Hoai An, An efficient algorithm for globally minimizing a quadratic function under convex quadratic constraints, Mathematical Programming,
Series A 87 (2000) 401–426.
[10] C. Audet, P. Hansen, B. Jaumard, G. Savard, A branch and cut algorithm for nonconvex quadratically constrained quadratic programming,Mathematical
Programming, Series A 87 (2000) 131–152.
[11] Z.-H. Huang, D. Sun, G. Zhao, A smoothing Newton-type algorithm of stronger convergence for the quadratically constrained convex quadratic
programming, Computational Optimization and Applications 35 (2006) 199–237.
[12] M.S. Lobo, L. Vandenberghe, S. Boyd, H. Lebret, Applications of second-order cone programming, Linear Algebra and its Applications 284 (1998)
193–228.
[13] Mosek ApS, The MOSEK optimization toolbox for MATLAB manual, Version 5.0 (Revision 79), http://www.mosek.com/’’.
[14] M.S. Lobo, L. Vandenberghe, S. Boyd, SOCP: software for second-order cone programming, user’s guide (Beta version), April, 1997.
[15] R.D.C. Monteiro, T. Tsuchiya, Polynomial convergence of primal–dual algorithms for the second-order cone programs based on the MZ-family of
directions, Mathematical Programming 88 (2000) 61–83.
[16] E.D. Andersen, C. Roos, T. Terlaky, On implementing a primal–dual interior-point method for conic quadratic optimization, Mathematical
Programming, Series B 95 (2003) 249–277.
[17] N. Maratos, Exact penalty function algorithm for finite dimensional and control optimization problems, Ph.D. Thesis, Imperial College Science,
Technology, University of London, 1978.
[18] L.C.W. Dixon, S.E. Hersom, Z.A. Maany, Initial experience obtained solving the low thrust satellite trajectory optimization problem, Technical Report
T.R. 152, The Hatfield Polytechnic Numerical Optimization Center, 1984.
[19] J.F.A.De O. Pantoja, D.Q. Mayne, Exact penalty function algorithmwith simple updating of the penalty parameter, Journal of Optimization Theory and
Applicationsand Applications 69 (1991) 441–467.
[20] F. Facchinei, A. Fischer, C. Kanzow, On the accurate identification of active constraints, SIAM Journal on Optimization 9 (1998) 14–32.
[21] S. Lucidi, New results on a continuously differentiable exact penalty function, SIAM Journal on Optimization 2 (1992) 558–574.
[22] F. Facchinei, S. Lucidi, Quadratically and superlinearly convergent algorithms for the solution of inequality constrainedminimization problems, Journal
of Optimization Theory and Applicationsand Applications 85 (1995) 265–289.
[23] J.J. More, D.C. Sorensen, Computing a trust-region step, SIAM Journal on Scientific and Statistical Computing 4 (1983) 553–572.
[24] W. Hock, K. Schittkowski, Test Examples for Nonlinear Programming Codes, in: Lecture Notes in Economics and Mathematical Systems, vol. 187,
Springer, 1981.
[25] C.A. Floudas, P.M. Pardalos, et al., Handbook of Test Problems in Local and Global Optimization, Kluwer Academic Publishers, 1999.
1398 C.-M. Tang et al. / Journal of Computational and Applied Mathematics 236 (2011) 1382–1398
[26] I. Bongartz, A.R. Conn, N.I. Gould, PH.L. Toint, CUTE: constrained and unconstrained testing environment, ACM Trasactions on Mathematical Software
21 (1995) 123–160.
[27] K. Svanberg, Method of moving asymptots — a new method for structural optimization, International Journal of Numerical Methods in Engineering
24 (1987) 359–373.
[28] M.A. Duran, I.E. Grossman, An outerapproximation algorithm for a class of mixed-integer nonlinear programs, Mathmatical Programming 36 (1986)
307–339.
