ABSTRACT One of the major drawbacks of clustering techniques utilizing a predetermined number of clusters is that it does not guarantee convergence to the global optimum. Evolutionary algorithms are one of the most powerful general search techniques that can guarantee, if well designed, to converge to the global optimum. In this paper, a novel metaheuristic framework capable of identifying the optimum number of clusters will be proposed. In the proposed framework, an edge-recombination crossover operator, along with a redesigned chromosome architecture, is implemented to help in obtaining the optimum number of clusters. A genetic algorithm (GA)-based technique, an artificial immune system centralized on clonal selection algorithm, and immuno-GA will be designed and implemented. The proposed techniques will be tested on different real-world data sets with various sizes and dimensions. The obtained results are then used in a comparative study between all the proposed techniques to determine and select the best solution. Further investigation for the effectiveness of the results and the verification of the statistical validity for the number of clusters is carried out using Mann-Whitney-Wilcoxon rank-sum test.
I. INTRODUCTION
The growth in knowledge levels as a result of the evolutionary path of the information technology not only increased the amount of data, but also led to numerous new ways of extracting meaningful values from them [1] . The process of knowledge discovery in databases (KDD) considers data mining an essential stage wherein intelligence techniques at the intersection of machine learning, artificial intelligence and database systems are applied to extract hidden patterns in large data sets and transform them into comprehensible structures [2] . There is a considerable overlap between data mining and machine learning. These two terms always intersect and cause confusion because they regularly utilize similar strategies, and hence, overlap significantly. Machine learning creates algorithms that can make predictions on the data and investigates how computers can learn and improve their performance on the provided data without being explicitly programmed. Data mining uses methods such as machine learning to obtain valuable information from the data. Machine learning uses two types of algorithms, supervised learning and unsupervised learning. In supervised learning, the process involves labeling the trained data set and the algorithm learns to predict the output from the input data. On the other hand, unsupervised learning works by determining the hidden patterns in unlabeled input data. Both input and output are anonymous in unsupervised learning [3] . Clustering is an unsupervised machine learning method that attempts to assign similar objects together in order to discover similar structures in data that do not have any labels [4] , [5] . It is considered as one of the most popular, dynamic, and challenging research fields and it is also a powerful data mining tool that has its roots in many application fields, such as biology, security, and business intelligence.
Many clustering algorithms have been developed to assess relationships among objects of a data set in such a way that the objects in the same cluster are more similar and objects in the different clusters are dissimilar [6] . Clustering algorithms, which are based on computational intelligence technologies, play a significant role and attempt to solve different kinds of problems and engage in more intensive efforts. Nonetheless, there is no single clustering algorithm capable of solving all the problems. Thus, it is not exact to refer to the best clustering algorithm in the context and it is necessary to select the appropriate methods based on the application [7] .
The rest of this paper is organized as follows. Section II introduces the metaheuristic algorithms utilized in this research. In section III, the problem statement is presented. In section IV, a review of related work in clustering using metaheuristic algorithms is illustrated. In section V, the proposed framework is demonstrated. In section VI, the results of the conducted experiments are highlighted and discussed. Finally, the conclusion is stated in section VII.
II. METAHEURISTIC ALGORITHMS A. GENETIC ALGORITHMS (GA)
Genetic algorithms (GA) are numerical optimization algorithms, originally developed by John Holland (1975), which have been widely used in data mining applications, such as classification, clustering, etc., to provide a randomized, parallel, and global search approach to find the optimum solution of problems [8] . GA starts by generating initial population randomly, followed by evaluating the fitness function for each individual, such that the fitter individuals have a greater chance of survival and promote the information they contain to the next generation. Random selection of the gene combination known as the chromosome will follow for reproduction and create the first generation. Using a crossover operator allows the solutions to exchange information in a way that is similar to that used by natural organisms to create a new offspring. Each chromosome undergoes mutation, a random change with a predetermined percentage. After the selection, crossover and mutation operations are applied to the population, a new population emerges, and the generation counter is increased by one to find the best solution. This will be continuously repeated until the convergence criterion has been met or a fixed number of generations have elapsed. Many GA-based clustering algorithms are studied on different data set sizes to find the optimal number of clusters [9] .
B. ARTIFICIAL IMMUNE SYSTEMS (AIS)
Artificial Immune System (AIS) is a branch of artificial intelligence, inspired by theoretical immunology and observed immune functions, which are applied to problem solving and can be successfully used in many machine learning applications to achieve a desired learning capability, such as detecting all clusters in a certain data set [10] . The major AIS algorithm in which research is centered is known as Clonal Selection Algorithm (CLONALG). Clonal selection algorithms were proposed by Burnet (1959) , inspired by operation of the immune system, and the theory is applied to optimization and pattern recognition domains. The improvement in the immunity response over time is called affinity maturation [11] , [12] .
C. IMMUNO-GENETIC ALGORITHMS (IGA)
The Immuno-Genetic Algorithm (IGA) is based on the immune regulation mechanism and it shares some of the characteristics of GA, which ensures the dynamic balance between population convergence and individual diversity; therefore, it helps in avoiding the premature convergence of the population, in addition to drastically speeding up the performance of convergence for large and complex problems [13] .
III. PROBLEM STATEMENT
Cluster analysis is the study of algorithms used to organize data into logical groupings (e.g., clusters) according to measured or apparent similarities [14] . It is very important to determine the right number of clusters suitable for a given data set, not only because most clustering algorithms like the k-means require such a parameter, but also because the appropriate number of clusters enhances the efficacy of cluster analysis and can lead to premature convergence. It is very important to find effective unsupervised clustering algorithms capable of considering a variable length data size to be clustered, and without a predetermined number of clusters. The traditional partitioning algorithms are computationally simpler, but often provide inaccurate results, not to mention their poor performance due to the dramatic increase in the time needed to calculate the required number of clusters [15] . Also, one of the main drawbacks for most of the evolutionary algorithms, such as GA, is that they are inadequate to solve sophisticated optimization problems because of the lack of fast convergence towards the optimal values, which is mainly attributed to the irrelevant design of the crossover operator, which is random in nature and often cannot maintain diversity of the individuals.
IV. RELATED WORK
In the literature, most of the research effort has been devoted to evolving the clusters in heterogeneous data sets, through evolutionary computing techniques and their applications. Nevertheless, only few investigations have been reported to determine the optimal number of clusters. Most of the previous studies on the clustering techniques require the number of clusters to be predetermined for each data set.
Maulik and Bandyopadhyay [16] introduced a GAclustering algorithm, but the number of clusters needed to be determined in advance. The search capability of GA was used to search for suitable cluster centers in the feature space. However, in many practical situations, the appropriate number of clusters may be unknown or impossible to be approximately determined in an earlier unhandled data set [17] . Under this condition, providing the number of clusters automatically and finding the best clustering partitions has become an important challenge motivating several recent works. In this regard, some attempts have been made to utilize GA for clustering data sets automatically. Maulik and Bandyopadhyay [18] applied a variable string length GA to the clustering problem with the real encoding of the coordinates of the cluster centers. The algorithm was able to evolve good results for the number of clusters and find a proper clustering. However, a comprehensive study was recommended to investigate why the algorithm, sometimes, fails to provide the correct number of clusters.
Simultaneously, the intelligent computational algorithms based on the biological immune structure have attracted considerable interest from researchers. For instance, and, as previously mentioned, Luo et al. proposed a novel IGA to solve many complicated optimization problems. The experimental results showed the effectiveness of IGA with respect to the performance and the capability to maintain the dynamic balance between individual diversity and population convergence. On the other hand, crossover and mutation operators play an important part in the process of finding the optimum solution. A different design for the crossover operator might be needed in some optimization problems. For instance, Kȩsy and Domański [19] suggested a modified edge recombination crossover operator to search for optimum solutions in the Traveling Salesman Problem (TSP). The result obtained demonstrated that the modified operator was able to find the solutions faster than the common edge recombination crossover. Consequently, further investigation on the suggested approach was suggested in future work. Bandyopadhyay and Maulik [20] again exploited the excellent global search capabilities of GA to find the number of clusters for a given data set. A string composed of real numbers and a do-not-care symbol was represented and used to encode a variable number of clusters. The effectiveness of the clustering technique was shown for several artificial and reallife applications with a varying number of clusters; however, a binary encoding was recommended to be implemented and compared to the presented technique.
Later, a genetic clustering algorithm based on a binary chromosome representation was presented by Lin et al. [21] in which the cluster centers were selected directly from the data set. Additionally, a look-up table was constructed beforehand to ensure that the distances between all pairs of objects were saved and evaluated only once during the evolution process, thus, speeding up the evaluation of the fitness. The experimental results showed less computational time when compared to other GA-based clustering algorithms. Further investigation for the correlation between the convergence speed and the number of clusters in the data set is recommended. Furthermore, it is suggested to focus more on the study of similarity and dissimilarities metrics to further enhance the unsupervised clustering algorithm Liu et al. [22] also suggested a GA based on clustering technique termed as Automatic Genetic Clustering for Unknown K (AGCUK). The AGCUK algorithm was successfully able to automatically provide the correct number of clusters for artificial and real-life data sets in addition to finding the best clustering partition.
Finally, combining more methods was suggested to achieve better results and solve the clustering problems. Accordingly, Ali et al. [23] proposed a hybrid optimization between AIS and GA, termed Hybrid AIS-GA (HAIS). The suggested algorithm guaranteed that GA could quickly and more accurately reach the standard solutions when compared to the conventional GA. The experimental results showed that GA was better than AIS in terms of reaching the minimum values. HAIS showed satisfactory results with acceptable time. Gajawada et al. [6] proposed an Optimal Clustering Genetic Algorithm (OCGA) technique capable of finding the optimal number of clusters utilizing fewer number of iterations. More investigation on the provided method was recommended by the author, such as using different cluster validation indices and other optimization methods.
In 2014, Mor et al. [24] proposed a GA design capable of overcoming those major drawbacks of k-means clustering algorithm and compared the results with the standard k-means clustering method. The results demonstrated the ability of the proposed method to provide an optimal result. However, the future direction of this work recommended modifying the GA so that the optimum number of clusters could be calculated automatically by the GA model.
In more recent studies, a proposed K-Means GA Selection Process (KGA) algorithm, which used the cluster analysis to arrange the population and to select the parents for crossover, was introduced by Chehouri et al. [25] . The performance of the proposed technique was examined on a class of unconstrained optimization problems. Additionally, two versions of the KGA technique were investigated utilizing a fixed number of clusters and via an optimal number of clusters. The gathering between the clustering analysis and genetic search led to competitive computational results compared to the standard GA for the given problem. However, the performance of KGA was limited to single objective optimization problems.
V. PROPOSED SYSTEM
The aim is to design a novel metaheuristic technique that identifies the optimum solution for the number of clusters on variable length chromosomes for each data set. To address this issue, a new design for the crossover operator that uses Edge Recombination Operator (ERX), which is borrowed from Vehicle Routing Problem (VRP), is implemented and used with IGA. The ERX crossover operator treats the chromosome as an undirected cycle of edges connecting the genes. It promotes the utilization of the least possible paths and in inheriting as much edge information that already exists on the parents. Each chromosome encodes random number of clusters with a random size, which is bounded according to the size and features of the data set. Fig. 1 shows an example of applying the ERX on two parent chromosomes and three of all the possible children that can be produced. Fig. 2 illustrates a pseudo code for the implementation of ERX operator. By applying this crossover operator on two parent chromosomes, a single child chromosome is produced, and by reapplying the crossover on the same parents, a different offspring may be produced, since the neighbors table might contain two or more nodes with the same number of edges.
The function build constructs a table containing all the individuals (a.k.a. genes) inside a given chromosome p along with each individual direct neighbor. The function called neighbors returns the direct left and right neighbors of a given individual. The function named min_vertex returns the individual with the least number of neighbors from within a given set or table of individuals. If more than one minimum individual exists, the function will randomize the selection process amongst these individuals.
Given a set of instances X, each having k input attributes X = {x 1 , . . . , x k }; the goal is to get the optimum set of n sized clusters C = {c 1 , . . . , c m } for X . Initially, each chromosome is initialized with random numbers that represent the genes inside each chromosome. These genes correspond to a specific instance X in the data set file that contains the real data. Fig. 3 illustrates the structure of the chromosome with variable clusters size for all the proposed techniques. The fitness function is formulated as follows:
Where i, j, n ∈ N − 0, F t is the total fitness value of each chromosome, n is the cluster size and is different for each cluster, c is the minimum selected value calculated from all genes inside the same cluster (intra-distance), ∇ c is the maximum selected value calculated based on the distance between all clusters in the same chromosome (inter-distance) and n 2 is the number of possible combinations of two distinct items from the n-sized cluster. It is evident that the fitness function minimizes the distance inside the same cluster and maximizes the distance between different clusters; therefore, it is grouping genes with apparently similar traits together inside the same cluster. The mutation is done using swap and move operation, where two genes are chosen at random and their positions are swapped. This mutation operator can sustain most of the adjacency information [26] . Table 1 illustrates the difference between the analogies of GA and AIS/IGA. The GA uses Roulette-Wheel as a selection operator, ERX as a crossover operator and a replacement operator that uses elitism to guarantee that the most fit individual is placed in the next generation. As for the AIS, a selection operator selects the upper 25% of all individuals along with a cloning operator that duplicates the selected antibodies. The rest of the population is then randomized using metadynamics, which is very important to guarantee the introduction of new individuals with a random number of clusters, which contributes to a better convergence. Regarding IGA, the design parameters for this algorithm are TABLE 1. Analogy of GA with AIS and IGA. VOLUME 6, 2018 identical to AIS, except that the ERX crossover operator is used on both the selected and cloned antibodies to help avoid the premature convergence and to guarantee the diversity of the population. Fig. 4 below shows a pseudo code implementation for the genetic algorithm. The function evolve is used to produce as many generations as required. Each generation replaces the older one, erx_crossover performs the crossover for the selected parents according to the specified probability cprob and generates an offspring child on which mutate performs the mutation according to the probability mprob. The upper function is used to select the upper 25% antibodies with the highest affinity, clone duplicates the selected antibodies, hypermutate applies the mutation on both the selected and the cloned antibodies according to the probability mprob. The function meta randomizes the rest of the population. Fig. 6 contains a pseudo code implementation for the IGA. The functions with the same names as per the previous algorithms have the same functionality. This algorithm combines the CLONGALG selection operation from AIS and the ERX crossover from the GA.
The order of the crossover and hypermutation operations in IGA is of important significance to guarantee the diversity of parents, since a high percentage of the population is initially cloned. This will increase the odds that the crossover operation will be performed on mutated parents, which, in turn, will help in the prevention of premature convergence of the population.
VI. RESULTS AND DISCUSSION
This section is divided into two main parts. The description of features for the data sets used in the experiments, and the experimental results and discussion section.
A. DATA SET DESCRIPTION
The series of experiments were conducted on five unsupervised real-world data sets with no categorical attributes, obtained from Knowledge Extraction based on Evolutionary Learning data set repository (KEEL) [27] . Table 2 below shows the list of the data sets employed in the experiments. Table 3 demonstrates the settings used for the different parameters in the experiments. Two different population sizes were used with various probability values for the Mutation, Crossover and Cloning factors. The execution of the evolutionary algorithms was repeated five times per setting to assure the accuracy of the results, as well as to observe any changes in the system behavior. The average values for the best fitness and the generated number of clusters for a total of 20 experiments were recorded.
All tests were performed on an Intel Core i5-6500 (6 th generation) CPU, under a 64-bit Windows 10 with 8 GB Ram using C# on Microsoft Visual Studio 2017.
B. EXPERIMENTAL RESULTS AND DISCUSSION
As mentioned before, each setting is tested five times and the outputs are averaged to obtain more accurate results from each technique. Fig. 7 shows the convergence performance of the aforementioned algorithms with respect to each data set using common settings (GA-S1, AIS-S1 and IGA-S1), as previously highlighted in the settings table. The execution is explicitly halted at the 100 th generation for all algorithms. The results indicate that the performance of the IGA is better than all the other algorithms and yielded the highest fitness value, followed by the AIS. It can be also seen from the results that the IGA has a faster convergence speed towards the FIGURE 7. Convergence of various algorithms using common settings GA-S1, AIS-S1 and IGA-S1 applied on each data set. VOLUME 6, 2018 optimum solution during the first 20 generations, which can be attributed to the CLONALG selection algorithm combined with the ERX crossover. After the first few generations, the convergence speed becomes closer for all algorithms. Fig. 8 shows the convergence performance for the common settings (GA-S4, AIS-S4 and IGA-S5). It is evident that the IGA mostly outperformed the other algorithms with faster convergence speed and optimum fitness value. However, the AIS performed better than the IGA for the Stulong data set. This indicates that the algorithm can encounter a premature convergence with a smaller population size, which is the sole difference between the two settings. Next, all the settings are tested with the respective algorithms to determine the best setting that will be used later to determine the optimum number of clusters. Again, the tests are conducted five times on different PCs with the exact same specifications. Table 4 below shows the results of the tests at the 100 th Generation, after the execution has completed. The results show that the differences between the optimum fitness values are trivial across the different settings for the first three data sets (Basketball, Bolts and Pollution). For the data sets with higher number of instances (Stock and Stulong), the algorithms performed significantly better with higher population sizes. This resonates with the previous results related to the convergence speed. Fig. 9 , Fig. 10 and Fig. 11 show the average number of clusters achieved by each technique for all the data sets using all the different parameters listed in the aforementioned settings table. To further investigate the results related to the number of clusters, the arithmetic means along with a 95% confidence interval (CI) values were calculated for each data set using all the algorithms. This means that if we keep repeating this study, 95% of the values for the number of clusters will still fall between the calculated ranges [28] . Table 5 shows the statistics of applying this test. The results show that while the number of clusters for each data set is very close for all the different algorithms, the IGA still produced a better confidence value compared with all the other methods.
A final test is used to further explain the results and test the statistical validity for the number of clusters, the MannWhitney-Wilcoxon (MWW) rank-sum test is conducted on the common settings with the highest population size, which can identify whether a given two samples are derived from the same population or not. MWW is chosen instead of the T-test procedure due to the nondeterministic nature of evolutionary algorithms, where nonparametric tests have proven to be more resilient [29] . Also, MWW does not assume any specific distributions for the sample data. Table 6 shows the result of the test applied on all the 100 generations for the two selected common settings. A Wilcoxon p-value of less than 5% is statistically significant. As can be seen from the results, the AIS system outperformed the GA and the IGA outperformed the AIS in both cases. This shows that IGA is performing relatively better than its rivals.
VII. CONCLUSION
In this article, we proposed a metaheuristic technique capable of identifying the optimum solution for the number of clusters on a variable length chromosome based on each data set. A new design for the crossover operator, which includes Edge Recombination Operator (ERX), was implemented and used, and the effectiveness of the proposed technique was demonstrated on five unsupervised real-world data sets. The results showed that the IGA outperformed the other methods in terms of convergence speed and coherence. This was interpreted using MWW rank-sum test, which gave a <5% p-value for the comparison, using 95% Confidence Interval statistics.
Also, the results demonstrated that the difference between the optimum number of clusters is trivial for all different settings. With data sets that have the minimal number of instances, the results for the settings having a lower population size were close to those with higher population size; however, for the data sets with high number of instances, the settings with higher population size showed better convergence. 
