We will show flatness of Ocneanu's connections on Coxeter graph E$. This completes classification of subfactors of the type Hi AFD factor with indices less than 4, which has been stated by A. Ocneanu.
Introduction and main results.
Since his celebrated work [J] , V. Jones theory of index is one of the central topics of the theory of operator algebras, and further deep results have been obtained, for example [PP, K] . Especially, on classification of subfactors of the approximately finite dimensional (AFD) Hi factor, A. Ocneanu announced a striking result with the notion of paragroups [Ol, O2]. But the details of his proof have not appeared yet.
Ocneanu's theory has two aspects. One is analytic aspect, which is covered by Popa's deep results [PI, P2] , and the other is combinatorial aspect i.e. the theory of paragroups. Until now, existence and non-existence results of paragroups corresponding to the Coxeter graphs except Es have been obtained [B, K, SV, I] . The purpose of this paper is to prove the existence of the E$ paragroup, which shows that Ocneanu's classification list in [Ol] is correct.
The contents of this paper are as follows. In Section 2 we will show that the study of flat connections on Es is reduced to that of other connections on some four graphs, two of which are E$ In Section 3 we will prove the main result by computing the abovementioned connections. While we will treat only Es case our method is applicable to the other cases of the Coxeter graphs. Throughout this paper we will freely use the contents and the notations in [K] .
The author would like to thank Y. Kawahigashi. Without his kind explanation the author could not understand the theory of paragroups.
Reduction to another embedding of string algebras.
We fix the following numbering on vertices of E$.
In [Ol, page 159],[K, Theorem 3.1] it is shown that there are exactly two connections on the Coxeter graph E$ up to gauge transformation, which we will explain later, and these two are mutually complex conjugate. We fix one of the connections on E$ and consider a double complex of string algebras A n?m (0 < n,m < oo) as in [K, Ol] . Note that to obtain a flat connection the distinguished point * must be 0 [I, Theorem 6 
So, to show (2.1) it suffices to show
(2.2)
Let A n = A), n , B n = p{A 5iTl )p and ρ(x) = pt(x)p for x e A^. Then B n is the string algebra of E$ with distinguished points *i = 5, *2 = 7 and p is a filtered unital embedding of the string algebra AOQ into the string algebra Boo, which preserves the standard Jones projections. By the word "filtered" we mean p(A n ) C B n for any non-negative integer n. EK] we admit that Q\ and Q 2 have several distinguished points. Let (A n ), (B n ) be the string algebras of Q\,Qi, and p : Aoo <-+ Boo a filtered unital embedding preserving the standard Jones projections. Then for large n G N the inclusion matrices of ρ(A n ) C B n and ρ(A n+2 ) C B n+2 coincide and we denote by T\)T<ι the corresponding graphs of ρ(A 2n ) C B 2n ,p(A 2n+ ι) C B 2n+Ϊ . A slight modification of the argument in [O3] shows that p comes from a connection on the following cells satisfying the renormalization rule and the unitarity.
The unitarity means that the following matrix is unitary.
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The renormalization rule is
where ξ is the reverse path of ξ. (See Section 3 for the notations.)
We come back to our case, namely we assume Q\ = Q 2 = E%. To distinguish the vertices of Q 2 from those of Q\, we use the preceding numbering for Q\ and the following numbering for Q 2 -The Bratteli diagram of (A n ) and (B n ) are as in Fig.l .
A 7 -14 15 X 6 7 S 7 -13 50 9'9' 36 FIGURE 1. The Bratteli diagrams of (A n ) and (B n ).
We have to determine T\,Ti, or equivalently the inclusion matrices of p(A n ) C B ni which we denote by Γ n . Let G\,G<ι be the matrices corresponding to Gι,θ2 i e. 
Vo o l o)
Then Gi, G2, Γ n satisfy the following relations.
Note that the graph corresponding to Γ n is a part of that corresponding to Γ n+2 , and the edges in T\ or T<ι, connected to the vertices in Q\ which appear in the former, have already been determined by Γ n . Taking this fact into account, we can easily see that the possible matrices are as follows. We will use the following conventions. As in [K] we will omit the sign "W n of connections if no confusion arises. Since T\ and T2 have multiedges we need a numbering of edges, and we use that starting from 1. We mean by unitary matrix (vij)ij where i = (£1,^4), j = (£2?£3) and a c > d
For example we will write as follows. So, due to the unitarity we can put as follows. and in the same way as above, we obtain the following. 
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Using the same type of argument as above, from (3.1), (3.2), (3.3), (3.4) we have the following. Hence the unitarity of implies that the following two vectors are mutually orthogonal.
MS) > -" § § > ° > TT
So we have the following. In the same way we obtain the following from (3.9 ) and (3.10"). Finally we have come to the position to prove our main theorem. w Thanks to (3.2)-(3.12) we can see by direct computation that z is uniquely determined. (Of course σ is not unique.) That is, if w is 4i, 4 2 , 2, 0, then z must be 7, 5, 5, 7, respectively. This means that (3.13) holds and we finish the proof. D REMARK. In the same way we can prove the existence of other paragroups. For example, it is much easier to show the existence of E 6 paragroup. In the case of Aϊven, we can also show the existence using induction.
