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An introduction to the structure of quasicrystals is given by the description of 
idealized models for them. Although the structure of a quasicrystal is not pe-
riodic, it can be embedded in a higher dimensional space where periodicity is 
recovered. The lattice dynamics is discussed in two different approaches: a phys-
ical space approach and a higher dimensional space approach. As an example the 
higher dimensional space approach is applied to a 1-dimensional model for qua-
sicrystals, the Fibonacci chain. A perturbati ve approach is presented and leads 
to a first qualitative understanding of the dynamical properties of quasicrystals. 
A classification of the character of spectra and eigenstates is given. One can 
distinguish between an absolutely continuous, a singularly continuous and a pure 
point spectrum with correspondingly extended, critical and localised states. 
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1.1 STRUCTURE OF QUASICRYSTALS 
An important property of most crystals is periodicity This means that their structure 
consists of an endless repetition of some bounded unit cell Consequently the Fourier 
transform of these structures has delta peaks on a periodic lattice in reciprocal space 
Since some decades however, certain other types of structures have been discovered, 
which are not lattice periodic but nevertheless have sharp spots in their diffraction pat-
tern, the so-called incommensurate crystal phases, which also include the quasicrystals 
discovered by Shechtman et al * in 1984 The diffraction spots occur at positions which 
are given by an integral linear combination of a finite set of rationally independent basis 
vectors, a Fourier module M* Rationally independent means that a vector of the set 
cannot be expressed as a linear combination with rational coefficients of the others The 
presence of sharp peaks in the Fourier transform reflects a fundamental property of incom-
mensurate or quasipenodic structures, their long-range ordering The non-periodicity of 
the structure implies that the rank of the Fourier module is bigger than the dimension of 
the physical space 
Three classes of quasipenodic structures are incommensurate modulated structures, 
incommensurate composite structures and quasicrystals The modulated structures can 
be considered as a periodic basic structure with, on top of that, a periodic modulation of 
the atomic positions or the occupation probability with a period that is incommensurate 
with respect to the basic lattice The composite structure can be regarded as two or more 
interpenetrating structures with lattice constants, which are mutually incommensurate In 
the diffraction pattern of incommensurate modulated structures one can distinguish a basic 
lattice of main reflections besides satellite reflections at positions which are incommensurate 
with respect to the basic lattice For modulated structures the main reflections occurring 
at the reciprocal basic lattice are due to the presence of the basic structure in direct 
space For composite structures the diffraction spots occur at two or more interpenetrating 
reciprocal lattices One may denote the spots corresponding to one of these lattices as 
main reflections and the others as satellite reflections, but generally this is not unique 
Quasicrystals differ from other incommensurate structures by the fact that their diffraction 
pattern does not contain a periodic basic lattice of main reflections In addition, for 
2- and 3-dimensional quasicrystals it often happens that the diffraction pattern has a 
crystallographically forbidden symmetry Among the real quasicrystals discovered thus far 
are structures with in their diffraction pattern icosahedral symmetry (AIMn J, AlMnSi 2, 
AlCuLi 3) , and structures with translational periodicity in one direction and decagonal 
symmetry (the decagonal phases (AIMn 4, AlFe 5)) or octagonal symmetry (the octagonal 
phases (CrNiSi, VNiSi 6 )) in the plane perpendicular to this direction 
It has been shown that it is possible to embed an ideal incommensurate structure in a 
higher dimensional space in such a way that in the higher dimensional space periodicity 
is recovered The physical structure is then obtained as the intersection of the higher 
dimensional structure with physical space The fact that there exists a periodic embedding 
in a higher dimension may be seen as follows 
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A position г in the higher dimensional space is decomposable into a component г^ 
in physical space VE and a component r/ in an additional space, called internal space 
V¡, so that г = (г£,г/). The analogous notation will be used in reciprocal space. The 
Fourier transform f{qE) = ƒ (gì, --, 9d) of a d-dimensional quasiperiodic structure, which is 
a function with delta peaks on the positions of a Fourier module of rank η (n > d), can be 
considered as the projection of a function g(q) = g(qi, ..,<?„), which has delta peaks on a 
periodic lattice in an η-dimensional space, in the following sense: 
/(ЯЕ) = ƒ ff(q)dq, (1.1) 
The function g(q) can be regarded as the Fourier transform of some density function 
p(x) = p(xi,..,i
n
) which is lattice periodic in the τι-dimensional direct space: 
^
( q ) = ( 2 ^ / p ( x ) e _ , 4 X d X ( L 2 ) 
Substituting (1.2) in (1.1) leads to: 
ME) = j^JdqiJp(x)e-4*dx=^dJp(xE,0)e-™**dxE (1.3) 
from which we see that ƒ (qe) is precisely the Fourier transform of the restriction of p(x) 
to the physical space, i.e. the structure in physical space. 
Conversely, we have that the restriction of p(x) to physical space, i.e. p{xE, 0), is equal 
to the Fourier transform of /(q^): 
p(xE, 0) = ƒ $ ( Ч )е-" * E dq = ƒ / ( q £ ) e · ^ **dqE (1.4) 
Since ƒ (<ІЕ) has only delta peaks, the integration can be replaced by a summation over all 
vectors from the Fourier module: 
ρ(χ
Ε
,0) = Σ / ( q * K 4 E X E (1.5) 
Suppose that p{xE, 0) is an atomic mass density distribution with only delta peaks, i.e. 






where p¡E are the positions of the atoms in physical space. In the case of ideal models for 
quasicrystals these atomic positions are the projections of positions η + г, (j = I,..,M) 
in the higher dimensional space, where η a higher dimensional lattice vector. This means 
that the higher dimensional structure can be characterized by: 
Ρ( χ) = Σ Σ * ( χ £ - « E - '*)W,{x, -η,- іу) (1.7) 
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where W3 is some function, called window or atomic surface, which has the value 1 on 
some well-defined area in internal space and 0 elsewhere For the Fourier transform of the 
higher dimensional structure one finds then 
N r N M t 
where is У the number of unit cells in the system From this expression it follows that 
for 'reasonable' connected and bounded windows W, the intensity of the delta peaks of 
g(q) falls off rapidly for increasing internal components Since the strength of the Bragg 
peaks in the diffraction pattern is proportional to | / ( ч я ) | 2 = | s (q) | 2 , the above model 
structure gives rise to a pattern of strong Bragg peaks, in agreement with what is seen in 
experiments Note that the vertices of a Fourier module form a dense set in at least one 
direction, so that when each delta peak would have the same intensity one would not see 
a diffraction pattern with sharp spots 
Since the structure in physical space is obtained as the intersection of a periodic higher 
dimensional structure with physical space, one can imagine that the physical structure 
will be a space covering with a finite number of cells or 'tiles' Following the work of 
Penrose who discovered the 2-dimensional pentagonal tiling 7 , called Penrose tiling, one 
has generalized the idea of tiling 8 9 1 0 to arbitrary dimension and so we can say that the 
structure of an d-dimensional quasicrystal is closely related to an d-dimensional tiling 
Another frequently present property is the scaling property of quasicrystals One can 
define (volume preserving) basis transformations acting on the higher dimensional space, 
such that each lattice point is transformed to a lattice point which is closer to the physical 
space Suppose that there is one atomic surface per unit cell which is a connected bounded 
area positioned at each lattice point Then we know that, when the atomic surface at some 
lattice point does intersect the physical space, then also the atomic surface at the image of 
this lattice point will intersect the physical space, since this lattice point is always closer to 
the physical space than its original This defines a scale transformation in physical space 
Note that, since the transformation is volume preserving, a contraction of the internal 
space implies a dilatation in the external space The scaling property also explains the 
existence of systematic sequences of periodic approximations, in the limit converging to 
the quasipenodic structure 
As an example Figure 1 1 shows a 2-dimensional embedding for a 1-dimensional qua­
sicrystal, the Fibonacci chain The higher dimensional structure consists of atomic surfaces, 
which are vertical bars, placed on each vertex of the lattice The atomic surface is equal to 
the projection of the square unit cell on V¡ The vertices of the Fibonacci chain are formed 
by the intersections of these line segments with the physical space VE These vertices are 
separated by long and short intervals, so that physical space is covered with these two 
intervals 
Randomness can be introduced by admitting fluctuations of the positions of the atomic 
surfaces around their mean value η + г, This will cause a diffuse background and a loss 
of intensity of the sharp spots in the diffraction pattern, just as in the case of defects in 
1.2. LATTICE DYNAMICS in 
Figure 1.1 — A 2-dimensional embedding for the Fibonacci chain. 
ordinary crystals. Among the models which are considered in this thesis for studying the 
lattice dynamics are also certain randomized models. The randomness of these models 
corresponds to phason fluctuations of the physical space. 
1.2 LATTICE DYNAMICS 
Concerning the lattice dynamics of ordinary periodic structures, it is not surprising that 
in vibrational modes the displacements of the atoms inside a unit cell are related to the 
displacements of the atoms inside another unit cell. This relation between the displace­
ments of the atoms in different unit cells leads to an important reduction of the problem 
of finding the lattice vibrations for an infinite system, namely it makes that the problem 
can be solved completely in terms of the atomic displacements inside one unit cell. 
Mathematically the relation between the displacements of the atoms is expressed by 
the Bloch ansatz, which can be derived from group theoretical arguments: 
u $ ( < ) = u ^ ( i ) e l k " (1.9) 
where u„ (t) is the displacement at time t of atom j in the unit cell at lattice position η 
for a mode at wavevector к. 
The problem that arises when dealing with the lattice dynamics of quasicrystals is 
that the structure is not lattice periodic, so that for the moment the problem of finding 
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lattice vibrations for the infinite system seems unsolvable, because its amounts to solving 
an infinite number of coupled equations of motion 
However there are several possible approximations, that can be made to make the 
problem finite, applied either in a physical space approach or in a higher dimensional 
space approach 
1 2 1 PHYSICAL SPACE APPROACH 
The starting point in a physical space approach is the structure in physical space The 
higher dimensional periodicity is not explicitly used in this approach 
To construct a dynamical model one has to decorate the tiling to which the quasicrystal 
is related with atoms and define an interaction between these atoms Then using the 
harmonic approximation an infinite dynamical matrix comes out The eigenvalues of this 
matrix are the squared frequencies and the eigenvectors give the displacements of the atoms 
in the vibrational eigenmodes 
To make the problem finite so that it can be solved there are two kinds of approxima­
tions the cluster and the commensurate approximation In the cluster approximation a 
finite cluster from the quasipenodic structure is taken with a finite number of atoms, either 
with free or fixed boundary conditions A commensurate approximation or approximant 
is a deformation of the quasipenodic structure to a periodic structure In general there 
is an infinite systematic sequence of approximants converging to the quasipenodic limit 
The better the approximant, the more atoms inside the unit cell Due to certain scaling 
properties of the structure, characteristic for quasicrystals, the size of the unit cell increases 
approximately with a constant factor at each step to the next approximant 
For both approximations one can study the behaviour of the dynamical properties 
under enlargement of the system, ι e enlargement of the cluster or enlargement of the 
unit cell of the approximant In addition, for the cluster approximation also the use of 
different boundary conditions may give important information on the behaviour to be 
expected for the infinite quasipenodic structure The commensurate approximation is 
in particular suitable for studying the scaling behaviour of the phonon band structure 
and the eigenvectors when tending to the quasipenodic limit A careful analysis of this 
scaling behaviour in terms of characterizing quantities and functions applied to several 
lower approximants may lead to a qualitative understanding of the dynamical properties 
for the quasipenodic limit 
Most of results presented in this thesis are obtained using either the cluster or the 
commensurate approximation The physical space approach, in particular the commen­
surate approximation, seems to be the most powerful method to acquire an insight, both 
qualitatively as well as quantitatively, in the lattice dynamics of quasicrystals 
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1.2.2 HIGHER DIMENSIONAL SPACE APPROACH 
CONCEPTS 
Besides the normal space approach it is also possible to describe the lattice dynamics by 
means of the higher dimensional periodic structure. A dynamical model may then be 
defined by putting point masses at each point within the atomic surfaces and specifying 
the interaction. Note that by definition an atomic surface is densely filled with atomic 
positions. 
From a physical point of view we assume that the atomic displacements around the 
equilibrium positions have only a component in external direction. Define u
n>J(r/,<) as 
the displacement at time t of the atom at position (ПЕ,Г/) on the atomic surface j connected 
to the higher dimensional unit cell at lattice position n
s
. Since the atomic surfaces are 
bounded regions the displacement u
n a J (r/, i) is equal to zero when n; — r¡ falls outside the 
atomic surface. Assuming that there is only interaction between atoms in a hyperplane 
parallel to VE the potential energy Ф(г/) in the plane at internal coordinate r¡ will be a 
function of the displacements un j J(r/ , i) in this plane. In the harmonic approximation the 
relevant term of the potential is given by the second order term in the expansion of Ф(г;) 
for small displacements around the equilibrium positions: 
^second arderai) = Σ Un.ÁTI< 0 * {2)(П'3 \ n',f '< Гі)ип'.з' (ТІ< l) ( 1 Л 0 ) 
The equation of motion for u
n < ;(r;,<) then becomes: 









where/rij is the mass of the point atoms on the atomic surface j . Substitution of u
n > ; (r;, t) = 
u
nij(r/)eip(—іші) leads to: 
m^u^irj) =Σ Φ ( 2 W ; < J ' ; r / K ; / ( r ; ) (1.12) 
KJ' 
The tensor Φ ( 2 ) is invariant under lattice translations a, in the higher dimensional space, 
i.e. 
Ф






 + а,;^';г/ + а / ) = Φ ( 2 )(n sn' e; j j ' ;r,) (1.13) 
Therefore the displacements satisfy the Bloch theorem: 
u & V / ) = τη;ι,2υ^\η - n,)e , k ' " ' (1.14) 
where the wavevector k
s
 is a wavevector in the higher dimensional reciprocal space. Due to 
the periodicity, all states may be characterized by a k
s
-vector inside the higher dimensional 




Γ / ) = Σ mJU2m;,l/2 Φ <a>(0j; n'J'; r,)e'k« » H j ^ r , - η',) (1.15) 
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Although we have now determined the dynamical equations in terms of the contents of a 
finite unit cell, these equations are still infinitely coupled and for each k
s
-vector there are 
infinitely many solutions. 
The labelling of the states by the wavevector к, is not uniquely determined. This can 
be seen as follows. The displacements of the atoms for an eigenstate at wavevector k
s
 in the 
plane at internal coordinate r¡ are, according to (1.14), given by Uj (17 — n¡)e · n'. Then 





 with the same frequency and the same displacements, since: 
U<k>)(r/ - n / )e , k ' n ' = U',(r/ - n/)e , ( k ' - k i ) "· (1.16) 
This means that each wavevector yields exactly the same solutions. This result is only true 
in the incommensurate case, where there is a one-to-one correspondence between n
s
 and 
П/. In the commensurate case, the relation between U^(r/ — η/) and Uj(r/ — n¡) is not 
well-defined, since in that case there is a whole lattice of vectors n„ with the same internal 
coordinate n¡. 
To solve the problem (1.15) one may proceed by expanding the Uj (r/) in a complete 
sets of basis functions Д,
т
(г/) (j=l,..,M;m=l,2...) defined in internal space: 
\J^\vI) = ^AjmBjm(TI) (1.17) 
m 
where the basis functions may be adapted to the shapes of the atomic surfaces. Substitution 
in (1.15) leads to: 
ω
2
ΣΑ]τηΒ3πι(π) = Е < Ч " 1 / 2 φ ( 2 )(Oj;n:j , ;r /)e , k-n ' -53^'m'ßym'(r /-n' /) (1.18) 
m Tí1,]' m ' 
Then expanding: 
£ m ; 1 / 2 m ; - 1 / 2 Φ <2>(0j;iO';r,) e l k· п''Вут,(Гі - η',) = Σ**Ά·Β>·»(Τ') ( 1 Л 9 ) 
п'3 m' 
and using completeness of the set of basis functions one finds: 
ω
2
Α]πί = £ F^:]m,Aym, (1.20) 
/m' 
(к ì 
From (1.19) it follows, again using completeness, that the matrix elements i*ymym< are given 
by: 
F%$n. = ¿- / Σ < / 2 < ' 2 * ^(Oj-n'J'^e^'-By^rj - n ^ j m ( r ; ) d r ; (1.21) 
" J Jw> ni 
where Ω-, is the volume of the atomic surface or window j and J
w
 means integration over 
this window. For a quasiperiodic system the eigenvalue problem (1.20) is infinite, and 
one has to make further approximations to proceed. As an example in the next section 
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the higher dimensional space approach is applied to a 1-dimensional quasicrystal: the 
Fibonacci chain. 
It may be possible to choose a set of basis functions Bm(r¡) which are more or less 
adapted to the special properties of the potential. For example such that the coupling 
matrix M'k> ' is a band matrix with as few as possible nonzero subdiagonals, so that it 
can be diagonalized relatively easy. Such a set can be constructed by a method which is 
similar to the Lanczos algorithm, developed by Lanczos for real symmetric matrices. In 
this method a set of basis functions is constructed recursively such that the matrix M^^ 
is a tridiagonal matrix. To describe the method we change our description and rewrite the 
eigenproblem (1.15) as an integral equation: 
u
2U^\r,) = EJWI К^пУЛи^тЖ (1.22) 
where K^k,\r¡,r'¡) is related to the potential Φ ( 2 ) by: 
κ$\π, r'i) = Σ ν 7 4 ~ 1 / 2 φ ( 2 ) ( ° * *0"; r ' ) e " k ' n'6(T'i - r ' + n'/) U-2 3) 
To start the process one needs starting functions 6^ 1(17) (j = Ι,.,,Μ). Then for k > 1, 
0i = 0 and bjo(rj) = 0 (j = 1,.., M) the tridiagonalization algorithm is given by: 
v]k(ri) = Zfl.Jwl,K^\T,yl)bJ.kWi)àT'I j = l,..M 
Qk = Ej l i Jw, Vj*(r/)òjit(r7)dr/ 
Щк(ті) = v}k(rj) - ajbjk(r¡) - ßj^bj-ikiri) j = l,..,M (1.24) 
ßl = Σ.% !w, \ЪЛч)\г*ч 
b}+lk(r¡) = w}k{ri)/ßk+1 j = Ι,.,,Μ 
where а
к
 (к = 1,2..) and ßk (j = 2,3..) are respectively the diagonal and off-diagonal 
elements of a real symmetric tridiagonal matrix T. For the quasiperiodic system the process 
will never end, i.e. ßk will not be equal to zero for any k. For a commensurate approxi-
mation, however, the process will stop after maximally dN steps where ./V is the number 
of atoms inside the unit cell of the approximant and d the dimension of physical space. 
Although the above algorithm may seem efficient at first glance it amounts to a very com-
plicated process when realized on a computer, in particular for quasicrystals in more than 
one dimension. Taking as starting functions some smooth functions, which are constant 
on connected areas within the atomic surfaces, each next basis function generated by the 
process will contain more and more discontinuities, as a consequence of the discontinuities 
occurring in the potential. For a d-dimensional quasicrystal the number of discontinuities 
in 6^(17) will increase proportionally to kd~l. Moreover, for 2- and 3-dimensional atomic 
surfaces, the discontinuities occur at lines and planes and the areas on which the func-
tion bjk(r¡) is constant are complicated polygons and polyhedra, respectively. However, it 
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might be possible to develop an algorithm for generating the coefficients of the tridiagonal 
matrix much more efficiently without explicit computation of all the basis function, by 
making use of the scaling properties of quasicrystals. 
EXAMPLE: T H E FIBONACCI CHAIN 
The Fibonacci chain is a quasiperiodic covering of the line with two intervals, a long and a 
short one, having lengths с and тс respectively, where с is some constant and τ the inverse 
golden mean, i.e. τ = (\/5 — l)/2. There exists a 2-dimensional embedding for it with a 
square lattice periodicity (see Figure 1.1). The 2-dimensional lattice is spanned by the two 
basis vectors: 
(l + r) (l + T) 
where с is chosen equal to 2π/(1 + τ), so that the length of atomic surface, which is equal 
to the projection of the square unit cell on the internal space, is equal to 2π. 
A dynamical model is defined by putting point atoms, with mass m = 1, at each point 
of the atomic surface and connecting neighbours in the direction parallel to VE by springs 
with spring constant a¡ and as for respectively a long and a short interval. The equation 
of motion then are given by: 
{ a,[U<*'Xn) - U<k'\n + a s l J)e- l k-a '1] + 






a,[U<b)(n) - U^\n + a
s 2 / )e- ' k - a ^] + 
aj[tf*·>(»•/) - U^'\ri - a
s 2 / )e , k ' a < 2 ] η e (-/for,/for] (1-26) 
at[U^(r¡) - mk'\r, - a.i,)e*-*-»]+ 
a,[U<M(n) - и<Ы(п - a.u)e*·*·»] r, e ( /for, ж) 
where β = (1 — τ)/(1 + τ). Taking plane waves for the set of basis functions Bm(r¡) (see 
previous section) the displacement function t/ (k , )(r/) is a Fourier sum: 
oo 
U<*>\n)= Σ A ^ n n (1-27) 
m=—oo 
Likewise the potential terms are expanded as: 
oo 
φΜ(0,η'„η)= Σ Я»(п'.)е і т г ' (1.28) 
m= — oo 
where: 
FM) = ¿ f Ф{2)(0, ni, r1)e-^àr1 (1.29) 
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= ¿ M^,Am, (1.30) 
m' = —oo 
where the components of the matrix M ^ are given by: 
M%?. = Σ í-ra_m.(n:)e'<k--ni-™'»l) (1.31) 
η ' . 
For the diagonal elements one finds: 
M™ = i ^ I sin» | ^ · * ' - m r 2 " } + ^L s i n * { k ' · a ' 2 + m r 2 ? r } (1.32) 
and for τη φ m' one has: 
M i m ' = (m-m-v[S i n{ k* ' ^ ~ ГТ К - TTl'βπ} 
— sin{k,ási — τηβπ — mV} — sin{(m — τη')βπ}} 
— sin{k
s
 · aS2 + πι/?π + m'ir} + sin{(m — πι')βπ}} 
(1.33) 
Note that M' k"' is symmetric, as it should be. 
To understand the meaning of the wavevector k
s
 in the higher dimensional Brillouin 
zone consider two situations, namely the case that a, = a¡ and the case that τ is replaced 
by some rational approximation τ
η
. 
In the case that a
s
 = a¡ the structure in physical space is a simple periodic chain, 
with one atom inside the unit cell. For such a chain the solutions are well known and the 
eigenfrequencies satisfy the following dispersion relation: 
ш{к) = 2v/QÍsin{A:7r/2} (1.34) 
where к G ( — 1,1]. In the above higher dimensional description of the chain the matrix 
M^') becomes a diagonal matrix if a, = a/ for all wavevectors k
s
 satisfying k,a
s 2 = 
ík 1 
—k„a3l. Then the diagonal element M¿0 represents the well known result: 
J l C = 4а,8Іп2{к, · a.j/2} = (ш(к,))2 (1.35) 
for a set of wavevectors such that k
a
 · a.
al € (—π, π]. The corresponding eigenfunction 
С/(к''(г/) is the function which is constant on the interval (—π,π]. Also the other diagonal 
elements represent eigenfrequencies for the monoatomic chain, but to obtain all eigenmodes 








i modulo 2π has to be 
taken. The corresponding eigenfunctions Uík,\r¡) may be different, but the displacements 
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Figure 1.2 — A 2-dimensional embedding f or a commensurate approximation of the 
Fibonacci chain with τ
η
 = 2/3. 
of the atoms on some line parallel to VE are the same, apart from a phase factor. Such a 
repetition of the solutions is a consequence of the fact that one is not considering one chain 
but a parametrized family of chains. Also wavevectors which do not satify k
s
a
s 2 = —k s -a s l 
modulo 2π give essentially the same solutions but with possibly complicated eigenfunctions 
U*-\n). 
A commensurate approximation of the Fibonacci chain is obtained by replacing τ by 
a rational value r„, such that the intersection of the higher dimensional structure with 
the physical space is a periodic structure. Figure 1.2 shows the 2-dimensional embedding 
for a commensurate approximation with r
n
 = 2/3. A set of rationals, which represent a 
sequence of improving approximations of r is defined by 
r . = ~ (1.36) 
where F
n
 the Fibonacci numbers defined by the recursion relation F
n + 1 = Fn + F„_i with 
F-x = 0 and FQ = 1. Replacing τ by τ
η
 in the expression for β the matrix M' k * ' becomes 
a periodic matrix in the following sense: 
м22ш+і = м22
 v m>m' i 1 - 3 7 ) 
where L is equal to F
n + 1 + Fn. Since this matrix is periodic it can be considered as the 
coupling matrix describing some excitation model for a periodic 1-dimensional system. For 
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such a chain one can use the Bloch ansatz: 
A
m
 = AJ+nL = А,е'
пф
 (1.38) 
where m = j + nL such that j is an integer number satisfying 1 < j < L and φ a phase in 
the interval (—π, π]. Using this leads to a finite dimensional eigenvalue problem: 
ω*A, = έ М^ГФ)А
У
 j = l,..L (1.39) 
where 
M#-*> = f ) M%i
nLe™* (1.40) 
n=—oo 
In the case of a commensurate approximation there is a sublattice of 2-dimensional lattice 
vectors n
s
 for which: 
U *->(T7) = e^-u^in) (1.41) 
For a suitable choice of the origin these 2-dimensional lattice vectors have a vanishing 
internal component, i.e. n
s
 = (n^, 0), and form a 1-dimensional periodic lattice in VE. The 
lattice constant of this lattice, say a, defines the size of the unit cell of the approximant. 
For a periodic chain we know that the displacements of the atoms in neighbouring unit 
cells are related by a phase factor and that for each phase there are N states, where ./V is 







 a wavevector inside a 2-dimensional Brillouin zone. However, 
since П/ = 0, it follows that the phase factor is independent of k¡. This implies that there 
are 1-dimensional subsets of wavevectors inside the Brillouin zone for which the solutions 
are the same. Note that in general not the eigenfunctions C/'k*'(7·/) are the same for each 
wavevector of such a subset, but the real displacements of the atoms on a chain defined by 
the intersection with a space parallel to VE are the same, apart from a phase factor. All 
states of the chain in the case of a commensurate approximation can be characterized by a 
1-dimensional subset of wavevectors inside the Brillouin zone, such that ks · ns € (—π, π], 
where η, is the smallest non-zero lattice vector satisfying (1.41). For example, for an 
approximant with І atoms inside the unit cell this subset may be the set of wavevectors 
satisfying k, · a,2 = —k
s
 · a,i and k
s
 · a„i € (—π/Ν,π/Ν]. For each wavevector of this set 
there are N eigenstates corresponding to the JV branches labelled by ν — 1,.., N according 
to ascending frequencies. A different way of characterizing the states is to assign only 
one eigenstate to each wavevector in an extended zone, defined by k, · aS2 = —k, · a,i 
and k
s







i = 77Γ corresponds to the state with branch label int(./V7) + l at wavevector satisfying 
k
s
 · a,i = ηπ modulo 2π/Ν in the reduced scheme characterization. 
Since the phase relation (1.41) completely fixes the chain states at wavevector к, for 
some commensurate approximation, variation of the phase φ does not lead to new solutions 
for the chain. The corresponding eigenfunctions 11^'Цгі), however, will change in general 
by varying φ. 
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i = π/ΙΟ according to the extended zone characterization for approximants 
of the Fibonacci chain with 89 (а), Ц4 (b), 233 (c) and 377 (d) atoms in the unit 
cell 




Figure 1.4 — Same as in Figure 1.3 at wavevectork
s
 satisfying — k
s
a S 2 = k s a . s l = 
π/З for the approximants with 233 (a) and 377 (b) atoms in the unit cell. 
In the case of equal spring constants, i.e. a
a
 = a¡, all states of the chain can be described 
by the function £Л**)(г/) which is constant on the atomic surface for all wavevectors in the 
extended zone. An important question to be answered is whether C/^ki'(r/), characterized 
by a wavevector from the extended zone, will also be a smooth function in the case that ct
s
 φ 
a¡. Of course for each wavevector there are infinitely many eigenfunctions ¿7'k , ' ( r /) but 
there is only one eigenfunction, which is the limit of the eigenfunctions for commensurate 
approximations in the extended zone scheme characterization. A second question to be 
answered is how the eigenfunctions for commensurate approximations behave when taking 
better and better approximants tending to the quasiperiodic limit. Since at each step to 
the next approximant the change in the potential <M2'(0; n's; r¡), which is only a small shift 
of positions of the discontinuity, becomes loss, one may expect that the eigenfunctions 
converge. 
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Figure 1.5 — Same as in Figure 1.3 at wavevector\ÍS satisfying — k saS2 = k s-a si = 
97г/10 for the approximants with 233 (a) and 377 (b) atoms in the unit cell. 
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To shed some light on the above questions we have determined the eigenfunctions for 
three wavevectors in the extended zone corresponding to frequencies in the acoustic, middle 
and upper part of the spectrum For commensurate approximations the eigenfunctions 
U^'\r¡) can be represented by step functions with L steps The interval in internal space 
between two steps is equal to the distance over which the physical space can be shifted 
without passing any discontinuity Figures 1 3, 1 4 and 1 5 show the squared absolute value 
of С/(к«)(г/) for several commensurate approximations at wavevectors satisfying —k
s





i = π/10, π/3 and 9π/10 respectively From these pictures we conclude that U^'\r¡) 
is not a very smooth function in general, but nevertheless it converges when it is considered 
as the limit of eigenfunctions for commensurate approximants In fact this implies a certain 
global smoothness of the eigenfunctions The eigenfunction of Figure 1 δ represents a chain 
eigenstate, to which only relatively few atoms participate, ι e an eigenstate which may 
converge to an eigenstate that is not normally extended Note that one strong peak in 
Figure 1 5a is sphtted into two strong peaks next to each other in Figure 1 5b Taking 
into consideration that points which are close in internal space are far away in physical 
space, the convergence of i/'k > '(r/), which reflects the high amount of order of the model, is 
interesting and not a trivial result, in particular for the high frequency modes The result 
suggests that the eigenmodes in the incommensurate limit chain are not localised 
1 2 3 PERTURBATION THEORY APPROACH 
A 1-dimensional quasicrystal can be considered as a modulated periodic structure For 
that reason a perturbation theory approach to some excitation model on such a chain is 
easily formulated (see also u ) The periodic chain states can be used as zeroth order 
states, ι e the eigenstates of the unperturbed chain By switching on the perturbation 
the degeneracy of the eigenstates at A; and — к is broken when the interaction matrix-
element is different from zero and the width of the gap Δ9 can be estimated by solving a 
2x2-eigenvalue problem 
where Я is the total hamiltoman, E0 =< А;|Я|А: > = < — k\H\ — к > the zeroth order 
energy level and β = < fc|#| — к > the interaction matrix-element For commensurate 
approximations the interaction matrix-element vanishes unless —k = k+K, where К 
a reciprocal lattice vector This implies that the gaps will occur at the centre and the 
boundary of the Bnllouin zone For systematic approximations with larger and larger 
unit cells, the density of lattice points in reciprocal space increases and consequently more 
and more gaps occur The lower order gaps are the gaps that already show up for the 
small approximants For each next approximant additional gaps occur, generally smaller 
in size In the quasipenodic limit the gaps will occur at wavevectors A; = K/2 with К a 
wavenumber from the Fourier module M* and generally the widths of the gaps become 
smaller when the internal component that belongs to К in the higher dimensional space 
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description becomes larger. 
For 2-and 3-dimensional quasicrystals it may be more difficult to apply a perturbation 
theory, since in general they can not be regarded as perturbed periodic structures, so that 
it is often not so clear what one should take as zeroth order eigenstates. In the case of a 
Kronig-Penney-like model for electrons, however, one can start with the set of free electron 
states |k > = ехр[гкг]. The Fourier transform of the Kronig-Penney potential, consisting 
of delta wells at the atomic positions of a quasicrystal, has delta peaks at the positions of 
a Fourier module M* and consequently there is only coupling between the states |k > and 
|k' > when k' — к is a vector that belongs to M'. Due to this the degeneracy of two states 
at wavevectors к and —к that differ by a vector К from the Fourier module M' is broken 
and the width of the gap is proportional to the |SKI> where SK the static structure factor 
at K. So large gaps can be expected when К yields a strong Bragg intensity. Viewed from 
the higher dimensional space description this is the case when the reciprocal lattice point, 
of which К is the projection, is close to the physical space. 
For a phonon model it is less evident what one should take as starting states to apply 
a perturbation theory. However, if the distribution of masses and interaction forces in 
the model is more or less uniform then we may expect that the long wavelength modes 
behave smoothly, globally the same as in simple periodic structures. As zeroth order 
order states we propose therefore the vectors u ^ , which are defined in the space of the 
atomic displacements such that the component belonging to the j-th atom is equal to 
jV-1/2êQe lkrj, where т} is the position of the atom j , êa a unit vector in the a-direction 
and Лг the number of atoms in the system, so that u^k' is normalised. The interaction 
matrix-elements ф
а
р(к, k') between the zeroth order states и*,к' and ujj is then given by: 
0(k, k') = -^  Ε Σ 7 ^ - ' k r ' e*'r>' ( 1.43) 
where £уо) means summation over j and all neighbours of atom j and 7°j7 the (α,β)-
matrix-element due to the interaction between atom j and ƒ (ƒ φ j). Typically for a 
phonon model one has: 
з'Ь) 
з'Фз 
Note that the numbers 7°, contain information on the masses of the atoms j ' and j as 
well as on the potential between them. 
For periodic approximants «¿>
а
/з(к, к') vanishes unless k' = k+K, where К is a reciprocal 
lattice vector. In the quasiperiodic limit К has to be a vector from M" and one obtains 
the following set of coupled equation: 
α,
2
Σ Σ ^ ( K ) c ' k + K ) = E Σ <Мк,к + К)4 к + К ) (1.45) 
β кем- β Кем-
where the c4k' are the components relative to basis vectors u^k' and s
a
p(K) is the 'overlap-
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matrix' whose elements are given by: 
sa3(K) = uik ' · u<,k+K) = i ( ê a · ê a ) ^ e ^ (1.46) 
showing that sag(K) is proportional to the static structure factor at wavevector К. 
The interaction matrix-elements < (^k,k + K) can be rewritten as: 
ф
а0(к, к + К) = І Е Е ЪУ *~* ('»-',0e*·',- = i £ ¿f (k)e'K *> (1.47) 
1
 j / ω з 
where the atomic coupling factors d? (k) are defined as: 
df (k) = ^ 7#e*<''-'»'> (1.48) 
/0) 
where we have used the fact that 7°^ = 7^,. Working this out a bit one obtains: 
df (k) = Σ 'tf 
I'd) 
{M^} sin2  — Ц - — ^ + ¿sin{k • (г, - іу )} (1.49) 
where now the summation does not include ƒ = j . The diagonal matrix-blocks ф
а
д(к, k), 
of which the eigenvalues are the zeroth order estimates of the squared eigenfrequencies, are 
real since in the summation (1.47) the imaginary parts cancel against each other for К = 0 
due to the symmetry in the summation over j and j ' . Moreover for small k these blocks 
depend quadratically on k since the real part of each factor ¿^"(k) depends quadratically 
on |k| for small k: 
Re[df(k)] « Σ. ' |k | 2 7#[k • (г, - г
у
)] 2 . (1.50) 
j'ü) 
This provides zeroth order linear dispersion curves for small k in each k-direction. The gaps 
in this dispersion occur due to the interaction matrix-elements and a first order estimate 
of these gaps can be obtained by the splitting of the degenerate levels. The edges of the 
gaps due to the coupling between the degenerate zeroth order states at wavevectors k and 
k' = k + К with polarisations êp and ë'p, either transversal or longitudinal relative to the 
directions of k and k', are approximately given by the square roots of the eigenvalues of 
the generalized eigenvalue problem: 
XAx = Bx (1.51) 





(Μ + κ) \ 
V<kê,(k + K,k) ¿,»(к + к,к + к)У l ' ' 
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In the case that ê'p = êp the zeroth order levels which are represented by the diagonal 
elements of the matrix В are degenerate when к = —K/2. However, these diagonal 
elements can also be degenerate for other choices of к and for different polarisations. 
One could say that the distribution of masses and force constants relative to a certain 
direction in k-space is perfectly uniform when the atomic couplings factor <γ (k) is the 
same for each atom. Then, according to (1.47), for modes at wavevectors in this direction 
the coupling matrix-elements ф^? (к, k + K) are proportional to the static structure factor 
so that in the case that ê'p = êp, the matrices A and В are proportional and according to 
the eigenvalue problem (1.51) no gap will occur at k = — K/2 (K € M*). So in a sense 
the gaps will occur due to the variation in the atomic coupling factors, i.e. due to the 
non-uniformness of the distribution of masses and force constants! 
In the higher dimensional space description the matrix-elements Φ (k, k + K) can be 
written as: 
Ф ( к , к + К ) = ^ e - k n E Φ ( 2 ) ( n '
s
, n „ , r ; ) e l ( k + K ) n E (1.54) 
where n
s




,Tj) are defined as in the previous section for a 
higher dimensional structure with one atomic surface per unit cell. There is a one-to-one 
correspondence between the vector К in physical space and a vector K¡ in internal space 
which is such that e _ l K " E = e ' K ' n ' . Using this and replacing one of the summations in 
(1.54) by an integration over the atomic surface W one obtains: 
Ф ( к , к + К ) = І £ / Ф ( 2 ) ( п '
а
, 0 , г / ) е - і к п Е е - , к ' г М г / (1.55) 
where Ω the volume of the atomic surface. This expression shows that for a bounded 
atomic surface the strength of the coupling matrix-element decreases rapidly for increasing 
internal component K/, just as the static structure factor. 
As an example the perturbation theory approach is applied to a model for a 2-dimensional 
quasicrystal, the octagonal tiling. A description of the structure of this tiling and a de­
tailed numerical study of the phonon spectrum for a simple dynamical model is given in 
chapter 5. Here we will use exactly the same model. In chapter 5 it is shown that there 
is a considerable pseudo gap in the density of states at about ω = 0.5 for both the ap-
proximant with 239 atoms and with 1393 atoms inside the unit cell (see Figures 5.7 and 
5.8). Approximately, for the 1393-approximant this frequency level corresponds to the 
zeroth order frequency of the state at for example the wavevector k = —7π/α(1,0) with 
transversal polarisation, where a is the lattice of the approximant. For this wavevector 
Figure 1.6a and 1.6b show the relative coupling matrix-elements | 0
у у
( к , k + K)|/ |0¡,v(k, k) | 
and |¿>¡,x(k, к + К ) | / | 0
у у
( к , k) | for the approximant with 1393 atoms inside the unit cell. 
Although it is not so clearly visible the coupling in Figure 1.6a at about к = 7π/α, which 
represents a coupling with a degenerate zeroth order state, is relatively strong. This is 
shown more clearly in Figure 1.7a. Figure 1.7b shows the values of | s y y ( K ) | for same K-
vectors. Note the difference of the labels on the y-axis of Figures 1.7a and 1.7b. From 
Figure 1.6b it seems that the coupling between states with different polarisation is weaker 
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i·--1- ,'' 1 e к 
a) b) 
Figure 1.6 — The relative interaction matrix-elements |0
у
„(к,к + K ) | / | 0
w
( k , k) | 
faj and |0 y l (k, к + К)\/\фу (к, k)| fôj o¿ к = —7π/α(1,0) /or ¿ne approximant of 
the octagonal tiling with 1393 atoms inside the unit cell. The 'circles' indicate the 
areas where the zeroth order frequency takes the value ω = 0.5 for tranversal modes 
(dotted line) and longitudinal modes (dashed line). Labels in units of 2π/α. 
а) b) 
Figure 1.7 — a) The relative interaction matrix-elements |0TO(k, к + К ) | / | 0 т а ( к , k)| 
at к = —7π/α(1,0) for K-vectors along the k
x
-direction (in units of2n/a). b) The 
values of \syy(K)\ for the same K-vectors as in a). 
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Figure 1.8 — An eigenvector at frequency ω = 0.467 for the 1393-approximant of 
the octagonal tiling. 
than that between states with the same polarisations at these low frequencies. Solving 
the generalized eigenvalue problem (1.51) at к = — 7π/α(1,0) and Κ = 147τ/α(1,0) and 
polarisations in the y-direction we obtain a first order estimate of the gap: 
Δ 9 = 0.0327 at ω9 = 0.5076 (1.56) 
where ug indicates the middle of the gap. Also the coupling between the zeroth order 
modes at к = —5π/α(1,1) and к = 5π/α(1,1) with transversal polarisations gives rise to 
a gap at about the same frequency level: 
Ag = 0.0333 at ω g = 0.5123 (1.57) 
These two gaps may well explain the lowest pseudo gap in the density of states shown in 
Figure 5.8. Also the next lowest pseudo gap, occurring at about ω = 0.7, can be predicted 
by applying the perturbation theory approach. 
That there is also coupling between modes with different polarisations is illustrated by 
Figure 1.8, where the displacement field for an eigenmode at ω = 0.467 is shown for the 
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1393-approximant of the octagonal tiling. Such modes are typically obtained by mixing 
zeroth order modes with different polarisations at different wavevectors. 
The fact that below ω « 0.5 no significant pseudo gaps occur in the vibrational density 
of states means that the gaps in the dispersion curves are relatively small in this part 
of the spectrum. From the perturbation theory point of view this is understandable, 
because the gaps at low frequency are due to couplings related to K-vectors that are close 
to the origin, and in the higher dimensional space description these vectors correspond to 
reciprocal lattice vectors with large internal components, so that these couplings, according 
to (1.55), are relatively weak. So in the low frequency limit one can expect that the widths 
of the gaps vanish relative to the bandwidths. 
The lowest significant gaps in the dispersion correspond to the smallest K-vectors that 
yields a strong coupling, also relative to the static structure factor for that K-vector. For 
approximants the physical space is slightly rotated relative to the incommensurate ori­
entation. However, since this is only a small rotation, in particular for the higher order 
approximants, the strong matrix-elements that yield the lowest significant gaps vary not 
much by such a rotation, as can be understood by considering the expression (1.55). There­
fore one can expect that the frequencies at which the significant gaps occur in the lower 
part of the spectrum converge rapidly for a sequence of approximants. This expectation 
is indeed confirmed by the results of Figures 5.7 and 5.8 and also by the results for the 3-
dimensional icosahedral Penrose tiling presented in chapter 4 (Figures 4.4, 4.5 and 4.6). In 
the latter case, however, we observe that the position of the pseudo gap is still moving a bit 
around some mean value for the three approximants, which is a consequence of the fact for 
these lower order approximants the orientation of the physical space still changes consider­
ably so that the position of the projection of the higher dimensional lattice vector, which 
yieds the strong coupling that is responsible for the pseudo gap, moves correspondingly. 
1.2.4 C H A R A C T E R I Z A T I O N O F S P E C T R A AND EIGENSTATES 
For a periodic structure, the eigenstates can be characterized continuously by wavevectors 
к inside the Brillouin zone. As a consequence the spectrum consists of a finite set of 
continuous closed intervals, separated by gaps. Such a spectrum has a finite non-zero 
Lebesgue measure and the spectrum is called absolutely continuous. The density of states, 
which is obtained by integration over all wavevectors inside the Brillouin zone, is a smooth 
absolutely continuous function, with only a finite number of singularities or kinks, which are 
due to stationary points in the branch surfaces. As a consequence of the Bloch ansatz (1.9), 
the eigenmodes in periodic structure are all extended. Bloch states cannot be normalized. 
By definition states which can be normalized are localized. Generally one argues that a 
Bloch state is the limit of weakly localized states. 
In non-periodic systems other then extended states can occur. If for a non-periodic 
system all states are localized, then the corresponding spectrum consists of a countable set 
of points and is called a point spectrum. The density of states is a sum of delta peaks. 
Apart from extended and localized states, there exists a third kind of states, which are the 
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critical states Critical states are observed in several 1-dimensional quasipenodic exitation 
models 1 2 1 3 Just as extended states they cannot be normalized However the difference 
with extended states is that they do not correspond to an absolutely continuous spectrum 
but to a singularly continuous spectrum, ι e the integrated density of states is a singularly 
continuous function A singularly continuous spectrum consists of a Cantor set A Cantor 
set is a closed set of points with no isolated points whose complement is dense So in general 
the spectrum of a non-periodic system consists of three parts, an absolutely continuous 
part, a point spectrum part and a singularly continuous part 
Numerically it is often not easy to distinguish between the different types of spectra 
and eigenstates In the case of quasipenodic structures the character of the spectrum and 
eigenstates may be investigated by means of the scaling properties of the spectrum and 
eigenstates for a systematic sequence of approximants At each step to a larger approximant 
there is a certain decrease of the bandwidths The rate of this decrease in the limit is an 
indication for the character of the spectrum for the infinite quasipenodic system For an 
absolutely continuous spectrum in the limit all bandwidths behave as 1/a, where a the 
lattice constant of the approximant, and for a pure point spectrum all bandwidths fall off 
faster than any finite power of 1/a In the intermediate case, ι e for a singularly continuous 
spectrum, the bandwidths fall off proportionally to a set of different finite powers of 1/a 
A similar analysis can be applied to the eigenstates for approximants to determine the 
character of the eigenstates in the incommensurate limit 
That the occurrence of localized states in incommensurate structures gives rise to a 
fast decrease of the bandwidth for periodic approximants may be roughly understood as 
follows Imagine a state which is localized in the middle of the unit cell of some approxi­
mant of a quasipenodic system Necessarily this state corresponds to an eigenvector of the 
coupling matrix describing the excitation model The matrix elements of this matrix may 
be represented by assigning a value to each site and, assuming a short range interaction, to 
each connection between close neighbours for indicating the diagonal and the off-diagonal 
elements respectively Due to the Bloch theorem only the off-diagonal elements that cor­
respond to a bondlength passing the boundaries of the unit cell depend on the wavevector 
к So if an eigenvector has only non-vanishing values at sites in the middle of the unit cell, 
then obviously this eigenvector does not depend on the k-vector and will be an eigenvec­
tor for each k-vector inside the Bnllouin zone with the same eigenvalue Necessarily the 
bandwidth is equal to zero in that case 
The above picture is only a first approach One can go one step further and roughly 
derive the expression for rate of the decrease of the bandwidths for approximants in the 
case that eigenstates converge to localized states in the incommensurate limit Consider 
a system consisting of one unit cell of some approximant of a quasipenodic structure and 
suppose that some eigenstate with energy E for this system is localized around the center 
of the unit cell, which is chosen to be the origin so that outside some circle around the 
origin the wave function/vector falls off as exp(-ar), where г is the distance from the 
origin and a some parameter with a positive real part When the system is enlarged by 
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placing a second unit cell next to the first one, which is exactly the same, then applying 
degenerate perturbation theory the localized one-unit-cell states combine and form two 
states at separated levels for the two-unit-cell system. A first order estimate of their 
energy is: 
E± = E±0 (1.58) 
where β is proportional to the overlap of the two one-unit-cell states, i.e. β « e~aa where a 
the distance between the centers of the two unit cells. Similarly for a system of TV unit cells, 
all the one-unit-cell states will combine and form N states with separated levels for the N 
unit cell system. In the limit of N tending to infinity these levels will form a continuous 
band with a width that remains restricted to a constant times ß. So the decrease of the 
bandwidth in the case of localized states as function of the size a of the unit cell typically 
goes as e~aa, which is indeed faster than any, power of 1/a. 
Critical states yield a scaling behaviour of the bandwidths that is in between that of 
an absolutely continuous spectrum and a point spectrum. 
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CHAPTER 2 
T H E VIBRATIONAL DENSITY OF STATES FOR ICOSAHEDRAL 
QUASICRYSTALS IN CLUSTER AND COMMENSURATE APPROXIMATION 
J. Los and T. Janssen 
Institute for Theoretical Physics, University of Nijmegen, 
6525 ED Nijmegen, The Netherlands 
ABSTRACT. 
The vibrational density of states (DOS) is calculated for the 3-dimensional icosa-
hedral Penrose tiling in two different approximations, the cluster approximation 
and the commensurate approximation. The results for both these approxima-
tion are roughly the same and make the behaviour of the DOS for the infinite 
quasiperiodic structure predictable. Results for the undecorated model are com-
pared with the results for a realistic model of the icosahedral phase of Al-Mn-Si 
(i-AlMnSi) in the cluster approximation. The global contours of the DOS for 
i-AlMnSi are in reasonable agreement with experimental results. 
1based on J. Phys Cond Matter 2, 9553 (1990) 
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2.1 INTRODUCTION 
In 1984 Shechtman, et al. 1 found a diffraction pattern with sharp spots in combination 
with icosahedral point group symmetry by doing measurements on a rapidly cooled Al-Mn-
alloy. Since then, other compounds with similar properties have been found. This amazing 
fact implied a variety of difficult problems for solid state physicists such as: to determine 
the structure which is, although ordered, not lattice periodic as well as to deal with the 
physical properties, such as the dynamics and the electronic behaviour. 
Concerning the structure, most people working on the subject seem to agree that the 
structure of i-AlMnSi is related to a 3-dimensional quasi-lattice, and therefore the structure 
is called a quasicrystal. A quasi-lattice is not periodic but quasiperiodic. The vertices of 
a quasi-lattice can be connected in such way that a quasiperiodic covering of space with 
a finite number of different 'tiles' is formed, a so-called Penrose tiling. The 3-dimensional 
tiling considered in this chapter for studying the vibrational density of states is generally 
known as the icosahedral Penrose tiling (i-PT) 2· 3· 4 There are several methods to construct 
Penrose patterns: the deflation rule method 5· 6 , the projection method 7· 8 , the section 
method 9· 10 and the general dual method 1 J . To construct our models we have used the 
section method, which consists of taking the intersection of a periodic structure in a higher 
dimensional space with the normal physical space. 
The problem we are faced with when dealing with the lattice dynamics of quasiperiodic 
structures is that we have an infinite number of coupled equations of motion. Although it 
is possible to describe the lattice dynamics in the higher dimensional space (see chapter 1), 
the use of the Bloch theorem for the higher dimensional periodic structure does not lead 
to a reduction of the number of coupled equations to a finite number, as is the case for 
ordinary crystals, because in the higher dimensional space we have instead of point atoms 
'atomic surfaces', so that in fact the unit cell contains an infinite number of point atoms. 
Nevertheless a Penrose tiling is very well ordered, but until now no one has succeeded in 
using this order to simplify drastically the problem of finding the lattice vibrations. One 
has to make approximations. One possibility is to make the number of coupled equations 
of motion finite. This can be done in two different ways: 
1. Commensurate approximation. 
A commensurate approximation or approximant is a deformation to a periodic struc-
ture. In general there exists an infinite systematic sequence of approximants con-
verging to the quasiperiodic structure. The better the approximant the more atoms 
inside the unit cell. From the convergence of the results for successive approximants 
one may be able to estimate the density of states (DOS) or integrated density of 
states (IDOS) for the quasiperiodic limit. 
2. Cluster approximation. 
In the cluster approximation a finite part of the quasiperiodic structure is considered. 
One can study the behaviour of the DOS for clusters of different size and with different 
kinds of boundary conditions. 
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Of course comparison of the results for both approximations gives important information 
about how good these approximations are 
The outline of this chapter is as follows In section 2 2 we discuss briefly how the 
l-PT is constructed by using the section method Then we define a simple dynamical 
model by putting atoms on the vertices of the l-PT and springs between neighbours In 
subsection 2 2 1 the cluster approximation is discussed and the DOS is presented for clusters 
of different size, different boundary conditions and different choices of the spring constants 
Subsection 2 2 2 deals with commensurate approximations, which can also be obtained from 
the section method The DOS is presented for three successive approximants In section 
2 3 we will briefly discuss the structure of i-AlMnSi as proposed by Janot et al 1 3 and 
present the DOS for this structure in the cluster approximation using a Lennard Jones 
potential The last section contains some conclusions 
2.2 STRUCTURE AND DYNAMICS OF THE ICOSAHEDRAL PENROSE 
TILING 
The icosahedral Penrose tiling (i-PT) can be obtained by taking the intersection of a 
periodic structure in a 6-dimensional space V
s
 with a 3-dimensional subspace VE, called 
physical space or external space The basis in V
s
 can be chosen as hypercubic 
αϊ = o(l, φ, 0,1, φ, 0) a2 = o ( - l , φ, 0,1, -φ, 0) 
α 3 = α(0,1, φ,-φ,0,-1) a 4 = а(ф,0,1,0, -Ι,φ) (2 1) 
a 5 = а(ф,0, -1 ,0 , -Ι,-φ) α6 = α(0,1,-φ,-φ,0,1) 
where a is a lattice constant, which we choose equal to 1 for simplicity, and φ the golden 
mean, ι e φ = (\/5 + l)/2 The first three components of these vectors are in the external 
space VE and form together with their opposites the vertices of an icosahedron The last 
three are in the internal space V¡, which is perpendicular to Vg, so that 
Vs = VE Θ V¡ 
Projecting the 6-dimensional hypercubic unit cell on V¡ gives a 3-dimensional polyhe-
dron, called tnacontahedron The 6-dimensional periodic structure is obtained by putting 
such a tnacontahedron in its projected orientation at each lattice point of the 6-dimensional 
lattice, the center of the tnacontahedron coinciding with the lattice point The tnacon-
tahedron is also said to be the atomic surface or acceptance domain The intersection of 
the higher dimensional structure with a 3-dimensional subspace parallel to VE IS an i-PT, 
containing two types of 'tiles', a thick and a thin rhombohedron (see Figures 2 la and 
2 1b) 
When the 3-dimensional intersection hyperplane parallel to VE contains a lattice point 
of the 6-dimensional lattice, the i-PT has almost icosahedral point group symmetry, this 
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lattice point being the centre of symmetry. That the icosahedral symmetry is not com­
plete is due to the fact that to obtain a true i-PT one of two opposite boundaries of the 
triacontahedron has to be excluded from the acceptance domain. The symmetry can be 
made complete by including (or excluding) both these boundaries. The resulting structure 
is then not a true i-PT.anymore and we will denote these tilings as symmetrized tilings. 
a) b) 
Figure 2.1 — The 'tiles' of the i-PT: the thick rhombohedron (a) and the thin 
rhombohedron (b). The distances are &=1.070, с = 1.902 and d = 2.000. The other 
neighbour distance, i.e. b =1.236, occurs only in the symmetrized structure. 
A dynamical system is constructed by putting an atom with mass m = l at each vertex 
and connecting neighbouring atoms by springs. Then in the harmonic approximation the 
potential energy can be written as 
Φ = ί Σ Σ Μ № - δ ? ) Μ 2 (2-2) 
г i'(í) 
where Σ»'(ί) means summation over the neighbours of г, аці the spring constant of the 
spring between atom i and i', и, the displacement of atom i from its equilibrium position 
and Гц: a unit vector in the direction of the line connecting the equilibrium positions of 
both atoms. 
As neighbours we have taken all pairs of atoms with an equilibrium distance equal 
to 1.070, 1.236, 1.902 or 2.000, which are the four shortest distances occurring in the 
symmetrized i-PT. The distance 1.236 does not occur in the true i-PT but occurs as a 
consequence of the symmetrization. Figure 2.1 shows where those distances occur in both 
rhombohedra. 
The relevant quadratic term of Φ is given by: 
quadratic term = - ^ ^ и у
а
/ Ф ( 2 ) I J, 3 \uia (2.3) 
j'oc' ja \ / 
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where uja is the α-component of the displacement of atom j and: 
Φ
( 2 )
 ( 3, 3 ) = д-—w— = Σ ο « ν ν ^ -Σα]ϊ*ιι'<>·*ιϊ*δν· (2-4) 
The equation of motion then becomes: 
v=-i*(2,(; £W (2-5) 




 amounts to the following infinite eigenvalue problem: 
-V=EW Q £W ( 2 · 6 ) 
2.2.1 CLUSTER APPROXIMATION 
To reduce the number of coupled equations to a finite number, so that one can solve the 
eigenvalue problem (2.6), one possibility is to take a cluster of the i-PT with a finite number 
of atoms. As boundary conditions one can take either free or fixed boundary conditions. 
A free boundary means that there is no interaction between the atoms at the boundary 
and anything outside the cluster. A fixed boundary means that the cluster is embedded in 
the infinite system, but the atoms outside the cluster are fixed. 
Furthermore, we will consider symmetrized i-PT clusters, i.e. clusters with complete 
icosahedral symmetry, obtained by including all boundaries of the triacontahedron to the 
acceptance domain. Note that the symmetrized i-PT is close to a true i-PT in the sense 
that relatively few atomic positions have to be added to complete the symmetry. The 
eigenstates for a symmetrized cluster transform according to the irreducible representations 
of the icosahedral group. By using a symmetrized basis we can first block diagonalize the 
eigenvalue problem (2.6), leaving us to solve an eigenvalue problem for each irreducible 
representation. The order of these eigenvalue problems is much smaller than the order 
of the dynamical matrix for the total system. Regarding the finiteness of the computer 
storage capacity and the amount of computation time needed, this is a very useful fact. 
Another useful fact is that the irreducible components of the dynamical matrix, apart 
from being real and symmetric, are also band matrices, the bandwidth being about a 
quarter of the order of the matrix blocks for the symmetrized 5/3-approximant. This is 
due to the fact that we assumed no interaction between atoms with an equilibrium distance 
bigger than 2.0. Although the matrix-elements of these irreducible blocks do not describe 
the coupling between atoms, but the coupling between orbits of atoms, it is still true that 
two orbits for which the difference in distance to the centre of the cluster, which is the 
symmetry centre, is bigger than 2.0 do not couple. 
Figures 2.2a and 2.2b show the DOS for clusters of respectively 7895 and 16009 atoms 
with free boundary conditions and all spring constants equal to 1. Although the fine 
structure still changes for these clusters, the global contours seem to have converged. 
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Figure 2.2 - The DOS for clusters of the i-PT with 7895 (a) and 16009 (b) atoms 
and free boundary conditions. All spring constants were taken equal to 1. 
0.00 0.16 1.70 2.66 3.40 
FREQUENCY 
Figure 2.3 — The DOS for a cluster of the i-PT with 7895 atoms and fixed boundary 
conditions. All spring constants equal to 1. 
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a) b) 
Figure 2.4 — The DOS for a cluster of the i-PT with 7895 atoms with free boundary 
conditions. The spring constants for both biggest neighbour distances were taken 
equal to 1, whereas those for both smallest neighbour distances were taken equal to 
2 (a) and 3 (b). 
Figure 2.3 shows the DOS for a cluster of 7895 atoms with fixed boundary conditions. 
Globally this result is similar to the result of Figure 2.2. The most important difference is 
that the density at low frequencies is relatively lower for the cluster with fixed boundary 
conditions. However, at this size of the clusters the effect of the boundary conditions is al­
ready rather small, and therefore one can expect that the DOS for the infinite quasiperiodic 
tiling is globally in agreement with the results shown in the Figures 2.2 and 2.3. 
Figures 2.4a and 2.4b show the DOS for clusters of 7895 atoms with free boundary 
conditions where the spring constants for the two smallest neighbour distances were taken 
equal to 2 and 3 respectively. These two distances occur much less frequently than the other 
two, for which the spring constants were taken as before equal to 1. As expected the support 
of the spectrum increases by using stronger springs for the closer neighbours. Whereas at 
high frequencies the DOS is considerably affected by varying the spring constant, this is 
not the case at frequencies below ω = 2. 
Particularly interesting is the behaviour at low frequencies. An important question is 
whether the DOS behaves quadratically in ω in the low frequency limit, as is the case for 
normal periodic structures. We will come back to this subject when we discuss the results 
for commensurate approximations. 
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2 2 2 COMMENSURATE APPROXIMATION 
A commensurate approximation of the l-PT can be obtained by replacing the (/>'s occurring 
in the set of basis vectors (2 1) by a rational number </>„ A sequence of rational approxima­




 = -¡г- (2 7) 
where F0 = F\ = 1 and F n + 1 = F n + F n _! 
The six basis vectors with φ replaced by φ
η
 span again a 6-dimensional space V
s
 which 
is the orthogonal sum of two 3-dimensional spaces, VE and V¡, associated with respectively 
the first and the last three components of those basis vectors However, now the intersection 
of a 3-dimensional subspace of V, parallel to VE, which contains a lattice point of the 6-
dimensional lattice, with the 6-dimensional lattice is a lattice in three dimensions A basis 
of this lattice depends on η and is given by 
4 n ) = (2/F
n
_1)(0,Fn2 + JFn2_1,0) (2 8) 
aW = (2/F„_1)(0,0,Fn2 + Fn2_1) 
showing that the commensurate approximations have cubic lattice periodicity 
The positions of the atoms inside the unit cell of an approximant can be found in 
the same way as for the l-PT itself, using the section method Project the 6-dimensional 
unit cell of the deformed lattice on V¡, put the projected body, which is now a deformed 
tnacontahedron, in each lattice point of the deformed 6-dimensional lattice and take the 
intersection with a 3-dimensional subspace parallel to VE 
The number of atoms inside the unit cell of the n-th approximant are give by 
where
 м
ц(п) is the volume of the unit cell and V
at(n) the mean volume per atom, which 
can be shown to be equal to 
V
ai(n) = ψ^- (2 10) 
where
 всс
ц(п) is the volume of the unit cell of the 6-dimensional lattice and V(rio(n) the 





_i one finds 
N,(71) = 4F
n
(3F2_1 + 3F n F n _, + 2F2) (2 11) 
Table 2 1 shows that this number grows very fast as function of η 
An approximation for the number of atoms per unit cell is given by 
N(n) = N0cn (2 12) 
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where с = φ3 and N0 is a constant to be fitted. For suitable N0 it appears that the closest 
integers of the numbers calculated according to (2.12) are in exact agreement with the 
numbers Ni(n). Such a good agreement is due to the scaling properties of the structure. 
Instead of the almost icosahedral symmetry that is present in the quasiperiodic struc­
ture the approximants have almost tetrahedral symmetry T
n
, which is the biggest sub­
group of the icosahedral group that is compatible with lattice periodicity. Similarly 
as for the quasiperiodic structure one can construct symmetrized approximants by in­
cluding all boundaries of the deformed triacontahedron to the acceptance domain, so 





_i is odd, the total symmetry group consists of lattice transla­
tions R = 77ΐιθ\ + 7712(4 + 7713З3 ί771! integer) and elements of the point group 7V 
When F
n
 + F„_i is even, there is an additional symmetry-element, which is the translation 
f=(3 ( 1 " ) + 4 n ) + 2(3,0)/2. 
For studying the lattice vibrations we have considered approximants which are slightly 
different from the ones obtained by the section method. To obtain a periodic structure 
which is more directly a deformation of the original structure in physical space, one can 
define atomic positions for the approximant by moving the positions of the original struc­
ture. The original positions are given by integral (not all!) linear combinations of the six 
vectors: 
αιε = (1,Φ,0) a2E = (-1,0,0) 
азЕ = (0,1,Ф) сц
Е
 = {ф,0,1) (2.13) 
а5Е = {ф,0,-1) oes = (0,1,-0) 
Atomic positions for the approximant can then be obtained by taking the same integral 
linear combination but with φ replaced by φ
η
 in (2.13). In general these positions do not 
a produce a periodic structure, but by taking only the positions inside the unit cell that 
is defined by the lattice (2.8) a periodic structure can be generated. With these atomic 
positions the structure of the approximant is, within the unit cell, topologically similar to 
some part of an i-PT. Using this method the number of atoms inside the unit cell as a 
function of η for symmetrized approximants, i.e. having complete T
n
 symmetry, is given 




















Whereas in the original tiling only two 'tiles' occur, in the approximants more than two 
'tiles' occur, due to the deformation. Note that the rhombohedra are the projections of the 
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3-dimensional boundaries of the 6-dimensional hypercube. There are 120 such boundaries 
and the projections will in general not all be equal to one another. This depends on the 
orientation of the subspace relative to the higher dimensional lattice. For the i-PT the 
orientation is such that only two 'tiles' occur, but for the commensurate approximations 
the orientation is slightly different and more 'tiles' occur. This implies also that more 
variation in short neighbour distances occurs. For the commensurate approximations up 
to φ = 5/3 the shortest neighbours distances are: 
η = 2/1 
η = 3/2 








1.803 ; 1.871 ; 2.000 ; 2.062 
1.333 ; 1.945 ; 2.000 ; 2.054 
In the limit of η —» oo these distances converge to the four distances occurring in the 
symmetrized quasiperiodic tiling. 
Due to the translational symmetry of the approximants, the displacements of the atoms 




where Uñ,Q is the displacement in the α-direction of the i-th atom in the unit cell at lattice 
position Я. Substituting this ansatz in (2.5) leads to: 







A,Q'W/) = E * ( 2 ) ( ^ %)'-** i 2 1 6 ) 
is the dynamical matrix which depends on the wavevector к but has a finite dimension. 
To obtain all eigenstates one has to consider all wavevectors inside the first Brillouin zone. 
However, for the moment we have only considered the eigenstates for special ¿-vectors, 
namely those for which the symmetry of the dynamical matrix is 7),, which are k\ = 0 and 
k2 = (π/ο)(1,1,1), or Dih (order 8), which are k3 = (π/α)(1,0,0) and £4 = (π/α)(1,1,0) 
and symmetry related ¿-vectors. For other ¿-vectors the symmetry group has order smaller 
than 8 and, at least in the case of the φ = 5/3 approximant, the irreducible matrix blocks 
are too large to handle. 
Figures 2.5a, 2.5b and 2.5c show the DOS for respectively the φ = 2/1, the φ = 3/2 
and the φ = 5/3 symmetrized approximants. All spring constants were taken equal to 
1. Firstly these pictures demonstrate that global convergence already takes place for the 
lowest approximants. Secondly, in particular the result for the φ = 5/3 approximant is in 
good agreement with the result of the cluster approximation. Only the fine structure is 
different. In fact the fine structure remains still uncertain from these pictures. To find out 
what the behaviour of the fine structure will be, either a smooth or a irregular behaviour, 
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Figure 2.5 - The DOS for the φ = 2/1 (α), φ = 3/2 (b) and φ = 5/3 (с) sym­
metrized approximants of the i-PT. All spring constants equal to 1. 
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one should consider all states by integrating over the wavevectors inside the Brillouin zone 
for approximants and then see what happens when approaching the incommensurate limit. 
In another comparison Figure 2.6 shows the integrated density of states (IDOS) for 
the cluster approximation (7895 atoms) with free boundary conditions and the φ = 5/3 
symmetrized approximant. 
We have made a more detailed study of the low frequency part of the spectrum. Within 
the tetrahedron, of which the corners are formed by the four fc-points mentioned above, 
one can make a linear interpolation of the branch surface, knowing the eigenfrequencies at 
the corners. Note that due to the Th symmetry, this tetrahedron represents the irreducible 
part of the Brillouin zone. With the linear fit the density of states Ω{ω) can be obtained 
easily by analytic integration: 
D H ^ - Í , / α* ί(ω-ω.(*)) = Τ—^ / S - ^ - (2.17) 
v ;
 V (2π)3 /в„ " Υ (2π)3 Js„ |ft . ш.(к)\ 
where Σ„ means summation over all branches, J"5u means integration over the surface of 
constant ω and ñ is a unit vector othogonal to this surface. 
Figure 2.7 shows the DOS at low frequencies for three approximants obtained by Bril-
louin zone integration. In this picture we observe deep minima, so-called pseudo gaps, 
occurring at lower and lower frequencies when tending to larger approximants. However, 
the linear interpolation for each of the branch surfaces may be a too rough approximation. 
Nevertheless the picture indicates that it is certainly interesting to make a more refined 
study of the low frequency part, by using more sophisticated integration methods. 
2.3 T H E D O S O F I - A L M N S I 
The structure of 1-А17^5г5Мп2\ may be possibly seen as a decorated icosahedral i-PT. 
As decoration various propositions have been made. Here we will take the structure as 
proposed by Janot et al. 1 3 . In this structure Mn atoms occur at the vertices, Al or Si atoms 
on the long diagonals of the faces of the rhombohedra and, for the thin rhombohedron only, 
Al atoms on the body diagonals. Some of the positions have an occupation probability 
which is less than one. This means that to calculate the DOS one has to average over 
all possible configurations. However, for clusters of the size as considered before, this 
would take too much computation time and too much storage space. Note that most 
configurations do not have complete icosahedral symmetry. However only a relatively small 
number of the positions do have an occupation probability less than one and therefore we 
have done the calculation for only one 'reasonable' configuration with complete icosahedral 
symmetry. 
In our dynamical model atoms with an equilibrium distance less then 4.85 Â are consid-
ered as neighbours. The shortest neighbour distance is 1.59 A. Instead of a spring potential, 
we used a Lennard Jones potential, which is more realistic in the sense that differences in 
neighbour distances are taken into account in a natural way. Moreover, such a potential 
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Figure 2.6 — The integrated density of states (IDOS) for the i-PT in the cluster 
approximation (dashed line) and the φ = 5/3 symmetrized approximant (solid line). 
All spring constants equal to 1. 
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1.00 
Figure 2.7 — The DOS at low frequencies for the φ = 2/1 (dotted line), φ = 3/2 
(dashed line) and φ = 5/3 (solid line) symmetrized approximants using a linear 
interpolation for the branch surfaces. 




Figure 2.8 — The DOS for an icosahedral cluster (with 7479 atoms) of i-AlMnSi 
using a Lennard Jones potential with well depth equal to 4-ê mRy for each neigh-
bouring pair. 
is close to the typical interaction potentials between atoms in various alloys calculated by 
Hafner 14. The expression for it is: 





12 IÄ.,16 ΣΣ<Μ*ν) (2.18) 
i i'(i) 
where Гц· = f, + и¿ - f¿< - и
г
-. 






i\ = А2АЦІ/ВЦІ. In our model the minimum of the potential was taken 
equal to 4.2 mRy. This choice was made such that the range of calculated energies is in good 
agreement with the results of inelastic neutron scattering experiments 1 5 . Furthermore the 
position of the potential minimum was taken equal to the neighbour distance, which assures 
the stability of the structure. Knowing the position and the value of the potential minimum 
the constants Ац* and B¿¿< are completely fixed. 
The result of the calculation is presented in Figure 2.8 where the DOS is shown for a 
cluster with 1489 Mn and 5990 Al atoms. It would be interesting to compare the result 
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also with the result of the same calculation for the crystalline phase, which still has to be 
done. 
2.4 CONCLUDING REMARKS 
We have investigated the vibrational density of states of models for icosahedral quasi-
crystals. Several approaches to this problem were compared. 
The cluster and commensurate approximations to models with harmonic springs give 
essentially the same density of states. In the cluster approximation the effect of the bound­
ary conditions seems to vanish for increasing clusters. No sensitive dependence in these 
has been found. In particular at higher frequencies there is a clear dependence on the 
choice of the spring constants. Therefore the density of states was determined for a model 
structure for AlMnSi found in the literature using a Lennard Jones potential. The result 
is in qualitative agreement with experiments. 
At low frequencies a global ω2 dependence of the density of states can be expected, but 
with probably a complicated structure on top of that. A further investigation of these low 
frequency properties can be found in chapter 4. 
A C K N O W L E D G E M E N T S This work has been supported by the 'Stichting voor Fun­
damenteel Onderzoek der Materie' (F.O.M.) with financial support of the 'Nederlandse 
Organisatie voor Wetenschappelijk Onderzoek' (N.W.O.). 
REFERENCES 
1 D. Shechtman, I. Blech, D. Gratias, and J.W. Cahn - Phys. Rev. Lett. 53, 1951-1953 (1984) 
2 T. Ogawa - J. Phys. Soc. Jpn. 54, 3205 (1985) 
3 R. Penrose - Math. Intell. 2, 32 (1979) 
4 A.L. Mackay - Kristallografica 26, 910 (1981); A.L. Mackay - Physica A 114, 609 (1982) 
5 M. Duneau, and A. Katz - Phys. Rev. Lett. 54, 2688 (1985) 
6 V. Elser - Phys. Rev. В 32, 4892 (1985) 
7 R.K.P. Zia, and W.J. Dallas - J. Phys. A 18, L341 (1985) 
8 V. Elser, and C.L. Henley - Phys. Rev. Lett. 55, 2883 (1985) 
9 T. Janssen - Acta Cryst. A 42, 261 (1986) 
10 Per Bak - Phys. Rev. Lett. 56, 861 (1986) 
11 J.E.S. Socolar, P.J. Steinhardt, and D. Levine - Phys. Rev. В 32, 5547 (1985) 
12 T. Janssen - J. Phys. С, Solid State Phys. 12, 5381 (1979) 
13 C. Janot, M. De Boissieu, J.M. Dubois, and J. Pannetier - J. phys.: Condens. Matter 1, 1029 
(1989) 
52 CHAPTER 2. PHONONS IN ICOSAHEDRAL QUASICRYSTALS I 
14 J. Hafner - Phys. Rev. В 21, 406 (1980) 
15 P.F. Miceli, S.E. Youngquist, D.A. Neumann, H.Zabel, J.J. Rush, and J.M. Rowe - Phys. 
Rev. В 34, 8977 (1986) 
CHAPTER 3 
SCALING PROPERTIES OF VIBRATIONAL SPECTRA AND EIGENSTATES 
FOR TILING MODELS OF ICOSAHEDRAL QUASICRYSTALS1 
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6525 ED Nijmegen, The Netherlands 
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ABSTRACT. 
A study of the lattice dynamics of 3-dimensional tilings modelling icosahedral 
quasicrystals is presented, both in commensurate approximations and cluster ap-
proximations. In the commensurate approximation this is done for three different 
types of tilings, namely: perfect, symmetrized and randomized approximants. It 
turns out that the density of states as a function of frequency is smoothed by 
randomization. A multifractal analysis of the spectrum shows that mainly at 
high frequencies the scaling behaviour of the spectrum is different from that for 
periodic structures. Also the eigenvectors are examined and it appears that only 
the states at the very upper end of the spectrum have a relatively small participa-
tion fraction, i.e. are more localized. The majority of the states scale as normal 
extended states, as is shown by a multifractal analysis of the eigenvectors for sys-
tematic approximants. Also, for most of the states localization is not enhanced 
by randomization. Throughout the paper the results are compared with those 
for a 1-dimensional quasicrystal, the Fibonacci chain. 
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3.1 INTRODUCTION 
In this chapter we present a further study of the lattice dynamics of 3-dimensional icosa­
hedral Penrose tilings (i-PT's), which are closely related to the structure of icosahedral 
quasicrystals, discovered by Shechtman et al in 1984 1 
The l-PT has no 3-dimensional lattice periodicity but is quasipenodic Therefore calcu­
lations of physical properties, such as phonons and electronic states, are much more difficult 
than in ordinary, periodic structures In chapter 2 have presented numerical calculations 
of the phonon spectrum of symmetrized clusters and rational approximants in a simple 
dynamical model In this chapter not only the spectrum but also the eigenvectors are 
considered This will also be done for so-called randomized tilings, which are constructed 
from perfect quasipenodic tilings or rational approximants by repeatedly flipping certain 
atomic positions Differences between the vibrational spectra of perfect and randomized 
tilings might give us a mean to distinguish between such structures experimentally It is 
known that the randomized tilings, or random tilings, as they are usually called, are very 
well acceptable as models for real quasicrystals 2 3 
The density of states D{w) is defined such that D(u))<L· is equal to the number of 
states between ω and ω + άω For ordinary crystals with only a few atoms in the unit cell 
the density of states (DOS) is a smooth function of ω with only a few singularities (Van 
Hove-singulanties) These singularities are due to points in the phonon branches for which 
fi VJC^»(£) = 0 holds, where ш
е
(к) is the sth phonon branch as a function of the wavevector 
к and fi is a unit vector orthogonal to the branch surface at к The l-PT is the limit of a 
sequence of approximants with more and more atoms inside the unit cell and thus, since 
the number of branches is 3 times the number of atoms in the unit cell, a large number of 
singularities might occur in the spectrum These singularities will not be strong however, 
since the Bnllouin zone is small for structures with large unit cells, and thus only in the 
fine structure an irregular behaviour of the DOS can be expected Globally one expects 
that the DOS is smeared out In the randomized tilings the local order, which is present 
in the perfect tilings, is partially lost It is likely that this loss of order is also visible in 
the DOS 
For several 1-dimensional quasipenodic structures, including also the 1-dimensional 
quasicrystals, it has been shown that excitation spectra have a character different from 
that of periodic crystals In the latter case the spectrum consists of a number of bands 
and is absolutely continuous All states are extended Bloch waves It is known that 
for completely random 1-dimensional structures the spectrum is a pure point spectrum 
with correspondingly localized states, ι e states with an exponential decrease of the wave 
function outside a bounded region This also holds for 2-dimensional random structures, 
but not for 3-dimensional random structures where part of the states may be normally 
extended For the Fibonacci chain, which is a 1-dimensional quasicrystal, it was shown 
4 5
 that the vibrational spectrum is neither an absolutely continuous nor a point spectrum 
but so-called singularly continuous, with correspondingly critical states Examples of such 
states are states showing an intermittent behaviour, ι e they are essentially localized on 
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several disconnected bounded regions 
As a comparison we have reconsidered the lattice dynamics of the Fibonacci chain The 
character of the spectrum and the eigenstates has been studied using the same numerical 
approach as for the 3-dimensional tilings The Fibonacci chain can be considered as a 
1-dimensional quasipenodic sequence of long and short intervals, which remains invariant 
under the following inflation rule replace each long interval by a long and a short interval, 
replace each short interval by a long interval In our study of the dynamics of this system 
we simple placed atoms with mass m = 1 on the vertices and connected neighbouring 
atoms by springs with spring constant К = 1 for a long interval and К = 3 for a short 
interval 
To determine the character of spectra for 1-dimensional systems Kohmoto introduced 
a multifractal analysis, based on a thermodynamical formalism 6 In this paper we show 
how this method can be generalized for systems in arbitrary dimension, and results are 
presented for several periodic l-PT approximants Since the multifractal analysis only 
gives information on the character of the spectrum of the l-PT if one is able to predict 
what happens in the limit to the infinite quasipenodic system, the results for only a 
couple of smaller approximants may not be sufficient to draw any definitive conclusions 
Nevertheless, a lot of useful information is obtained, also because we can compare with the 
corresponding results for the Fibonacci chain, for which the behaviour in the infinite limit 
is known analytically 
Kohmotos multifractal analysis of the eigenvectors (wave functions) works the same 
way in any dimension The method is intended to give information about the scaling 
behaviour of the eigenvectors under enlargement of the system 
Concerning the multifractal analysis, we will introduce some further extensions to it, 
which enables us to compare properly the multifractal properties of spectra and eigenvec­
tors for different systems of (different) finite size Our approach is especially useful for 
analysing carefully the convergence of the results for systematic approximants of systems 
which can not be analyzed analytically, due to the lack of lattice translational symmetry 
The remainder of this chapter is organized as follows In section 3 2 the structure 
of i-PT's and closely related tilings such as symmetrized tilings, rational approximants 
and randomized tilings are explained Then the dynamical model is defined In section 
3 3 the DOS is presented for various tilings, and special attention is paid to the effect of 
randomization It is also studied whether the DOS is sensitive to the kind of interaction 
that is used In section 3 4a generalization of the multifractal analysis of spectra for sytems 
in arbitrary dimension is given and applied to perfect, symmetrized and randomized l-PT 
approximants In section 3 5 the participation fraction, which is a measure for the number 
of atoms participating in a certain eigenmode, is studied as function of frequency for 
clusters and various approximants Furthermore a numerical approach to study the scaling 
behaviour of the eigenvectors, based on the multifractal analysis, is proposed and applied 
to systematic approximants Both in section 3 4 and 3 5 the results are compared with the 
corresponding results for the Fibonacci chain Section 3 6 contains our conclusions 
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3.2 STRUCTURE AND DYNAMICAL MODEL 
3 2 1 T H E ICOSAHEDRAL P E N R O S E TILING 
The 3-dimensional icosahedral Penrose tiling (i-PT) (see e g 7 ) is space filling with two 
kinds of 'tiles', a thick and a thin rhombohedron The thick rhombohedron occurs φ 
times more often than the thin one, where φ = (\/5 + l)/2 is the golden mean The 
i-PT is quasipenodic and can be obtained as the intersection of a 6-dimensional periodic 
structure with a 3-dimensional subspace VE, called physical space or external space The 
6-dimensional lattice can be chosen to be cubic In Cartesian coordinates a basis for it is 
given by 
<H = (1,0,0,1,^,0) a2 = ( - 1 , 0 , 0 , 1 , - 0 , 0 ) 
a 3 = ( 0 , 1 , 0 , - 0 , 0,-1) a 4 = (0 ,0 ,1 ,0 ,-1 ,0) (3 1) 
a 5 = (0,0, - 1 , 0 , - 1 , - 0 ) a 6 = (0,1, - 0 , - 0 , 0 , 1 ) 
The first three components of these vectors are in external space VE, whereas the last three 
are in internal space V¡, which is perpendicular to VE These two spaces are separately 
left invariant by icosahedral symmetry The projections of the six basis vectors and their 
negatives on either of the two spaces point to the vertices of an icosahedron 
The 6-dimensional periodic structure consists of an array of 3-dimensional polyhedra, 
which are called atomic surfaces For the i-PT the atomic surface is a tnacontahedron, 
which is obtained as the projection of the 6-dimensional hypercubic unit cell on V¡ On 
each lattice point of the 6-dimensional lattice such a tnacontahedron is placed parallel to 
V¡, such that the lattice points are the centres of the tnacontahedra The vertices of the 
tiling, which will be used as atomic positions, are obtained as the intersections of external 
space VE with the atomic surfaces 
Although the symmetry requirements fix the orientation of external space relative to 
the lattice one still has the freedom to shift VE along an internal direction, parallel to V¡ 
In order to obtain the vertices of a true i-PT, made of rhombohedral 'tiles', we must take 
care that external space never touches any 0-, 1- or 2-dimensional boundary of an atomic 
surface In the present case this implies in particular that external space must not pass 
through any lattice point nor through any 6d body centre of the cubic lattice, which is the 
reason why there are no i-PT's with exact icosahedral symmetry 
Positions of external space for which VE intersects the boundary of an atomic surface 
are called singular To ensure that the tilings corresponding to a singular position of VE 
are still tilings with the same two rhombohedra, an infinitesimal shift of VE to a non-
singular position has to be applied, which amounts to the same as including only half of 
the boundaries to the atomic surfaces Singular positions can be resolved in two or more 
inequivalent ways, so that there are several i-PT's corresponding to such positions In a 
certain sense i-PT's corresponding to a singular position of VE can be understood as the 
limit of a sequence of i-PT's corresponding to non-singular positions 
If we insist on a structure with exact icosahedral symmetry we may let VE pass through 
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a lattice point (i.e. the centre of an atomic surface) and make an ad hoc assignment on 
which parts of the boundaries of the atomic surfaces should be included. We only have 
to make sure that this assignment respects icosahedral symmetry. The price we have to 
pay then is that the resulting structure is not the set of vertices of a true i-PT made of 
rhombohedra, but a more general quasiperiodic structure (see section 3.2.2). 
Another characteristic of the i-PT concerns its scaling property. A certain subset of 
the vertices of the i-PT form the set of vertices of a new i-PT consisting of rhombohedra 
that are now φ3 times larger than the original ones. 
3.2.2 RELATED TILINGS 
COMMENSURATE APPROXIMATIONS 
One can obtain 3-dimensional lattice periodic approximants of the i-PT by slightly deform­
ing the 6-dimensional structure. This can be done in different ways, and a general analysis 
has been made by Janssen l u . Here we give a brief summary of the results. To obtain a 
lattice periodic structure one replaces the tp's in the internal components of the six basis 
vectors (3.1) by rational numbers. A sequence of rational numbers which give increasingly 







the Fibonacci numbers, defined by the recursion F_i = 0, F0 = 1, Fn+i = Fn + Fn_i. 
Notice that the atomic surface, which now is the projection of the deformed 6-dimensional 
unit cell on the internal space, is also deformed by this substitution. If the same rational 
value is used in each of the three internal components the structure in physical space will 
have a cubic lattice of translational symmetries. These approximants are denoted as the 




_i = even, there is an addi­
tional body centring, giving the bcc translational symmetry. If different rationale are used 
for the three internal components one can either have a tetragonal unit cell if two of the 
three rationals are equal, or an orthorhombic unit cell if the three rationale are different. 
If one maintains the irrational value of the 0's occurring in the three external compo­
nents the approximant structure will consist of the same two rhombohedra as the i-PT. On 
the contrary, if one also replaces the φ'β occurring in the external components by rationals, 
for example such that the 6d lattice remains cubic, then the rhombohedra are deformed 
and more than two 'tiles' occur. We will call these tilings deformed approximants. 
Due to the scaling properties of i-PT's there is a very simple expression which gives ap­
proximately the number of vertices inside the unit cell for any perfect rational approximant, 
with either a cubic, an orthorhombic or a tetragonal unit cell, namely: 
N{n) = Ν0φη (3.2) 
where No is a constant, and η a positive integer. For two successive cubic approximants 
the difference in the corresponding values of η is 3. For the symmetrized approximants 
(see section 3.2.2), where vertices have been added or removed, this formula is somewhat 
less accurate. However it still gives a good indication on the number of vertices. 
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SYMMETRIZED TILINGS 
In the calculation of vibrational eigenmodes for clusters it is for computational reasons 
desirable to have a cluster which has perfect icosahedral symmetry (Д) To achieve this, 
physical space VE must pass through a position of the 6-dimensional periodic structure 
with sufficiently high site symmetry, ι e a lattice point or a 6-dimensional body centre As 
explained in section 3 2 1, this implies that there are boundary intersections, and we have 
to decide what to do with these For instance, we could include all the boundary points 
to the atomic surfaces, or just a certain subset In the latter case, this subset must have 
icosahedral symmetry In either case we do not obtain the set of vertices of an l-PT We 
can also construct tilings which have the symmetry of some subgroup of Д, by choosing 
the appropriate set of boundary points to be included to the atomic surface 
The same holds for periodic approximant tilings In general these have no (non-trivial) 
point group symmetry, but by including (or excluding) all boundaries to the atomic surfaces 
Th-symmetry (order 24) can be obtained in the case of an approximant with cubic lattice 
(the icosahedral group and the cubic group have T), as a common subgroup) Again, the 
resulting structure is not the set of vertices of a tiling made by Penrose rhombohedra 
For the dynamical model to be considered we must take care that in the symmetnzation 
process no 'too short distances' are produced, and that no sites occur which have too many 
or too few neighbours This would indeed be the case for sites originating from a corner 
of an atomic surface Therefore for the symmetrized tilings considered in this paper these 
corners were excluded, whereas the rest of the boundary was included to the atomic surface 
Symmetnzation is very useful if we want to consider larger systems A non-trivial point 
group symmetry can be used to transform the dynamical matrix, which is of order three 
times the number of sites in the system, to block diagonal form, leaving us to solve the 
eigenvalue problem for a number of matrices of much smaller size Each matrix block will 
give solutions which transform according to one of the irreducible representations of the 
symmetry group 
RANDOM TILINGS AND RANDOMIZED TILINGS 
The term 'random tiling' 2 3 refers to a statistical ensemble of tilings all made of the same 
two kinds of rhombohedra as the i-PT's Any such tiling covering space with no overlap 
is in this ensemble, and all tilings in the ensemble have the same statistical weight As 
it turns out, tilings which are nearly i-PT's are abundant in this ensemble There are 
many more ways to build a tiling which is almost an l-PT than there are ways to build 
a periodic or more exotic tiling Numerical simulations 3 indicate that if one picks at 
random a tiling from this ensemble one gets, with probability one, a tiling which resembles 
an l-PT In this context, 'resembling' means the following Any tiling made of the two 
rhombohedra can be lifted to a 3-dimensional lattice hypersurface in a 6-dimensional cubic 
lattice The tiling is recovered by projecting this lattice surface, made of 3-dimensional 
facets of the 6-dimensional hypercubes, onto external space VE Apart from the choice of 
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an origin, this lifting is unique. The lift of a true i-PT is a lattice surface which follows as 
closely as possible to a 3-dimensional hyperplane parallel to VE- In the case of a general 
rhombohedral tiling more general lattice surfaces occur. However, with probability one 
a surface is obtained whose deviation from a plane parallel to VE is uniformly bounded. 
Alternatively, a general rhombohedral tiling can be viewed as a wiggly cut through a 6-
dimensional periodic structure, whereas true i-PT's correspond to plane cuts through the 
same periodic structure. Tilings whose lattice surface in the 6-dimensional lattice have a 
bounded deviation from a plane parallel to VE are said to resemble an i-PT. In fact, they 
share many important properties with i-PT's. In particular, they have a Bragg component 
in their Fourier spectrum at the same positions as the i-PT, and may thus serve as a 
genuine model for quasicrystals. 
Since a typical representative of a random tiling resembles an i-PT, it can be justified 
to pass to a subensemble of all tilings, namely to those tilings which have a given lattice 
periodicity. The same periodicity as for the commensurate approximant tilings will be 
used, which guarantees that the deviation from the full random tiling ensemble will be 
minimal, given the size of the unit cell. Passing to commensurate approximant random 
tilings has the advantages that it is easier to produce 'typical' representatives from this 
ensemble, and it will enable us to use periodic boundary conditions for the dynamical 
model to be considered below. 
Representatives from the subensemble of random tilings with a given lattice periodicity 
can be obtained from commensurate approximant tilings by repeatedly flipping certain 
configurations of rhombohedra. There are sites which are corners of exactly four rhombo-
hedra, two thick and two thin ones. These rhombohedra form a rhombic dodecahedron 
which can be filled in two different ways by the four rhombohedra. The flipping process 
consists of exchanging the filling of such a dodecahedron by its mirror image. This elemen-
tary process is used in a Monte Carlo algorithm: sites are repeatedly chosen at random, 
and each time one picks a site inside such a dodecahedron the flipping procedure is applied. 
It can be shown that this procedure satisfies detailed balance and is ergodic in the space of 
all rhombohedra tilings with a given lattice periodicity, providing thus a valid Monte Carlo 
algorithm. All representatives of random tilings considered in this paper have been pro-
duced by this algorithm. For further details concerning the algorithm we refer to Tang 3. 
Since we will be able to use only some very few representatives in this paper and not the 
whole random tiling ensemble, and in view of the way these representatives are produced, 
we shall call them 'randomized tilings' from now on. 
As explained above, randomized tilings can be represented by fluctuating 3-dimensional 
surfaces in a 6-dimensional cubic lattice. The degree of randomization is characterized by 
the roughness of these surfaces. More precisely, if we denote by h the internal space 
coordinates of each site, the randomness of the tiling can be monitored by the average 
phason strain, defined by < h — < h > >2, where the average < · > is taken over all 
atoms in one unit cell. The average phason strain has a value of about 1.25 for a perfect 
approximant tiling, and increases rapidly with randomization up to about 1.73, where it 
60 CHAPTER 3. PHONONS IN ICOSAHEDRAL QUASICRYSTALS II 
saturates for a completely randomized tiling of infinite size. Due to finite size corrections, 
we can expect a value of 1.58 for a fully randomized 3/2-approximant 3 . 
3.2.3 DYNAMICAL MODEL 
The dynamical model we consider consists of atoms placed on the vertices of the tiling 
which interact with their neighbours. As neighbours in the i-PT and the non-deformed 
approximants we have taken all pairs of atoms with neighbouring distance equal to y/6 — Άφ 
(« 1.070), \/2 + φ (« 1.902) or 2. The latter two distances are respectively the edges 
and the face diagonals of the rhombohedra and occur much more frequently than the 
shortest one, which is the body diagonal of the thin rhombohedron. In the symmetrized 
tilings one additional short distance equal to 20 — 2 (ft¡ 1.236) occurs. In the deformed 
approximants the neighbour distances are slightly changed, and more than three (or four in 
the symmetrized case) short distances occur. However in the limit of large unit cells these 
distances converge to the three or four distances mentioned above. Connecting nearest 
neighbours by springs leads to the following expression for the potential energy: 
Φ = - Σ Σ
 Q
»'[lf< + U - Ъ - «.-I - \гг - r
x
,|]2 (3.3) 
where the summation Σ,-(,) runs over all neighbours of г, α„' is the spring constant of the 
spring between atom г and i' and ω, the displacement of atom г relative to its equilibrium 
position ту The strength of the spring constants can be varied according to the bond 
length. Although the density of states changes when the spring constants are varied, as 
is shown in reference 8 , the scaling behaviour of the spectrum and the character of the 
eigenvectors turn out to be qualitatively independent of the choice of the spring constants. 
Since we are primarily interested in the consequences of the special topology of our model 
tilings for the lattice dynamics the same spring constant was taken for all neighbouring 
pairs in a given tiling, although this spring constant may vary somewhat from tiling to 
tiling. 
In the harmonic approximation, where all terms of order three and higher in the Taylor 
expansion for small displacements are neglected, the consequence of the choice of the 
potential (3.3) is that only the distortion of the spring parallel to f„' is taken into account, 
where r„< is the vector connecting the equilibrium positions of the atoms г and i'. So in 
fact we can replace (3.3) by: 
φ
= τ Σ Σ
Ω
« < Ι Ι (3-4) 
* · «'(·) 
where u
n
it\\ = tttin — t v j . For almost all the results presented in this paper this potential is 
used. However to illustrate how sensitive the model is to changes of the potential we will 
present one result where besides a parallel term also a perpendicular term is taken into 
account: 
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The second term has a physical justification in the fact that atoms do not only interact 
with the hard cores of neighbouring atoms but also with the surrounding electrons, so that 
the potential will in general not be spherically symmetric, which is implicitly assumed in 
the potential (3 3) 
In the harmonic approximation the equation of motion is given by 
"w- = -E* ( 2 ) (a í W ' (36) 
fa' V / 
where Φ ( 2 ) is the matrix containing the second order partial derivatives with respect to 
the displacements For simplicity we choose from now on the masses m3 equal to 1 
Substituting this and u]a = c]ae
lwt
 into (3 6) leads to the following eigenvalue problem 
- ν = Σ*
( 2 ) (;; f , W (3 7) 
For the l-PT this eigenvalue problem is infinite For a cluster however, either with fixed 
or clamped boundary conditions, it becomes finite For a commensurate approximation 
the lattice periodicity is recovered and one can apply normal lattice dynamics using Bloch 
waves The dynamical matrix can then be decomposed into finite dimensional blocks each 
of them corresponding to a certain wavevector к 
3.3 DENSITY OF STATES 
The deformed symmetrized 1/1-approximant, resulting from a 6-dimensional cubic struc­
ture, turns out to be an ordinary 3-dimensional fcc-structure, having one atom in the 
primitive cell In a dynamical model where each atom is connected to its 12 nearest 
neighbours by springs of equal strength (a„< = 1) the DOS has two sharp peaks, one at 
ω = 1 9, due to the transversal branches, the other at ω = 2 6, due to the longitudinal 
branch This is illustrated in Figure 3 1 (dashed curve) The same picture also shows 
the DOS for the deformed symmetrized 5/3-approximant, with 2530 atoms per unit cell 
(solid curve) In the latter case only the states belonging to ¿-values with high symmetry 
were considered, ι e к = (0,0,0), к = π/α(1,1,1), к = π/α(1,0, 0) and к = π/α(1,1,0), 
where a is the edgelength of the cubic unit cell The first two ¿-vectors have weight one 
and yield complete TVsymmetry of order 24, whereas the latter two have weight three and 
yield Z?2h-symmetry of order 8 The ¿-vectors yielding ¿^-symmetry belong to an orbit 
of three symmetry-equivalent vectors inside the irreducible part of the Bnllouin zone For 
the fcc-structure ¿-vectors lying on a whole grid in the Bnllouin zone were considered The 
curves were determined by using the following expression 
D{w)=-lmT î (3 8) 
where £ was taken equal to 0 01 This expression is especially useful to obtain a slightly 
smoothed DOS when only a limited number of eigenstates is available In both cases the 










Figure 3.1 — The normalized density ofstates for the symmetrized 5/3-approximant 
(solid curve) and a fee-structure (dotted curve), using a similar number of states and 
an equal 'mean spring force ' per atom. 
DOS was normalized such that the area enclosed is equal to 1. Unlike in the fec-case, in 
the 5/3-approximant atoms can have different neighbour configurations. In order to make 
a 'correct' comparison, the strength of the spring constants was chosen such that the 'mean 
spring constant' per atoms is equal in both cases: 
i г'(г) 
= 12 (3.9) 
where N is the number of atoms inside the unit cell. For the 5/3-approximant, where the 
mean number of neighbours per atom is 13.69, the spring constant therefore was taken 
equal to aw = 12./13.69 for all neighbouring atoms i and i'. 
Figure 3.1 shows that the strong peaks have disappeared for the 5/3-approximant, 
and are replaced by weaker ones. This can be understood by observing that the three 
branches causing the strong singularities in the fec-case have been replaced by 3 χ 2530 
branches in the relatively small Brillouin zone of the 5/3 unit cell, which yields much weaker 
singularities. The relatively smooth behaviour of the DOS was also found experimentally 
by doing inelastic neutron-scattering experiments on icosahedral PdSiU 9 . Another point 
to mention is that the upper bound of the spectrum (cut-off frequency) is shifted somewhat 
to the right, an effect which was also observed for the Fibonacci chain 4 . At low frequencies 
there is a global o;2-behaviour with about the same proportionality constant in both cases. 
However, in the 5/3-approximant there seems to be some clustering of eigenfrequencies, at 








Figure 3.2 — The density of states for a tetragonal approximant of the i-PT with 
932 atoms inside the unit cell (solid curve) and two randomized versions for this 
approximant (dotted curve and dashed curve). 
least more than in the fcc-case. A detailed numerical analysis of the low frequency region 
is in progress. 
To study the effect of randomization on the DOS we have taken an approximant with 
a tetragonal unit cell containing 932 atoms. In Figure 3.2 the normalized DOS is shown 
for the perfect approximant (solid line) and two randomized versions of it (dashed and 
dotted line). Again only the eight special k-values yielding real dynamical matrices were 
considered. All spring constants were taken equal to 1. One observes that randomization 
induces a smoothing of the DOS, and that the first peak completely disappears. There is 
little difference between the curves belonging to different randomized approximants, which 
suggests that these curves are characteristic for randomized tilings. At low frequencies 
there is hardly any difference visible between all three curves. Obviously the acoustic 
modes are not much affected by changes in the fine structure. 
To determine the sensitivity of the density of states to the kind of potential that is 
used, we have calculated the DOS for the deformed symmetrized 3/2-approximant (599 
atoms) using the potential (3.5), with ац> = 3/4 and β& = 1/4 for each neighbouring pair. 
The result is shown in Figure 3.3 (solid line), and compared with the result for the case 
where a„< = 1 and /?
n
< = 0 (dotted line). It appears that the DOS changes considerably 
by adding the perpendicular term to the potential. However, for a qualitative study of 
the spectrum relative to the spectrum of a simple periodic structure this dependence on 
а.ці and ßa> is not very important. Also, a value of /?«/ equal to one third of the value 







Figure 3.3 — The density of states for the deformed symmetrized 3/2-approximant 
using the potential (3.5) with aw = 3/4 and /?,·,·< = 1/4 for each neighbour pair (solid 
line). The dotted line gives the result for α
ιτ
> = 1 and β
τι
' = 0. 
of ûi t ' is probably unrealistically large. In our study of the eigenvectors we encountered 
no qualitative dependence on the perpendicular term in the potential. Therefore, in the 
following we always take /?«< = 0. 
3.4 SCALING BEHAVIOUR OF THE SPECTRUM 
The rational approximants of the i-PT are related to each other by scale transformations, 
just as for the Fibonacci chain. For the Fibonacci chain as well as for other 1-dimensional 
incommensurate systems it was shown that also the band structure of phonon and tight 
binding models have certain scaling properties. To study the scaling behaviour of spectra 
we have made a multifractal analysis of the bandwidths. The application of such an analysis 
to determine the character of spectra for 1-dimensional systems was already suggested by 
Kohmoto 6 . From the results for several successive rational approximants one might be 
able to derive the scaling behaviour of the bandwidths in the incommensurate limit. 
First we give a generalization of Kohmoto's method for systems in arbitrary dimension. 
Define a measure L for the size of the system by: 
L = (sN) (I/O (3.10) 
where s is the dimension of the system and N the number of atoms inside the unit cell, so 
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that sN is equal to the number of branches. For each band define a scaling index ε,, by: 
Δ, = (1/L)£> (3.11) 
where Д
г
 is the width of the i-th branch. A definition of the bandwidth for a 3-dimensional 
branch will be given later. Furthermore an 'entropy' function 5(ε), representing the dis­
tribution over the ε, is defined by: 
íl(e) = Ls(€) (3.12) 
where Q(e)de is the number of branches with scaling index between e and £ + de. Suppose 
now that we are enlarging the system in steps, such that the number of branches at the nth 
step is approximately given by sN = Crn, where С > 0 and τ > 1 are constants (in our 
case we will have г = φ3). If in the limit of large η all bandwidths scale proportionally to 
1/L the spectrum is absolutely continuous, and the support of the 5-function is just one 
point, i.e. e = 1 and 5(1) = s. In the case where all bandwidths fall off exponentially in n, 
as exp(-jn), but with constants 7 depending on the band, one finds a distribution of finite 
scaling indices, and the support of the 5-function is not just one point. Such a spectrum is 
called singularly continuous. Finally, if all bandwidths fall off faster than exponentially in 
71, for example as exp(— 7L), then the spectrum is a pure point spectrum, with all scaling 
indices tending to infinity, so that 5(oo) = s. 
Numerically one could calculate the distribution Ω(ε) by first determining the value of 
Ω(ε)Δε, simply by counting the number of branches with a scaling index between ε and 
£ + Δ£, and then dividing this by ΔΕ. However, Ω(ε) can be a very irregular function, 
so that the computed result strongly depends on the choice of the interval Δε. Therefore 
the 'entropy', which is in fact the function we are interested in, is calculated by using the 
following thermodynamical formalism. Define a 'partition function' by: 
Ζ(β) = Σ,Δζ (3.13) 
t = l 
and a 'free energy' as: 
Then the functions 5(ε) and F(ß) are related by the following Legendre tranformation: 
S(e) = F(ß) + 0e (3.15) 
with: 
—Τ 
In the application of this analysis to the spectra of rational approximants of the i-PT 
we use the following definition of bandwidth: 
Δ, = max \ut(k}) — ujt(ky)\ (3-17) 
J j ' = l,- ,8 
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where г is the branch label, and k} (j=l, ,8) are the eight fc-vectors yielding a real dynamical 
matrix Although in general these bandwidths are not the true bandwidths they can very 
well be used for the purpose of studying the scaling behaviour of the bandwidths under 
scale transformations where the system is enlarged in three directions Care must be taken 
with the definition of bandwidth if, for example, one has to study the scaling behaviour 
of the spectrum for a 3-dimensional system under scale transformations in one or two 
directions (e g in the decagonal phase) In that case one has to define a bandwidth (or 
projected bandwidth) respectively on a line or in a plane in the Bnlloum zone 
Figure 3 4a shows the S-function for the deformed symmetrized 2/1-, 3/2- and 5/3-
approximants, having respectively 135, 599 and 2530 atoms inside the unit cell The differ­
ences in mean number of neighbours (13 60, 13 82 and 13 69, respectively) were compen­
sated by choosing an appropriate spring constant for each of the three systems (13 69/13 60, 
13 69/13 82 and 1, respectively) From this picture one can not conclude that the spec­
trum of the l-PT is singularly continous, because the infinite limit has not been reached 
and complete convergence is not observed yet In fact one sees that the lower bound of 
the support of the S-function is shifted to the right when the system is enlarged The 
low «-values correspond to branches with large bandwidths, which are the lower (acoustic) 
branches This is illustrated in Figure 3 5 for the 2/1-approximant, where the bandwidths 
are indicated by the horizontal bars, at frequencies corresponding to the centres of the 
branches Having observed (in Figure 3 4a) that the e-values corresponding to the lower 
branches are slightly shifted towards the value e = 1 we suspect that these branches scale 
as in an absolutely continuous spectrum Whether this is true can numerically be checked 
as follows 
Suppose that for a system of dimension s the bandwidths scale as if they belong to a 
absolutely continuous spectrum Then one can write 
Δ, = \ (3 18) 
Now we can enlarge the system in s directions by replacing one unit cell by K' unit cells, 
where К is an integer for the moment We now determine the relation between the S-
functions of the band spectrum corresponding to this enlarged unit cell and the original 
unit cell Assuming that all branches depend only linearly on the wavevector к the relation 
(3 18) holds for all г Then the 'partition function' for the enlarged system becomes 
Z'(0) = ¿2K°&r (3 19) 
.= i K 
and the 'free energy' 








 щкГ) -{s-β)ΗκΓ) + HKL)F{ß) (320) 
For e' one finds 
, dF'(ß) ЩК) ln(¿) 
dß \n(KL) \n{KL) l ' 
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a) 
b) 
Figure 3.4 — a) The spectral S-function for the deformed symmetrized 2/1-,3/2-
and 5/3-approximants (dotted, dashed and solid line, respectively), b) Same as in 
Figure 3.4a, but now for systems of equal 'size'. 











Figure 3.5 — The relative bandwidths for the symmetrized 2/1-approximant, rep­
resented by horizontal lines at vertical positions corresponding to the centers of the 
branches. The units on the horizontal axis are arbitrary. 
and for the 'entropy function': 
S'(e') = F'(ß) + ße' = (s-ß) \n{K) ln(L) 
In(KL) in(KL) (5(e) -0e)+0e' (3.22) 
With the expressions (3.21) and (3.22) one is able to calculate, starting from a set 
(e,·, S(e,·)) corresponding to a system of 'size' L, the set (ej,5"(e-)) for a system of 'size' 
KL. These expressions show clearly that in the limit of К —• oo the value of e' converges 
to 1 with S"(l) = s, as it should be for an absolutely continuous spectrum. Although К 
has to be an integer from a physical point of view one can make an analytic continuation 
permitting also non integer values. In this way we are able to 'renormalize' the 5-function 
to a system of arbitrary 'size'. By making use of this we can compare the spectral S-
functions for two different systems at equal 'size', even if the numbers of atoms in the 
primitive unit cells are mutually prime. 
Figure 3.4a presents the results for systems of 'sizes' that correspond to the number of 
atoms inside the primitive cubic unit cell for the 2/1- and 3/2-approximant, and to the 
smallest cubic unit cell for the 5/3-approximant (which is non-primitive). Applying the 
'renormalization' both to the 2/1- and to the 3/2-approximant leads us to Figure 3.4b, 
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b) 
Figure 3.6 — a) The spectral S-function for three rational approximants of the 
Fibonacci chain having respectively 34 (dotted line), 144 (dashed line) and 610 (solid 
line) atoms in the unit cell, b) Same as in Figure 3.6a, but for systems of equal 'size'. 
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where the 'size' of the systems for these two approximants was taken equal to the 'size' 
of the 5/3-approximant (with N = 2530). This picture shows that the minimal values of 
(• (fmin) are almost the same in all three cases, which means that the scaling behaviour 
of the largest bands is close to that of an absolutely continuous spectrum. On the other 
hand the value of 5(e) at e
m t n decreases for the higher approximants. Obviously there 
is a decrease of the low frequency range where the behaviour of the spectrum is close to 
absolutely continuous. In the limit this region might even converge to just one point, i.e. 
ω = 0. At large e-values the difference from an absolutely continuous behaviour is more 
pronounced. 
In order to have a reference, a comparison is made with the results for the Fibonacci 
chain. Figure 3.6a shows the spectral 5-function for three rational approximants of the 
Fibonacci chain. The approximants are separated by three inflation steps and have unit 
cells of 34, 144 and 610 atoms, respectively. In Figure 3.6b the result is shown for the same 
three approximants, but now the 'size' of the systems is taken equal to the 'size' of the 610-
approximant in all three cases. Qualitatively we see a similar behaviour as in Figure 3.4b. 
At t
m m
 the value of 5(e) decreases for the higher approximants, but not as much as for 
the i-PT approximants, and therefore is hardly visible. Comparing the pictures of Figure 
3.4 and 3.6 it seems that the scaling behaviour of the spectrum for the i-PT approximants 
is not less singularly continuous than for the Fibonacci chain approximants, for which it 
has been shown analytically that the spectrum is singularly continous4, 5 . However, one 
should recall that only three relatively small i-PT approximants have been considered, so 
that it might be too early to draw any final conclusions. Due to computer limitations, we 
have not been able to do these computations for larger approximants. For the symmetrized 
8/5-approximant most irreducible matrix blocks are already of the order of about 4000, 
and the computation time needed for eigenvalue routines is proportional to the cube of the 
order of the matrix, not to mention the storage capacity that is required. 
Qualitatively there is hardly any difference between the spectral 5-functions for perfect 
and randomized approximants. This is shown in Figure 3.7 where the 5-function is given 
for the perfect 3/2-approximant (square marks) and three randomized 3/2-approximants 
(triangular marks). The acoustic part (i.e. at low e) is hardly affected, as expected, and at 
high e there are only small deviations, but not in a particular direction. This means that 
it is likely that the spectral scaling behaviour for randomized approximants is very similar 
to the behaviour for perfect (or symmetrized) approximants, and thus that the character 
of the spectrum for the respective limit tilings is the same. 
3.5 CHARACTER OF THE EIGENVECTORS 
A measure for the number of atoms participating in a certain eigenmode is given by the 
participation fraction (PF), which is defined as: 
1 (3.23) 
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w 
Figure 3.7 — The spectral S-function for a perfect 3/2-approximant (square marks) 
and three randomized configurations of this approximant (triangular marks). 
where N is the number of atoms, p¿ = |«¿|2 with u¿ the displacement of atom i from its 
equilibrium position, assuming a normalized state, i.e. ¡CSLiPi = 1- This is a natural 
definition: if M of the p,'s are equal to 1/M, and the other p,'s vanish, then we obtain 
indeed PF = M/N. In particular, the PF has the value 1 if all p, are equal, and it is 
equal to l/N if only one atom participates in the eigenmode. 
In the presence of degeneracy the eigenvectors are not uniquely determined. In partic-
ular the values of the PF for two modes at к and — к depend on the choice that is made 
for the two eigenvectors spanning the twofold-degenerated eigenspace. So first we must 
specify this choice. 
The real displacements of the atoms for an eigenmode in a lattice periodic structure at 
wavevector к and frequency ω can be given by: 
¿(kñ-ut) -i(kñ-wt) (3.24) 
where j labels the atoms inside the unit cell, ñ is a lattice vector and од the real displace­
ment of atom j in the unit cell at position vector ñ. Generically this represents a travelling 
wave solution and, except for the special ¿-vectors that yield a real dynamical matrix, 
there will be a solution at — к with the same frequency travelling in the opposite direction. 
These two solutions can be combined to two standing wave solutions. For the exceptional 
¿-vectors yielding a real dynamical matrix, i.e. those which satisfy kn = rim for all lattice 
vectors n, with m some integer (depending on ñ), the solution (3.24) already represents a 
standing wave. In this case the solution at — к is identical, since for such wavevectors we 
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have —k = k + K, with К a reciprocal lattice vector. 
Other degeneracies can occur for example due to some point group symmetry, or as a 
consequence of not using a primitive unit cell. For the results to be unique it is preferable 
to avoid degeneracies as much as possible, and therefore one should do the calculations 
using a primitive unit cell. In our calculations for the i-PT approximants and the Fibonacci 
chain this is what we did, except for the 5/3-approximant where we used the smallest cubic 
unit cell, whereas the primitive cell is a bcc cell. 
After this intermezzo we come back to the definition of the p/s and conclude that it 
makes a difference whether one considers standing or travelling waves. Since for certain 
fc-vectors there exist only standing waves we define the p,'s as the squared amplitudes of 
the atoms in standing waves. This means that in general one cannot normalize a state over 
one primitive unit cell. Instead, a larger unit cell is required for the normalization, such 
that the half wave length of the eigenmode fits into it. For the Brillouin zone corresponding 
to this large unit cell the eigenmodes belong to one of the wavevectors that yield a real 
dynamical matrix. 
As an example let us consider the PF for eigenmodes in a monoatomic chain. The real 
displacements of the atoms are given by Acos(kna), where A a normalization constant, к 
the wavenumber, η an integer label for the lattice sites and a the size of the primitive unit 
cell. The values of к can be chosen inside the Brillouin zone (—π/α,π/α]. It can easily be 
shown analytically that the P F takes the value 2/3 for all /c-values, except for к = 0 and 
к = π/α, for which PF = 1, and к = π/2α, for which PF = 0.5. 
Likewise, for a 3-dimensional fee structure, having one atom in the primitive unit cell, 
analytically one finds that the PF is equal to 2/3 for all wavevectors, except those satisfying 
kñ = 7τιπ/2 for all ñ with m and integer depending on n. 
The PF is defined for each eigenmode, so that one can study the density of states as a 
function of PF. In Figure 3.8 the DOS is presented for three symmetrized i-PT approxi-
mants, showing that the average PF is considerably lower than 2/3. One also observes that 
the average PF is not getting lower when tending to higher approximants, which means 
that for most states localization is not enhanced as we approach the incommensurate limit. 
Figure 3.9 shows the DOS as a function of PF for a perfect and two randomized 932-
approximants (with same configurations as in section 3.3). The first conclusion we draw 
from this picture is that, for the majority of the states, localization is not enhanced by 
randomization, but rather the contrary, since the peaks for the randomized cases are shifted 
slightly to higher values of the PF. Considering what is known about random systems 
in one and two dimensions, this is not what we expected. A possible explanation for 
this phenomenon might be that the randomized configurations have a more homogeneous 
connectivity distribution. This can be analyzed as follows. Let 7, be the number of 
neighbours of atom г and let < 7 > be the average number of neighbours per atom. A 
measure for the variation around the mean value is given by the standard deviation, which 
is defined by: 
Δ 7 = ^ < 7 2 > - < 7 > 2 (3.25) 
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Figure 3.8 — The density of states as a function of the participation fraction for 


















Figure 3.9 — The density of states as a function of the participation fraction for 
the perfect 932-approximant (solid line) and two of its randomizations (dashed and 
dotted line). 
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where < 7 2 > is the average of the squared number of neighbours per atom. These values, 
together with 7
m o l and 7 m m , which are respectively the maximal and minimal number of 
neighbours of an atom occurring in the tiling, are listed in table 3.1 for the fee structure, 
the symmetrized 2/1-,3/2- and 5/3-approximants, the perfect and the two randomized 
932-approximants. 
Table 3.1 
! < 7 > 
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From this table we see that Δ7 for the two randomized 932-approximants is indeed smaller 
than for the perfect one, which means that in these tilings the distribution of coordination 
number is narrower, in a certain sense closer to the fee case, which might explain why for 
the randomized configurations the PF distribution is narrower and shifted to the right 
(Figure 3.9). However, comparing the result for the symmetrized 2/1-approximant in 
Figure 3.8 with that of the perfect 932-approximant we observe a considerable shift while 
the difference in the standard deviation of the coordination is only very small. Here the 
explanation could be found in the symmetrization which induces an extra short neighbour 
distance and leads to an consirable structural change, especially for this low approximant. 
We have also studied the PF as a function of frequency. However, since most of the 
states appeared to have a rather high PF, and only a few states have a considerably lower 
PF, the Ρ F versus frequency plots are not very informative. Therefore we chose to present 
the inverse participation fraction (IPF), which is equal to 1/PF. Studying the IPF as 
a function of frequency for clusters with free or clamped boundary conditions and for all 
kinds of rational approximants we found very similar results. In Figure 3.10a, 3.10b and 
3.10c the results are shown for, respectively, a symmetrized cluster (7895 atoms) with free 
boundary conditions, the symmetrized 5/3-approximant and a randomized tetragonal 932-
approximant. In each case only the modes at the very upper end of the spectrum have a 
relatively high IPF, i.e. are more localized. 
Just as for the spectrum one can study the scaling behaviour of the eigenstates under 
systematic enlargement of the system, tending to the quasiperiodic limit, by a multifractal 
analysis. The method was introduced and used by Kohmoto for 1-dimensional systems, 
but can be used for systems in two or three dimensions as well. For each p, a scaling index 
























Figure 3.10 — The inverse participation fraction for a cluster (7895 atoms) with 
free boundary conditions (a), the symmetrized 5/3-approximant (b) and a random­
ized configuration of the 932-approximant(c). For the periodic approximants only 
the contributions from k-vectors yielding real dynamical matrices were taken into 
account. 
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a, is defined by: 
P, = φ * (3.26) 
where now L = N is the number of atoms in the system, which is a good measure for 
the 'size' of the system. The partition over the a t 's can be represented by the 'entropy' 
function S(a), which is defined by: 
Ω(α)) = LSM (3.27) 
where Cl(a)da is the number of sites with scaling index between a and α + da. The 
5(a)-function is calculated using the same thermodynamical formalism as the spectral 
5(t)-function, only with Δ, replaced by p, and e by a. 
Consider again the monoatomic chain mentioned above. Taking a standing wave with 
rational wavenumber к = j^j[, so that it can be normalized with a 'size' of the system 
equal to N = KM (K integer), the numbers p
n
 (n=0,l,...,7V-l) for a normalized state are 
given by: 
Ρη
=^οο32(^ + ϋ) (3.28) 
where ΰ is an arbitrary phase. The corresponding scaling indices a„ then become: 
l
n




 іп(ло ( 3 · 2 9 ) 
For sites with p
n
 = 0 the scaling index a
n
 is undefined, so that such sites have to be 
excluded from the partition sum in the thermodynamical formalism. Alternatively, the 
phase ΰ could be chosen such that no sites with p
n
 = 0 occur. For any fixed wavenumber 
к the numerator in (3.29) takes only finitely many different values, so that it is bounded 
from above and below. In the limit N —> oo all scaling indices a
n
 therefore tend to 1, 
which shows that for extended states in a periodic 1-dimensional system the support of 
the 5(a)-function consists of just one point, a = 1, with 5(1) = 1. This also holds true for 
all states in 2- and 3-dimensional periodic systems. It should be mentioned, however, that 
in practical cases, since one can only handle systems of finite size, the upper bound of the 
support of the 5(a)-function may converge very slowly to the value 1 for certain states, 
due to the fact that in standing waves there can be sites which are close to the nodes of 
the wave. On such sites p
n
 is very small, and thus a
n
 is large. On the other hand, the 
lower bound of the support of the 5(a)-function for such states typically converges much 
faster to the value 1, with correspondingly 5(1) = 1. It is therefore this convergence which 
should be used as a criterion for a state to be extended. This criterion also leads us to the 
choice of the moment μ (see below). For localized states, which can only occur in aperiodic 
systems, one has S(a) equal to 0 at a = 0 and S(a) = 1 for α tending to infinity. In the 
case that the support of the 5 ( Q ) remains bounded from below by a value that is bigger 
then α = 0 and smaller than a = 1 in the limit the state is called critical. 
In the application of this analysis to the cubic i-PT approximants the 'size' of the 
system can be taken equal to the number of atoms inside the cubic unit cell. For the 
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Figure 3.11 — The entropy functions for the state with the highest inverse par­
ticipation ratio at к = 0 transforming according to the defining representation for 
the symmetrized 2/1-,3/2-, 5/3- and 8/5-approximants (dotted, dashed, chamdashed 
and solid curves, respectively). 
special /c-vectors we considered (those yielding real dynamical matrices) this is a good 
choice, since the standing wave solutions for these ^-vectors can be normalized over the 
atoms inside this unit cell. With the formulae (3.21) and (3.22), taking s equal to 1, one 
can easily produce the results for systems containing К unit cells. In the limit of К tending 
to infinity one finds the expected result for periodic structures. By considering larger and 
larger approximants of the i-PT one can observe whether the lower bound of the support 
of the S(a)-function does or does not approach to the value 1 at a = 1. If it does not the 
scaling behaviour is not that of extended states. 
To learn more about the character of the states with high IPF we have calculated for 
the symmetrized 2/1-, 3/2-, 5/3- and 8/5-approximants the S(a)-function for the state 
with the highest IPF which transforms according to the standard representation. The 
result, which is shown in Figure 3.11, suggests that these states scale as critical states, 
since the support of the S(a)-function does not decrease for the higher approximants. In 
the quasiperiodic limit one can thus expect critical states at high frequency. 
A number of the highest eigenvalues and corresponding eigenvectors for an irreducible 
matrix-block belonging to the symmetrized 8/5-approximant, which has 10563 atoms in 
the unit cell, was computed using a Lanczos algorithm without reorthogonalization. In this 
algorithm the matrix is not changed and only matrix-vector multiplications are needed. 
Therefore it makes efficient use of the sparseness of the matrix. The algorithm, which 
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Figure 3.12 — The entropy functions for the state with highest inverse participation 
ratio atk = 0 for the 932-approximant (square marks) and two of its randomizations 
(triangular marks). 
serves to find (part of or all) the eigenvalues and, if needed, the eigenvectors of large and 
sparse hermitian matrices, is described in reference 1 2 . 
Figure 3.12 shows the S"(a)-function for the states with the highest IPF for the perfect 
and two randomized tetragonal 932-approximants. The support for both randomized ap-
proximants is somewhat wider, which means that for these high frequency states criticality 
is enhanced by randomization. Moreover the two curves for the randomized cases are very 
similar, so that one may expect that they are typical for randomized configurations. 
From Figure 3.10 it becomes clear that only a minority of the states has high IPF. The 
other states have a much lower IPF, and may also have a different scaling behaviour. To 
study this we propose the following analysis. 
In the thermodynamical formalism of the multifractal analysis there is a one-to-one 
relation between β and α (recall that they are conjugate variables of a Legendre transfor­
mation). For β > 0 the 'partition function' is dominated by the large p¿ (i.e. larger than 
1/L), which corresponds to α-values smaller than 1. For β < 0 the small p¿ dominate, 
which corresponds to a bigger than 1. Due to the normalization constraint for the p¿'s, 
the support of the 5(a)-function must contain the value a = 1. Contributions with a > 1 
must be compensated by contributions with a < 1, and vice versa. In this sense the part of 
the 5(a)-function with a < 1 contains also information on the part with a > 1. Therefore 
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we propose the following definition of moment: 
Σ
 akS{ak) 
μ = ψ (3.30) 
Σ S(ak) 
J f c = l 
where α* corresponds to integer /3-values 0 = k. Because the summation runs over positive 
integer /3-values the corresponding α-values lie on the left shoulder of the S(a)-function. 
Numerically we found this quantity μ the most effective way to characterize the S{a)-
function (see also the discussion of the monoatomic chain above). For the maximal 0-
value in the summation we chose k
max
 = 7, which seems a reasonable choice. In terms of 
μ, completely extended states correspond to μ = 1, and localized states to μ = 0. 
The moment μ is defined for each eigenstate. Figure 3.13a shows the normalized density 
of states as a function of μ for the symmetrized 2/1-, 3/2- and 5/3-approximants. Again 
only the states belonging to eight wavevectors with high symmetry were considered. One 
observes that the DOS is strongly peaked around some value of μ in all three cases, and 
that only a few states, those with high IPF, have a relatively low μ-value. One also observes 
that the peak is shifted to the right, towards μ = 1, for the higher approximants. 
A better view on the scaling behaviour is given by Figure 3.13b which shows the DOS 
for the same three rational approximants, but now for systems of equal 'size'. This was 
done by making use of formulae (3.21) and (3.22) with s = 1, allowing non-integer values 
of К such that the 'size' of the system was equal to the 'size' of the 5/3-approximant in all 
three cases. This Figure shows that the curves for the 3/2- and 5/3-approximants are very 
close, which suggests that the majority of the states scale as normal extended states, i.e. in 
the limit the position of the peak will approach closely the value μ = 1. The result for the 
2/1-approximant does not completely support this conclusion, but since we are interested 
only in the incommensurate limit we may argue that the 2/1-approximant is just too far 
away from that limit. We admit however that it might be too early to draw definitive 
conclusions from the behaviour of only two successive approximants. 
The results for the i-PT are again compared with similar results for the Fibonacci chain. 
Figure 3.14 shows the IPF together with the integrated density of states as a function of 
frequency for the 610-approximant of the Fibonacci chain. Qualitatively the only difference 
with the 3-dimensional case is that states start to have higher IPF already at much lower 
frequency for the Fibonacci chain. 
Figure 3.15a shows the normalized DOS as a function of μ for the same three rational 
approximants of the Fibonacci chain as in the previous section. In each case the wavenum-
bers к = τηπ/Μα (m=0,l..,M) were considered, where α is the primitive lattice constant. 
The standing wave solutions were normalized over a unit cell containing M primitive unit 
cells. For the 34-, 144- and 610-approximants the value of M was taken equal to respec­
tively 54, 13 and 3, so that the number of states considered were respectively 3672, 3600 
and 3660. For the two smaller approximants the 5-function was 'renormalized' to the 'size' 
L=3x610=1830, which is the 'size' that correspond to the 610-approximant. 


















Figure 3.13 — a) The density of states as a function of μ for the symmetrized 2/1-, 
3/2- and 5/3-approximants (dotted, dashed and solid lines, respectively), b) Same 
as Figure 3.13a, but for systems of equal 'size'. 
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Figure 3.14 — The inverse participation fraction (IPF) and the normalized inte­
grated density of states (IDOS) for an approximant of the Fibonacci chain having 
610 atoms in the primitive unit cell. Labels on the left and the right vertical axis are 
for the IPF and the IDOS, respectively. The spring constants were taken equal to 1 
and 3 for respectively the long and the short interval. 
Finally Figure 3.15b shows the relative contributions from the k-values yielding a real 
dynamical matrix and other fc-values to the density of states as a function of μ for the 610-
approximant of the Fibonacci chain. This picture shows that these contributions, apart 
from a weight factor, are qualitatively the same, so that, at least for the Fibonacci chain, 
it is justified to consider only a certain subset of wavenumbers. Therefore we expect that 
this is also true for the i-PT, so that the result of Figure 3.13 is qualitatively equal to the 
result one would obtain by including all states. 
Comparing the results of Figures 3.13 and 3.15 one must conclude that the phonon 
states in the Fibonacci chain behave much more critically then in the i-PT. This may be 
not quite in agreement with what we expect from the scaling behaviour of the spectra. 
Obviously the relation between the scaling behaviour of the spectrum and the character of 
the eigenstates depends on the dimension. We remark, however, that also for 1-dimensional 
aperiodic systems the relation between the scaling behaviour of the spectrum and the 
character of the eigenstates is not always strictly determined. This was already shown by 
Axel and Peyrière 1 3 for the Thue-Morse chain, which has a singularly continuous spectrum 
together with extended states. For 3-dimensional systems the relation may be even less 
evident. It is, for example, not clear what band overlaps, which occur only for approximants 
of 2- and 3-dimensional quasiperiodic systems, mean for the character of the eigenstates 
















Figure 3.15 — a)The density of states as a function of μ for three rational ap-
proximants of the Fibonacci chain having 34, Ц4 ond 610 atoms in the primitive 
unit cells (dotted, dashed and solid lines, respectively). The eigenstates were first 
normalized over respectively 1632, 1728 and 1830 atoms, and then for the first two 
systems the S-function was 'renormalized' to the 'size' L=1830. b) The respective 
contributions from the к = 0 and к = π/a modes (dashed line) and the modes corre­
sponding to two other k-values (dotted line) to the total density of states (solid line) 
as a function of μ for the 610-approximant. 
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in the incommensurate limit structures In a certain sense band overlaps in (ω, A:)-space 
correspond to more degrees of freedom for the atoms in real space, and intuitively one 
may expect that this will help to avoid localized states Certainly, a lot more research will 
have to be done in order to fully understand the relation between the spectrum and the 
character of the eigenstates, especially for systems in more than one dimension 
3.6 CONCLUSIONS 
Having studied the lattice dynamics of several models for the icosahedral quasicrystals the 
following (preliminary) conclusions can be drawn 
Globally the vibrational density of states as a function of frequency is rather structure­
less, ι e it does not contain strong peaks It is even more smoothed by randomization 
Only on a finer scale one may find more structure 
The scaling behaviour of the bandspectrum for approximants is different from the scal­
ing behaviour for an absolutely continuous spectrum and it is likely that the spectrum for 
the quasipenodic limit has to be classified as singularly continuous This also holds true 
for the randomized tilings 
Concerning the character of the eigenstates we found very similar results for all models 
we have considered, namely that most states have an extended character, and that only 
relatively few states at the very upper end of the spectrum have a more localized character 
A multifractal analysis of these latter states shows that their scaling behaviour is critical, 
so that in the quasipenodic limit one can expect critical states at high frequency For 
all other states the multifractal analysis showed a scaling behaviour that corresponds to 
extended states 
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CHAPTER 4 
P H O N O N S IN MODELS FOR ICOSAHEDRAL QUASICRYSTALS: LOW 
FREQUENCY BEHAVIOUR AND INELASTIC SCATTERING PROPERTIES1 
J. Los, T. Janssen 
Institute for Theoretical Physics, University of Nijmegen, 
6525 ED Nijmegen, The Netherlands 
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ABSTRACT. 
A detailed study of the low frequency behaviour of the phonon spectrum for 
3-dimensional tiling models of icosahedral quasicrystals is presented, in com-
mensurate approximations with up to 10336 atoms per unit cell. The scaling 
behaviour of the lowest phonon branches shows that the widths of the gaps rel-
ative to the bandwidths vanish in the low frequency limit. The density of states 
at low frequencies is calculated by Brillouin zone integration, using either local 
linear or local quadratic interpolation of the branch surface. For perfect approx-
imants it appears that there is deviation from the normal u^-behaviour already 
at relatively low frequencies, in the form of pseudo gaps. Also randomized ap-
proximants are considered, and it turns out that the pseudogaps in the density 
of states are flattened by randomization. When approaching the quasiperiodic 
limit, the dispersion of the acoustic branches becomes more and more isotropic, 
and the two transversal sound velocities tend to the same value. The dynamical 
structure factor is determined for several approximants, and it is shown that the 
linearity and the isotropy of the dispersion is extended far beyond the range of 
the acoustic branches inside the Brillouin zone. A sharply peaked response is 
observed at low frequencies, and broadening at higher frequencies. To obtain 
these results, an efficient algorithm based on Lanczos tridiagonalisation is used. 
' to appear in J. Phys. France I (June 1993) 
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4.1 INTRODUCTION 
In this chapter a further study of the lattice dynamics of the 3-dimensional icosahedral 
Penrose tilings (l-PT), which are models for icosahedral quasicrystals, is presented In 
chapter 2 and 3 the total vibrational density of states (DOS), the scaling behaviour of the 
spectrum and the character of the eigenvectors have been studied 1 This was done for 
perfect, symmetrized and randomized periodic approximants of the l-PT In the present 
chapter, we consider exactly the same models again, but concentrate this time on the 
details of the low frequency behaviour In the previous chapter the structure of the l-PT 
and the various tilings related to it are explained in detail, and therefore in this chapter 
we restrict ourselves to a brief description of the structure of the tilings and the dynamical 
model 
The 3-dimensional icosahedral Penrose tiling (i-PT) is a space filling of 3-dimensional 
physical space with two kinds of rhombohedra, a thick and a thin one The thick rhom-
bohedron occurs φ times more frequently than the thin one, where φ = (\/5 + l)/2 the 
golden number The i-PT has no 3-dimensional lattice periodicity, but is quasipenodic 
The vertices of the i-PT can be found by taking the intersection of a hypercubic lattice 
periodic structure in 6 dimensions with the 3-dimensional physical space, which appears 
as a subspace of the 6-dimensional space The positions of the vertices of the tiling are 
integer linear combinations of six rationally independent vectors, pointing to the corners of 
an icosahedron The commensurate approximations (or approximants) are approximations 
of the i-PT which have 3-dimensional lattice periodicity, and can be obtained as the inter­
section of a deformed 6-dimensional structure with physical space There is a whole series 
of approximants 2 , with various kinds of unit cells In this paper, we will only use approxi­
mants which have cubic lattice periodicity These approximants are commonly labelled by 
the rational substitute that is used for the golden number φ occunng in the 6-dimensional 
lattice basis, ι e φ = 1/1-, 2/1-, 3/2-, 5/3-, 8/5- approximants, having respectively 32, 
136, 576, 2440 and 10336 vertices inside their cubic unit cell These approximants have 
almost Th point group symmetry By adding relatively few sites, the T), symmetry can 
be made complete, and one obtaines the so-called symmetrized approximants The ran­
domized approximants are obtained from perfect approximants by a process of repeatedly 
moving certain atomic positions within the unit cell, in such a way that the structure is 
still space filling with the two rhombohedra mentioned above This kind of randomization 
has been studied by Tang 3 
A dynamical model based on these tilings is obtained by placing an atom on each 
vertex and putting springs between neighbouring atoms at distances equal to 2, y/2 + φ 
( « 1 902) or v/6 — 3<p ( « 1 070), which are respectively the face diagonals and edges of the 
rhombohedra, and the short body diagonal of the thin rhombohedron For the symmetrized 
approximants one extra short distance occurs, namely 2φ — 2 ( и 1 236) For simplicity, 
the mass of all atoms was taken equal to 1 For most of the results presented in this paper 
the strengths of all springs were taken to be equal In order to make a correct quantitative 
comparison of the results with similar results for a bcc-lattice having one atom per primitive 
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unit cell connected to 14 neighbours by equal springs with spring constant 1, we have taken 
the strength a of the springs such that ory is equal to 14, where 7 is the mean number of 
neighbours per atom (« 13 2 for the perfect approximants) 
For the l-PT the system of masses and springs is quasipenodic and gives rise to an 
infinite dynamical matrix However, the problem can be made finite by using a cluster 
approximation (with free or clamped boundary conditions) or a commensurate approxima­
tion In the latter case the dynamical matrix depends on a wavevector к, and to find all 
states we have to solve the eigenvalue/eigenvector problem for all wavevectors in the first 
Bnllouin zone 
In chapter 1 4 we have presented the total density of states for clusters of about 16000 
atoms In the present paper we are interested in the low frequency part of the density of 
states To investigate this for the infinite tiling, the cluster approximation seems to be 
less adapted, because one will always find a finite number of discrete eigenstates, so that 
there will be a gap between the modes at frequency zero and the next lowest modes One 
would have to consider very large clusters to observe convergence of the density of states 
at low frequency under enlargement the system Therefore, in the present paper we use 
systematic commensurate approximants to understand the scaling behaviour of the band 
structure at low frequency 
A 1-dimensional example of a quasicrystal is the Fibonacci chain It consists of a well-
defined quasipenodic sequence of long and short intervals A simple dynamical model for 
this chain is obtained by putting atoms on its vertices and springs between each neighbour­
ing pair, with spring constants К and K' for, respectively, a long and a short interval Just 
as for the l-PT there exists an infinite systematic sequence of periodic approximants, con­
verging to the quasipenodic chain For successive approximants the number of atoms per 
unit cell grows with a factor φ (ι e golden number), and so does the number of branches 
in the phonon spectrum for these approximants Labelling the approximants by an integer 
n, the n-th approximant has approximately Сфп atoms per unit cell, where С is some 
constant An important result for the behaviour of the band structure at low frequencies, 
obtained by Kohmoto 5 , is the following 
h m ^ = 0 (41) 
where g,(n) is the width of the г-th gap from below in the n-th approximant, and ω,(η) 
the frequency level in the middle of this gap This result, which was presented in a slightly 
different way in 5 , was obtained analytically by using the transfer matrix method, which 
can only be applied for 1-dimensional systems It means that the widths of the gaps 
relative to the bandwidths vanish in the limit of ω —• 0, and consequently the bending of 
the dispersion curve at low frequencies near the center and the boundary of the Bnllouin 
zone, 1 e near the gaps, is restricted to a relatively narrow region in fc-space Therefore 
the deviation from the normal constant behaviour of the DOS at low frequencies, which 
holds for 1-dimensional periodic structures due to the linear dispersion ω = c/c, will be 
restricted to a correspondingly small interval in frequency space, so that it will not be 
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visible, unless one uses an integration method with a very high resolution In fact, one 
could still speak of a linear dispersion at low frequencies in the incommensurate limit, 
although it is interrupted by an infinite number of relatively small gaps 
In three dimensions, things are considerably more complicated, even for models where 
all spring constants are the same, which would make the 1-dimensional problem trivial 
Analytic methods, which work well for 1-dimensional systems, such as the transfer matrix 
formalism, fail for 3-dimensional systems It is also more difficult to acquire a qualitative 
understanding of the spectrum A 1-dimensional quasipenodic sequence can always be 
considered as an incommensurately modulated periodic sequence Degenerate perturbation 
theory then permits us to estimate where gaps will occur and how large they are in first 
order A 3-dimensional icosahedral quasicrystal cannot be obtained by perturbing some 
periodic structure 
Experimentally the phonon properties of icosahedral quasicrystals have been studied 
by inelastic neutron scattering measurements The results of all these experiments indi-
cate the existence of well-defined propagating modes with isotropic linear dispersion at 
low frequency, both for transversal and longitudinal modes 6 7 8 In the present paper we 
show the results of calculations of the dynamical response to inelastic neutron scattering 
by considering a function which contains the most significant part of the dynamical struc-
ture factor These calculations are done using either a direct method, which requires the 
determination of all eigenvalues and eigenvectors of the dynamical matrix, or a recursion 
method 9 Concerning the latter method we introduce a technique to obtain the relevant 
information from the recursion coefficients, which is different from other methods used in 
the literature and which may be more accurate 
The commensurate 8/5-approximant has a cubic unit cell with 10336 atoms in it This 
means that the order of the dynamical matrix, for which we have to find the eigenvalues, is 
equal to 31008 For our computer system there is no way to diagonalise such large matrices 
by direct methods, not only for storage capacity reasons, but also for computation time 
reasons The computation time needed for the diagonalization of a matrix is proportional to 
the third power of the order of the matrix1 At present our limit is more or less reached with 
matrices of order of a few thousand However, in our model tilings each atom interacts only 
with a limited number of neighbours, and therefore the dynamical matrix is very sparse, 
especially for the approximants with large unit cells For example, in the 8/5-approximant 
only about 0 1 % of the matrix-elements are nonzero The sparseness of the dynamical 
matrix further increases for the higher approximants, when the number of atoms N per 
unit cell becomes larger, since the total number of matrix-elements is equal to 9N2 whereas 
the maximal number of nonzero elements is only 9 (7+ l)N, where 7 is the mean number of 
interacting neighbours per atom ( « 13 2 in our models) The fraction of nonzero elements 
is thus maximally equal to (7 -I- l)/N In addition, part of this fraction may also be zero 
due to the relative orientation of the interacting atoms Another useful property is that 
the matrices are hermitian, which means that only the lower (or upper) triangular matrix 
has to be stored Finally, a lot of matrix-elements are equal, due to the limited number of 
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neighbour configurations occurring in the model. For the perfect 8/5-approximant there 
are only 425 different matrix-elements. Such a matrix can be stored very economically by 
using 3 integer arrays and one real array containing the 425 reals. One integer array of 
length ЗІ , which is the order of the matrix, contains the number of nonzero elements of 
the 3N rows of the lower triagular part of the matrix. The other two integer arrays are 
respectively for indicating in which column each of the nonzero elements occurs and which 
value it has, indicated by an integer pointing to one of the 425 reals. 
Until now there is no direct diagonalization method which makes efficient use of sparse-
ness. To take advantage of the sparseness of the matrices one has to think about iterative 
methods, in particular methods which require only matrix-vector multiplications. Such 
a method is the Lanczos algorithm. In this method, discovered by Lanczos in 1950, the 
matrix is transformed to tridiagonal form. However, the method is numerically unstable, 
due to rounding errors. This was already known to Lanczos, and since 1950 the algorithm 
was intensively studied by various people in order to find out how it could still be of use for 
the determination of eigenvalues (and eigenvectors), in spite of its deficiencies 1 0 · u · 1 2 · 1 3 . 
For a long time it was believed that the simple algorithm, without very expensive modifi­
cations, could only be used to compute some of the extremal eigenvalues. There are now, 
however, practical Lanczos procedures without such expensive modifications, denoted as 
'Lanczos algorithms with no reorthogonalization', which are used to find all distinct eigen­
values and corresponding eigenvectors of large hermitian matrices. One such procedure 
has been developed by Cullum and Willoughby and described in reference 1 2 . The method 
can as well be used to find all eigenvalues within a certain interval, and this is precisely 
what we needed in our study of the low frequency behaviour. The algorithm which we 
constructed to find a certain number of the lowest eigenvalues of the very large sparse 
matrices is essentially based on the 'Lanczos algorithm with no reorthogonalization'. 
The outline of this chapter is as follows. In section 4.2 we present the phonon band 
structure at low frequency and study its scaling behaviour. In section 4.3 the DOS at low 
frequencies for perfect and randomized approximants is presented. The DOS is obtained 
by a Brillouin zone integration method, which is described in appendix B. Calculations 
of the dynamical response to inelastic neutron scattering are presented in section 4.4 for 
various approximants. Appendix A contains a description of the Lanczos algorithm, with 
its features and deficiencies. 
4.2 BAND STRUCTURE AT LOW FREQUENCY 
The scaling behaviour of the phonon band structure at low frequencies can be studied 
directly by displaying the dispersion curves for successive approximants along a path in 
the Brillouin zone. First we define some special points inside the Brillouin zone: 
Γ = (0,0,0) ΛΊ = π/α( 1,0,0) Mj = π/α(1,1,0) 
Я = тг/а(1,1,1) Χ 2 =π/α(0,1,0) M2 = π/α(1,0,1) (4.2) 
Х3 = т/а(0,0,1) М3 = π/α(0,1,1) 




















'\ \ \ ', \ : \ '·, \ \ 
\\ 
< 
























































\ \ \ \ 
V, 
Г X. м. R Μ. X. Г 
Figure 4.1 — The lowest 24 phonon branches along a path in the Brilloum zone for 
a) the 2/1-approximant and b) the 3/2-approximant. 
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Figure 4.1 — (continued) с) Same for the 8/5-approximant. 
where a is the lattice constant for an i-PT approximant, which we define as: 
a = {Nlpfl\ (4.3) 
where N is the number of atoms per unit cell and ρ the atomic density, which we assume 
to be equal to 1 for all structures considered in this chapter. At each step to a larger 
approximant the lattice constant a increases approximately by a factor φ, so that the 
number of atoms per unit cell increases by a factor ^ 3 . 
The path we have chosen for displaying the dispersion is: Γ —* X\ —* M\ —• Γ —• R —• 
Мз —• X% —* Г. The lowest 24 branches along this path are shown in Figures 4.1a, 4.1b 
and 4.1c, for respectively the 2/1-, 3/2- and 8/5-approximant, which have respectively 136, 
576 and 10336 atoms in their cubic unit cell. Firstly, we observe that these pictures are 
globally very similar. Note, however, that the scale on the frequency axis changes at each 
step to a larger approximant. A second important feature is that the widths of the gaps 
in the dispersion relative to the bandwidths decrease at each step. For example, the gap 
at about ω = 0.8 occurring at X\ for the 2/1-approximant scales to the much smaller gap 
at about ω = 0.5 at the same fc-point for the 3/2-approximant. In the latter case the gap 
is hardly visible, because it is so small. Especially for the 3/2- and 8/5-approximant, it 
happens that eigenfrequencies are so close that they are not distinguishable in the pictures 
of Figure 4.1. For example, two of the three acoustic branches are almost degenerate (also 
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for the 2/1-approximant). These two correspond to the transversal modes. The fact that 
gaps in the lowest branches vanish implies that the scaling behaviour of a number of the 
lowest branches will become more and more exact when tending to the quasiperiodic limit, 
i.e. at each step the same band structure will show up, scaled by a factor φ along the 
frequency axis. 
In the quasiperiodic limit, due to the (almost) icosahedral symmetry, not only the 
dispersion curves that correspond to the transversal modes are expected to become equal, 
but it is also expected that the dispersion is isotropic at low frequencies, i.e. the sound 
velocity is isotropic. In the low frequency limit the acoustic branches behave linearly in k: 
ш,(к) = с,(ф, )к (4.4) 
where s = 1,2,3 for the three acoustic branches. We have checked the isotropy of the 
dispersion and the degeneracy of both transversal sound velocities C\ and c2 numerically 
for a number of approximants, by computing the lowest three eigenfrequencies for a discrete 
set of directions in fc-space at distance π/ΙΟα from the origin. From these eigenfrequencies 
a corresponding set of numbers с,{ф3, 3) can be determined, and from these the mean value 
< c, > and the standard deviation Ac,, defined for each of the three acoustic branches by: 
1 M 
< C » > = 7 7 E C . ( < M J ) (4·5) 
M
 J = I 
Ac, = y/< c\ > - < c, >2 (4.6) 
where < cf > is the mean value of c\ and M the number of ¿-directions being considered. 
The results are listed in Table 4.1. The numbers in this table have to be multiplied by a 












































Table 4.1 shows clearly the tendency to isotropy and the degeneracy of the transversal 
sound velocities. It is remarkable, that this is emphasized even more by the results for the 
5/3-approximants than for the 8/5-approximant. Probably this is due to the additional 
bcc lattice symmetry, which is present only for the p/<j-approximants with both ρ and q 
odd. 
Since the widths of the gaps vanish in the low frequency limit, we expect that the band 
structure at low frequencies tends to a normal linear behaviour, even far beyond the first 
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Figure 4.2 — Phonon band structure at low frequencies for the 2/1-approximant 
(a) and the 8/5-approximant (b), obtained by assuming a linear dispersion in each 
direction starting from each T-pomt in reciprocal space. 
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zone, in an extended zone scheme. Whether this is true can be checked by assuming a 
normal linear dispersion starting from the Г-points, and then constructing from this the 
band structure in a reduced zone scheme by imposing the periodicity that corresponds to 
the periodicity of an i-PT approximant. By doing this for the 2/1- and 8/5-approximants 
we obtain Figures 4.2a and 4.2b, respectively. The proportionality constants с,{ф, ) for 
the linear dispersion curves were taken to be equal to the true values for the corresponding 
approximant at each of the λ-directions (φ, θ) needed for the construction of the pictures. 
Note, however, that in particular in the case of the 8/5-approximant we could as well have 
taken the mean values listed in Table 4.1, since the deviation from complete isotropy is 
already very small for this approximant. From Figures 4.2a and 4.2b one gets a very clear 
idea of what is happening. In fact, Figures 4.1 and 4.2 show precisely to what extent 
the dispersion deviates from a normal linear behaviour. For the 2/1-approximant there is 
certainly some deviation in the frequency range of the lowest 24 branches (the total support 
of the spectrum is about [0,3.2]), as can be seen be comparing the Figures 4.1a and 4.2a, 
but for the 8/5-approximant the band structure shown in Figure 4.1c is very close to that 
of Figure 4.2b. For this approximant, the most important difference is that in Figure 4.2b 
the branches are crossing, whereas in Figure 4.1c they do not cross. Note that in Figure 
4.1 the eigenfrequencies were connected in ascending order, since in the absence of any 
point group symmetry the branches are not supposed to cross each other. Therefore, the 
gaps in the dispersion for the 8/5-approximant along the path displayed in these Figures 
will occur at all those ¿-points where the branches cross in Figure 4.2b. It is important 
to note that these gaps not only occur at the Brillouin zone centres and boundaries, due 
to the crossings of the branches coming from Г-points lying on a line in fc-space, but also 
at positions in the interior of the Brillouin zone, due to other branch crossings. In fact, 
these additional branch crossings seem to give rise to larger gaps than the crossings halfway 
between two Г-points. 
This behaviour can be illustrated more clearly by considering more branches. Figure 
4.3a shows the lowest 78 branches for the 3/2-approximant. Figure 4.3b shows, for the 
same approximant, the same number of branches along the (l,0,0)-direction in a periodic 
zone scheme. In this picture we observe three linear dispersions starting from each of 
Г-points, two of them being almost degenerate, so that they are hardly distinguishable 
in the picture. Following the linear dispersion curves from the Г-points in Figure 4.3b 
we can easily find the positions where they cross other dispersion curves. These other 
dispersions are either linear dispersions starting from other Г-points along the (1,0,0)-
line, or dispersions stemming from Г-points which do not lie on this line. One cannot 
expect that the polarizations of the modes corresponding to these latter dispersions are 
typically transversal or longitudinal with respect to the (l,0,0)-direction. On the other 
hand, it is possible that these modes are neither completely orthogonal to the ideal mode 
with a purely transversal or longitudinal polarisation relative to the (l,0,0)-direction. 
Therefore, in applying degenerate perturbation theory to estimate the size of the gaps, one 
may expect a coupling that is not very small, giving rise to a gap that is not very small 
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Figure 4.3 - a) The lowest 78 phonon branches for the 3/2-approximant along 
a path through the Brilloum zone, b) The lowest 78 phonon branches along the 
(1,0,0)-direction in a periodic zone scheme, for the 3/2-approximant. 
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either. Evidence that this is true may also be found in Figure 4.1c. Whereas the gap in 
the 'longitudinal dispersion' at the Xj-point at about ω = 0.195 is already so small that it 
is not visible any more in the picture, the gap occurring somewhat further along the same 
dispersion curve at about к = 4π/5α(1,0,0) between Γ and X\ and at frequency ω = 0.235 
is considerably larger. 
4.3 DENSITY OF STATES AT LOW FREQUENCY 
To obtain the total density of states (DOS) one has to integrate over all wavevectors inside 
the Brillouin zone: 
0(ш) =щ-3Е/В2 d ^ - <".(*)) (4·7) 
where Σ, means summation over all branches. Due to the ¿-function this integral can be 
replaced by a surface integral: 
ад
-<**?/.. ¡«та· t48) 
where JSu means integration over the surface of constant frequency ω and ñ denotes a unit 
vector orthogonal to the branch surface at wavevector к. For the numerical evaluation of 
the DOS from (4.8) we used either a local linear or a local quadratic interpolation of the 
branch surface. Local quadratic interpolation was also used by MacDonald et al. 1 4 and 
by Methfessel 1 5 . The interpolated branch surfaces were fitted on a cubic grid of fc-points 
inside the Brillouin zone. The eigenfrequencies at the corners of the cubes are prescribed 
by the eigenvalues of the dynamical matrix at the corresponding wavevector, which are 
determined by using a Lanczos algorithm with no reorthogonalization (see Appendix A). 
Each of the small cubes can be divided into six equal tetrahedra, called simplices, of which 
the corners coincide with the corners of the cubes. Knowing the values on these corners 
one can perform a linear interpolation of the branch surface within the simplex. If, instead, 
we take eight small cubes forming one bigger cube and split this bigger cube up into six 
tetrahedra, one can perform a quadratic interpolation within each simplex, since now also 
the eigenfrequecies at the mid-edges of the tetrahedra are known. The density of the grid 
is indicated by an integer number τη. For a grid m interpolation the edge length of the 
small cube is equal to π/τηα. We will use the linear interpolation besides the quadratic 
interpolation to serve as an indicator for the convergence of the DOS. Further details of 
the integration method are given in Appendix B. 
Due to the degeneracy of the eigenfrequencies at к and — к the Brillouin zone integration 
can be restricted to half of the total Brillouin zone, e.g. the part above the kz = 0 plane. 
However, to limit the amount of computation time, we have restricted ourselves to only 
one octant-of the cubic Brillouin zone. Because of the approximate tetrahedral symmetry 
present in the i-PT approximants we expect that the contributions from each of the four 
octants to the total DOS at low frequencies are about the same. We have checked this 
approximation numerically for the 2/1-approximant, where it is clearly justified. For this 











Figure 4.4 — The contributions from two octants m the Brilloum zone to the total 
density of states at low frequencies f or the 2/1-approximant, obtained from quadratic 
grid 16 interpolation. 
approximant, Figure 4.4 shows the contributions to the total DOS at low frequencies from 
two octants using a grid 16 quadratic interpolation. Both curves are almost identical, 
illustrating that characteristic deviations from the normal w2-behaviour can very well be 
investigated by considering the contributions from only one octant, which we will do from 
now on. 
In Figure 4.5 the DOS is shown for the 3/2-approximant using a grid 16 quadratic 
interpolation (solid line), a grid 8 quadratic interpolation (dashed line) and a grid 16 linear 
interpolation (dotted line). The curves that result from the quadratic and linear grid 16 
interpolations are almost identical, which is an indication that the DOS has converged 
at this grid density. Figure 4.6 shows the DOS for the 5/3-approximant using a grid 16 
quadratic interpolation (solid line) and a grid 16 linear interpolation (dashed line). The 
dotted line in this picture represents the DOS for a bcc structure, and shows that the 
number of low frequency states is relatively higher for the i-PT approximants. Note that 
for the results of Figures 4.4, 4.5 and 4.6 (and also for Figures 4.7 and 4.8 presented later 
on) an appropriate normalization has been applied, and the scale on the y-axis is the same 
in each of these pictures. The higher density of low frequency states relative to the bcc 
result may be partially due to the fact that on average the atoms in the i-PT structure are 
connected to fewer neighbours ( « 13.2) than in the bcc structure model (14). However, 
this explanation is not complete because the same effect, although to a lesser extent, was 
also observed when a comparison was made with a fee structure model, where each atom 













F i g u r e 4.5 — The normalized density of states at low frequencies for the 3/2-
approximant, obtained from quadratic grid 16 and grid 8 interpolation (solid and 
dashed line) and from linear grid 16 interpolation (dotted line). The dotted line is 












F i g u r e 4.6 — The normalized density of states at low frequencies for the 5/3-
approximant (solid line) and a bcc structure (dotted line) obtained from quadratic 
grid 16 interpolation. The linear grid 16 interpolation result (dashed line) is com­
pletely behind the quadratic interpolation result. 
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Figure 4.7 — The normalized density of states at low frequencies for the 3/2-
approximant, where the spring constant for the short bond length was taken 2 (dashed 
line) and 3 (dotted line) times as strong as the spring constant for the other bond 
lengths. Both results are obtained using quadratic grid 16 interpolation. 
was connected to 12 neighbours 1. Obviously the typical tiling order leads to a slightly 
higher density of low frequency modes. 
Comparing the Figures 4.4, 4.5 and 4.6 we observe that the first significant deviation 
from the normal w2-behaviour occurs at about ω = 0.67 in each of the three cases, although 
this value varies somewhat for the three approximants. In the range below this frequency 
the curve represents an almost smooth uAbehaviour. In particular for the 3/2- and 5/3-
approximants this frequency range is far beyond the range of the three acoustic branches, 
but obviously the gaps occurring in the dispersion in this part of the spectrum are so small 
that they do not give rise to large deviations in the DOS. Also for the incommensurate 
limit we do not expect large deviations from the aAbehaviour in this frequency region, 
since the results for the three successive approximants do not support such an expectation. 
Clearly the widths of the gaps in the dispersion curves at low frequencies do not increase 
for higher approximants. 
Since one of the three neighbour distances is considerably smaller than the other two 
it seems realistic to put a stronger spring between two atoms at this distance. We have 
again determined the DOS at low frequency for the 3/2-approximant, where now the spring 
constants for the short bond length was taken to be equal to 2 or 3 times the value of the 
spring constant for the other bond lengths. In both cases, the two different spring constants 
where chosen such that Σί=ι Σ ? = ι an' w a s equal to 14N, as is the former case. Here a«< is 
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Figure 4.8 — The normalized density of states at low frequencies for two random­
ized 3/2-approximants (solid line and dashed line), obtained from quadratic grid 16 
interpolation. 
the spring constant between atom i and i' and N is the number of atoms in the unit cell. 
The result is shown in Figure 4.7. Comparing it with the result of Figure 4.5 we conclude 
that the characteristic features of the DOS at low frequency are hardly affected by putting 
stronger springs between the closer neighbours. The most important difference with the 
former result is that the proportionality constant of the global ω2 behaviour increases 
when the relative difference between the strength of the springs is increased. This is due 
to the fact that, to compensate for the stronger spring between the closer neighbours, the 
spring constant for both other bond lengths becomes smaller. Since the latter bond lengths 
occur much more frequently than the short one, the value of the spring constant for these 
bond lengths is the most important for the long wavelength modes. This also explains the 
shift of the pseudogaps to lower frequencies, when the difference in the spring constants is 
increased. 
We have also studied the effect of randomization. Figure 4.8 shows the DOS for two 
randomized 3/2-approximants using a quadratic grid 16 interpolation. We observe that the 
pseudogap at about ω = 0.67 has almost disappeared in both cases. Such an smoothening 
effect of randomization on the DOS was also observed in similar calculations on the phonon 
spectrum for an octogonal tiling model in two dimensions 1 6 (see chapter 5). Obviously 
the very specific local order, which is present only in the perfect approximants, gives rise 
to a characteristic pseudogap at low frequency. For the randomized approximants the local 
order is partially destroyed. 
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4.4 T H E DYNAMICAL STRUCTURE FACTOR 
The dynamical response of a crystal in inelastic neutron scattering experiments is usually 
described by the dynamical structure factor S(k, ω), which is proportional to the measured 
coherent cross section for scattering processes with momentum tranfer hk and energy 
transfer hui. Within the harmonic approximation the dynamical structure factor for one 
phonon processes is given by: 




where the summations over К and q are, respectively, summations over the reciprocal 
lattice vectors and all wavevectors inside the first Brillouin zone, n_,(<f) the Bose-Einstein 
occupation number for the j'-th eigenstate at wavevector g with frequency ш3(ф, and H3-
is defined for each eigenstate j by 
Щ = Σ Jf$- Ъте-™'®*** (4.10) 
where the summation runs over all atoms in the unit cell. In (4.10), each atom d is 
characterized by its mass M¿, its equilibrium position d, its coherent scattering length b¿, 
the Debye-Waller factor exp(—Wd{k)) and the displacement ud(q) in the j-th eigenstate at 
wavevector if. For a derivation of these expressions, see for example reference 17. 
The thermal factors n.,(q) and 1 + n_,(g) correspond to processes in which a phonon 
is absorbed and emitted, respectively. In the low temperature limit, n^q) goes to zero 
and the term in which phonons are emitted is the dominant one. The Debye-Waller factor 
induces a reduction of the intensity, but at low temperatures the exponent Wd{k) is small 
and the Debye-Waller factor becomes unimportant. In our models all coherent scattering 
lengths and masses are equal, and at low temperatures we obtain then, omitting also the 
factor Ι/ω., which is not relevant for a qualitative study of the dynamics, the following 
simplified expression for the dynamical response of the model: 
І(к,ш) = Σ | Σ ( £ · ^ ( 9 1 ) ^ Ϊ 2 6(ш-ш,Ш (4.11) 
1 d 
where q is equal to the momentum transfer к modulo a reciprocal lattice vector K. 
In experiments, one normally starts measuring at wavevectors with strong Bragg in­
tensity and expects to see a pronounced dispersion curve close to strong Bragg peaks. For 
normal periodic structures, halfway between two neighbouring Bragg peaks is the Brillouin 
zone boundary. At this boundary one expects to see a bending of the dispersion curve and, 
depending on the decoration of the unit cell, possibly a gap. For a quasicrystal, halfway 
between two strong Bragg peaks there is a pseudo-Brillouin zone boundary, and one may 
wonder whether the behaviour of the dynamical response when moving from the strong 
Bragg peak to the pseudo-Brillouin zone boundary is similar to that of a normal crystal. 
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a) b) 
Figure 4.9 — The intensity of the Bragg peaks in the kz = 0 plane for the sym­
metrized 3/2-approximant (a) and 5/3-approximant (b). The labels on both axis are 
in units of 2-κ/α. 
The elastic scattering response, giving the Bragg spots, is determined by the static 
structure factor Sg. For our models S χ is given by: 
S*-E¿** (4.12) 
d 
where the summation runs over all atoms in the unit cell of the i-PT approximant. The 
intensity of the Bragg peak at К is proportional to \S^\2. Figures 4.9a and 4.9b show the 
Bragg spots, as calculated according to (4.12), in the kz = 0 plane for the symmetrized 
3/2- and 5/3-approximants, respectively. These two pictures are very similar, which means 
that convergence takes place very rapidly for successive approximants. In these plots, the 
^-components k
x
 and ky are given in units of 2π/α. The difference in scale (in these units) 
between the two plots is in agreement with the fact that the lattice constant a grows with 
a factor φ between successive approximants. For example, spot A has labels (21,8), (34,13) 
and (55,21) for the 2/1-, 3/2- and 5/3-approximants respectively, and these numbers are all 
members of the Fibonacci sequence {F
n
}, defined by the recursion F
n+i = Fn + F n _i with 
F_i = Fo = 1. It holds that φ — l im,^«, F
n + 1 / F n , which explains the scaling behaviour of 
the (k
x
,ky)-labe\s. Notice also that Figure 4.9 shows much similarity with data from X-
ray diffraction measurements of real i-phase quasicrystals, in spite of the simplicity of our 
model. This is a consequence of the common higher dimensional lattice symmetry, which 
exists both for our model and for a realistic structure. The strong Bragg peaks correspond 
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Figure 4.10 — a) The dynamical response along the path from A to В (see Fig­
ure 4-9a) for the symmetrized 3/2-approximant. b) The dynamical response along 
the path from В to A (see fig 9b) for the symmetrized 5/3-approximant. c) The 
dynamical response for a bcc structure along a similar path as for Figure 4.10b. 
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to Г-points in the higher dimensional reciprocal space which are relatively close to the 
physical space. 
To get a first impression of the dynamical response of our models, we have determined 
the dynamical response I(q, ω) along the path AB for symmetrized approximants, taking 
into account only those wavevectors yielding a real dynamical matrix. These are the 
reciprocal lattice points and the points in the middle between two lattice points. For these 
к points the dynamical matrix has respectively Г/, and D2h symmetry, which we used to 
reduce the dynamical matrix to block form. In view of the computation time and storage 
capacity that is needed, this reduction is very useful. The delta peaks of the expression 
(4.11) can be weakened by using: 
δ(ω - ωΛ =--\mY - (4.13) 
with e a small positive number, which governs the width of the peaks. Such a broadening 
is also present in experimental data, due to anharmonic effects and the finite resolution of 
the experimental devices. 
Figure 4.10a shows the dynamical response I(q, ω) for the symmetrized 3/2-approximant 
when moving from A to B, and Figure 4.10b shows the same for the symmetrized 5/3-
approximant when moving in the opposite direction, from В to A. In these calculations 
we have taken ε equal to 0.05. Details that may disappear by using this finite value for e 
are not expected to be seen in experiments. Recall that the total frequency support for 
our models is about 3.2. Both pictures roughly show a linear dispersion up to rather high 
frequencies. In fact, we can distinguish two linear dispersions starting from the strong 
Bragg positions, one corresponding to transversal and the other one to longitudinal polar­
ization of the modes relative to the /^-direction. When approaching the pseudo-Brillouin 
zone boundary, bending of the dispersion curves is observed. In Figure 4.10a the response 
due to longitudinal polarization is much weaker than the response due to transversal po­
larization, in agreement with the fact that the projection of longitudinal displacements on 
к close to A is smaller than that of transversal displacements. For ¿-vectors close to В the 
intensity for the longitudinal modes is much bigger, which is clearly shown in Figure 4.10b. 
For comparison, Figure 4.10c shows the result for a bcc structure, moving between two 
Г-points, from (5,5,0) to (5,3,0) in units of 27г/с, where с is the edge length of the smallest 
cubic unit cell for a bcc structure, containing two atoms per unit cell, so that according to 
(4.3) с = 21/3. This path is comparable to the path В A for the i-PT approximant. Note 
that the point (5,4,0) is not a Г-point of the reciprocal lattice for the bcc-structure, due 
to the fact that the cubic unit cell is not a primitive unit cell. From Figures 4.10a-4.10c it 
may be conluded that the results for the i-PT approximants are globally similar to those 
of a normal periodic structure. 
The dynamical response due to modes with a specific polarization can be represented 
by the following function: 
'«,(*•") = if Σ Ι Σ ( έ ρ • ^(Q))el'kd'\2 δ{ω - ω
:
(ξ)) (4.14) 
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where êp a unit polarisation vector. This function can be regarded as the imaginary part 
of a diagonal matrix-element of the resolvent operator: 
Ιφ,ω) = - ^ Hm Im < ν$\[(ω + ie)2 - Я< і < > > (4.15) 
where ué is the 3N components vector with components N~1^2êp exp(ik-a) for the atom at 
position d, and H^ is the dynamical matrix at wavevector к. The function I¿T{k,uj) can be 
calculated using a recursion method 9 . In this method, # ' * ' is tridiagonalized recursively 
by the Lanczos algorithm described in Appendix A, taking as starting vector the vector 
u¿ . The coefficients of the tridiagonal matrix are directly related to the coefficients of a 
continued fraction expansion of the resolvent operator. The termination of the continued 
fraction expansion is a problem which has been the subject of several papers 1 8 · 1 9 . Another 
problem is that the tridiagonalization process becomes numerically unstable after some 
finite number of steps (see Appendix A). Therefore it is believed that one can only obtain 
results with limited accuracy. In the following we propose an alternative method to obtain 
the relevant information from the truncated tridiagonalization, and show that our method 
gives quite accurate results, in spite of the numerical deficiencies of the tridiagonalization 
process. 
Assuming that the tridiagonalization algorithm is exact, we can write the truncated 






where we have truncated after the m-th step. T
m
 is a tridiagonal matrix of order m and 
V
m
 is the τη χ η transformation matrix whose first column is the vector м\ . Substitution 
in (4.15) gives: 
І
ір
(к,ш) = - — l i m I m < v 1 | ( w + ¿ £ ) 2 - T - 1 | v 1 > (4.17) 
7Г e — 0 
where the m components vector vi is a unit vector whose first component is equal to 1, 
whereas all other components are equal to 0. Using a matrix inversion formula we obtain: 
ι (t \ 2ων τ det[(q; + ¿б)2 - Δ
η
] 
li (к,ω) = h m l m - —
r
. гт—^г^- (4.18) 
'
А
 ' ' π
 £ - о det[(w + ге)2 - Т
т
] ' 
where Д ц is the cofactor of the first diagonal element of T^\ If \} (j = 1, ..τη) are the 
eigenvalues of T j ^ and μ3 (j = 1, ..τη — 1) the eigenvalues of Д ц we obtain: 
ι (t ϊ 2uJi П,Ті - μ, + 2i6u;) 
h„(k,uj) = Im -L . „ ——τ- (4.19) 
P
 π Π£=ι(ω2-λ, + 2ύω) v ' 
where e is some small positive number and the term e2 has been neglected. The eigenvalues 
of the tridiagonal matrices can be found very efficiently by the QL algorithm, and from 
these the imaginary part of Іё
р
(к,ш) can be computed without numerical difficulties. Since 
the tridiagonalization process is numerically unstable, formula (4.16) is not exactly true 
any more after a certain number of recursion steps. However, on the basis of the fact 
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m 
FREQUENCY 
Figure 4.11 — The dynamical response at wavevector к — 4π/α for longitudinal 
polarization for the symmetrized 3/2-approximant, using the recursion method with 
e = 0.01 (solid line) and e = 0.05 (dashed line). The dotted line is the result obtained 
by explicit diagonalization and using expression (4-20) with e = 0.01. 
that the recursion is locally stable, we can still use the same expression and see what the 
results look like. By doing this we observed that convergence is obtained in the sense 
that for fixed к the function I¿ (к,ш) does not change any more under enlargement of the 
tridiagonal matrix. This does not automatically imply that the converged result is the 
correct result. To investigate this we have compared the result with a more reliable result, 
which can be obtained by computing all eigenvalues uñ and eigenvectors \a3 > of H^ and 
then evualuating: 
3N I ^ „ t ö l ™ . v. |2 2ω 
Іг
г
{к,ω) = Im Σ 
ί'«1 
<Α;> 
{ω2 - ω] + 2іеш) (4.20) 
In Figure 4.11 the function I¡ (к,ш) at к = 4π/α is shown for the symmetrized 3/2-
approximant. In this picture, the results for £ equal to 0.05 and e equal to 0.01 are 
compared, obtained by using the recursion formula (4.19). Clearly, the latter result contains 
many more details. However, the price to be paid for these details is that more recursion 
steps are required to obtain convergence, about 300. For e equal to 0.05 the number of 
recursion steps required to obtain convergence was only 75. Note that with convergence we 
mean convergence for each ω in the interval [0,3.5]. In practice one can obtain reasonable 
results with fewer recursion steps. The dotted line in Figure 4.11, which represents the 
result obtained by explicit diagonalization of H^ and using (4.20) with £ equal to 0.01, 
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Figure 4.12 — a) The dynamical response Iêp{k,u>) for the 8/5-approximant for 
longitudinal polarization, at wavevectors along the x-direction. b) The dynamical 
response for the 8/5-approximant for transversal polarization, at wavevectors along 
the x-direction. c) The dynamical response for the 8/5-approximant for longitudinal 
polarization, at wavevectors along the quasi five-fold-directwn (1,0,0). 







Figure 4.13 — The maximal response for the 2/1-, 3/2- and 8/5-approximant 
(respectively solid, chaindashed and dashed line) and a bee structure (dotted line) 
for transversal polarization as funtion of the wavevector along the quasi-five-fold 
direction (Ι,φ,Ο) in units of2n/c where с corresponds to the bec lattice. 
demonstrates that our approach to the recursion method gives quite good results. 
The fact that convergence is obtained using the recursion method may be understood on 
the basis of what is explained in appendix A. There it is stated that the eigenvalues, which 
occur in the spectrum of T
m
 as a consequence of the instability of the recursion process, will 
also occur as eigenvalues of the matrix A
u
, which means that the corresponding factors 
occurring in (4.19) cancel. 
The dynamical response for the 8/5-approximant at wavevectors along the fc
x
-direction, 
obtained using the recursion method with e = 0.05, is shown in Figures 4.12a and 4.12b 
for transversal and longitudinal polarization, respectively. These pictures clearly show a 
strong response along a linear dispersion curve up to rather high frequencies. The isotropy 
of the dispersion is demonstrated by Figure 4.12c, where the response from longitudinal 
modes along the quasi-five-fold direction (Ι,φ,Ο) is shown. 
The behaviour of the dynamical response for the quasiperiodic structure may be ob­
tained by studying the convergence of the results for a number of successive approximants. 
Figure 4.13 shows the maximal intensity due to transversal polarization at wavevectors 
along the quasi-five-fold direction (Ι,φ,Ο) for the 2/1-, 3/2-, 8/5-approximants and a bec 
structure. The labels on the A;
x
-axis are in units of 2тт/с, where с is related to the bec 
lattice as defined above. The value of e was taken equal to 0.05. The picture shows that 
global convergence is obtained already for the lowest approximants. The maximal possible 
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intensity is the intensity at к = 0. Along the dispersion, the intensity has decreased to 
half the maximal intensity at about к = 4тг/5с, corresponding to a frequency of about 1.4, 
which is more than one third of the total frequency range. For the bcc lattice the intensity 
stays close to the maximal intensity along almost the entire dispersion, in spite of the fact 
that the ( l , r , 0) direction is not a lattice direction. For longitudinal modes the frequency 
at which the intensity has decreased to half the maximal intensity is about ω = 1.75. 
FREQUENCY 
Figure 4.14 — a) The dynamical response for the 2/1-, 5/3- and 8/5-approximant 
(respectively solid, chamdashed and dashed line) and a bcc structure (dotted line) 
for transversal polarization at two wavevectors along the quasi-five-direction with 
\k\ = 2-к/Ъс (peaks at ω « 0.8,) and \k\ = Ατ/be (peaks at ω « 1.3/ 
The convergence of the fine structure of Iêp(uj,k), when tending to the quasiperiodic 
limit, can be studied by taking a smaller value for e. We have considered the response from 
transversal polarization at some fixed wavevectors along the quasi-five-fold direction with 
€ equal to 0.01. Figure 4.14a shows the results for the wavevectors k = 2π/5ο and 4π/5ο in 
one picture, for the 2/1-, 5/3- and 8/5-approximants. Strong intensity with little structure 
is observed at these wavevectors. Obviously the optical branches which appear at arbi­
trary low frequencies (see section 4.2) hardly contribute to the dynamical response at low 
frequencies. The intensities for the 2/1-approximants are stronger, but the results for both 
larger approximants seem to indicate that convergence has been obtained. Figure 4.14b 
shows the result for k = 6n/5c for the 5/3- and 8/5-approximants, and illustrates that 
at higher frequencies the peak is broadened, and much of its intensity is lost. Moreover, 






Figure 4.14 — (continued) b) As in Figure 4-Ha> but at \k\ = б7г/5с, for the 5/3-
and 8/5-approximants (respectively solid and dotted line), c) As in Figure 4-Ца, 
but for two randomized 5/3-approximants (respectively solid and dotted line), at 
\k\ = 6тг/5с. 
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much more structure can be seen Nevertheless, convergence is obtained also at such high 
frequencies, when tending to higher approximants, which is remarkable It means that also 
in calculations of the dynamical structure factor for more realistic models of quasicrystals, 
the commensurate approximation may be expected to be a good approximation for the 
entire frequency range Finally, Figure 4 14c presents the result at the same wavevector 
for two randomized 5/3-approximants, showing that some smoothening is induced by ran­
domization This is in agreement with the results for the total DOS (see chapter 3) ^ and 
is obviously a consequence of the loss of order induced by randomization 
4.5 CONCLUDING REMARKS 
Although our models are far from being realistic, we still believe that qualitatively our 
results are very well suited to gain insight into the phonon properties of quasicrystals at 
low frequencies 
There is an evident scaling behaviour of the lowest phonon branches for successive ap­
proximants, which makes the behaviour of the low frequency spectrum in the quasipenodic 
limit predictable Since the widths of the gaps relative to the bandwidths vanish in the 
low frequency limit, the density of states starts normal quadratically at ω = 0 However, 
already at relatively low frequencies, deviation from the ω2 behaviour can be expected for 
the perfect tilings in the form of pseudo gaps For randomized tilings these pseudogaps are 
much smaller 
One can expect to measure, by inelastic neutron scattering measurements, a strong 
dynamical response along a normal linear dispersion up to rather high frequencies, and 
bending of the dispersion near the pseudo-Bnllouin zone boundaries Moreover, the dis­
persion is isotropic, and the two transversal sound velocities converge to each other when 
tending to the quasipenodic limit At low frequencies, the dynamical structure factor is 
sharply peaked and has little structure along the dispersion curve At higher frequencies, 
more structure and loss of intensity may be observed, in particular for perfect tilings 
Also here, randomization has a smoothening effect It appears that the use of commen­
surate approximants is a good approximation for studying the dynamical properties of a 
quasicrystal, even to obtain insight into the fine structure 
4.6 APPENDIX A: LANCZOS ALGORITHM WITH NO 
REORTHOGONALIZATION 
The Lanczos algorithm is a process in which a symmetric tndiagonal matrix Τ is formed, 
which in exact arithmetic is, up to multiplicities, spectrally equivalent to an hermitian 
matrix Η During the process Η is not changed and only matrix-vector multiplications are 
needed Therefore the algorithm is especially useful when Η is sparse There are different 
variants of the basic Lanczos algorithm, which in exact arithmetic are equivalent There 
have been 1 0 experiments with these variants, and the most stable version appears to be 
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the following. 
To start the process one needs a random generated unit vector v b which is the first 
Lanczos vector, and which is supposed to contain a not very small projection on each of 
the orthogonal eigenspaces of H. Here and in the following we use 'very small' to indicate 
a quantity of the order of the machine accuracy. Defining /?i = 0 and v0 = 0 then for j > 1 
the process is given by: 
Uj = Hv} -ßj-Vj-i 
a, = vjuj 
w_, = Uj - α ,ν , (A.l) 
where the numbers at (i=l,2..) and /3, (i=2,3..) are respectively the diagonal and subdi­
agonal (or superdiagonal) elements of a real symmetric tridiagonal matrix T, the so-called 
Lanczos matrix. 
It is easy to show that in exact arithmetic the vectors v, (j = l , . . ,m) form an or­
thonormal basis for the space K
m
 = s p a n [ v i , # V i , . . . . , # m _ 1 V i ] , which is known as the 
m-th Krylov subspace. Let V
m
 be the η χ m-matrix whose m columns are the vectors v3 








m + 1 v m + 1 eJ„ (A.2) 
where e
m
 is a unit vector whose m-th component is equal to 1 whereas all other components 
are equal to 0. The matrix T
m





 is real and symmetric can be understood from the fact that Η is hermitian so 
that for the (j, j + 1) — th element of T
m
 holds that: 
T
m
UJ + 1) = ] Я
 і + 1 = ( * + 1 Я Ч ) · = ( ] + 1 Я , ) · = (Tm(j + l,j))· (А.З) 
and since each member of an orthonormal set of basis vectors spanning a complex space is 
determined up to a phase factor one can imagine that this phase factor can be chosen such 
that T
m
(jJ + 1) is real and therefore equal to T
m
(j + 1, j ) . This phase choice is implicitly 
used for the Lanczos vectors in the recursion (A.l). 
For any finite matrix H the process will stop whenever ßm+\ appears to be zero for 
some m. In exact arithmetic this will generally happen only when the order of Tm is equal 
to the number of distinct eigenvalues of the matrix H. However, in practice the process 
does not stop and ß} will not even become small for some j . This is due to the finite 
precision of the computer arithmetic, which leads to a considerable loss of orthogonality of 
the Lanczos vectors as soon as one or more eigenvalues of H start to occur as eigenvalues 
of the matrix Tm for some m 1 1 . 
If μ is an eigenvalue of T
m
 with coi responding normalized eigenvector u, then the so-
called Ritz vector y = V
m
u can be considered as an approximation of an eigenvector of H 
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and (ß,y) is denoted as a Ritz pair. There are m such pairs for Tm. If a Ritz pair has 
converged to an eigenvalue/vector pair of H for some value of m, which may be less then 
n, then the Lanczos vectors v, (г > τη + 1) should have an (almost) zero projection on y, 
but it has been shown n that, due to the finite arithmetic, the converged eigencomponent 
starts to reoccur in the new Lanczos vectors, in fact starts to converge again. So in the 
end for large enough M the same eigenvalue will be found twice among the eigenvalues of 
T\f. Although it can be shown that all eigenvalues of a real symmetric tridiagonal matrix 
with no zero subdiagonal elements are distinct, on a computer one can find two eigenvalues 
which are equal to within the machine precision. 
A remedy for the loss of orthogonality is to reorthogonalize every new Lanczos vector 
with all its predecessors. This is of course a very expensive process, both for storage as well 
as for computation time reasons. It's also possible to apply selective reorthogonalization, 
by reorthogonalizing each new Lanczos vector with the Ritz vectors that have already con­
verged. This procedure might be useful, when only a limited number of eigenvalues/vectors 
are required, but suffers from the same problems as the total reorthogonalization when a 
large amount of eigenvalues/vectors of very large (sparse) matrices are required. There­
fore we abandon the reorthogonalization procedures and in what follows we will focus on 
Lanczos procedures without reorthogonalization. 
A measure for how good a Ritz pair approximates an eigenvalue/eigenvector pair of H 
is given by the residual norm | # y — μy| and in exact arithmetic this can be computed 
without explicit computation of the Ritz vector y by using (A.2): 
\Hy-ßy\ = \HVmu-ßVmu\ = \(HVm-VmT)u\ 
= |(/?m+ivm+ietju| (A.4) 
= /3m+i|u(m)| 
where we used that |vm + i | = 1. This implies that there will be an eigenvalue λ of Я such 
that: 
|A-M|</3
m + i |u(m) | (A.5) 
The expressions (A.3) and (A.4) show that whenever the last component u(m) of some 
eigenvector of T
m
 is very small, then the corresponding Ritz pair (μ, у) is a good approxi­
mation for an eigenvalue-eigenvector pair of H. For a matrix with a uniform distribution 
of the eigenvalues within a certain interval on the real axis, it will generally happen that 
the extreme eigenvalues start to converge first even long before m is equal to n, and for 
this reason the Lanczos algorithm has often been used to compute efficiently a number of 
the extreme eigenvalues. 
In the case of finite precision arithmetic, which is the practical case using a computer, 












 is an η χ m matrix that accounts for roundoff errors. However due to the local 
preservation of the orthogonality of the Lanczos vectors with (a number of) its neighbours, 
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the entries of F3 will be small, and therefore (A.5) still holds approximately. On the other 
hand the global orthogonality and even the linear independence of the Lanczos vectors can 
be completely lost, so that the norm of the Ritz vectors can have a value that is different 
from 1. So in finite arithmetic both sides of (Α.δ) have to be devided by |y| to obtain a 
relevant bound for the residual norm: 
| л _ д | ^ | Я у - ^ у | ^ / ? т ^ и ( т ) | ( A 7 ) 
where λ is some eigenvalue of Я. So the residual norm is not only governed by the last 
component of u, but also by |y|, which might be very small. However, it has been shown 
1 1
 for any isolated eigenvalue of T
m
 that |y| is not very small but instead has a value of 
order 1. On the other hand for some cluster of very close eigenvalues of T
m
 there is at least 
one corresponding Ritz vector which has a norm that is not small. 
Another important property that has been shown in 1 J is that whenever μ'"1) is an 
eigenvalue of T
m
 then for all Μ > πι there exists an eigenvalue μ ( Μ ) of TM such that: 
\μΜ - ¿™)\ < ßm+l\vSm\m)\ (A.8) 
where u(m) is the eigenvector of Tm corresponding to μ(,τι). The statement is intuitively clear 
and an important consequence of it is that whenever an eigenvalue of T
m
 has converged to 
an eigenvalue of Я within a certain accuracy for some m then one will find an approximation 
of this eigenvalue with at least about the same accuracy among the eigenvalues of any of 
the Lanczos matrices of bigger size. 
Above we have shown that an eigenvalue of the tridiagonal matrix T
m
 is close to an 
eigenvalue of Я whenever the last component of the corresponding eigenvector of T
m
 be­
comes small for some m. However nothing is said about whether this will ever happen 
for some eigenvector of T. In this context Cullum and Willoughby make the following 
statement 1 2 . 
The Lanczos Phenomenon. 
For large enough M every distinct eigenvalue of H will appear as an eigenvalue of the 
Lanczos matrix T
m
 for all m > M. 
Although they have not been able to proof this statement they provide strong arguments 
and numerical evidence that it is true, by stressing the equivalence of the Lanczos tridiag-
onalization to the method of conjugate gradients for solving the linear system of equations 
Ях = b for positive definite Я and some b, for which it is known that it converges, in 
spite of numerical instabilities. In exact arithmetic the conjugate gradient method should 
have converged after к steps, where к is the number of distinct eigenvalues of Я. In the 
practical case of finite arithmetic one might need more then к steps to obtain convergence. 
In the analysis of 1 2 this property is crucial in the search to provide strong arguments for 
the Lanczos phenomenon. Applying the conjugated gradient method to solve a system of 
linear equations the number of steps that is required to achieve convergence will generally 
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depend on the right hand side vector b. So for some b this number will be maximal, say 
M. The equivalence of the conjugated gradient method and the Lanczos method implies 
now that the Lanczos vectors v, (i = 1,.., M) which are directly related to the set of resid­
ual vectors computed in the conjugated gradient method form a basis for a Л-dimensional 
space which is spanned by к eigenvectors with distinct eigenvalues. Because if this were 
not the case then one would be able to find a right hand side vector for which the conju­
gated gradient method would not have converged after M steps. But since there is no such 
vector, one can expect to find each of the eigenvalues corresponding to the A; eigenspaces 
among the eigenvalues of Тм. 
Since the order M of the tridiagonal matrix needed to achieve convergence for every 
distinct eigenvalue of H might be much larger then к one is faced with the problem to decide 
which of the M eigenvalues of Тм are the distinct eigenvalues of H. All other eigenvalues 
are called 'spurious'. Either these 'spurious' eigenvalues are copies of the 'good' eigenvalues 
or they are eigenvalues which disappear as the size of the Lanczos matrix is increased. An 
eigenvalue of Тм with a multiplicity bigger than one is considered as a 'good' eigenvalue. 
Such an eigenvalue just has converged more than once at this size of the Lanczos matrix. 
There are in principle two methods to decide which of the simple eigenvalues Тм are 'good' 
ones. One method, which was described for example by Parlett and Reid 1 3 is based on 
the convergence of the eigenvalues of T
m
 for increasing m. In this method an eigenvalue 
of T
m
 is accepted as a 'good' eigenvalue when it is also an eigenvalue of Т
ш+\ and of any 
T
m
+k with к > 1. The other method, which was introduced by Cullum and Willoughby 
1 2
, is different in the sense that, instead of selecting the 'good' eigenvalues, one identifies 
the 'spurious' eigenvalues. Let 7^ be the (m — к + 1) χ (τη — к + 1) tridiagonal matrix 
obtained from T
m
 by deleting the first к — 1 rows and columns from T
m
 (with T\ = T
m
). 
Then a simple eigenvalue of T
m
 is considered 'spurious' when it is also an eigenvalue of 
72 . In a careful analysis Cullum and Willoughby show why this procedure, which they 
call identification test, should work. Although it is not at all trivial to prove, we think it 
is intuitively clear. In exact arithmetic it holds that the first component of an eigenvector 
u of T
m
 is not very small since we have assumed that the projection of the first Lanczos 
vector, which is the random starting vector, on the eigenvector of H, of which the Ritz 
vector у corresponding to u is an approximation, is not very small. Although it is not 
so easy to prove the same is also true in the case of finite arithmetic but only for Ritz 
pairs that are converging to eigenvalue/vector pairs of Я for the first time. Namely if for 
such a Ritz pair if the first component of the corresponding vector u would be very small, 
then also a number of subsequent components would be small, due to the simple recursion 
that holds for the components of u. Consequently this would mean that not only the first 
one but also a number of subsequent Lanczos vectors would hardly contribute to the Ritz 
vector y, which is very unlikely for a Ritz pair which is converging to an eigenvalue/pair of 
H, that has not converged yet. Only when a Ritz pair is an approximation of a duplicate 
of an eigenvalue/vector pair, that has already converged at least once, the first component 
of the corresponding eigenvector u will be very small. There exist some simple expressions 
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for the components u(k) (k = 1 , , m) of the eigenvector u corresponding to a simple 
eigenvalue μ of T
m
 in terms of certain determinants 
=
 de tpu-^ud)
 ( A 9 ) 
τ* 
_ d e t ^ ^ - M / j d e t ^ - M / ] 
U ( f c )
 - det ' [T
m
- M 7] ( A 1 0 ) 
where т
 к
 = П*=2 ß?> det[T0 — μΐ] = det[Tm+i — μΐ] = 1 and det'[Tm — μΐ] is the derivative 
of det[T
m
 — μΐ] with respect to μ These expressions are generally not used to compute 
the eigenvectors, because the recursive determination of the required determinants is nu­
merically unstable Knowing that, for a simple eigenvalue of T
m
 that has converged, the 
m-th component of the corresponding eigenvector is very small, the expression (A 9) tells 
us that u(l) is much bigger then u(m) since det[T
m
_i — μΐ] is very small for this μ If 
it happens that u(l) is very small, then (A 10) implies that det[T2 — μΐ] must be very 
small, and thus μ is also eigenvalue of Ti But we have argued above that eigenvectors 
of T
m
 with a very small first component can only exist as a consequence of the numerical 
instability, and therefore the eigenvalues corresponding to these eigenvectors, which are 
thus also eigenvalues of T2 have to be considered as 'spurious' 
The selection method of Cullum and Willoughby has an important advantage relative to 
that of Parlett and Reíd After having eliminated the 'spurious' eigenvalues the remaining 
eigenvalues are considered as 'good' approximations of eigenvalues of H, which might or 
might not have converged for some m So even before complete convergence has been 
achieved, these eigenvalues provide an early estimate of the entire spectrum For example 
when one is only interested in a histogram of the density of states then one just has to 
continue untili such a histogram doesn't change anymore within some desired accuracy 
when enlarging the tndiagonal Lanczos matrix 
We want to emphasize that the above analysis is only a rough sketch of the work that 
has been done on the subject of Lanczos tndiagonalization and we recommend people who 
are interested in a more complete and also more sophisticated treatment, to have a look 
at the references 10 n 12 for example Still we hope we have provided the reader some 
understanding of the fact that a Lanczos algorithm without reorthogonahzation, in spite 
of its defects, can be a very efficient and reliable method for finding eigenvalues of large 
sparse matrices Apart from the analytic approach there is also the numerical evidence for 
the efficiency of the Lanczos algorithm without reorthogonahzation 
For the results of section 4 2 and 4 3 we did not need the whole spectrum but only the 
lower part of it The program we made for this has the following outline 
10 Set г equal to 1, and fix the value of mi 
20 Generate a Lanczos matrix of order mt and compute all its eigenvalues in the interval 
of interest 
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30 Consider any eigenvalue with a multiplicity bigger than one as a 'good' eigenvalue 
Such eigenvalues has converged more then once 
40 For the isolated eigenvalues check whether they are also eigenvalues of T2 ' If so, 
then this eigenvalue is 'spurious' 
If not, then the eigenvalue is added to the list of 'good' eigenvalues 
50 Check for each member of the list of isolated 'good' eigenvalues whether it is also an 
eigenvalue of Т„ц_і If so, this eigenvalue has converged 
If some eigenvalue has not converged yet, set г to г + 1, fix the value of m, and goto 
20 
If all eigenvalues have converged goto 60 
60 Stop 
It hardly needs to be said that, in the case that some simple eigenvalue has not converged 
yet for a Lanczos matrix of certain size then, going back to 20, one does not need to 
restart the whole Lanczos tndiagonahzation, starting with the first Lanczos vector and so 
on, but one can just continue the process at the point where it was stopped The choice 
of the values of m, (г = 1,2 ) depends mainly on the matrix being considered The closer 
the eigenvalues the bigger the Lanczos matrix one needs to separate them To give an 
indication, for finding the lowest 78 eigenvalues of the dynamical matrix of order 1728 
corresponding to the 3/2-approximant with a minimum separation of the eigenvalues of 
about 10~4 in the interval of interest, which is the interval [0,1 1] of the total support 
[0,3 2], the order the Lanczos matrix required was between 800 and 1200, depending on 
the wavevector к In this case we have put m, equal to 800 + (г — 1) χ 50 
With the Lanczos algorithm one cannot find the multiplicities of the eigenvalues How­
ever, if it is known that eigenvalues occur with a multiplicity bigger than one, for example 
as a necessary consequence of symmetry, then one can identify these multiple eigenvalues 
by perturbing the matrix Η For the ¿-dependent dynamical matrix this can be done 
by slightly shifting the wavevector к from the high symmetry point In principle such a 
perturbation method can also be applied to retrieve accidental degeneracies In our ap­
plication we had to find the eigenvalues of a large set of matrices, belonging to different 
fc-vectors It would therefore be very inefficient to check on potential degeneracies for each 
¿-vector However, knowing that the eigenvalues lie on a set of branch surfaces, which de-
pend continuously on k, one can easily find out when an eigenvalue is missing for a certain 
fc-vector In our computations we did not find any accidental degeneracies Nevertheless 
it happened to us a few times, but only for the larger systems, that one of a group of very 
close eigenvalues was missing It was easy to identify these missing eigenvalues, and in 
all cases the problem could be solved by rerunning the program for the matrix concerned, 
using a different starting vector for the Lanczos process Obviously the original starting 
vector had a very small projection on the eigenvector, corresponding to the missed eigen-
value, so that it was rejected as a 'spurious' eigenvalue by our program Also, the missed 
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eigenvalues were only found among the highest eigenvalues in the interval of interest, and in 
our experience the problem can be avoided by enlarging the interval of interest somewhat. 
4.7 APPENDIX B: BRILLOUIN ZONE INTEGRATION METHOD 
Splitting the irreducible part of the Brillouin zone in equal tetrahedra, called simplices, six 
of them forming a cube, a quadratic interpolation of the branch surface within the simplex 
is given by: 
ш.(к) = а + Ьгк + ІегСк (B.l) 
where the ten free parameters of the scalar a, the 3-components vector 6 and the symmetric 
(3 χ 3)-matrix С are fixed by prescribing the values at the corners and the mid-edges of 
the triangles. A linear interpolation within the simplex can be written as: 
ω.(ί) = a' + b^k (B.2) 
where now only the values at the corners are needed to fix the four free parameters of a' 
and b'. 
Methfessel 1 5 showed that with the quadratic fit the integration (4.8) can be performed 
analytically. However, we did not adopt this approach, but used, instead, the so-called 
hybrid method of MacDonald et al. 1 4 . In this method, each simplex is splitted up in 
smaller simplices of exactly the same form, and within each of these smaller simplices 
a linear interpolation is performed by using the quadratic fit, which holds for the large 
simplex, to determine the values at the corners of the small simplices. For the linear fit, 
evaluation of the integration (4.8) becomes quite easy. 
On a computer one normally determines the density of states D(u>) at a discrete set 
of frequencies ω„ separated by a step length Δω. The value of ϋ(ω,) is then determined 
by adding the contributions from all simplices for which the frequency support contains 
ω,. However, using this method the contribution from a simplex gets lost whenever the 
frequency support of that simplex lies in between two grid points in ω-space. To avoid 
this problem, we determined the contribution from a simplex to £>(w,) by evaluating the 
following integral: 






 are, respectively, the minimal and the maximal frequency of the 
linearly interpolated branch surface within the simplex, 5(ω) is the surface of constant ω 
inside the simplex, and the function F,(w) is a weight function which we define as: 
( Δω — \ω — ωλ , . . , — α , ε μ , - Δ ω , α , , + Δα,] ( R 4 ) 0 elsewhere 
so that a partial density from one simplex that falls in between two frequency grid points 
contributes equally to the total density at each of these grid points. Using this method 
D{w,) = Г 
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all contributions are taken into account, and a very accurate normalization can be applied 
by dividing by the total volume of all simplices for all branches. Such a normalization is 
useful to compare the DOS for different structures. 
Changing to another integration variable t, which is related to ω by 
ω(ί) = u)
mtn + (uwr - umm)t (B.5) 
the integral (B.3) can be rewritten as: 
D(u,,) = {и!Г#Ш,Т? t dtFMt))S(u(t)) (B.6) 
|n-Vu>4(fc)| Jo 
where we have used the fact that |n • Vu/,(£)| is a constant as a consequence of the linearity 
of the interpolated branch surface. Another consequence of this linearity is that the surface 
of constant ω, S(t), depends quadratically on the parameter t. Let ω, (г = 1,4) be the four 
values that the linearly interpolated branch surface takes at the corners of the simplex, 
ordered in ascending order, so that ω\ = ш
шіп
 and w4 = о і Ш І . These four values are related 
to four values of t, tt (i = 1,4), by the expression (B.5) with ¿i = 0 and i4 = 1. Depending 
on the possible degeneracies of the ut's, the function S(t) can have the following forms on 
the interval t € [0,1]. 
(i) If 0 < t2 < t3 < 1 
'at2 0 < t < t2 
S(t) = 1 at2- b(t - i2)2 t2<t<t3 (B.7) 
c ( l - i ) 2 t3<t<l 
where the positive constants a, b and с can be fixed by determination of 5(<г) and 
5(i 3). 
(ii) If 0 = <2 < t3 < 1 
o(l - t)2 - b{t3 -t)2 0<t<t3 
a(l - i)2 t3 < t < 1 
where a, ò сап be fixed by calculating S(t3) and by using that 5(0) = 0. 
(iii) If 0 < <2 = <з < 1 
*
2
 0 < t < t2 
t)2 t2<t<l 
where a, ò сап be fixed by calculating S(t2). 
s{t)
 = {it - ** "-- ( Β · 9 ) 
(iv) If 0 < t2 < t3 = 1 
at2 0 < t < t2 
at2 - b{t - t2)2 t2 < t < 1 
where a, 6 can be fixed by calculating S(t2) and by using that 5(1) = 0 
*«)={::,_„,_,.« :v.v: <"·•<» 
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(v) If 0 = t2 = t3 < 1 or 0 < ¿2 = t3 = 1 
S(t) = at{\ -t) 0 < t < 1 (B. l l ) 
where a can be determined by using that J¿ dtS(t) is equal to the volume of the 
simplex. 
In the exceptional case that uii = ω2 = ω3 = ω 4 the contribution from the simplex is 
determined by 
D(wt) = FX{UJ,)V, (B.12) 
where ν the volume of the simplex. 
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CHAPTER 5 
T H E PHONON SPECTRUM OF THE OCTAGONAL TILING1 
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F. Gähler 
Département de Physique Théorique, Université de Genève, 
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ABSTRACT. 
A study of the phonon spectrum of the octagonal tiling is presented, by calcu-
lating and analysing the properties of the spectrum for perfect and randomized 
commensurate approximants with unit cells containing up to 8119 vertices. The 
total density of states, obtained by numerical integration over the Brillouin zone, 
exhibits much structure, and in the low frequency range of the spectrum there 
is deviation from the normal linear behaviour in the form of pseudogaps. For 
randomized approximants these pseudogaps disappear and the density of states 
is globally smoothened. It turns out that the widths of the gaps in the dispersion 
vanish in the low frequency limit. Therefore the scaling behaviour of the lowest 
branches tends to the behaviour of an absolutely continuous spectrum, which is 
not the case at higher frequencies. As an application, the vibrational specific 
heat of the different tiling models is calculated and compared to the specific heat 
of a square lattice and of a Debye model. 
published in· Int J M. Phys. (March 1993) 
124 CHAPTER 5 PHONONS IN THE OCTAGONAL TILING 
5.1 INTRODUCTION 
The octagonal tiling is a model for a 2-dimensional quasicrystal It has no lattice peri-
odicity, but is quasipenodic For this reason the calculation of physical properties, such 
as phonons and electronic structure, is more difficult than for ordinary crystals Most 
of the research concerning the physical properties of quasicrystals has been devoted to 
1-dimensional models, such as the Fibonacci chain For the Fibonacci chain and similar 
systems it has been shown that their electron or phonon spectrum exhibits a certain scal-
ing behaviour l The phonon spectrum for the Fibonacci chain turned out to be neither 
absolutely continuous nor a pure point spectrum, but singularly continuous Correspond-
ingly the eigenstates were found to be neither extended nor localized, but critical 2 In the 
present chaper, which deals about the dynamics of a 2-dimensional quasicrystal, we will 
restrict ourselves to the properties of the spectrum, in particular the fine structure of the 
density of states (DOS) and the scaling behaviour of the phonon branches for commensu-
rate approximants A study of the eigenvectors will be presented elsewhere 
In three dimensions calculations have been done on the phonon spectrum of clusters 
and commensurate approximants of the icosahedral Penrose tiling (see previous chapters) 
3 4 5
, and on clusters of Danzer's icosahedral tiling 6 7 Both tilings are used as models 
for icosahedral quasicrystals For a simple dynamical model with atoms on the vertices of 
the tiling and springs between neighbouring atoms, the density of states (DOS) turned out 
to be globally rather structureless (chapter 2) In chapter 3 the effect of random tiling type 
disorder, which might be present in real quasicrystals, was studied and it appeared that 
the DOS is even smoother for randomized approximants However, in all these calculations 
only a limited number of states was considered, which might be insufficient to conclude 
on the fine structure of the spectrum and the DOS in the quasipenodic limit For 2-
dimensional systems, however, it should be much easier to study systems large enough to 
be able to conclude on the infinite volume behaviour Among the 2-dimensional systems 
that have been studied so far are the Penrose tiling 8 and, most recently, the octagonal 
tiling 9 The methods used in 9 are different from ours, however 
For a periodic structure, the DOS exhibits a number of singularities, so-called Van Hove-
singulanties, which are due to stationary points in the phonon branches, where sjku)a(k) = 
0 For a quasipenodic structure there is, a prion, no band structure at all, and it is not 
clear what should be expected A quasipenodic structure can, however, be regarded as 
the limit of a sequence of commensurate approximants, and for these approximants the 
spectrum will certainly contain Van Hove-singulanties These singularities might become 
weaker, however, when tending to the quasipenodic limit, since the size of the Bnllouin 
zone becomes small for large approximants 
In this chapter we present a Bnllouin zone integration method to obtain the DOS, 
which is applied to a sequence of successive commensurate approximants of the octagonal 
tiling (OT-approximants) From these results we can then extrapolate to the behaviour 
of the DOS in the incommensurate limit We also study how the details of the DOS are 
affected by randomization 
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Our Bnllouin zone integration method is in principle based on local quadratic inter­
polation of the branch surfaces Such a quadratic fit was also used by MacDonald et al 
1 0
 and by Methfessel l l for 3-dimensional systems, but can be used in two dimensions as 
well In our method we follow the so-called hybrid method of MacDonald and introduce a 
further refinement in order to be able to trace as well as possible the details of the DOS, 
in particular the singularities Our method is, moreover, very efficient 
Special attention will be paid to the low frequency part of the spectrum, in an attempt 
to answer the question whether there is deviation from the normal linear behaviour of 
the DOS For periodic 2-dimensional structures the linear behaviour of the DOS at low 
frequencies is a direct consequence of the linear dispersion of the acoustic branches near 
к = 0 For the Fibonacci chain it has been shown, by considering successive rational 
approximants, that the width of the gaps relative to the bandwidths tends to zero in the 
low frequency limit 1 2 For the DOS this means that in the Fibonacci case one may expect 
a normal constant behaviour at low frequencies, with at most small deviations occurring 
within very small intervals in ω-space 
For 1-dimensional quasipenodic systems the character of the spectrum can be deter­
mined by analysing the decrease of the bandwidths for a systematic sequence of commensu­
rate approximants In principle, this approach can be generalized to 2- and 3-dimensional 
systems In reference 1 3 and also in chapter 3 the scaling behaviour of the bandwidths was 
represented by an 'entropy' function S(e), which is calculated using a thermodynamical 
formalism In this chapter we propose a slightly different method, without using the ther­
modynamical formalism Instead of considering the spectral S(£)-function, we focus on a 
function which is more directly related to the distribution of scaling indices Ω(ε), in order 
to display more of the details of this distribution In the thermodynamical formalism these 
details would remain hidden 
The remainder of the paper is organised as follows In section 5 2 the different model 
structures are presented The octagonal tiling and its commensurate approximants are 
described, and randomized approximants are introduced The dynamical model based 
on these tilings then is defined In section 5 3 the Bnllouin zone integration method is 
described, and the DOS is presented for various perfect and randomized approximants As 
an application, the specific heat is calculated for the different models, and it is compared 
to the specific heat of a corresponding square lattice model, and to the specific heat of a 
Debye model The low frequency range of the spectrum then is considered in more detail 
In section 5 4, the scaling behaviour of the phonon branches is studied, before we conclude 
in section 5 5 
5.2 T H E MODEL STRUCTURES 
5 2 1 T H E OCTAGONAL TILING AND ITS COMMENSURATE APPROXIMANTS 
Octagonal tilings, discovered independently by R Ammann (see 1 4 ) and F Beenker 1 5 , 
are quasipenodic coverings of the plane by squares and 45° rhombuses They are eightfold 
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symmetric in the sense that the rotated tiling is locally indistinguishable from the original 
tiling. Their Fourier transform consists of a rank 4 module of Bragg peaks, which is 
eightfold symmetric and has an eightfold symmetric intensity distribution. Octagonal 
tilings can be obtained from a 4-dimensional hypercubic lattice by the cut- and projection 
method 16. Let VE@V¡ be the decomposition of 4-dimensional space into external space VE 
(also called physical space), and its orthogonal complement V¡ (internal space), such that 
the standard basis ei, ...,e4 of the 4-dimensional hypercubic lattice, with lattice constant 
\/2, decomposes into the vectors 
ef = (l,0), ef = (l/>/2,l/>/2), ef = (0,1), ef = (- l /v/2, I /N/2) , 
e{ = (l,0), ei = (-l/V2,l/V2), ^ = (0,-1), e{ = (1/^2,1/л/2), ( } 
which all are expressed in a suitable orthonormal basis of VE or V¡, respectively. The 
vertices of an octagonal tiling now are given by the external components XE of all those 
lattice points ι = XE+XI whose internal component x¡ is contained in a set W с V¡, called 
acceptance domain or atomic surface, which is a translate of the projection of a primitive 
hypercubic unit cell of the lattice onto V¡. Different translates of W usually give rise to 
different octagonal tilings. 
Octagonal tilings are non-periodic by construction. It is possible, however, to construct 
a sequence of periodic approximant tilings, with larger and larger unit cells, which converges 
to an octagonal tiling. For that purpose, the internal components e[ of the basis vectors 
of the hypercubic lattice are slightly deformed, so that they become commensurate with 
respect to each other. In that case there are nontrivial lattice vectors with vanishing 
internal component, i.e. they are entirely contained in external space. Such deformations 
are obtained if we replace y/2 by one of its continued fraction approximants p/q in the 
second line of (5.1). Provided we use as acceptance domain W a translate of the projection 
of the correspondingly deformed hypercubic unit cell, the resulting structure then is again 
a square-rhombus tiling and is lattice periodic. The lattice of translation symmetries is a 
square lattice with lattice constant ρ + qy/2. If p/q converges to \/2, the corresponding 
approximant converges to an octagonal tiling. The lowest such approximants are 1/1-, 
3/2-, 7/5-, 17/12- and 41/29-approximants, with respectively 7, 41, 239, 1393 and 8119 
vertices in the unit cell. We usually label the approximants with the number of vertices 
contained in the unit cell, e.g. 7-approximant, 41-approximant, etc. As an example, a unit 
cell of the 239-approximant is shown in Figure 5.1a. We note that all these approximants 
have as the only exact symmetry element one mirror line along one of the diagonals of 
their unit cell. Between two successive approximants, the number of vertices increases 
approximately by a factor (1 + v^) 2 · 
5.2.2 RANDOMIZED APPROXIMANTS 
In addition to the approximants described in the preceeding section, which we call per­
fect approximants, because they approximate, given the lattice periodicity, as perfectly 
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b) 
Figure 5.1 — The unit cell of a perfect 239-approximant (a) and a randomized 
239-approximant (b). 
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as possible an octagonal tiling, we also consider random tiling approximants. Random 
tilings are members of a statistical ensemble of tilings. This ensemble contains all possible 
square-rhombus tilings covering the whole plane, and all such tilings have the same statis­
tical weight. A typical representative in this ensemble resembles, however, a quasiperiodic 
octagonal tiling, wherefore random tilings may serve as a model for quasicrystals. For 
further details on random tilings, we refer to Refs. 1 7 , 1 8 . 
Here, we consider only the subensemble of random tilings with a given lattice period­
icity. Representatives of such periodic random tilings can be produced by a Monte Carlo 
algorithm, by successively disordering a perfect approximant. For this reason, we call these 
periodic random tilings randomized approximants. In each step of this Monte Carlo algo­
rithm, a site is chosen at random. If this site touches only three tiles, a square and two 
rhobuses, then the hexagon formed by these three tiles is replaced by its mirror image, i.e. 
the three tiles are reordered. This step is repeated again and again, resulting, after a large 
number of steps, in a completely randomized approximant. It can be shown that each 
Monte Carlo step satisfies detailed balance, and that, by the elementary steps as described 
above, every square-rhombus tiling with the same periodicity can be obtained. Therefore, 
this Monte Carlo algorithm is ergodic in the space of all periodic square-rhombus tilings 
and effectively simulates the statistical ensemble of periodic random tilings. An example 
of a randomized 239-approximant is shown in Figure 5.1b. 
5.2.3 T H E DYNAMICAL MODEL 
Given a periodic square-rhombus tiling as described above, the dynamical model is con­
structed as follows. On each vertex, an atom of unit mass is placed, and pairs of atoms 
with a distance not bigger than \/2 are connected by springs. In other words, there are 
springs along the short diagonals of the rhombuses, along the tile edges, and along the 
square diagonals. For simplicity, we have chosen all springs to have the same strength. 
Different spring constants for different kinds of bonds are not expected to change the qual­
itative properties of the spectrum (see also Refs. 3 · 4 · 5 ) . For each approximant the spring 
constant a was chosen such that 7 a = 8, where 7 is the mean number of neighbours per 
atom. In this way we obtain models which may be compared quantitatively with a square 
lattice, where each atom is connected to its eight neighbours by a spring with spring con­
stant equal to 1. The potential energy of this system of vibrating masses and springs is 
given by: 
* = τ Σ ΣΠ* + * - r~' - ft'l - 1 * - r,|]2 (5.2) 
. .-о 
where the summation Σι'(«) r u n s o v e r a " neighbours of г and ω, is the displacement of 
atom г relative to its equilibrium position ft. The potential energy (5.2) is then evaluated 
in harmonic approximation, i.e. it is replaced by a quadratic form in the displacements 
u, of the atoms, by truncating higher order terms in these displacements. Using Born-von 
Karman boundary conditions leads to a finite dimensional λί-dependent dynamical matrix, 
where к is a wavevector inside the Brillouin zone. The eigenvalues of the dynamical matrix 
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are the squared eigenfrequencies for the eigenmodes at wavevector к, and can be determined 
by numerical diagonalisation. 
5.3 T H E FINE STRUCTURE OF THE DENSITY OF STATES 
Since the OT-approximants are periodic, normal lattice dynamics can be applied. To 
obtain the details of the total density of states (DOS) for a periodic structure, it is often 
not enough to compute the eigenfrequencies for only a finite number of states and then 
construct from these a histogram. Instead one has to consider all states, by integrating 
over all wavevectors inside the Brillouin zone. 
5.3.1 T H E BRILLOUIN ZONE INTEGRATION METHOD 
For a d-dimensional periodic structure the density of states is given by: 
D(") = ЩІ Σ j B Z ά^{ω - <".(£)) (5-3) 
where Σβ means summation over all branches. If ή denotes a unit vector orthogonal to 
the branch surface at wavevector к, this expression is equivalent to: 
DH=<^VLW£M\' ( 5 · 4 ) 
where fSw means integration over the surface of constant frequency ω, which in two dimen­
sions is a 1-dimensional curve. For the approximants of the octagonal tiling considered in 




)\ — π/α < k
x
 < π/α, —π/α < k
v
 < 
π/α}. However, as a consequence of the time inversion symmetry, and of the mirror sym­
metry present in the perfect approximants (see section 5.2), certain parts of the Brillouin 
zone give the same contribution to the density of states, so that at least for the perfect 
approximants the irreducible part over which the integration has to be carried out is only 






 < π/α, — k
x
 < ky < kx}. 
For the numerical integration (5.4) over the branch surfaces, the irreducible part of the 
Brillouin zone is splitted into equal, right-angled isosceles triangles, called simplices. The 
density of the grid is indicated by an integer number m, which is equal to the number 
of times that the short edge length of a simplex fits into the interval [Ο,π/α]. The total 
number of simplices contained in the irreducible part of the Brillouin zone is then equal 
to 2m2 (4m2 in the case of randomized approximants, for which the mirror symmetry is 
absent). Within each simplex the branch surface is interpolated quadratically as: 
и„{к) = а + Ьгк + кгСк (5.5) 
where the six free parameters of the scalar a, the two component vector 6 and the symmetric 
(2 χ 2)-matrix С are fixed by prescribing the values at the corners and the mid-edges of 
the triangles, which are obtained by numerical diagonalisation of the dynamical matrix. 
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Subsequently, each simplex is splitted up into smaller simplices of exactly the same form, 
and within each of these smaller simplices the branch surface is interpolated linearly: 
ш.{к) = a' + Vk, (5.6) 
where the three free parameters of a' and 6' are fixed by the values at the corners of the 
small simplex, which are evaluated using the quadratic fit (5.5). This method is known as 
the hybrid method 1 0 . With the linear expression (5.6) the integration (5.4) becomes quite 
easy. 
Using a computer, one usually determines the density of states D(LJ) on a grid of 
frequencies ω,, separated by a step length Δω. The value of D(wt) is calculated by adding 
the contributions from all the simplices for which the frequency support contains ω,. This 
implies that the contributions from a simplex gets lost whenever the frequency support 
of a simplex is entirely contained between two grid points. Such situations will occur in 
particular when the branches are very flat, which is indeed the case for the phonon branches 
of the OT-approximants (see Figure 5.4). One may solve this difficulty by taking a very 
dense frequency grid, but this reduces the efficiency of the computation. Here we propose 
a different solution. To make sure that the contribution of each of the simplices is taken 
entirely into account, we determine the contribution from a simplex to Ό(ω
ι
) by evaluating 




 and uimax are the minimum and the maximum of the frequency support of 
the linearly interpolated branch surface within the simplex, L(UJ) is the length of the line 
segment of constant ω inside the simplex and the function Ft(u)) is a weight function. 
An obvious choice for F,(ti>) would be the function which has the value 1 on the interval 
(ω, — Δω/2,ω, + Δω/2] and is 0 elsewhere. A slightly more sophisticated choice is the 
following: ( Δω — \ω — ω,\ , . . . — ω e [ω, - Δω, ω, + Δω] {& &) 0 elsewhere 
With this choice a contribution which falls between two grid points on the frequency axis 
is equally shared by these two points. To facilitate the integration, one can change to 
another integration variable t, which is related to ω by: 
ü/(t) = Ш
т1п + {Штах - üJmln)t (5.9) 
Substitution of (5.9) into (5.7) leads to: 
D(W.) = ^ " V ^ Í dtFMt))L(u>(t)) (5.10) 
|n · V*w,(A;)| Λ 
where we have used the fact that \ñ • ν*ω 5(£)| is a constant for the linear fit of the branch 
surface. This linearity of the branch surface as a function of к is also the reason for the 
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linearity of the dependence of the length L(u>(t)) on t. Its derivative, however, contains in 
general one discontinuity on the interval t € (0,1), namely at the value of t for which the 




and ω max. Note that the values at the two other corners of the simplex are, respectively, 
ijJmin and ω
ηαχ
. The length of the line segment at this t-value fixes completely the linear 
function L(t) on the interval [0,1], so that for each simplex only one length has to be 
determined. 
5.3.2 P R E S E N T A T I O N O F T H E DENSITY O F STATES 
The effectiveness of the integration method is clearly demonstrated in Figure 5.2, where 
the DOS is presented for the square lattice (solid line). The two singularities that occur 
due to the tranverse and the longitudinal branch are nicely displayed. The dotted line in 
Figure 5.2 represents the result for the OT-approximant with 7 atoms inside the unit cell, 
and illustrates how the strong singularities occurring for the square lattice are replaced by 












Figure 5.2 — The normalized density of states for the square lattice (solid line) and 
for the 7-approximant (dotted Une) obtained using grid 10 interpolation. 
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Figure 5.3 shows the DOS for the perfect 41-appraximant using a grid 20 interpolation 
(solid line) and a grid 10 interpolation (dotted line). The dotted line is hardly visible, 
which means that for the grid 10 interpolation the DOS has almost converged. In fact, 
this was to be expected, since the branches are very flat, especially in the high frequency 
region. This is illustrated in Figure 5.4, where the branches are displayed along a path in 
the Brillouin zone. 
The DOS of the perfect 239-approximant is shown in Figure 5.5a, obtained using a 
grid 10 interpolation. Comparing this with the DOS of the 41-approximant (Figure 5.2), 
one observes that global convergence is obtained already at this level of commensurate 
approximation. Even some of the singularities remain on the same place. The majority of 
the finer details still change, however, but it may be expected that also these details of the 
DOS-curve will converge rapidly for larger approximants. 
The global contours of the DOS are destroyed by randomization, however, which is 
illustrated in Figure 5.5b, where the DOS is presented for a randomized 239-approximant. 
The same effect was also observed in three dimensions for the icosahedral Penrose tiling 
(see chapter 3) 4· 5 . Obviously, the special local order, which exists only in the perfect 
approximants, leads to the very specific behaviour of the DOS. That this local order indeed 
plays an important role for the global behaviour of the DOS is demonstrated by the fact that 
the DOS converges already for the lowest approximants. Note that the periodicity of the 
lower order approximants is still approximately present in the higher order approximants, 
and visa versa. For each of the perfect approximants (except for the 7-approximant), 
exactly the same finite set of neighbour configurations occurs in the structure. For the 
randomized approximants, however, additional neighbour configurations show up. 
As an application, we have calculated the specific heat for different approximants, and 
compare it to the results for a square lattice and for a simple Debye model, where the DOS 
is assumed to be a linear function of ω, cut off at some limiting frequency UD- Recall that 
the mean energy of a quantum oscillator of frequency ω and at temperature Τ is given by 
If D(u>) is the normalized density of states of an ensemble of oscillators, the inner energy 
per mode of this ensemble is given by 
U{T)= ί ϋ(ω){Ε(ω,Τ))άω, (5.12) 
so that the specific heat C(T) = —^A becomes: 
σ(τ) = fc
'/адlSf5P^dü,• (5ЛЗ) 
In Figure 5.6, the specific heat curves are shown for a perfect and a randomized 1393-
approximant. These two curves almost exactly agree with each other, indicating that 









Figure 5.3 — The normalized density of states for the 41-approximant using grid 
20 (solid line) and grid 10 interpolation (dotted line). Due to the good convergence, 
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Figure 5.4 — The phonon branches along a path in the Brillouin zone for the 
41-approximant. Г = 0, X = ж/а(1,0), M = π/ο(1,1). 





















Figure 5.5 — a) The normalized density of states for the perfect 239-approximant 
using grid 10 interpolation, b) Same for a randomized 239-approximant. 
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Figure 5.6 — The vibrational specific heat per atom for the different models, in 
units of кв • The scale on the temperature axis is arbitrary. Shown are the specific 
heats of a perfect and a randomized 1393-approximant (solid line and chamdashed 
line lying on top of one another), a square lattice (dotted line) and a Debye model 
(dashed line). 
the specific heat is not very sensitive to the details of the DOS. In the same Figure, the 
specific heat for the corresponding model on a square lattice is plotted, as well as the 
specific heat of a Debye model, with suitably fitted Debye temperature о = Ниіо/кв-
Note that the frequency or temperature scales for the OT-approximants and the square 
lattice are directly comparable, because the spring constants have been chosen such that 
the same average spring constant per atom was obtained in all three cases, whereas in 
the Debye case the cutoff frequency LJQ (and thus the Debye temperature од) had to be 
suitably adjusted to make the curves comparable. At low temperatures, the square lattice 
specific heat deviates slightly from that of the OT-approximants, but this is only a minor 
deviation. Somewhat more important is the deviation of the Debye specific heat at low 
temperatures. Note that we have used a Debye temperature for which an overall good fit is 
obtained. If, instead, the Debye temperature would be chosen such that the T2-terms at low 
temperature would agree, then the Debye specific heat would be substantially reduced at 
higher temperature, with respect to the other curves. Apparently, the simple Debye model 
is not very good in two dimensions, although the differences are not very important. A 
similar calculation for 3-dimensional icosahedral Penrose tilings yielded, however, a much 
better fit between quasiperiodic, periodic and Debye models. Nevertheless, Figure 5.6 
shows that it is qualitatively correct to use a Debye model for the vibrational specific heat, 











Figure 5.7 — The density of states at low frequencies for the perfect 239-
approximant using grid SO (solid line) and grid 10 interpolation (dotted line). 
as it has been done in 1 9 . 
In the low frequency limit the DOS is linear in ω, as a consequence of the linear 
dispersion of the acoustic branches. However, beyond the frequency support of the acoustic 
branches, gaps will occur in the dispersion, which lead to pseudogaps in the DOS. Figure 
5.7 shows the low frequency part of the DOS for the perfect 239-approximant, using a 
grid 20 interpolation (solid line). The dotted line represents the result using a grid 10 
interpolation, illustrating that also on this scale all significant features are already present 
for the lower grid density. Figure 5.8a shows the DOS for the 1393-approximant on the same 
frequency interval, and Figure 5.8b presents the same result for a randomized approximant, 
both obtained using a grid 10 interpolation. The pseudogap occurring at about 0.5 for the 
perfect approximant is also present in the DOS for the 41-approximant (Figure 5.3) and 
the 239-approximant (Figure 5.7), suggesting that the situation has essentially converged 
and will not change significantly any more as the quasiperiodic limit is approached. Below 
ω = 0.5 no significant new gaps occur in the DOS when higher approximants are considered. 
The effect of randomization is the same as was observed for the 239-approximant, namely 
that the pseudogaps disappear. 
5.4 SCALING BEHAVIOUR O F T H E PHONON BRANCHES 
The character of the spectrum in the incommensurate limit may be obtained by analysing 
the decrease of the bandwidths for successive rational approximants. This was also done for 
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Figure 5.8 — a) The density of states at low frequencies for the perfect 1393-
approximant using grid 10 interpolation, b) The density of states at low frequencies 
for a randomized 1393-approximant using grid 10 interpolation. 
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quasiperiodic systems in one dimension by Kohmoto 1 3 , who introduced a method to derive 
the character of the spectrum, i.e., either absolutely continuous, singularly continuous or 
pure point, from the convergence of the so-called spectral S(e)-function. In Kohmotos 
method the S(e)-function is calculated using a thermodynamical formalism. 
The method can be generalized to two and three dimensions as follows. A measure L 
for the 'size' of the system is defined by: 
L = (sN)Ws) (5.14) 
where s is the dimension of the system and N the number of atoms inside the unit cell of 
the approximant, so that sN is equal to the number of branches. For each branch a scaling 
index £, is defined by: 
Δ, = (1/L)£· (5.15) 
where А
г
 is the bandwidth of the i-th branch, which we will define later on for the OT-
approximants. The set of scaling indices gives rise to a distribution Ω(ε), which is defined 
such that fi(e)de is equal to the number of branches with scaling index between e and 
e + de. The spectral S(e)-function is related to Ω(ε) by: 
_ ln(»(0) , .
 l f i4 
5 ( £ )
 - ΊηΤΖΓ
 ( ] 
For certain 1-dimensional quasiperiodic systems, convergence of the S(e)-function was ob­
served 2 0 . 
Instead of considering the S(e), and using the thermodynamical formalism 1 3 , which 
often leads to numerical difficulties, we introduce a distribution T(e), which is derived as 
follows. First, we switch to the normalized distribution Ω(ε), which is equal to ii(e)/sN, 
so that ƒ / " " (l(e)de = 1. Substituting this into (5.16) gives: 
ln(ñ(Q) 
Then, define a distribution T(e) by: 
T(e) = e s w - = Ô(e)1/ln(L) (5.18) 
This definition implies that if S(e) converges, then T(e) converges too. A slightly smoothened 
and continuous distribution Si(e) can be obtained by using: 
Ω(£) =-ІтУ (5.19) 
w
 π ^ Í - e, - ιν y ' 
where ν a small positive number, which governs the rate of smoothening. Determination 
of T(e) is then straight forward. 
Besides the numerical advantages of considering T(e) instead of 5(e), there is also the 
advantage that T(e) contains more details about the distribution of scaling indices. How­
ever, in the limit of large systems both functions provide the same information concerning 
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the characterization of the spectrum. If in the limit all bandwidths scale proportional to 
1/L, then the spectrum is absolutely continuous, and the support of the T(e)-function is 
just one point, i.e. e = 1 and T(e) = 1. For a pure point spectrum, the bandwidths decay 
exponentially in L, and all scaling indices tend to infinity, so that T(oc) = 1. In the inter­
mediate case, the support of the T(e)-function is some finite interval, which corresponds 
to a singularly continuous spectrum. 
To study the scaling behaviour of the branches of the OT-approximants, the following 
definition of bandwidth is used: 
Δ, = max |cj,(fcj)-iti,(Aiy)| (5.20) 
j,/=l,2,3,4 
where г labels the branches and k\, £2, £3 and £4 are respectively the wavevectors 0, 
¿(1,0), ^(0,1) and j[(l, 1), with о the lattice constant of the approximant. This definition 
is in general not the true bandwidth, but it can nevertheless be used to study the scaling 
behaviour of the branches. 
The T(e)-functions for the 41-, 239- and 1393-approximants are shown in Figure 5.9a. 
In each of the three cases, the lower and the upper bound of the support of the T(e)-
function was determined by, respectively, the minimal and the maximal scaling index 
occurring in the set. The distribution Ω(ε) then was normalized over this interval. To 
illustrate the difference relative to the behaviour for an absolutely continuous spectrum, 
Figure 5.9b shows the T(t)-functions for a square lattice, taking a unit cell with 100 atoms 
(dotted line), and one with 400 atoms. The bandwiths were defined in the same way as 
for the OT-approximants, labelling the eigenfrequencies at the four ¿--vectors in ascending 
order. Although the picture demonstrates that convergence to e = 1 can be very slow, the 
averaged scaling index is significantly lower than for the OT-approximants. Note that a 
difference of 1 for the scaling index means a difference of a factor 1/L for the bandwidths. 
For the OT-approximants the distribution has a peak at about e = 2 in all three case, 
which makes it unlikely that the scaling indices will converge to 1 in the quasiperiodic 
limit. Therefore we conjecture that the phonon spectrum of the octagonal tiling has to be 
classified as singularly continuous. 
However, Figure 5.9a also shows that the lowest scaling indices, which correspond to 
the acoustic branches, are approaching the value 1 when tending to higher approximants. 
To have a closer look at the scaling behaviour of the lowest branches, Figures 5.10a, 5.10b 
and 5.10c show the lowest 18 branches along a path inside the Brillouin zone for, re-
spectively, the perfect 239-, 1393-, and 8119-approximants. Comparing the 239- and the 
1393-approximants, we observe that the widths of the gaps relative to the bandwidths has 
decreased for the 1393-approximant. Let us look, for example, at the gap near ω = 0.48, 
which occurs for the 239-approximant at the ЛГ-point. This gap scales to the relatively 
much smaller gap at about ω = 0.2 for the 1393-approximant. For the 8119 this trend per­
sists. Therefore we may expect that the scaling behaviour of the lowest branches becomes 
more and more exact when tending to the incommensurate limit, i.e. the band patterns 
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a) % 
b) 
Figure 5.9 - a) The spectral Τ(e)-function for the perfect 41-, 239- and 1393-
approximant (respectively dotted, dashed and solid line), b) The spectral T(e)-
function for the square lattice using a unit cell with 100 atoms (dotted line) and 
one with 400 atoms (solid line). 
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Figure 5.10 — The lowest 18 branches along a path in the Brillouin zone for the 
perfect 239-approximant (a), 1393-approximant (b) and 8119-approximant (c) (see 
also Figure 5.4). 
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will become exact copies of one another, only scaled by a factor 1 + y/2 on the frequency 
axis In fact, this band pattern then becomes just the reduced scheme of a normal linear 
dispersion in each direction For the T(e)-function this means that the lower bound of the 
support will converge to 1 in the incommensurate limit 
5.5 CONCLUDING REMARKS 
From our studies of the vibrational spectra of perfect and randomized approximants of the 
octagonal tiling the following conclusions on the vibrational spectra of the octagonal tiling 
itself can be drawn 
The vibrational density of states of the octagonal tiling exhibits much structure, with 
a rich pattern of pseudogaps, and probably also true gaps at high frequencies The den­
sity of states is considerably affected by randomization Randomization induces a global 
smoothening, even at relatively low frequencies, and pseudogaps mostly disappear 
According to the scaling behaviour of the bandwidths for the rational approximants, 
the spectrum of the octagonal tiling has to be classified as singularly continuous However, 
in the low frequency limit the scaling behaviour corresponds to an absolutely continuous 
behaviour Qualitatively this scaling behaviour is similar to that of the phonon spectra for 
1-dimensional quasicrystals 
These results agree with what has been obtained in previous studies 8 9 on the phonon 
spectra of 2-dimensional quasipenodic systems Interestingly, similar scaling properties of 
the spectrum have been found also for electronic systems based on the octagonal tiling 
21 22 
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144 CHAPTER 5. PHONONS IN THE OCTAGONAL TILING 
SAMENVATTING 
Het probleem dat zich voordoet bij het bepalen van de roosterdynamica van niet-periodieke 
kristallen, waaronder ook de quasikristallen, is dat het aantal gekoppelde bewegingsverge-
lijkingen, waarvoor men de oplossingen moet vinden, oneindig is. Door de afwezigheid van 
de translatiesymmetrie is dit aantal niet, middels de Bloch ansatz, reduceerbaar tot een 
eindig aantal. Weliswaar zijn quasikristallen in hoge mate geordend en kunnen zij verkre-
gen worden uit een doorsnijding van de fysische ruimte met een roosterperiodieke structuur 
in een ruimte van hogere dimensie. Echter, een beschrijving van de roosterdynamica in 
de hoger-dimensionale ruimte leidt niet tot een wezenlijke vereenvoudiging van het pro-
bleem, aangezien de eenheidscel van de hoger-dimensionale structuur een oneindig aantal 
'atomen' bevat. Twee mogelijke benaderingen om het probleem hanteerbaar te maken zijn 
de klusterbenadering en de commensurabele benadering. 
Bij de klusterbenadering gaat men uit van een eindig deel van de structuur met hetzij 
vrije hetzij vaste randvoorwaarden. Bij het laatste type randvoorwaarde is het kluster 
ingebed in het oneindige systeem, maar hebben de atomen buiten het kluster geen bewe-
gingsvrijheid. Het vergelijken van de resultaten bij verschillende randvoorwaarden en de 
convergentie voor klusters van toenemend formaat kan belangrijke informatie verschaffen 
over de dynamische eigenschappen van het oneindige systeem. 
Een commensurabele benadering of approximant is een zodanige deformatie van de 
structuur dat de roosterperiodiciteit hersteld wordt. In het algemeen bestaat er een on-
eindige rij van zulke approximanten, met een toenemend aantal atomen in de eenheidscel, 
in de limiet convergerend naar de quasiperiodieke structuur. Samenhangend met zekere 
schaaleigenschappen van de structuur, kenmerkend voor quasikristallen, zijn er reeksen van 
approximanten waarbij de afmeting van de eenheidscel bij elke overgang naar de volgende 
approximant toeneemt met een vrijwel constante factor. Gezien de speciale schaaleigen-
schappen van de structuur ligt het voor de hand het schaalgedrag van de bandenstructuur 
en de eigenmodes voor successievelijke approximanten te onderzoeken. Is men in staat dit 
schaalgedrag af te leiden uit de berekende resultaten voor enkele lagere-orde approximan-
ten, dan wordt hiermee het gedrag voor de oneindige limiet voorspelbaar. 
Er bestaan verschillende typen spectra. Voor normale periodieke kristallen is het 
spectrum altijd absoluut continu en zijn de eigenmodes uitgebreide Blochmodes. Voor 
niet-periodieke kristallen kan er een ander type spectrum optreden, namelijk een singulier 
continu of een punt-spectrum. Iets soortgelijks geldt voor de eigenmodes, waar er naast 
uitgebreide toestanden ook kritieke en gelocaliseerde toestanden op kunnen treden. In het 
algemeen blijkt er een verband te zijn tussen het type spectrum en de optredende eigenmo-
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des Zo correspondeert een punt-spectrum met gelocahseerde toestanden en een singulier 
continu spectrum met kritieke toestanden Het type spectrum en het karakter van de ei­
genmodes in het geval van quasiknstallen kan bepaald worden uit het schaalgedrag van 
het spectrum en de eigenmodes voor de approximanten 
In dit proefschrift is de roosterdynamica van een drietal modellen voor quasiknstal­
len nader bestudeerd Het betreft 1-, 2- en 3-dimensionale modellen, respectievelijk de 
Fibonacciketen, de octagonale tiling (ОТ) en de îcosaedrische Penrosetiling (i-PT) In de 
meeste gevallen is er een eenvoudig dynamisch model beschouwd bestaande uit atomen op 
de hoekpunten en veertjes tussen naburige atomen 
Uit de berekeningen aan klusters blijkt dat de globale vorm van de toestandsdichtheid 
als functie van de frequentie snel convergeert voor klusters van toenemend formaat, en 
onafhankelijk is van de randvoorwaarden Tevens is er goede overeenstemming met de 
resultaten voor commensurabele benaderingen Ook voor de approximanten treedt snelle 
convergentie op en de globale contour van de toestandsdichtheid laat zich al raden uit de 
resultaten voor de lagere orde approximanten Bij lage frequenties is er een globaal ωά~λ 
gedrag, net als bij een periodieke structuur van dimensie d 
Het schaalgedrag van de fonon bandenstructuur is quahtatief hetzelfde voor alle drie 
de beschouwde modellen Uit het schaalgedrag van een aantal van de laagste banden 
voor successievelijke approximanten blijkt dat de breedtes van de gaps sneller naar nul 
convergeren dan de bandbreedtes Voor de quasipenodieke limiet kan men dus een normale 
lineaire dispersie verwachten bij lage frequenties, overeenkomstig het gedrag voor periodieke 
kristallen Dit verklaart tevens het globale ^"'-gedrag van de toestandsdichtheid bij lage 
frequentie Bij hogere frequenties echter wijkt het schaalgedrag duidelijk af van dat van 
een absoluut continu spectrum, en in overeenstemming hiermee dient het fononspectrum 
van quasiknstallen gekarakteriseerd te worden als singulier continu 
Voor wat betreft de eigenmodes blijken de toestanden in de Fibonacci keten veel meer 
een kritiek karakter te hebben dan in het 3-dimensionale model (i-PT) Voor het overgrote 
deel van de toestanden die optreden in de i-PT stemt het schaalgedrag overeen met dat 
van uitgebreide toestanden, met alleen aan de bovengrens van het spectrum enkele meer 
gelocahseerde of kritieke toestanden Voor de Fibonacci keten zijn alle fonontoestanden 
kritiek 
De fijnere structuur van de toestandsdichtheid is bestudeerd door het bepalen van de 
gedetailleerde toestandsdichtheid voor een aantal successievelijke approximanten, bepaald 
uit numerieke integratie over de Bnllouin zone met behulp van lokaal kwadratische in­
terpolatie van het dispersie takken Voor periodieke structuren is de toestandsdichtheid 
een 'gladde' functie met een eindig aantal singulanteiten, van Hove-singulanteiten De 
gedetailleerde toestandsdichtheden van een aantal approximanten van de octagonale tiling 
tonen een enorm rijke structuur, met een hiërarchie van pieken en pseudogaps Al bij 
een relatief lage frequentie treedt er een pseudogap op in de toestandsdichtheid Deze 
blijkt te verdwijnen bij het aanbrengen van een bepaald type wanorde in de structuur 
Het is bekend dat deze meer wanordelijke structuren, of gerandomiseerde approximanten, 
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naast de perfect geordende eveneens plausibele modellen zijn voor werkelijke quasikris-
tallen. Ook voor de i-PT is er een pseudogap in de toestandsdichtheid bij relatief lage 
frequentie, die verdwijnt bij randomisering. Echter, in het geheel genomen vertoont de 
toestandsdichtheid voor het 3-dimensionale model een wat minder grillig gedrag dan die 
voor het 2-dimensionale model. 
De respons van een quasikristal bij inelastische neutronenverstrooiing vertoont een ge-
drag dat met name bij lage-energieoverdracht weinig verschilt van dat van een gewoon 
periodiek kristal. Er is een scherp gepiekte respons bij lage frequentie langs een normale 
lineaire dispersie en afbuiging, verbreding en verlies van intensiteit bij hogere frequentie. 
De berekeningen zijn qualitatief in goede overeenstemming met de experimenten. Ook 
hier blijkt de commensurabele benadering een goede te zijn, zodat deze tevens een goed 
uitgangspunt is voor berekeningen aan meer realistische modellen. 
Bij grote klusters en de hogere-orde approximanten stuit men op het probleem dat 
eigenwaarden en eigenvectoren bepaald moeten worden van zeer grote matrices. Echter 
vanwege de eindige dracht van de interactie in de modellen zijn deze matrices ijl en hiervan 
is nuttig gebruik gemaakt door het toepassen van een methode, die gebaseerd is op Lanczos 
tridiagonalisatie. Bij deze methode zijn alleen matrix-vectorvermenigvuldigingen vereist, 
zodat de ijlheid van de matrix gehandhaafd blijft gedurende het proces. 
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