Abstract. Investigation is made into the sensitivity of solutions of linear boundary value problems to perturbations of the boundary condition. We derive a useful quantity to decide for well or ill conditioning. From this it is deduced which kind of requirements the boundary conditions should meet in order to have a well conditioned problem. It is shown that this quantity can fruitfully be used to explain why, e.g., the multiple shooting technique is stable (in contrast to the single shooting one) for certain well posed problems having solutions with different growth behavior. The results are sustained by a number of examples.
THE CONDITIONING OF LINEAR BOUNDARY VALUE PROBLEMS* R. M. M. MATTHEIJt
Abstract. Investigation is made into the sensitivity of solutions of linear boundary value problems to perturbations of the boundary condition. We derive a useful quantity to decide for well or ill conditioning. From this it is deduced which kind of requirements the boundary conditions should meet in order to have a well conditioned problem. It is shown that this quantity can fruitfully be used to explain why, e.g., the multiple shooting technique is stable (in contrast to the single shooting one) for certain well posed problems having solutions with different growth behavior. The results are sustained by a number of examples.
1. Introduction. The study of boundary value problems (BVP) of ODE has produced a large number of numerical methods. Curiously enough, the conditioning of the problem as such has received much less attention. In fact, one would like to have something like condition numbers used in linear algebra. Obviously inspired by this, e.g., in [5] an analysis is given to decide for the conditioning of shooting methods (see also [4] ). However, since shooting essentially is an initial value method, this result
is not really what we are aiming at. Indeed, we would rather have some criterion that indicates the nature of the problem, not of some method. (As is well known, shooting may not be stable at all, despite physical arguments that the problem is well conditioned, cf. e.g. [7] , [8] . ) It is the intention of this paper to discuss the inherent (in-)stability of a BVP.
This is done by introducing condition numbers that indicate the possible amplification of perturbations in an absolute sense (this is induced by the fact that one is usually interested in absolute accuracy). From heuristic arguments, it is natural to ask whether the number of increasing and/or decreasing solutions (if present) are related to the number of boundary conditions imposed at each of the boundary points. This question is also of importance, since several algorithms for problems with linear boundary conditions (cf. [15] ) essentially make use of knowledge about the number of independent relations at the initial point, say. Therefore a substantial part of this paper is devoted to finding out the relationship between the conditioning and the rank of the boundary conditions. The usefulness of this relationship is demonstrated by Example 6.5. Although the condition numbers in principle indicate by how much any possible errors in the boundary conditions may be amplified, it turns out that they also play an important role in estimating the global error due to other perturbations. This is analyzed in [11 ] . An intriguing question is whether the stability of certain algorithms, like multiple shooting, is related to the conditioning of the problem. Therefore we give a stability analysis of this algorithm and show that the condition number is an important quantity indeed in estimating the global error. We believe that this aspect of our results is new and may give a valuable contribution to the understanding of multiple shooting.
The paper is built up as follows: First we give in 2 a more detailed problem setting and some definitions. Then in 3 we introduce the notion of the condition number of a problem. [9, 4] 
where A is an n x n-matrix function and f an n-vector function. Let denote a fundamental solution, i.e., an n x n-matrix solution of the homogeneous part
An interesting class of BVP involves ODE with both increasing solutions and nonincreasing solutions. For such ODE it is not restrictive to assume that this dichotomy is reflected in the partitioning of the matrices (t). Inspired by this we thus have" Assumption 2.5. Let (t) be written as (4 (t)[.. 14, (t)). Let there exist integers k, l, 0-< k, -< n, and moreover real numbers .> 0,/z < 0 and positive constants "/1, "/2 and "/3, such that for all t, -e [a,/3 with ->-there hold (i) il6 (t)ll/ll6 ( )11 <--e-X('-t), J <= k, and, if k < n-l, also (iii) II ( )ll/ll (t)ll k+l<=]<-n-l. /3] g,N'6 1 + llx (,)II + llx ()II) 1 2 cW6 Moreover, given any such perturbation bound 6 <-e, there always exists a solution of (3.15) [16, 6] Such an estimate appears, e.g., in [5] . However Remark 4.8. Note that Theorems 4.4 and 4.6 imply necessary conditions for well conditioning. This will be useful in practical problems which are known to be well conditioned (e.g., on physical grounds).
In order to give a positive result for well conditioning, we should require that a "near orthogonality," such as was noted in Remark 4.7, does not take place. The next theorem gives a necessary and sufficient condition in case we have a separated BC. There remains a number of types of ODE that are not represented in the foregoing. We hope that some examples will suffice to show that, e.g., solution spaces with partially increasing and partially decreasing solutions can be dealt with in a similar way.
Example 4.11. Consider the ODE u"-4tu'+(4t2-2)u=O; this has basis solutions u(t)= e tz and u(t)= e '2. Let a =-T and/3 T. After [2] , [8] . Although there seems to be a common opinion about the advantages of this algorithm, the arguments vary quite substantially (cf. [2] , [4] , [5] , [8] , [14] , [15] 3) ). The matrix in (5.5) will be denoted by P. Although we actually find incremental matrices Ag of the discretized problem in practice, we neglect this fact in our discussion. In fact, one may also think of (5.1)-(5.5) as belonging to the discrete problem, cf. Remark 3.28. In order to study the sensitivity with respect to rounding errors in the final solution, we must specify how the algorithm is carried out. All variants have in common that they use an initial value technique on each subinterval. Therefore, if we denote by : the machine constant, the actually computed A and g may contain errors of the order of (5.6) The variant described, e.g., in [3] , [17] uses direct forward recursion in order to express vn-1 in Vo, i.e.,
The solution of (5. unfortunately, a proof for this estimate is not given in that paper. We would like to remark that our result in Theorem 5.12, below, is different, at least in a qualitative sense. The kind of condition number that appears in [14] seems to be based on the theoretical dependence on the inhomogeneous terms only, whereas ours more explicitly shows the relation to the well conditioning with respect to the BC.
We For this, assume that + k n and that the BVP (with separated BC) is well conditioned. Then it follows from Theorem 4.4 that rank (So)= I. This means that the orthogonal complement of the space spanned by the rows of So must be k-dimensional.
The idea of the algorithm now is to compute k independent basis solutions, in matrix notation F, say, such that SoFa(a)= 0, i.e., span (F(a))2span (Sot). On the other hand, we derive from Theorem 4.9 that no column of (a) (i.e., an initial value of a dominated solution) can be (almost) orthogonal to the space spanned by the rows of So. Therefore we conclude that F(a) must consist of dominant solutions. At the shooting points we only reorthogonalize the columns of these solution vectors, whence we see that span (F/ (t))=span (F(t)). On account of the analysis a given in [9] , [10] , it can then be deduced that the corresponding incremental matrices define a recursion that is indeed stable in the backward direction. For a different kind of analysis, see 14] .
