dispensa calcolo variazioni by Negrini, Paolo
 1 
I PRIMI ELEMENTI DEL CALCOLO DELLE VARIAZIONI 
Il Calcolo delle Variazioni si propone di ricercare minimi (o massimi) di funzionali.  Con questo nome si usa 
indicare funzioni aventi per argomento a loro volta funzioni reali definite in un assegnato intervallo a,b[ ] . 
La ricerca di estremanti per funzioni reali è una delle ragioni principali per le quali è stato creato il Calcolo 
differenziale, tant’è vero che la fondamentale opera di G.W.Leibniz nella quale se ne danno i fondamenti è 
intitolata “Nuovo metodo per massimi e minimi…”. 
L’idea base è quella già osservata da Pierre de Fermat (e ancora prima da Johannes Kepler), che “nell’intorno 
del massimo [o del minimo] le variazioni sono insensibili”, concetto che conduce all’idea della derivata nulla 
nei punti di minimo o massimo di una funzione reale di variabile reale. 
Quando si lavora con funzioni in cui la variabile indipendente non è un numero reale ma un vettore di uno 
spazio di dimensione superiore a 1 (finita o infinita), la definizione di derivata come limite del rapporto 
incrementale non si riesce a estendere perché il rapporto incrementale f x( )! f x0( )x!x0  perde significato se x ! x0  
non è un numero reale: non si può dividere per un vettore! 
Più opportuna per queste generalizzazioni è la nozione di differenziale, di cui ricordiamo la definizione. 
Siano X, Y spazi normati con norme • X , • Y ; sia A! X  un aperto, a!A , F :A!Y .  Si dice che F è 
differenziabile in a se esiste una funzione lineare L :X!Y  tale che 
 lim
h X!0
F a + h( )" F a( )" L h( ) Y
h X
= 0  
ovvero, in altre parole, 
 F a + h( ) = F a( ) + L h( ) + o h X( ) . 
La funzione lineare L si chiama differenziale di F in a. 
Questa definizione è ben posta in quanto si prova abbastanza facilmente che se L con le proprietà dichiarate 
esiste, allora è unico. 
Nel caso  X = Y = ! , la funzione lineare  L :!! !  è necessariamente della forma L h( ) = mh , per un dato 
 m!! ; quindi la differenziabilità di F in a significa che esiste un  m!!  tale che 
lim
h!0
F a + h( )" F a( )"m #h
h = 0   cioè   limh!0






= 0   cioè   lim
h!0
F a + h( )" F a( )
h = m  
e quindi F, funzione reale di una variabile reale, è differenziabile in a se e solo se è derivabile in a, e il 
differenziale è  L :h! m !h  con m = !F a( ) .  In questo senso la definizione di differenziabilità e di differenziale 
estende quella di derivabilità e di derivata (ma il differenziale non è la derivata: la derivata è un numero mentre 
il differenziale è una funzione lineare, in questo caso da  !  a  ! ). 
Nel caso di funzioni tra spazi di dimensione finita maggiore di 1, ossia  F :!
n! !m , in caso di 
differenziabilità di F in a, il differenziale L è caratterizzato da una matrice A m ! n , che si dimostra essere la 
matrice jacobiana di F in a, cioè i termini ai, j  di A sono ai, j =
! fi
!x j a( ) .  Ricordiamo però che nel caso n ! 2  
non c’è più equivalenza tra differenziabilità e derivabilità (nel senso di esistenza delle derivate parziali prime): 
la differenziabilità implica l’esistenza delle derivate parziali, mentre l’esistenza delle derivate parziali non 
implica la differenziabilità (e neppure la continuità) di F nel punto a. 
Nel caso di X, Y di dimensione infinita non c’è una caratterizzazione standard delle funzioni lineari L :X!Y ; 
il problema va trattato volta per volta. 
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Poiché desideriamo qui occuparci di minimi e massimi delle funzioni F studiate, lo spazio Y in cui F assume i 
suoi valori deve necessariamente essere il campo reale  ! , il solo in cui si abbia la relazione di ordine che dà 
significato alle definizioni di “punto di massimo [minimo] relativo”: a!A  è punto di massimo 
[rispettivamente: minimo] relativo per  F :A ! X( )" !  se esiste ! > 0  tale che per ogni x !A , se x ! a < "  
allora F x( ) ! F a( )  [rispettivamente: F x( ) ! F a( ) ]; queste definizioni applicano la relazione di ordine, quindi 
hanno senso soltanto per funzioni con valori reali. 
Il teorema noto come “Teorema di Fermat” sulla nullità della derivata di una funzione in un estremante interno 
al dominio si estende facilmente a funzioni definite in spazi normati qualunque: 
Teorema di Fermat.  Sia X uno spazio vettoriale normato,  F :A ! X( )" ! , a un punto interno ad A, a punto di 
massimo relativo o minimo relativo per F e F differenziabile in a.  Allora il differenziale di F in a è nullo, cioè 
è il funzionale lineare  L :X! !  tale che per ogni h!A , L h( ) = 0 . 
Dimostrazione.  Siccome a è interno ad A, esiste ! > 0  tale che, se y!A  e y < !  allora a + y!A . 
Sia L il differenziale di F in a.  Sia h!X , h ! 0 .  Se t è un numero reale e t < !h  allora t h!A ; quindi la 







.  Mostriamo che g è derivabile in 0 e !g 0( ) = L h( )
. 
 g t( )! g 0( )t ! L h( ) =
F a + t h( )! F a( )
t ! L h( ) = h
F a + t h( )! F a( )! L t h( )
t h h "0# "### 0 , 
tenendo conto della linearità di L e della definizione di differenziabilità. 
D’altra parte, t = 0  è estremante per g, perché per ipotesi a è estremante per F.  Per il Teorema di Fermat nella 
versione per funzioni da  ! a  ! , che assumiamo per noto, deve essere !g 0( ) = 0 ; quindi L h( ) = 0  come 
volevamo dimostrare. 
Abbiamo quindi uno strumento per cercare estremanti per funzionali  f :X! ! , quando f è una funzione 
differenziabile.  Lo strumento non è privo di difficoltà, e non dà garanzia di risolvere il problema: 
1) La scelta dello spazio X in cui cercare gli estremanti non è automatica, e non è affatto indifferente per il 
buon esito della ricerca.  Negli esempi classici, gli oggetti su cui opera il funzionale sono funzioni y delle 
quali serve anche la derivata, definite in un intervallo a,b[ ] .  La scelta che appare naturale dell’ambiente 
in cui prendere y è C1 a,b[ ]( ) , ed è quello che faremo; in certi casi però vedremo che questa scelta 
manifesta qualche controindicazione. 
2) Può non essere facile verificare la differenziabilità del funzionale oggetto dello studio, né determinare la 
sua espressione. 
3) La ricerca dei “punti stazionari” può a sua volta essere impegnativa: nelle applicazioni a cui accenavamo 
sopra comporta la risoluzione di una equazione differenziale. 
4) La difficoltà maggiore, una volta trovati i “punti stazionari”, ossia i punti del dominio in cui il differenziale 
è nullo, è stabilire se si tratta veramente di punti di minimo o massimo per il funzionale considerato, 
oppure no.  Va ricordato che operiamo in spazi di dimensione infinita, nei quali un dominio chiuso e 
limitato in generale non è compatto, quindi non si può invocare il Teorema di Weierstrass per affermare 
che il funzionale studiato ha minimo e massimo in quel dominio. 
I primi problemi affrontati con questo metodo si trovano nei Principia Mathematica di Newton; l’autore indaga 
sul profilo di un corpo che si muove nell’acqua, per minimizzare la resistenza idrodinamica. 
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All’inizio del XVIII secolo si occuparono di questo tipo di problemi Euler, Lagrange, Johann e Jacob Bernoulli; 
in particolare a Euler va il merito di avere stabilito una “regola” per la nullità del differenziale di funzionali di 
un determinato tipo, sotto forma di equazione differenziale, nota per questo motivo con il nome di “equazione 
di Eulero”.  Gli esempi classici, che di seguito esponiamo, consistono nel ricavare e risolvere questa equazione 
diffenziale in alcuni casi di interesse applicativo. 
Il problema, nella sua forma generale. 
Lo spazio X in cui si prende la “variabile indipendente” è C1 a,b[ ]( ) , con a,b[ ]  intervallo compatto di  ! ; la 
norma è quella consueta di questo spazio, la cosiddetta “norma lagrangiana”: 
 y = max
x! a,b[ ]
y x( ) + max
x! a,b[ ]
"y x( ) . 
Sia poi  f : a,b[ ]!! !!" !  continua, dotata di derivate prime e seconde continue, rispetto al secondo e terzo 
argomento.  Definiamo il funzionale  J :C
1 a,b[ ]( )! !  ponendo, per ogni y!X = C1 a,b[ ]( ) , 
 J y( ) = f x, y x( ), !y x( )( ) dxa
b
" . 
Ora mostriamo che J è differenziabile in ogni punto y!X ; lo faremo in modo costruttivo, determinando cioè 
l’espressione del differenziale. 
Le ipotesi su f consentono di applicare la formula di Taylor a f, se si incrementano soltanto la seconda e terza 
variabile: fissati x ! a,b[ ]  e  p, q!! , e poi gli “incrementi” h e k, si ha 
 f x, p + h, q + k( )! f x, p,q( ) = h " # f
#p x, p,q( ) + k "
# f
#q x, p,q( ) + o h + k( )  
dove il simbolo o si riferisce evidentemente a h + k ! 0 .  Ricordiamo per chiarezza che h + k  definisce per 
il vettore  h,k( )!!
2  una norma equivalente alla più consueta norma euclidea h2 + k2 . 
Nel seguito il secondo e terzo argomento di f saranno occupati da y x( )  e !y x( ) ; per questo motivo scriveremo 
! f
!y  oppure fy  e 
! f
! "y  oppure f !y  per indicare le derivate di f rispetto al secondo o al terzo argomento. 
Siano ora y!X  e h!X ; allora 
 J y + h( )! J y( ) = f x, y x( ) + h x( ), "y x( ) + "h x( )( )! f x, y x( ), "y x( )( )( )a
b
# dx =  
 = h x( ) ! fy x, y x( ), "y x( )( ) + "h x( ) ! f "y x, y x( ), "y x( )( ) + o h x( ) + "h x( )( )( ) dx =a
b
#  







, .  
Il funzionale  L :X! !  che associa 
 
 
X ! h! L h( ) = h x( ) " fy x, y x( ), #y x( )( ) + #h x( ) " f #y x, y x( ), #y x( )( )( ) dxa
b
$  
è lineare; la relazione che abbiamo trovato sopra lo caratterizza come il differenziale di J in y.  Abbiamo così 
dimostrato la differenziabilità di J, e abbiamo pure trovato l’espressione del differenziale. 
Perciò le y!X  per i quali il differenziale di J in y è nullo sono le funzioni y tale che: per ogni h!X  si ha 
(1) h x( ) ! fy x, y x( ), "y x( )( ) + "h x( ) ! f "y x, y x( ), "y x( )( )( ) dx = 0a
b
# .  
La relazione (1) non è comoda da gestire, perché è formulata attraverso l’intermediazione della funzione h, 
generico elemento di X,  Desideriamo trovare una formulazione più conveniente, nella quale non ci sia più h. 
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Servono due semplici lemmi tecnici, che vediamo subito.  Nel seguito C01 a,b[ ]( )  rappresenta il sottospazio di X 
costituito dalle h!X  tali che h a( ) = h b( ) = 0 . 
Lemma 1.  Sia ! "C a,b[ ]( )  tale che per ogni h!C01 a,b[ ]( )  sia ! x( ) "h x( )a
b
# = 0 . 
Allora !  è costante in a,b[ ].  
Dimostrazione.  Sia c = 1b!a " x( )dxa
b
# .  Questo risulterà essere il valore costante assunto da !  nell’intervallo 
a,b[ ] ; si tratta infatti della media integrale di !  in questo intervallo. 
Il modo in cui c è definito assicura che ! x( )" c( )dxa
b
# = 0 .  Adesso poniamo 
 h x( ) = ! t( )" c( )dta
x
#  
Il Teorema fondamentale del calcolo integrale e la scelta di c provano che h!C01 a,b[ ]( )  e che !h x( ) = " x( )# c
.  Allora: 
 
 
! x( )" c( )2 dxa
b
# = ! x( )" c( ) $ %h x( )dxa
b





" c %h x( )dxa
b
# = "c h b( )" h a( )( ) = 0.  
La funzione ! x( )" c( )2  è continua e sempre ! 0 , e il suo integrale è nullo; quindi essa vale costantemente 0, e 
perciò ! x( ) = c  per ogni x ! a,b[ ] , come volevamo dimostrare. 
Lemma 2.  Siano ! ," #C a,b[ ]( )  tale che per ogni h!C01 a,b[ ]( )  sia ! x( )h x( ) +" x( ) #h x( )( )dxa
b
$ = 0 . 
Allora !  è derivabile in a,b[ ]  e !" = # . 
Dimostrazione.  Definiamo, per x ! a,b[ ] , A x( ) = ! t( )dta
x
" .  Allora !A = " ; con una integrazione per parti, 
tenendo conto che se h!C01 a,b[ ]( )  allora h a( ) = h b( ) = 0 , troviamo: 
 ! x( )h x( )dxa
b
" = A x( )h x( )#$ %&x=a
x=b ' A x( ) (h x( )dxa
b
" = ' A x( ) (h x( )dxa
b
"  
e quindi la relazione ! x( )h x( ) +" x( ) #h x( )( )a
b
$ = 0  contenuta nell’ipotesi si può scrivere 
 !A x( ) +" x( )( ) #h x( )a
b
$ dx = 0  
Ciò è vero per ogni h!C01 a,b[ ]( ) ; possiamo allora applicare il Lemma 1 e concludere che !A x( ) +" x( )  è 
costante in a,b[ ] ; perciò ! x( ) = A x( ) ; da ciò segue che !  è derivabile e !" = !A = # , come si voleva 
dimostrare. 
L’equazione di Eulero del funzionale integrale J. 
Nelle applicazioni studieremo funzionali della forma 
 J y( ) = f x, y x( ), !y x( )( ) dxa
b
"  
al variare di y nel sottoinsieme di X = C1 a,b[ ]( )  costituito dalle funzioni y con valori fissati in a e b, cioè 
  A = y!X ; y a( ) = A, y b( ) = B{ }  
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con A, B valori assegnati.   A  non è un sottospazio vettoriale di X; però se  y!A  e h!C0
1 a,b[ ]( )  allora 
 y + h!A . 
Abbiamo in precedenza osservato che, se y!X  è stazionario per il funzionale J (cioè il differenziale di J in y è 
il funzionale lineare nullo) allora per ogni h!X  (quindi in particolare per ogni h!C01 a,b[ ]( ) ) è 
 h x( ) ! fy x, y x( ), "y x( )( ) + "h x( ) ! f "y x, y x( ), "y x( )( )( ) dx = 0a
b
# .  
In questa relazione fy x, y x( ), !y x( )( )  e f !y x, y x( ), !y x( )( )  soddisfano le ipotesi assegnate nel Lemma 2 a !  e 
! ; quindi, per detto Lemma si ha la relazione 
(2) ddx f !y x, y x( ), !y x( )( ) = fy x, y x( ), !y x( )( )  
La (2) è l’equazione di Eulero del funzionale J.  Essa è soddisfatta da ogni funzione y!X  stazionaria per il 
funzionale J.  Le soluzioni y dell’equazione di Eulero sono chiamate anche estremali per J: non “estremanti”, 
perché non è detto che lo siano, ma comunque un termine che ricorda ciò che stiamo cercando.  Eventuali y 
estremanti per J sono anche estremali; purtroppo, non viceversa. 
Nei più semplici esempi applicativi apparirà intuibile che la soluzione che si trova per l’equazione di Eulero 
minimizzi effettivamente J in  A  (ma non ne daremo una dimostrazione formale); vedremo però anche un 
esempio in cui palesemente la soluzione ottenuta non è estremante per J, a riprova che l’equazione di Eulero è 
una condizione soltanto necessaria, non sufficiente affinché y sia estremante per J. 
Forme semplificate dell’equazione di Eulero in alcuni casi particolari. 
1) f non dipende esplicitamente da y 
Ciò significa che J y( ) = f x, !y x( )( ) dxa
b
" ; in questo caso fy ! 0  e quindi l’equazione di Eulero (2) si scrive 
 ddx f !y x, !y( ) = 0  
e quindi 
(3) f !y x, !y x( )( ) = costante  
La (3) è più semplice di (2), perché è un’equazione differenziale di primo ordine, mentre sviluppando i calcoli 
di (2) si ottiene evidentemente un’equazione di ordine 2. 
2) f non dipende esplicitamente da x. 
Ciò significa che J y( ) = f y x( ), !y x( )( ) dxa
b
" .  Nel calcolo che segue è utile l’ipotesi che f possieda derivate 
seconde continue rispetto agli argomenti impegnati da y e !y , e serve anche supporre che y abbia la derivata 
seconda.  L’equazione di Eulero (2), che possiamo scrivere 
 fy y, !y( )"
d
dx f !y y, !y( ) = 0  
si può sviluppare calcolando la ddx  del secondo termine, e dà 
 fy y, !y( )" !y # f !y y y, !y( )" !!y # f !y !y y, !y( ) = 0 . 
Moltiplichiamo per !y  entrambi i membri di questa relazione; scriviamo il risultato omettendo gli argomenti di 
f; otteniamo 
 !y " fy # !y 2 " f !y y # !y !!y " f !y !y = 0 . 
 6 
Il primo membro si verifica direttamente essere ddx f y, !y( )" !y # f !y y, !y( )( ) .  Dalla nullità della derivata 
dell’espressione in parentesi, in ogni punto dell’intervallo a,b[ ] , deduciamo come di consueto che detta 
espressione è costante: la forma semplificata dell’equazione di Eulero nel caso di f non dipendente 
esplicitamente da x è pertanto 
(4) f y, !y( )" !y # f !y y, !y( ) = costante  
3) f non dipende esplicitamente da !y . 
Ciò significa che J y( ) = f x, y x( )( ) dxa
b
! .  Si tratta di un caso di scarso interesse pratico.  L’equazione di 
Eulero (2) diventa 
 fy x, y x( )( ) = 0  
che non è un’equazione differenziale, perché non figura alcuna derivata di y. 
ESEMPI. 
1) Il cammino di lunghezza minima tra due punti fissati. 
I punti siano a,A( )  e b,B( ) .  Ci limitiamo per semplicità a considerare le curve congiungenti tali punti, che 
sono grafico di una funzione da a,b[ ]  a  ! .  Consideriamo quindi le y nel sottoinsieme di X 
  A = y!X ; y a( ) = A, y b( ) = B{ } . 
La lunghezza del grafico di una  y!A  è 
 J y( ) = 1+ !y x( )2 dxa
b
" . 
Questa volta f x, y, !y( ) = 1+ !y x( )2  non dipende esplicitamente da x né da y; possiamo scrivere l’equazione 
di Eulero nella forma (3), cioè f !y x, !y x( )( ) = costante .  Si calcola f !y = !y
1+ !y 2
; quindi si vuole che 
quest’ultima espressione sia costante: 
 !y
1+ !y 2




ovvero !y x( )2 = costante ; questo equivale a !y x( ) = costante .  Infatti, se fosse per esempio !y x( )2 = 4  per ogni 
x ! a,b[ ] , in ciascun punto x potrebbe essere !y x( ) = 2  oppure !y x( ) = "2 ; ma l’immagine di a,b[ ]  mediante 
la funzione continua !y  deve essere un insieme connesso; dovendo essere contenuto in !2,2{ } , 
necessariamente è !2{ }  oppure è 2{ } , cioè !y  vale sempre –2, oppure vale sempre 2, e non può assumere uno 
dei due valori per certi x, l’altro per altri x.  La derivata di y è dunque costante; sia m la costante; da !y x( ) = m  
si deduce che, per un’altra costante q è y x( ) = mx + q , cioè il grafico è rettilineo.  I valori di m e q si calcolano 
imponendo il passaggio per i punti a,A( )  e b,B( ) .  Il risultato non è sorprendente: abbiamo scoperto che il 
cammino più breve tra due punti assegnati è il segmento che li unisce.  Anzi, più precisamente, abbiamo 
scoperto che se esiste un cammino di lunghezza minima, questo è il segmento congiungente i due punti. 
2) La curva brachistocrona con estremi assegnati. 
Il problema è il seguente: determinare la traiettoria congiungente due punti fissati O, P, il primo più in alto del 
secondo, lungo la quale un punto materiale vincolato a scorrere su di essa e soggetto alla sola forza di gravità 
raggiunge nel tempo minimo il punto finale.  Il problema fu proposto nel 1696 da Johann Bernoulli; se ne 
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occuparono, risolvendolo, diversi matematici, tra cui Newton.  Il minimo tempo di percorrenza, vedremo, si 
realizza non lungo il cammino più breve, cioè quello rettilineo, bensì 
percorrendo un arco di cicloide. 
Fissiamo un sistema di riferimento con l’origine in O e l’asse y rivolto 
verticalmente verso il basso, cosicché le coordinate di P saranno a,A( )  con 
a > 0  e A > 0 . 
Sia y = ! x( )  l’equazione della traiettoria, che supponiamo almeno C1 .  Deve 
essere ! 0( ) = 0  e ! a( ) = A .  Desideriamo mettere in relazione l’espressione 
! x( )  che descrive la traiettoria con il tempo T !( )  che il punto impiega per 
raggiungere P lungo quella traiettoria.  Conviene riferirsi alla legge oraria del 
moto, ossia alla funzione  0,T[ ] ! t! x t( ), y t( )( )  che a ciascun istante t associa la posizione occupata dal punto 
in quell’istante.  Deve in particolare essere x 0( ), y 0( )( ) = 0,0( )  e x T( ), y T( )( ) = a,A( )  e, per ogni t ! 0,T[ ] , 
! x t( )( ) = y t( ) . 
Sia v la velocità scalare del punto quando esso occupa la posizione x,! x( )( ) , in cui il punto si trova a quota 
! x( ) .  Indicata con m la massa del punto materiale, per il principio di conservazione dell’energia, durante tutto 
il percorso deve valere la relazione 
 12mv
2 = mg y = mg! x( )( )  
dove g indica l’accelerazione di gravità. Se ne deduce 
 v = 2g! x( )  
D’altra parte, in ogni istante t ! 0,T[ ]  il vettore velocità è espresso da v = dxdt ,
dy
dt( ) ; la velocità scalare è il 
modulo di v; tenendo presente il teorema sulla derivazione delle funzioni composte avremo: 






























= dxdt 1+ '( x( )
2 . 
Ora uguagliamo le due espressioni ottenute per v, deducendo quanto segue: 
 2g! x( ) = dxdt 1+ "! x( )
2 ; dxdt =
2g! x( )
1+ "! x( )2
. 
Sia ora  x! t x( )  la funzione inversa di x t( ) , ossia la funzione che a ogni valore dell’ascissa x ! 0,A[ ]  associa 
il tempo necessario al punto per raggiungere la posizione della curva con ascissa x.  Per il Teorema sulla 






 e quindi, riprendendo da sopra, 
 dtdx =
1+ !" x( )2
2g" x( )  





1+ $% x( )2
2g% x( ) dx0
a!
"
## ; t a( )& t 0( ) =
1+ $% x( )2
2g% x( ) dx0
a!
"
## ; T =
1+ $% x( )2




tenendo presente che t A( ) = T  perché x T( ) = A  e t 0( ) = 0  perché x 0( ) = 0 .  Abbiamo realizzato l’ obiettivo 
desiderato, di esprimere il tempo di percorrenza T in funzione dell’espressione !  della traiettoria.  Eliminando 
il fattore costante 2g  al denominatore, siamo ora condotti al problema di minimizzare il funzionale 
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 J !( ) = 1+ "! x( )
2







A = ! "C1 0,a( ) ;! 0( ) = 0, ! a( ) = A{ } . 
Questa volta la funzione incognita è denotata con ! , anziché y; naturalmente ciò non ha alcuna importanza. 
La funzione integranda è  




che non dipende esplicitamente da x; l’equazione di Eulero si può scrivere allora nella forma (4), relativa a 
questo caso particolare: 
 f !, "!( )# "! $ f "! !, "!( ) = costante . 
Nel caso attuale abbiamo 
















2 # "! 2
! 1+ "! 2
= 1
! 1+ "! 2
 
e quindi la relazione f !, "!( )# "! $ f "! !, "!( ) = costante  equivale a  
(*) ! " 1+ #! 2( ) = 2C  
in cui 2C indica una costante; il fattore 2 serve per migliorare le espressioni che troveremo svolgendo i calcoli. 
La (*) è l’equazione differenziale che dobbiamo risolvere, congiuntamente alle condizioni 
 ! 0( ) = 0 ; ! a( ) = A . 
Notiamo subito un problema.  Se ! 0( ) = 0 , per t = 0  la relazione (*) non può valere in senso ordinario, perché 
C non può essere 0.  Bisogna allora pensare (*) per x ! 0,a] ] , e interpretare la condizione ! 0( ) = 0  più 
precisamente come lim
x!0+
" x( ) = 0 .  Osserviamo che, allora, essendo per (*) ! x( ) = 2C1+ "! x( )2 , bisogna che sia 
lim
x!0+
"# x( )2 = +$ .  Questo fatto avrà un ruolo importante nel seguito. 
Risolviamo l’equazione differenziale.  Questa si può scrivere nella forma 
 ! = p "!( )      con     p s( ) = 2C
1+ s2
. 
Nella equazione differenziale ! = p "!( )  facciamo un cambiamento di funzione incognita; assumiamo !"  come 
variabile indipendente, che indicheremo con s.  Allora 





d p s( )
ds "
ds






s #p s( ) .  
Nel caso attuale p s( ) = 2C
1+ s2
, !p s( ) = "4C s
1+ s2( )2
 e quindi s = !4C s
1+ s2( )2
ds






Otteniamo un’espressione di x in funzione di s integrando la relazione scritta sopra; trovata l’espressione di 
x s( ) , avremo la descrizione delle curve soluzioni di ! = p "!( )  in forma parametrica: le curve altrimenti 
descritte da y = ! x( )  saranno rappresentate da 
 x = x s( ) ; y = p s( )  
la seconda equazione dovuta al fatto che abbiamo posto s = !" x( ) .  Calcoliamo dunque x s( ) . 




$ ;  
poniamo s = cot !2( ) , quindi ds = ! 12 1+ cot2 "2( )( ) d"  e allora 
 x s( ) = !4C
1+ cot2 "2( )( )2
# ! 12 1+ cot
2 "




1+ cot2 "2( )
d"$
%
& = 2C sen2 "2( ) d"' =  
 = C 1! cos"( ) d"# = C " ! sen"( ) + K  
con K ulteriore costante. 
La coordinata y = p s( )  viene a sua volta espressa in funzione del nuovo parametro ! : 
 y !( ) = p cot !2( )( ) = 2C1+ cot2 !2( ) = C 1" cos!( )
 
Riassumendo, le “curve integrali”, ossia i grafici delle soluzioni dell’equazione di Eulero 
(*) ! " 1+ #! 2( ) = 2C  
sono rappresentate, in funzione del parametro ! , da 
(**) 
x !( ) = C ! " sen!( ) + K






con C e K opportune costanti. 
La curva rappresentata dalle equazioni parametriche (**) ci chiama cicloide.  Essa è il luogo descritto da un 
punto fissato su una circonferenza che rotola senza strisciare su una retta 
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La figura mostra la generazione della cicloide nel piano con l’asse delle ordinate rivolto verso l’alto; la curva 
brachistocrona è come questa, però capovolta. 
Bisogna ancora determinare in (**) i valori di C e K, e l’intervallo !0,!1[ ]  entro il quale deve variare il 
parametro ! . 
Notiamo che i punti della cicloide corrispondenti a  ! = 2k", k #!  sono irregolari per la curva, perché 
!x "( ), !y "( )( ) = C 1# cos"( ),C sen"( )  ha entrambe le componenti nulle per questi ! .  Inoltre in questi punti la 








sen! 1+ cos!( )
1" cos!( ) 1+ cos!( ) =
sen! 1+ cos!( )
sen2!
= 1+ cos!sen!  
e quest’ultime espressione ha limite +∞ o –∞ quando x! 2k"  rispettivamente da destra e da sinistra.  
Avevamo osservato che la soluzione dell’equazione di Eulero soddisfacente le condizioni agli estremi doveva 
avere derivata tendente all’infinito, avvicinandosi al punto di partenza 0,0( ) ; quindi !0  deve proprio essere 
del tipo 2k! ; grazie all’arbitrarietà della costante K non è restrittivo assumere !0 = 0 , e allora K = 0 . 
È meno facile determinare secondo estremo !1  dell’intervallo in cui varia ! .  Per ! = !1  debbono valere le 
relazioni 
(#) 
C ! " sen!( ) = a






Non si riesce a “risolvere” il sistema in modo esplicito, cioè a scrivere l’espressione di !1 ; ciò che faremo è 
dimostrare che esiste ed è unico !1 " 0,2#] [  che, insieme a un opportuno valore di C, soddisfa (#). 
Se valgono le (#) allora ! " sen!1" cos! =
a
A .  Studiamo allora le proprietà della funzione f !( ) =
! " sen!
1" cos! , 
! " 0,2#] [ .  Facilmente si calcola lim
!"0+
f !( ) = 0 , lim
!"2#
f !( ) = +$ ; quindi f !( )  assume in 0,2!] [  ogni 
valore reale positivo, in particolare aA .  Vogliamo provare che per un solo !  si ha f !( ) = aA ; per questo scopo 
mostriamo che f è strettamente crescente; questo richiede qualche calcolo.  La derivata di f è 
 !f "( ) = 2
1# cos"( )2
2 #"sen" # 2cos"( ) ; 
vorremmo dimostrare che è sempre positiva; ciò va provato per l’espressione in parentesi, cioè per  
 g !( ) = 2 "!sen! " 2cos! . 
Non si riesce a studiare in modo “algebrico” il segno di g !( ) .  Però osserviamo che g 0( ) = g 2!( ) = 0 ; poi è 
 !g "( ) = sen" #"cos" ; !!g "( ) = "sen" . 
È !g 0( ) = 0 ; !!g "( ) # 0  per ! " 0,#[ ] , quindi in questo 
intervallo g è convessa, e il suo grafico giace sopra alla retta 
y = 0 , tangente al grafico nell’origine.  Nell’intervallo !,2![ ]  
è !!g "( ) # 0 , quindi g è concava.  Il grafico di g in questo 
intervallo si trova quindi sopra al segmento congiungente i 
punti !, g !( )( ) = !, 4( )  e 2!, g 2!( )( ) = 2!,0( ) , quindi ancora il 
grafico di g si trova nel semipiano delle ordinate positive. 
La figura mostra il grafico di g.  
Tutto ciò prova che g !( ) > 0  per x ! 0,2"] [ , quindi !f "( )  è positiva in questo intervallo, e pertanto f è 
strettamente crescente.  Ciò completa la dimostrazione del fatto che esiste ed è unico !1 " 0,2#] [  tale che 
f !1( ) = aA .  Infine scegliamo C =
a
!1 " sen!1
, e sono così soddisfatte le condizioni (#). 
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Osservazione.  La cicloide “intera”, cioè tracciata in tutto un periodo: 
 
x !( ) = C ! " sen!( )





! ' 0,2([ ]  
ha un rapporto fisso tra estensione in lunghezza (2!C ) e in altezza (2C); quasto rapporto vale π.  Ciò significa 
che se aA !
"




2  il tempo per scendera da 
O a Q (vedi figura) viene minimizzato con una traiettoria che termina in salita.  Naturalmente la ragionevolezza 
di questo modello è legata alla mancanza di ogni tipo di attrito! 
 
 Studio di alcune proprietà geometriche della cicloide: lunghezza, area sottesa. 
1) Lunghezza della cicloide. 
Siccome abbiamo osservato che tutte le cicloidi sono simili tra loro, è sufficiente ragionare su quella “unitaria”, 
cioè con C = 1 , di equazioni parametriche 
 
x = ! " sen!




! & 0,2'[ ]  
Le derivate sono: 
 










e quindi la lunghezza della cicloide è 

















= 8  
ossia, la lunghezza della cicloide è uguale a otto volte il raggio della circonferenza che la genera. 
1) Area sottesa tra la cicloide e l’asse delle ascisse. 
Il modo più semplice per calcolare l’area racchiusa dalla cicloide (unitaria) è usare la formula “di Gauss-
Green”, nel suo caso particolare: se R è una regione piana con frontiera regolare e !R  la sua frontiera, orientata 
“positivamente”, cioè in modo da tenere R a sinistra, allora 
Area di R = !y dx
"R# . 
Se R è la regione racchiusa dalla cicloide e dall’asse delle ascisse, la frontiera è 
formata dalla cicloide stessa e dal segmento 0,2![ ]  dell’asse x.  Su questo 
segmento però è y ! 0 , quindi il suo contributo all’integrale curvilineo è nullo.  
La parametrizzazione della cicloide 
 
x = ! " sen!




! & 0,2'[ ]  
la orienta nel senso contrario a quello dovuto, per cui dovremo cambiare segno al risultato; allora 
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 Area di R = y !( ) " #x !( ) d!0
2$
% = 1& cos!( )2 d!0
2$
% = 1& 2cos! + cos2!( )d!02$% =  
 = 1! 2cos" + 12 +
1








2" ! 2sen" +
1






= 3) .  
Dunque l’area racchiusa dalla cicloide è tre volte l’area del cerchio che la genera. 
Galileo Galilei si occupò di questo calcolo, senza riuscire a 
risolverlo.  Stabilì ugualmente il risultato esatto: l’area sotto la 
cicloide è tripla di quella del cerchio, in modo sperimentale: 
ritagliò cerchio e cicloide da una lamiera uniforme, e pesò i due 
manufatti.  Il risultato però lo lasciò dubbioso, per l’eccessiva 
semplicità del rapporto.  Poco tempo dopo Evangelista Torricelli 
seppe dimostrare il risultato, come ricorda la lapide a lui dedicata 
sulla fontana presso la chiesa parrocchiale di S.Andrea a 
Piancaldoli, sulle colline tra Romagna e Toscana. 
L’area può essere calcolata anche con una tecnica più elementare: 
sia y = f x( ) , x ! 0,2"[ ]  l’equazione della cicloide.  Non riusciamo a scrivere l’espressione esplicita di f x( ) , 
ma ugualmente riusciremo a calcolare il suo integrale, mediante il cambiamento di variabile x = ! " sen! .  
Dalle equazioni parametriche della cicloide sappiamo infatti che quando x = ! " sen! , allora y = 1! cos" ; 
quindi per ogni ! " 0,2#[ ] , f ! " sen!( ) = 1" cos! .  Inoltre la “derivata del cambiamento di variabile” è
 dx = dd! ! " sen!( )d! = 1" cos!( )d!  
Allora: 
 Area = f x( )dx0
2!
" = f # $ sen#( ) % 1$ cos#( )d#0
2!
" == 1$ cos#( )2 d#0
2!
" = 3!  
(l’integrale ottenuto è lo stesso già calcolato sopra). 
3) Un problema con vincolo: il filo sospeso. 
Premettiamo un complemento alla teoria.  Alcune applicazioni, come quella oggetto dell’esempio che tra poco 
esporremo, consistono nel cercare una funzione y!C1 a,b[ ]( )  
, con valori assegnati in a e b, che rende minimo (o massimo) il valore di un funzionale 
 J y( ) = f x, y x( ), !y x( )( )dxa
b
"  
e che soddisfa inoltre un vincolo consistente nel valore assegnato di un funzionale G y( )  definito similmente al 
funzionale J: 
 G y( ) = g x, y x( ), !y x( )( )dxa
b
"  
con g funzione con lo stesso tipo di regolarità richiesta a f.  Cioè, il problema è: trovare y che rende minimo (o 
massimo) J y( )  nell’insieme 
 
 
A = y!C1 a,b[ ]( ) ; y a( ) = A, y b( ) = B,G y( ) = k{ }  
con k costante assegnata. 
Si può dimostrare un Teorema, formalmente simile al Teorema del moltiplicatore di Lagrange, che esprime una 
condizione necessaria affinché  y!A  sia estremante per J (ristretta all’insieme  A ): 
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Se  y!A  è estremante per  J A  allora esiste  ! "!  tale che è nullo il differenziale del funzionale 
“lagrangiano” 
 L y( ) ! J y( ) + "G y( ) = f x, y x( ), #y x( )( ) + " g x, y x( ), #y x( )( )( )dxa
b
$  
Ammesso ciò, si ottiene con i procedimenti già visti che deve valere una Equazione di Eulero per questo 
problema, dove la funzione f è sostituita da 
 H x, y x( ), !y x( )( ) " f x, y x( ), !y x( )( ) + # g x, y x( ), !y x( )( ) . 
Valgono (con le medesime dimostrazioni) tutte le formule relative ai casi particolari dell’Equazione di Eulero, 
quando H non dipende esplicitamente da una delle variabili x, y, !y . 
L’esempio che ora vediamo in cui si applica questa tecniica è il seguente: 
Un filo pesante, omogeneo, flessibile, inestensibile di lunghezza 
data  !  viene sospeso per le estremità, fissate a due punti 
assegnati che distano tra loro meno di  ! .  Si vuole stabilire la 
configurazione che assumerà il filo. 
 “omogeneo” significa che la densità lineare è costante: ilpeso 
di un tratto di curva è direttamente proporzionale alla sue 
lunghezza. 
“flessibile” significa che non oppone resistenza a piegarsi.  
Anche un trave fissato alle estremità assume una configurazione 
incurvata, ma non rientra nel caso ora in esame, perché la 
flessione del trave richiede uno sforzo. 
“inestensibile” significa che la lunghezza è fissa.  Una fune di gomma sospesa per gli estremi si allunga rispetto 
alla lunghezza a riposo, cioè quella  della fune appoggiata a terra.  Anche la fune di gomma non rientra nel caso 
attuale. 
Un modello reale abbastanza vicino al nostro modello è la catena di una nave 
ormeggiata al porto, un’estremità fissata alla nave, l’altra alla bitta (il “paletto” 
sul ciglio del porto). 
Galileo Galilei si interessò a questo problema, formulando la congettura che la 
configurazione assunta fosse una parabola; non è così.  Tra il 1690 e il 1692 il 
problema fu risolto da Johann e Jacob Bernoulli e, indipendentemente, da 
Christian Huygens e Gottfried Wilhelm Leibniz. 
Per semplificare le espressioni con cui lavoreremo, supporremo che i due punti di ancoraggio si trovino alla 
stessa altezza; la mancanza di questa ipotesi non cambia il procedimento né la sostanza del risultato. 
Siano dunque !a,b( )  e a,b( )  i due punti di ancoraggio, con  ! > 2a .  La configurazione della fune sostesa è 
descritta da una funzione  y : !a,a[ ]" !  tale che y !a( ) = y !a( ) = b , soggetta al vincolo della lunghezza: 
 
 
G y( ) = 1+ !y x( )2 dx
"a
a
# = !  
Il funzionale J y( )  da minimizzare per determinare la configurazione della fune è l’energia potenziale.  Le 
ipotesi di flessibilità e inestensibilità della fune significano che la sola forza efficiente è la gravità.  L’energia 
potenziale è proporzonale alla quota e alla massa; quest’ultima è proporzionale alla lunghezza, per via della 
omogeneità della fune.  Non è restrittivo supporre uguale a 1 la densità lineare della fune, cosicché la massa di 
un tratto di fune è numericamente uguale alla sua lunghezza.  L’energia potenziale di un “tratto infinitesimo” di 
fune, corrispondente a una posizione x dell’ascissa e a un “incremento infinitesimo” dx di quest’ultima si può 
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esprimere come il prodotto di y x( )  (quota) per 1+ !y x( )2 dx  (lunghezza, ovvero massa del tratto infinitesimo 
di fune).  L’energia potenziale complessiva sarà quindi espressa da: 




Questa è l’espressione che si vuole minima, per funzioni y tali che y !a( ) = y !a( ) = b , soddisfacenti inoltre il 
vincolo  G y( ) = ! .  Il funzionale lagrangiano è 









avendo posto H y x( ), !y x( )( ) = y x( ) 1+ !y x( )2 + " 1+ !y x( )2 = y + "( ) 1+ !y x( )2 . 
Siccome H non dipende esplicitamente da x, l’equazione di Eulero si può scrivere nella forma relativa a questo 
caso particolare, cioè 
(1) H ! "y #H "y = costante . 
Nel caso attuale abbiamo 




e quindi (1) si scrive:  
 y + !( ) 1+ "y 2 # y + !( ) "y
2
1+ "y 2
= C  
e quindi, svolgendo il calcolo 
 y + !
1+ "y 2
= C  
e infine 
(2) y = !" +C 1+ #y 2 . 
Questa è un’equazione differenziale del tipo già visto in precedenza, y = p !y( )  con p t( ) = !" +C 1+ t2 . 
Per risolverla poniamo !y = t  e cerchiamo soluzioni in forma parametrica x = x t( ) , y = y t( ) = p t( ) . 










t !p t( ) . 
Nel nostro caso è !p t( ) = Ct
1+ t2








= C arcsenh t( ) + k  
con k ulteriore costante.  La rappresentazione parametrica delle soluzioni è pertanto 
 
x t( ) = C arcsenh t( ) + k













&' .  Sostituendo questa 
espressione di t nella seconda equazione e tenendo presente che per ogni ! ,  1+ senh2! = cosh2! , otteniamo 





L’equazione ottenuta è quella di una catenaria, la quale deve il suo nome proprio al fatto di essere la soluzione 
di questo problema.  Osserviamo che fino a questo momento non è servita l’ipotesi che i due punti di 
sospensione siano alla stessa quota; dunque la catenaria è la configurazione della fune sospesa anche se i due 
livelli sono diversi.  L’ipotesi di uguale altezza dei punti di aggancio, ossia y a( ) = y !a( ) = b  semplifica (3) 
perché dà k = 0 .  Rimangono da determinare !  e C.  Da y x( ) = !" +C cosh xC( )  otteniamo 
y ±a( ) = !" +C cosh aC( ),  desiderato uguale a b; quindi ! = C cosh aC( )" b ; rimane da determinare C.  Per 
questo serve il vincolo della lunghezza.  Ancora da y x( ) = !" +C cosh xC( )  calcoliamo !y x( ) = senh xC( )  e 
quindi la lunghezza del tratto di catenaria tra x = !a  e x = a  è 
 1+ senh2 xC( )!a
a"




$ dx = C senh xC( )%& '(x=!a
x=a
= 2C senh aC( ) , 
desiderata uguale a  ! .  Scriviamo l’equazione  










Non si riesce a “risolvere” questa equazione rispetto a C in funzione di  ! , però riusciremo a stabilire in quali 
casi la soluzione esiste.  Conviene porre aC = u ; la precedente equazione si scrive allora 
 
senhu = !2a u  
che possiamo pensare come equazione risolvente il sistema 
 
v = senhu






il quale rappresenta l’intersezione tra il grafico del seno 
iperbolico e la retta passante per l’origine, di equazione 
 
v = !2a u . 
La funzione seno iperbolico è convessa in 0,+![ [ , e la retta 
v = u  è tangente nell’origine al suo grafico.  Inoltre senhu  è 
infinito di ordine superiore di u, per u! +" ; perciò ogni 
retta v = mu  interseca il grafico v = senhu  in uno e un solo 
punto di ascissa positiva se e solo se m >1 .  Concludiamo che 
la retta 
 
v = !2a u  interseca il grafico v = senhu  in un punto di 
ascissa positiva se e solo se 
 
!
2a >1, vale a dire  ! > 2a ; questa 
era proprio l’ipotesi iniziale, sulla distanza dei punti di 
sospensione minore della lunghezza della fune.  Una volta che si è determinato C, !  si ottiene dalla condizione 
y ±a( ) = b .  
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4) Il problema degli isoperimetri. 
Un altro problema celebre del Calcolo delle variazioni è quello degli 
isoperimetri, cioè 
determinare tra tutte le curve chiuse situate nel semipiano y ! 0 , con fissati 
punti iniziale e finale A, B sull’asse x e fissata lunghezza  ! , quella che 
racchiude la massima area. 
È il cosiddetto “Problema di Didone”, la quale doveva delimitare con il 
nastro ricavato da una pelle di toro il più vasto territorio possibile, con uno sbocco al mare fissato, qui 
rappresentato dal segmento AB.  
Studiamo il problema in un caso particolare, più semplice da trattare: quello in cui la curva !  è il grafico di una 
funzione  y: !a,a[ ]" !  di classe C
1 .  Il risultato che troveremo tuttavia si dimostra (con altro procedimento) 
essere valido anche quando !  non è soggetta al vincolo di essere grafico di una funzione. 
Siano dunque A = !a,0( ) , B = a,0( ) ,  ! > 2a .  Sia poi 
 
A = y!C1 "a,a[ ]( ) ; y # 0, y "a( ) = y a( ) = 0, 1+ $y x( )2 dx"a
a
% = !{ }  
L’ultima condizione, l’integrale, rappresenta il vincolo della lunghezza della curva.  Si tratta quindi di un 
problema vincolato, dello stesso tipo di quello della fune sospesa (la catenaria). 
Il funzionale 




esprime la quantità che desideriamo rendere massima, cioè l’area delimitata tra la curva e l’asse delle ascisse.  
Il funzionale “lagrangiano” che introduce anche il vincolo, indicato anche qui con ! , è 






Nel seguito indichiamo con H y, !y( )  l’espressione integranda: 
 H y, !y( ) = y + " 1+ !y 2 . 
Siccome nell’espressione di H non c’è dipendenza esplicita da x possiamo applicare la versione dell’equazione 
di Eulero specifica di questo caso, vale a dire 
(1) H y, !y( )" !y H !y y, !y( ) = costante . 
Si calcola H !y y, !y( ) =
" !y
1+ !y 2
, e quindi (1) diventa 
 y + ! 1+ "y 2 # ! "y
2
1+ "y 2
= costante  
e poi, eseguendo l’addizione degli ultimi due addendi al primo membro, 
(2) y + !
1+ "y 2




La (2) si presenta, come in altri casi, nella forma y = p !y( ) , con p t( ) = C ! "
1+ t2
; poniamo allora t = !y  e 
cerchiamo equazioni parametriche delle curve di equazione cartesiana y = y x( ) , soluzioni di (2). 




; poi abbiamo, come le altre volte 




dx = !p t( )
dt



















In (3) poniamo t = tan! , con ! " # $2 , $2%& '( .  Allora dt = 1+ tan2!( )d!  e (3) diventa: 











= ! cos"d"& = !sen" + D  
con D nuova costante. 
Le curve soluzione dell’equazione di Eulero appaiono ora espresse 
in funzione del parametro ! ; per la x nel modo scritto sopra, per la 
y sostituendo in y = p t( ) , la variabile t con tan! : 
 y = C ! "
1+ t2
= C ! "
1+ tan2#
= C ! "cos#  
Riscriviamo finalmente insieme le equazioni parametriche delle 
curve ottenute: 
 
x = !sen" + D





Facilmente si elimina il parametro ! : dalle equazioni parametriche 
si trova 
 
!sen" = x # D





e ora, quadrando e sommando, 
(4) x ! D( )2 + y !C( )2 = "2  
che è l’equazione di una circonferenza con centro D,C( )  e raggio ! , il quale dovrà quindi essere positivo.  Le 
curve che cerchiamo sono gli archi di queste circonferenze situati nel semipiano y ! 0.  
Adesso bisogna determinare il valore delle costanti C, D, ! . 
Siccome la circonferenza deve passare per i punti !a,0( )  e a,0( ) , il centro deve stare sull’asse y, asse del 
segmento avente tali punti per estremi; quindi D = 0 .  Posto in (4) D = 0 , si ottiene sostituendo x = ±a  e 
y = 0  
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a2 +C2 = !2 ; C = " !2 " a2  
La scelta del segno “meno” è dovuta al fatto che l’arco situato nel semipiano y ! 0  è grafico di una funzione se 
e solo se il centro si trova nel semipiano inferiore. 
Infine abbiamo il vincolo della lunghezza, dal quale ricaveremo ! , il cui significato geometrico è il raggio 
della circonferenza.  Intanto deve essere ! " a , affinché abbia senso l’espressione di C.  L’angolo ! , 
semiampiezza del settore delimitato dal’arco di nostro interesse, è un angolo acuto con sen ! = a" ; quindi 
! = arcsen a"( ) ; la lunghezza dell’arco è quindi 2!arcsen a!( ),  desiderata uguale a  ! .  Bisogna quindi che sia 
 











Non si riesce a esprimere in modo esplicito !  in funzione di a e  !  risolvendo (5); possiamo però stabilire quali 
relazioni debbono valere tra a e  !  affinché (5) abbia soluzione rispetto a ! .  Ricordiamo che  
!
2!  è la misura 
dell’angolo ! , il quale deve stare tra 0 e !2 ; riscriviamo allora (5) ponendo  
!








sen ! = 2a
!
! . 
Questa può vedersi come l’equazione risolvente del sistema 
 
 










La funzione  ! ! sen !  è concava nell’intervallo 0, !2"# $% ; la retta v = !  è tangente alla sinusoide nell’origine, e 
la retta v = 2! "  congiunge l’origine col punto 
!
2 ,1( ) .  Perciò ogni retta v = m!  con 2! " m "1 interseca una e 
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una sola volta la sinusoide in un punto di ascissa non negativa ! " 0, #2$% &' .  Perciò la (6) ha una soluzione 





"1 , cioè 
(7)  2a ! ! ! "a  
La prima di (7) è stata posta dall’inizio: la lunghezza della curva deve essere non inferiore alla lunghezza del 
segmento che la sottende. 
Il significato geometrico della disuguaglianza  ! ! "a  è il seguente: abbiamo stabilito che la curva !  è un arco 
di circonferenza passante per i punti !a,0( )  e a,0( ) .  Affinché !  sia il grafico di una funzione definita 
nell’intervallo !a,a[ ]  bisogna che il centro si trovi nel semipiano y ! 0 , quindi la lunghezza dell’arco non 
deve superare quella della semicirconferenza avente per diametro il segmento !a,a[ ]  dell’asse delle ascisse.  
Quest’ultima limitazione non è in realtà necessaria.  È possibile dimostrare, con altro metodo, che per ogni 
 ! ! 2a , la curva di lunghezza  ! che inizia in !a,0( )  e termina in a,0( )  e delimita l’area massima è l’arco di 
circonferenza passante per tali punti avente lunghezza  ! , anche nei casi in cui questo arco non si può descrivere 
come grafico di una funzione. 
5) Un esempio in cui l’equazione di Eulero non individua un estremante. 
Sia 
 
A = y!C1 1,1[ ]( ) ; y "1( ) = y 1( ) = 0{ } ; per ogni  y!A  sia 





Ci poniamo il problema di determinare eventuali  y!A  che minimizzano J y( ) .  Questa volta abbiamo 
 f x, y, !y( ) = 1" !y 2( )2  
espressione che non dipende esplicitamente da x né da y.  L’equazione di Eulero equivale quindi a 
 !y " f !y = costante  
cioè, nel caso attuale 
 !y " 1# !y 2( ) = costante . 
Questa relazione implica che sia costante in !1,1[ ]  la derivata !y x( ) .  Infatti, se C è una costante reale, 
l’equazione t 1! t2( ) = C  è soddisfatta per (al più) tre valori reali di t, siano t1,  t2,  t3.   La relazione 
!y " 1# !y 2( ) = C  equivale allora a !y x( )" t1, t2, t3{ }# x " $1,1[ ] .  Ma !y  è una funzione continua, quindi 
l’immagine attraverso !y  dell’intervallo !1,1[ ]  è un insieme connesso.  I sottoinsiemi connessi di t1, t2, t3{ }  
sono soltanto quelli con un solo elemento; perciò !y x( )  assume un valore costante in tutto l’intervallo. 
Indicato con m il valore costante di !y x( ) , si ottiene y x( ) = mx + q ; i valori di m e q si determinano imponendo 
il passaggio per !1,0( )  e 1,0( ) ; si trova m = q = 0 , cosicché l’unica funzione  y!A  che soddisfa l’equazione 
di Eulero è y x( ) = 0 , funzione identicamente nulla. 
Il funzionale J, calcolato per y x( ) = 0 , dà: J 0( ) = 1dx
!1
1
" = 2 .  Ebbene, 2 non è il minimo valore che J y( )  
assume in  A ; anzi, mostreremo che tale minimo non esiste.  Evidentemente per ogni  y!A  è J y( ) ! 0 ; 
mostriamo che ci sono funzioni  y!A  per le quali J y( )  assume valore positivo prossimo a 0 quanto si vuole, 
ma per nessuna  y!A  è J y( ) = 0 . 
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Per essere J y( ) = 0  bisogna che in ogni x ! "1,1[ ]  sia 1! "y x( )2 = 0 , quindi !y x( ) = 1  oppure !y x( ) = "1 ; ma 
essendo continua in !1,1[ ] , !y x( )  deve valere costantemente 1 oppure –1.  Ciò è incompatibile con le 
condizioni y 1( ) = y !1( ) = 0 ; quindi J y( ) > 0  (strettamente) per ogni  y!A . 
Ora mostriamo che per ogni ! > 0  esiste una  y!A  tale che J y( ) < !.  È sufficiente “arrotondare” nel suo 
punto angoloso una funzione inammissibile perché non appartenente ad  A : la funzione y x( ) = 1! x , che 
soddisfa le condizioni agli estremi, ma non è di classe C1 , avendo un punto angoloso in 0.  Arrotondiamo la 
punta in modo C1  mediante un arco di parabola y = ax2 + b , per x ! "#,#[ ] .  Definiamo cioè 
 y x( ) =
1! x se  " < x #1






Bisogna calcolare a e b in modo che il raccordo in x = ±!  sia C1 .  Siccome y definita sopra è pari, basta 
controllare il comportamento in x = ! .  Poiché è 






bisogna che sia 2a! = "1  e quindi a = !12" .  Allora abbiamo 
 y x( ) =
1! x se  " < x #1
!1
2" x







e quindi bisogna che sia 1! " = ! "2 + b , cioè b = 1!
"
2 .  Abbiamo 
perciò 
y x( ) =
1! x se  " < x #1
!1
2" x








!y x( ) =
"sgn x( ) se  # $ x $1
" 1
#







La funzione integranda che figura nel calcolo di J y( )  in questo caso è nulla tranne che in !","[ ] , quindi 















= 2"  
(il calcolo esatto dell’integrale non presenta alcuna difficoltà, ma è una fatica inutile perché la stima effettuata è 
sufficiente allo scopo: ci sono in  A  funzioni y per le quali J y( )  è vicino a 0 quanto si vuole). 
Dunque, il funzionale J è inferiormente limitato in  A ; l’estremo inferiore è 0, che però non è minimo. 
