f ( x ) = p e -m t d a ( t ) , 0 where a ( t ) is non-decreasing and the integral converges for 0 < x < oo. Hence we conclude that a non-identically zero c.m. function f ( x ) cannot vanish for any positive x. From the definition it follows that if f ( x ) is cam. and f("o)(xo)
=
Remark 1. A trivial observation is that i f f ( x ) is c.m., then f ( 2 m ) ( x ) and -f(2m+1)(x) are also c.m. This produces immediately some other examples. For example, from (3)
In ( 
Proof. I t suffices t o refer t o the formula for the n t h derivative of a composite function:
where see [2, Nn0.430 
f (1 -e-=) (11) it also follows that is c.m, since (12) reduces to minus the derivative of (11) .
W e note some particular cases of c.m. functions o f the type (6)-(11):
e -a x P , a 2 0 and O < a < l , (13) Another version o f the statement for composite functions is given in terms of power series with non-negative coefficients by the following obvious theorem. (17) First of all we show that by means of the above theorem we may prove the following auxiliary result.
Lemma 1. The function

Proof. T h e function a + b / x is obviously c.m. Thus by Theorem 1, ( a + b l~)~ is c.m.
in case m is an integer. Therefore, it remains but to prove the lemma for the case when where J v ( x ) and Y u ( x ) is c.m. and differentiating the product exK,(x), by means of (33) we easily obtain that is cam., etc.
where K v ( x ) is the modified Bessel function (MacDonald's function);
-the function J;(x) + Y?(X),
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We observe also that one may make a conclusion on the complete monotonicity of another famous special function, the Ftiemann zeta-function, as is stated in the next theorem.
T h e o r e m 6. The generalized Riemann zeta-function is c.m. both in x and v.
The proof is obtained by the direct differentiation under the series sign, which is obviously possible.
Integral transforms of nonnegative functions as complete monotonic functions
T h e o r e m 7. The following integral transforms are c.m. under the corresponding convergence conditions, whatever the nonnegative function f (t) is: 1) the Laplace transforms Proof. The statement of the theorem follows from Theorem 4, since all the kernels in 1)-4) are c.m. Indeed, for 1) and 2), we refer to (2), for 3) the complete monotonicity of the kernel l/(e2 -1) was stated in (15) and the complete monotonicity of the kernel f i K,(x) in 4) is given by Theorem 5.
2.4.
The case of integral transforms with kernels homogeneous of degree -1
The following theorem gives some useful criterion of monotonicity of integral transforms, which is a consequence of Theorem 4. Let be an integral transformation with kernel homogeneous of degree -1.
T h e o r e m 8. Integral transform (40) Proof. Indeed, we have
for the first of the operators in (40) with the upper limit oo in (41) replaced by 1 in case we deal with the second of the operators in (40). Since f ( x t ) in (41) is c.m. with respect to x and k ( l / t ) is nonnegative, it remains but to apply Theorem 4.
Corollary. The modified fractional integral
and the modified Love transform (see [8] or [14, p. 6961 , for the Love tmnsformation) 
Proof. Since F ( x ) =~'~( = ) with h ( x ) = -I n F ( x ) ,
in view of Theorem 2 it suffices to show that h ( x ) 2 0 and the derivative h' ( x ) is c.m.
The former is obvious because the MacDonald function K~( z )
is decreasing and b > a .
As for the latter, the direct calculation of h f ( x ) with the recursion formula ( 
MITTAG-LEFFLER F U N C T I O N A N D I T S G E N E R A L I Z A T I O N S
The Mittag-Leffler function and its generalization are known to have various applications in analysis, in particular in fractional calculus and in the theory of fractional differential equations, see for example, [lo] and [14] and references therein. We are interested in c.m. properties of these functions.
In [12] it was shown that Ea(-x) is c.m for 0 < a 5 1. This was extended to Ea,@(-x), see [ l l ] and [15] , where it was shown that Ea,@(-x) is c.m. for 0 < a < 1 a n d p z a . Another statement on complete monotonicity is the following. 
f i
We shall show that the formula 1
Ji;
is valid. The proof is direct. Indeed, splitting the summation for odd and even k in (49), we have a 1 1 E l l a ( -= -e x + -1 Fl ( 1 ,~; l a ) .
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Then from the representation [9, p. 2671, and from the series expansion for the error function (9, p. 3501, we arrive at (51).
We observe also that Ella, ( -x ) is the Laplace transform of Taking M = 1 in (SO), and taking (51) into account, we also obtain
Also, for P = n + 1 a positive integer, we have e -x -e n -i ( -~) E l , n + l ( -2 ) = (-1)" xn I where is the partial sum of the series expansion of e x and we assume that e-1(x) 0 .
Concfuaion. The functions
ex' Erfc ( x ) = E l l a , l ( -x ) , We should note that the complete monotonicity of the function ex' Erfc ( x ) also follows in view of Theorem 4 directly from its integral representation Recently, Kilbas and Saigo [7] and [13] introduced a further generalization of the Mittag-Leffler function. Let a and , L3 be positive and let 00 E~, P , x ( x ) = C cm(a,P,X), m=O where and a, P and X are such that a(kP + A) Z -1, -2, -3,. . . . If X > -l/a, the coefficients cm are non-negative and by Theorem 3 we see that E,,p,x (11s) is c.m.
