We provide a rigorous derivation of Einstein's formula for the effective viscosity of dilute suspensions of n rigid balls, n ≫ 1, set in a volume of size 1. So far, most justifications were carried under a strong assumption on the minimal distance between the balls: d min ≥ cn − 1 3 , c > 0. We relax this assumption into a set of two much weaker conditions: one expresses essentially that the balls do not overlap, while the other one gives a control of the number of balls that are close to one another. In particular, our analysis covers the case of suspensions modelled by standard Poisson processes with almost minimal hardcore condition.
Introduction
Mixtures of particles and fluids, called suspensions, are involved in many natural phenomena and industrial processes. The understanding of their rheology, notably the so-called effective viscosity µ ef f induced by the particles, is therefore crucial. Many experiments or simulations have been carried out to determine µ ef f [9] . For λ large enough, they seem to exhibit some generic behaviour, in terms of the ratio between the solid volume fraction λ and the maximal flowable solid volume fraction λ c , cf. [9] . Still, a theoretical derivation of the relation µ ef f = µ ef f (λ/λ c ) observed experimentally is missing, due to the complex interactions involved: hydrodynamic interactions, direct contacts, . . . Mathematical works related to the analysis of suspensions are mostly limited to the dilute regime, that is when λ is small.
In these mathematical works, the typical model under consideration is as follows. One considers n rigid balls B i = B(x i , r n ), 1 ≤ i ≤ n, in a fixed compact subset of R 3 , surrounded by a viscous fluid.
The inertia of the fluid is neglected, leading to the Stokes equations
The last condition expresses a no-slip condition at the rigid spheres, where the velocity is given by some translation velocities u n,i and some rotation vectors ω n,i , 1 ≤ i ≤ n. We neglect the inertia of the balls: the 2n vectors u n,i , ω n,i can then be seen as Lagrange multipliers for the 2n conditionŝ
where σ µ = 2µD(u)ν − pν is the usual Newtonian tensor, and ν the normal vector pointing outward B i .
The general belief is that one should be able to replace (1)- (2) by an effective Stokes model, with a modified viscosity taking into account the average effect of the particles:
with D = 1 2 (∇ + ∇ t ) the symmetric gradient. Of course, such average model can only be obtained asymptotically, namely when the number of particles n gets very large. Moreover, for averaging to hold, it is very natural to impose some averaging on the distribution of the balls itself. Our basic hypothesis will therefore be the existence of a limit density, through where ρ ∈ L ∞ (R 3 ) is assumed to be zero outside a smooth open bounded set O. After playing on the length scale, we can always assume that |O| = 1. Of course, we expect µ ef f to be different from µ only in this region O where the particles are present.
The volume fraction of the balls is then given by λ = 4π 3 nr 3 n . We shall consider the case where λ is small (dilute suspension), but independent of n so as to derive a non-trivial effect as n → +∞. The mathematical questions that follow are:
• Q1 : Can we approximate system (1)-(2) by a system of the form (3) for large n?
• Q2 : If so, can we provide a formula for µ ef f inside O? In particular, for small λ, can we derive an expansion
Regarding Q1, the only work we are aware of is the recent paper [5] . It shows that u n converges to the solution u ef f of an effective model of the type (2), under two natural conditions:
i) the balls satisfy the separation condition inf i =j |x i − x j | ≥ M r n , M > 2. Note that this is a slight reinforcement of the natural constraint that the balls do not overlap.
ii) the centers of the balls are obtained from a stationary ergodic point process.
We refer to [5] for all details. Note that in the scalar case, with the Laplacian instead of the Stokes operator, similar results were known since the work of Kozlov, see [13, paragraph 8.6] .
Q2, and more broadly quantitative aspects of dilute suspensions, have been studied for long. The pioneering work is due to Einstein [6] . By neglecting the interaction between the particles, he computed a first order approximation of the effective viscosity of homogeneous suspensions:
This celebrated formula was confirmed experimentally afterwards. It was later extended to the inhomogenous case, with formula
see [1, page 16] . Further works investigated the o(λ 2 ) approximation of the effective viscosity, cf. [2] and the recent analysis [8] .
Our concern in the present paper is the justification of Einstein's formula. To our knowledge, the first rigorous studies on this topic are [16] and [14] : they rely on homogenization techniques, and are restricted to suspensions that are periodically distributed in a bounded domain. A more complete justification, still in the periodic setting but based on variational principles, can be found in [10] . Recently, the periodicity assumption was relaxed in [11] , [15] , and replaced by an assumption on the minimal distance:
There exists an absolute constant c, such that ∀n,
with µ E = (1 + 5 2 λρ)µ, it is shown in [11] that for all 1 ≤ p < 3 2 , lim sup
We refer to [11] for refined statements, including quantitative convergence in n and treatment of polydisperse suspensions.
Although it is a substantial gain over the periodicity assumption, hypothesis (A1) on the minimal distance is still strong. In particular, it is much more stringent that the condition that the rigid balls can not overlap. Indeed, this latter condition reads: ∀i = j, |x i −x j | ≥ 2r n , or equivalently |x i − x j | ≥ c λ 1/3 n − 1 3 , with c = 2( 3π 4 ) 1/3 . It follows from (A1) at small λ. On the other hand, one could argue that a simple non-overlapping condition is not enough to ensure the validity of Einstein's formula. Indeed, it is based on neglecting interaction between particles, which is incompatible with too much clustering in the suspension. Still, one can hope that if the balls are not too close from one another on average, the formula still holds. This is the kind of result that we prove here. Namely, we shall replace (A1) by a set of two relaxed conditions:
There exists C > 0, such that ∀η > 0, #{i, ∃j,
Note that (B1) is slightly stronger than the non-overlapping condition, and was already present in the work [5] to ensure the existence of an effective model. As regards (B2), one can show that it is satisfied almost surely in the case when the particle positions are generated by a stationary ergodic point process if the process does not favor too much close pairs of points. In particular, it is satisfied by a (hard-core) Poisson point process. We postpone further discussion to Section 5.
Under these general assumptions, we obtain:
. For all n, let r n such that λ = 4π 3 nr 3 n , let f n ∈ L 6 5 (R 3 ), and u n inḢ 1 (R 3 ) the solution of (1)- (2) . Assume (A0)-(B1)-(B2), and that f n → f in L 6 5 (R 3 ). Then, there exists p min > 1 such that for any p < p min , any q < 3p min 3−p min , one can find δ > 0 with the estimate
where u is any weak accumulation point of u n inḢ 1 (R 3 ) and u E satisfies Einstein's approximate model (5) .
Here, we use the notationḢ 1 (R 3 ) for the homogeneous Sobolev spaceḢ 1 (R 3 ) = {w ∈ L 6 (R 3 ) : ∇w ∈ L 2 (R 3 )} equipped with the L 2 norm of the gradient.
The rest of the paper is dedicated to the proof of this theorem.
Main steps of proof
To prove Theorem 1, we shall rely on an enhancement of the general strategy explained in [7] , to justify various effective models for conducting and fluid media. Let us point out that one of the examples considered in [7] is the scalar version of (1)- (2) . It leads to a proof of a scalar analogue of Einstein's formula, under assumptions (A0), (B1), plus an abstract assumption intermediate between (A1) and (B2). We refer to the discussion at the end of [7] for more details. Nevertheless, to justify the effective fluid model (5) under the mild assumption (B2) will require several new steps. The main difficulty will be to handle particles that are close to one another, and will involve sharp W 1,q estimates obtained in [12] .
Concretely, let ϕ be a smooth and compactly supported divergence-free vector field. For each n, we introduce the solution
where the constant vectors φ n,i , w n,i are associated to the constraintŝ
Testing (1) with ϕ − φ n , we find after a few integration by parts that
Combining both, we end up witĥ
We remind that vector fields u n , u E , φ n depend implicitly on λ.
The main point will be to show Proposition 2. There exists p min > 1 such that for all p < p min , there exists δ > 0 and C > 0, independent of ϕ, such that
Let us show how the theorem follows from the proposition. First, by standard energy estimates, we find that u n is bounded inḢ 1 (R 3 ) uniformly in n. Let u = lim u n k be a weak accumulation point of u n in this space. Taking the limit in (8), we get
where R, ϕ = lim k→+∞´R3 f n k · φ n k . Recall that ϕ is an arbitrary smooth and compactly supported divergence-free vector field and that such functions are dense in the homogeneous Sobolev space of divergence-free functionsẆ 1,p σ . Thus, Proposition 2 implies that R is an
Writing these Stokes equations with non-constant viscosity as
and using standard estimates for this system, we get
For λ small enough, the last term is absorbed by the left-hand side, and finally
which implies the first estimate of the theorem. Then, by Sobolev imbedding, for any q ≤ 3p 3−p , and any compact K,
We claim that lim sup
Denoting by u a (weak) accumulation point of u n k inḢ 1 , Rellich's theorem implies that, for a subsequence still denoted u n k , ||u n k − u|| L q (K) → 0, because q < 6 (for p min taken small enough). Combining this with (10), we reach a contradiction. As p is arbitrary in (1, p min ), q ≤ 3p 3−p is arbitrary in (1, 3p min 3−p min ). The last estimate of the theorem is proved. It remains to prove Proposition 2. Therefore, we need a better understanding of the solution φ n of (6)- (7) . Neglecting any interaction between the balls, a natural attempt is to approximate φ n by
where φ R 3 is the solution of
and φ i,n solves
Roughly, the idea of approximation (11) is that φ R 3 adjusts to the source term in (6), while for all i, φ i,n adjusts to the boundary condition at the ball B i . Indeed, using a Taylor expansion of ϕ at x i , and splitting ∇ϕ(x i ) between its symmetric and skew-symmetric part, we find
Moreover, φ i,n can be shown to generate no force and torque, so that the extra rigid vector fields (whose role is to ensure the no-force and no-torque conditions), should be small.
Still, approximation (11) may be too crude : the vector fields φ j,n , j = i, have a non-trivial contribution at B i , and for the balls B j close to B i , which are not excluded by our relaxed assumption (B1), these contributions may be relatively big. We shall therefore modify the approximation, restricting the sum in (11) to balls far enough from the others.
Therefore, for η > 0, we introduce a good and a bad set of indices:
The good set G η corresponds to balls that are at least ηn − 1 3 away from all the others. The parameter η > 0 will be specified later: we shall consider η = λ θ for some appropriate power
Note that φ R 3 and φ i,n are explicit:
where for all trace-free symmetric matrix S, V [S] solves
Eventually, we denote ψ n = φ n − φ app,n .
Tedious but straightforward calculations show that
where s 1 denotes the surface measure at the unit sphere. It follows that
Moreover, for all 1 ≤ i ≤ n,
Hence, the remainder ψ n satisfies −µ∆ψ n + ∇q n = 0 in Ω n , div ψ n = 0 in Ω n ,
where the constant vectors ψ n,i , w n,i are associated to the constraintŝ
Estimates on φ app,n and ψ n will be postponed to sections 3 and 4 respectively. Regarding φ app,n , we shall prove
Regarding the remainder ψ n , we shall prove Proposition 4. One can find p 0 ∈ (1, 2), θ 0 > 0, p min > 1 satisfying: for all 1 < p < p min , for all 1 < q < p ′ , there exists c, C > 0 such that for all η ≥ cλ 1/3 ,
Let us explain how to deduce Proposition 2 from these two propositions. Let 1 < p < p min , with p min as in Proposition 4. By standard estimates, we see that φ n and φ app,n are bounded uniformly in n inḢ 1 , and so the same holds for ψ n . It follows that lim sup
with ψ a weak accumulation point of ψ n . Note that we used Proposition 3 to go from the first to the second inequality. By Proposition 4, for all 1 < q < p ′ , for all η ≥ cλ 1/3 ,
To conclude, we adjust properly the various parameters. We look for η in the form η = λ θ , with θ = θ(p) < 1 3 , so that the lower bound on η needed in Proposition 4 will be satisfied for small enough λ. First, we notice that for any p < 2, if θ is such that 2 − p − 6θ > 0, then λ 1+ 2−p 2p η − 3 p = λ 1+δ 1 for some δ 1 > 0. Such a choice of θ being made, we can choose r = r(p) close enough to 1 in a way that η 3 λ 1 r = λ 1+δ 2 for some δ 2 > 0. Upon taking smaller p min , we can further ensure that 1 r + 1 p ′ < 1 so that we can define q by 1 r + 1 p ′ = 1 q , and use the previous estimates. Eventually, for any 1 < p < p min , for λ small enough,
where δ = min(θ 0 , δ 1 , δ 2 ).
Bound on the approximation
This section is devoted to the proof of Proposition 3. We decompose φ app,n = φ 1 app,n + φ 2 app,n + φ 3
By standard energy estimates, φ k app,n is seen to be bounded in n inḢ 1 , for all 1 ≤ k ≤ 3. We shall prove next that φ 1 app,n and φ 3 app,n converge in the sense of distributions to zero, while for any f with D(∆) −1 Pf ∈ L ∞ (P denoting the standard Helmholtz projection), for any p ≥ 1,
Proposition 3 follows easily from those properties.
We start with
Proof. As the balls are disjoint, | 1≤i≤n Dϕ(x i )1 B i | ≤ ||Dϕ|| L ∞ . Let g ∈ C c (R 3 ), and denote δ n = 1 n i δ x i the empirical measure. We writê g(x + r n z)dzdδ n (x).
The sequence of bounded continuous functions x →´B (0,1) g(x + r n z)dz converges uniformly to the function x → 4π 3 g(x) as n → +∞. We deduce:
where the last equality comes from (A0). The lemma follows by density of C c in L 1 .
Let now h ∈ C ∞ c (R 3 ) and v = (∆) −1 Ph. We find φ 1 app,n , h = φ 1 app,n , ∆v = ∆φ 1 app,n , v
where we used the previous lemma and the fact that Dv belongs to L 1 loc and ϕ has compact support. Hence, φ 1 app,n converges to zero in the sense of distributions. As regards φ 3 app,n , we notice that
Using the same duality argument as for φ 1 app,n (see also below), we get that φ 3 app,n converges to zero in the sense of distributions.
It remains to show (21). We use a simple Hölder estimate, and write for all p ≥ 1:
where the last inequality follows from (B2). Denoting v = (∆) −1 Pf , we have this timê
Bound on the remainder
We focus here on estimates for the remainder ψ n = φ n − φ app,n , which satisfies (18)-(19). We will use as a black box sharp W 1,q estimates derived recently in [12] , which notably apply to systems of the form
together with the constraintŝ
We first recall that, under assumption (B1), one has the somehow standard estimate
for a constant C independent of n. A sketch of proof is as follows. By a classical variational characterization of ψ, we have
Hence it is enough to build one vector field U satisfying the same condition on ∪ i B i and fulfilling the estimate. By adding an appropriate rigid vector field toψ on each B i , so that Dψ is unchanged, one can always assume a Poincaré and a Korn inequality: r −2 n ||ψ|| 2
, where the factor r −2 n comes from scaling considerations.
Hence, after these simplifications, it is enough to find a U satisfying U =ψ on each B i , and such that ∇U 2
. This can then be done under assumption (B1), using standard considerations on the Bogovskii operator: one can even choose U to be supported in a vicinity of ∪B i . We refer to [7, Lemma 5] for details.
However, the derivation of an L p analogue of (24) is much more unclear, as no variational characterization is available. This problem was tackled recently by the second author in [12] , through a careful analysis of the so-called method of reflections, introduced by Smoluchowski. We shall use the following Theorem 6. [12, Proposition 5.2 and Remark 5.6] Assume that inf i =j |x i − x j | ≥ M r n . Then,
there exists a unique solution ψ ∈Ẇ 1,q (R 3 ) of (22)-(23) such that
We now come back to the analysis of ψ n . We decompose the field ϕ − φ app,n that appears in the third line of (18): we write
We remind that the sum in (15) is restricted to indices i ∈ G η and that φ i,n (x) = Dϕ(x i )(x−x i ) for x in B i . This explains the distinction betweenψ 2 n andψ 3 n . Clearly, ψ n = 3 k=1 ψ k n , where ψ k n is the solution of (22)-(23) associated to dataψ k n . The control of ψ 2 n is the simplest to obtain: we apply estimate (24), valid under the sole assumption (B1). We find
Hence, lim n→+∞ ||∇ψ 2 n || L 2 (R 3 ) = 0.
As regards ψ 1 n , we apply again (24) and find
For any r, s < +∞ with 1 r + 1 s = 1 2 , we obtain
using standard L s estimate for system (12) . Hence,
Note that we can choose any s > 2, this lower bound coming from the requirement 1 r + 1 s = 1 2 . Introducing p such that s = p ′ , we find that for any p < 2,
The treatment of the second term at the r.h.s. of (26) is more delicate. We write, see (16):
For all i, for all j ∈ G η with j = i, and all (x, y) ∈ B i × B(x j , η 4 n − 1 3 ), we have for some absolute constants c, c ′ > 0:
Using Hölder and Young's convolution inequalities, we find that for all r, s with 1 r + 1 s = 1,
Note that, by (A0), 1 n j |Dϕ(x j )| t →´R 3 |Dϕ| t ρ as n → +∞. We end up with lim sup
We can take any s > 1, which yields by setting p such that p ′ = 2s: for any p < 2 lim sup
To treat the first term in the decomposition (29), we write
for M a matrix-valued Calderon-Zygmund operator. We use that for all i and all j = i, j ∈ G η we have for all (x, y)
Thus, by similar manipulations as before
As seen in [8, Lemma 2.4] , the kernel M(x)1
defines a singular integral that is continuous over L t for any 1 < t < ∞, with operator norm bounded independently of the value ηn − 1 3 (by scaling considerations). Applying this continuity property with t = 2s, writing as before p ′ = 2s, we get for all p < 2, lim sup
Combining this last inequality with (29) and (30), we finally get: for all p < 2, lim sup n→∞ iˆB i j =i, j∈Gη Dφ j,n
Finally, if we inject (28) and (31) in (26), we obtain that for any p < 2,
The final step in the proof of Proposition 4 is to establish bounds on ψ 3 n . This term expresses the effect of the balls that are close to one another, and to control it will require the sharp estimates of Theorem 6. Let M the constant in assumption (B1), and ε M > 0 given in point i) of Theorem 6. We fix once for all p 0 ∈ (2 − ε M , 2) and t 0 ∈ (p 0 , 2). Set q 0 such that
and M q as given in point ii) of Theorem 6. We set η q = max(M q 0 , M q )( 3 4π λ) 1 3 , so that η q n − 1 3 = max(M q 0 , M q )r n . We restrict here to η ≥ η q , a condition that will be guaranteed by our choice of η. We further divide
and correspondingly:
plus no torque and no force at balls B i , i ∈ G η ∪ B ′ . We insist that balls B i with i ∈ B ′′ are completely left aside in the definition of ψ ′ . The point is that for all η ≥ η q , for all i = j ∈ G η ∪ B ′ , |x i − x j | ≥ M q r n . We can apply point ii) of Theorem 6 to deduce
for all r, s with 1 r + 1 s = 1 q . Moreover, by assumption (B2), cardB ′ ≤ cardB η ≤ Cη 3 n. Finally, taking s = p ′ , we find that for all p > 1, for all q < p ′ , and all η > η q :
A similar reasoning holds with q 0 instead of q. As p < (q 0 ) ′ , we find that for r 0 such that
Eventually, the last term ψ ′′ satisfies −µ∆ψ ′′ + ∇p ′′ = 0, div ψ ′′ = 0, x ∈ Ω n and
plus no force and no torque at all balls. Here, we can only rely on assumption (B1) and point i) of Theorem 6: we find
Remember that t 0 < 2. Combining with (34), we see that there exists θ 0 > 0 such that for
Combining with (33), we arrive at: for all 1 < p < (q 0 ) ′ , for all q < p ′ , and r such that
Proposition 4 follows from collecting (25), (32) and (35).
Discussion of assumption (B2)
Let Φ δ = {y i } i ⊂ R 3 be a stationary ergodic point process on R 3 with intensity δ and hardcore radius R, i.e., |y i − y j | ≥ R for all i = j. An example of such a process is a hard-core Poisson point process, which is obtained from a Poisson point process upon deleting all points with a neighboring point closer than R. We refer to [3, 4] for the construction and properties of such processes.
Assume that O is convex and contains the origin. For ε > 0, we consider the set εΦ δ ∩ O =: {x ε i , i = 1, . . . , n ε }.
Let r < R/2 and denote r ε = εr and consider B i = B(x i , r ε ). The volume fraction of the particles depends on ε in this case. However, it is not difficult to generalize our result to the case when the volume fraction converges to λ and this holds in the setting under consideration since 4π 3 n ε r 3 ε → 4π 3 δr 3 =: λ(r, δ) almost surely as ε → 0.
Clearly, λ(r, δ) → 0, both if r → 0 and if δ → 0. However, the process behaves fundamentally different in those cases. Indeed, if we take r → 0 (for δ and R fixed), we find that condition (A1), which implies (B2), is satisfied almost surely for ε sufficiently small as n 1/3 ε |x ε i − x ε j | ≥ n 1/3 ε εR → δ 1/3 R.
In the case when we fix r and consider δ → 0 (e.g. by randomly deleting points from a process), (A1) is in general not satisfied. We want to characterize processes for which (B2) is still fulfilled almost surely as ε → 0. Indeed, using again the relation between ε and n ε , it suffices to show ∀η > 0, #{i, ∃j, |x i − x j | ≤ ηε} ≤ Cη 3 δ 2 ε −3 .
Let Φ δ η be the process obtained from Φ δ by deleting those points y with B(y, η) ∩ Φ δ = {y}. Then, the process Φ δ η is again stationary ergodic (since deleting those points commutes with translations 1 ), so that almost surely as ε → 0
where Q = [0, 1] 3 . Clearly,
We can express this expectation in terms of the 2-point correlation function ρ δ 2 (y, y ′ ) of Φ δ yielding E[#Φ δ η ∩ Q] ≤ˆR 6 1 Q (y)1 B(0,η) (y ′ − y)ρ δ 2 (y, y ′ ) dy dy ′ .
Hence, (36) and therefore also (B2) is in particular satisfied if ρ δ 2 ≤ Cδ 2 which is the case for a (hard-core) Poisson point process. 1 In detail: let Eη be the operator that erases all points without a neighboring point closer than η, and let Tx denote a translation by x. Now, let µ be the measure for the original process Φ δ . Then the measure for Φ δ η is given by µη = µ • E −1 η . Since EηTx = TxEη (for all x, in particular for T−x = T −1 x ), we have for any measurable set A that TxE −1 η A = E −1 η TxA. This immediately implies that the new process adopts stationarity and ergodicity.
