The development of an artificial pancreas is placed in the context of the history of the field of feedback control systems, beginning with the water clock of ancient Greece, and including a discussion of current efforts in the control of complex systems. The first generation of artificial pancreas devices included two manipulated variables (insulin and glucose infusion) and nonlinear functions of the error (difference between desired and measured glucose concentration) to minimize hyperglycemia while avoiding hypoglycemia. Dynamic lags between insulin infusion and glucose measurement were relatively small for these intravenous-based systems. Advances in continuous glucose sensing, fast-acting insulin analogs, and a mature insulin pump market bring us close to commercial realization of a closed-loop artificial pancreas. Model predictive control is discussed in-depth as an approach that is well suited for a closed-loop artificial pancreas. A major challenge that remains is handling an unknown glucose disturbance (meal), and an approach is proposed to base a current insulin infusion action on the predicted effect of a meal on future glucose values. Better "meal models" are needed, as a limited knowledge of the effect of a meal on the future glucose values limits the performance of any control algorithm.
T HERE HAVE BEEN EFFORTS to develop a closedloop artificial pancreas for over 40 years, but there is no commercially available product. The three major components of a closed-loop system are a continuous insulin pump, a continuous glucose sensor, and a controller to adjust the insulin delivery rate based on the glucose signal. Continuous insulin pump technology is relatively mature, so the primary limitations to achieving an artificial pancreas is the availability of a robust, reliable glucose sensor and a control algorithm to regulate blood glucose under a wide range of patient state scenarios.
Manufacturing processes are operated efficiently and safely using automation and control technology. Control technology has a direct impact on almost everything that we do and use, from maintaining house and hot water temperature, to the enormous task of regulating many variables in an automobile engine. Indeed, feedback control so permeates the technology that we use on a daily basis that many individuals without diabetes, upon hearing Department of Chemical and Biological Engineering, Rensselaer Polytechnic Institute, Troy, New York.
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about insulin pumps, assume that glucose is automatically controlled, that is, that a glucose sensor is integrated with the insulin pump. Here, the general public has the impression that an artificial pancreas already exists! There have been several reviews of the artificial pancreas literature, 1-3 so why is there a need for another review article? The objective of this article is to provide an overview of the many challenges to developing the control technology, focusing on the control "algorithm," for a closed-loop artificial pancreas. It is written primarily for people working in the field of diabetes who do not have a control engineering background; it should help them place the artificial pancreas in the context of controllers applied to other systems. I do not overlook experts in the control field, however, as I provide a discussion of how the problem of blood glucose control differs from many control problems that engineers face, as well as what characteristics are similar to standard control problems.
There are several reasons for reviewing the history of feedback control in general, and the specific control technologies that have been implemented in closed-loop blood glucose control studies. It is important not to "reinvent the wheel" and to understand limitations and assumptions that are made in the design and implementation of control algorithms. Petroski 4 noted that catastrophic failures frequently occur in the second generation of a design, perhaps because the new engineers do not understand the assumptions that were made in the original design. For example, major bridge failures occur at roughly 30-year intervals, which is approximately the time period for a generation of engineers. I use this to underscore the tremendous effort that went into developing the "first-generation" artificial pancreas (e.g., the Biostator); as those involved in this firstgeneration artificial pancreas begin to retire, it is important that the current generation of researchers fully understand what was attained in initial prototypes. As I discuss in this paper, there were a number of features of the original artificial pancreas that are being somewhat overlooked in many current efforts.
The structure of the paper follows. First, I provide a brief history of feedback control, followed by current research activities in the field of control and dynamic systems. Then, I discuss control algorithms and performance criteria for control. This is followed by an overview of artificial pancreas algorithms that have been implemented experimentally or in a clinic or hospital environment. I then provide an assessment of critical challenges to closed-loop glucose control, including topics that are not
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FIG. 1.
Block diagram for an artificial pancreas. The controller compares the desired glucose with the value obtained from a continuous glucose sensor. The controller output signal adjusts the rate of insulin delivered by an insulin infusion pump. The insulin affects the blood glucose, which is sensed and "fed-back" to the controller. In systems and control engineering terms, the insulin delivery rate is the "manipulated input," and the measured glucose is the "measured (or controlled) output." receiving enough attention. I complete the paper with an overview of control techniques that can play an important role in further developments of an artificial pancreas.
A BRIEF HISTORY OF FEEDBACK CONTROL
The basic principle of feedback control, as applied to an artificial pancreas, is shown in block diagram form in Figure 1 ; this figure will be used to stress standard control engineering nomenclature. The desired glucose value is known as the setpoint, r. The measured output (glucose) is y. The control algorithm is often based on an error signal, which is the difference between the setpoint and measured output, e ϭ r Ϫ y. The manipulated input (insulin infusion rate) or controller output is u. A controller may also have feedforward control action, if a known disturbance is used to change the manipulated input before the disturbance affects the measured output. For the artificial pancreas, feedforward action could consist of an insulin bolus in anticipation of a meal, for example. Another example of feedforward action would be a decrease in the basal insulin infusion rate in anticipation of exercise. With the conceptual understanding of feedback control, we now proceed with a historical overview of control technology.
Water clock of Ktesibios
The water clock of Ktesibios (roughly 300 BC) is often cited as the earliest known application of feedback control. It has been analyzed by Lepschy et al. 5 and is similar in principle to the level regulator in a toilet, as shown in Figure 2 . The water flow rate out of the feedtank is maintained constant by the float valve. As the level in the feedtank decreases, the float valve lowers, allowing a higher flow of water into the feedtank, thus increasing the level back to a constant value. The constant head (level) of the feedtank allows the flow into the lower tank to be constant. The level in the lower tank then increases at a constant rate, with a continuous movement of the time pointer.
Flywheel governor
The flywheel governor of Watt is also a selfregulating system. When the speed of the steam engine increases, the centrifugal force causes the valve to close, decreasing the steam flow and speed of the engine. Automated operation of steam engines played an important role in the industrial revolution of the 18 th Century.
In the water clock and flywheel governor examples, feedback is inherent in the physical system design. Similar designs for an artificial pancreas could be obtained through membrane-based drug delivery, where changes in glucose cause changes in the diffusion of insulin from the membrane.
Telephone system
One of the first applications of electronic feedback control was initiated by Black and others with Bell Labs in the 1920s and 1930s. 6 Negative feedback amplifiers were developed by Black to solve problems with amplifier noise in transcontinental telephone systems. The theory to analyze these systems was developed by Nyquist and Bode, and was based the use of Laplace transforms to convert differential equations to algebraic equations. The resulting frequency response-based techniques remain standard material in undergraduate control courses to this day (see, for example, Bequette 7 ).
"Human in loop" anti-aircraft artillery
Automated control systems were developed during World War II to assist soldiers operating anti-aircraft artillery. 8 The soldier could track the aircraft with the eyesight, and the controller would calculate the proper "lead" necessary to hit the target. An interesting aspect of this is that the soldier is "in the loop," that is, it was necessary for the control strategy to compensate for dynamics associated with the soldier. An analysis of human-in-the-loop control is provided by Hess. 9 These ideas may prove useful for detecting and compensating for errors that an individual may make in selecting a meal-time bolus, for example.
Proportional-integral-derivative (PID) control
The PID controller is ubiquitous in the chemical process industry. In many ways it is hard to believe that the PID controller was not available in a standard industrial product until 1939, when it was introduced by Taylor Instruments. 10 The PID algorithm has the following mathematical representation:
where, again, e ϭ r Ϫ y is the error (difference between the setpoint and measured output; e.g., difference between the desired and measured glucose concentration), u is the manipulated input (e.g., insulin infusion rate), and u 0 is the bias or steady-state manipulated input (e.g., basal insulin infusion rate). The term PID indicates that the control action (manipulated input value) is composed of three functions of the error: One is directly proportional to the error, the second is proportional to the integral of the error, and the third is proportional to the derivative of the error (de/dt).
The three tuning parameters are k c , the proportional gain, I , the integral time, and D , the derivative time. The ideal derivative of the error signal is sensitive to noise, so normally a fil-
tered error signal is used for the derivative term. After the introduction of the PID controller there was a realization that there were no standard tuning procedures to determine values for the three tuning parameters. This lead to the development of the Ziegler-Nichols tuning procedure, which was published in 1942 11 ; this remains a standard topic for undergraduate chemical process control courses, but is probably not widely covered in other engineering curricula.
It should be noted that, while the PID equation is relatively straightforward, there are a number of additional features required in any commercial implementation of the algorithm. When the controller is switched from manual to automatic mode it is important that "bumpless transfer" occur, that is, the manipulated input does not immediately change at the time of the switch. Also, an "anti-reset windup" feature must be included so that the integral term does not "windup" when the manipulated input hits a constraint.
Linear quadratic (LQ) optimal control
The focus of the previously discussed control techniques was on systems with a single measured and controlled output and a single manipulated input, or "single-input, singleoutput" (SISO) systems. So-called "Modern Control Theory," developed largely in the early 1960s, enabled multivariable control, that is, control systems with many inputs and outputs. These LQ control techniques 12 were based on a quadratic (least squares) objective function and linear state space models with the following form:
where x, y, and u are vectors of state, output, and input variables, respectively. A, B, and C are constant coefficient matrices. Also, x˙repre-sents the time derivative of the state vector (dx/dt). This notion of a "state" (x) is somewhat abstract and consists of variables that appear naturally in balance equations, such as those used in pharmacokinetic models. For example, a three-compartment model for a particular drug would consist of three states, with the following state vector:
where x 1 , x 2 , and x 3 represent the concentrations of the drug in compartments 1, 2, and 3, respectively. Similarly, a vehicle might have three states: position, velocity, and acceleration, with the following representation:
For most linear system models, the state, input, and output variables are in "deviation" form, that is, they represent perturbations from a steady-state value. States in a linear model of insulin-glucose dynamics, for example, might consist of deviations of glucose and insulin from their basal or steady-state values. The two state variables could be represented by
Typically, Eq. 2 is obtained by "linearizing" a set of nonlinear differential equations at some nominal value of the states. The form of the LQ control law is:
where K is the control gain matrix. This form assumes that all states are measured. In practice, relatively few states are measured, so optimal estimation techniques must be used to estimate states from the available output measurements. Equation 2 is a continuous-time model where the states can be found as a function of time by integrating the differential equations. The discrete-time formulation equivalent to Eq. 2 is:
where the subscript "k" represents the discrete time step and it is assumed that the input is held constant over the time step between k and k ϩ 1.
Optimal estimation
All systems are corrupted by measurement and input disturbance noise, and not all states are measured. The goal of state estimation techniques is to obtain a better estimate of the actual state variable, given statistics about the measurement and input noise. The most wellknown optimal estimation technique is the Kalman filter. 12 Of direct relevance to the artificial pancreas is a noisy subcutaneous (s.c.) sensor. Optimal estimation can be used to obtain real-time estimates of the blood and s.c. glucose, and other variables, such as the rate of change of blood glucose, from noisy s.c. sensor signals. See Palerm et al. 13 and Knobbe and Buckingham 14 in this issue for applications of Kalman filtering to glucose estimation.
Model predictive control (MPC)
MPC was developed primarily in the petrochemical industry, in both the United States and France, in the 1960s and 1970s. 7 The key challenges were large-scale, constrained processes with many manipulated inputs and measured outputs. The basic approach to MPC is shown in Figure 3 . Here, a model is used to predict the effect of current and future control moves (insulin infusion rates) on the future outputs (glucose concentration). An optimizer finds the best set of current and future control moves to maintain the desired outputs over this future prediction horizon.
The optimization-based approach of MPC enables constraints to be satisfied, but is quite intuitive to process operators and engineers alike. MPC has been used in a number of artificial pancreas applications as noted in Artificial Pancreas: Focus on Clinical and Experimental Results below. More details on the MPC approach are presented in Model Predictive Control below.
Robust control
No model perfectly describes the behavior of a system, so it is important to design controllers that can tolerate a certain degree of uncertainty (model error) while remaining stable and satisfying desired performance characteristics. The frequency response methods of Bode in the 1940s (see Telephone system above) considered uncertainty using the notion of gain and phase margins. In the 1980s and 1990s, rigorous techniques were developed to explicitly consider the effect of model uncertainty for multivariable systems, and to simultaneously consider the impact of model uncertainty on the stability and performance of feedback systems. 15 
Nonlinear control
The bulk of control theory has been based on linear systems theory, where, for example, doubling the magnitude of an input results in a doubling of an output. During the past 20 years there has been a major effort to develop rigorous techniques for nonlinear systems (see Bequette 16 for an early review of chemical process applications). Nonlinearities can be important in physiological systems, particularly in pharmacodynamic models where the physiological effect is a nonlinear function of an "effect site" concentration.
Current control research efforts
Control theory continuous to be a vibrant and active field, with theory being driven more and more by applications. A nice summary of future opportunities and challenges is provided by Murray et al. 17 and Murray 18 (see also http://www.cds.caltech.edu/ϳmurray/cdspa nel), who discuss a number of application areas, including aerospace and transportation, information and networks, robotics and intelligent machines, biology and medicine, and materials and processing.
Large-scale networks, such as the Internet, are becoming more pervasive. Communication and control algorithms must be robust so that the failure of any node on the network does not negatively impact the integrity of the network. Indeed, the success of Internet algorithms may lead to progress in algorithms for other complex networks, such as electric power grids. One of the reasons for the massive power system failure in the northeastern United States in August 2003 was individual control actions taken to protect a subsection of the grid, without consideration for what was best for the system as a whole. Proposed efforts will incorporate more network knowledge so that controllers can consider the best action to take to maintain the integrity of the larger-scale network.
THE NOTION OF A MODEL FOR CONTROL SYSTEM DESIGN
All controllers are based on a model; some models are quite simple, while others can be extremely complex. A simple household thermostat requires the knowledge that turning on a furnace leads to an increase in the room temperature; with this knowledge an on-off controller simply switches on the furnace if the temperature is too low (below the setpoint) and switches it off if the temperature is too high (above the setpoint). In practice there is a "deadband" around the setpoint where the controller takes no action. Improvements in microprocessor-based technology have lead to thermostats that can be programmed to change the setpoint several times a day; some even "learn" the dynamic response time and can turn on the furnace in advance of the time programmed for the setpoint change, so that the setpoint is reached at the specified time. Even these advanced thermostats are limited in the information that they can provide, particularly if used as replacements with existing heating systems. For example, last winter I discovered that my house was a bit cooler than expected and went to look at the thermostat. The temperature displayed was lower than the setpoint temperature, and it showed that the furnace was on. Upon further investigation, by going into the basement to look at the furnace, I discovered that the furnace was not actually on and that the fuel gas igniter had failed. There was no signal to send back to the thermostat to indicate that the furnace was not actually on! In this case the controller (thermostat) did not know that the actuator (furnace) had failed. The clear ramification for an artificial pancreas is that there must be diagnostics for the insulin pump to communicate with the controller to indicate if, for example, the pump is not delivering the rate of insulin specified by the controller.
More detailed models are required for better performance
The "model" required to implement an on-off controller simply consisted of the sign of the "gain" relating insulin to glucose. This gain is negative, since an increase in insulin delivery results in a decrease in the blood glucose concentration. For better closed-loop performance a more complex controller, requiring a more detailed model, is needed. Common models consist of ordinary or partial differential equations, artificial neural networks (ANNs), fuzzy logic, or expert systems.
Ordinary or partial differential equations
Most of the effort in control theory development has been based on models consisting of sets of differential and algebraic equations. More specifically, most rigorous results are based on sets of linear ordinary differential and algebraic equations and the so-called state space form (see Eq. 2). More detailed process models may consist of bilinear or nonlinear differential and algebraic equations, and the field of differential geometry has been used to develop controllers based on these types of nonlinear models.
Compartmental models that are often used for physiological systems are based on ordinary differential equations, particularly for pharmacokinetic models. Pharmacodynamic models normally have a nonlinear term that relates an "effect site" concentration to the observed response.
Most models used for glucose and insulin dynamics are compartmental in nature, usually with bilinear kinetic relationships. An overview of modeling for several different biomedical systems is provided by Parker and Doyle. 19 A review of three models describing insulin and glucose dynamics is provided by Steil et al. 20 in this issue. The most widely studied model is the so-called "minimal model" of Bergman et al., 21 which was originally developed to assess insulin sensitivity and glucose effectiveness for an intravenous (i.v.) glucose tolerance test.
So-called distributed parameter systems have state variables that vary with respect to both distance (location) and time. These models consist of sets of partial differential equations, and are generally more complex to analyze and solve compared with ordinary differential equations. The models most relevant to this paper are s.c. insulin kinetic models where the concentration of insulin is a function of the distance from the injection site. 22 It should be noted that distributed parameter systems can often be "lumped" where, for example, a compartment is associated with a particular location and drug or analyte.
Fuzzy logic, expert systems, and ANNs
The field of fuzzy logic and fuzzy systems theory is based on the notion that some input-output relationships are not "crisp." Consider a process where a particular manipulated input change may result in possibly three different magnitudes of changes in an output: low, medium, and high. Fuzzy logic would provide some smoothing to indicate that the output might be a mix of low and medium, for example.
Expert systems are basically rule-based, with rules provided by "experts" with knowledge of the system at hand. These types of models are often used as protocols for insulin delivery in critical care, for example. 23 Here, the clinician would specify rules, such as, if the glucose value is between X and Y, then deliver Z units of insulin. This type of strategy can often be implemented in a fuzzy logic-based framework.
ANNs evolved from a physiological description of the function of neurons and neural networks in animals. An ANN is now more generally used to provide a nonlinear relationship between inputs and outputs. An ANN is first "trained" by providing known input and output data and optimizing parameters in the ANN to provide a best fit to the data. Verification is performed by testing the performance on input-output data that were not used for training.
With this concise presentation of models in hand, we now discuss controller design.
CONTROLLER DESIGN ISSUES
When a control systems engineer begins to design and tune a controller, there are a number of important considerations. The objectives of the control system must first be defined; often there are multiple and conflicting objectives. The measured variables, manipulated inputs, and possible disturbance inputs should be defined. It must be determined whether setpoint tracking or disturbance rejection is more important. The controller should be designed based on some performance metric. These metrics include minimizing the integral of the absolute error and the integral of the squared error, and may include a weighting of the manipulated input action.
Inherent performance limitations
There are inherent limitations on how tightly a controller can regulate a desired output. Important effects include time-delays (the amount of time before an input change begins to have an effect on an output) and "non-minimum phase behavior" ("inverse response" or "wrong way" behavior) where an output initially responds in one direction in the short term but in another direction in the long term.
Constraints
There are generally minimum and maximum limits on the manipulated input action, as well as desired limits on the output. In the case of an artificial pancreas, the insulin delivery rate is bounded between 0 and some maximum value; in practice, the maximum delivery rate cannot be delivered for an extended period of time without resulting in too high of an insulin concentration. In addition, it is desired to bound the blood glucose concentration between minimum and maximum values; these are generally called "soft constraints" because they can not be rigorously enforced.
The importance of considering constraints is illustrated by the crash of Flight AA 587 leaving JFK Airport in New York on November 12, 2001 . Soon after takeoff, the plane encountered turbulence from the plane that took off directly ahead of it. To counteract the effect of the turbulence, the pilot forced the tail rudder from side-to-side, apparently causing forces too great for the tailfin to withstand, causing it to shear off and resulting in the crash. Clearly, even when in manual operation, a control strategy should not allow constraints to be violated.
Disturbance versus setpoint response
Controllers will generally be desired with either a focus on setpoint tracking or disturbance rejection. The primary challenge of an artificial pancreas is disturbance rejection, since it is rare that the desired glucose setpoint would be changed. The most challenging disturbance is a high carbohydrate meal, requiring a rapid insulin delivery rate increase. Intense exercise would be another important disturbance, requiring the insulin delivery rate to be decreased.
An example response of a controller to a meal is shown in Figure 4 . For a given meal size and type, the controller performance can be based on the following: peak glucose concentration and the time that it occurs, the time to return to normal glucose, the magnitude of the overshoot below normal glucose, the maximum insulin delivery rate and the total amount to cover the meal (integral of the delivery rate), and the maximum insulin concentration.
Model uncertainty
All controllers are designed based on a model of one form or another. A limit to per-
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formance is imposed by how well the model describes the actual dynamic behavior of the system. Also, an individual's dynamic behavior can change substantially over time. An individual training for a marathon may find that his or her daily insulin requirement decreases by one-half during the training period, for example.
The clinician's view of control system performance
A clinician will likely have substantially different control performance assessment criteria than a control systems engineer. Patient outcomes, such as A1c or frequency of hypoglycemic incidences, are critical assessment criteria.
A1c. The glycosylated hemoglobin, A1c, is a strong indicator of the average blood glucose concentration over the last 3 months. Does the feedback controller lower the A1c level from each office visit to the next, or bring it below some desired value?
Hypoglycemic incidences. Two individuals may have the same A1c value, yet one individual may have much more glucose variability than the other. This would likely mean than the individual with higher variability had a larger number of hypoglycemic incidences. This creates a short-term danger, and the threat of hypoglycemia constrains the A1c level that can be attained. Palerm et al., 13 in this issue, develop an estimation-based approach to predicting and detecting hypoglycemia.
Hyperglycemia. The long-term complications of diabetes are related to hyperglycemia. Again, the A1c level is an indicator of how well the blood glucose has been controlled over the past 3 months.
Insulin use. The clinician will also be concerned about the basal and meal insulin requirements of an individual. Overadministration of insulin might require additional glucose consumption to prevent hypoglycemia.
Ease of use.
A major concern will be the patient's comfort level with the technology. Is the controller interface easy to understand? How easy is it to calibrate the glucose sensor? How is the controller "tuned" for performance?
Model-based control
While all controllers are designed and tuned based on a model, which can range from the simple (knowledge only of the sign of the gain, that is, whether a manipulated input increases or decreases the output), to the complex (sets of nonlinear partial differential equations). The term "model-based control" implies that a model is "built-in" to the controller; that is, the controller compares the model predicted output with the actual output, updates the model, and calculates the next manipulated input value.
In my discussions with engineers in a number of industries, including biomedical control, I find a number of misconceptions about advanced control. The first is that PID control is "more robust" than model-based control. This is simply not true and is related to how the controllers are tuned. For certain low-order modelbased controllers, one can show an equivalence between model-based and PID control. If these controllers are tuned for identical performance, they will have the same robustness properties.
Another misconception is that model-based control is complex to implement. While a model-based controller generally requires more "code" to implement than a standard PID algorithms, once one considers anti-resetwindup and other PID enhancements, the model-based controller may not be that much more complex than a PID strategy.
PHYSIOLOGICAL LOOPS: ACTIONS OF THE PANCREAS AND LIVER
A number of physiological control loops are involved in the regulation of blood glucose, as shown schematically in Figure 5 . 24 When the blood glucose level is too high, insulin is released by the pancreas, which stimulates glucose uptake by tissue cells and the conversion of glucose to glycogen in the liver, thus lowering the blood glucose level. When the blood glucose level is too low, glucagon is released, stimulating the breakdown of glycogen into
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Stimulates glucose uptake from blood glucose in the liver, resulting in an increase in blood glucose. In this simple representation of the body's glucose regulatory mechanism, two manipulated inputs (insulin and glucagon) are used to control one output (blood glucose). Similar strategies are used to control chemical processes; one such technique is known as "split-range" control. An example is a chemical reactor that must be heated under certain conditions and cooled under others; depending on the situation, a split-range controller will send either cooling or heating fluid to a heat transfer jacket surrounding the reactor. The focus of most control strategies for an artificial pancreas has been on the action of insulin to reduce blood glucose. This limits the inherent performance (ability to maintain blood glucose) and often results in a "hypoglycemic dip" hours after a meal is consumed, due to the overadministration of insulin to compensate for the meal. There are clearly limitations to the use of only one input, particularly when that input can only move in one direction. A car with a throttle, but no brakes, might be reasonably easy to control when traveling up hill, but would be a reach challenge to control when driving down hill. A house with only a heater (no air conditioner) might work well year around in the Adirondack Mountains; a similar house in Florida might be quite uncomfortable, even in the winter. Similarly, an artificial pancreas using only insulin can be controlled while the glucose is higher than desired; however, it becomes a challenge to prevent hypoglycemia without glucagon or glucose as an additional manipulated input.
ARTIFICIAL PANCREAS: FOCUS ON CLINICAL AND EXPERIMENTAL RESULTS
Here we focus a concise review of controllers that have been implemented experimentally or in clinical trials. While a number of important simulation studies have been conducted, and it is important to conduct rigorous simulation studies before beginning clinical trials or animal experiments, too many simulation studies do not treat realistic challenges.
Biostator and related devices
Kadish 25 developed an on-off strategy for blood glucose control. Continuous i.v. blood glucose measurements were made using a double-lumen catheter, and servo syringes were used to deliver insulin and glucose or glucagon. Operating much like a household thermostat, insulin was delivered if the blood glucose was above 150 mg/dL, and glucose or glucagon was delivered if blood glucose was below 50 mg/dL. The control system operated with a 15-s sample time.
There are obvious limitations to the on-off approach of Kadish, and the next generation of devices incorporated more smoothly varying insulin and glucose infusions as a function of the measured glucose values. Albisser et al. 26, 27 used a double-lumen catheter to continuously withdraw venous blood, which was sent to a "standard glucose analyzer." The time delay between the blood sample and the change in optical density recorded by the analyzer (and made available to the control computer) was 3.5 min in clinical studies. The control algorithm was nonlinear (hyperbolic tangent function of measured glucose) for both the insulin and glucose infusions, which were changed at 1-min sample intervals:
where subscripts i and d refer to insulin and glucose infusions, respectively. The insulin infusion was based on the "projected blood glucose," G p , which included a difference factor (DF):
and the rate-of-change of glucose (dG/dt) was averaged over the past 4 min. For insulin infusion there are five tuning parameters (M i , S i , B i , Clemens 30 noted that early algorithms had a problem with a delayed postprandial glucose peak and overshoot into the hypoglycemic range. The algorithms were modified to include a quadratic function of the derivative of glucose with time to provide an immediate "kick" in insulin when glucose begins increasing, and to "shut off" insulin when the glucose peaks and begins to decrease (negative derivative). The problem with calculating derivatives using a finite-differences type of approach is that measurement noise is amplified. The Biostator used a linear regression (least squares) fit of glucose over the last 4 min (1-min sample interval) to calculate the derivative. This adds an unnecessary computational lag, and there are certainly more advanced estimation-based techniques that could be used. 13 Note that the Biostator-related algorithms of Albisser et al. 26, 27 and Clemens 30 can be classified as nonlinear proportional-derivative (PD) controllers. These are related to "gain scheduling" controllers that are commonly used in the chemical process industries. 31 
PID control
The approach taken by Medtronic MiniMed (Northridge, CA) 32 has been to use a PID strategy, whether the i.v.-i.v. or s.c.-s.c. sensing and insulin delivery approaches are used. Steil et al. 32 have theorized that, since glucose clamp studies show a biphasic insulin response and since a PID controller has a biphasic response, then a beta cell must be a PID controller. This is not necessarily true, since any controller with integral action will have a biphasic response. Consider an Internal Model Control structure, shown in Figure 6 . Simulation results for a glucose clamp are shown in Figure 7 . Note that several low-order internal model controllers have a biphasic response, so a biphasic response does not mean that the pancreas uses a PID algorithm. Also, it can be shown that an internal model controller based on a second-order model can be rearranged to be equivalent to a PID controller. The glucose regulatory system is likely to be much more complex than any of these SISO control algorithms, since many variables are sensed and manipulated. The integral term (the "I" in "PID") can cause the overadministration of insulin, resulting in postprandial hypoglycemia, so most controllers than have been implemented do not have the integral term; i.e., they are PD controllers. Shimoda et al. 33 have applied a PD algorithm to type 1 diabetes mellitus patients. A continuous microdialysis sensor measured the s.c. glucose, and three different insulin delivery methods were used: i.v. regular insulin, s.c. regular insulin, and s.c. insulin Lispro. The control performance of the s.c. insulin Lispro was almost as good as the i.v. insulin, with both doing a good job of handling meal disturbances. The s.c. regular insulin resulted in postprandial glucose peaks that were too high, as well as postprandial hypoglycemia. Matsuo et al. 34 have applied an identical PD strategy to intraperitoneal insulin infusion, which they found to be superior to s.c. insulin delivery.
MPC
MPC has been used in a significant number of recent efforts. Parker et al. 35 The European consortium of partners on the Advanced Insulin Infusion using a Control Loop (ADICOL) project was initiated in 2000. 36, 37 Preliminary development of the MPC-based system was based on simulation studies, while initial clinical closed-loop studies used an i.v. sensor with a 15-min sample time and s.c. delivery of insulin (i.v.-s.c.) . In further studies, to mimic the time lag associated with an s.c. sensor, control calculations were based on i.v. measurements that were delayed by 30 min. The model used for glucose predictions and control calculations was based on a compartmental model by Hovorka et al. 38 Bayesian parameter estimation was used to determine the parameter values at each sample time. The authors also noted the importance of several safety schemes to avoid hypoglycemia, but details are not provided in the papers. The clinical studies were conducted only under fasting conditions; an insulin bolus was given at meal time, but the control loop was not closed until 180 min after initiation of the meal.
Kan et al. 39 developed an MPC strategy to regulate blood glucose in dogs, by manipulating the i.v. delivery of both insulin and glucose. The venous blood level was analyzed every 10 s, and a signal is sent to the insulin pump every 2 min. When the glucose values are low, a signal is sent to the glucose pump every 10 s. The MPC strategy is shown to give better performance, while delivering less insulin and glucose, than a classical PD strategy. No meal challenges were used in the experiments.
Empirical, rule-based
An example of an empirical algorithm for regulating blood glucose is provided by Gerber et al. 40 The empirical model-based algorithm has a basal (feedback) and meal compensator (feedforward) portions. Meal-time insulin boluses are determined from the expected carbohydrate intake and the insulin-tocarbohydrate ratio that is individualized for breakfast, lunch, dinner, and snack. Subjectspecific parameters are adapted on a day-today basis, but details of this implementation are not provided in the paper. 
GLUCOSE CONTROL CHALLENGES
An artificial pancreas has some uniquely challenging characteristics, combined with characteristics that are similar to a number of other systems.
Meal disturbance
One of the distinctive challenges of blood glucose control is the effect of the meal "disturbance." A number of advanced control techniques (including some developed for the artificial pancreas) assume that disturbances occur as either step or ramp input changes. However, if one views the absorption of glucose from a meal into the circulation, neither the step or ramp assumptions adequately describe the dynamic behavior. We propose alternative techniques in Model Predictive Control below to compensate for carbohydrate consumption and the real characteristic behavior of absorption of glucose into the circulation.
Uncertainty
A related challenge is the uncertainty of the amount of glucose that will be consumed in a meal. If "feedforward control" (where the patient with diabetes inputs a planned meal into the controller) is used to improve glucose regulation, but there is an error or the meal is not entirely consumed, there may be an increased danger of hypoglycemia. An algorithm that estimates glucose consumption rate from changes in the measured glucose will suffer from similar problems. In the next section we discuss these issues in the context of the "James Dean" control problem, where failure sensitivity is explicitly considered in the control law.
The insulin sensitivity of an individual can vary substantially with over long periods of time, because of changes in fitness and health. Training for a major race or other athletic event may decrease daily insulin needs by 50%. Also, it is known that insulin sensitivity varies with the time of day and stress levels of an individual. A change in insulin absorption characteristics due to a new placement of the insulin delivery catheter can be substantial. Similarly, a change in placement of the glucose sensor can result in a change in glucose sensor dynamics.
Sensor measurement noise and drift in sensitivity can also be important. Optimal estimation techniques can be used to compensate for this noise, and to perform sensor recalibration as the sensitivity changes. 13, 14 
MODEL PREDICTIVE CONTROL
The basic idea behind MPC is shown in more detail in Figure 8 . Consider first the top portion of Figure 8 . At time t k the previous history of glucose measurements (y) and insulin delivery rates (u) is known. At this time step an optimization problem is solved, where a set of M current and future insulin delivery rates is chosen to minimize deviations of the model pre-
CLOSED-LOOP ARTIFICIAL PANCREAS 41
FIG. 8. MPC. Top: At time step t k , a sequence of M control moves is selected to minimize a performance criterion involving the predicted output (y) over P time steps, subject to maximum and minimum constraints on the manipulated input (u). The first control move (insulin delivery rate) in the sequence is implemented. Bottom: The resulting output measurement is different than the value predicted at the previous time step. At time step t kϩ1 , a new sequence is obtained by solving a new optimization problem. dicted glucose values from setpoint, over a future horizon of P time steps. The insulin delivery rates are constrained to be between minimum and maximum values. Only the first insulin infusion (out of M steps) is actually implemented. This results in a new glucose value, y kϩ1 at the next time step, t kϩ1 . Since the actual glucose value is likely to be different than that predicted from the previous time step, the model is updated, and then the optimization problem is solved again (M control moves over P time steps).
The optimization problem that is solved is usually a "least squares" or quadratic objective function, where the sum of the squares of deviations of the predicted output from the setpoint is minimized. Often, the changes in the insulin infusion rate are penalized as well.
The nice feature of an optimization-based approach is that different weighting on the control objective can be used depending on whether the glucose is entering hyperglycemia or hypoglycemia conditions. Thus, the longterm problems associated with hyperglycemia can be traded off against the short-term risks of hypoglycemia. Also, multi-objective optimization techniques can be used to "rank order" the important objective; for example, the highest ranked objective might be to avoid hypoglycemia.
Disturbance assumptions
In MPC, the model needs to be updated at each time step to correct for the difference between the predicted output, glucose, and the actual measured output. In early versions of MPC, known as dynamic matrix control, this mismatch was handled by simply adding the difference between the most recent measurement (y k ) and prediction (ŷ k ) to all future predictions. This is known as the "constant additive disturbance" assumption. This assumption has been recognized to seriously limit the performance of MPC on many systems. 41 
Real meal (disturbance) dynamics
The absorption of glucose from a meal into the circulating bloodstream has complex dynamics, compared with an i.v. bolus of glucose, or a constant i.v. infusion into the bloodstream. The result of a model of glucose absorption from a meal, developed by Lehmann and Deutsch, 42 is shown in Figure 9 . Here, a trape- 42 This model of meal glucose infusion into the circulation assumes that the gastric emptying has a trapezoidal function characteristic, that is, the glucose emptying into the intestines ramps from 0 to a maximum (saturation) rate, followed by a ramp back to 0. The smoother curve is the actual absorption of the glucose into the circulating bloodstream. zoidal curve mimics the gastric emptying of glucose from the stomach into the intestines, while the smooth curve represents the rate of glucose absorption into the bloodstream. Notice that standard control system disturbance assumptions do not hold. A step disturbance assumes that a change in the glucose absorption continues at a constant rate into the future. Similarly, a ramp disturbance assumes that the glucose absorption changes in a ramp-like fashion into the future. A positive ramp assumption is good for a certain portion of time, followed by a brief period where the constant assumption appears to be valid, followed again by a period of negative ramp change. The point is that no control system design procedure accounts for these true dynamics. Using a modelbased strategy that incorporates this "real" disturbance effect will yield better postprandial glucose control without the overshoot of glucose concentration into the hypoglycemic range.
Feedforward control action
The term "feedforward control" refers to a control strategy where the manipulated input (e.g., insulin delivery rate) is changed in response to a measured disturbance (e.g., a meal) before that disturbance has a chance to affect the measured output (measured blood or s.c. glucose). The meal bolus used by people with diabetes can be considered feedforward control; this is sometimes referred to as open-loop control. It is clear that feedforward combined with feedback control can achieve better glucose control than feedback control alone. Since the individual with diabetes is used to delivering a meal-time bolus, it is not too much to expect a continued bolus delivery at meal time. What can be done, however, is to develop technology to make the delivery of the meal-time bolus easier. Perhaps a selection of small, medium, or large for the anticipated carbohydrate consumption would be sufficient. If there is a systematic bias, where the individual usually under-or overestimates the carbohydrate consumption, then perhaps "human in the loop" and adaptive techniques could be used to automatically fine-tune the "feedforward" action at meal time.
"James Dean" problem
While it is tempting to operate close to constraints for good performance, one should also consider the possibility of failure. Consider the process of driving a sports car; it could certainly be driven with constraints on the throttle, brake, and steering wheel. What if, however, there was the possibility that the braking power would be reduced by 90% because of brake failure. In this case one would certainly "back off" on vehicle performance, say, on the time required to be a certain distance. Similarly, while it might be desirable to operate a chemical reactor at a high temperature to maximize the rate of reaction, if the cooling system could fail, resulting in a reduction in heat transfer capability, it would be important to consider this in control system implementation. 43 In diabetes care it would be tempting to infuse insulin at a high rate to counteract a planned meal. If, however, there was the possibility that the meal might not be completed, then a lower insulin infusion rate (smaller meal bolus) would be desired.
RELEVANT APPLICATIONS AND ALGORITHMS
Surgical and critical care
During surgery an anesthesiologist is responsible for maintaining a patient's blood pressure, among other states. Since drug sensitivities vary tremendously from patient to patient, it is important that an automated feedback strategy be able to quickly adapt to a new patient. One approach that has achieved success in animal testing is known as multiple MPC, where a weighting function blends several models together for better predictive performance. For an overview and experimental results see Rao et al. 44 The monitoring and control of "depth of anesthesia" are challenges that continue to be faced by anesthesiologists. There have been cases reported where a patient was not sedated enough and was "aware" of events during the surgery. On the other hand, patients may be oversedated, causing longer recovery times, sickness during recovery, etc. In recent years there has been an increasing use of a "bispectral index" (BIS) as a measure of the depth of anesthesia; the BIS is a nonlinear function of electroencephalogram (EEG) waveforms, and there are differing opinions about the relationship between BIS and depth of anesthesia. A number of studies have been performed to close the loop on BIS, by manipulating the anesthetic delivery rate to maintain BIS at a desired setpoint value. 45 It is known that brain wave activity changes with glycemia, particularly as a patient becomes hypoglycemic. Perhaps EEGbased measurements can be used to detect hypoglycemia and signal a patient or controller to take corrective action.
Run-to-run, learning, and repetitive control
Run-to-run control has been used extensively in discrete parts manufacturing, including semiconductor device manufacturing; recent work has involved the separation of mixtures of proteins with biopharmaceutical applications. 46 The basic idea is that an input is adjusted at the beginning of a batch or manufacturing step, and the resulting output is used to make a decision about the next manufacturing step. This approach can potentially be applied to insulin dosing strategies, as noted by Bequette and Desemone 47 and the article by Zisser et al. 48 in this issue.
Multiple model-based adaptive/predictive control
Multiple model-based approaches use a set of models that possibly characterize the dynamic behavior. A weighting or switching algorithm determines the model or combination of models that best characterizes the input-output behavior at the current time. The controller that is used is then based on the model(s) currently used. This approach was first proposed by Athans et al., 49 to control jet aircraft that operate over a wide range of dynamic conditions, from approach and take-off, coming up to cruising altitude, cruising, and landing. As noted earlier, for biomedical systems this approach has been used in drug delivery in critical care, where inter-patient variability can be substantial. 44 
DEVELOPING A COMMERCIALLY VIABLE ARTIFICIAL PANCREAS
Automation and control
While obvious to most working on an artificial pancreas, control is more than simply an algorithm. It is also very important that the device be very easy to program and use, from both the clinician's and the user's perspectives. The user interface must be straightforward, with a controller that is easy to tune for the individual. It must be easy to calibrate the sensor and fault detection must be incorporated, particularly to avoid hypoglycemia. Warnings when the controller signal is not consistent with the glucose measurement must be provided.
A clear challenge in diabetes is that individuals can have radically different responses to insulin, meals, and daily events. Boeing can afford to develop detailed models and complex control strategies, because they will be implemented in a large number of aircraft of a particular model, each of which has virtually the same dynamic characteristics. So the cost of the developing and tuning the control strategy can be spread across a large number of aircraft of the same model. Chemical process plants, on the other hand, are all different, and a strategy designed and tuned for, a refinery in Baton Rouge, for example, may need to be totally different than one in Baytown. 50 So, the development of control algorithms for an artificial pancreas will tend to be similar to controller design for chemical processes. There will be a need for different tuning for each individual.
There are a number of lessons that can be learned from aircraft control problems. One is that good control can sometimes mask real operating problems. For example, the crash of AA Flight 4182 in Indiana on October 31, 1994 was due to icing of the wing surface. 51 For a long period of time the autopilot compensated for the icing by adjusting the wing ailerons, which eventually hit a constraint, causing the autopilot to disengage and resulting in the plane crash. Something similar could happen with an artificial pancreas, where more and more insulin is delivered by the controller to maintain blood glucose, when the real problem might be insulin absorption or catheter leakage. It may be a real challenge to detect a fault of this sort, compared with a patient simply consuming more glucose than normal, or eating for a much longer period of time than normal.
Interdisciplinary R&D
Any successful closed-loop artificial pancreas will require the interdisciplinary research efforts of a number of investigators with a wide variety of backgrounds. The algorithms must have good grounding in control theory, to guarantee certain stability and performance characteristics. In general, a good knowledge of the "process" is required for any successful control strategy. For glucose control in diabetes, then, it is important that someone with a firm physiological understanding of diabetes be involved. Also, clinicians must be involved, since they have a critical understanding of the needs of people with diabetes, and their view and handling of technology. Each participant in this major development project needs to learn to "speak a different language," since all research areas have their own notation, etc. (for example, "PID" ϭ proportional-integral-derivative or pelvic inflammatory disease).
Often overlooked by "non-engineers" is that engineering is really composed of many disciplines, and a chemical engineer has a significantly different background than an electrical engineer. Even for similar problems, a chemical engineer may take a different analysis approach than an electrical engineer. For example, an electrical engineer may view a circulatory system as a circuit diagram, with resistors and capacitors and such. 52 A chemical engineer may schematically represent the same system as stirred tanks in series. 53 The resulting differential equation model, however, may be exactly the same! The field of control bridges all engineering disciplines, but a chemical process control engineer works with significantly different problems on a daily basis than an electrical systems engineer. Many chemical process systems will have characteristic time scales of hours, while electrical systems may have time scales of fractions of a second. As a chemical engineer, I will naturally argue that an artificial pancreas operates more similarly to a fast chemical process than a slow electrical process. MPC has received more chemical process applications than electrical, to a certain extent because a chemical process has dynamics that allow more time for the computation of control action. It is unlikely that an artificial pancreas will need control actions more frequently than once per minute, a time scale easily handled by an MPC strategy.
Other reviews/opinions
Renard 3 has reviewed the sensors and pump technology that will be important components of closed-loop systems, but pointed out a number of inherent limitations to the s.c. sensing and delivery route. His view is that the more physiological intraperitoneal route be used for insulin delivery, but that further studies are needed to determine whether implanted glucose oxidase sensors should be intravascularly or subcutaneously placed. Medtronic MiniMed is keeping both options open by simultaneously pursuing the i.v and s.c. routes. 32 It is interesting to note that the MiniMed Medtronic i.v. sensor actually has a longer lag time than the s.c. sensor, since the i.v. sensor is implanted and must contain a years' worth of glucose oxidase enzyme.
SUMMARY
So where do we stand after nearly 40 years of work on the development of a closed-loop artificial pancreas? It is very impressive that much development work began in the early 1960s, only 20-30 years after fundamental work in single-loop controller analysis and design was initiated, and before much theoretical work had been done based on nonlinear systems. The early controllers had many features that deal with challenging control problems in diabetes and are sometimes overlooked today. The recognition of Albisser et al. 26, 27 that a nonlinear algorithm would help provide an immediate response to a meal disturbance, but avoid the overshoot into a hypoglycemic range due to the delivery of too much insulin, was important. Also, the original devices, including the Biostator, included two manipulated inputs (insulin and glucose), which certainly leads to better performance than when only a single manipulated input is used.
An MPC strategy has the flexibility to deal with many challenges faced by an artificial pancreas. When a meal disturbance is detected, a major objective can be to track the glucose response of a person with diabetes by modifying the setpoint, rather than expecting a constant setpoint of, say, 100 mg/dL to be perfectly maintained. Also, the algorithm can recognize that the increased glucose absorption into the circulation will not continue indefinitely into the future, and therefore, the insulin infusion can be decreased in time to avoid hypoglycemic conditions. State estimation algorithms allow estimates of blood glucose to be used for control, although only s.c. sensor signals may be available. This will allow the control algorithm to compensate for the dynamic lag between blood and s.c. glucose.
