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THE LARGEST (k, ℓ)-SUM-FREE SUBSETS
YIFAN JING AND SHUKUN WU
Abstract. Let M(2,1)(N) be the infimum of the largest sum-free subset of any
set of N positive integers. An old conjecture in additive combinatorics asserts that
there is a constant c = c(2, 1) and a function ω(N) → ∞ as N → ∞, such that
cN + ω(N) < M(2,1)(N) < (c + o(1))N . The constant c(2, 1) is determined by
Eberhard, Green, and Manners, while the existence of ω(N) is still wide open.
In this paper, we study the analogous conjecture on (k, ℓ)-sum-free sets and
restricted (k, ℓ)-sum-free sets. We determine the constant c(k, ℓ) for every (k, ℓ)-
sum-free sets, and confirm the conjecture for infinitely many (k, ℓ).
1. Introduction
In 1965, Erdo˝s asked the following question [11]. Given an arbitrary sequence A
of N different positive integers, what is the size of the largest sum-free subsequence
of A? By sum-free we mean that if x, y, z ∈ A, then x+ y 6= z. Let
M(2,1)(N) = inf
A⊆N>0
|A|=N
max
S⊆A
S is sum-free
|S|.
Using a beautiful probabilistic argument, Erdo˝s showed that every N -element set
A ⊆ N>0 contains a sum-free subset of size at least N/3, in other words, M(2,1)(N) ≥
N/3. It turns out that it is surprisingly hard to improve upon this bound. The
result was later improved by Alon and Kleitman [2], who showed that M(2,1)(N) ≥
(N+1)/3. Bourgain [7], using an entirely different Fourier analytic argument, showed
that M(2,1)(N) ≥ (N + 2)/3, which is the best lower bound on M(2,1)(N) to date.
In particular, the following conjecture has been made in a series of papers: see
[11, 7, 10, 28] for example.
Conjecture 1. There is a function ω(N)→∞ as N →∞, such that
M(2,1)(N) >
N
3
+ ω(N).
On the other hand, a recent breakthrough by Eberhard, Green, and Manners [10]
proved that M(2,1)(N) = (1/3 + o(1))N . More precisely, they showed that for every
ε > 0, when N is large enough, there is a set A ⊆ N>0 of size N , such that every
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subset of A of size at least (1/3 + ε)N contains x, y, z with x + y = z. This result
is one of the first beautiful applications of the arithmetic regularity lemma. Later,
using a completely different argument, the result is generalized by Eberhard [9] to
k-sum-free set. A set A is k-sum-free if for every y, x1, . . . , xk ∈ A, y 6=
∑k
i=1 xi.
Eberhard proved that for every ε > 0, there is a set A ⊆ N>0 of size N , such that
every subset of A of size at least (1/(k + 1) + ε)N contains a k-sum. For more
background we refer to the survey [28].
In this paper, we study the analogue of the Erdo˝s sum-free set problem for (k, ℓ)-
sum-free sets. Given two positive integers k, ℓ with k > ℓ, a set A is (k, ℓ)-sum-free
if for every x1, . . . , xk, y1, . . . , yℓ ∈ A,
∑k
i=1 xk 6=
∑ℓ
j=1 yj. For example, using the
notation of (k, ℓ)-sum-free, sum-free is (2, 1)-sum-free; k-sum-free is (k, 1)-sum-free.
Finding largest (k, ℓ)-sum-free sets in some given structures is well-studied in the
past fifty years, for example, the size of the maximum (k, ℓ)-sum-free sets in finite
cyclic groups was determined recently by Bajnok and Matzke [4], and the size in
compact abelian groups was determined by Kravitz [18].
Let
M(k,ℓ)(N) = inf
A⊆N>0
|A|=N
max
S⊆A
S is (k,ℓ)−sum free
|S|.
The problem of determining M(k,ℓ)(N) is suggested by Bajnok [3, Problem G.41]. In
fact, we can also make the following conjecture for (k, ℓ)-sum-free set, which is an
analogue of Conjecture 1.
Conjecture 2. Let k > ℓ > 0. There is a constant c = c(k, ℓ) > 0, and a function
ω(N)→∞ as N →∞, such that
cN + ω(N) < M(k,ℓ)(N) < (c+ ε)N,
for every ε > 0.
As we mentioned above, the constant c(k, ℓ) in Conjecture 2 for (k, ℓ) = (2, 1) is de-
termined by Eberhard, Green, and Manners [10], and for (k, ℓ) = (k, 1) is determined
by Eberhard [9]. The conjecture for (k, ℓ) = (3, 1) is confirmed by Bourgain [7].
Our first result determines the constant c(k, ℓ) in Conjecture 2 for every (k, ℓ)
(see statements (i) and (iv) of Theorem 1.1), which answers a question asked by
Bajnok [3] when the ambient group is Z. The statements (ii) and (iii) of Theorem 1.1
also confirms Conjecture 2 for infinitely many (k, ℓ).
Theorem 1.1. Let k, ℓ be two positive integers and k > ℓ. Then the following hold:
(i) for every k, ℓ, we have M(k,ℓ)(N) ≥ Nk+ℓ .
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(ii) suppose k = 5ℓ. Then
(1) M(k,ℓ)(N) ≥ N
k + ℓ
+ c
logN
log logN
,
where c > 0 is an absolute constant that only depends on k, ℓ.
(iii) for every positive even integer u, there is an odd integer v < u such that if
k = (u+ v)ℓ/(u− v), then
M(k,ℓ)(N) ≥ N
k + ℓ
+ c
logN
log logN
,
where c > 0 is an absolute constant that only depends on k, ℓ.
(iv) for every k, ℓ, we have M(k,ℓ)(N) =
(
1
k+ℓ
+ o(1)
)
N .
We remark that since 1/2 is the only rational number which is less than 1 and has
denominator 2, Theorem 1.1 (iii) also implies that equation (1) holds when k = 3ℓ,
which in particular covers the (3, 1)-sum-free case obtained by Bourgain.
The upper bound construction given by Eberhard, Green, and Manners [10] for
(2, 1)-sum-free set actually works in a more general setting: restricted (2, 1)-sum-free
set. A set A is restricted (k, ℓ)-sum-free if for every k distinct elements a1, . . . , ak in
A, and ℓ distinct elements b1, . . . , bℓ in A, we have
∑k
i=1 ai 6=
∑ℓ
j=1 bj . Let
M̂(k,ℓ)(N) = inf
A⊆N>0
|A|=N
max
S⊆A
S is restricted (k,ℓ)−sum free
|S|.
Clearly, we have that M(k,ℓ)(N) ≤ M̂(k,ℓ)(N). Our next theorem gives us an upper
bound on M̂(k,ℓ)(N) when k ≤ 2ℓ+ 1.
Theorem 1.2. Let k, ℓ be positive integers, and k ≤ 2ℓ+ 1. Then
M̂(k,ℓ)(N) =
( 1
k + ℓ
+ o(1)
)
N.
Overview. The paper is organized as follows. In the next section, we provide some
basic definitions and properties in additive combinatorics, harmonic analysis, and
model theory (or more precisely, nonstandard analysis) used later in the proof. In
Section 3, we prove a variant of the weak Littlewood conjecture, based on the ideas
introduced by Bourgain [7]. Theorem 1.1 (i) is proved by using the probabilistic
argument introduced by Erdo˝s, and some structural results for the (k, ℓ)-sum-free
open set on the torus. We will prove it in Section 4. One of the main parts of the
paper is to prove Theorem 1.1 (ii) and (iii). The special case for (3, 1)-sum-free set
is proved by Bourgain [7], but his argument relies heavily on the fact that a certain
term of the Fourier coefficient of the characteristic function is multiplicative, which
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is not true for the other (k, ℓ). Here we introduce a different sieve function, as well
as a finer control on the functions we constructed. We will discuss it in detail in
Section 5. In Sections 6 and 7, we prove Theorem 1.1 (iv). The proof goes by
showing that the constructions given by Eberhard [9] for (k, 1)-sum-free sets, the
Følner sequence, is still the correct construction for the other (k, ℓ)-sum-free sets.
The new ingredients contain structural results for the large infinite (k, ℓ)-sum-free
sets, which can be viewed as a generalization of the  Luczak–Schoen Theorem [21].
We will prove Theorem 1.2 in Section 8. In Section 9, we make some concluding
remarks, and pose some open problems.
2. Preliminaries
2.1. Additive combinatorics. Throughout the paper, we use standard definitions
and notation in additive combinatorics as given in [27]. Let p be a prime, and let
m,n,N ranging over positive integers. Given a, b, N ∈ N and a < b, let [a, b] :=
[a, b] ∩ N, and let [N ] := [1, N ]. We use the standard Vinogradov notation. That is,
f ≪ g means f = O(g), and f ≍ g if f ≪ g and f ≫ g. Given A,B ⊆ Z, we write
A+ B := {a+ b | a ∈ A, b ∈ B}, and AB := {ab | a ∈ A, b ∈ B}.
When A = {x}, we simply write x+B := {x}+B and x ·B := {x}B. Given A ⊆ Z,
let
kA := {a1 + · · ·+ ak | a1, . . . , ak ∈ A},
for integer k ≥ 2. For example, 2 ·N denotes the set of even natural numbers, while
2N denotes N + N which is still N. Using this notation, a set A is (k, ℓ)-sum-free if
kA ∩ ℓA = ∅.
We also define the restricted sums. Let
A+̂B := {a+ b | a ∈ A, b ∈ B, a 6= b},
k̂A := {a1 + · · ·+ ak | a1, . . . , ak ∈ A, all of them are distinct}.
Thus a set A is restricted (k, ℓ)-sum-free if k̂A ∩ ℓ̂A = ∅.
Let f : Z → C be a function. Define f̂ : T → C, where T = R/Z is the 1-
dimensional torus, and for every r ∈ T,
f̂(r) =
∑
x
f(x)e(−rx),
where e(θ) = e2πiθ. By Fourier Inversion, for every x ∈ Z,
f(x) =
∫
T
f̂(r)e(rx)dr.
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Let µ : N>0 → C be the Mo¨bius function. Recall that µ is supported on the
square-free integers, and µ(n) = (−1)ω(n) when n is square-free, where ω(n) counts
the number of distinct prime factors of n. By Inclusive-Exclusive Principle,
∑
d|n
µ(d) =
{
0 if n > 1,
1 if n = 1.
2.2. Nonstandard analysis. We give some basic definitions in nonstandard anal-
ysis which will be used later in the proof. For more systematic accounts we refer to
[5, 8]. Let S denote an infinite set. An ultrafilter U on S is a collection of subsets
of S, such that the characteristic function 1U : 2
S → {0, 1} is a finitely additive
{0, 1}-valued probability measure on S. An ultrafilter is principal if it consists of all
sets containing some element s ∈ S. Let βS denotes the collection of all ultrafilters.
One can embed S into βS, by mapping x ∈ S to the principal ultrafilter generated
by x. By Zorn’s Lemma, βS \ S is non-empty.
Fix U ∈ βN \ N, and let Mn be a structure for each n ∈ N. The ultraproduct∏
n→U Mn is a space consists of all ultralimits limn→U xn of sequences xn defined in
Mn, with limn→U xn = limn→U yn if two sequences {xn} and {yn} agree on a set in
U . Let ∗R :=
∏
n→U R be the hyperreal field. Every finite hyperreal number ξ ∈ ∗R
is infinitely close to a unique real number r ∈ R, called the standard part of ξ. In
this case, we use the notation r = st(ξ).
Given a sequence of finite non-empty sets Fn, let µn(X) = |X ∩ Fn|/|Fn| be the
uniform probability measure. Let F =
∏
n→U Fn be an ultraproduct. We define
the Loeb measure [19] µL on F to be the unique probability measure on the σ-
algebra generated by the Boolean algebra of internal subsets of F , such that when
X =
∏
n→U Xn is an internal subset of F , we have
µL(X) = st
(
lim
n→U
µn(Xn)
)
.
2.3. Determinants of certain matrices. We make use of the following lemma
several times in the later proofs, which records a fact about two special matrices.
Lemma 2.1. Let θ1, . . . , θn ∈ R. Consider two matrices
An =

sin θ1 sin θ2 · · · sin θn
sin 2θ1 sin 2θ2 · · · sin 2θn
· · · · · · · · · · · ·
sinnθ1 sin nθ2 · · · sinnθn
 ,
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and
Bn =

1 1 · · · 1
cos θ1 cos θ2 · · · cos θn
cos 2θ1 cos 2θ2 · · · cos 2θn
· · · · · · · · · · · ·
cos(n−1)θ1 cos(n−1)θ2 · · · cos(n−1)θn
 .
Then we have the formula:
(2) det(An) = 2
n−1
( n∏
k=1
sin θk
)
det(Bn);
and
(3) det(Bn) = 2
(n−1)(n−2)/2
∏
1≤k<l≤n
(cos θl − cos θk).
As a result,
det(An) = 2
n(n−1)/2
( n∏
k=1
sin θk
) ∏
1≤k<l≤n
(cos θl − cos θk).
Proof. For k = 1, 2, . . . n − 1, we subtract the k-th row from the (k + 1)-th row in
An, and use the basic trigonometric identities so that
det(An) = det
 2 sin θ12 cos θ12 · · · 2 sin θn2 cos θn2· · · · · · · · ·
2 sin θ1
2
cos (2n−1)θ1
2
· · · 2 sin θn
2
cos (2n−1)θn
2

= 2n
( n∏
k=1
sin
θk
2
)
det
 cos θ12 · · · cos θn2· · · · · · · · ·
cos (2n−1)θ1
2
· · · cos (2n−1)θn
2

=: Cn det(B
′
n).
For k = 1, 2, . . . n − 1, we add the k-th row to the k + 1-th row in B′n, and use the
basic trigonometric identities again so that
det(B′n) = det

cos θ1
2
· · · cos θn
2
2 cos θ1
2
cos θ1 · · · 2 cos θn2 cos θn· · · · · · · · ·
2 cos θ1
2
cos(n−1)θ1 · · · 2 cos θn2 cos(n−1)θn

= 2n−1
( n∏
k=1
cos
θk
2
)
det(Bn)
Combining the calculations above we prove (2).
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As for (3), we let Tn be the Chebyshev polynomial
Tn(x) =
⌊n/2⌋∑
k=0
(
n
2k
)
(x2 − 1)kxn−2k.
Thus, we have Tn(cosx) = cos nx. The coefficient of the leading term, x
n in Tn(x)
would be an = 2
n−1. Combining this fact and several elementary row operations, we
get
det(Bn) = 2
(n−1)(n−2)/2 det

1 · · · 1
cos θ1 · · · cos θn
· · · · · · · · ·
(cos θ1)
n−1 · · · (cos θn)n−1

= 2(n−1)(n−2)/2
∏
1≤k<l≤n
(cos θl − cos θk).
The last equation comes from the determinant formula for Vandermonde martix. 
3. A variant of the Littlewood conjecture
The Littlewood problem [15] is to ask that, what is
I(N) := min
A⊆Z,|A|=N
∫
T
∣∣∣∑
n∈A
einx
∣∣∣dµ(x)?
The strong Littlewood conjecture asserts that the minimum occurs when A is an
arithmetic progression. This conjecture is still widely open. However, the weak
Littlewood conjecture, I(N) ≫ logN , is resolved by McGehee, Pigno, and Smith
[22], and independently by Konyagin [17]. The analogous question in discrete setting
is also well studied, we refer to [13, 24, 25] for the interested readers. In this section,
we will develop a variant of the weak Littlewood conjecture, based on the ideas given
by Bourgain [7].
Let N be the set of natural numbers that only contains prime factors at least P ,
where P ≍ (logN)100 is a prime. We will use the following lemma from [7, Section 5].
Lemma 3.1. Let A be a finite subset of Z+ with |A| = N . For all R ≥ 1, we define
AR = {m ∈ A : m < R}.
Assume |an| ≤ 1 and P > (logN)20. Then there is an absolute big constant C, such
that ∥∥∥∥∥1{mn<R} ∑
n∈N ,m∈A
an
n
eimnx
∥∥∥∥∥
2
< CP−1/15|AR|1/2.
With Lemma 3.1 in hand, we are able to prove our technical lemma:
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Lemma 3.2. Let A be a finite subset of N>0 with |A| = N and let P > (logN)100.
Assume |an| ≤ 1. Then for any r0 ∈ N>0, there exists a function Φ(x) with ‖Φ‖∞ <
10 such that
(4)
∣∣∣〈∑
m∈A
(eimx + eir0mx),Φ(x)
〉∣∣∣ ≥ c logN ;
while for any β ∈ Z,
(5)
∣∣∣〈 ∑
n∈N ,m∈A
an
n
eiβmnx,Φ(x)
〉∣∣∣ ≤ C(logN)−2.
Here c, C are two absolute constants.
Proof. For convenience, we assume A = {m1, . . . , mN}, and define
G(x) =
N∑
j=1
eimjx + eir0mjx.
Let k0 be the largest natural number that 10
6k0 < N . We group A into disjoint
subsets {Bk}k0k=0 such that for 0 ≤ k ≤ k0 − 1, |Bk| = 106k. Here B0 = {m1},
B1 = {m2, . . . , m106+1}, · · · and Bk0 = A \ (
⋃
k≤k0−1
Bk). From the construction we
know |Bk0| ≍ 106k0. For each Bk, we define
P˜k =
1
|Bk|
∑
m∈Bk
eimx.
We also define, after setting FM =
∑
|m|≤M
M−|m|
M
eimx to be the M-Fe´jer kernel,
Pk = P˜k ∗ (eiξkxF|Ik|).
Here Ik = [ak, bk] is the interval with ak = min{m,m ∈ Bk}, bk = max{m,m ∈ Bk},
and ξk is the center of Ik. As a result, we have
(6) supp(P̂k) = supp(
̂˜
Pk) ⊂ Ik,
and
〈G,Pk〉 > 1
2
.
Next, for each Pk, we define a function Qk that served as a “compensator”. Let H
be the Hilbert transform in L2(T) that Ĥf(n) = −isgn(n)f̂(n), so that Hf(x) ∈ R
when f is a real-valued function. We set
(7) Qk =
(
e−(|P˜k|−iH[|P˜k|])
)
∗ F|Ik|.
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Since the Fourier series of |P˜k| − iH[|P˜k|] is supported in non-positive integers, the
Fourier series of e−(|P˜k|−iH[|P˜k|]) has the same support. Hence
(8) supp(Q̂k) ⊂ [−|Ik|, 0].
Recall the inequality |e−z − 1| ≤ |z| if z ∈ C and Re(z) ≥ 0. Thus, noticing that the
Hilbert transform H is an L2 isometry, we have
‖1−Qk‖2 ≤
∥∥e−(|P˜k|−iH[|P˜k|])∥∥
2
≤ ‖P˜k‖2 + ‖H[|P˜k|]‖2 < 2|Bk|−1/2.
We will use the functions Pk, Qk to construct our test function Φ. Specifically, we
let Φ0 = P0 and let
(9) Φk = QkΦk−1 + Pk, 1 ≤ k ≤ k0.
Define Φ = Φk0 . We can also write down the explicit formula for Φ by
(10) Φ = Pk0 + Pk0−1Qk0 + Pk0−2Qk0−1Qk0 + · · ·+ P0Q1 · · ·Qk0 .
We claim that ‖Φ‖∞ < 10. To see this, we first recall the basic inequality: a10 +
e−a ≤ 1 if a ≥ 0. Then, observing that |P0| = 1 and∥∥∥ 1
10
|Pk|+ |Qk|
∥∥∥
∞
≤
∥∥∥( 1
10
|P˜k|+ e−|P˜k|
) ∗ F|Ik|∥∥∥
∞
≤
∥∥∥ 1
10
|P˜k|+ e−|P˜k|
∥∥∥
∞
≤ 1,
we argue inductively using (9) to conclude our claim.
Next, we will verify (4). Write
G1(x) =
N∑
j=1
eimjx, G2(x) =
N∑
j=1
eir0mjx.
Also, recalling bk = max{m,m ∈ Bk}, we define two truncated series
G1,k(x) =
∑
m≤bk,m∈A
eimx, G2,k(x) =
∑
m≤bk ,m∈A
eir0mx.
Therefore, using (6), (8), (10) and the fact P̂k ≥ 0,
|〈G,Φ〉| =
∣∣∣ k0∑
k=0
〈G,Pk〉+
k0∑
k=0
〈G1 +G2, Pk(1−Qk+1 · · ·Qk0)〉
∣∣∣(11)
≥ k0
2
−
∣∣∣ k0∑
k=0
〈G1,k +G2,k, Pk(1−Qk+1 · · ·Qk0)〉
∣∣∣.(12)
Observing that ‖Pk‖∞, ‖Qk‖∞ ≤ 1 and
1−Qk+1 · · ·Qk0 = (1−Qk+1) +Qk+1(1−Qk+2) + · · ·+ (1−Qk0)Qk+1 . . . Qk0−1,
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we can derive the following estimates for 0 ≤ k ≤ k0 − 1:
|〈G1,k, Pk(1−Qk+1 · · ·Qk0)〉| ≤ ‖G1,k‖2 · ‖Pk(1−Qk+1 · · ·QM)‖2(13)
≤ 2× 103(k−1)
k0∑
j=k+1
‖1−Qj‖2 ≤ 8× 10−3.
The last inequality follows from ‖1−Qj‖2 ≤ 2|Bk|−1/2.
Similarly, we can prove |〈G2,k, Pk(1 − Qk+1 · · ·Qk0)〉| ≤ 8 × 10−3. Plugging these
two estimates back to (12), summing up k and using the triangle inequality so that
we can conclude
〈G,Φ〉 ≥ r0
3
.
The desired estimate (4) follows readily as r0 ≥ (logN)/100.
Finally, we are going to verify (5). Let
H(x) =
∑
n∈N ,m∈A
an
n
eiβmnx.
From (6) and (8), we know that for k + 1 ≤ j ≤ k0,
supp{(Pk(1−Qk+1 · · ·Qj))∧} ⊂ [−bj , bk].
Thus, using (10) we have
(14) 〈H,Φ〉 =
k0∑
k=0
〈H,Pk〉+
k0∑
k=0
k0∑
j=k+1
〈H,PkQk+1 · · ·Qj−1(1−Qj)〉.
Here we set Qk+1Qk = 1 in convention. Since supp(P̂k) ⊂ [0, bk], we apply Lemma
(3.1) so that
|〈H,Pk〉| ≤ ‖Pk‖2 · ‖H1{|βnm|≤bk}‖2 < C10−3(k−1)P−1/15103(k−1) = CP−1/15.
Summing up all the k ≤ k0 using the triangle inequality, we can bound the first term
in (14) with
(15)
k0∑
k=0
|〈H,Pk〉| < CP−1/15k0.
For the second term in (14), we similarly have
|〈H,PkQk+1 · · ·Qkj−1(1−Qj)〉| ≤ ‖1−Qj‖2 · ‖H1{|βnm|≤bj}‖2 < CP−1/15.
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Summing up all the k + 1 ≤ j ≤ k0 and 0 ≤ k ≤ k0 using the triangle inequality
again, we therefore can conclude
(16)
k0∑
k=0
k0∑
j=k+1
|〈H,PkQk+1 · · ·Qj−1(1−Qj)〉| < CP−1/15k20.
We conclude the proof of (5) by the facts k0 < logN and P > (logN)
100. 
Remark 3.3. The above argument can be easily generalized with (4) replaced by
the requirement
(17)
∣∣∣〈∑
m∈A
∑
r∈Λ
eirmx,Φ(x)
〉∣∣∣ ≥ c logN.
Here Λ ⊂ N>0, and the constant c only depends on the size of Λ.
As an application of Lemma 3.2, we have the following corollary:
Corollary 3.4. Let A be a finite subset of N>0 with |A| = N and let P > (logN)100.
Recall that N is the set of natural numbers that only contains prime factors at least
P . Assume |an| ≤ 1. Then for any r0 ∈ N>0, Γ ⊂ Z with |Γ| ≤ logN , we have∥∥∥∥∥∑
m∈A
(
eimx + eir0mx
)
+
∑
n∈N ,m∈A
(∑
β∈Γ
an
n
eiβmnx
)∥∥∥∥∥
1
≥ c log |B|.
Proof. We apply Lemma 3.2 to obtain a function Φ(x) satisfying (4) and (5). Then
we can conclude the corollary as∥∥∥∥∥∑
m∈A
(
eimx + eir0mx
)
+
∑
n∈N ,m∈A
(∑
β∈Γ
an
n
eiβmnx
)∥∥∥∥∥
1
‖Φ‖∞
≥
∣∣∣〈∑
m∈A
(eimx + eir0mx),Φ(x)
〉∣∣∣−∑
β∈Γ
∣∣∣〈 ∑
n∈N ,m∈A
an
n
eiβmnx,Φ(x)
〉∣∣∣
> c logN.

4. (k, ℓ)-sum-free open sets in the torus
In this section, we use µH as the Haar probability measure on T.
Proposition 4.1. Let A ⊆ T be a (k, ℓ)-sum-free open set. Then µH(A) ≤ 1k+ℓ .
Proof. Since A is (k, ℓ)-sum-free, we have kA ∩ ℓA = ∅. In particular, µH(kA) +
µH(ℓA) ≤ 1. By Kneser’s inequality [16],
(k + ℓ)µH(A) ≤ µH(kA) + µH(ℓA) ≤ 1,
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which implies that µH(A) ≤ 1/(k + ℓ). 
Next, we construct some largest (k, ℓ)-sum-free open sets in T. When k−ℓ ≥ 2, our
construction is asymmetric, which will help us get a better lower bound on M(k,ℓ)(N).
We will discuss this in details in the next section.
Lemma 4.2. Let k, ℓ be two positive integers and k > ℓ. For every integer t ∈ [k−ℓ],
set Ωt =
(
t−1
k−ℓ
+ ℓ
k2−ℓ2
, t−1
k−ℓ
+ k
k2−ℓ2
)
. Then Ωt is (k, ℓ)-sum-free.
Lemma 4.2 is easy to verify, and we omit the details here. When k = ℓ + 1,
the following observation shows that all the possible (k, ℓ)-sum-free open sets with
maximum measure are symmetric. Thus one cannot apply the method used in the
next section to improve the lower bound for the cases k = ℓ + 1.
Lemma 4.3. Let k = ℓ+ 1. Suppose A ⊆ T is a maximum (k, ℓ)-sum-free open set.
Then A is symmetric.
Proof. Since k = ℓ + 1, A is (k, ℓ)-sum-free implies that (ℓA− ℓA) ∩ A = ∅. Hence
A ⊆ T \ (ℓA− ℓA). By Kneser’s inequality,
µH(T \ (ℓA− ℓA)) ≤ 1− 2ℓµH(A).
By Proposition 4.1, µH(A) =
1
2ℓ+1
. Thus A = T \ (ℓA− ℓA), and this implies that A
is symmetric. 
Using the argument by Erdo˝s [11], Lemma 4.2 is able to give us the following lower
bound on the maximum (k, ℓ)-sum-free subsets of any set of N integers, which proves
Theorem 1.1 (i).
Proposition 4.4. Let k, ℓ be positive integers and k > ℓ. Then for every A ⊆ N>0
of size N , A contains a (k, ℓ)-sum-free subsets of size at least 1
k+ℓ
N .
Proof. Let Ωt be as in Lemma 4.2, and let 1Ω be the characteristic function of Ω in
T. Thus by Fubini’s Theorem,∫
T
∑
n∈A
1Ω(nx)dµH(x) =
∑
n∈A
∫
T
1Ω(nx)dµH(x) =
N
k + ℓ
.
Therefore, by Pigeonhole principle, there exists x ∈ T such that
|{n ∈ A | nx ∈ Ω}| ≥ N
k + ℓ
,
finishes the proof. 
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5. Lower Bounds
Let k, ℓ be two positive integers with k − ℓ ≥ 2. Let I = {1, . . . , k − ℓ} be the
index set. Set
Ωt =
( t− 1
k − ℓ +
ℓ
k2 − ℓ2 ,
t− 1
k − ℓ +
k
k2 − ℓ2
)
,
for every t ∈ I. Let 1Ωt be the indicator function of Ωt. Given A ⊆ N>0 of size N ,
let M (A) be the size of the maximum (k, ℓ)-sum-free subset of A. We have
M (A) ≥ max
x∈T
∑
n∈A
1Ωt(nx),(18)
since Ωt is (k, ℓ)-sum-free for every t. Then
max
x∈T
∑
n∈A
1Ωt(nx) =
N
k + ℓ
+max
x∈T
∑
n∈A
(
1Ωt −
1
k + ℓ
)
(nx),(19)
for every t ∈ I. We introduce the balanced function ft : T → C defined by ft =
1Ωt − 1k+ℓ . By orthogonality of characters we have
f̂t(n) =
{
0 if n = 0,
1̂Ωt(n) else.
By Fourier inversion, when n > 0,
f̂t(n) =
∫
T
1Ωt(x)e(−nx)dµ(x)
=
1
2πin
(
− e(− (t− 1)n
k − ℓ −
nk
k2 − ℓ2
)
+ e
( − (t− 1)n
k − ℓ −
nℓ
k2 − ℓ2
))
.
Therefore,
f̂t(n) =
1
2πn
e
((2t− 1)n
2(k − ℓ)
)(
sin(
2knπ
k2 − ℓ2 −
πn
k − ℓ)− sin(
2ℓnπ
k2 − ℓ2 −
πn
k − ℓ)
)
=
1
πn
e
((2t− 1)n
2(k − ℓ)
)
sin
( nπ
k + ℓ
)
.
Hence, for every t ∈ I we have
ft(x) =
∑
n 6=0
f̂1(n)e(nx) =
∑
n 6=0
1
πn
e
((2t− 1)n
2(k − ℓ)
)
sin
( nπ
k + ℓ
)
e(nx).
Let F (x) :=
∑
t∈I ft(x). Observe that
k−ℓ∑
t=1
sin
((2t− 1)nπ
k − ℓ
)
= 0,
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we thus have
F (x) =
2(k − ℓ)
π
∑
n≥1
1
n
sin
( nπ
k + ℓ
)
α(n) cos(nx),
where
α(n) =
1
2(k − ℓ)
∑
t∈I
cos
((2t− 1)nπ
k − ℓ
)
=
{
0 when (k − ℓ) ∤ n,
(−1)s when n = (k − ℓ)s.
Therefore, we get
(20) F (x) =
2(k − ℓ)
π
∑
n≥1
(−1)n−k+ℓ
n
sin
((k − ℓ)nπ
k + ℓ
)
cos((k − ℓ)nx).
In the rest of the section, we let k − ℓ be an even integer. Set
I1 = {1, . . . , (k − ℓ)/2}, I2 = {(k − ℓ)/2 + 1, . . . , k − ℓ}.
We define a (k−ℓ
2
× k−ℓ
2
)-matrix D = (dij), such that
dij = sin
( i(2j − 1)π
k − ℓ
)
for every i, j ∈ I1.
Let λ = (λ1, . . . , λ(k−ℓ)/2) be a vector. By Lemma 2.1, there is λ ∈ R(k−ℓ)/2, with
|λi| ≤ kk, such that DλT = (0, . . . , 0, 1)T . Fix this λ, and let
G(x) =
∑
j∈I1
λjfj(x)−
∑
t∈I2
λk−ℓ+1−tft(x).
Observe that for any n ∈ N>0,∑
t∈I1
λt cos
((2t− 1)nπ
k − ℓ
)
=
∑
t∈I2
λk−ℓ+1−t cos
((2t− 1)nπ
k − ℓ
)
.
As a result, we have
G(x) =
1
π
∑
n≥1
1
n
sin
( nπ
k + ℓ
)
β(n) sin(nx),
where
β(n) =
∑
j∈I2
λk−j sin
((2j − 1)nπ
k − ℓ
)
−
∑
t∈I1
λt sin
((2t− 1)nπ
k − ℓ
)
=
{
0 when n 6= k−ℓ
2
(2s− 1),
2(−1)s+1 when n = k−ℓ
2
(2s− 1).
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Therefore, we get
(21) G(x) =
2
π(k − ℓ)
∑
n≥1
γ(n)
n
sin
((k − ℓ)nπ
2(k + ℓ)
)
sin
((k − ℓ)nx
2
)
,
where γ(n) = β((k − ℓ)n/2). We now split the proof into two cases.
5.1. Proof of Theorem 1.1 (ii). Now we have k = 5ℓ. On one hand, by equation
(20), we have
F (x) = −
√
3(k − ℓ)
π
∑
n≥1
ψ(n)
n
cos(4ℓnx),
where
ψ(n) =

1 when n ≡ 1, 2 (mod 6),
−1 when n ≡ 4, 5 (mod 6),
0 otherwise.
Note that ψ(n) is not a multiplicative function. We define a weighted Mo¨bius func-
tion η, such that
η(n) =
{
µ(n) when n ≡ 1, 4 (mod 6),
−µ(n) when n ≡ 2, 5 (mod 6),
where µ is the Mo¨bius function. Set P ≍ (logN)100 a prime. Let M1 be the set of
square-free integers such that for every n ∈ M1 we have 3 ∤ n, all the prime factors
of n are at most P , and we further require that 1 ∈M1. Then, we have∑
m∈M1
η(m)
m
F (mx) = −
√
3(k − ℓ)
π
∑
n≥1
1
n
cos(4ℓnx)
∑
m∈M1,m|n
η(m)ψ
( n
m
)
,
where∑
m∈M1,m|n
η(m)ψ
( n
m
)
=
∑
m∈M1,m|n
2∤m
η(m)ψ
( n
m
)
+
∑
m∈M1,m|n
2|m
η(m)ψ
( n
m
)
=: I1 + I2.
Note that when n is odd, we have I1 = I2 = 0, unless n = 1. When n is even and
n 6= 2d, we have I1(n) = 0 and, I2(n) = I1(n/2) = 0. When n = 2d, we have
I1 + I2 = ψ(2
d) + ψ(2d−1) =
{
2 when d = 1,
0 when d > 1.
Therefore,∑
m∈M1
η(m)
m
F
(mx
4
)
= −
√
3(k − ℓ)
π
(
cos(ℓx) + cos(2ℓx) +
∑
n∈N
ψ(n)
n
cos(ℓnx)
)
,
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where N , as we defined in section 3, denotes the set of integers only containing prime
factors at least P .
On the other hand, by equation (21), we get
G(x) =
√
3
π(k − ℓ)
∑
n≥1
π(n)
n
sin(2ℓnx),
where
π(n) =

1 when n ≡ ±1 (mod 12),
−1 when n ≡ ±5 (mod 12),
0 otherwise.
Note that π(n) is a multiplicative function. LetM be the set of square-free integers
such that for every n ∈ M, all the prime factors of n are at most P , and 1 ∈ M.
Thus by the basic properties of the Mo¨bius function, we have∑
m∈M
µ(m)π(m)
m
G(mx) =
√
3
π(k − ℓ)
∑
n≥1
π(n)
n
sin(2ℓnx)
∑
m∈M,m|n
µ(m)
=
√
3
π(k − ℓ)
(
sin(2ℓx) +
∑
n∈N
π(n)
n
sin(2ℓnx)
)
.
Now we are going to apply Corollary 3.4 to obtain a lower bound of M (A). Let
π′(n) =

π(n) when 2 ∤ n,
π(n/2) when 2 | n and 4 ∤ n,
0 otherwise,
and let ψ′(n) = ψ(n) when n ∈ N , and ψ′(n) = 0 otherwise. We have
logN
≪
∥∥∥∥∥∑
m∈A
(
cos(ℓmx) + cos(2ℓmx) + i sin(ℓmx) + i sin(2ℓmx)
)
+
∑
m∈A
∑
n∈N∪(2·N )
1
n
(
ψ′(n) cos(ℓmnx) + iπ′(n) sin(ℓmnx)
)∥∥∥∥∥
L1(T)
≪
∥∥∥∥∥ ∑
t∈M1
η(t)
t
∑
m∈A
F
(tmx
4
)∥∥∥∥∥
L1(T)
+
∥∥∥∥∥∑
t∈M
µ(t)π(t)
t
∑
m∈A
G
(tmx
2
)∥∥∥∥∥
L1(T)
+
∥∥∥∥∥∑
t∈M
µ(t)π(t)
t
∑
m∈A
G(tmx)
∥∥∥∥∥
L1(T)
THE LARGEST (k, ℓ)-SUM-FREE SUBSETS 17
≪
∑
t∈M1
∣∣∣∣η(t)t
∣∣∣∣∥∥∥∥∑
m∈A
F (mx)
∥∥∥∥
L1(T)
+ 2
∑
t∈M
∣∣∣∣µ(t)π(t)t
∣∣∣∣
∥∥∥∥∥∑
m∈A
G(mx)
∥∥∥∥
L1(T)
≪
∏
p≤P
(
1 +
1
p
)( k−ℓ∑
t=1
∥∥∥∥∑
m∈A
ft(mx)
∥∥∥∥
L1(T)
+ 2
∑
t∈I1∪I2
λt
∥∥∥∥∑
m∈A
ft(mx)
∥∥∥∥
L1(T)
)
.
By Merterns’ estimates we get∏
p≤P
(
1 +
1
p
)
≪ logP ≍ log logN.
Hence there is t ∈ I such that ∥∥∑m∈A ft(mx)∥∥L1(T) ≫ logNlog logN .
Note that, ∫
T
∑
n∈A
ft(nx)dx = 0.
Thus we have
max
x∈T
∑
n∈A
ft(nx) ≥ 1
2
∥∥∥∥∑
n∈A
ft(nx)
∥∥∥∥
L1(T)
.
Together with (18) and (19), we get
M (A)− N
k + ℓ
≫ logN
log logN
,
and this proves Theorem 1.1 (ii).
5.2. Proof of Theorem 1.1 (iii). Let u be an even integer, and let t = u/2 in this
subsection. Consider the following matrix
X =

sin(π/u) sin(3π/u) · · · sin((2t− 1)π/u)
sin(2π/u) sin(6π/u) · · · sin(2(2t− 1)π/u)
· · · · · · · · · · · ·
sin(tπ/u) sin(3tπ/u) · · · sin(t(2t− 1)π/u)
 .
By Lemma 2.1, there is α ∈ Rt, with |αi| ≤ tt, such that XαT = (−1, . . . , 0, 0)T .
For each odd integer v ranging from the interval [1, u), define (kv, ℓv) to be the
pair of positive integers such that kv = (u+ v)ℓv/(u− v). Let Fv(x) be the function
obtained from equation (20) with respect to the pair (kv, ℓv). Let
F (x)=
(
1
k1−ℓ1F1
( x
k1−ℓ1
)
,
1
k3−ℓ3F3
( x
k3−ℓ3
)
, . . . ,
1
k2t−1−ℓ2t−1F2t−1
( x
k2t−1−ℓ2t−1
))
.
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Now we construct
F (x) := F (x)αT =
2
π
∑
n≥1
Φ(n)
n
cos(nx),
where
Φ(n) :=

1 when n ≡ 1, u− 1 (mod 2u),
−1 when n ≡ u+ 1,−1 (mod 2u),
0 otherwise,
since in this case kv − ℓv is even. Note that Φ(n) is a multiplicative function. Let
M be the set of square-free integers that only contains prime factors at most P and
1 ∈ M, hence we have∑
m∈M
Φ(m)µ(m)
m
F (mx) =
2
π
(
cos(x) +
∑
n∈N
Φ(n)
n
cos(nx)
)
.
Similarly, we consider the matrix
Y =

sin(π/2u) sin(3π/2u) · · · sin((2t− 1)π/2u)
sin(3π/2u) sin(9π/2u) · · · sin(3(2t− 1)π/2u)
· · · · · · · · · · · ·
sin((2t− 1)π/2u) sin(3(2t− 1)π/2u) · · · sin((2t− 1)2π/2u)
 .
By Lemma 2.1, there is β ∈ Rt, with |βi| ≤ tt, such that Y βT = (1, . . . , 0, 0)T . Let
Gv(x) be the function obtained from equation (21) with respect to the pair (kv, ℓv).
Let
G(x)=
(
(k1−ℓ1)G1
( 2x
k1−ℓ1
)
, (k3−ℓ3)G3
( 2x
k3−ℓ3
)
, . . . ,(k2t−1−ℓ2t−1)G2t−1
( 2x
k2t−1−ℓ2t−1
))
.
Now we construct
G(x) := G(x)βT =
2
π
∑
n≥1
Ψ(n)
n
sin(nx),
where
Ψ(n) :=

1 when n ≡ ±1 (mod 4u),
−1 when n ≡ ±(2u− 1) (mod 4u),
0 otherwise.
We also have Ψ(n) is a multiplicative function. Hence∑
m∈M
Ψ(m)µ(m)
m
G(mx) =
2
π
(
sin(x) +
∑
n∈N
Ψ(n)
n
sin(nx)
)
.
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Finally, we apply Corollary 3.4. Using a similar computation employed in Section
5.1, we obtain that
max{‖F (x)‖L1(T), ‖G(x)‖L1(T)} ≫ logN
log logN
.
This implies there is an odd integer v ∈ [1, u) such that
max{‖Fv(x)‖L1(T), ‖Gv(x)‖L1(T)} ≫ logN
log logN
.
Therefore, from a similar argument we used in Section Section 5.1, we can conclude
that the size of the maximal (kv, ℓv)-sum-free subset of A is at least
N
kv + ℓv
+ c
logN
log logN
for some positive c. This proves Theorem 1.1 (iii).
6. Structure of infinite (k, ℓ)-sum-free sets
Given A ⊆ N>0, the upper density of A is
d(A) = lim sup
N→∞
|A ∩ [N ]|
N
.
We also define the upper density on multiples of A by
d˜(A) = lim sup
N→∞
lim sup
n→∞
|A ∩ (N ! · [n])|
n
.
In this section, we will prove the following theorem.
Theorem 6.1. Suppose A ⊆ N>0, and A is (k, ℓ)-sum-free. Then d˜(A) ≤ 1
k+ℓ
.
For this, we will need three lemmas. The first lemma says that if a (k, ℓ)-sum-free
set A contains a certain long arithmetic progression, then the upper density of A is
bounded.
Lemma 6.2. Let A ⊆ N>0 be a (k, ℓ)-sum-free set. Let x, s, d,m be positive integers,
such that s ∈ ℓA− (k − 1)A, x+ d · [m] ⊆ A, and s is in the coset x+ d · Z. Then
d(A) ≤ m+ k + ℓ− 2
(k + ℓ)m+ 2(k + ℓ− 2) .
Proof. Since s ∈ ℓA− (k−1)A and A is (k, ℓ)-sum-free, we have s /∈ A. We will only
consider s ≤ x, and the case when s ≥ x + m follows from the same proof. Since
x+d · [m] ⊆ A, then (x+d · [m])∩(ℓA− (k−1)A) = ∅. Thus, there is s0 ∈ x+d ·Z,
such that s0 ∈ ℓA− (k − 1)A, and
(22)
(
s0 + d · [m]
) ∩ (ℓA− (k − 1)A) = ∅.
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Let s0 =
∑ℓ
i=1 ai −
∑k−1
j=1 bj , where ai, bj ∈ A for every 1 ≤ i ≤ ℓ and 1 ≤ j ≤ k − 1.
Let B ⊆ A such that
B := {b ∈ A | (b+ d · [m]) ∩ A 6= ∅}.
Set a0 = b0 = 0. Given integers 1 ≤ u ≤ k − 1 and 2 ≤ v ≤ ℓ, let
C(u) = B +
k−u∑
j=1
bj + (u− 1)a1, D(v) = B +
ℓ−v∑
j=0
aj +
v−1∑
i=0
bi,
and C(k) = A+(k−1)a1, D(1) = A+
∑ℓ−1
j=1 aj. Let F = {C(u),D(v) | u ∈ [k], v ∈ [ℓ]}
be the collection of all C(u) and D(v).
Claim 1. Elements in F are pairwise disjoint.
Proof of Claim 1. Observe that for every u ∈ [k] and v ∈ [ℓ], C(u) ∩ D(v) = ∅.
Otherwise, we will get kA ∩ ℓA 6= ∅, contradicts that A is (k, ℓ)-sum-free. Let
u1, u2 ∈ [k] and u1 < u2. Suppose that C(u1) ∩ C(u2) 6= ∅. Then there exist y1 ∈ B
and y2 ∈ A, such that
y1 +
k−u1∑
j=k−u2+1
bj = y2 + (u2 − u1)a1.
Then
s0 =
ℓ∑
i=1
ai −
k−1∑
j=1
bj
= y1 +
ℓ∑
i=2
ai − y2 − (u2 − u1 − 1)a1 −
∑
j∈[1,k−u2]∪[k−u1+1,k−1]
bj .
Since y1 ∈ B, thus there is r ∈ [m] such that y1 + rd ∈ A. This implies s0 + rd ∈
ℓA− (k − 1)A, contradicts (22).
Suppose D(v1)∩D(v2) 6= ∅ for some v1, v2 ∈ [ℓ] and v1 < v2. Similarly, there exist
y1 ∈ A and y2 ∈ B, such that
y1 +
ℓ−v1∑
j=ℓ−v2+1
aj = y2 +
v2−1∑
i=v1
bi.
Let c0 = 0, and let c1, . . . , cv2−v1−1 ∈ A if v2 > v1 + 1. Therefore
s0 = y2 +
∑
j∈[0,ℓ−v2]∪[ℓ−v1+1,ℓ]
aj +
v2−v1−1∑
t=0
ct − y1 −
∑
i∈[0,v1−1]∪[v2,k−1]
bi −
v2−v1−1∑
t=0
ct.
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Observe y2 ∈ B implies that there is r ∈ [m], such that y2 + rd ∈ A. Hence
s0 + rd ∈ ℓA− (k − 1)A, which contradicts (22). 1
By Claim 1, we obtain
(23) (k + ℓ− 2)d(B) + 2d(A) ≤ 1.
On the other hand, let N (t) = A \B + td for every t ∈ [m], and let
G =
{
A,A− (k − 1)x+
ℓ−1∑
i=1
ai,N (t)
∣∣∣ t ∈ [m]}.
Claim 2. Elements in G are pairwise disjoint.
Proof of Claim 2. Suppose there are u, v ∈ [m], u < v, such that N (u) ∩ N (v) 6=
∅. Thus we have c ∈ A \ B such that c1 + (u − v)d ∈ A, and this contradicts
the assumption of B. Same conclusion holds if A ∩ N (u) 6= ∅. Observe that if
A∩ (A− (k−1)x+∑ℓ−1i=1 ai) 6= ∅, it will contradict that A is (k, ℓ)-sum-free. Finally,
we assume that there are c1, c2 ∈ A, u ∈ [m] such that
c1 + ud = c2 − (k − 1)x+
ℓ−1∑
i=1
ai.
Thus, c1 + x+ ud+ (k − 2)x = c2 +
∑ℓ−1
i=1 ai. Since x+ d · [m] ⊆ A, this contradicts
A is (k, ℓ)-sum-free. 1
Thus, by Claim 2, we get
(m+ 2)d(A)−md(B) ≤ 1.
Together with (23), this finishes the proof. 
The next lemma is a finite version of the Szemere´di Theorem [26], and we will use
it to find the arithmetic progression in Lemma 6.2.
Lemma 6.3 ([26]). For every ε > 0 and m ∈ N>0, there is L = L(ε,m) > 0 such
that every set A ⊆ N>0 with d(A) > ε, there exist x ∈ N, d < L, and x+ d · [m] ⊆ A.
Our final lemma says that a (k, ℓ)-sum-free set A with large upper density should
be periodic. This structural result can be viewed as a generalization of the  Luczak–
Schoen Theorem [21].
Lemma 6.4. Let ε > 0. Then there is D > 0 such that the following holds. Let
A ⊆ N>0 be a (k, ℓ)-sum-free set, and d(A) > 1
k+ℓ
+ ε. Then A is contained in a
periodic (k, ℓ)-sum-free set with period D.
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Proof. We pick m ∈ N>0 such that
(24)
m+ k + ℓ− 2
(k + ℓ)m+ 2(k + ℓ− 2) <
1
k + ℓ
+ ε.
Let L = L(ε,m) be as in Lemma 6.3. Let D = L!. Suppose the lemma fails. Let
C ⊆ N>0 be a periodic set with period D, consists of all positive integers in every
coset a + D · Z for a ∈ A. Thus C is not (k, ℓ)-sum-free. This means, there are
a1, . . . , aℓ and b1, . . . , bk in C such that
∑ℓ
i=1 ai =
∑k
j=1 bj . Let P be the “(k, ℓ)-sum-
free” part of C. That is,
P = C \ (ℓC − (k − 1)C).
Set a0 = b0 = 0. For every u ∈ [k] and v ∈ [ℓ], let
M(u) = P +
k−u∑
j=0
bj + (u− 1)a1, N (v) = P +
ℓ−v∑
i=0
ai + (v − 1)b1.
Let F be the collection of all M(u) and N (v).
Claim 3. Elements in F are pairwise disjoint.
Proof of Claim 3. Observe that for every u ∈ [k] and v ∈ [ℓ], M(u) ∩ N (v) = ∅.
Otherwise there are p1, p2 ∈ P , such that
p1 = p2 +
ℓ−v∑
i=0
a1 + (v − 1)b−
k−u∑
j=0
bj − (u− 1)a1 ∈ ℓC − (k − 1)C,
contradicts the assumption of P . Now, suppose u1, u2 ∈ [k], u1 < u2, such that
M(u1) ∩M(u2) 6= ∅. The case that N (v1) ∩N (v2) 6= ∅ can be proved in the same
way. Thus, there exist p1, p2 ∈ P , such that
p1 +
k−u1∑
j=k−u2+1
bj = p2 + (u2 − u1)a1.
This implies
0 =
k∑
j=1
bj −
ℓ∑
i=1
ai = p2 + (u2 − u1 − 1)a1 +
∑
j∈[0,k−u2]∪[k−u1+1,k]
bj −
ℓ∑
i=2
ai − p1,
hence P ∩ (ℓC − (k − 1)C) 6= ∅, contradiction. 1
By Claim 3, we obtain that d(P ) ≤ 1
k+ℓ
. This means, d(A\P ) ≥ ε. By Lemma 6.3,
A \ P contains a progression x + d · [m], and d < L. By the way we construct P ,
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there are s1, . . . , sℓ and t1, . . . , tk−1 in C such that
x+ dm =
ℓ∑
i=1
si −
k−1∑
j=1
tj .
Hence there are e1, . . . , eℓ and f1, . . . , fk−1 in A, such that for every i ∈ [ℓ] and
j ∈ [k−1], we have that ei ∈ si+D ·Z, and fj ∈ tj+D ·Z. Let s =
∑ℓ
i=1 ei−
∑k−1
j=1 fj ,
thus s ∈ ℓA − (k − 1)A, and s ∈ x +D · Z. Since d | D, we have s ∈ x + d · Z. By
Lemma 6.2, we have that
d(A) ≤ m+ k + ℓ− 2
(k + ℓ)m+ 2(k + ℓ− 2) ,
and this contradicts (24). 
Now we can prove the main result of this section.
Proof of Theorem 6.1. Let A/N ! := {a | aN ! ∈ A}. Thus d˜(A) > 0 implies that
A/N ! contains a multiple of every natural number. In particular, A/N ! is not con-
tained in a periodic (k, ℓ)-sum-free set. By Lemma 6.4, d(A/N !) ≤ 1
k+ℓ
. Observe
that d˜(A) = lim supN→∞ d(A/N !), thus d˜(A) ≤ 1k+ℓ . 
7. Upper bound constructions
Recall a Følner sequence in (N, ·) is any sequence Φ : m 7→ Φm of finite non-empty
subsets of N, such that for every a ∈ N,
lim
m→∞
|Φm△(a · Φm)|
|Φm| = 0.
Følner sequence has been used as some good constructions in many additive com-
binatorics problems, see [23, 6] for example. In this section, we will show that the
sets in Følner sequence will never have large (k, ℓ)-sum-free subsets. In fact, we will
prove the following theorem.
Theorem 7.1. Let Φ = {Φm} be a Følner sequence in (N, ·). Suppose there are
infinitely many m such that Φm has a (k, ℓ)-sum-free set of size at least δ|Φm| for
some positive real number δ ≤ 1. Then there exists a (k, ℓ)-sum-free set A ⊆ N such
that d˜(A) ≥ δ.
Theorem 1.1 (iv) follows easily from Theorem 7.1 and Theorem 6.1.
Proof of Theorem 7.1. By passing to a subsequence, we may assume for every Φm ∈
Φ, there is a (k, ℓ)-sum-free set φm ⊆ Φm, such that |φm|/|Φm| ≥ δ. Let βN be
the collection of ultrafilters, and let U ∈ βN \ N be a non-principal ultrafilter. Let
∗Z =
∏
m→U Z be the ultrapower of Z. Let Σ be the Loeb σ-algebra on
∗Z. Let µL be
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the Loeb measure induced by µm, where µm(X) = |X ∩ Φm|/|Φm| for every X ⊆ Z.
Let φ =
∏
m→U φm be the internal set. Then by  Los´’s Theorem, φ is (k, ℓ)-sum-free,
and
µL(φ) = st
(
lim
m→U
µm(φm)
)
≥ δ.
Claim 4. For every a ∈ N, the map x 7→ ax is Σ-measurable and µL-preserving.
Proof of Claim 4. Note that x 7→ ax sends internal sets to internal sets, thus it is
Σ-measurable. For every X ⊆ Z, since
µm(X)− µm(a ·X) = |X ∩ Φm| − |(a ·X) ∩ Φm||Φm| ≤
|(a · Φm)△Φm|
|Φm| → 0
as m→∞, it preserves the Loeb measure µL. 1
Now we are able to apply the probabilistic argument used in the proof of Propo-
sition 4.1 on the set φ. For every x ∈ ∗Z, let Ax := {a ∈ N | ax ∈ φ}. Thus Ax
is (k, ℓ)-sum-free. By Claim 4, d˜(Ax) is Σ-measurable on x. Suppose x is chosen
uniformly at random with respect to the measure µL. By Fatou’s Lemma,
E(d˜(Ax)) ≥ lim sup
N→∞
lim sup
n→∞
E
( |Ax ∩ (N ! · [n])|
n
)
= lim sup
N→∞
lim sup
n→∞
1
n
n∑
j=1
P(jN !x ∈ φ).
By Claim 4, we have
E(d˜(Ax)) ≥ lim sup
N→∞
lim sup
n→∞
1
n
n∑
j=1
P(x ∈ φ) = µL(φ) ≥ δ.
Thus by Pigeonhole Principle, there exists a set Ax ⊆ N for some x ∈ ∗Z such that
d˜(Ax) ≥ δ. 
8. Restricted (k, ℓ)-sum-free sets
In this section, we prove Theorem 1.2. Since restricted (k, ℓ)-sum-free can be
expressed by first order formula, once we prove the conclusion in Theorem 6.1 also
works for restricted (k, ℓ)-sum-free sets, Theorem 1.2 follows by using the same proof
in Theorem 7.1. We first consider the analogue of Lemma 6.2 for restricted (k, ℓ)-
sum-free sets. The similar argument also works here, with a different and more
involved constructions of sets C(u), D(v), and N (t), and a more careful analysis.
These new constructions will lead a different structure for the large infinite restricted
(k, ℓ)-sum-free sets in Lemma 8.2, compared to the non-restricted setting.
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Lemma 8.1. Let k, ℓ be positive integers, and ℓ < k ≤ 2ℓ+1. Suppose A ⊆ N>0 be a
restricted (k, ℓ)-sum-free set. Define W ⊆ N>0, satisfies that for every w ∈ W , there
are ℓ distinct elements y1, . . . , yℓ ∈ A, and k − 1 distinct elements z1, . . . , zk−1 ∈ A,
such that w 6= zi for i ∈ [k−1], and w =
∑ℓ
j=1 yj−
∑k−1
i=1 zi. Let x, s, d,m be integers,
such that s ∈ W , m > k + ℓ, x+ d · [m] ⊆ A, and s is in the coset x+ d · Z. Then
d(A) ≤ m− 2
(k + ℓ)(m− k − ℓ) + 2(k + ℓ− 2) .
Proof. s ∈ W implies that s /∈ A since A is restricted (k, ℓ)-sum-free. We only
consider the case when s < x. Since A ∩W = ∅, there is s0 ∈ x + d · Z such that
s0 ∈ W and (s0+d · [m])∩W = ∅. Thus there are ℓ distinct elements a1, . . . , al ∈ A,
and k − 1 distinct elements b1, . . . , bk−1 ∈ A, s0 6= bj for every j ∈ [k − 1], and
s0 =
∑ℓ
i=1 ai −
∑k−1
j=1 bj . Let E consists of k − 1 distinct elements e1, . . . , ek−1 ∈ A,
and all of them are disjoint from {ai}ℓi=1, {bj}k−1j=1 , {s0} and s0 + d · [m]. Let
(25) A′ = A \
( ℓ⋃
i=1
{ai} ∪
k−1⋃
j=1
{bj} ∪ E ∪ {s0} ∪ (s0 + d · [m])
)
.
Observe that
(26) (s0 + d · [m]) ∩ {bj}k−1j=1 = ∅,
since bj ∈ W for every j ∈ [k − 1]. Let m′ = m− k − ℓ, we claim that
(27) (s0 + d · [m′]) ∩ {ai}ℓi=1 = ∅.
Otherwise, suppose there is r ∈ [m′] such that s0 + rd = at for some t ∈ [ℓ]. Then
x′ +
k−1∑
j=1
bj = x
′ + rd+
ℓ∑
j=1,j 6=t
aj .
By taking x′ ∈ x+d · [0, m−r], then both x′ and x′+rd are in A. Since m−r ≥ k+ℓ,
there is α ∈ [0, m− r] such that x+ αd /∈ {bj}k−1j=1 , and x+ (α+ r)d /∈ {ai}ℓi=1. This
contradicts that A is restricted (k, ℓ)-sum-free.
Let B = {b ∈ A′ | (b+ d · [m′]) ∩ A 6= ∅}, and let
B′ = B \
(( ℓ⋃
i=1
{ai} ∪ E
)
− d · [m′]
)
.
Let c0 = 0, ci = ai when i ∈ [ℓ], and cj = aj−ℓ when j ∈ [ℓ+1, k− 1]. For u ∈ [k− 1]
and v ∈ [2, ℓ], let
C(u) = B′ +
k−u∑
j=1
bj +
u−1∑
i=0
ci, D(v) = B′ +
ℓ−v∑
i=0
ai +
v−1∑
j=0
bj ,
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and C(k) = A′+∑k−1i=0 ci, D(1) = A′+∑ℓ−1i=1 ai. Let F consists of all C(u) and D(v),
then Claim 1 still holds. In fact, suppose there are u1, u2 ∈ [k], u1 < u2 such that
C(u1) ∩ C(u2) 6= ∅ (the case when D(v1) ∩ D(v2) 6= ∅ is simpler). Then there exist
y1 ∈ B′, y2 ∈ A′ such that
y1 +
k−u1∑
j=k−u2+1
bj = y2 +
u2−1∑
i=u1
ci.
Let e0 = 0, and e1, . . . , eu2−u1−1 ∈ E if u2 > u1 + 1. If u2 ≤ ℓ, we have
s0 = y1 +
∑
i∈[0,u1−1]∪[u2,ℓ]
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k−1]
bj −
u2−u1−1∑
t=0
et.
If u1 ≥ ℓ+ 1, we get
s0 = y1 +
∑
i∈[0,u1−1−ℓ]∪[u2−ℓ,ℓ]
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k−1]
bj −
u2−u1−1∑
t=0
et.
If u1 ≤ ℓ, u2 ≥ ℓ+ 1, and u2 − u1 + 1 ≤ ℓ,
s0 = y1 +
∑
i∈[u2−ℓ,u1−1]
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k−1]
bj −
u2−u1−1∑
t=0
et.
If u1 ≤ ℓ, u2 ≥ ℓ+ 1, and u2 − u1 ≥ ℓ. Let e0 = 0, e1, . . . , eℓ−1 ∈ E if ℓ > 1. Thus
s0 = y1 +
ℓ−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k−1]
bj −
ℓ−1∑
t=0
et −
u2−1−ℓ∑
i=u1
ai.
Note that k ≤ 2ℓ+ 1 implies u2 − 1− ℓ ≤ ℓ.
In any case, since y1 ∈ B, by (25), (26), and (27), there is r ∈ [m′] such that
s0 + rd ∈ W , which contradicts the assumption of s0. Therefore,
(28) (k + ℓ− 2)d(B) + 2d(A) ≤ 1,
since d(A′) = d(A) and d(B′) = d(B).
We also modify the construction of N (t) in a similar way. For every t ∈ [m′], let
N (t) = A′\B+td. Let e0 = 0, and e1, . . . , ek−2 ∈ E if k ≥ 3. Let A′′ = A′\(x+d·[m′]).
Define
G =
{
N (t), A′, A′′ +
ℓ−1∑
i=1
ai − x−
k−2∑
j=0
ej
∣∣∣ t ∈ [m′]}
Then by using the similar argument, it is easy to see that Claim 2 still holds. We
omit the details here. We have
(m− k − ℓ+ 2)d(A)− (m− k − ℓ)d(B) ≤ 1,
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since d(A′′) = d(A). Together with (28), finishes the proof. 
Next, we consider the analogue of Lemma 6.4 for restricted (k, ℓ)-sum-free sets.
The structure here is slightly different from the (k, ℓ)-sum-free sets.
Lemma 8.2. Let ε > 0 and let k, ℓ be positive integers with ℓ < k ≤ 2ℓ + 1. Then
there is D > 0 such that the following holds. Let A ⊆ N>0 be a restricted (k, ℓ)-sum-
free set, and d(A) > 1
k+ℓ
+ ε. Then after removing at most D(2k + ℓ) elements from
A, it is contained in a periodic restricted (k, ℓ)-sum-free set with period D.
Proof. We pick m > k + ℓ such that
(29)
m− 2
(k + ℓ)(m− k − ℓ) + 2(k + ℓ− 2) <
1
k + ℓ
+ ε.
Let L = L(ε,m) be as in Lemma 6.3, and let D = L!. We consider the partition of
N into cosets:
N =
⋃
x∈[D]
x+D · N.
For every x ∈ [D], let Nx = x +D · N, and Ax = A ∩ Nx. Let A′ be a subset of A,
obtained by removing Ax from A when |Ax| < 2k + ℓ. Hence d(A′) = d(A). Next,
we are going to show that A′ is contained in a periodic restricted (k, ℓ)-sum-free set
with period D. Suppose this is not the case. Let
C =
( ⋃
a∈A′
a+D · Z
)
∩ N>0.
Thus C is not restricted (k, ℓ)-sum-free. This means, there are ℓ distinct elements
a1, . . . , aℓ ∈ C and k distinct elements b1, . . . , bk ∈ C, such that
∑ℓ
i=1 ai =
∑k
j=1 bj .
Let P be the “(k, ℓ)-sum-free” part of C, that for every w ∈ P , every k − 1 distinct
elements y1, . . . , yk−1 ∈ C \ {w}, and every ℓ distinct elements z1, . . . , zℓ ∈ C, we
have w+
∑k−1
i=1 yi 6=
∑ℓ
j=1 zj . Let e0 = 0, and let E consists of k−1 distinct elements
e1, . . . , ek−1 ∈ C, such that E is disjoint from {ai}ℓi=1 and {bj}kj=1.
P ′ = P \
( ℓ⋃
i=1
{ai} ∪
k⋃
j=1
{bj} ∪ E
)
.
Set a0 = b0 = c0 = 0. Let ct = at when t ∈ [ℓ], and ct = at−ℓ when t ∈ [ℓ+1, k−1].
For every u ∈ [k] and v ∈ [ℓ], let
M(u) = P ′ +
k−u∑
j=0
bj +
u−1∑
t=0
ct, N (v) = P ′ +
ℓ−v∑
i=0
ai +
v−1∑
t=0
bt.
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Let F be the collection of all M(u) and N (v). Then elements in F are pairwise
disjoint. Otherwise, suppose there are u1, u2 ∈ [k], u1 < u2 such that M(u1) ∩
M(u2) 6= ∅ (the case when N (v1) ∩N (v2) 6= ∅ is simpler). Thus, there are y1, y2 ∈
P ′, such that
y1 +
k−u1∑
k−u2+1
bj = y2 +
u2−1∑
t=u1
ct.
Let e1, . . . , eu2−u1−1 ∈ E if u2 > u1 + 1. If u2 ≤ ℓ, we have
0 =
ℓ∑
i=1
ai −
k∑
j=1
bj
= y1 +
∑
i∈[0,u1−1]∪[u2,ℓ]
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k]
bj −
u2−u1−1∑
t=0
et.
If u1 ≥ ℓ+ 1, we have
0 = y1 +
∑
i∈[0,u1−1−ℓ]∪[u2−ℓ,ℓ]
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k]
bj −
u2−u1−1∑
t=0
et.
If u1 ≤ ℓ, u2 ≥ ℓ+ 1, and ℓ ≥ u2 − u1, we get
0 = y1 +
u1−1∑
i=u2−ℓ
ai +
u2−u1−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k]
bj −
u2−u1−1∑
t=0
et.
If u1 ≤ ℓ, u2 ≥ ℓ+ 1, and ℓ < u2 − u1. Let e1, . . . , eℓ−1 ∈ E if ℓ > 1, we get
0 = y1 +
ℓ−1∑
t=0
et − y2 −
∑
j∈[0,k−u2]∪[k−u1+1,k]
bj −
u2−1−ℓ∑
i=u1
ai −
ℓ−1∑
t=0
et.
In any case, we get a contradiction with the assumption of P ′ and the fact that
y2 ∈ P ′. Therefore,
d(P ) ≤ 1
k + ℓ
,
since d(P ′) = d(P ). This means, d(A′ \ P ) ≥ ε. By Lemma 6.3, A′ \ P contains a
progression x + d · [m], and d < L. By the way we construct P , there are ℓ distinct
elements s1, . . . , sℓ ∈ C and k − 1 distinct elements t1, . . . , tk−1 in C \ {x+m} such
that
x+m =
ℓ∑
i=1
si −
k−1∑
j=1
tj .
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By the way we construct A′, for every r ∈ [D], if |A′ ∩ Nr| > 0, then |A′ ∩ Nr| ≥
2k + ℓ. Thus, there are ℓ distinct elements α1, . . . , αℓ ∈ A′ and k − 1 distinct
elements β1, . . . , βk−1 ∈ A′, such that for every i ∈ [ℓ] and j ∈ [k − 1], we have
that αi ∈ si + D · Z, and βj ∈ tj + D · Z. Let s =
∑ℓ
i=1 αi −
∑k−1
j=1 βj . Note that
|A′ ∩ Nr| ≥ 2k + ℓ also implies that there is r′ ∈ [ℓ], and M ⊆ N>0, |M | ≥ k, such
that
αr′ +D ·M ⊆ A′, (αr′ +D ·M) ∩
ℓ⋃
i=1
{αi} = ∅.
Thus if s∩ {βj}k−1j=1 6= ∅, then by changing αr′ by αr′ +nD for some n ∈M , one can
make s+ nD ∩ {βj}k−1j=1 = ∅. Since d | D, we have s ∈ x+ d · Z. By Lemma 6.2, we
have that
d(A) ≤ m− 2
(k + ℓ)(m− k − ℓ) + 2(k + ℓ− 2) ,
and this contradicts (29). 
Let A be a restricted (k, ℓ)-sum-free set, and let A′ be a subset of A obtained
by removing finitely many elements from A. Observe that, if A′ is contained in
a periodic restricted (k, ℓ)-sum-free set, then A cannot contain a multiple of every
natural number. Thus, using the same proof in Theorem 6.1, we conclude that
d˜(A) ≤ 1
k+ℓ
if A is restricted (k, ℓ)-sum-free.
9. Concluding Remarks
In this paper, we first study M(k,ℓ)(N). In particular, we prove that Conjecture 2
is true for infinitely many (k, ℓ). While solving Conjecture 2 might not be a realistic
target at the moment, the following conjecture for the case when k− ℓ ≥ 2 might be
feasible.
Conjecture 3. Let k, ℓ be positive integers and k ≥ ℓ+ 2. Then there is a function
ω(N)→∞ as N →∞, such that
M(k,ℓ)(N) ≥ N
k + ℓ
+ ω(N).
We also study M̂(k,ℓ)(N) in Theorem 1.2. As we can see in the proofs in Section 8,
when k > 2ℓ + 1, the current strategy failed to obtain disjoint sets C and D in the
proof of Lemma 8.1, as well as disjoint sets M and N in the proof of Lemma 8.2.
Although we think it is very likely that the conclusion in Theorem 1.2 holds for every
k and ℓ, the case k > 2ℓ+ 1 may require some new ingredients.
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Conjecture 4. For every positive integers k, ℓ with k > 2ℓ+ 1,
M̂(k,ℓ)(N) =
( 1
k + ℓ
+ o(1)
)
N.
A (k, ℓ)-sum-free set is a set forbidding a linear equation
∑ℓ
i=1 xi =
∑k
j=1 yj.
Another interesting direction is to consider the analogue problem on sets forbidding
a system of linear equations. One of the most interesting problems along this line
might be forbidding the projective cubes. Given a multiset S = {s1, . . . , sd}, a
d-dimensional projective cube generated by S is

d(S) :=
{∑
i∈I
si
∣∣∣ ∅ 6= I ⊆ [d]}.
A set is d-free if it does not contain any d-dimensional projective cubes as its
subsets. Extremal properties of projective cubes have a vast literature, see e.g.
[1, 12, 14, 20]. The problem on forbidding d-dimensional projective cubes can be
viewed as a generalization of sum-free sets in another direction, since a sum-free set
is also a 2-free set. Thus, the following problem is worthwhile to pursue.
Question 5. Let d ≥ 3 be an integer. Define
Md(N) := inf
A⊆N>0
|A|=N
max
B⊆A
B is d-free
|B|.
Determine Md(N).
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