Abstract: A family of fifth-order interpolants for the fifth-order solution provided by the Dormand and Prince Runge-Kutta pair RK5(4)7M which requires two additional function evaluations per step is presented. An optimal interpolant in this family has been determined by choosing the parameters to minimize the leading coefficients of the local truncation error of the continuous solution. Some numerical experiments with the nonstiff DETEST problems show that the proposed optimal method has a good interpolatory behavior.
Introduction
In the last decade a number of efficient Runge-Kutta codes have been written for the numerical solution of ODES. Two representative examples are RKF45 [lo] and its successor DERKF in DEPAC [ll] produced by Shampine and Watts and DVERK [7] by Hull, Enright and Jackson. The first implements a pair of formulas of orders 4 and 5 of Fehlberg [3] , while the second is based on a pair of orders 5 and 6 of Verner; both do local extrapolation.
Although for several years these codes have proved to be reliable and efficient, it seems likely that, in the future, a new generation of RK codes will appear.
First of all, new pairs of RK formulas which may be more efficient than those in use have been proposed. In particular Dormand and Prince [l] derived a pair RK5(4)7M of orders 4 and 5 which seems to be superior to the classical Fehlberg pair. Furthermore, in some applications dense output is required and in such a case RK methods must frequently shorten the stepsize and are therefore inefficient. Thus the new RK solvers should have the possibility of producing, if necessary, reliable approximations to the solution at any point of the integration interval without stepsize adjustment and with little additional computational cost. This has been the main reason for developing the so-called continuous or interpolatory RK methods. Horn [5] showed how to construct RK extensions of the fourth-and fifth-order formulas due to Fehlberg with some additional function evaluations.
In particular, with one extra stage she produces a fourth-order approximation yh ( t, + Oh,,) to the solution at the point t, + $h,, for all 0 E [0, 11. This approximation has the form s+l where f, =f(t, + cih,, y,, + /~,C~.:~a,~fi), i = 1,. . . , s + 1. Here the first s stages are given by the Fehlberg method. For any given 9 E (0, 1) she shows how to produce a fifth-order solution with two extra stages. Moreover, she proves that with five extra stages it is possible to derive fifth-order approximations for all 0 E [0, 11. A serious disadvantage of Horn's formulas is that they are not continuous, i.e., the continuous solution yh( t, + Oh,,) does not tend to the value y,,, computed by the discrete formula as 8 -+ 1.
Shampine [8, 9] and Shampine et al. [4] , using an interpolatory procedure, have proposed some continuous extensions of Fehlberg and Dormand-Prince formulas that are %?I-globally and require only two additional stages. Taking into account that we know the solution y, and its derivative y,' at t, and the fifth-order approximations at t,+ 1 = t, + h,, Y,+~ and y,', 1 (this value will be necessary for the next step), Shampine shows that with one additional stage it is possible to get a fifth-order solution y,+ 1,2 at the midpoint of the step, The aim of this paper is to construct a fifth-order family of interpolants for the Dormand and Prince RK pair RK5(4)7M (which for simplicity will be referred to as DOPRI5(4)) using the interpolatory approach of Shampine [8, 9] . Since we have approximations to the solution and its derivative at two consecutive grid points, t, and tn+l, it is sufficient to compute a fifth-order approximation to the solution and its derivative at some intermediate point t, + ah E (t,, t,+l). It is then possible to calculate a quintic Hermite interpolating polynomial which provides a fifth-order solution for all t E [t,, t,, 1 1. Obviously such a solution will be %I-continuous globally.
The paper is organized as follows: in the next section we show that by adding a stage to DOPRI5(4) we can get a fifth-order approximation at any point in the interval [t,, tn+l] . Since in this process there are four degrees of freedom we obtain a family of RK interpolants for DOPRI5(4) depending on four parameters. Next an optimal method is selected by choosing the free parameters to minimize in a certain norm the leading coefficients of the local truncation error of the continuous solution. In particular, with this error measure our interpolant is more accurate than an earlier interpolant (DPS) proposed by Shampine [9] . Finally in Section 3 we present some numerical results with some typical equations from the nonstiff DETEST problems to show the accuracy of the continuous solution at all points of the integration interval.
Construction of interpolants for the Dormand-Prince pair
Let y'(t) =f(t, y(t)), t 2 
where c = Ae, e = (1,. ..,l)T E [w7 and b*, b are the coefficients of the fourth-and fifth-order solution respectively. Hence, given an approximation y, of the solution of (1) at point t,, two approximations y,*+ i and yn+ 1 to the solution at t,,+l = t, + h of orders 4 and 5 respectively are given by the formulas
J=l
Denoting by y( t; t,, y,) the local solution of (1) at the point (t,, y,), i.e., the solution of the differential equation that satisfies y( t,) = y, and assuming that f (t, y) is sufficiently smooth, it is well known that the local error of a RK solution y,,,, of order p at the point t, + h can be written in the form
Here r is a rooted tree, F( r)( y,) the elementary differential associated with 7 at the point (t,, y,) and C( 7) the corresponding weight. The above sum is extended to all rooted trees of order p(r) = p + 1. It is worth recalling that F( I-)( y,) depends only on the differential equation and the starting point (t,, y,) while C(r) depends only on the coefficients (2) of the formula.
We assume that the integration is advanced with the fifth-order approximation Y~+~, i.e., local extrapolation is done, and the fourth-order solution is employed to estimate the local error and select the stepsize according to the error tolerance provided by the user. Notice in (2) that the last row of A coincides with bT, so that if the step succeeds, the last stage of one step is the same as the first stage of the next step. This means that if the stepsize selection is effective enough to make rejected steps unusual, then it is fair to say that DOPRI5(4) costs 6 evaluations per step.
As it was remarked before, our aim is to construct a fifth-order V1-continuous extension of the solution provided by DOPRI5(4) with minimum computational cost and with a local error as small as possible in the whole interval [t,, t, + h]. Clearly if we denote by J(t) such a continuous extension, it will satisfy
To construct the fifth-order approximation J(t) on the whole interval (6) where ij are fifth-degree polynomials in 0 and the sum is extended not only to the function evaluations of DOPRI5(4) but also to those involved in the computation of (5). Before considering the calculation of y, + ah, let us recall some relevant facts of the derivation of DOPRI(4) that are important for our work. Dormand and Prince assume that the coefficients A, c satisfy
where cq = (cp, . . . , ~74)' and ej is the j-unit canonical vector of components ( ej); = a,,. These conditions are called simplifying assumptions and it may be verified that on assuming (7) This condition together with (7) implies that the last three equations of (8) can be eliminated and c6 = 1. In this way they derive a family of fifth-order methods depending on parameters c39 cd, c5 which are then chosen to minimize the principal truncation error term. Clearly if there were u E (0, 1) and bj E [w7 such that jn+m =y,, + (uh)E~=ibJf, is an 0(h6) approximation to y( t, + ah; t,, y,), this fifth-order solution at essentially no extra cost would be a very convenient approximation to be used in (5) . However, it is straightforward to verify that this is not possible, so it will be necessary to add at least one stage to obtain a fifth-order solution. Thus we consider an g-stage RK method with the table of coefficients given by (9) obtained by adding a final stage to DOPRI5(4).
As usual we assume cs = aTe where e = (I,..., l)T E [WE. We want to find the relations that the new parameters a and b' must satisfy so that
j=l is a fifth-order approximation to y( t, + ah, t,, y,). Because the simplifying assumptions allow a considerable reduction of the number of fifth-order conditions, let us assume that the new matrix A' and the vector c' also satisfy these assumptions.
Since the submatrices A and c of A' and c' already satisfy (7) it is straightforward to verify that the simplifying assumptions hold for A' and c' if and only if
Now doing the same calculations that permitted us to reduce the fifth-order conditions of (3.b) to the form (8), it can be proved that (10) 
To study the compatibility of (11) and (12) we introduce the new scalar variables y = biaTc13, y1 = -biaTAe2, y2 = -biaTe2. Then taking into account that cg = c, = 1 and denoting by (x);_, the row vector (xi, . . . , xi), equations (11) and (12) can be rewritten equivalently in the form 
05)
An elementary but tedious calculation shows that the matrix of coefficients in (13), which depends only on the parameter cs, is singular only for c8 = 0, cs = 1, and cs = cc, where * = 0.91661200243235649..
. is the real root of the polynomial P(x) = -49950x3 + 70945x2 -$322x + 2988. Furthermore, for the c,-values of DOPRI5(4) ( c2 = :, cj = A, c4 = $, c5 = $) the constant matrix in (14) is nonsingular.
In view of these observations we proceed as follows to determine the parameters of fifth-order solutions: and by Hermite interpolation we have the fifth-order solution (6) 
in the whole interval [t,, t, + h].
Note. Taking the values cs = u = i, as6 = 0, y = -0.003003188 we have the fifth-order interpolant DPS proposed by Shampine in [9] . Since we have a family of fifth-order methods with four degrees of freedom (u, ca, y, ua6 with (3 E (0, 1) and cg # 0, 1, cc), for each set p = (u, cs, y, as6) we may define by interpolation a RK continuous solution yp( t, + Bh), 9 E [0, 11 whose local error will be given by
where the weights C,,, ( 7) 
07)
Note that (17) represents the ratio of the Z,-norms of the weights of the sixth-order elementary differentials at the &point and at the end point of the interval [t,, t, + h]. Because at the end point of the interval we have for all p the fifth-order solution of DOPRI5(4), the coefficients C,,,( 7) are independent of p and the denominator in (17) is the constant 3.99. lop4 previously calculated by Dormand and Prince [l] .
Next we consider how to choose the free parameters in order to get a continuous method with minimal local error in the sense of (16). This minimization process has been carried out numerically in the following way: First a grid was established in the space of parameters, excluding points close to some undesirable values of the parameters and g,* was computed on the points of this grid. As a consequence of this search some grid points close to the minimum were located. Taking them as starting values, better values were found by a descent method. Finally we took simple rational values close to the computed optimal ones because they are more convenient from a computational point of view. In this way we found the "optimal" values 2 cs= 3,
for which g,* = 0.68. From (13), (14) and (15) The value of g,* = 0.92 corresponding to the continuous extension given by Shampine [9] is considerably larger than the value of our method. In Fig. 1 we have plotted the graphs of the functions gp( 0) (denoted by ERROR) as functions of 0 for the DPS method of Shampine (in the figure, * -* ) as well as our method (in the figure, o -0). Clearly the behavior of gp( 0) for our method is better than that of Shampine's method. Although our optimal interpolant has been chosen to minimize the functional (16) other functionals could be chosen and our minimization procedure applied in the same way. In particular we have also considered the functional g,(B) = max where a(~) is the number of times that an elementary differential appears in the Taylor expansion of the local solution. This amounts to using the max-norm instead of the I,-norm to measure the coefficients of the sixth-order elementary differentials. It is remarkable that the values (18) are also nearly optimal for this other functional. Enright et al. [2] have constructed and analyzed families of interpolants using a different approach. The number of free parameters are generally smaller than in our procedure. In particular, for the fifth-order continuous extension of the Fehlberg pair they have only two free parameters while in our approach we have four parameters. On the other hand, they have selected an optimal method so that the four functionals qj,p for j = 1,2 and p = 4, 5 given by
are "small".
Numerical experiments
Whenever a new method for the numerical solution of nonstiff ODES is proposed it seems to be customary to study its behavior for the classical collection of nonstiff DETEST problems and to compare the new method with other existing methods of the same order and computational cost. For brevity we show here the results with some typical DETEST problems whose exact solution can be easily computed (Al, A2, A3, A4, D2, 
(19)
We have compared our method with the DPS continuous extension of DOPRI5 (4) given by Shampine [9] whose order and computational cost is the same as our method. Thus a code which uses our continuous DOPRI5 (4) and the DPS pair has been written. (Note that with both formulas the code selects the same gridpoints). Since an important application of these methods is to produce accurate output at any point of the integration interval, for each method and problem we have computed the max-norm of the global error at ten equally spaced intermediate points t,,; = t, + &ih,, i = 1,. . . , 10, between consecutive steps t, and t,,+, = t, + h, chosen by the integrator. Denoting by e(t) the global error at the point t, we take as measure of the error for a method and a given scalar problem the quantity (20)
In the case of a nonscalar problem, the factor R in (20) is computed for each component of the problem. This means that we compute for each interval [t,, t,+l] the ratio of the errors at ten equally spaced intermediate points divided by the greatest of the errors at the two ends of the interval and then we take the maximum over all integration intervals.
Note that instead of (20) Enright et al. [2] considered the ratio of the maximum global error at these interpolation points to the maximum global error at the grid points, i.e., R*= max{e(t,,;)]i=l,..., 10, n>O}
The main reason for choosing the ratio (20) is that in problems where the global errors at the end (or more generally in some part) of the integration interval are large, the measure (21) with R* z 1 permits errors of this size at any point of the integration interval.
The computations of the quantity (20) for the DPS and our method were carried out on a VAX-8300 computer in double precision with tolerances lo-', i = 3,. . . ,9, and the numerical results are shown in Table 1 . For each problem the first row corresponds to our method and the second one to the DPS method. The number in parentheses indicates the component of the vector of numerical approximations.
From this table it may be concluded that except in a few cases the errors of the interpolated values are of the same order as the error of the neighboring grid points. Furthermore in our experiments we have seen that for nonlinear equations our continuous extension is in general more reliable than the DPS. However, there are problems (e.g., D4(4), TOL = 10M6) for which the ratio R is quite large. We have examined carefully these cases and we have found that these larger values of R are due to the contribution of the first terms of (20), typically, n = 0 or 1, so that for n > n, (small) the ratios in the right-hand side of (20) are close to 1. This means that except in the first two or three steps, the errors of the interpolated values are indeed of the same order as the error of the neighboring grid points.
