The Alternating Direction Method of Multipliers (ADMM) has been studied for years. The traditional ADMM algorithm needs to compute, at each iteration, an (empirical) expected loss function on all training examples, resulting in a computational complexity proportional to the number of training examples. To reduce the time complexity, stochastic ADMM algorithms were proposed to replace the expected function with a random loss function associated with one uniformly drawn example plus a Bregman divergence. The Bregman divergence, however, is derived from a simple second order proximal function, the half squared norm, which could be a suboptimal choice.
2 Adaptive Stochastic Alternating Direction Method of Multipliers
Problem Formulation
In this paper, we will study a family of convex optimization problems, where our objective functions are composite. Specially, we are interested in the following equality-constrained optimization task:
where w ∈ R d1 , v ∈ R d2 , A ∈ R m×d1 , B ∈ R m×d2 , b ∈ R m , W and V are convex sets. For simplicity, the notation ℓ is used for both the instance function value ℓ(w, ξ) and its expectation ℓ(w) = E ξ ℓ(w, ξ). It is assumed that a sequence of identical and independent (i.i.d.) observations can be drawn from the random vector ξ, which satisfies a fixed but unknown distribution. When ξ is deterministic, the above optimization becomes the traditional problem formulation of ADMM [1] . In this paper, we will assume the functions ℓ and ϕ are convex but not necessarily continuously differentiable. In addition, we denote the optimal solution of (1) as (w ⊤ * , v ⊤ * ) ⊤ . Before presenting the proposed algorithm, we first introduce some notations. For a positive definite matrix G ∈ R d1×d1 , we define the G-norm of a vector w as w G := √ w ⊤ Gw. When there is no ambiguity, we often use · to denote the Euclidean norm · 2 . We use ·, · to denote the inner product in a finite dimensional Euclidean space. Let H t be a positive definite matrix for t ∈ N. Set the proximal function φ t (·), as φ t (w) = 
Algorithm
To solve the problem (1), a popular method is Alternating Direction Multipliers Method (ADMM). ADMM splits the optimizations with respect to w and v by minimizing the augmented Lagrangian: where β > 0 is a pre-defined penalty. Specifically, the ADMM algorithm minimizes L β as follows
At each step, however, ADMM requires calculation of the expectation E ξ ℓ(w, ξ), which may be unrealistic or computationally too expensive, since we may only have an unbiased estimate of ℓ(w) or the expectation E ξ ℓ(w, ξ) is an empirical one for big data problem. To solve this issue, we propose to minimize the its following stochastic approximation:
where g t = ℓ ′ (w t , ξ t ) and H t for φ t = 1 2 w 2 Ht will be specified later. This objective linearizes the ℓ(w, ξ t ) and adopts a dynamic Bregman divergence function to keep the new model near to the previous one. It is easy to see that this proposed approximation includes the one proposed by [15] as a special case when H t = I. To minimize the above function, we followed the ADMM algorithm to optimize over w, v, θ sequentially, by fixing the others. In addition, we also need to update the H t for B φt at every step, which will be specified later. Finally the proposed Adaptive Stochastic Alternating Direction Multipliers Method (Ada-SADMM) is summarized in Algorithm 1.
Algorithm 1 Adaptive Stochastic Alternating Direction Method of Multipliers (Ada-SADMM).
Initialize: w 1 = 0, u 1 = 0, θ 1 = 0, H 1 = aI, and a > 0.
Analysis
In this subsection we will analyze the performance of the proposed algorithm for general H t , t = 1, . . . , T . Specifically, we will provide an expected convergence rate of the iterative solutions. To achieve this goal, we firstly begin with a technical lemma, which will facilitate the later analysis. Lemma 1. Let ℓ(w, ξ t ) and ϕ(w) be convex functions, and H t be positive definite, for t ≥ 1. Then for Algorithm 1, we have the following inequality
where
Proof. Firstly, using the convexity of ℓ and the definition of δ t , we can obtain
Combining the above inequality with the relation between θ t and θ t+1 will derive
To provide an upper bound for the first term
Ht and applying Lemma 1 in [15] to the step of getting w t+1 in the Algorithm 1, we will have
To provide an upper bound for the second term M t , we can derive as follows
To drive an upper bound for the final term N t , we can use Young's inequality to get
Replacing the terms L t , M t and N t with their upper bounds, we will get
Due to the optimality condition of the step of updating v in Algorithm 1, i.e., ∂ v L β,t (w t+1 , v t+1 , θ t ) and the convexity of ϕ, we have
Using the fact Aw t+1 + Bv t+1 − b = (θ t − θ t+1 )/β, we have
Combining the above three inequalities and re-arranging the terms will conclude the proof.
Given the above lemma, now we can analyze the convergence behavior of Algorithm 1. Specifically, we provide an upper bound on the the objective value and the feasibility violation. Theorem 1. Let ℓ(w, ξ t ) and ϕ(w) be convex functions, and H t be positive definite, for t ≥ 1. Then for Algorithm 1, we have the following inequality for any T ≥ 1 and ρ > 0:
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With these notations, using convexity of ℓ(w) and ϕ(v) and the monotonicity of operator F (·), we have for any z:
Combining this inequality with Lemma 1 at the optimal solution (w, v) = (w * , v * ), we can derive
Because the above inequality is valid for any θ, it also holds in the ball B ρ = {θ : θ ≤ ρ}. Combining with the fact that the optimal solution must also be feasible, it follows that
Combining the above two inequalities and taking expectation, we have
where we used the fact Eδ t = 0 in the last step. This completes the proof.
The above theorem allows us to derive regret bounds for a family of algorithms that iteratively modify the proximal functions φ t in attempt to lower the regret bounds. Since the rate of convergence is still dependent on H t and η, next we are going to choose appropriate positive definite matrix H t and the constant η to optimize the rate of convergence. 
Diagonal Matrix Proximal Functions
In this subsection, we restrict H t as a diagonal matrix, for two reasons: (i) the diagonal matrix will provide results easier to understand than that for the general matrix; (ii) for high dimension problem the general matrix may result in prohibitively expensive computational cost, which is not desirable.
Firstly, we notice that the upper bound in the Theorem 1 relies on
If we assume all the g t 's are known in advance, we could minimize this term by setting H t = diag(s), ∀t. We shall use the following proposition.
where g 1:T,i = (g 1,i , . . . , g T,i ) ⊤ and the minimum is attained at s i = c g 1:T,i / d1 j=1 g 1:T,j . We omit proof of this proposition, since it is easy to derive. Since we do not have all the g t 's in advance, we receives the stochastic (sub)gradients g t sequentially instead. As a result, we propose to update the H t incrementally as:
where the last inequality used the Lemma 4 in [3] , which implies this update is a nearly optimal update method for the diagonal matrix case. Finally, the adaptive stochastic ADMM with diagonal matrix update (Ada-SADMM diag ) is summarized into the Algorithm 2.
Algorithm 2 Adaptive Stochastic ADMM with Diagonal Matrix Update (Ada-SADMM diag ).
Initialize: w 1 = 0, u 1 = 0 , θ 1 = 0, and a > 0.
For the convergence rate of the proposed Algorithm 2, we have the following specific theorem. Theorem 2. Let ℓ(w, ξ t ) and ϕ(w) be convex functions for any t > 0. Then for Algorithm 2, we have the following inequality for any T ≥ 1 and ρ > 0
If we further set η = D w,∞ / √ 2 where D w,∞ = max w,w ′ w − w ′ ∞ , then we have
Proof. We have the following inequality
where the last inequality used
Plugging the above inequality and the inequality (4) into the inequality (2), will conclude the first part of the theorem. Then the second part is trivial to be derived.
Remark 3.
For the example of sparse random data, assume that at each round t, feature i appears with probability p i = min {1, ci −α } for some α ≥ 2 and a constant c. Then
In this case, the convergence rate equals O(
).
Full Matrix Proximal Functions
In this subsection, we derive and analyze new updates when we estimate a full matrix H t for the proximal function instead of a diagonal one. Although full matrix computation may not be attractive for high dimension problems, it may be helpful for tasks with low dimension. Furthermore, it will provide us with a more complete insight. Similar with the analysis for the diagonal case, we first introduce the following proposition (Lemma 15 in [3] ).
Proposition 2. For any g 1 , g 2 , . . . , g T ∈ R d1 , we have the following inequality
where,
and the minimizer is attained at
S = cG 1/2 T /tr(G 1/2 T ). If G T
is not of full rank, then we use its pseudo-inverse to replace its inverse in the minimization problem.
Because the (sub)gradients are received sequentially, we propose to update the H t incrementally as
, T . For these H t s, we have the following inequalities
where the last inequality used the Lemma 10 in [3] , which implies this update is a nearly optimal update method for the full matrix case. Finally, the adaptive stochastic ADMM with full matrix update can be summarized into the Algorithm 3.
Algorithm 3 Adaptive Stochastic ADMM with Full Matrix Update (Ada-SADMM f ull ).
Initialize: w 1 = 0, u 1 = 0, θ 1 = 0, G 0 = 0, and a > 0 for t = 1, 2, . . . , T do Compute g t = ℓ ′ (w t , ξ t ) and update
For the convergence rate of the above proposed Algorithm 3, we have the following specific theorem.
Theorem 4. Let l(w, ξ t ) and ϕ(w) are convex functions for any t > 0. Then for Algorithm 3, we have the following inequality for any
Furthermore, if we set η = D w,2 /2, where D w,2 = max w1,w2 w 1 − w 2 , then we have
Proof. We consider the sum of the difference
Plugging the above inequality and the inequality (4) into the inequality (2), will conclude the first part of the theorem. Then the second part is trivial to be derived. 8 
Experiment
In this section, we will evaluate the empirical performance of the proposed adaptive stochastic ADMM algorithms for solving GGSVM tasks, which is formulated as the following problem [15] :
where [z] + = max(0, z) and the matrix F is constructed based on a graph G = {V, E}. For this graph, V = {w 1 , . . . , w d1 } is a set of variables and E = {e 1 , . . . , e |E| }, where e k = {i, j} is assigned with a weight α ij . And the corresponding F is in the form: F ki = α ij and F kj = −α ij . To construct a graph for a given dataset, we adopt the sparse inverse covariance estimation [5] and determine the sparsity pattern of the inverse covariance matrix Σ −1 . Based on the inverse covariance matrix, we connect all index pairs (i, j) with Σ −1 ij = 0 and assign α ij = 1.
Experimental Testbed and Setup
To examine the performance, we test all the algorithms on 6 real-world datasets from web machine learning repositories, which are listed in the Table 1 . "news20" is the "20 Newsgroups" downloaded from 1 , while the other datasets can be downloaded from LIBSVM website 2 . For each dataset, we randomly divide it into two folds: training set with 80% of examples and test set with the rest. To make a fair comparison, all algorithms adopt the same experimental setup. In particular, we set the penalty parameter γ = ν = 1/n, where n is the number of training examples, and the trade-off parameter β = 1. In addition, we set the step size parameter η t = 1/(γt) for SADMM according to the theorem 2 in [15] . Finally, the smooth parameter a is set as 1, and the step size for adaptive stochastic ADMM algorithms are searched from 2 [−5:5] using cross validation. All the experiments were conducted with 5 different random seeds and 2 epochs (2n iterations) for each dataset. All the result were reported by averaging over these 5 runs. We evaluated the learning performance by measuring objective values, i.e., f (u), and test error rates on the test datasets. In addition, we also evaluate computational efficiency of all the algorithms by their running time. All experiments were run in Matlab over a machine of 3.4GHz CPU.
Performance Evaluation
The figure 1 shows the performance of all the algorithms in comparison over trials, from which we can draw several observations. Firstly, the left column shows the objective values of the three algorithms. We can observe that the two adaptive stochastic ADMM algorithms converge much faster than SADMM, which shows the effectiveness of exploration of adaptive (sub)gradient to accelerate stochastic ADMM. Secondly, compared with Ada-SADMM diag , Ada-SADMM f ull achieves slightly smaller objective values on most of the datasets, which indicates full matrix is slightly more informative than the diagonal one. Thirdly, the central column provides test error rates of three algorithms, where we observe that the two adaptive algorithms achieve significantly smaller or comparable test error rates at 0.25-th epoch than SADMM at 2-th epoch.
This observation indicates that we can terminate the two adaptive algorithms earlier to save time and at the same time achieve similar performance compared with SADMM. Finally, the right column shows the running time of three algorithms, which shows that during the learning process, the Ada-SADMM f ull is significantly slower while the Ada-SADMM diag is overall efficient compared with SADMM. In summary, the Ada-SADMM diag algorithm achieves a good trade-off between the efficiency and effectiveness. Table 2 summarizes the performance of all the compared algorithms over the 6 datasets, from which we can make similar observations. This again verifies the effectiveness of the proposed algorithms. 
