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The stability of the functional equation F (x + y) − G(x − y) = 2H(x)K(y) over the
domain of an abelian group G and the range of the complex field is investigated. Several
related results extending a number of previously knownones, such as the ones dealingwith
the sine functional equation, the d’Alembert functional equation and Wilson functional
equation, are derived as direct consequences. Applying the main result to the setting of
Banach algebra, it is shown that if their operators satisfy a functional inequality and are
subject to certain natural requirements, then these operators must be solutions of some
well-known functional equations.
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1. Introduction
In 1940, Ulam, [1], proposed the following problem, which has since been referred to as a stability problem: let f be a
mapping from a group (G1,+) to a metric group (G2,+)with metric d(·, ·) such that
d(f (x+ y), f (x)+ f (y)) ≤ . (1.1)
Do there exist a group homomorphism L : G1 → G2 and a constant δ > 0 such that
d(f (x), L(x)) ≤ δ
for all x ∈ G1? This problem was affirmatively solved one year later in [2] under the assumption that G2 is a Banach space
with norm ‖ · ‖. In 1978, a generalized version of Hyers’ result was proved in [3], where f : G1 → G2 satisfies, instead of
(1.1), the inequality
‖f (x+ y)− f (x)− f (y)‖ ≤ θ(‖x‖p + ‖y‖p) (x, y ∈ G1),
where θ 6= 0 and 0 ≤ p < 1. In 1979, Baker, Lawrence, and Zorzitto [4] showed that if f is a function from a vector space to
R satisfying
|f (x+ y)− f (x)f (y)| ≤ ,
for some fixed  > 0, then either f is bounded or satisfies the exponential Cauchy functional equation
f (x+ y) = f (x)f (y). (1.2)
Such a result is referred to as the superstability of the functional equation (1.2).
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In the present work, the stability question about a generalized trigonometric functional equation is investigated. To be
systematic, we first list all the functional equations that are of interest here using the terminology of Kim, [5].
f
(
x+ y
2
)2
− f
(
x− y
2
)2
= f (x)f (y) (sine functional equation), (S)
f (x+ y)+ f (x− y) = 2f (x)f (y) (d’Alembert functional equation), (A)
f (x+ y)+ f (x− y) = 2f (x)g(y) (Wilson functional equation), (A(fg))
f (x+ y)+ f (x− y) = 2g(x)f (y), (A(gf))
f (x+ y)+ f (x− y) = 2g(x)g(y), (A(gg))
f (x+ y)− f (x− y) = 2f (x)f (y), (T)
f (x+ y)− f (x− y) = 2g(x)f (y), (T(gf))
f (x+ y)− f (x− y) = 2f (x)g(y), (T(fg))
f (x+ y)− f (x− y) = 2g(x)g(y), (T(gg))
f (x+ y)− f (x− y) = 2g(x)h(y), (T(gh))
f (x+ y)− f (x− y) = 2f (y). (Jy)
Let us briefly review some relevant earlier works.
Here and throughout, (G,+) always denotes an abelian group. In certain cases, it may satisfy additional hypothesis of being a
2-divisible group. By an additive (respectively, exponential) function A (respectively, E) we refer to a function A (respectively, E)
satisfying the additive (respectively, exponential) Cauchy functional equation
A(x+ y) = A(x)+ A(y) (respectively, E(x+ y) = E(x)E(y))
for all x, y belonging to the domain of A (respectively, E).
The superstability of the cosine functional equation (A), was investigated in [6], in 1980 with the following result: let
δ > 0. If f : G→ C satisfies
|f (x+ y)+ f (x− y)− 2f (x)f (y)| ≤ δ, (1.3)
then either |f (x)| ≤ (1 + √1+ 2δ)/2 for all x ∈ G or f is a solution of Eq. (A). In 1983, Cholewa, [7], investigated the
superstability of the sine functional equation (S), with the following result: let δ > 0 and let (G,+) be a uniquely 2-divisible
abelian group. If an unbounded function f : G→ C satisfies
|f (x+ y)f (x− y)− f (x)2 + f (y)2| ≤ δ,
then it satisfies (S). The superstability of the generalized sine functional equation was treated in [8], with the following
result: let  > 0. If the functions f , g, h : G→ C satisfy∣∣∣∣∣g(x)h(y)− f
(
x+ y
2
)2
+ f
(
x− y
2
)2∣∣∣∣∣ ≤ ,
then either g is bounded or h satisfies (S); moreover, if g satisfies g(0) = 0 or if f satisfies f (x)2 = f (−x)2, then either h is
bounded or g satisfies (S). Later in 2007, Kim, [9], investigated the superstability related to the d’Alembert and the Wilson
functional equations, with the following results: let ϕ : G→ R.
I. If f , g : G→ C satisfy
|f (x+ y)− f (x− y)− 2g(x)f (y)| ≤ ϕ(x),
then either f is bounded or g satisfies (A).
II. If f , g : G→ C satisfy
|f (x+ y)− f (x− y)− 2g(x)f (y)| ≤ ϕ(y),
and if g is unbounded, then g satisfies (A), or f and g satisfy (T(gf)), or f and g satisfy (A(fg)).
In the same work, Kim also considered the superstability of the functional equation (T(fg)) with the following results: let
ϕ : G→ R.
I. Suppose f , g : G→ C satisfy
|f (x+ y)− f (x− y)− 2f (x)g(y)| ≤ ϕ(y). (1.4)
If f is unbounded, then
(i) g satisfies (S) when G is a uniquely 2-divisible group;
(ii) f satisfies (A) and f , g are solutions of g(x+ y)− g(x− y) = 2f (x)g(y).
1450 J. Tongsomporn et al. / Journal of Computational and Applied Mathematics 234 (2010) 1448–1457
II. Suppose f , g : G→ C satisfy
|f (x+ y)− f (x− y)− 2f (x)g(y)| ≤ ϕ(x). (1.5)
If g is unbounded, then
(i) f , g are solutions of (T(fg));
(ii) when G is a uniquely 2-divisible group and either f (0) = 0 or f (x) = f (−x), we have f satisfies (S);
(iii) g satisfies (A) or (T), and f , g are solutions of (A(fg)).
Recently, Kim, [5], investigated the superstability of the pexiderized trigonometric functional equation (T(gh)) and proved
the results: let ϕ : G→ R.
I. Suppose that f , g, h : G→ C satisfy
|f (x+ y)− f (x− y)− 2g(x)h(y)| ≤ ϕ(y). (1.6)
If g is unbounded, then
(i) h satisfies (S);
(ii) g satisfies (A) and g, h are solutions of (T(gh)).
II. Suppose f , g, h : G→ C satisfy
|f (x+ y)− f (x− y)− 2g(x)h(y)| ≤ ϕ(x). (1.7)
If h is unbounded, then
(i) g satisfies (S) when g(0) = 0 or f (x) = f (−x);
(ii) h satisfies (A) or (T) and g, h are solutions of (A(fg)).
Our objective here is to establish the stability of the equation
F (x+ y)− G(x− y) = 2H(x)K(y),
which encompass all the functional equations elaborated in the above list. After proving the theorem in the next section,
several consequences are elaborated and applications to operators in Banach algebra are derived in the last section.
We fix the following terminology throughout the rest of the paper:
• F ,G,H,K nonzero functions from G to C;
• ϕ : G→ R+, the set of positive real numbers.
The following theorem is our main result.
Theorem 1.1. Suppose F ,G,H,K satisfy
|F (x+ y)− G(x− y)− 2H(x)K(y)| ≤ ϕ(x). (1.8)
Then either
(i) K is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`K (y) := lim
n→∞
K(yn + y)+K(yn − y)
K(yn)
exists for each y ∈ G, andH satisfies
H(x+ y)+H(x− y) = H(x)`K (y) (x, y ∈ G).
Assume (ii) holds.
(a) If K satisfies Eq. (A), thenH,K are solutions of Eq. (A(fg)) and are given by
K(x) = E(x)+ E
∗(x)
2
, H(x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
(b) If H(0) = 0 and G is a 2-divisible group, thenH satisfies (S) and is of the form
H(x) = A(x) or H(x) = c(E(x)− E∗(x)),
where A : G→ C is an additive function, c, E and E∗(x) are as in (a).
Before proceeding to the proof, let us make the following important remarks.
• The result of Theorem 1.1 involves only information about the functionsH andK , but is independent of the functions
F and G. The possibility (i) where the function H (orK) is constant has been previously treated in [10], in 2000, and
this explains why our main result deals mostly with possibility (ii).
• Theorem 1.1 continues to hold when ϕ(x) = , a positive constant, which includes a number of earlier known results.
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2. Proof of Theorem 1.1
Assume thatK is unbounded. Then there is a sequence {yn} in G such that
0 6= |K(yn)| → ∞ (n→∞).
Substituting yn for y in (1.8) we have∣∣∣∣F (x+ yn)− G(x− yn)2K(yn) −H(x)
∣∣∣∣ ≤ ϕ(x)2|K(yn)| → 0 (n→∞),
i.e.,
lim
n→∞
F (x+ yn)− G(x− yn)
2K(yn)
= H(x). (2.1)
Replacing y by yn + y and yn − y in Eq. (1.8), we respectively get
|F (x+ (yn + y))− G(x− (yn + y))− 2H(x)K(yn + y)| ≤ ϕ(x), (2.2)
and
|F (x+ (yn − y))− G(x− (yn − y))− 2H(x)K(yn − y)| ≤ ϕ(x). (2.3)
Using (2.2), (2.3) and the triangle inequality, we have
2ϕ(x) ≥ |F (x+ (yn + y))− G(x− (yn + y))− 2H(x)K(yn + y)|
+ |F (x+ (yn − y))− G(x− (yn − y))− 2H(x)K(yn − y)|
≥ |F (x+ (yn + y))− G(x− (yn + y))− 2H(x)K(yn + y)
+F (x+ (yn − y))− G(x− (yn − y))− 2H(x)K(yn − y)|. (2.4)
Thus, ∣∣∣∣F (x+ (yn + y))− G(x− (yn − y))2K(yn) + F (x+ (yn − y))− G(x− (yn + y))2K(yn) − 2H(x)K(yn + y)+K(yn − y)2K(yn)
∣∣∣∣
≤ 2ϕ(x)
2|K(yn)| → 0 (n→∞).
Combining with (2.1), we get
H(x+ y)+H(x− y) = H(x) lim
n→∞
K(yn + y)+K(yn − y)
K(yn)
, (2.5)
which proves (ii).
Assume now that (ii) holds.
(a) IfK satisfies Eq. (A), then
lim
n→∞
K(yn + y)+K(yn − y)
K(yn)
= 2K(y).
This relation together with (2.5) show thatH,K satisfy
H(x+ y)+H(x− y) = 2H(x)K(y),
which is (A(fg)). The given explicit solutions are taken from [11] and [12, p. 148] (see also [13,14]).
(b) From its definition, we see that `K satisfies
H(x+ y)+H(x− y) = H(x)`K (y). (2.6)
SinceH(0) = 0, we haveH(y)+H(−y) = 0, i.e.,H is an odd function. Observe also that
H(x+ y)2 −H(x− y)2 = {H(x+ y)+H(x− y)} {H(x+ y)−H(x− y)}
= H(x) {`K (y)H(x+ y)− `K (y)H(x− y)} = H(x) {H(x+ 2y)−H(x− 2y)}
= H(x) {H(2y+ x)+H(2y− x)} = H(x)H(2y)`K (x).
Replacing y by x in (2.6), we have
H(2x) = H(x)`K (x),
and so the last relations become
H(x+ y)2 −H(x− y)2 = H(2x)H(2y), (2.7)
i.e.,H satisfies Eq. (S) when G is 2-divisible. Appealing to the solutions of (S) in [12, p. 153] (see also [13,14]), explicit shapes
ofH are as stated in the statement of the theorem. This completes the proof of Theorem 1.1. 
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Remark 2.1. For later usage, let us mention that in the step of the proof after Eq. (2.1), if we substitute y by y+yn and y−yn
in the Eq. (1.8) and proceed as before, we end up with
lim
n→∞
{
F ((x+ y)+ yn)− F ((x+ y)− yn)
2K(yn)
+ G((x− y)+ yn)− G((x− y)− yn)
2K(yn)
− 2H(x)K(y+ yn)−K(y− yn)
2K(yn)
}
= 0.
3. Corollaries
In this section, we apply ourmain result to derive almost all of the above-mentioned previous results. Since the functions
F and G do not appear in the conclusion of Theorem 1.1, interchanging x with y and re-defining the functions F and G
accordingly, we have:
Corollary 3.1. If F ,G,H,K satisfy
|F (x+ y)− G(x− y)− 2H(x)K(y)| ≤ ϕ(y), (3.1)
then
(i) H is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`H(y) := lim
n→∞
H(yn + y)+H(yn − y)
H(yn)
exists for each y ∈ G, andK satisfies
K(x+ y)+K(x− y) = K(x)`H(y) (x, y ∈ G).
Assume (ii) holds.
(a) If H satisfies Eq. (A), thenH,K are solutions of Eq. (A(fg)) and are given by
H(x) = E(x)+ E
∗(x)
2
, K(x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
(b) If K(0) = 0, and G is a 2-divisible group, thenK satisfies Eq. (S) and is given by
K(x) = A(x) or K(x) = c(E(x)− E∗(x)),
where A : G→ C is an additive function, c, E and E∗(x) are as in (a).
Our next corollary is an extension of Kim’s result, [5], corresponding to (1.7).
Corollary 3.2. If f ,G,H satisfy
|f (x+ y)− f (x− y)− 2g(x)h(y)| ≤ ϕ(x), (3.2)
then
(i) h is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`h(y) := lim
n→∞
h(yn + y)+ h(yn − y)
h(yn)
exists for each y ∈ G, and g satisfies
g(x+ y)+ g(x− y) = g(x)`h(y) (x, y ∈ G).
Assume (ii) holds.
(a) If h satisfies Eq. (A) or (T), then g, h are solutions of Eq. (A(fg)) and are given by
h(x) = E(x)+ E
∗(x)
2
, g(x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
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(b) If g(0) = 0 or f (x) = f (−x) and G is a 2-divisible group, then g satisfies Eq. (S) and is given by
g(x) = A(x) or g(x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
Proof. All the results, except two places, follow from Theorem 1.1 by taking
G(x) = F (x) = f (x), H(x) = g(x), K(y) = h(y).
The first of the twonewassertions is in (a)where h is supposed to satisfy (T). Applying Remark 2.1,we get g(x+y)+g(x−y) =
2g(x)h(y), so that g, h are solutions of Eq. (A(fg)). The second of the two new assertions is in (b) where we assume
f (x) = f (−x). To get the desired result, it suffices to show that g(0) = 0. This is achieved by first putting x = 0 in (3.2) to
get
|2g(0)h(y)| = |f (y)− f (−y)− 2g(0)h(y)| ≤ ϕ(x).
Then replacing y by yn, dividing by |2h(yn)| and letting n→∞. 
Taking
G(x) = F (x) = f (x), H(x) = g(x), K(y) = h(y),
Corollary 3.1 yields the following result, which is an extension of Kim’s result, [5], corresponding to (1.6).
Corollary 3.3. If f , g, h satisfy
|f (x+ y)− f (x− y)− 2g(x)h(y)| ≤ ϕ(y), (3.3)
then
(i) g is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`g(y) := lim
n→∞
g(yn + y)+ g(yn − y)
g(yn)
exists for each y ∈ G, and h satisfies
h(x+ y)+ h(x− y) = h(x)`g(y).
Assume (ii) holds.
(a) If g satisfies Eq. (A), then h, g are solutions of Eq. (A(fg)) given by
g(x) = E(x)+ E
∗(x)
2
, h(x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
(b) If h(0) = 0 and G is a 2-divisible group, then h satisfies Eq. (S) and is given by
h(x) = A(x) or h(x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
The next corollary is an extension of Kim’s result, [9], corresponding to (1.5).
Corollary 3.4. If f , g satisfy
|f (x+ y)− f (x− y)− 2f (x)g(y)| ≤ ϕ(x), (3.4)
then
(i) g is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`g(y) := lim
n→∞
g(yn + y)+ g(yn − y)
g(yn)
exists for each y ∈ G, and f satisfies
f (x+ y)+ f (x− y) = f (x)`g(y).
Assume (ii) holds.
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(a) If g satisfies Eq. (A) or (T), then f , g are solutions of Eq. (A(fg)) given by
g(x) = E(x)+ E
∗(x)
2
, f (x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
(b) If f (0) = 0 or f (x) = f (−x) and G is a 2-divisible group, then f satisfies Eq. (S) and is given by
f (x) = A(x) or f (x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
(iii) f , g are solutions of Eq. (T(fg)).
Proof. All the results for Parts (i) and (ii), except one place, follow from Theorem 1.1 by taking
G(x) = F (x) = f (x), H(x) = f (x), K(y) = g(y).
The only new assertion is in (a) where g is assumed to satisfy (T), which is dealt with by making use of Remark 2.1 as in the
proof of Corollary 3.2.
There remains to prove Part (iii). Taking
−G(x) = F (x) = f (x), H(x) = f (x), K(y) = g(y),
in Theorem 1.1 and using Remark 2.1, we deduce that f (x+ y)− f (x− y) = 2g(y)f (x), i.e., f , g are solutions of Eq. (T(fg))
as desired. 
Taking F (x) = G(x) = H(x) = f (x),K(y) = g(y), Corollary 3.1 yields an extension of Kim’s result, [9], corresponding
to (1.4).
Corollary 3.5. Let f , g satisfy
|f (x+ y)− f (x− y)− 2f (x)g(y)| ≤ ϕ(y), (3.5)
then
(i) f is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`f (y) := lim
n→∞
f (yn + y)+ f (yn − y)
f (yn)
exists for each y ∈ G, and g satisfies
g(x+ y)+ g(x− y) = g(x)`f (y).
Assume (ii) holds.
(a) If f satisfies Eq. (A), then f , g are solutions of Eq. (A(fg)) given by
f (x) = E(x)+ E
∗(x)
2
, g(x) = k(E(x)+ E
∗(x))
2
+ c(E(x)− E∗(x)),
where k, c ∈ C, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x);
(b) If G is a 2-divisible group, then g satisfies Eq. (S) and is given by
g(x) = A(x) or g(x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
Regarding Baker’s result, [6], corresponding to (1.3), we have:
Corollary 3.6. A. If f satisfies
|f (x+ y)− f (x− y)− 2f (x)f (y)| ≤ ϕ(x), (3.6)
then
(i) f is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`f (y) := lim
n→∞
f (yn + y)+ f (yn − y)
f (yn)
exists for each y ∈ G, and f satisfies
f (x+ y)− f (x− y) = f (x)`f (y).
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Assume (ii) holds. If f (0) = 0 and G is a 2-divisible group, then f satisfies Eq. (S) given by
f (x) = A(x) or f (x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
B. Let  > 0. If f satisfies
|f (x+ y)+ f (x− y)− 2f (x)f (y)| ≤ . (3.7)
Then either f is bounded or f satisfies Eq. (A) and is given by
f (x) = E(x)+ E
∗(x)
2
,
where E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
Proof. For the part A, putF = G = H = K = f in Theorem 1.1. For the part B, putF (x) = H(x) = K(x) = f (x) = −G(x)
and ϕ(x) =  in Theorem 1.1. 
Taking F (x) = G(x) = H(x) = K(x) = f (x), Corollary 3.1 yields another extension of Baker’s result, [6], corresponding
to (1.3), which is
Corollary 3.7. If f satisfies
|f (x+ y)− f (x− y)− 2f (x)f (y)| ≤ ϕ(y), (3.8)
then
(i) f is bounded, or
(ii) there is a sequence {yn} ⊂ G such that
`f (y) := lim
n→∞
f (yn + y)+ f (yn − y)
f (yn)
exists for each y ∈ G, and F satisfies
f (x+ y)+ f (x− y) = f (x)`f (y).
Assume (ii) holds. If G is a 2-divisible group, then f satisfies Eq. (S) and is given by
f (x) = A(x) or f (x) = c(E(x)− E∗(x)),
where c ∈ C, A : G→ C is an additive function, E : G→ C∗ is a homomorphism and E∗(x) = 1/E(x).
4. Application to Banach algebra
Applying ourmain theorem and its corollaries to semisimple commutative Banach algebra, [15], interesting results about
operators can be obtained. We illustrate here just one instance.
Theorem 4.1. Let (X, ‖.‖) be a semisimple commutative Banach algebra.
A. Assume that F ,G,H,K : G→ X and ϕ : G→ R+ satisfy
‖F (x+ y)− G(x− y)− 2H(x)K(y)‖ ≤ ϕ(x). (4.1)
Let x∗ ∈ X∗ : X → C be an arbitrary linear multiplicative functional. Suppose that the x∗ ◦K is not bounded.
(i) If x∗ ◦K satisfies Eq. (A), thenH andK are solutions of Eq. (A(fg)).
(ii) If x∗ ◦H(0) = 0 and G is a 2-divisible group, thenH satisfies Eq. (S).
B. Assume that F ,G,H,K : G→ X and ϕ : G→ R+ satisfy
‖F (x+ y)− G(x− y)− 2H(x)K(y)‖ ≤ ϕ(y). (4.2)
Let x∗ ∈ X∗ : X → C be an arbitrary linear multiplicative functional. Suppose that the x∗ ◦H is not bounded.
(i) If x∗ ◦H satisfies Eq. (A), thenH andK are solutions of Eq. (A(fg)).
(ii) If x∗ ◦K(0) = 0 and G is a 2-divisible group, thenK satisfies Eq. (S).
Proof. We give only the proof of Part A, as that of Part B is similar.
For case (i) of Part A, fix an arbitrary linear multiplicative functional x∗ ∈ X∗. Since ‖x∗‖ = 1, we claim that
|(x∗ ◦ F )(x+ y)− (x∗ ◦ G)(x− y)− 2(x∗ ◦H)(x)(x∗ ◦K)(y)| ≤ ϕ(x).
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This follows easily from
ϕ(x) ≥ ‖F (x+ y)− G(x− y)− 2H(x)K(y)‖
= sup
‖x∗‖=1
|x∗(F (x+ y)− G(x− y)− 2H(x)K(y))|
≥ |x∗(F (x+ y)− G(x− y)− 2H(x)K(y))|
= |(x∗ ◦ F )(x+ y)− (x∗ ◦ G)(x− y)− 2(x∗ ◦H)(x)(x∗ ◦K)(y)|.
Supposing x∗ ◦K is unbounded, Theorem 1.1 shows that if x∗ ◦K satisfies Eq. (A), then x∗ ◦H and x∗ ◦K are solutions of
0 = (x∗ ◦H)(x+ y)+ (x∗ ◦H)(x− y)− 2(x∗ ◦H)(x)(x∗ ◦K)(y)
= x∗(H(x+ y)+H(x− y)− 2H(x)K(y)),
i.e.,H(x+ y)+H(x− y)− 2H(x)K(y) ∈ Ker(x∗). Since X is semisimple, we have
H(x+ y)+H(x− y)− 2H(x)K(y) ∈
⋂
x∗∈X∗
Ker(x∗) = {0} ,
i.e., H(x + y) + H(x − y) − 2H(x)K(y) = 0. Since x∗ ◦ K satisfies Eq. (A) and X is semisimple, K also satisfies
Eq. (A).
For case (ii) of Part A, Theorem 1.1 shows that if x∗ ◦ H(0) = 0 and G is a 2-divisible group, then x∗ ◦ H satisfies
Eq. (S), i.e.,
0 = (x∗ ◦H)
(
x+ y
2
)2
− (x∗ ◦H)
(
x− y
2
)2
− (x∗ ◦H)(x)(x∗ ◦H)(y).
Since x∗ is a linear multiplicative functional, we get
x∗
(
H
(
x+ y
2
)2
−H
(
x− y
2
)2
−H(x)H(y)
)
= 0,
i.e.,H
( x+y
2
)2 −H ( x−y2 )2 −H(x)H(y) ∈ Ker(x∗). Since X is semisimple, we have
H
(
x+ y
2
)2
−H
(
x− y
2
)2
−H(x)H(y) ∈
⋂
x∗∈X∗
Ker(x∗) = {0} ,
i.e.,H
( x+y
2
)2 −H ( x−y2 )2 −H(x)H(y) = 0, showing thatH satisfies (S). 
5. Conclusion
If the functions F ,G,H,K , sending an abelian group G into the complex field, satisfy |F (x + y) − G(x − y) −
2H(x)K(y)| ≤ ϕ(x), then our main result shows that either K is bounded, or there is a sequence {yn} ⊂ G such that
`K (y) := limn→∞ K(yn+y)+K(yn−y)K(yn) exists, andH satisfiesH(x+y)+H(x−y) = H(x)`K (y).When the latter possibility holds,
if K satisfies the d’Alembert functional equation, then K and H are linear combinations of some exponential functions,
while if H(0) = 0 and G is a 2-divisible group, then H is additive or is a linear combination of exponential functions.
Specializing the functions involved, seven related results extending a number of previously known stability results, such as
the ones dealing with the sine functional equation, the d’Alembert functional equation andWilson functional equation, are
derived as direct consequences. Another application is given in the setting of a Banach algebra. It is shown as one particular
illustration that if their operators satisfy a functional inequality and are subject to certain natural requirements, then these
operators must be solutions of some well-known functional equations.
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