Abstract: Kernel density estimation for multivariate data is an important technique that has a wide range of applications. However, it has received significantly less attention than its univariate counterpart. The lower level of interest in multivariate kernel density estimation is mainly due to the increased difficulty in deriving an optimal data-driven bandwidth as the dimension of the data increases. We provide Markov chain Monte Carlo (MCMC) algorithms for estimating optimal bandwidth matrices for multivariate kernel density estimation. Our approach is based on treating the elements of the bandwidth matrix as parameters whose posterior density can be obtained through the likelihood cross-validation criterion. Numerical studies for bivariate data show that the MCMC algorithm generally performs better than the plug-in algorithm under the Kullback-Leibler information criterion, and is as good as the plug-in algorithm under the mean integrated squared error (MISE) criterion. Numerical studies for five dimensional data show that our algorithm is superior to the normal reference rule. Our MCMC algorithm is the first datadriven bandwidth selector for multivariate kernel density estimation that is applicable to data of any dimension.
Introduction
Multivariate kernel density estimation is an important technique in multivariate data analysis and has a wide range of applications (see, for example, Scott, 1992; Aït-Sahalia, 1996; Donald, 1997; Stanton, 1997; Aït-Sahalia and Lo, 1998; de Valpine, 2004) . However, its widespread usefulness has been limited by the difficulty in computing an optimal datadriven bandwidth. We remedy this deficiency in this paper.
Let X = (X 1 , X 2 , . . . , X d ) denote a d-dimensional random vector with density f (x) defined on R d , and let {x 1 , x 2 , . . . , x n } be an independent random sample drawn from f (x). The general form of the kernel estimator of f (x) is (Wand and Jones, 1995) :
where K H (x) = |H| The bandwidth matrix can be restricted to a class of positive definite diagonal matrices, and then the corresponding kernel function is known as a product kernel. However, there is much to be gained by choosing a full bandwidth matrix, where the corresponding kernel smoothing is equivalent to pre-rotating the data by an optimal amount and then using a diagonal bandwidth matrix (Wand and Jones, 1993) . It has been widely recognized that the performance of a kernel density estimator is primarily determined by the choice of bandwidth, and only in a minor way by the choice of kernel function (see, for example, Izenman, 1991; Scott, 1992; Simonoff, 1996) .
A large body of literature exists on bandwidth selection for univariate kernel density estimation (see, for example, Marron 1987; Jones, Marron and Sheather 1996 for surveys).
However, the literature on bandwidth selection for multivariate data is very limited. To choose an optimal bandwidth matrix, a criterion must be used; one such criterion is the integrated squared error (ISE) given by
where f (x) denotes the target density. The least-squares cross-validation method aims to derive a bandwidth that minimizes ISE (see, for example, Härdle, 1991; Sain, Baggerly and Scott, 1994) . However, the difficulty in deriving a numerical optimal bandwidth grows as the dimension of data increases. Another criterion for choosing an optimal bandwidth is the mean integrated squared error (MISE) expressed as
It is well known that the optimal bandwidth that minimizes MISE does not have a closed form. In order to make progress under this criterion, it is usual to employ an asymptotic approximation. When data are observed from the multivariate normal density and the diagonal bandwidth matrix, denoted by H = diagonal(h 1 , h 2 , · · · , h d ), is employed, the optimal bandwidth that minimizes MISE can be approximated by (Scott, 1992; Bowman and Azzalini, 1997) 
, for i = 1, 2, . . . , d, where σ i is the standard deviation of the ith variate and can be replaced by its sample estimator in practical implementations. We call this the "normal reference rule". This method is often used in practice, in the absence of any other practical bandwidth selection schemes, despite the fact that most interesting data are non-Gaussian, and that a full bandwidth matrix is preferable.
for bivariate densities and employed biased cross-validation to estimate the optimal bandwidth. However, their method cannot be directly extended to the general multivariate setting. Wand and Jones (1995) showed that under certain smoothness assumptions on the target density, the AMISE is expressed as
where 'vech' is the vector half operator, and Ψ 4 is a matrix whose elements are functionals of the unknown target density f (x). An estimate of the optimal bandwidth can be derived using the plug-in method, which aims to minimize AMISE(H) by plugging an estimate of Ψ 4 in the above equation. For bivariate data, Wand and Jones (1994) presented a plug-in algorithm, which requires auxiliary smoothing parameters. The technology for choosing these auxiliary smoothing parameters is not well developed. Duong and Hazelton (2003) argued that the full bandwidth matrix selectors suggested by Wand and Jones (1994) fail to produce plug-in bandwidths for some data sets. In response to this problem, Duong and Hazelton (2003) presented an alternative plug-in algorithm, which has the advantage that it always produces a finite bandwidth matrix and requires computation of fewer pilot bandwidths. However, these plug-in algorithms cannot be directly extended to the general multivariate setting.
The maximum likelihood cross-validation criterion (discussed in Section 2) leads to an optimal bandwidth that minimizes the Kullback-Leibler information. The likelihood cross-validation bandwidth selector requires a numerical optimization procedure, which becomes increasingly difficult to implement as the dimension of data increases (see, for example, Härdle, 1991) . However, from a Bayesian perspective, we can treat nonzero components of H as parameters, whose posterior density can be obtained through the likelihood cross-validation criterion. A posterior estimate of H can be derived through the MCMC technique. One important advantage of the MCMC technique for estimating optimal bandwidths is that it is applicable to data of any dimension, not only to bivariate data. Moreover, the sampling algorithm involves no increased difficulty as the dimension of the data increases.
To our knowledge, the only previous paper employing a Bayesian approach to bandwidth selection for kernel density estimation is Brewer (2000) . He derived adaptive bandwidths for univariate kernel density estimation, treating the bandwidths as parameters and estimating them via MCMC simulations. Brewer (2000) showed that the proposed Bayesian approach is superior to methods of Abramson (1982) and Sain and Scott (1996) . Schuster and Gregory (1981) demonstrated that in some circumstances, likelihood cross-validation produces inconsistent estimates for univariate kernel density estimation.
However, Brewer (2000) argued that the MCMC approach to adaptive bandwidth selection may avoid the inconsistency problem by choosing an appropriate prior and using a kernel with infinite support. The same argument applies to the case considered here.
In this paper, we present MCMC algorithms for estimating the optimal bandwidth matrix for multivariate kernel density estimation through the likelihood cross-validation criterion, and sampling algorithms are developed for both diagonal and full bandwidth matrices. The rest of this paper is organized as follows. Section 2 briefly discusses the likelihood cross-validation criterion and presents MCMC algorithms for both diagonal and full bandwidth matrices. In Section 3, we examine the performance of MCMC algorithms with data generated from known bivariate densities. We find that the MCMC algorithm generally performs better than either the plug-in algorithm or the normal reference rule in the bivariate setting. Section 4 applies the MCMC bandwidth selectors to data generated from known multivariate densities, and we find that the MCMC algorithm performs much better than the normal reference rule (there are no other bandwidth selection methods available in this case). Section 5 illustrates the use of the MCMC algorithm for bandwidth selection with an application to some earthquake data and to estimation of financial data based on Monte Carlo kernel likelihood. We provide conclusions in Section 6.
2 MCMC for optimal bandwidth selection
Likelihood cross-validation
Kullback-Leibler information is a measure of distance between two densities. Our interest is in choosing the approximate densityf H (x) to minimize its distance from the target density f (x). In this case, Kullback-Leibler information is defined as
which is nonnegative. We want to find an optimal bandwidth that minimizes
or, equivalently, maximizes
which can be approximated bŷ
If we directly maximize (2) with respect to H, the resulting bandwidth is a matrix of zeros. A way out of this dilemma is to estimate f H (x i ) based on the subset {x j : j = i}, and to approximate E log[f H (x)] by (Härdle, 1991 )
wheref H,i is the leave-one-out estimator
The likelihood cross-validation criterion is to select H by maximizing n −1
L(· | H).
Solving this maximization problem requires a numerical procedure, which becomes increasingly difficult to implement as the dimension increases. However, when nonzero components of H are treated as parameters, the logarithmic likelihood of {x 1 , x 2 , · · · , x n } is provided by (3), and the posterior density of the parameters is proportional to the product of the joint prior density of nonzero components of H and the likelihood. As the MCMC technique is very powerful in sampling a high dimensional vector of parameters, it can be employed to obtain a posterior estimate for the bandwidth matrix.
It is worth noting that rather than the MISE criterion and Kullback-Leibler information criterion for optimal bandwidth selection, one can use the criterion of maximizing accuracy of the mode location. However, under this criterion, it is impossible to obtain the likelihood of {x 1 , x 2 , · · · , x n } given nonzero bandwidths as parameters. In contrast, Kullback-Leibler information provides the possibility of deriving the likelihood, which we use to construct the posterior density.
Sampling a diagonal bandwidth matrix
When H is diagonal, the kernel density estimator of f (x) iŝ 
We treat the bandwidth h as a vector of parameters, given which, the
We assume that the prior density of each component of h is (up to a normalizing constant)
, where λ is a hyperparameter controlling the shape of the prior density.
According to Bayes theorem, the posterior of h is (up to a normalizing constant)
from which we can sample h using the Metropolis-Hastings algorithm. The ergodic average or the posterior mean of h acts as an estimator of optimal bandwidth.
The likelihood appearing in the posterior density given by (4) is flat when components of h are large. If we use uniform priors for the components of h and employ the randomwalk Metropolis-Hastings algorithm to sample h, the update of h has a negligible effect when components of h are already very large. In order to make the sampling algorithm work appropriately, sufficient prior information on components of h is required to put a low prior probability on the "problematic" region in the parameter space, where the likelihood function is flat. In this sense, the effect of the prior given by (5) seems to be a penalty on the likelihood.
In a different context, Bauwens and Lubrano (1998) used a similar prior for the degreesof-freedom parameter of the t-distribution. They proved that with a diffuse prior on the degrees-of-freedom parameter on (0, ∞), the resulting posterior density is not integrable, and a prior of the form of (5) provides integrability. In our case, we can show that a diffuse prior on each component of h results in a posterior that is integrable on (0, ∞).
Hence the purpose of the prior given by (5) is not to provide integrability but to make the sampling algorithm work appropriately.
As well as the leave-one-out method, there are some other cross-validation methods, such as the fixed-fraction version cross-validation discussed by van der Laan, Dudoit and Keles (2004) . They showed that the fixed-fraction cross-validation method has good asymptotic properties for model selection. The fixed-fraction cross-validation is generally appropriate for the proposed Bayesian framework for choosing an optimal bandwidth.
Sampling a full bandwidth matrix
As the bandwidth matrix is symmetric positive definite, we can obtain its Cholesky de-
which is also lower triangular. Then the kernel estimator of f (x) iŝ
and the leave-one-out estimator of f (x) iŝ
We treat non-zero elements of the bandwidth matrix as parameters, whose posterior density can be obtained based on the likelihood function given in (3). We assume that the prior density of each non-zero component of B is (up to a normalizing constant)
for j ≤ i and i = 1, 2, . . . , d. Using Bayes theorem, we can obtain the posterior density of B (up to a normalizing constant)
from which we sample all elements of B using the Metropolis-Hastings algorithm. The ergodic average or the posterior mean of B acts as an estimator of optimal bandwidth.
Transformation of data
The plug-in algorithm for bandwidth selection developed by Duong and Hazelton (2003) uses a simple form for the pilot bandwidths, which is inappropriate when the dispersion of the data differs markedly between the two variates. Hence Duong and Hazelton (2003) suggested that the data be pre-scaled before the plug-in algorithm is implemented.
Given a set of bivariate data denoted by {x 1 , x 2 , . . . , x n }, let S denote the sample variance-covariance matrix with diagonal components s 2 1 and s 2 2 . Duong and Hazelton (2003) defined the sphering and scaling transformations, respectively, by
x i , and
for i = 1, 2, . . . , n, where
2 ). When the optimal bandwidth matrix, denoted byĤ * , for the transformed data is obtained, the optimal bandwidth matrix for the original data can be calculated through the reverse transformation,Ĥ = S
To sample a bandwidth matrix, we shall use the random-walk Metropolis-Hastings algorithm, in which scaling (and possibly sphering) is of prime importance because the algorithm has to mix different scales of different variates (and to incorporate correlations between variates). This kind of scaling (and sphering) is incorporated in the proposal density and is different from the scaling and sphering pre-transformations of the data defined in (9). If we make a scaling or sphering pre-transformation of the data, for which we derive an estimate of the optimal bandwidth, then we have to make a reverse transformation to derive an estimated bandwidth for the original data. However, the sampling algorithm can directly produce an estimated bandwidth for the original data, even though a certain kind of scaling and sphering might be involved.
If we choose a sphering transformation of data and use the diagonal bandwidth matrix, the resulting bandwidth estimator for the original data is a full matrix. When the variates are correlated and the diagonal bandwidth matrix is used, the bandwidth matrix estimator obtained through the sphering transformation of the original data might produce a better performance than that obtained directly from the original data, because the sphering transformation is equivalent to pre-rotating the data (see, for example, Wand and Jones 1993) .
Numerical studies with bivariate densities
This section examines the performance of the proposed MCMC methods for bandwidth selection via several sets of bivariate data, generated from known densities. As the true density is known in each case, the performance of the bandwidth can be measured by the accuracy of the corresponding kernel density estimator via Kullback-Leibler information.
Kullback-Leibler information defined in (1) is the mean of log(f (x)/f H (x)) under density f (x), and so it measures the discrepancy of the estimated density from the true density. If a large number of random vectors, denoted by {x 1 , x 2 , . . . , x N }, can be drawn from f (x), Kullback-Leibler information can be estimated bŷ
True densities
We consider four target densities labelled A, B, C and D, respectively. Contour plots of these densities are shown in Figure 1 . Density A is a mixture of two bivariate normal densities, with high correlation and bimodality:
where φ(x | µ, Σ) denotes a multivariate normal density with mean µ and variancecovariance matrix Σ, and
Density B is a bivariate skew-normal density with high correlation:
where Φ(·) is the cumulative density function of a standard bivariate normal distribution, and w is a diagonal matrix with diagonal elements the same as those of Σ. This distribution has been studied by Azzalini and Dalla Valle (1996) , Capitanio (1999, 2003) , Jones (2001) and Jones and Faddy (2003) among others. Here α is a shape parameter capturing the skewness. When α = 0, this density becomes the usual normal density. For the purpose of generating a set of data, we use the following parameters,
Density C is a mixture of two bivariate Student t densities:
where
has location parameter µ, dispersion matrix Σ and degrees of freedom ν, and with parameters set to
and ν = 5. Density C exhibits heavy tail behaviour, high correlation and bimodality.
Density D is a mixture of two bivariate Student t densities, but has thicker tails than density D:
where ν = 3,
, and Σ 2 = 1 0.5 0.5 1 .
Bandwidth matrix selectors
From each of the proposed bivariate densities, we generate data sets of size n = 200, 500 and 1000, respectively. For each data set, we calculate the bivariate kernel density estimator using the standard bivariate Gaussian kernel function and bandwidth matrix selected through each of the following selectors. The plug-in bandwidth selector refers to the algorithm developed by Duong and Hazelton (2003) . We have not included the plug-in algorithms of Wand and Jones (1993) , because their algorithm for full bandwidth matrix selection sometimes fails to produce finite bandwidths for some data sets. When their algorithm works, its performance is similar to the plug-in algorithm developed by Duong and Hazelton (2003) . See Duong and Hazelton (2003) for further discussion of these two plug-in algorithms.
MCMC outputs and sensitivity analysis
The hyperparameter of prior densities defined in (7) is initially set to λ = 1 which represents a very flat prior. Given a data set generated from a bivariate density, we sample the diagonal and full bandwidth matrices from their corresponding posterior densities defined in (8) using the random-walk Metropolis-Hastings algorithm, in which the proposal density is the multivariate standard normal density. In order to prevent a false impression of convergence, the tuning parameter was chosen so that the acceptance rate was between 0.2 and 0.3.
The burn-in period is set at 5,000 iterations, and the number of total recorded iterations is 25,000. The initial value of B is set to the identity matrix. After we obtain the sampled path of B for each data set, we calculate the ergodic average (or posterior mean) and the batch-mean standard error (see, for example, Roberts 1996) , where the number of batches is 50 and there are 500 draws in each batch. The ergodic average acts as an estimator of optimal bandwidth.
We ran our sampling algorithms on a parallel unix system, whose processor is a 64-bit EV6.8AL with 834 MHz and 2G RAM. The required CPU time is around 2 minutes for a sample size of 200, 15 minutes for a sample size of 500, and 55 minutes for a sample size of 1000. There is no obvious difference in computing time between the full bandwidth matrix sampler and the diagonal bandwidth matrix sampler (see Table 8 ).
We used the batch-mean standard error and the simulation inefficiency factor (SIF) to check the mixing performance of the sampling algorithm (see, for example, Roberts, 1996; Kim, Shephard and Chib, 1998; Tse, Zhang and Yu, 2004) . We use f D (·) as an example to illustrate the mixing performance of the sampling algorithm. Table 1 
Accuracy of MCMC bandwidth selectors
In order to estimate the Kullback-Leibler information, we generated N = 100,000 bivariate random vectors from the true density and calculated the estimated Kullback-Leibler information defined by (10), which is employed to measure the distance between the bivariate kernel density estimator and the corresponding true density. Table 2 presents the estimated Kullback-Leibler information for each density and each bandwidth selector.
The simulation study reveals the following evidence.
• For data sets generated from f C and f D , the MCMC bandwidth selector performs better than the corresponding plug-in bandwidth selector; for data sets generated from f A , both selectors have a similar performance; for data sets generated from f B , the MCMC bandwidth selector performs better than the plug-in bandwidth selector except when using a sphering transformation for a full bandwidth matrix.
• For each data set generated, the MCMC bandwidth selector performs better than the normal reference rule.
• The scaling transformation adds nothing to the performance of MCMC algorithms for sampling both diagonal and full bandwidth matrices.
• The sphering transformation of data is only helpful to the MCMC algorithm for sampling a diagonal bandwidth matrix when two variates are correlated, such as for densities B and D. For uncorrelated data, and for sampling a full bandwidth matrix, sphering can degrade performance. This is also supported by Wand and Jones (1993) .
• The MCMC algorithm for a diagonal bandwidth matrix applied after sphering does not perform quite as well as the full bandwidth approach. However, the simplicity of using a diagonal bandwidth matrix makes this an attractive approach, especially with high dimensional data.
It seems reasonable to interpret the choice between diagonal and full bandwidth matrices as a bias-variance tradeoff between diagonal and full covariance matrices, because there are more parameters in a full bandwidth matrix than in a diagonal matrix. For high dimensional data, one might prefer more biased, lower variance estimates of a diagonal matrix over less biased but highly variable estimates of a full bandwidth matrix.
Also sample size has a role to play in this choice -the larger the sample, the greater the confidence we can have in estimating the full set of parameters. When sphering is necessary, we found that the performance of a full bandwidth matrix is poorer than that of a diagonal bandwidth matrix (as indicated by f B ).
We also employed the MISE criterion to examine the performance of optimal bandwidths obtained through the MCMC algorithm, the bivariate plug-in algorithm and the normal reference rule. We computed numerical MISEs for algorithms M 6 , P 4 and N 1 through 50 data sets of sample sizes 200, 500 and 1000, each of which was generated from
Results are given in the second column of Table 3 , which shows that M 6 performs slightly better than P 4 for sample size 200, and slightly poorer than P 4 for sample sizes 500 and 1000.
When one bandwidth selector has a lower MISE than another method, it is useful to look at the standard deviation of the integrated squared errors (ISE). M 6 has less bias and larger variations than P 4 for sample size 200, while for sample sizes 500 and 1000, both bias and variation of M 6 are larger than those of P 4 . In addition, both bandwidth selectors have less bias and larger variations than the normal reference rule.
We also computed the average difference between the ISEs of any two bandwidth selectors. The difference in ISE between M 6 and P 4 is insignificant, but the difference in ISE between M 6 and N 1 , as well as that between P 4 and N 1 , are significant. Both M 6
and P 4 perform significantly better than N 1 . Hence the empirical experience shows that M 6 and P 4 have a similar accuracy while M 6 is more variable that P 4 , and that both M 6
and P 4 are significantly less biased and more variable than N 1 . As the computation of numerical MISE is time-consuming, we have not computed MISE for the other bandwidth selectors, and for data sets generated from the other densities.
Numerical studies with multivariate densities
In this section, we examine the accuracy of the MCMC approach in the general multivariate setting. Our examples use d = 5.
True densities and bandwidth selectors
We consider five target densities labelled E, F, G, H and I, respectively. Density E is a multivariate normal density with location parameter µ and variance-covariance matrix defined as
where ρ = 0.9 and µ = (2, 2, 2, 2, 2) . This density is produced by a first order autoregressive linear time series model. Density F is a mixture of two multivariate normal densities,
where µ 1 = (2, 2, 2, 2, 2) , µ 2 = (−1.5, −1.5, −1.5, −1.5, −1.5) and Σ is the 5 × 5 identity matrix.
Density G is a mixture of two multivariate Student t densities,
with t d (·) defined in (11), µ 1 = (2, 2, 2, 2, 2) , µ 2 = (−1.5, −1.5, −1.5, −1.5, −1.5) , Σ is the identity matrix, and ν = 3.
Density H is the multivariate skew normal density,
where Φ(·) is the cumulative density function of a standard multivariate normal distribution, and w is a diagonal matrix with diagonal elements the same as those of Σ. To generate a set of data, we define these parameters as µ = (2, 2, 2, 2, 2) , Σ as (12) Density I is the multivariate skew t density,
is the cumulative density function of a multivariate t distribution with mean 0, identity dispersion matrix and degrees of freedom ν + d, and
, with w the diagonal matrix with diagonal elements the same as those of Σ.
From each of the proposed multivariate densities, we generated data sets of sizes 500, 1000 and 1500. Then we applied the proposed MCMC algorithms to each data set to estimate the optimal bandwidth, where the multivariate standard Gaussian kernel is used.
As the normal reference rule discussed in Scott (1992) and Bowman and Azzalini (1997) is the only viable alternative, we shall compare the performance of MCMC bandwidth selectors M 1 to M 6 with that of the alternative bandwidth selector N 1 . The MCMC algorithm and parameter settings are the same as those in bivariate examples. Table 4 shows MCMC output obtained from f E (·) with size 1500 to illustrate the mixing performance of the sampling algorithm. Both the batch-mean standard error and SIF show that all the sampled chains have mixed very well.
MCMC outputs and sensitivity analysis
The numerical study shows that all algorithms for a diagonal bandwidth matrix have a similar mixing performance, and that all algorithms for a full bandwidth matrix have a similar mixing performance. However, the algorithm for a diagonal bandwidth matrix usually has a better mixing performance than that for a full bandwidth matrix. Similar results were found for the other data sets. Again, we found that the MCMC results are insensitive to changes in λ.
Accuracy of MCMC bandwidth selectors
To estimate the Kullback-Leibler information, we generated N =100,000 random vectors from the true density and calculated the estimated Kullback-Leibler information defined by (10). Table 5 presents these results for each density and each bandwidth selector.
The simulation study reveals the following evidence. First, all MCMC bandwidth selectors perform much better than the normal reference rule. Second, the scaling trans-formation adds nothing to the performance of MCMC algorithms for either the diagonal or full matrices. Third, the sphering transformation of data is only useful for the diagonal bandwidth matrix when variables are correlated (such as with densities E, H and I). When there is no correlation, or with the full bandwidth matrix, sphering degrades performance.
As we did in the bivariate case, we employed the MISE criterion to compare the performance of optimal bandwidths obtained through the MCMC algorithm and the normal reference rule. We computed numerical MISEs for algorithms M 6 and N 1 through 50 data sets of sample size 500, 1000 and 1500, each of which was generated from f H (·). The ISE obtained through M 6 is less than that obtained through N 1 for every data set. A summary of numerical ISEs is given in Table 6 , which shows that the average difference between ISEs of M 6 and N 1 is highly significant. As the numerical MISE is computationally intensive, we have not computed MISEs for the other bandwidth selectors, and for data sets generated from the other densities.
The CPU time required by the sampling algorithm (under the same conditions described in Section 3.3) for a diagonal bandwidth matrix is 19 minutes for a sample size of 500, 77 minutes for a sample size of 1000, and 177 minutes for a sample size of 1500.
The computing time required by the sampling algorithm for a full bandwidth matrix is 26 minutes for a sample size of 500, 102 minutes for a sample size of 1000, and 238 minutes for a sample size of 1500 (see Table 8 ).
An application to earthquake data
We now apply the methodology to a trivariate data set discussed in Scott (1992) . These data represent the epicenters of 510 earthquake tremors that occurred beneath the Mt St Helens volcano in the two months leading up to its eruption in March 1982. The three variables represent latitude, longitude and log-depth below the surface. Scott (1992, plate 8) gave several contours of a kernel density estimate of these data, where the bandwidths appear to have been chosen subjectively. We repeat this plot with the optimal bandwidth computed through our method.
We used the MCMC algorithms M 1 and M 5 to obtain optimal bandwidths, where the hyperparameter λ = 1, the burn-in period consists of 5,000 iterations, and the recorded period contains 25,000 iterations. Table 7 tabulates a summary of results. Both the batch-mean standard error and SIF show that all sampled chains have mixed very well.
Using the estimated diagonal bandwidth matrix, we computed a kernel density estimator. (The estimate using the full bandwidth matrix was almost identical in this case.)
The 98% highest density region (Hyndman, 1996) is plotted in Figure 2 . The surface was computed using the algorithm of Amenta, Bern and Kamvysselis (1998) . Note that the detached shells represent outliers in the data; the large central shell represents the bulk of the epicenters. The figure clearly shows clustering of the epicenters, revealing structure that was not discovered by Scott (1992) using a subjective bandwidth. It would be interesting to identify the clusters with geological features, although this information is not available to us. As the plug-in bandwidth selectors are only applicable to bivariate data, we cannot obtain an optimal bandwidth through this method for comparison purposes.
Bandwidth selection for a Monte Carlo kernel likelihood
A difficulty for likelihood-based analysis such as maximum likelihood estimation and likelihood ratio testing with state-space models is that likelihood calculations require a high-dimensional integration of state variables. Let y denote a vector of observations and θ a parameter vector. Let θ 
x) with K(·) being a multivariate kernel function, H a symmetric positive definite matrix, and p(·) the prior of θ. The maximum likelihood estimate (MLE) of θ can be obtained by maximizingL H (θ) with respect to θ.
The MCKL involves selecting a bandwidth (chosen subjectively in de Valpine, 2004) for the posterior sample {θ , m}. de Valpine (2004) indicated that further work on automated bandwidth selection would facilitate the application of MCKL. To obtain an optimal bandwidth, we can use bandwidth selectors proposed in Section 2.
Consider the stochastic volatility (SV) model (Jacquier, Polson and Rossi, 2004) 
where which was obtained by numerically maximizing the MCKL. Even though the normalizing constant of the MCKL is unknown, likelihood-based analysis can be conducted using the particle filter algorithm, which aims to approximate the likelihood at the MLE of θ (see, for example, Kitagawa, 1996; Kim et al., 1998; Zhang and King, 2004) . Using the particle filter, we found that the value of the likelihood computed at the MLE of θ is -1567.95.
The application of the normal reference rule to the same posterior sample resulted in a bandwidth vector of (2.5599, 0.0116, 0.0346, 0.0701, 0.0044) , which led to a MLE of θ of (21.4499, 0.2548, −0.5977, −0.3895, 0.8611) . When the likelihood was evaluated at this estimate using the particle filter, we obtained a likelihood value of -1570.28. Hence the bandwidth obtained through our MCMC sampler produced a maximum likelihood estimate with a larger maximized likelihood than that calculated via the normal reference rule.
The application of our bandwidth selector to the MCKL indicates the strength of a computational approach to bandwidth selection for multivariate kernel density estimation, because it is much easier to numerically optimize an objective function than it is to work out the theoretical optimum in this case.
Conclusion
This paper presents MCMC algorithms to estimate the optimal bandwidth for multivariate kernel density estimation via the likelihood cross-validation criterion. This represents the first data-driven bandwidth selection method for density estimation with more than two variables. Our numerical studies show that the sampling algorithms have a very good performance in achieving convergence of the simulated Markov chains, and are insensitive to prior choices.
Under the Kullback-Leibler information criterion, we have found that the MCMC algorithm generally performs better than the bivariate plug-in algorithm of Duong and Hazelton (2003) and the normal reference rule discussed in Scott (1992) and Bowman and Azzalini (1997) . Under the MISE criterion, the MCMC algorithm works as well as Duong and Hazelton's (2003) plug-in algorithm, and both algorithms are superior to the normal reference rule. Under both criteria, our sampling algorithm is superior to the normal reference rule for higher dimensional data. Apart from its performance, the other great advantage of our sampling algorithm is that it is applicable to data of any dimension, although the computing time required does increase as the dimension of data increases.
In addition, our bandwidth selector provides a data-driven method for the problem of 
