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Abstract
While deep neural networks (DNNs) have been increasingly applied to choice analysis showing
high predictive power, it is unclear to what extent researchers can interpret economic infor-
mation from DNNs. This paper demonstrates that DNNs can provide economic information
as complete as classical discrete choice models (DCMs). The economic information includes
choice predictions, choice probabilities, market shares, substitution patterns of alternatives,
social welfare, probability derivatives, elasticities, marginal rates of substitution (MRS), and
heterogeneous values of time (VOT). Unlike DCMs, DNNs can automatically learn the utility
function and reveal behavioral patterns that are not prespecified by domain experts. However,
the economic information obtained from DNNs can be unreliable because of the three chal-
lenges associated with the automatic learning capacity: high sensitivity to hyperparameters,
model non-identification, and local irregularity. The first challenge is related to the statisti-
cal challenge of balancing approximation and estimation errors of DNNs, the second to the
optimization challenge of identifying the global optimum in the DNN training, and the third
to the robustness challenge of mitigating locally irregular patterns of estimated functions. To
demonstrate the strength and challenges of DNNs, we estimated the DNNs using a stated pref-
erence survey, extracted the full list of economic information from the DNNs, and compared
them with those from the DCMs. We found that the economic information either aggregated
over trainings or population is more reliable than the disaggregate information of the individ-
ual observations or trainings, and that even simple hyperparameter searching can significantly
improve the reliability of the economic information extracted from the DNNs. Future studies
should investigate other regularizations and DNN architectures, better optimization algorithms,
and robust DNN training methods to address DNNs three challenges, to provide more reliable
economic information from DNN-based choice models.
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1. Introduction
Discrete choice models (DCMs) have been used to examine individual decision making for decades
with wide applications to economics, marketing, and transportation [10, 93]. Recently, however,
there is an emerging trend of using machine learning models, particularly deep neural networks
(DNNs), to analyze individual decisions. DNNs have shown its predictive power across the broad
fields of computer vision, natural language processing, and healthcare [57]. In the transportation
field, DNNs also perform better than DCMs in predicting travel mode choice, automobile ownership,
route choice, and many other specific tasks [69, 76, 102, 20, 21, 49]. However, the interpretability of
DNNs is relatively understudied despite the recent progress. [77, 28, 109]. It remains unclear how
to obtain reliable economic information from the DNNs in the context of travel choice analysis.
This study demonstrates that DNNs can provide economic information as complete as the clas-
sical DCMs, including choice predictions, choice probabilities, market share, substitution patterns
of alternatives, social welfare, probability derivatives, elasticities, marginal rates of substitution
(MRS), and heterogeneous values of time (VOT). Using the estimated utility and choice probabil-
ity functions in DNNs, we can compute choice probabilities, market share, substitution patterns
of alternatives, and social welfare. Using the input gradients of choice probability functions, we
can compute probability derivatives, elasticities, marginal rates of substitution (MRS), and het-
erogeneous values of time (VOT). The process of interpreting DNN for economic information is
significantly different from the process of interpreting classical DCMs. The DNN interpretation
relies on the function estimation of choice probabilities, rather than the parameter estimation as in
classical DCMs. With the accurate estimation of choice probability functions in DNNs, it proves
unnecessary to delve into individual parameters in order to extract the commonly used economic
information. Moreover, DNNs can automatically learn utility functions and identify behavioral
patterns that are not foreseen by modelers. Hence the DNN interpretation does not rely on the
completeness of experts’ prior knowledge, thus avoiding the misspecification problem. We demon-
strated this method using one stated preference (SP) dataset of travel mode choice in Singapore,
and this process of interpreting DNN for economic information can be applied to the other choice
analysis contexts.
However, DNNs’ power of automatic utility learning comes with three challenges: (1) high
sensitivity to hyperparameters, (2) model non-identification, and (3) local irregularity. The first
refers to the fact that the estimated DNNs are highly sensitive to the selection of hyperparameters
that control the DNN complexity. The second refers to the fact that the optimization in the
DNN training often identifies the local minima or saddle points rather than the global optimum,
depending on the initialization of the DNN parameters. The third refers to the fact that DNNs have
locally irregular patterns such as exploding gradients and the lack of monotonicity to the extent that
certain choice behavior revealed by DNNs is not reasonable. The three challenges are embedded
respectively in the statistical, optimization, and robustness discussions about DNNs. While all three
challenges create difficulties in interpreting DNN models for economic information, our empirical
experiment shows that even simple hyperparameter searching and information aggregation can
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partially mitigate these issues. We present additional approaches to address these challenges by
using better regularizations and DNN architectures, better optimization algorithms, and robust
DNN training methods in the discussions section.
This study makes the following contributions. While some studies touched upon the issue of
interpreting DNNs for economic information in the past, this study is the first to systematically
discuss the complete list of economic information that can be obtained from DNNs. We point out
the three challenges involved in this process and tie the three challenges to their theoretical roots.
While we cannot fully address the three challenges in this study, we demonstrate the importance
of using hyperparameter searching, repeated trainings, and information aggregation to improve the
reliability of the economic information extracted from DNNs. The paper can be valuable practical
guidance for transportation modelers and provides useful methodological benchmarks for future
researchers to compare and improve.
The paper is structured as follows. Section 2 reviews the studies about DCMs, and DNNs con-
cerning prediction, interpretability, sensitivity to hyperparameters, model non-identification, and
local irregularity. Section 3 introduces the theory, models, and methods of computing economic
information. Section 4 sets up the experiments, and Section 5 discusses the list of economic infor-
mation obtained from the DNNs. Section 6 discusses potential solutions to the three challenges,
and Section 7 concludes.
2. Literature Review
DCMs have been used for decades to analyze the choice of travel modes, travel frequency, travel
scheduling, destination and origin, travel route, activities, location, car ownership, and many other
decisions in the transportation field [11, 20, 12, 85, 27, 2]. While demand forecasting is important
in these applications, all the economic information provides insights to guide policy interventions.
For example, market shares can be computed from the DCMs to understand the market power
of competing industries [93]. Elasticities of travel demand describe how effective it is to influence
travel behavior through the change of tolls or subsidies [86, 41]. VOT, as one important instance
of MRS, can be used to measure the monetary gain of saved time after the improvement of a
transportation system in a benefit-cost analysis [86, 85].
Recently researchers started to use machine learning models to analyze individual decisions.
Karlaftis and Vlahogianni (2011) [50] summarized 86 studies in six transportation fields in which
DNNs were applied. Researchers used DNNs to predict travel mode choice [20], car ownership [72],
travel accidents [107], travelers’ decision rules [24], driving behaviors [47], trip distribution [65],
and traffic flows [74, 60, 100]. DNNs are also used to complement the smartphone-based survey
[101], improve survey efficiency [83], and impute survey data [29]. In the studies that focus on
prediction accuracy, researchers often compare many classifiers, including DNNs, support vector
machines (SVM), decision trees (DT), random forests (RF), and DCMs, typically yielding the
finding that DNNs and RF perform better than the classical DCMs [75, 70, 81, 37, 20]. In other
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fields, researchers also found the superior performance of DNNs in prediction compared to all the
other machine learning (ML) classifiers [31, 53]. Besides high prediction power, DNNs are powerful
due to its versatility, as they are able to accommodate various information formats such as images,
videos, and text [57, 54, 48].
Since DNNs are often criticized as a “black-box” model, many resent studies have investigated
how to improve its interpretability [28]. Researchers distilled knowledge from DNNs by re-training
an interpretable model to fit the predicted soft labels of a DNN [43], visualizing hidden layers in
convolutional neural networks [109, 105], using salience or attention maps to identify important
inputs [59], computing input gradients with sensitivity analysis [5, 82, 87, 30], using instance-based
methods to identify representative individuals for each class [1, 30, 84], or locally approximating
functions to make models more interpretable [77]. In the transportation field, only a very small
number of studies touched upon the interpretability issue of DNNs for the choice analysis. For
example, researchers extracted the elasticity values from DNNs [76], ranked the importance of DNN
input variables [37], or visualized the input-output relationship to improve the understanding of
DNN models [13]. However, no study has discussed systematically how to compute all the economic
information from DNNs, and none have demonstrated the practical and theoretical challenges in
the process of interpreting DNNs for economic information.
First, DNN performance is highly sensitive to the choice of hyperparameters, and choosing
hyperparameters is essentially a statistical challenge of balancing approximation and estimation
errors. The hyperparameters include architectural and regularization hyperparameters. For a
standard feedforward DNN, the architectural hyperparameters include depth and width, and the
regularization hyperparameters include the L1 and L2 penalty constants, training iterations, mini-
batch sizes, data augmentation, dropouts, early stopping, and others [35, 17, 54, 97, 106]. Both
architectural and regularization hyperparameters control the complexity of DNNs: a DNN be-
comes more complex with deeper architectures and weaker regularizations, and becomes simpler
with shallower architectures and stronger regularizations. From a statistical perspective, the model
complexity is the key factor to balance the approximation and estimation errors. A complex model
tends to have larger estimation errors and smaller approximation errors, and a simple model is the
opposite. DNNs have very small approximation errors because it has been proven to be a universal
approximator [46, 45, 25], which also leads to the large estimation error as an issue. The large
estimation error in DNNs can be formally examined by using statistical learning theory [18, 98,
95, 99, 96]. Formally, the model complexity can be measured by the Vapnik-Chervonenkis (VC)
dimension (v), which provides an upper bound on DNNs’ estimation error (proof is available in
Appendix I). Recently, progress has been made to provide a tighter upper bound on the estimation
error of DNNs by using other methods [8, 3, 67, 33]. While the theoretical discussion is slightly
involved, it is crucial to understand that selecting DNNs’ hyperparameters is the same as selecting
DNNs’ model complexity, which balances between approximation and estimation errors. When
either the approximation errors or the estimation errors are high, the overall DNN performance is
low. In practice, it indicates that certain hyperparameter tuning is needed to select the DNN with
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low overall prediction error, which is the sum of the approximation and estimation errors.
Second, DNN models are not identifiable, because the empirical risk minimization (ERM) is
non-convex with high dimensionality. Given the ERM being non-convex, the DNN training is highly
sensitive to the initialization [40, 32]. With different initializations, the DNN model can end with
local minima or saddle points, rather than the global optimum [35, 26]. For comparison, this issue
does not happen in the classical MNL models, because the ERM of the MNL models is globally
convex [19]. Decades ago, model non-identification was one reason why DNNs were discarded [57].
However, these days, researchers argue that some high quality local minima are also acceptable, and
the global minimum in the training may be irrelevant since the global minimum tends to overfit
[22]. Intuitively, this problem of model non-identification indicates that each training of DNNs
can lead to very different models, even conditioned on the fixed hyperparameters and training
samples. Interestingly, these trained DNNs may have very similar prediction performance, creating
difficulties for researchers to choose the final model for interpretation.
Third, the choice probability functions in DNNs are locally irregular because their gradients
can be exploding or the functions themselves are non-monotonic, both of which are discussed in the
robust DNN framework. When the gradients of choice probability functions are exploding, it is very
simple to find an adversarial input x′, which is -close to the initial x (||x′−x||p ≤ ) but is wrongly
predicted to be a label different from the initial x with high confidence. This type of system is not
robust because they can be easily fooled by the adversarial example x′. In fact, it has been found
that DNNs lack robustness [68, 92]. With even a small  perturbation introduced to an input image
x, DNNs label newly generated image x′ to the wrong category with extremely high confidence,
when the correct label should be the same as the initial input image x [92, 34]. Therefore, the lack
of robustness in DNNs implies the locally irregular patterns of the choice probability functions and
the gradients, which are the key information for DNN interpretation.
3. Model
3.1. DNNs for Choice Analysis
DNNs can be applied to choice analysis. Formally, let s∗k(xi) denote the true probability of indi-
vidual i choosing alternative k out of [1, 2, ...,K] alternatives, with xi denoting the input variables:
s∗k(xi) : R
d → [0, 1]. Individual i’s choice yi ∈ {0, 1}K is sampled from a multinomial random
variable with s∗k(xi) probability of choosing k. With DNNs applied to choice analysis, the choice
probability function is:
sk(xi) =
eVik∑
j e
Vij
(1)
in which Vij and Vik are the jth and kth inputs into the Softmax activation function of DNNs. Vik
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takes the layer-by-layer form:
Vik = (g
k
m ◦ gm−1... ◦ g2 ◦ g1)(xi) (2)
where each gl(x) = ReLU(Wlx + bl) is the composition of linear and rectified linear unit (ReLU)
transformation; gkm represents the transformation of the last hidden layer into the utility of alter-
native k; and m is the total number of layers in a DNN. Figure 1 visualizes a DNN architecture
with 25 input variables, 5 output alternatives, and 7 hidden layers. The grey nodes represent the
input variables; the blue ones represent the hidden layers; and the red ones represent the Softmax
activation function. The layer-by-layer architecture in Figure 1 reflects the compositional structure
of Equation 2.
X 1
X 2
X 3
X 4
X 25
Y 1
Y 2
Y 3
Y 4
Y 5
Hidden layer:
100 neurons
Input layer:
25 variables Output layer:
5 alternatives
Fig. 1. A DNN architecture (7 hidden layers * 100 neurons)
The inputs into the Softmax layers in DNNs can be treated as utilities, the same as those in the
classical DCMs. This utility interpretation in DNNs is actually shown by the Lemma 2 in McFadden
(1974) [62], which implies that the Softmax activation function is equivalent to a random utility
term with Gumbel distribution under the random utility maximization (RUM) framework. Hence
DNNs and MNL models are both under the RUM framework, and their difference only resides in
the utility specifications. In other words, the inputs into the last Softmax activation function of
DNNs can be interpreted as utilities; the outputs from the Softmax activation function are choice
probabilities; the transformation before this Softmax function can be seen as a process of specifying
utility functions; and the Softmax activation function can be seen as a process of comparing utility
values.
DNNs are a much more generic model family than MNL models, and this relationship can be
understood from various mathematical perspectives. The universal approximator theorem devel-
oped in the 1990s indicates that a neural network with only one hidden layer is asymptotically
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a universal approximator when the width becomes infinite [25, 46, 45]. Recently this asymptotic
perspective leads to a more non-asymptotic question, asking why depth is necessary when a wide
and shallow neural network is powerful enough. It has been shown that DNNs can approximate
functions with an exponentially smaller number of neurons than a shallow neural network in many
settings [23, 78, 73]. In other words, DNNs can be treated as an efficient universal approximator,
thus being much more generic than the MNL model, which is a shallow neural network with zero
hidden layers. However, from the perspective of statistical learning theory, a more generic model
family leads to both smaller approximation errors and large estimation errors. Since the out-of-
sample prediction error equals to the sum of the approximation and estimation errors, DNNs do not
necessarily outperform MNL models from a theoretical perspective. The major challenge of DNNs
is its large estimation error, which is caused by its extraordinary approximation power. A brief
theoretical proof about the large estimation error of DNNs is available in Appendix I. More detailed
discussions are available in the recent studies from the field of statistical learning theory [96, 99,
33, 67, 8, 58, 7]. For the purpose of this study, it is important to know that the hyperparameter
searching is essentially about the control of model complexity, which balances the approximation
and estimation errors. This tradeoff between the approximation and estimation errors has a deep
foundation in the statistical learning theory discussions.
3.2. Computing Economic Information From DNNs
The utility interpretation in DNNs enables us to derive all the economic information traditionally
obtained from DCMs. With Vˆk(xi) denoting the estimated utility of alternative k and sˆk(xi) the
estimated choice probability function, Table 1 summarizes the formula of computing the economic
information, which is sorted into two categories. Choice probabilities, choice predictions, mar-
ket share, substitution patterns, and social welfare are derived by using functions (either choice
probability or utility functions). Probability derivatives, elasticities, MRS, and VOTs are derived
from the gradients of choice probability functions. This differentiation is owing to the the different
theoretical properties between functions and their gradients 1. The two categories also relate to
different generic methods of interpreting DNNs, as discussed in our results section.
This process of interpreting economic information from DNNs is significantly different from the
classical DCMs for the following reasons. In DNNs, the economic information is directly computed
by using functions sˆk(xi) and Vˆk(xi), rather than individual parameters wˆ. This focus on functions
rather than individual parameters is inevitable owing to the fact that a simple DNN can easily have
thousands of individual parameters. This focus is also consistent with the interpretation studies
about DNNs: a large number of recent studies used the function estimators for interpretation,
while none focused on individual neurons/parameters [64, 43, 5, 79]. In other words, the DNN
interpretation can be seen as an end-to-end mechanism without involving the individual parameters
as an intermediate process. In addition, the interpretation of DNNs is a prediction-driven process:
1The uniform convergence proof is possible for the estimated functions, while it is much harder for the gradients
because the estimated functions may not be even differentiable.
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Economic Information Formula in DNNs Categories
Choice probability sˆk(xi) F
Choice prediction argmax
k
sˆk(xi) F
Market share
∑
i sˆk(xi) F
Substitution pattern between alterna-
tives k1 and k2
sˆk1(xi)/sˆk2(xi) F
Social welfare
∑
i
1
αi
log(
∑J
j=1 e
Vˆij ) + C F
Change of social welfare
∑
i
1
αi
[
log(
∑J
j=1 e
Vˆ 1ij )− log(∑Jj=1 eVˆ 0ij )] F
Probability derivative of alternative k
w.r.t. xij
∂sˆk(xi)/∂xij GF
Elasticity of alternative k w.r.t. xij ∂sˆk(xi)/∂xij × xij/sˆk(xi) GF
Marginal rate of substitution between
xij1 and xij2
−∂sˆk(xi)/∂xij1∂sˆk(xi)/∂xij2 GF
VOT (xij1 is time and xij2 is monetary
value)
−∂sˆk(xi)/∂xij1∂sˆk(xi)/∂xij2 GF
Table 1: Formula to compute economic information from DNNs; F stands for function, GF stands
for the gradients of functions.
the economic information is generated in a post-hoc manner after a model is trained to be highly
predictive. This prediction-driven interpretation takes advantage of DNNs’ capacity of automatic
feature learning, and it is also in contrast to the classical DCMs that rely on handcrafted utility
functions. This prediction-driven interpretation is based on the belief that “when predictive quality
is (consistently) high, some structure must have been found” [66].
4. Setup of Experiments
4.1. Hyperparameter Training
Random searching is used to explore a pre-specified hyperparameter space to identify the DNN
hyperparameters with the highest prediction accuracy [15]. The hyperparameter space consists
of the architectural hyperparameters, including the depth and width of DNNs; and the regular-
ization hyperparameters, including L1 and L2 penalty constants, and dropout rates. 100 sets of
hyperparameters are randomly generated for comparison. The details of the hyperparameter space
is available in Appendix II. Besides the hyperparameters varying across the 100 models, all the
DNN models share certain fixed components, including ReLU activation functions in the hidden
layers, Softmax activation function in the last layer, Gloret initialization, and Adam optimization,
following the standard practice [35, 4]. Formally, the hyperparameter searching is formulated as
wˆh = argmin
wh∈{w(1)h ,w
(2)
h ,...,w
(S)
h }
argmin
w
L(w,wh) (3)
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where L(w,wh) is the empirical risk function that the DNN training aims to minimize, w represents
the parameters in a DNN architecture, wh represents the hyperparameter, w
(s)
h represents one
group of hyperparameters randomly sampled from the hyperparameter space, and wˆh is the chosen
hyperparameter used for in-depth economic interpretation. Besides the random searching, other
approaches can be used for hyperparameter training, such as reinforcement learning or Bayesian
methods, [89, 110], which are beyond the scope of our study.
4.2. Training with Fixed Hyperparameters
After the hyperparameter searching, we examine one group of hyperparameters that lead to the
highest prediction accuracy. Then by using the same training set and the fixed group of hyperpa-
rameters, we train the DNN models another 100 times to observe whether different trainings lead to
differences in choice probability functions and other economic information. Note that the 100 hy-
perparameter searches introduced in the previous subsection provide evidence about the sensitivity
of DNNs to hyperparameters, while the 100 trainings here conditioned on the fixed hyperparam-
eters are designed to demonstrate the model non-identification challenge. Each training seeks to
minimize the empirical risk conditioned on the fixed hyperparameters, formulated as following.
min
w
L(w, wˆh) = min
w
− 1
N
N∑
i=1
l(yi, sk(xi;w, wˆh)) + γ||w||p (4)
where w represents the parameters; wˆh represents the best hyperparameters; l() is the loss function,
typically the cross-entropy loss function; and N is the sample size. γ||w||p represents Lp penalty
(||w||p = (
∑
j(wj)
p)
1
p ), and L1 (LASSO) and L2 (Ridge) penalties are the two specific cases of
Lp penalties. Note that DNNs have the model non-identification challenge because the objective
function in Equation 4 is not globally convex. DNNs have the local irregularity challenge because
this optimization over the global prediction risks is insufficient to guarantee the local fidelity. The
two issues are caused by related but slightly different reasons.
4.3. Dataset
Our experiments use a stated preference (SP) survey conducted in Singapore in July 2017. In total,
2, 073 respondents participated, and each responded to seven choice scenarios that varied in the
availability and attributes of the travel mode alternatives. The final dataset with a complete set of
alternatives included 8, 418 observations. The choice variable y is travel mode choice, including five
alternatives: walking, taking public transit, ride sharing, using an autonomous vehicle, and driving.
The explanatory variables include 25 individual-specific and alternative-specific variables, such as
income, education, gender, driving costs, and driving time. The dataset is split into the training,
validation, and testing sets, with a ratio of 6:2:2, associated with 5,050:1,684:1,684 observations
for each. The training set was used for training individual models; the validation set for selecting
hyperparameters; the testing set for the final analysis of economic information.
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5. Experimental Results
This section shows that it is feasible to extract all the economic information from DNNs without
involving individual parameters, and that by using the hyperparameter searching and ensemble
methods, it is possible to partially mitigate the three problems involved in the DNN interpretation.
We will first present the results about prediction accuracy, then the function-based interpretation
for choice probabilities, substitution patterns of alternatives, market share, and social welfare, and
lastly the gradient-based interpretation for probability derivatives, elasticities, VOT, and hetero-
geneous preferences. This section focuses on one group of DNN models with five hidden layers
and fixed hyperparameters (5L-DNNs), chosen from the hyperparameter searching thanks to their
highest prediction accuracy. Note that the 5L-DNNs are chosen based on our hyperparameter
searching results using this particular dataset, and this does not at all suggest that this specific ar-
chitecture is generally the best in the other cases. The 5L-DNNs are compared to two benchmark
model groups: (1) the 100 DNN models randomly searched in the pre-specified hyperparameter
space (HP-DNNs), and (2) the classical MNL models with linear utility specifications. While it is
possible to enrich the linear specifications in the MNL model, it is beyond the scope of this study
to explore the different types of MNL models.
5.1. Prediction Accuracy of Three Model Groups
The comparison of the three model groups in Figure 2 reveals two findings. First, 5L-DNNs on
average outperform the MNL models by about 5-8 percentage points in terms of the prediction
accuracy, as shown by the difference between Figure 2a and 2c. This result that DNNs outperform
MNL models is consistent with previous studies [76, 69, 50]. Second, choosing the correct hyperpa-
rameter plays a critical role in improving the model performance of DNNs, as shown by the higher
prediction accuracy of the 5L-DNNs than the HP-DNNs. With higher predictive performance, the
5L-DNNs are more likely to reveal valuable economic information than the MNL models and the
HP-DNNs.
5.2. Function-Based Interpretation
5.2.1. Choice Probability Functions
The choice probability functions of the three model groups are visualized in Figure 3. Since the
inputs of the choice probability functions s(x) have high dimensions, the s(x) is visualized by
computing the driving probability with varying only the driving cost, holding all the other variables
constant at the sample mean. Each light grey curve in Figures 3a-3b represents one individual
training result, and the dark curve is the ensemble of all 100 models. In Figure 3c, only one
training result is visualized because the MNL training has no variation.
The results of the 5L-DNNs in Figure 3a demonstrate the power of DNNs being able to auto-
matically learn the choice probability functions. From a behavioral perspective, the majority of the
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(a) 5L-DNNs (b) HP-DNNs (c) MNL
Fig. 2. Histograms of the prediction accuracy of three model groups (100 trainings for each model
group)
(a) 5L-DNNs (b) HP-DNNs (c) MNL
Fig. 3. Driving probability functions with driving costs (100 trainings for each model group)
choice probability functions in Figure 3a are reasonable. In comparison to the choice probability
functions of MNL (Figure 3c), the choice probability functions of the 5L-DNNs are richer and more
flexible. The caveat is that the DNN choice probability functions may be too flexible to reflect the
true behavioral mechanisms, owing to three theoretical challenges.
First, the large variation of individual models in Figure 3b reveal that DNN models are sensitive
to the choice of hyperparameters. With different hyperparameters, some of HP-DNNs’ choice prob-
ability functions are simply flat without revealing any useful information, while others are similar to
5L-DNNs with reasonable patterns. This challenge can be mitigated by hyperparameter searching
and model ensemble. For example, the 5L-DNNs can reveal more reasonable economic information
than the HP-DNNs because the 5L-DNNs use specific architectural and regularization hyperparam-
eters, chosen from the results of hyperparameter searching based on their high prediction accuracy.
In addition, as shown in Figure 3a, the choice probability function aggregated over models retains
more smoothness and monotonicity than individual ones. The average choice probability function
predicts that the driving probability decreases the most when the driving cost increases from about
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$5 to $20, which is reasonable. Averaging models is an effective way of regularizing models because
it reduces the large variance of the models with high complexity, such as DNNs [17].
Second, the large variation of the individual 5L-DNN trainings (Figure 3a) reveal the challenge
of model non-identification. Given that the 100 trainings are conditioned on the same training data
and the same hyperparameters, the variation across the 5L-DNNs in Figure 3a is attributable to the
model non-identification issue, or more specifically, the optimization difficulties in minimizing the
non-convex risk function of DNNs. As DNNs’ risk function is non-convex, different model trainings
can converge to very different local minima or saddle points. Whereas these local minima have
similar prediction accuracy, it brings difficulties to the model interpretation since the functions
learnt from different local minima are different. For example, the three individual training results
(C1, C2, and C3) have very similar out-of-sample prediction accuracy (60.2%, 59.5%, and 58.6%);
however, their corresponding choice probability functions are very different. In fact, the majority
of the 100 individual trainings have quite similarly high prediction accuracy, whereas their choice
probability functions differ from each other. On the other side, the choice probability function
averaged over the 100 trainings of the 5L-DNNs is more stable than individual ones. In practice,
averaging over models is one effective way to provide a stable and reasonable choice probability
function for interpretation.
Third, the shapes of the individual curves in Figure 3a show the local irregularity of the choice
probability functions in certain regions of the input domain. First, some choice probability functions
can be sensitive to the small change of input values; for example, the probability of choosing driving
in C1 drops from 96.6% to 7.8% as the driving cost increases from $7 to $9, indicating a locally
exploding gradient. This phenomenon of exploding gradients is acknowledged in the robust DNN
discussions, because exploding gradients render a system vulnerable [80, 79]. Second, many training
results present a non-monotonic pattern. For example, C3 represents a counter-intuitive case where
the probability of driving starts to increase dramatically as the driving costs are larger than $25.
The local irregularity only exists in a limited region of the input domain: the driving probability
becomes increasing when the cost is larger than $25, where the training sample is sparse. As a
comparison, the average choice probability function of the 5L-DNNs has only a slight increasing
trend when the driving cost is larger than $25, mitigating the local irregularity issue.
5.2.2. Substitution Pattern of Alternatives
The substitution pattern of the alternatives is of both practical and theoretical importance in choice
analysis. In practice, researchers need to understand how market shares vary with input variables;
in theory, the substitution pattern constitutes the critical difference between multinomial logit,
nested logit, and mixed logit models. Figure 4 visualizes how the probability functions of the five
alternatives vary as the driving cost increases. By visualizing the choice probabilities of all five
alternatives, Figure 4 is an one-step extension of Figure 3.
The substitution pattern of the 5L-DNNs is more flexible than that of the MNL models and more
reasonable than that of the HP-DNNs. When the driving cost is smaller than $20, the substitution
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(a) 5L-DNNs (b) HP-DNNs (c) MNL
Fig. 4. Substitution patterns of five alternatives with varying driving costs
pattern of the 5L-DNNs aggregated over the 100 models illustrates that the five alternatives are
substitute to each other, since the driving probability is decreasing while others are increasing.
When the driving cost is larger than $20, the substitution pattern between walking, ridesharing,
driving, and using an AV still reveals the substitute nature. In a choice modeling setting, the
alternatives in a choice set are typically substitutes: people are expected to switch from driving to
other travel modes, as the driving cost increases. Therefore, the aggregated substitution pattern
has mostly reflected the correct relationship of the five alternatives. However, the three theoretical
challenges also permeate into the substitution patterns. The large variation in Figure 4b illustrates
the high sensitivity to hyperparameters; the large variation in Figure 4a illustrates the model non-
identification; and the individual curves in Figure 4a reveal the local irregularity. Even the model
ensemble cannot solve all the problems. When the driving cost is larger than $20, the average
substitution pattern of the 5L-DNNs indicate that people are less likely to choose the public transit
as the driving cost increases. This phenomenon seems unlikely because driving and public transit
are supposed to be substitute to each other. As a comparison, the substitution pattern in Figure
4c, although perhaps exceedingly restrictive, reflects the travel mode alternatives being substitute
goods. Therefore, DNNs can overall reveal a flexible substitution pattern of alternatives, although
the pattern can be counter-intuitive in certain local regions of the input space.
5.2.3. Market Shares
Table 2 summarizes the market shares predicted by the three model groups. Each entry represents
the average value of the market share over 100 trainings, and the number in the parenthesis is the
standard deviation. Whereas the choice probability functions of 5L-DNNs can be unreasonable
locally as discussed in section 5.2.1, the aggregated market share of 5L-DNNs are very close to
the true market share, and it is more accurate than the HP-DNNs and the MNL models. It
appears that the three challenges do not emerge in this discussion about market shares. The
local irregularity could be cancelled out owing to the aggregation over the sample; the model non-
identification appears less a problem when the market shares across the 5L-DNN trainings are very
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stable, as shown by the small standard deviations in the parenthesis; and the high sensitivity to
hyperparameters is addressed by the selection of the 5L-DNNs from the hyperparameter searching
process, as the market shares of the 5L-DNNs are much more accurate than the HP-DNNs.
5L-DNNs HP-DNNs MNL True Market Share
Walk 8.98% (1.3%) 2.05% (3.6%) 4.78% 9.48%
Public Transit 23.4% (2.1%) 12.6% (15.1%) 23.1% 23.9%
Ride Hail 10.2% (1.2%) 2.17% (4.1%) 1.28% 10.8%
Drive 46.9% (1.8%) 80.4% (23.3%) 68.6% 44.5%
AV 10.5% (1.3%) 2.80% (4.5%) 2.2% 11.2%
Table 2: Market share of five travel modes (testing)
5.2.4. Social Welfare
Since DNNs have an implicit utility interpretation, we can observe how social welfare changes as
action variables change the values. To demonstrate this process, we simulate one dollar decrease
of the driving cost, and calculate the average social welfare change in the 5L-DNNs. We found
that the social welfare increases by about $520 in the 5L-DNN models after averaging over all
100 trainings. Interestingly, the magnitude of this social welfare change ($520) is very intuitive
and consistent with the one computed from MNL models, which is $491 dollars. In the process of
computing the social welfare change, we used the αi averaged across 100 trainings as the individual
i’s marginal value of utility. Without using average αi, individuals’ marginal value of utility can
take unreasonable values, caused by local irregularity and model non-identification. The problem
associated with the individuals’ gradient information will be discussed in details in the following
section.
5.2.5. Interpretation Methods
Sections 5.2.1-5.2.4 interpret DNNs by using choice probability and utility functions. Both are
widely used in the generic studies about DNN interpretation, although usually referred to by differ-
ent names. For example, researchers interpret DNNs by identifying the representative observation
for each class. The method is called activation maximization (AM) xˆk = argmax
x
logP (y = k|x),
which maximizes the conditional probability density function with respect to the input x [30, 84,
64, 51]. The choice probabilities are also referred to as soft labels, used to distill knowledge by
retraining a simple model to fit a complicated DNN [43]. Researchers in the computer vision
field interpret DNN results by mapping the neurons of the hidden layers to the input space [105]
or visualizing the activation maps in the last layer [108]. Since utilities are just the activation
maps of the last layer, our interpretation approach is similar to those used in computer vision. In
these generic discussions about DNN interpretation, the differentiation between the utility function
and the choice probability functions is weak, since their mapping is monotonic and the function
properties are similar.
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5.3. Gradient-Based Interpretation
5.3.1. Gradients of Choice Probability Functions
The gradient of choice probability functions offers opportunities to extract more important eco-
nomic information. Since researchers often seek to understand how to intervene to trigger behavioral
changes, the most relevant information is the partial derivative of the choice probability function
with respect to a targeting input variable. Figure 5 visualizes the corresponding probability deriva-
tives of the choice probability functions in Figure 3. As shown below, both the strength and
the challenges identified in the choice probability functions are retained in the properties of the
probability derivatives.
(a) 5L-DNNs (b) HP-DNNs (c) MNL
Fig. 5. Probability derivatives of choosing driving with varying driving costs
In Figure 5a, the majority of the 5L-DNNs, such as the three curves (C1, C2, and C3), take
negative values and have inverse bell shapes. This inverse bell shaped curve is intuitive because
people are not as sensitive to price changes when price is close to zero or infinity, but are more
sensitive when price is close to a certain tipping point. The shapes revealed by 5L-DNNs are similar
to the MNL models. The probability derivative of MNL models is ∂s(x)/∂x = s(x)(1 − s(x)) ×
(∂V (x)/∂x), which is mostly negative and take a very regular inverse bell shape, as shown in Figure
5c.
The sensitivity to hyperparameters, the model non-identification, and the local irregularity are
also shown in Figure 5, similar to the discussions in Figure 3. HP-DNNs reveal more unreasonable
behavioral patterns than 5L-DNNs, as many of the input gradients are flat on zero, demonstrat-
ing the importance of selecting correct hyperparameters. The variation of individual trainings in
Figure 5a demonstrates the challenge of model non-identification. With fixed training samples
and hyperparameters, the DNN trainings can lead to different training results, thus creating diffi-
culty for researchers to choose a final model for interpretation. The exploding gradients and the
non-monotonicity issues, as the two indicators of local irregularity, are also clearly illustrated in
the individual trainings in Figure 5a. The absolute values of many probability derivatives are of
large magnitude; for example, at the peak of the C1 curve, $1 cost increase leads to about 6.5%
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change in choice probability 2, which is much larger than the MNL models. Similar to the previous
discussions, hyperparameter searching and information aggregation can mitigate these issues.
5.3.2. Elasticities
To compare across input variables, researchers often compute elasticities because the elasticities are
standardized derivatives. Given that DNNs provide choice probability derivatives, it is straightfor-
ward to compute the elasticities from DNNs. Table 3 presents the elasticities of travel mode choices
with respect to input variables. Each entry represents the average elasticity across the 100 trainings
of the 5L-DNNs, and the value in the parenthesis is the standard deviation of the elasticities across
the 100 trainings. Unlike a regression table, the standard deviation in Table 3 is not caused by the
sampling randomness, but by the non-identification of models.
Walk Public Transit Ride Hailing Driving AV
Walk time -5.308(6.9) 0.399(5.9) -0.119(7.1) -0.030(4.6) -1.360(6.8)
Public transit cost -1.585(9.6) -4.336(9.6) -1.648(11.1) 1.081(5.9) 1.292(9.5)
Public transit walk time 0.123(6.9) -1.707(6.5) 0.047(7.3) 0.621(4.7) 0.844(6.7)
public transit wait time 0.985(8.7) -2.520(8.9) -0.518(9.1) 0.092(5.8) 0.366(8.8)
Public transit in-vehicle time 0.057(9.0) -1.608(9.0) 0.484(9.4) 0.778(5.8) 1.273(8.9)
Ride hail cost -2.353(7.6) 0.005(6.9) -4.498(8.9) 0.304(5.6) -0.243(9.0)
Ride hail wait time 0.234(8.8) 1.471(8.3) -2.536(10.1) -0.253(5.7) -0.228(8.8)
Ride hail in-vehicle time 0.299(7.8) -0.224(7.4) -5.890(9.4) 0.740(5.4) 0.739(7.6)
Drive cost 1.124(6.6) 2.545(5.9) 3.760(6.8) -1.886(5.0) 2.273(6.9)
Drive walk time 2.033(5.3) 0.552(5.0) 2.503(5.6) -0.412(3.8) 1.787(5.4)
Drive in-vehicle time 1.824(9.0) 4.163(8.2) 3.640(9.9) -3.199(7.4) 3.268(9.1)
AV cost -0.562(6.5) -0.198(6.2) 0.819(6.9) 0.337(4.6) -4.289(7.6)
AV wait time -0.068(7.9) -0.695(7.4) 2.400(8.4) 0.284(4.6) -1.591(7.8)
AV in-vehicle time -0.784(6.2) 0.221(5.6) 0.955(7.1) 0.079(4.3) -4.534(6.8)
Age -1.003(18.7) 2.502(18.4) -4.385(20.0) 0.949(13.7) -1.936(18.6)
Income 1.127(10.7) 0.727(10.5) 0.957(11.9) -0.002(6.7) 2.539(10.8)
Table 3: Elasticities of five travel modes with respect to input variables
The average elasticities of the 5L-DNNs are reasonable in terms of both the signs and magni-
tudes. We highlight the elasticities that relate the travel modes to their own alternative-specific
variables. These highlighted elasticities are all negative, which is very reasonable since higher travel
cost and time should lead to lower probability of adopting the corresponding travel mode. The mag-
nitudes are higher than the typical results from the MNL models. For example, Table 3 indicates
that 1% increase in public transit cost, walking time, waiting time, and in-vehicle travel time leads
to the decrease of 4.3%, 1.7%, 2.5%, and 1.6% probability in using public transit. In addition, the
highlighted elasticities are overall of a larger magnitude than others, which is also reasonable since
the self-elasticity values are typically larger than cross-elasticity values. Therefore, as the elasticity
values are aggregated over the trainings and the sample, these values are quite reasonable.
Model non-identification is revealed here by the large standard deviations of the elasticities. For
2This 6.5% appears much smaller than the values in Figure 3. It is because of the difference between arc and
point elasticities.
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example, as the walking elasticity regarding walking time is −5.3 on average, its standard deviation
is 6.9. This large standard deviation is caused by model non-identification, as every training leads to
a different model and a different elasticity. The high sensitivity and the local irregularity issues are
not present in the process of computing the average elasticities, because the 5L-DNNs are trained
by the same hyperparameter and the local irregularity is partially mitigated by the aggregation
over the sample.
5.3.3. Marginal Rates of Substitution: Values of Time
VOT, as one example of MRS, is one of the most important pieces of economic information obtained
from choice models, since the monetary gain from time saving is the most prevalent benefit from the
improvement of any transportation system. As VOT is computed as the ratio of two parameters
in a MNL model, the ratio of two probability derivatives represents the VOT in the DNN setting.
Figure 6 presents the distribution of the VOTs of the 5L-DNNs. The distribution has a very large
dispersion and even some negative values, caused by the model non-identification issue.
Fig. 6. Values of time (5L-DNNs with 100 model trainings); the extremely large and small values
are cut-off from this histogram.
5.3.4. Heterogeneity of Preference: VOT
Since different people often have different VOT, Figure 7 shows the distribution of the heterogeneous
VOT of the individuals in the training and testing sets. The distribution of the VOT in Figure 7
is the individuals’ VOT in one specific 5L-DNN model run, different from the distribution of the
VOT in Figure 6, which represents the distribution of the VOT across the 100 5L-DNNs model
runs. As shown by Figure 7, heterogeneous VOT can be automatically identified from the DNN
models, and the median VOT in the training and testing sets are respectively $26.8/h and $27.8/h.
The VOT distribution is highly concentrated around its mean value, resembling the shape of a
Gaussian distribution.
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(a) 5L-DNNs (Testing) (b) 5L-DNNs (Training)
Fig. 7. Heterogeneous values of time in the training and testing sets (one model training); the
extremely large and small values are cut-off from this histogram.
The median $27/h VOT in Figure 7 is consistent with previous studies. In previous studies,
VOT has been found to be between $7.8/h and $30.3/h for various travel modes [44]. VOT has
also been found to be between 21% and 254% of the hourly wage in a review paper [104]. By using
the average hourly wage ($27.16/h) of the U.S workers in 2018, we would expect the VOT here
to be between $5.7/h and $70.0/h. Our VOT obtained from DNNs is about in the middle of this
range. Intuitively, the VOT should be of the same magnitude as the hourly wages, and $27/h is
very close to the average hourly wage. However, on the other hand, the VOT obtained from DNNs
can be unreasonable for certain individuals. It is highly unlikely for VOT to be negative, while
DNNs detect a sizeable portion of people whose VOT are negative. This counter-intuitive result
is caused by the local irregularity of the probability derivatives. As the VOT equals the ratio of
two derivatives, VOT can become abnormal when any one of the two derivatives takes abnormal
values.
5.3.5. Interpretation Methods
Sections 5.3.1-5.3.4 interpret DNNs by using the input gradients, a commonly used approach in the
generic DNN interpretation literature. It is often referred to by different names such as sensitivity
analysis, saliency, or attribution maps in computer vision [84, 51], or attention mechanism in natural
language processing [103]. In the transportation field, some studies used input gradients to describe
the relationship between inputs and outputs in DNNs [13, 76, 37]. Recently, researchers in the ML
community are increasingly focusing their attention on the properties of DNNs’ input gradients,
owing to their importance in DNN interpretation [87, 82, 90, 79].
6. Discussions: Towards Reliable Economic Information from DNNs
There should be little doubt that DNNs can provide a rich set of economic information. The
challenge, however, is how to make the economic information from DNNs more reliable. This
study has demonstrated the importance of using hyperparameter searching, repeated trainings
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conditioned on the fixed hyperparameters, and aggregation over models and population to improve
the reliability of the economic information. Specifically, we found that the aggregated economic
information, whether over the trainings or the sample, becomes more reliable than the disaggregate
economic information. The average choice probability function, average probability derivatives, and
average VOT are all more reliable than the corresponding results of single trainings, individuals,
and the specific regions in the input domain. This result is intuitive since model ensemble can be
seen as a regularization method and the summation over the sample may cancel out the individual
irregularities. Recent studies have provided other methods of improving the reliability of economic
information extracted from DNNs and addressing the three challenges which are related to three
broad research fields in the ML community.
With better regularization methods, DNN architectures, hyperparameter tuning algorithms,
statistical theoretical understanding, or larger sample sizes, DNNs can control its large estimation
error, thus providing more reliable economic information for interpretation. Researchers have ex-
plored a massive number of regularization methods, such as domain constraints, Bayesian priors,
model ensemble [54], data augmentation [16], dropouts [42], early stopping, sparse connectivity,
and many others that influence the DNN models through the computational process [35, 63]. Re-
searchers also identified an extremely large number of more effective DNN architectures, such as
AlexNet [54], GoogleNet [91], and ResNet [39] in the computer vision field. The process of selecting
hyperparameters can also be automatically addressed by using Gaussian process, Bayesian neural
networks [88, 89], or reinforcement learning [110, 111, 6], much richer than a simple random search-
ing [14, 15]. Theoretically, statisticians have provided tighter bounds on the estimation errors of
DNNs than the classical VC dimension bound [94, 8, 9, 67, 33]. In addition, even simply increasing
the sample size can improve DNN model performance because of the tighter control on its large
estimation errors (Appendix I).
With better optimization algorithms, DNN models can mitigate the model non-identification
issue. In fact, the optimization algorithm has been refined significantly in the past years to the
extent that it converges to the simple first order stochastic gradient descent with momentum [52]
and specific initialization methods [32, 40]. However, model non-identification is viewed differently
from the other two issues, because researchers tend to believe it is no longer a problem. Local
minima can still provide high-quality predictions, and global minimum might even overfit the
training set, leading to the low performance in the testing set [22].
With robust training methods and monotonicity constraints, the DNN models can mitigate the
local irregularity, becoming more economically interpretable. To formally measure local irregularity,
researchers evaluated the model performance on adversarial examples [34, 56, 55]. To defend against
the adversarial attacks, researchers designed the adversarial training with adversarial examples
[56], defensive knowledge distillation [71], mini-max robust training [61], and even simple gradient
regularization [79]. To address the non-monotonicity issue, researchers developed various types of
constraints to guarantee its monotonicity [36].
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7. Conclusion
This study aims to interpret DNN models in the context of choice analysis and extract economic
information as complete as obtained from classical DCMs. The economic information includes a
complete list of choice predictions, choice probabilities, market share, substitution patterns of al-
ternatives, social welfare, probability derivatives, elasticity, marginal rates of substitution (MRS),
and heterogeneous values of time (VOT). The process of interpreting DNN models is different from
classical DCMs because DNNs are a very flexible model family, capable of automatically learning
more flexible behavioral patterns than the regular patterns pre-specified by domain experts in the
classical DCMs. As a result, we found that most economic information extracted from DNN is
reasonable and more flexible than the MNL models. However, the economic information auto-
matically learnt by DNNs is sometimes unreliable, caused by three challenges: high sensitivity to
hyperparameters, model non-identification, and local irregularity. Owing to the high sensitivity
to hyperparameters, the DNN models without appropriate regularizations or architectures cannot
provide valuable economic information. Owing to the model non-identification, researchers cannot
obtain a definitive function estimate for economic interpretation. Owing to the local irregularity,
DNN models reveal unreasonable local behavioral patterns. These three problems can be partially
addressed by using simple random hyperparameter searching, repeated trainings on fixed hyper-
parameters, and information aggregation. Particularly, the economic information aggregated over
trainings or the sample, such as the average choice probability function, average probability deriva-
tives, market shares, average social welfare change, average elasticities, and the median VOT, are
mostly consistent with our behavioral intuition and previous studies.
Beyond the methods used in this study, each challenge can be addressed in many other ways.
To address the high sensitivity issue, researchers need to choose better regularizations, DNN ar-
chitectures, or more automatic algorithms for hyperparameter searching. To address model non-
identification, researchers can use better optimization algorithms or initialization procedures. To
address local irregularity, researchers can use robust DNN training methods. In each of these di-
rections, future studies can explore the established methods in the ML community or create more
domain-specific solutions for choice analysis.
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Appendix I: Large Estimation Error of DNNs
Definition 1. Excess error of fˆ is defined as
ES [L(fˆ)− L(f∗)] (5)
which is the same as estimation error when no approximation error exists.
L(fˆ) is the population error of the estimator; L(f∗) is the population error of the true model;
L = Ex,y[l(y, f(x))] and l(y, f(x)) is the loss function. Excess error measures to what extent the
error of the estimator deviates from the true model, averaged over random sampling S.
Proposition 1. The estimation error of fˆ can be bounded by VC dimension
ES [L0/1(fˆ)− L0/1(f∗)] . O(
v
N
) (6)
in which v is the VC dimension of function class F ; N is the sample size; L0/1 is the binary
prediction error.
Proof. When no misspecification error exists, estimation error can be further decomposed as three
terms
ES [L(fˆ)− L(f∗)] = ES [L(fˆ)− Lˆ(fˆ) + Lˆ(fˆ)− Lˆ(f∗) + Lˆ(f∗)− L(f∗)] (7)
≤ ES [L(fˆ)− Lˆ(fˆ)] (8)
≤ ES sup
f∈F
[L(f)− Lˆ(f)] (9)
in which Lˆ(f) := 1N
∑
i l(yi, f
∗(xi)); the first inequality holds because ES [Lˆ(fˆ)− Lˆ(f∗)] ≤ 0 based
on the definition of fˆ := argmin Lˆ(f) and ES [Lˆ(f∗)−L(f∗)] = 0 based on the law of large numbers;
the second inequality holds due to the sup operator.
Equation 9 can be bounded.
ES sup
f∈F
[L(f)− Lˆ(f)] ≤ 2ES, sup
f
1
N
∑
i
l(f(xi), yi)i (10)
This proof relies on the technique called symmetrization, as shown in the proof of Theorem 4.10
in [99]. Note that for prediction error, the loss function l(f(xi), yi) = 1{f(xi) 6= yi} = yi + (1 −
2yi)f(xi), as yi ∈ {0, 1} and f(xi) ∈ {0, 1}. By applying contraction inequality to Equation 10,
2ES, sup
f
1
N
∑
i
l(f(xi), yi)i = 2ES, sup
f
1
N
∑
i
(yi + (1− 2yi)f(xi))× i (11)
≤ 2ES, sup
f
1
N
∑
i
f(xi)i (12)
= 2ESRˆN (F |S) (13)
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in which the second line uses the contraction inequality [58] and the third uses the definition
of Rademacher complexity. Basically the question about the upper bound of estimation error is
turned to the question about the complexity of function class of DNN F . There are many ways to
derive an upper bound on Rademacher complexity [8]. To obtain the v/N result, Dudley integral
and chaining techniques are useful. Let Zf :=
1√
N
∑
i if(xi) and Zg :=
1√
N
∑
i ig(xi), in which
f, g ∈ F . Based on Theorem 5.22 Dudley’s entropy integral bound in [99],
ES
[
sup
f∈F
Zf
] ≤ ES [ sup
f,g∈F
Zf − Zg
]
(14)
≤ 2ES
[
sup
f ′,g′∈F ;ρx(f ′,g′)≤δ
Zf ′ − Zg′
]
+ 32
∫ D
δ/4
√
logNx(u;F)du (15)
in which ρ2x(f
′, g′) = 1N
∑N
i=1(f
′(xi)− g′(xi))2; f ′ and g′ are the components around the δ distance
of one element in the δ cover of function class F ; D is the diameter of the function class F projected
to dataset S, defined as D := sup
f,g∈F
ρx(f, g) ≤ 1; δ is any positive value in [0, D]. Equation 15 holds
for any δ. The first term in Equation 15 measures the local complexity of DNN and the second
term measures the error caused by discretization of the function space. The two terms could be
bounded separately. For the first term,
ES
[
sup
f ′,g′∈F ;ρx(f ′,g′)≤δ
Zf ′ − Zg′
]
= ES
[
sup
ρx(f ′,g′)≤δ
1√
N
∑
i
i(f
′(xi)− g′(xi))
]
(16)
= δES ||||2 (17)
≤ δ
√
E
∑
i
2i (18)
≤ δ
√
N (19)
in which the second line uses the dual norm; the third line uses the fact that i is a 1 sub-Gaussian
random variable. For the second term in Equation 15, we need to use the Haussler fact [38] that
Nx(u;F) ≤ Cv(16e)v( 1
u
)v
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It implies
32
∫ D
δ/4
√
logNx(u;F)du ≤ 32
∫ D
δ/4
√
log
[
Cv(16e)v(
1
u
)v
]
du (20)
= 32
∫ D
δ/4
√
logC + log v + v log 16e+ v log
1
u
du (21)
≤ c0
√
v
∫ D
δ/4
√
log
1
u
du (22)
≤ c0
√
v
∫ D
0
√
log
1
u
du (23)
≤ c′0
√
v (24)
By plugging in the upper bounds on the two terms back to Equation 15 and dividing both side by√
N , it implies
ES sup
f∈F
1
N
∑
i
if(xi) ≤ inf
δ
[
δ + c′0
√
v
N
]
(25)
= c′0
√
v
N
(26)
Therefore, the estimation error can be bounded:
ES [L(fˆ)− L(f∗)] . O(
√
v
N
) (27)
Remarks. Intuitively, v/N describes the tradeoff between model complexity and sample size. In a
typical MNL model, v is of the same scale as the number of parameters and the input dimension d;
on the contrary, DNN is a much more complex nonlinear model with much larger v. As proved by
Bartlett (2017) [9], DNN with W denoting the number of weights and L denoting the depth has VC
dimension O(WL log(W )). For instance, when a dataset has 25 input variables, the VC dimension
of a simple DNN with 8 layers and 100 neurons as its width is about 320, 000, as opposed to v = 25
as the VC dimension of MNL. Theorefore, the theoretical upper bound of DNN on its estimation
error is much larger than MNL model.
Statistical learning theory is a very broad field that can be used to prove the upper bound on
the estimation error [96, 99]. Proposition 1 is limited to the binary discrete output, although its
extension to multiple classes and continuous output is also possible. The theoretically optimum
upper bound on DNN’s estimation error is still an ongoing research field. Statisticians have been
exploring different methods to bound DNN, and the methods based on empirical process theory and
the contraction inequaility could provide the tightest upper bound so far [33, 67, 8, 58]. The proof
of tighter bounds based on contraction inequality also relies on the connection between different
loss functions, the techniques of margin analysis and surrogate losses [7]. These proofs are beyond
the scope of this study.
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Appendix II: Hyperparameter Space
Depth [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
Width [25, 50, 100, 150, 200]
L1 penalty constants [0.1, 1E − 2, 1E − 3, 1E − 5, 1E − 10, 1E − 20]
L2 penalty constants [0.1, 1E − 2, 1E − 3, 1E − 5, 1E − 10, 1E − 20]
Dropout rates [0.01, 1E − 5]
Table 4: Hyperparameter space
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