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Introducción: Los métodos de detección y corrección del sesgo de publicación 
realizados durante el proceso de metaanálisis pueden verse influidos en presencia de 
heterogeneidad. Objetivo: Revisión sistemática de la información existente sobre el 
problema del sesgo de publicación. Material y método: Búsqueda bibliográfica en base de 
datos on-line y libros, y una simulación en diferentes escenario de heterogeneidad y sesgo 
de publicación. Resultado: Los métodos evaluados funcionan con anormalidad en 
condiciones de heterogeneidad con tamaño del efecto grande y en metaanálisis que 
integran un número de estudios pequeño. Conclusión: El grado de heterogeneidad y el 
número de estudios integrados en los metaanálisis influye en el resultado de los métodos de 
detección y corrección del sesgo de publicación. 
PALABRAS CLAVE: Sesgo de Publicación, Metaanálisis como Asunto, 
Heterogeneidad, Impacto. 
Introduction: Methods of detecting and correcting publication bias during the meta-
analysis process can be influenced by the presence of heterogeneity. Objective: Systematic 
review of existing information on the problem of publication bias. Material and method: 
Bibliographic search in on-line database and books, and a simulation in different scenarios of 
heterogeneity and publication bias. Result: The evaluated methods work with the 
abnormality under conditions of heterogeneity with the size of the large effect and in the 
meta-analysis that integrate a small number of studies. Conclusion: The degree of 
heterogeneity and the number of studies integrated in the meta-analysis influence the results 
of methods of detection and correction of publication bias. 










Antes de la realización de cualquier trabajo de investigación o ensayo, hay un arduo 
trabajo para conocer en que punto está el tema que a investigar. Este trabajo consiste en 
una revisión bibliográfica, desde un soporte físico como son los libros hasta contactar con 
los distintos profesionales expertos en ese tema, pasando por el soporte on-line cada vez 
más extendido en donde obtener casi toda la documentación necesaria y disponible. 
Después de realizar la búsqueda, los investigadores deciden en que momento la 
información es “suficiente”, para iniciar la aplicación del proyecto de investigación 
previamente diseñado. La revisión sistemática y el metaanálisis de los diferentes conjuntos 
de datos obtenidos en esta investigación son dos caminos para evaluar la información 
recogida. 
Tanto la aplicación de un proyecto de investigación en sus diferentes modalidades de 
estudio (observacionales y experimentales) como la revisión sistemática y el metaanálisis 
pueden contener un déficit en la información recogida. Puede que en un estudio 
experimental se necesite la información solo de cómo se han proyectado los estudios y los 
resultados obtenidos, sin entrar en detalle en otros aspectos del estudio (Sackett et 
al.,1996).  
Pero si es importante el diseño del estudio, más importante es poder integrar los 
resultados de esos estudios para conocer si sus resultados en su conjunto tienen efectos en 
la población en general. Esto es una definición más de metaanálisis, de las muchas que 
pueden ser encontradas (Glass, 1976). 
Pero la información que se pretende integrar puede tener características similares o 
no (heterogeneidad vs. homogeneidad), ser completa esa información o presentar algún tipo 
de sesgo (publicación, recuperación,…) o si los resultados finales pueden ser extrapolados a 
la población en general. 
La información relacionada con el metaanálisis y la revisión sistemática puede influir 
entre ellas. Para ello, es necesario realizar una validación de los resultados obtenidos en la 
revisión. Dos factores importantes en esta validación son la heterogeneidad y el sesgo de 
publicación (Cobos-Carbó & Augustovski, 2011; Higgins & Green, 2011). 
El sesgo de publicación tiene diferentes causas que lo originan (Thornton & Lee, 
2000). Se ha intentado objetivar el sesgo de publicación con formulaciones estadísticas, 
bastante complejas en algunas ocasiones, y en otras algo más sencillas de forma gráfica. 
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Incluso se ha analizado el sesgo de publicación, no solo en el déficit de datos no 
significativos, sino en el exceso de datos significativos (Begg, 1985; Hedges, 1984; Lau et 
al., 1992; Sugita et al., 1992).  
Se constata que la cantidad de estudios significativos publicados es superior a los no 
significativos, provocando este exceso de publicación (Orwin, 1983; Rosenthal, 1979; 
Sterling, 1959). 
No solo hay métodos para conocer si hay sesgo de publicación sino que podemos 
encontrar una serie de métodos correctores, en relación a la influencia que puede ejercer la 
heterogeneidad en los resultados. Distintos autores hablan de heterogeneidad auténtica-
real, y afinando aún más, reconocen la heterogeneidad residual. Explican como la 
heterogeneidad puede afectar a la fiabilidad de los diferentes métodos de detección de 
sesgo de publicación (Thompson & Sharp, 1999). 
Después de todo lo escrito hasta ahora, la gran cantidad de artículos, manuales 
hablando de sesgo de publicación y de cómo la heterogeneidad puede afectar a los 
resultados obtenidos al igual de cómo evaluar el impacto de esta heterogeneidad en el 
sesgo de publicación, es necesaria una revisión de puesta a punto del tratamiento del sesgo 















El objetivo general de este trabajo es la revisión sistemática de la bibliografía 
existente sobre el problema del sesgo de publicación. 
2.1. Objetivos secundarios 
- Revisión de los métodos cuantitativos y gráficos para detectar y corregir el 
sesgo de publicación y analizar su eficiencia en ciertos contextos.  














3. Material y Métodos 
 Búsqueda bibliográfica 
Para la realización de esta revisión sistemática se ha elegido una serie de artículos 
con características determinadas, las cuales están incluidas en todos ellos.  
Las características a cumplir son: 
- Estudios completos o “full text” 
- Estudios en habla inglesa y española 
- Estudios que investiguen relación heterogeneidad y sesgo de publicación 
- Estudios que analicen métodos detección y corrección del sesgo de 
publicación 
- Estudios que analicen el sesgo de publicación en diferentes campos de la 
ciencia. 
La búsqueda bibliográfica también se ha realizado en diferentes libros relacionados 
con el metaanálisis y el sesgo de publicación, y en tesis doctorales que abordan estos temas 
(Borenstein et al., 2009; Hunter & Schmidt, 2004; Martín-Vallejo, 1995; Perez, 2009) 
La búsqueda bibliográfica online ha sido realizada en Web of Science , PubMed y 
Google Academic, con una búsqueda determinada por las características previamente 
definidas: 
• La búsqueda realizada en Web of Science contenía el criterio de 
búsqueda: TOPIC: (Publication Bias) AND TOPIC: (Meta-Analysis) AND 
TOPIC: (Heterogeinity) AND TOPIC: (Impact) obteniendo el resultado de 144 
estudios. 
• La búsqueda realizada en PubMed contenía el criterio de búsqueda: 
((Publication Bias) AND (Meta-Analysis) AND (Heterogeinity) AND ((Impact)) 
obteniendo el resultado de 356 estudios. 
• La búsqueda realizada en Google Academic contenía el criterio de 
búsqueda: ((Publication Bias) AND (Meta-Analysis) AND (Heterogeinity) AND 
((Impact)) obteniendo el resultado de 71300 estudios. 
El buscador PubMed tiene la opción de realizar la búsqueda utilizando TESAUROs 
(MeSH, Medical Subject Headings), de los cuales se seleccionó los siguientes: 
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• Publication Bias (MeSH Unique ID: D017594) y aparece en un Tree 
numbers (L01.737.813). Con subtitular “statistics and numerical data”. 
• Meta-Analysis as Topic (MeSH Unique ID: D015201) y aparece en cuatro 
Tree numbers (E05.318.780.500, E05.581.500.501, N05.715.360.780.515, 
N06.850.520.445.500). 
Se ha contado con la ayuda del Departamento De Estadística De La Universidad De 
Salamanca con material bibliográfico y otro tipo de documentación valiosa para esta revisión 
sistemática. 
 







 Proceso de simulación 
Después de la búsqueda bibliográfica se procede a realizar una simulación en 
diferentes escenarios para evaluar si se comportan de forma diferente los métodos de 
detección de sesgo de publicación y corrección en presencia o ausencia de heterogeneidad. 
Se decide plantear dos escenarios globales que son la ausencia de heterogeneidad 
(homogeneidad) y presencia de heterogeneidad. Cada uno de ellos tendrá una presencia del 
0%, 50% y 100% de sesgo de publicación en estudios no significativos ausentes. 
a) Ausencia de heterogeneidad. Se parte de metaanálisis con un tamaño 𝑘 de 
10 y 100 estudios donde se evalúa el tamaño del efecto (𝒹) en las cantidades 0,25; 0,40 y 
0,80. Cada uno de ellos tendrá una presencia del 0%, 50% y 100% de sesgo de publicación 
en estudios no significativos ausentes. 
Se utiliza la herramienta informática Microsoft® Excel® 2011 para MAC (versión 
14.4.4) para crear una hoja de cálculo donde en cada una de las columnas se insertaran 
unas fórmulas para conseguir los datos necesarios para realizar la simulación en sus 
diferentes escenarios. 
 En primer lugar se simularon los diferentes tamaños muestrales que presentarían los 
estudios a integrar. Para ello se parte de una distribución Weibull, que generalmente es 
representativa del análisis de supervivencia. Se eligió esta distribución porque es una 
distribución muy flexible a la hora de describir el comportamiento de aparición de un evento 
cambiando los parámetros de la distribución. La función de distribución de Weibull es: 





para 𝑥 ≥ 0, siendo nula cuando 𝑥 < 0.  










Se considero una distribución de tamaños muestrales asimétrica a la derecha con 
valores de 𝑛 para cada grupo, con frecuencias altas por debajo de 50 individuos y con baja 
probabilidad de estudios con tamaños muestrales por grupos superiores a 100 individuos.  
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Por ello se marcaron los parámetros 𝛼 =  50 y 𝛽 = 2, donde 𝛼 es el parámetro de 
escala y 𝛽 es el parámetro de forma. Esta distribución es asimétrica, con valor mediano 
poblacional de tamaños muestrales con estos parámetros de 24 y valor medio de 50. 
Los resultados obtenidos para esta distribución serán tratados como datos continuos, 
procediendo a su redondeo con posterioridad. 
 
Figura 2. Distribución Weibull. 
 También se considera que los estudios son balanceados, es decir, los dos grupos 
presentan el mismo tamaño muestral.  
El tamaño del efecto elegido para el estudio de la simulación es la diferencia de 
medias estandarizada propuesta por Hedges (Hedges, 1981) : 
𝒹 =
𝜇! −  𝜇!
𝑆
 
donde 𝜇! es la media del grupo tratamiento, 𝜇! es le media del grupo control y el 
valor 𝑆 se calcula como la raíz cuadrada de la media ponderada de las cuasivarianzas: 
𝑆 =
𝑛! − 1 𝑠!! + 𝑛! − 1 𝑠!!
𝑛! +  𝑛! − 2
 

























Se parte de la distribución Normal donde el grupo tratamiento tiene parámetros 3 y 1. 
A partir de esa distribución y de los tres escenarios del tamaño del efecto (0,25; 0,4 y 0,8), 
se calcula la media del grupo control considerando que la desviación típica es igual en 
ambos grupos.  
Posteriormente se procede a simular las medias del grupo tratamientos y sus 
desviaciones típicas a partir de la distribuciones normales y Chi-cuadrado, respectivamente. 
 Para cada una de las tres situaciones anteriores según el valor del tamaño del 
efecto poblacional 𝛿 (0,25; 0,40 y 0,80) y los dos diferentes tamaños de los metaanálisis con 
𝑘 igual a 10 y 100, se procede a calcular el valor del estadígrafo (𝔱) y el p-valor unilateral 
para conocer si el estudio es significativo o no . 
Una vez calculado la significación de los estudios se plantean tres escenarios de 
sesgo de publicación; que no se publiquen el 100% de los estudios no significativos, que no 
se publiquen un 50% y que no exista sesgo de publicación. 
 




b) Presencia de heterogeneidad. Este supuesto se divide a su vez en otros dos 
supuestos en función de si la heterogeneidad este provocada por un factor experimental o 
bien exista una variabilidad intrínseca entre los estudios. En este caso el escenario del 
número de estudios a integrar se considera exclusivamente 100, ya que 10 sería difícil de 
analizar el efecto de la heterogeneidad en el sesgo de publicación. Los diferentes tamaños 
del efecto poblacional son 𝛿 (0,25; 0,40 y 0,80): 
• En el caso que la heterogeneidad esté provocada por un factor, los 100 
estudios se dividen en un tercio cada uno, con tres diferentes tamaños del 
efecto. Un tercio de estudios con el tamaño del efecto poblacional 𝛿, otro 
tercio con (𝛿 − 0,2) y otro tercio con (𝛿 + 0,2).  
 





• Para el supuesto de una heterogeneidad intrínseca, se parte de una 
población Normal donde la media corresponde a la media del grupo 
tratamiento y variabilidad 𝜏!. Son tres los escenarios generados según el 𝜏! y 
diferentes tamaños del efecto poblacional de 𝛿 (0,25; 0,40 y 0,80). Se genera 
una muestra (metaanálisis) compuesta por 100 estudios con distribución 
Normal, donde la media procede de la distribución anterior y la varianza tiene 
valor 1. 
Una vez calculado la significación de los estudios se plantean tres escenarios de 
sesgo de publicación; que no se publiquen el 100% de los estudios no significativos, que no 
se publiquen un 50% y que no exista sesgo de publicación. 
 




Los métodos estadísticos para detección y corrección de sesgo de publicación 
evaluados con la aplicación informática MIX v.1.7 y 2.0. son los descritos en la Tabla 1.  
Métodos estadísticos de 
salida numérica 
Métodos estadísticos de  
salida gráfica 
Begg's rank correlation Contour-enhanced Funnel Plot 
Egger's regression Funnel Plot 
Macaskill's regression Trim and Fill 
Fail-safe N  
Trim and Fill  
Tabla 1. Métodos detección y corrección del sesgo de publicación. Extraído de : Bax, L., Yu, L., Ikeda, N., 
Tsuruta, H., & Moons, K. G. M. (2006). Development and validation of MIX : comprehensive free software for 

















4. Definición de sesgo de publicación 
En su origen, el sesgo de publicación aparece como “publication policy” donde el 
autor describe como un gran número de artículos publicados son los que rechazan la Ηο en 
sus resultados (Sterling, 1959).  
Desde su inicio, los científicos exponen que en el campo de las ciencias del 
comportamiento no se publican todos los trabajos de investigación que se realizan 
realmente Bakan (1967), McNemar (1960), Smart (1964) y Sterling (1959). La visión extrema 
de este problema, el "the file drawer problem", es que las publicaciones tienen el 5% de los 
estudios que muestran errores de Tipo I, mientras que el cajón está lleno del 95% restante 
de los estudios que no muestran importancia (Rosenthal, 1979). 
Hay autores que mantienen que este asunto no es baladí, a pesar de que muchos 
compañeros puedan sostener la no importancia o inexistencia del sesgo de publicación 
(Rosa, 2016).  
Podríamos decir que el sesgo de publicación se ha visto minimizado en los últimos 
años por el acceso a un mayor número de artículos e información a través de la red. Pero 
todavía existen muchas revistas y portales de la red en donde queda demasiado 
encorsetado el tipo de artículo con posibilidad de ser publicado, sin poder ser reducido el 
sesgo de publicación en la actualidad. 
 Otra definición de sesgo de publicación es la situación que se presenta cuando una 
serie de trabajos, estudios, ensayos,… no han sido publicados en aquellas fuentes de 
conocimiento por una serie de motivos entre los que destaca ser trabajos con resultados no 
significativos que en términos generales no interesan a las revistas donde intentan ser 
publicados, pudiendo provocar conclusiones erróneas en el área de trabajo. 
Algunos autores definieron el sesgo de publicación como el término que ocurre 
cuando los trabajos que aparecen en la literatura publicada son sistemáticamente no 
representativos del total de estudios realizados. En pocas palabras, cuando la investigación 
que es fácilmente disponible difiere en sus resultados, de los resultados de toda la 
investigación que se ha hecho en un área, los lectores y los revisores de esa investigación 
están en peligro de sacar una conclusión equivocada (H. Rothstein, Sutton, & Borenstein, 
2005). 
La red Cochrane que se define como una red global independiente de 
investigadores, profesionales, pacientes, cuidadores y personas interesadas en la salud dice 
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que el sesgo de publicación es la publicación o no publicación de los hallazgos de la 
investigación, según la naturaleza y la dirección de los resultados (Higgins & Green, 2011). 
Como puede comprobarse hay diferentes definiciones a lo largo del tiempo de que es 
el sesgo de publicación, encontrando que una de las más correctas y completas es la 




















5. Tipos de sesgo de publicación 
En la literatura, desde los inicios de las actividades investigadoras, se han descrito 
diferentes tipos de sesgo de publicación: 
a) Por la línea editorial de rechazar estudios no significativos 
Desde el inicio del estudio del sesgo de publicación, es uno de los analizados y que 
es debido a la selección de resultados significativos por parte de las editoriales y revistas 
(Rosenthal, 1979; Sterling, 1959). 
Existe una comparativa de artículos enviados a diferentes editoriales, con el 
resultado de cuantos son rechazados y otros tantos aceptados, demostrando de una forma 
evidente lo que se apreciaba de forma subjetiva (Coursol & Wagner, 1986). 
b) Por el tipo de diseño del ensayo e informe de resultados 
Según cómo se ha diseñado el ensayo, sus medidas para evaluar los resultados y de 
cómo se comparan esos datos para plasmar en un informe final, puede aparecer este tipo 
de sesgo. Finalmente, el artículo aparecerá publicado o no (Higgins & Green, 2011; Pocock, 
Hughes, & Lee, 1987). 
c) El tiempo hasta la publicación. 
Puede existir retraso desde que se concluye un estudio hasta que finalmente es 
publicado. Ocurre en estudios prospectivos pero no en todos los casos, o al igual que puede 
sufrir un retraso los estudios con un resultado negativo (Misakian & Bero, 1998; H. Rothstein 
et al., 2005). 
d) Sponsor 
Otra realidad es que la realización de estudios con sponsor, patrocinio o apoyos de 
instituciones y empresas farmacéuticas orientados a la búsqueda de una positiva 
significancia en los estudios, hace que estos estudios sean publicados en mayor medida, 
descompensando y agravando la presencia de sesgo de publicación. 
Puede ocurrir que una empresa que patrocina un estudio sobre uno nuevo producto 
comparando ventajas o desventajas frente a productos de la competencia, tenga los 
derechos de impedir la publicación de los resultados si son negativos para su nuevo 
producto (Higgins & Green, 2011; Rennie, 1997). 
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e) Porque el autor decida no compartir el resultado 
En bastantes ocasiones, el autor enjuicia su artículo en virtud de los puntos 
anteriormente expuestos sobre el sesgo de publicación, porque en su evidencia diaria 
encuentra que los artículos con un resultado no significativo no se publican. En otros casos, 
se encuentra con que el tipo de ensayo no pudiera cumplir los estándares de calidad 
óptimos y finalmente no se envía a publicar. 
Hay autores que debido a las exigencias de patrocinio, falta de sponsor o normas de 
publicación deciden no publicar su artículo. 
f) Idioma de la publicación. 
La preferencia por publicar los estudios en lengua inglesa y por lo tanto, tendencia a 
enviar los artículos en dicha lengua, provoca que aparezcan revisiones y metaanálisis con 
poca significación. El resultado es totalmente diferente cuando se incluyen los estudios 
relacionados con el tema a analizar en diferentes lenguas que no sea la inglesa. 
Algunos autores referencian la presencia de estudios de significancia negativa en 
editoriales y publicaciones que son en lengua distinta a la inglesa. Por lo tanto, la presencia 
de este sesgo de publicación puede bascular en las técnicas de análisis del sesgo de 











6. Impacto del sesgo de publicación 
Hay varios intentos en la bibliografía de analizar el impacto del sesgo de publicación 
en los diferentes campos de investigación como el clínico, el psicológico, el económico, etc. 
El primer intento de analizar el impacto del sesgo de publicación se debe a Coursol & 
Wagner (1986) donde se compara el número de estudios significativos y no significativos 
publicados. Todo parte de los resultados del metaanálisis de Smith y Glass (1977) donde 
diferentes autores dudan o plantean la existencia de sesgo de publicación por el conocido 
efecto de publicar los estudios significativamente positivos frentes a los que no (Coursol & 
Wagner, 1986; Smith & Glass, 1977). 
Partiendo de esta idea, decide hacer una encuesta entre profesionales (1000 y 
respondieron 609) para conocer qué estudios habían realizado, si había sido positivo su 
resultado en al menos uno y si finalmente habían sido aceptados y/o publicados. 
La valoración del impacto sobre el sesgo de publicación se hace en proporciones, de 
una forma descriptiva, que deja en evidencia el hecho de que se publicaba más los estudios 
positivamente significativos. 
  Publicados No publicados Total 
Estudios significativos 85(65,8%) 44(34,1%) 129 
Estudios neutros/ no significativos 14(21,5%) 51(78,4%) 65 
Total estudios 99 95 194 
Tabla 2. Estudios publicados vs. no publicados. Extraído de: Coursol, A., & Wagner, E. E. (1986). Effect of 
positive findings on submission and acceptance rates: A note on meta-analysis bias. Professional Psychology: 
Research and Practice, 17(2), 136–137. https://doi.org/10.1037/0735-7028.17.2.136. 
 
El 21,5% de los estudios publicados tenían resultados no significativos. Del total de 
194 estudios aceptados por parte de la editorial, solo el 7%(14) de los estudios no 
significativos son publicados frente a un 43,8%(85) en el otro extremo. 
Se estudió el sesgo de publicación en las ciencias sociales mediante el análisis de 
una población conocida de los estudios realizados - 221 en total - en el que hay un control 
importante de lo que se publica (Franco et al., 2014).  
Los resultados proporcionados sobre evidencia directa de sesgo de publicación en la 
etapa de producción de la investigación sobre si los autores deciden no escribir y presentar 




 Resultado estadístico 
 Nulo Mixto Fuerte 
No escrito 64,6% 12,2% 4,4% 
Escrito no publicado 14,6 39,0 34,1 
Publicado(de no calidad) 10,4 37,8 38,5 
Publicado(de calidad) 10,4 11,0 23,1 
Total 100,0 100,0 100,0 
Tabla 3. Circuito estudio según grado significancia de su resultado. Extraído de : Franco, A., Malhotra, N., & 
Simonovits, G. (2014). Publication bias in the social sciences: Unlocking the file drawer. Science, 345(6203), 
1502–1505. https://doi.org/10.1126/science.1255484. 
 
 Podemos comprobar como nuevamente los estudios poco significativos no aparecen 
en las publicaciones. Al tener acceso a todos los proyectos, estos investigadores dan una 
clave importante. No solo se publica lo significativo sino que a priori el autor del estudio 
decide no escribir el artículo al no obtener un resultado positivo. 
Quince autores decidieron no redactar el artículo debido a que obtuvieron resultados 
nulos. Notifican que abandonaron el proyecto porque creían que los resultados nulos no 
tienen potencial de publicación, e incluso se les preguntó si ellos encontraron los resultados 
interesantes a nivel personal. Nueve de estos autores rechazaron los resultados nulos, 
quitando prioridad de redactar el estudio en cuestión y concentrarse en otros proyectos.  
Tal vez lo más interesante es que dos de esto quince autores, cuyos estudios "no 
funcionaron", finalmente publicaron artículos que apoyaban sus hipótesis iniciales usando 
hallazgos obtenidos en muestras pequeñas y de su interés particular.  
El sesgo de publicación también ha sido descrito en el área de la psicológica. La 
tendencia en la ciencia de la psicológica a evitar la publicación de resultados nulos produce 
una situación que limita la asunción de “replicabilidad de la ciencia”, ya que no puede ser 
significativa sin el potencial reconocimiento de replicaciones fallidas (Ferguson & Heene, 
2012).  
Estos autores afirman que a menudo se construyen argumentos para bloquear la 
publicación y la interpretación de resultados nulos. Así, estos resultados nulos desaparecen 
por prácticas éticamente dudosas por parte de los investigadores.  
Otros autores investigan el sesgo de publicación en dos grandes áreas del 
comportamiento político: el voto económico y los efectos de la publicidad negativa. En 
ciencias políticas encontraron presencia de sesgo de publicación en las dos literaturas de 
comportamiento político especificada, siendo más prevalente en las revistas dominantes. 
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 El nivel de sesgo de publicación puede estar subestimando ya que en las últimas 
etapas de un estudio puede existir un incentivo para descubrir efectos estadísticamente no 
significativos a través de, por ejemplo, subgrupo y modelo de selección de especificaciones 
concretas (Gerber et al., 2010). 
En estudios patrocinados, el sesgo de publicación puede tener un impacto importante 
sobre todo en el campo de la medicina y la farmacología que mueven ingentes cantidades 
de dinero desde investigación a marketing de los productos. 
El campo de las estatinas, medicamentos para controlar los niveles de colesterol, es 
un campo de estudio que no solo se centra en alimentos buenos o malos, sino también en el 
control farmacológico.  
Hay un estudio donde concluyen que los hallazgos obtenidos de los estudios de 
estatinas patrocinados por la industria parecen similares en magnitud a los de fuentes no 
relacionadas con la industria. Existen diferencias reales en la eficacia de las estatinas 
individuales en varias dosis que explican las discrepancias observadas previamente entre 
estudios patrocinados por la industria y no relacionados con la industria (Nacie et al., 2014). 
 Origen sponsor 
 Industria No industria 
Control placebo 43,8% 43,2% 
Multi-armed 22,6% 16,2% 
Comparación única  
dosis-estatina 21,2% 83,7% 
TOTAL ( nº de estudios) 146 37 
Tabla 4. Origen financiación relacionado tipo ensayo en estatinas. Extraído de : Naci, H., Dias, S., & Ades, A. E. 
(2014). Industry sponsorship bias in research findings: a network meta-analysis of LDL cholesterol reduction in 
randomised trials of statins. Bmj, 349(oct03 1), g5741–g5741. https://doi.org/10.1136/bmj.g5741. 
 
Los porcentajes sobre quien patrocina el tipo de ensayo son similares en ambos 
casos. Dentro del estudio, se comparan un total de 31 estudios con características similares 
entre estudios patrocinados por la industria y otros que no. 
Los autores concluyen que a pesar de conocer la influencia ejercida por el patrocinio 
en el resultado de los estudios, las herramientas para evaluar el sesgo de publicación que 
están a su alcance no son eficaces para realmente encontrarlo en sus estudios.  (Bekelman 
& Gross, 2015; Lexchin et al., 2003). 
El sesgo de publicación esta presente, eso es un hecho claro. Ni todos lo artículos 
han sido publicados ni todos han sido escritos por sus autores. Otro sesgo de publicación 
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relacionado directamente con la línea editorial de las revistas las cuales deciden que 
artículos publican y cuales no, fue analizado por un grupo de investigadores (Van Lent, 
Overbeke, & Out, 2014). 
Parece que este sesgo de publicación no aparece en las revistas seleccionadas para 
su análisis, sin existir una tendencia clara a publicar preferiblemente manuscritos de 
Estudios de Control Aleatorizado de fármacos con resultados positivos. Interpretan que el 
sesgo está antes de la presentación del manuscrito, planteándose el autor el dilema de si su 
artículo será publicado en virtud del resultado. 
Por el contrario, este estudio encuentra relación altamente significativa entre estudios 
patrocinados que fueron publicados frente a los que no. Sugieren la relación de resultados 
positivamente significativos en los estudios con patrocinio. 
Existe una revisión en The Cochrane Collaboration® donde se estudia si la forma en 
la cual los médicos practican la medicina y los tratamientos ofrecidos a los pacientes afecta 
a los resultados obtenido en estudios clínicos sobre fármacos. La investigación clínica es 
cada vez más patrocinada por empresas, ya sea porque las empresas realizan los estudios 
directamente, o los financian total o parcialmente. En investigaciones anteriores han 
encontrado que los estudios patrocinados por la industria farmacéutica tienden a favorecer 
los medicamentos de los patrocinadores, más que los estudios con otras fuentes de 
patrocinio (Bero, 2013). 
Los estudios de fármacos y dispositivos patrocinados por la industria con más 
frecuencia tuvieron resultados de eficacia favorables en comparación con los estudios sobre 
fármacos y dispositivos no patrocinados. También son a menudo favorables a los productos 
del patrocinador frente a los estudios de fármacos y dispositivos no patrocinados sin poder 
ser explicados con las herramientas de evaluación estándar de riesgo de sesgo. 
 No encontraron una diferencia entre estudios patrocinados por la industria y no 
relacionados con la industria con respecto a factores estándar que pueden aumentar el 
riesgo de sesgo, excepto para el cegado. Tampoco encuentran una diferencia entre los 
estudios de drogas y dispositivos sobre la asociación entre el patrocinio y las conclusiones.  
En la industria alimentaria y en el campo médico, los probióticos se utilizan de 
manera muy diferente. En ambos casos los probióticos se utilizan, como su nombre indica, 
para efectos beneficiosos. Irónicamente, la mayoría de los estudios han usado sin rigor el 
mismo probiótico de la industria alimentaria de animales de granja para estudiar también su 
papel en los seres humanos. De hecho, el mismo capítulo de un libro, que evalúa el uso de 
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probióticos en animales y hombres, mencionó que la misma especie, se utiliza en los 
lechones para aumentar el peso, y en los niños para reducir los episodios de infecciones 
intestinales 
Que hay sesgos de publicación en documentos relacionados con probióticos, es otro 
hallazgo relacionado con el patrocinio. Muy comúnmente los conflictos de interés no se 
informan, incluso cuando los autores son patrocinados directamente por la industria 
alimentaria. Como se sugiere en la serie más grande disponible hasta el momento 
analizando más de 11,000 fuentes (http://www.ahrq.gov/clinic/tp/probiotiptp.htm), el efecto a 
largo plazo de los probióticos en los seres humanos puede ser analizado mediante una 
investigación independiente. Así se evitaría lo sucedido con el uso de probióticos y 
pacientes con pancreatitis (Million & Raoult, 2012).  
El sesgo inducido por los intereses comerciales puede ser contrarrestado de dos 
maneras. El primero es erigir un cortafuegos entre el dinero y las personas que hacen la 
investigación y el análisis de datos. El otro enfoque es desarrollar una fuente de financiación 
completamente independiente que también lo sea de la industria farmacéutica (Lexchin, 
2012). 
Una parte de los estudios sobre como influye el sesgo de publicación en la 
interpretación de los resultados de un metaanálisis insisten en la influencia de la industria 
farmacéutica en los estudios realizados y sus resultados. 
Evaluar si las restricciones en el idioma de publicación afectan las estimaciones de la 
efectividad de una intervención es otro tipo de sesgo de publicación investigado y que tiene 
repercusiones en la interpretación de los metaanálisis.  
Los resultados de este estudio sugieren que limitar el lenguaje de los informes de los 
estudios en inglés en revisiones sistemáticas de las intervenciones de la Medicina 
Convencional no cambia las estimaciones de la efectividad de una intervención (Pham et al., 
2005). 
Por el contrario, en el estudio de Medicina Alternativa y Complementaria(CAM) 
encuentra la presencia de sesgo de publicación relacionado con la lengua de publicación. 
Las revisiones sistemáticas que evaluaban la efectividad de las intervenciones de CAM, 
produjeron diferentes estimaciones del efecto de la intervención cuando la síntesis de los 
datos se limita a estudios únicamente en inglés, en comparación con las publicaciones en 




Esto indica que los resultados de los estudios en otra lengua distinta al inglés son 
importantes y deben ser considerados. La exclusión de los estudios clínicos publicados en 
otros idiomas distintos del inglés puede introducir sesgos y reducir la precisión de las 
estimaciones combinadas de los efectos del tratamiento (Juni et al., 2002).  
Extrajeron las proporciones de las estimaciones de los efectos del tratamiento de los 
ensayos de idiomas no ingleses comparados con los estudios en inglés para 50 
metaanálisis. Las estimaciones del efecto del tratamiento fueron, en promedio, un 16% más 
beneficiosas en estudios que no son en inglés. Sin embargo, hubo heterogeneidad 
considerable entre los metaanálisis (p = 0,003).  
En resultados de análisis estratificados, el efecto del lenguaje parecía ser más 
pronunciado en la medicina complementaria y menos pronunciado en los estudios con 
intervenciones de control activo, pero ninguna estadísticamente significativa. 
El impacto de los estudios de idiomas no ingleses disminuyó de 8,34 a 7,68 después 
de la exclusión de los estudios de idioma no inglés (precisión promedio de las estimaciones 
del efecto del tratamiento). El número de estudios publicados en idiomas distintos al inglés 
varió de 1 hasta 14 estudios, y del 4,3% al 72,7% de todos los estudios incluidos. Los 
estudios en lengua no inglesa contribuyeron en un 17,5% al peso en metaanálisis 
individuales. 
Sin embargo, los estudios publicados en otros idiomas pueden ser más difíciles de 
localizar y pueden requerir la traducción, lo que aumentará los costos y retrasará la 
conclusión de una revisión.  
Los metaanálisis en lengua no inglesa pueden excluir estudios relevantes de 
especialidades médicas que suelen publicarse en lengua inglesa, como ocurre con la 
especialidad de Cardiología u Obstetricia y Ginecología. 
La importancia de los estudios publicados en revistas no inglesas también es 
conocida en la medicina especializada. Dentro de una determinada especialidad médica 
puede tener un gran impacto el sesgo de publicación. En la especialidad de neurología, el 
80% de los estudios incluidos en los metaanálisis publicados eran en lengua inglesa. Pues 
bien, una enfermedad neurológica como es el accidente vascular, es el tema principal de 
publicación en lengua china. De un total de 166 artículos relacionados con la especialidad 
neurológica, 116 eran sobre accidente vascular. El impacto que tiene no hallar esta 




Otro estudio nos lleva al otro extremo en relación al uso de artículos en determinados 
lenguajes. No proporciona evidencia en sus resultados de que los metaanálisis restringidos 
en el lenguaje conduzcan a estimaciones sesgadas de la eficacia de la intervención (Moher 
et al., 2000). 
En su resultado principal obtuvo una diferencia de 2% (ROR = 0,98; CIs = 0,81-1,17), 
en promedio, entre las estimaciones de tratamiento con versus sin restricciones explícitas en 
el idioma de publicación de los estudios incluidos. 
Estos mismos autores en estudios previos ya habían confirmado que no hubo 
diferencias estadísticamente significativas en los informes de estudios publicados en 
idiomas distintos del inglés y los publicados en inglés en cuanto a asignación al azar, doble 
ciego, abandonos y retiros, o puntuación total general (Moher et al., 1996).  
La exclusión de la literatura gris1 de los metaanálisis también puede conducir a 
estimaciones exageradas de un 12% de la eficacia de la intervención. En general, los 
metaanalistas deben intentar identificar, recuperar e incluir todos los informes, tanto gris 
como publicados, que cumplan con los criterios de inclusión predefinidos. En el análisis de 
sensibilidad encontraron que si eliminan los resúmenes(abstract) de las muestras, la 
sobreestimación aumenta a un 38% (McAuley et al., 2000).  
Esto nos da una idea de lo importante que es tener acceso a todo lo publicado, 
indistintamente en que lengua sea presentado para concluir de una forma acertada y, en 
campos de mayor sensibilidad, de forma segura el resultado final de nuestro metaanálisis. 
También se hace una reflexión de por qué hay que incluir la literatura gris, buscarla e 
incluirla en revisiones sistemáticas. Sin embargo, el 30% de los editores encuestados no 
publicarían un metaanálisis que incluyera material inédito, aunque recibiera una revisión 
favorable. Son varios los motivos que podían llevar a esta respuesta desde evaluación de 
estudios no realizado por pares, a cuestiones de si la literatura gris es de baja calidad,…  
(McAuley et al., 2000) 
La búsqueda bibliográfica está relacionada con el sesgo de publicación, así podemos 
ver en las conclusiones extraídas, donde sugieren que el uso de una única base de datos 
                                                
1 La literatura gris (también denominada como literatura no convencional, literatura semi-publicada o 
literatura invisible) es cualquier tipo de documento que no se difunde por los canales ordinarios de publicación 
comercial, y que por tanto plantea problemas de acceso (Auger, 1989; García Santiago, 1998; Guimaraes 
Almeida, 1998) . 
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electrónica para identificar estudios clínicos controlados en inglés es inadecuado porque los 
estudios de calidad metodológica similares a los obtenidos serían pasados por alto. Incluso 
si EMBASE y MEDLINE se utilizan en combinación, la recuperación de estudios es 
incompleta, y la búsqueda manual en revistas seleccionadas sería necesario para realizar 
una búsqueda exhaustiva (Suarez-Almazor et al., 2000). 
Como nota de color diferente sobre sesgo de publicación, ciertos países tienden a 
publicar más resultados significativamente positivos que otros. En un estudio realizado 
encontraron están tendencia en el área de la acupuntura, donde se publican más los 
resultados positivos (Vickers et al., 1998). 
Los 51 estudios realizados en China y Asia oriental y listados en Medline en el 
período estudiado favorecieron la acupuntura, lo que sugiere según estos investigadores 
que los estudios clínicos de acupuntura que se originan en ciertos países tienen una 
proporción inusualmente alta de resultados positivos.  
Por otro lado, se puede pensar que los criterios de los revisores son diferentes en 
esos países. 
Una combinación de sesgo de publicación por lengua de publicación y resultados 
significativos fue el que concluyó que los estudios clínicos controlados aleatorios tienen más 
probabilidades de ser publicados en una revista en inglés si contienen resultados 
significativos, mientras que otros estudios se publicaron en revistas nacionales en lengua 
alemana (Egger et al., 1997). 
En otros estudios se revela que en al menos en uno de los 36 metaanálisis 
consecutivos publicados en revistas revisadas por pares, la exclusión de documentos por 
razones lingüísticas produjeron resultados diferentes de los que habrían sido obtenido si no 
se hubieran cumplido los criterios usados. Aunque los cambios de 0,70 a 0,67 en el 
estimación puntual y de 1,09 a 0,95 en el límite superior del IC del 95% del Odds ratio 
pueden considerarse triviales, es importante darse cuenta de que los resultados de las 
publicaciones son a menudo evaluados y aplicados a la práctica clínica (Grégoire, 
Derderian, & Le Lorier, 1995). 
Aquí proponen el nombre de "sesgo de Torre de Babel" cuya razón sería que: 
• Los autores que han completado un ensayo clínico que da resultados 
negativos podrían estar menos seguros de tenerlo publicado en una gran 
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revista internacional de difusión escrita en Inglés y luego enviarlo a una 
revista local.  
• Si estos investigadores trabajan en un país que no habla inglés, el artículo se 
publicará en su propio idioma en una revista local.  
• Por lo tanto, es más probable que los resultados positivos de los autores de 
países que no hablan inglés se publiquen en inglés, y los resultados 
negativos.  
Es evidente que los criterios de exclusión lingüística, además de ser incompatibles 
con el principio de "visión sistemática de la totalidad de las pruebas de todos los estudios 
aleatorios no confiados pertinentes", pueden ser una fuente de error. 
Si bien la inclusión de datos no publicados en reseñas científicas 
sigue siendo controvertido, la mayoría de los investigadores directamente implicados en el 
metaanálisis creen que los datos no publicados no deben ser sistemáticamente excluidos 
(Cook et al., 1993).  
Tabla 5. Utilización de Datos no Publicados en Metaanálisis evaluados. Extraído de : Cook, D. J., Guyatt, G. H., 
Ryan, G., Clifton, J., Buckingham, L., Willan, A., … Oxman, A. D. (1993). Should in Unpublished. Jama, 269(21), 
2749. 
 
La síntesis más válida de la información disponible se obtendrá cuando los 
metaanalistas sometan el material publicado y no publicado a la misma evaluación 
metodológica rigurosa presentando los resultados con y sin fuentes inéditas de datos 
(Dickersin, 1990). 
Los revisores pueden utilizar rasgos de las publicaciones que pueden indicar la 
presencia o no de sesgo de publicación (Borenstein et al., 2009): 
A. Es probable que los estudios de gran tamaño se publiquen sin importar la 
significación estadística, ya que implican grandes compromisos de tiempo y 
recursos. 
  Nº (%) 
Total de metaanálisis evaluados 150(100) 
Metaanálisis que no buscaron datos no publicados 50(33.3) 
Metaanálisis que buscaban datos no publicados  80 53.3) 
Ø Metaanálisis que recuperaron datos no publicados  Ø 50(33.3) 
o Metaanálisis que incluyeron datos no publicados en el análisis 
primario  
o 46(30.7) 
No se pudo determinar si se realizaron búsquedas de datos no publicados  20(13.3) 
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B. Los estudios de tamaño moderado corren el riesgo de perderse, pero con un 
tamaño de muestra moderado, incluso los efectos modestos serán 
significativos, por lo que solo se pierden aquí algunos estudios. 
C. Los estudios pequeños están en mayor riesgo de ser perdidos. Debido al 
pequeño tamaño de la muestra, es probable que los efectos más grandes 
sean significativos, con los efectos pequeños y moderados probablemente no 
publicados. 
Las respuestas a esas preguntas son contestadas con los diferentes métodos que 
veremos a continuación, pero la última es quizás la más difícil de estudiar por venir 
derivadas de multitud de posibles escenarios. El tercer enfoque intenta estimar el impacto 
que tuvo el sesgo y estimar cuál sería el tamaño del efecto en ausencia de sesgo. La 
esperanza es clasificar cada metaanálisis en uno de tres grandes grupos, según la siguiente 
clasificación: 
I. El impacto del sesgo es probablemente trivial. Si se incluyeran todos los 
estudios pertinentes, el tamaño del efecto probablemente permanecería 
prácticamente inalterado.  
II. El impacto del sesgo es probablemente modesto. Si se incluyeran todos los 
estudios pertinentes, el tamaño del efecto podría cambiar, pero la conclusión 
clave (que el efecto es o no es de importancia sustantiva) probablemente 
permanecería sin cambios. 
III. El impacto del sesgo puede ser sustancial. Si se incluyeran todos los 
estudios pertinentes, el hallazgo clave (que el tamaño del efecto es, o no, de 
importancia sustantiva) podría cambiar.  
Jackson investigó el impacto del sesgo de publicación en las estimaciones de la 
varianza entre estudios (𝜏!-estadística) en el metaanálisis (Jackson, 2006). El sesgo de 
publicación no solo puede afectar al tamaño del efecto sino también a la estimación de la 







7. Métodos de detección y corrección del sesgo de 
publicación 
7.1. Herramientas para detectar el sesgo de publicación 
Las herramientas, o métodos estadísticos, que podemos utilizar para la detección de 
sesgo de publicación son muchos y no exentos de complicación según que casos, debido al 
enfoque que cada autor/creador haya dado al método. 
Como se ha indicado en la exposición inicial, son multitud las variables que pueden 
intervenir en la aparición del sesgo de publicación que van desde que un artículo no se 
publique por falta de significancia estadística de su resultado hasta que una publicación no 
esté en el idioma habitual de publicación como es el inglés. 
En la bibliografía se han encontrado diferentes formas de enunciar y/o clasificar los 
métodos de análisis del sesgo de publicación. Hay autores que hacen un recorrido de los 
principales métodos por su relevancia diferenciando entre métodos informales(gráficos) y 
formales(cuantitativos) (Martín-Vallejo, 1995). 
 Otros autores hacen un recorrido de los métodos que aplican mediante estudios 
comparativos (Niemeyer, Musch, & Pietrowsky, 2014).  
Finalmente, hay otros autores (Thornton & Lee, 2000) que hacen un recorrido por un 
gran número de métodos, aunque algunos sean menos utilizados. Estos últimos realizan 
una clasificación similar a Martin-Vallejo (1995), en el sentido que clasifica en métodos 
“Funnel Graph” y “Statistichal Methods”, añadiendo por delante de ellos una 
categoría/método única llamada “Proportion of significant studies” donde se evalúa la 
proporción de estudios significativos dentro del metaanálisis. 
La red Cochrane hace otra clasificación más laboriosa con múltiples subniveles 
donde se presentan los dos tipos de “Funnel Graph” como son, el Gráfico de embudo 
(Funnel Plot) y el Gráfico de embudo de contorno mejorado (Contour-enhanced Funnel Plot). 
Posteriormente exponen dos sub-clasificaciones principalmente relacionadas sobre que 
métodos explican y miden la asimetría que presenten los gráficos anteriores y el grado de 
sensibilidad de estos métodos (Higgins & Green, 2011). 
Finalmente, hablan del método “Recortar y rellenar” (Trim And Fill), Fail-safe N y 
otros métodos relacionados con el número de estudios significativos que no pueden crear 
entre ellos una subcategoría común, sino subcategorías independientes. 
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Las clasificaciones utilizadas están elaboradas y con criterio, pero se ha decidido 
fusionar las diferentes metodologías de clasificación para intentar obtener una que recoja las 
virtudes de todas intentando clarificar aún más el origen y el por qué de la utilización de 
cada uno de los métodos de detección del sesgo de publicación. 
A continuación, y debido al número tan grande de métodos en la detección de sesgo 
de publicación, se realiza una pequeña descripción exponiendo en que consiste cada uno de 
estos métodos y las diferentes dificultades o problemas que pueden presentar según 
diferentes investigaciones y autores. 
7.2. Métodos estadísticos exclusivamente cuantitativos (método formal) 
En la siguiente tabla (Tabla 6) aparecen los métodos que se han considerado en 
este primer grupo, exponiendo sus ventajas y limitaciones. 
Método Ventaja Limitaciones 
Proporción de estudios significativos 
(Sterling, 1959) 
Fácil No cálculo teórico 
No tipo de sesgo 
Fail-safe N (Rosenthal, 1979)(Orwin, 1983)  Fácil 
Indica número de estudios 
ausentes 
Ausencia modelo estadístico 
Gran dependencia estimación 
del efecto de la intervención 
Método de Hackshaw  (Hackshaw, Law, & 
Wald, 1997) 
Fácil 
Indica número de estudios 
ausentes 
Similares a Fail-safe N 
Asociarse a otros métodos 
Métodos truncados (Hedges, 1984)  Asume solo publicación 
estudios no significativos 
Modelo de función ponderada  (Cooper & 
Hedges, 1994a; Vevea & Woods, 2005) 
Mejorar en reducir número 
estudios 
Complejidad 
Algunos necesitan muchos 
estudios 
Muestreo invariante en banco de  
datos (Simes, 1987) 
Teóricamente alcance a 
todas las publicaciones 
Banco datos incompleto 
actualmente 
Método de Sugita  (Sugita et al., 1992)  Posible corrección sesgo 
publicación 
Estudio y Odds ratio 
homogéneas 
Metodo bayesiano (Givens, Smith, & 
Tweedie, 1997) 
Posible corrección sesgo 
publicación 
Complejidad 
Demostración eficacia método 
Modelo fijo p-uniforme  (van Assen, van 
Aert, & Wicherts, 2015) 
Gran potencial Solo considera estudios 
significativos 
Desarrollo escaso 
Tabla 6. Métodos estadísticos exclusivamente cuantitativos (método formal). 
7.2.1. Proporción de estudios significativos (Sterling, 1959) 
En este método analiza el número de estudios significativos publicados en relación a 
los no significativos publicados. Lo que se encontró de una forma descriptiva es que los 
estudios significativos publicados eran mayores que los no significativos. Lo que suponen 
que es debido al sesgo de publicación, aunque no pueden cuantificar su impacto 




7.2.2. Fail-safe N(Orwin, 1983; Rosenthal, 1979)  
Analiza cual sería el número exacto de estudios nulos/negativos no publicados 
necesarios para producir un cambio de significación. Sin embargo, la estimación del Fail-
safe N depende en gran medida del efecto medio de la intervención que se asume para los 
estudios no publicados (Iyengar 1988), y los métodos disponibles conducen a estimaciones 
muy diversas del número de estudios adicionales siendo propenso a la mala interpretación y 
al mal uso (Becker, 2006; Higgins & Green, 2011). 
Una manera de combinar los p-valores es la transformación en valores 𝑍. A partir de 
esa 𝑍 combinada se puede obtener el p-valor combinado y se puede estimar el número de 
artículos que sería necesario para pasar de unos resultados significativos a no significativos. 
El resultado es en si mismo una 𝑍 que puede meterse en una tabla para encontrar la 







donde 𝑍! es la nueva 𝑍 combinada, 𝑘 es el numero de estudios combinados, y 𝑍! es 
el valor 𝑍 obtenido a partir del p-valor del iésimo estudio a combinar.  
Rosenthal, a partir de esta expresión, define 𝑘!  como en número de p-valores 
necesarios para que el 𝑍! se convierta en el valor critico 𝑍!, (al 5% en el contraste unilateral 
es 1,65) y por lo tanto, pase de un valor significativo a un valor no significativo. La expresión 






Donde 𝑘! es el número de estudios necesarios para cambiar la significación; k es el 
número de estudios recuperados, 𝑍!  es el valor 𝑍  a partir de la combinación de los p-
valores; 𝑍! es el valor 𝑍 que marca la significación a un nivel de significación α. 
El autor se plantea cuál sería el resultado del test que indicara un número poco 
probable de estudios nulos/negativos no publicados. Para ello plantea lo que él llama el nivel 
de tolerancia: 
𝑁𝑖𝑣𝑒𝑙 𝑑𝑒 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 = 5×𝑘 + 10, 
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donde 𝑘 es el total de estudios integrados en el metaanálisis y 10 es el número 
mínimo de estudios nulos/negativos no publicados cuando 𝑘 = 1.  
Por lo tanto, el resultado del test de Fail-safe N en una cantidad superior al nivel de 
tolerancia indicaría probable ausencia de sesgo de publicación. 
La crítica de este método es que considera que todos los estudios no recuperados 
presentan un resultado nulo. Iyengar & Greenhouse (1988) sugieren una modificación de 
este método donde no es tan restrictivo en relación a los estudios no recuperados. Se basa 
en una distribución Normal truncada. 
Sin embargo, la combinación de p-valores es una metodología muy poco utilizada 
para combinar los resultados de los artículos en metaanálisis. El tamaño del efecto es el 
valor más utilizado en las integraciones metaanalíticas. Por ello, Orwin (1983) propone un 
método similar al de Rosenthal basado en la diferencias de medias estandarizada como 
tamaño del efecto. Su propuesta pretende calcular el número de estudios para reducir el 
tamaño del efecto obtenido en la integración a un valor pequeño que sea acorde con la 
hipótesis nula de no diferencias. Aunque se propuso para la diferencia de medias 
estandarizada, se puede utilizar en otros tamaños del efecto como el coeficiente de 
correlación o el Odds ratio: 
𝑑! =  
𝑘! 𝑑! +  𝑘!" 𝑑!"
𝑘! +  𝑘!"
. 
𝑑! es el tamaño del efecto que se obtendría si hubiera k0 estudios con un tamaño del 
efecto medio nulo 𝑑!" ; 𝑑. es el tamaño del efecto medio obtenido en la integración y k el 





Su principal desventaja es que depende de la estimación, en gran medida, del efecto 
medio de la intervención que se asume para los estudios no publicados y los métodos 
disponibles conducen a estimaciones muy diversas del número de estudios adicionales. 
7.2.3. Método de Hackshaw (Hackshaw et al., 1997) 
Es un método que intenta calcular, si no existe auténtica asociación entre estudios, 
cuantos estudios no significativos serían necesarios para conseguir un nivel de significación 
de 𝜌 = 0.05. Es un método similar al Fail-safe N, donde, por ejemplo, si se detectan 7 
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estudios significativos y considerando independientes, la probabilidad de que tal resultado 
surja por casualidad es (p < 0,05). Asumen no asociación, exponiendo que la probabilidad 
de que tal resultado surja por casualidad es 1 en 40, por lo que se requeriría un total de 280 
estudios (7 × 40) para generar los siete significativos. Concluyen que es inverosímil que 
haya hasta 241 estudios inéditos de 39 publicados. 
En un método que tiene similares inconvenientes a los vistos en el Fail-safe N, con 
determinadas presunciones a priori en sus estudios que pueden estar condicionadas.  
7.2.4. Métodos truncados (Hedges, 1984) 
Calcula un estimador máximo verosímil del tamaño del efecto a partir de una función 
de probabilidad basada en el muestreo truncado y bajo el supuesto de publicación de todos 
los estudios con resultados significativos. 
Se parte de la función de densidad 𝑓 𝑥 𝛿, 𝑛,𝛼  para el estimador del tamaño del 
efecto, 𝑑, bajo el supuesto de partida y considerando tamaños muestrales iguales: 
𝑓 𝑥 𝛿, 𝑛,𝛼 =  
ℎ(𝑥 𝛿, 𝑛,)
𝐴(𝛿, 𝑛,𝛼)   𝑠𝑖 𝑥 >  
2
𝑛  𝑡!;!!!!,
 0    𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
  
donde ℎ 𝑥 𝛿, 𝑛,𝛼  es la función de densidad de una distribución !
!
 veces una 𝑡 no 
central con (2𝑛 − 2) grados de libertad y como parámetro central 𝛿 !
!
  y 𝐴(𝛿, 𝑛,𝛼) es la 
probabilidad que una 𝑡 no central, con (2𝑛 − 2) grados de libertad, con parámetro central 
!
!
 𝛿, sea mayor que 𝑡!;!!!! o menor que −𝑡!;!!!!. 
A partir de la distribución truncada se construye una función de verosimilitud para 
estimar el tamaño del efecto poblacional, 𝛿: 
𝐿(𝛿)





El planteamiento de este modelo es el problema del sesgo inducido por la no 
publicación de las estimaciones del tamaño del efecto correspondientes a diferencias 
significativas estadísticamente no significativas, lo cual significa asumir que solo no se 
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publican los estudios no significativos. Esto puede ser un error pues pueden aparecer 
estudios significativos no publicados a priori (Martín-Vallejo, 1995). 
7.2.5. Modelo de función ponderada (Cooper & Hedges, 1994a; Vevea & 
Woods, 2005) 
Teoría de función ponderada, es una generalización del muestreo truncado, que se 
basa en la premisa de que un estudio se incluye en el análisis con una probabilidad que se 
determina por su resultado, siendo las probabilidades de selección relacionados con 
diferentes resultados posibles a través de una función ponderada (Cooper & Hedges, 
1994a). 
Trabajos recientes han examinado la posibilidad de evaluar la solidez en un rango de 
funciones de ponderación, evitando la necesidad de un gran número de estudios (Vevea & 
Woods, 2005).  
En este estudio, asumen un modelo estadístico que consta de dos partes: un modelo 
para el tamaño del efecto y un modelo para el proceso de selección. Aquí la parte 
relacionada con el tamaño del efecto puede ser para modelo efectos fijos y aleatorios, y la 
selección del proceso tiene parámetros con valores particulares (Cooper & Hedges, 1994) . 
Cualquiera de los modelos de metaanálisis puede ser modificado pensando en el 
parámetro 𝜃 como representación de la media de una distribución de efectos. Es habitual (y 
a menudo razonable) asumir una distribución normal de los efectos, por lo que:  
Τ!  ~ 𝑁 𝜃! ,𝜎! +  𝜏! , 
donde 𝜏! es la varianza entre estudios. La variabilidad total Τ!  ahora incluye un 
componente 𝜎!! que cuantifica la variación asociada con las muestras de personas u otras 
unidades principales dentro del estudio, así como la varianza 𝜏! , la cual cuantifica la 
variación que aumenta desde las muestras de las población en estudio a la distribución de la 
población posible. 
Cuando 𝜃! tiene una valor común 𝜃∙ para todos 𝑖, esto es el modelo efectos aleatorios 
simple. Si 𝜃. representa la media de una distribución del modelo efectos aleatorios que es 
normal con una 𝜏!. Si 𝜃! es el resultado de un modelo lineal, el resultado es un análogo de 




Para la selección, dada una densidad 𝑓(𝑥) y una función ponderada negativa 𝑤 𝑥 , la 
función: 
𝑤 𝑥 𝑓(𝑥)  
𝑤 𝑥 𝑓 𝑥 𝑑𝑥
 
será la densidad que representa la densidad original ponderada de 𝑤 𝑥 ,  que 
depende de la magnitud y la varianza de los tamaños del efecto individuales de sus valores 
de una cola probabilística. Y esto queda: 
𝑤 𝑝! =
𝜔!  𝑖𝑓 0 < 𝑝! ≤ 𝑎!;
𝜔!  𝑖𝑓 𝑎!!! < 𝑝! ≤ 𝑎!; 𝑦
𝜔!  𝑖𝑓 𝑎!!! < 𝑝! ≤ 1,
 
donde 𝑎! ,… , 𝑎! representan puntos de corte, 𝑝! el valor probabilístico de una cola del 
𝑖ésimo estudio, y los 𝜔!,… ,𝜔! son parámetros a estimar ( el primer peso fue fijado 1.0 para 
tratar una indeterminación). 
Tiene una gran dificultad para el cálculo, y no implementado en el software que 
generalmente se utiliza para el estudio de datos metaanalíticos (Higgins & Green, 2011). 
7.2.6. Muestreo invariante en banco de datos (Simes, 1987) 
En este trabajo se desarrolla un modelo para reunir los resultados de los estudios 
clínicos, que está libre de publicación parcial. Se propone que se establezca un registro 
internacional de todos los estudios clínicos con los objetivos y puntos finales de cada ensayo 
claramente definidos en el registro. De esta manera, para cada tema terapéutico, los 
investigadores pueden seleccionar una cohorte de estudios clínicos independientemente de 
los resultados del ensayo. El enfoque se ilustra utilizando el registro del International Cancer 
Research Data Bank (ICRDB). 
Actualmente la red Cochrane está haciendo un esfuerzo para conseguir una base de 
datos importante de estudios y revisiones sistemáticas, además de otras fuentes de 
información on-line cada vez más extendidas pero que no impiden que ciertos estudios 






7.2.7. Método de Sugita (Sugita et al., 1992) 
Este método se basa en la razón de probabilidad resumida calculada a partir de las 
Odds ratios de los estudios publicados en un metaanálisis pudiendo estar sobreestimada 
debido al sesgo de publicación. 
Este método permite calcular la relación de probabilidades resumida de estudios 
hipotéticos no publicados de Odds ratios de estudios publicados indirectamente, empleando 
un método que asume el logaritmo natural de las Odds ratio que se distribuyen 
normalmente. 
La Odd ratio 𝑂𝑟! y sus intervalos de confianza (CI) 𝑂𝑟!" ,𝑂𝑟!"  de los estudios no 
publicados hipotéticamente puede ser obtenido indirectamente de los Odds ratios 𝑂𝑟! y sus 
CIs 𝑂𝑟!" ,𝑂𝑟!"  de los estudios publicados, empleando un método basado en momentos. A 
partir de la resolución de un conjunto de ecuaciones simultáneas que contiene el segundo, 
tercero y cuarto momento, entonces estimar la Odds ratio resumen 𝑂𝑟!  con sus CIs 
𝑂𝑟!",𝑂𝑟!"  en todos los estudios, incluyendo no solo estudios publicados sino estudios no 
publicados en el metaanálisis. 
Los aspectos técnicos se pueden ver en Sugita et al. (1992). 
La limitación de este método es que solo sirve para cuando estos estudios son 
homogéneos en calidad y sus Odds ratios son homogéneos en cantidad. No es un método 
implementado en el software generalmente utilizado, ni tampoco está validado. 
7.2.8. Método bayesiano (Givens et al., 1997) 
Este enfoque estima y ajusta para el sesgo de la publicación. La estimación se basa 
en un principio de aumento de datos dentro de un modelo jerárquico, y el número y los 
resultados de los estudios no observados se simulan usando métodos de muestreo de 
Gibbs. Esta técnica se utilizó para producir un ajuste cuantitativo para el metaanálisis del 
tabaquismo pasivo. Asume que la probabilidad de publicación depende solamente del p-
valor. 
El modelo de efectos aleatorios tiene por termino: 
𝑌! =  ∆ +  𝛽! +  𝜀! , 
donde 𝛽!  ~ 𝑁 0, 𝜏!  introduce la heterogeneidad entre estudios. Partiendo de aquí, la 
probabilidad de que los datos observados 𝒀 = (𝑌!,… ,𝑌!) es: 
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(𝑌! −  Δ)!
𝜏! +  𝜎!!
∕ 𝜏! +  𝜎!!. 
Estiman el logaritmo del riesgo relativo del 𝑗ésimo estudio perdido anotado como 𝑍! 
para j = (n+1),…,.(n + m), y anota 𝑍 =  𝑍! . Lo mismo para 𝑋 y para 𝑌. Asumiendo modelo 
efectos aleatorios con estudios perdidos: 
𝑍! =  ∆ +  𝛽! +  𝜀! , 
donde 𝛽!  ~ 𝑁 0, 𝜏! , y 𝜖!~ 𝑁 0,𝜎!!) son mutuamente independientes. Anotamos que 
ahora 𝜎!  incluye la varianza de los estudios latentes al igual que al de los estudios 
observados. 
Sus autores creen no estar muy lejos de la verdad, hay evidencia de sesgo de 
publicación en su estudio, pero su impacto probablemente no es especialmente fuerte en 
este metaanálisis debido a la aparente tendencia general de los datos hacia un pequeño 
efecto positivo del tabaquismo pasivo sobre el riesgo de cáncer de pulmón.  
Continúan diciendo que las limitaciones de la calidad de los datos y la aparente 
debilidad del efecto del tabaquismo pasivo significa que el análisis está lejos de ser 
concluyente y es poco probable que otros estudios observacionales puedan afectar esta 
conclusión general.  
Además, todos ellos se basan en supuestos que en la práctica pueden no ser ciertos. 
Otro problema añadido es la imposibilidad de probar rigurosamente los métodos, debido a la 
falta de un "estándar de oro" en el conjunto de estudios.  
7.2.9. Modelo fijo p-uniforme (van Assen et al., 2015) 
P-uniforme es un método para realizar metaanálisis que permite probar el sesgo de 
publicación y estimar un tamaño de efecto fijo bajo sesgo de publicación. La idea básica de 
P-uniforme es que la distribución de los p valores es uniforme. Además puede usarse como 





Hace dos suposiciones: 
o En primer lugar, al igual que en otros métodos, se considera un modelo de 
efectos fijos en lugar de aleatorios. La heterogeneidad puede ser más común 
en los estudios observacionales. 
o En segundo lugar, supone que todos los estudios con hallazgos 
estadísticamente significativos tienen la misma probabilidad de ser 
publicados e incluidos en el metaanálisis. P-uniforme no hace suposiciones 
acerca de la magnitud de la probabilidad de publicación o la probabilidad de 
que los estudios estadísticamente insignificantes sean publicados. 
P-uniforme del sesgo de publicación se basa en la desviación de la distribución del 
valor 𝜌! de la distribución uniforme, donde 𝜇 es igual a la estimación del tamaño del efecto 
del metaanálisis tradicional de efecto fijo.  
Este test está basado en contrastes unilaterales de hipótesis nulas donde 𝜇 =  𝜇, si el 
tamaño del efecto de la población es igual al tamaño del efecto estimado de un metaanálisis 
de efectos fijos. La idea básica es que la hipótesis es rechazada si la distribución del valor 
𝜌! es una distribución condicional. Asumen un test de 𝜇 =  𝜇∗ para definir esta distribución 
condicional. La definición usa la distribución muestral del tamaño del efecto 𝑀!
!∗ de todos los 
estudios 𝑖,  asumiendo de 𝜇! =  𝜇∗ . La distribución condicional del p-valor 𝑝!





!∗ ≥ 𝜇! )
𝑝(𝑀!
!∗ ≥ 𝑀!!") 
 . 
𝑝!
!∗representa la probabilidad de observar el efecto 𝜇!, o mayor, condicional tanto en 
un efecto de población 𝜇∗ y un p-valor significativo (cuando se probó contra la hipótesis nula 
de ningún efecto). 
El método solo considera estudios con un efecto estadísticamente significativo, y por 
lo tanto descarta aquellos con un efecto no significativo. 
El método todavía necesita un mayor desarrollo, pero puede convertirse en la técnica 




7.3. Métodos representación datos de forma gráfica (método informal) 
En la siguiente tabla (Tabla 7) aparecen los métodos que se han considerado en 
este segundo grupo, exponiendo sus ventajas y limitaciones. 
Método Ventaja Limitaciones 
Funnel Plots (Light & Pillemer, 1984)  Fácil Subjetividad interpretación 






Metaanálisis acumulado (Borenstein et 
al., 2009; Lau et al., 1992, 1995)  
Fácil 
Muestra la magnitud del 
cambio 
No es un método de análisis 
Tabla 7. Métodos representación datos de forma grafica (método informal). 
7.3.1. Funnel Plot (Light & Pillemer, 1984) 
Un Funnel Plot es un diagrama de dispersión del efecto del tratamiento contra una 
medida de precisión del estudio. Este diagrama lo que trata de representar es la existencia 
gráfica de sesgo de publicación visualizando presencia o no de asimetría en la 
representación.  
El diagrama va a representar la precisión de la estimación del efecto de la 
intervención que aumenta cuando se incrementa el tamaño del estudio. Por lo tanto, las 
estimaciones del efecto de los estudios pequeños se dispersarán más ampliamente en la 
parte inferior del gráfico, y la dispersión se estrechará entre los estudios más grandes. 
La heterogeneidad verdadera en los efectos de la intervención también puede dar 
lugar a la asimetría del gráfico de embudo. Como ejemplo, se puede observar un beneficio 
significativo solamente en los pacientes con alto riesgo para el resultado que esté afectado 
por la intervención, y habitualmente es más probable que estos pacientes con alto riesgo se 
incluyan en los estudios iniciales más pequeños (Davey Smith & Egger, 1994; Higgins & 
Green, 2011).  
Hay una serie de condiciones a tener en cuenta con este tipo de gráfico. La primera 
sería la unidad de medida que escogeremos en cada uno de los ejes a representar según 
Figura 5. Aquí recorre un número de diferentes opciones justificando qué medida sería la 
más adecuada para representar en cada eje los valores de los estudios en cuestión en el 




Figura 6. Posibles elección medidas ejes de un Funnel Plot. Extraído de : Rothstein, H., Sutton, A., & Borenstein, 
M. (2005). Publication Bias in Meta-Analysis. (H. R. Rothstein, A. J. Sutton, & M. Borenstein, Eds.), BMC Medical 
Research Methodology (Vol. 1). Chichester, UK: John Wiley & Sons, Ltd. https://doi.org/10.1002/0470870168 
En caso de datos continuos, hay discusión sobre que medida debe ser elegida según 
que eje del gráfico. Lo que queda claro es que debe ser una medida que estabilice la 
varianza de cada estudio. Se puede utilizar en el eje de coordenadas la inversa del error 
estándar (H. Rothstein et al., 2005). 
Como ejemplo, se puede ver en la Figura 6, que en el eje abscisas se representa la 
medida del tamaño del efecto más adecuada en este caso la Odd ratio y en el lado del eje 
de ordenadas es el error estándar. En este gráfico se puede observar la asimetría en el lado 
inferior derecho del gráfico detectando la presencia del sesgo de publicación.  
Los estudios mayores se sitúan en la zona alta del gráfico de forma poco dispersa, 
mientras que los estudios más pequeños van a la zona inferior estando alejados unos de 
otros. 
 Como principal ventaja destacar la facilidad en la interpretación, trasladada a otros 
métodos que arrancan desde este método. Continúa siendo conflictiva la interpretación 
subjetiva que de estos gráficos se realiza dando lugar a diferentes estudios, mejorándola 





Figura 7. Ejemplo de Funnel Plot. Extraído de : Higgins, J. P. T., & Green, S. (2011). Manual Cochrane de 
revisiones sistemáticas de intervenciones. Cochrane, (March), 1–639. https://doi.org/Available from 
www.cochrane-handbook.org. 
 
7.3.2. Contour-enhanced Funnel Plot (Peters et al., 2008) 
Este gráfico propone establecer unas áreas relacionadas con la significancia de los 
estudios. Incluye áreas con la extensión de ( p-valor = 0,01; 0,05; 0,1), como generales, pero 
se podrían establecer significación estadística menos estricta o más acorde con el tipo de 
estudios a analizar. 
El objetivo de este tipo de gráfico es ver en que áreas de significancia se encajan los 
distintos estudios a analizar. Si los estudios parecen faltar en áreas no significativamente 
estadísticas, Figura 8(a), puede sugerir que la asimetría se debe a un sesgo de publicación. 
Por el contrario, si los supuestos estudios faltantes se encuentran en áreas de mayor 
significación estadística, Figura8(b), esto sugeriría que la causa de la asimetría puede ser 
debida a otros factores como la calidad de los estudios (Peters et al., 2008). 
A pesar de ser gráficamente fácil de interpretar, continúa arrastrando el problema de 
la subjetividad de la interpretación. Por lo tanto, los autores intentan evaluar la asimetría del 
grafico con métodos estadísticos complejos ya enumerados pero que son de bajo poder 




Figura 8. Ejemplo de Contour-enhanced Funnel Plot Extraído de : Peters, J. L., Sutton, A. J., Jones, D. R., 
Abrams, K. R., & Rushton, L. (2008). Contour-enhanced meta-analysis funnel plots help distinguish publication 
bias from other causes of asymmetry. Journal of Clinical Epidemiology, 61(10), 991–996. 
https://doi.org/10.1016/j.jclinepi.2007.11.010. 
. 
7.3.3. Metaanálisis acumulado (Borenstein et al., 2009; Lau et al., 1992, 1995)  
El metaanálisis acumulado es un mecanismo para mostrar los resultados de una 
serie de análisis separados en una tabla. Los estudios suelen clasificarse cronológicamente, 
lo que muestra cómo se ha acumulado la evidencia (y posiblemente cómo han cambiado los 
resultados) con el tiempo. Sin embargo, los estudios también pueden ser ordenados por 
otras variables, para mostrar cómo los resultados cambian en función de otro factor (como la 
calidad del estudio). 
Se puede utilizar metaanálisis acumulados para mostrar el sesgo de publicación y su 
posible impacto. El problema que se plantea es que los grandes estudios son imparciales, 
pero los estudios más pequeños pueden tender a sobreestimar el tamaño del efecto. 
Podríamos realizar un metaanálisis acumulado, comenzando con los estudios más grandes 
en la parte superior y agregar los estudios más pequeños en la parte inferior. Si el efecto fue 
inicialmente pequeño cuando teóricamente no hay sesgo de publicación (estudios grandes), 
y luego aumentó con los estudios más pequeños, nos muestra que el tamaño del efecto 




Figura 9. Ejemplo de Funnel Plot Acumulado. Extraído de Banks, G. C., Kepes, S., & Mcdaniel, M. A. (2012). 
Publication Bias: A call for improved meta-analytic practice in the organizational sciences. International Journal of 
Selection and Assessment, 20(2), 182–196. https://doi.org/10.1111/j.1468-2389.2012.00591.x. 
 
Como se muestra en la Figura 9, para el metaanálisis acumulado, añaden primero 
los estudios más grandes y después se van sumando los estudios más pequeños. Hay una 
tendencia a la parte positiva en cuanto se van añadiendo estudios más pequeños, para 
finalmente estabilizase. Hay una gran diferencia entre el resultado del metaanálisis 
acumulado con los dos primeros estudios y el metaanálisis acumulado final. Los autores 
contrastaron con el método Trim And Fill para evidenciar que existía sesgo de publicación tal 
y como demuestra la tendencia del metaanálisis acumulado de la Figura 9. 
Una ventaja del metaanálisis acumulado es que muestra no solo si hay un cambio en 
el tamaño del efecto, sino que también la magnitud del cambio. 
El metaanálisis acumulado es un mecanismo de visualización, no de análisis. Si 
nuestro objetivo fuera probar que el tamaño del efecto ha cambiado con el tiempo, el 
enfoque sería utilizar el análisis de subgrupos o meta-regresión. 
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7.4. Métodos estadísticos cuantitativos con representación gráfica 
(método correcto) 
En la siguiente tabla (Tabla 8) aparecen los métodos que se han considerado en 
este tercer grupo, exponiendo sus ventajas y limitaciones. 
Método Ventaja Limitaciones 
Prueba de correlación de rangos ajustado 
Begg y Mazumdar  (Begg & Mazumdar, 
1994) 
Análogo estadístico directo 
del Funnel Plot 
Precaución metaanálisis 
pequeños 
Regresión lineal de Egger (Egger et al., 
1997) 
Mayor poder estadístico que 
la prueba de Begg y 
Mazumdar´s prueba de 
correlación de rango ajustado 
No prueba directamente el 
sesgo de publicación 
Regresión de Macaskill sobre gráfico de 
embudo (Macaskill, Walter, & Irwig, 2001) 
Frecuencia de falsos positivos 
(error alfa) es mucho menor 
(OR) 
Orienta posibles causas 
subyacentes del sesgo de 
publicación 
No es capaz de determinar si 
una heterogeneidad subyacente 
o residual 
P-curve (Simonsohn & Nelson, 2013) Visualmente interpretable Estudios y los p-valores deben 
ser seleccionados 
apropiadamente 
Trim and Fill (Duvall & Tweedie, 2000)  Fácil interpretación No garantiza la intervención del 
método, al no conocer el 
mecanismo de sesgo de 
publicación 
Tabla 8. Métodos estadísticos cuantitativos con representación gráfica (método correcto). 
7.4.1. Prueba de correlación de rangos ajustado Begg y Mazumdar (Begg & 
Mazumdar, 1994) 
La prueba de correlación de rangos de Begg y de Mazumdar utiliza la correlación de 
rangos, Tau de Kendall, entre los tamaños del efecto estandarizados y sus varianzas. En 
ausencia de sesgo de publicación, no hay una relación entre los tamaños del efecto y su 
varianza, pero si existe sesgo de publicación una gran varianza debería asociarse a un gran 
tamaño del efecto, ya que los estudios pequeños, que tienen varianzas más altas, tienen 
más probabilidad de ser publicados si muestran tamaños del efecto grande. 
Por ejemplo, grandes estudios, a pesar de su menor varianza muestral, puede por 
razones de costo recolectar menos datos que en pequeños estudios, permitiendo así un 
menor control de confusión y, por lo tanto, una estimación de efecto diferente (Thornton & 
Lee, 2000). 
En resumen, utilizan como medida de sesgo la diferencia entre la expectativa de la 




Anotemos 𝑡!  y 𝑣!  son los tamaño del efecto estimado y la varianza muestrales de 
𝑘 estudios en el metaanálisis, 𝑖 = 1,… , 𝑘. Para construir un test de correlación de rango 
válido, es necesario estabilizar la varianza estandarizando por el tamaño del efecto: 
𝑡!∗ = (𝑡! − 𝑡)/ 𝑣!∗ !/!, 
donde al final 
𝑣!∗ = 𝑣! − ( 𝑣!!!)!! 
es la varianza de 𝑡! − 𝑡 . La varianza será aproximadamente inversamente 
proporcional al tamaño muestral en los estudios, siendo el test similar a la correlación del 
tamaño del efecto con el tamaño muestral. 
Se ha utilizado la prueba de correlación de rango basada en la tau de Kendall, lo cual 
implica enumerar el número de pares de estudios que se clasifican en el mismo orden con 
respecto a los dos factores (es decir, 𝑡∗ y 𝑣). Si este número es x, y si y es el número de 
pares de estudios clasificados en el orden opuesto, entonces la estadística de prueba 
normalizada es: 
𝑧 = (𝑥 − 𝑦)/ 𝑘 𝑘 − 1 (2𝑘 + 5)/18 !/! 
La selección del modelo la realiza con la premisa de una distribución normal 
𝑡~ 𝑁 𝛿, 𝑣! . 
Después de generar 𝑡! , y el estudio es seleccionado para su inclusión en el 
metaanálisis con probabilidad determinada por el modelo de selección apropiado 
caracterizado por la función ponderada : 
𝑔! 𝑡! =
𝑓! 𝑡! 𝑤! 𝑡!




donde 𝑓! 𝑡!  es la densidad de probabilidad subyacente de 𝑡! antes de la selección, y 
𝑤! 𝑡!  es la función ponderada, la probabilidad que el estudio sea publicado como ejemplo 
del autor. 
No obstante, la prueba debe interpretarse con precaución en pequeños metaanálisis. 
En especial, el sesgo no puede descartarse si la prueba es no significativa. Sus autores lo 
recomienda para estudios grandes. 
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7.4.2. Regresión lineal de Egger (Egger et al., 1997) 
En este método calcula el tamaño del efecto estandarizado definido como la Odds 
ratio dividida por su error estándar y se hace una regresión sobre su precisión (definida 
como la inversa de su error estándar). Si la intersección no pasa por el origen, esto indica 
asimetría en la dispersión y se puede utilizar como medida del grado de asimetría. 
𝐸𝑐𝑢𝑎𝑐𝑖ó𝑛 𝑑𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑖ó𝑛: 
𝑆𝑁𝐷 = 𝑎 + 𝑏 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 
, donde SND es el tamaño del efecto estandarizado. 
Esta regresión seria análoga a hacer la regresión ponderada de los tamaños del 
efecto frente a la varianza del estimador( es decir el error estándar al cuadrado) y ponderado 
por el inverso de la varianza del estimador. Pero en lugar de ver si la ordenada en el origen 
es significativa se mira si la pendiente es significativa. A partir de esta regresión se han 
propuesto otros métodos cambiando la variable independiente y su ponderación.  
Esta regresión no prueba directamente el sesgo de publicación, sino la relación entre 
los tamaños del efecto observado y el error estándar. Si existe una relación, esto suele 
implicar asimetría en la gráfica, lo que a su vez puede indicar la presencia de sesgo de 
publicación (Viechtbauer, 2010). 
Este método, si tiene mayor poder estadístico que la prueba de correlación de rangos 
ajustado de Begg y Mazumdar. 
7.4.3. Regresión de Macaskill sobre gráfico embudo (Macaskill et al., 2001) 
Macaskill et al. (2001) critican la regresión de Egger debido a que hay un aumento en 
el incremento de error tipo I, debido a que se incumplen el supuesto de homocedasticidad 
de la regresión. Por ello, proponen una nueva regresión donde en principio, mejora los 
resultados. Esta regresión lineal simple, donde el Funnel Plot representa la magnitud del 
efecto (𝑡!)  como variable dependiente y el tamaño del estudio (𝑛!)  como variable 
independiente. Las observaciones son ponderadas por el inverso de la varianza del 




Cuando no hay sesgo de publicación, la pendiente de regresión tiene un valor 
esperado de cero. Una pendiente distinta de cero sugeriría una asociación entre el efecto 
del tratamiento y el tamaño de la muestra, posiblemente debido al sesgo de publicación. 
Nos orienta en las posibles causas subyacentes del sesgo de publicación, pero al 
mismo tiempo no es capaz de determinar si una heterogeneidad subyacente o residual es la 
que pueda influir en este sesgo como única causa. 
Como desventaja el autor describe que existe una disminución de la potencia con el 
aumento del efecto del tratamiento, dado que la probabilidad de que un estudio no sea 
publicado disminuye a medida que el efecto del tratamiento se hace más grande. Los 
tamaños de muestra más grandes también reducen la potencia cuando el verdadero efecto 
es distinto de cero, porque se publican más estudios. 
Existe una mejora de este método que sugiere una regresión lineal ponderada simple 
con lnOR como variable dependiente, y usar como variable independiente el inverso del 
tamaño de muestra total, presentado la ventaja de potencia estadística similar al método de 
Egger pero la frecuencia de falsos positivos (error alfa) es mucho menor. Esta es una 
modificación menor de la prueba de Macaskill, que utiliza la inversa del tamaño total de la 
muestra como variable independiente en lugar del tamaño total de la muestra (Peters, 2006). 
Aunque Macaskill, en principio, podría utilizarse para todos los tamaños del efecto, el 
autor lo probó con Odds ratio y no esta probado con la diferencia de medias estandarizada. 
7.4.4. P-Curve (Simonsohn & Nelson, 2013) 
La P-curve es la distribución de p-valores estadísticamente significativos para un 
conjunto de estudios (p <0,05). Debido a que solo se espera que los efectos verdaderos 
generen P-curvas inclinadas a la derecha (que contienen valores de p más bajos (.01s) que 
altos (.04s) solo las p-curvas inclinadas a la derecha son el resultado del efecto esperado. 
 Al detectar que la información con un efecto verdadero ha sido seleccionada debido 
a este efecto, la P-curve ofrece una solución a problemas inferenciales causados por 
estudios y análisis fallidos que finalmente eran archivados. Por lo tanto, la P-curve es una 
forma de distinguir entre la información selectiva y la verdadera. 
La distribución de p-valores estadísticamente significativos para un conjunto de 
hallazgos independientes es la P-curve. Su forma es diagnóstica del valor probatorio de ese 
conjunto de hallazgos e indica si un conjunto de conclusiones significativas contiene valor 
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probatorio. En ese momento se puede descartar si la presentación de informes selectivos 
sobre estudios realizados es la única explicación de estas conclusiones significativas.  
Una representación de la P-curve puede inferir si un conjunto de hallazgos contiene 
valor probatorio examinando las distribuciones de p-valores. Esto es debido a que los p-
valores mayores que 0,05(no significativos) son a menudo archivados y, por lo tanto, no 
publicados. Sin embargo, todos los p-valores por debajo de 0,05(significativos) son 
potencialmente publicables y, por lo tanto, observables. Esto nos permite hacer inferencias 
imparciales de la distribución de p-valores que caen por debajo de 0,05, es decir, a partir de 
la P-curve. 
La principal desventaja es que los estudios y los p-valores deben ser seleccionados 
apropiadamente. Los p-valores seleccionados deben estar asociados con la hipótesis de 
interés, estadísticamente independientes de otros valores p seleccionados y distribuidos 
uniformemente bajo hipótesis nula. 
Otra desventaja es que la P-curve no puede distinguir de manera fiable efectos 
verdaderos y efectos nulos con p-hacking2 en la investigación observacional (para denotar 
cualquier estudio en el que no haya aleatorización en la comparación de los grupos de 
interés) (Bruns & Ioannidis, 2016). 
7.4.5. Trim and Fill (Duvall & Tweedie, 2000) 
Este método se basa en el gráfico de embudo interpretando la presencia de 
asimetría y posteriormente aplicando una formulación matemática donde se reponen/añaden 
estudios para compensar la presencia de asimetría o no. Indica el número de estudios 
necesarios para corregir esta asimetría. 
Asumen que los 𝑛 estudios observados, hay 𝑘! estudios relevantes no observados 
provocando sesgo de publicación. El valor de 𝑘! y el tamaño del efecto que esos 𝑘! podrían 
haber generado es desconocido. 
La situación más difícil que plantea el metaanálisis es porque ∆ es desconocido, así 
como el número y la posición de cualquier estudio perdido este correlacionado con el valor 
real de ∆. 
                                                
2 P-hacking es encontrar hallazgo estadísticamente significativo que puede reflejar información selectiva en lugar 
de un verdadero efecto o, lo todo lo contrario, cuando los investigadores deciden no publicar un estudio con 
resultado no significativo. 
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El método en si consiste en tres fases: “recortar” (eliminar) los estudios más 
pequeños que provocan la asimetría del gráfico de embudo, utilizar el gráfico recortado para 
la estimación del “centro” verdadero del embudo, y reemplazar los estudios omitidos y sus 
“contrapartes” perdidas alrededor del centro (rellenar). Al tiempo que proporciona una 
estimación del número de estudios que faltan. Incluso podría mostrar el efecto de la 
intervención ajustado al realizar un metaanálisis con la inclusión de los estudios rellenados. 
Visto en formulación estadística los tres pasos serian: 
Paso 1. Estimar ∆ !  usando el estimador 𝑅𝐸 
𝑌!
! = 𝑌! −  ∆ ! ,   𝑖 = 1,… , 𝑛, 
y estima 𝑘!
!  usando uno de los tres estimadores 
 (𝑹𝟎! = 𝑚𝑎𝑥 0,𝑅! , 








Paso 2. Basándonos en la simetría, eliminar los valores 𝑘!
!  del extremo derecho de 
los valores de 𝑌! , y estimar ∆ !  basado en la simetría del conjunto 𝑛 −  𝑘!
! . El siguiente set 
de valores centrados quedaría  
𝑌!
! = 𝑌! −  ∆ ! ,   𝑖 = 1,… , 𝑛, 
y estima 𝑘!
! . 
Paso 3. Eliminar 𝑘!
!  valores del lado final derecho, reestimando ∆ !  basado en el 
conjunto dela izquierda de 𝑛 −  𝑘!
! . El siguiente set construido es 
𝑌!
! = 𝑌! −  ∆ ! ,   𝑖 = 1,… , 𝑛 
y estima 𝑘!
!  de 𝑌!
! . 
Paso 4. Continuar hasta que la 𝐽 iteración, donde 𝑘!
! = 𝑘!
! !! ∶=  𝑘!, y en ese punto 
tendremos ∆ ! = ∆(!!!).  
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Paso 5. Rellenar el Funnel Plot usando los valores simétricos obtenidos 
𝑌!∗ = 2 ∆ ! − 𝑌!!!!!,   𝑗 = 1,… , 𝑘! 
asociado al error estándar obtenido 
𝜎!∗ =  𝜎!!!!!,   𝑗 = 1,… , 𝑘!. 
Así ya podríamos estimar el tamaño del efecto final ∆ ! . 
Como ventaja, además de ser visualmente fácil de interpretar, el método de recortar 
y rellenar no necesita hacer suposiciones acerca de los mecanismos que dan lugar al sesgo 
de publicación. Pero como desventaja, el mismo se basa en la suposición sólida de que 
debe haber un gráfico de embudo simétrico. Esto no garantiza que el efecto de la 
intervención sea igual que el que se observaría en ausencia de sesgo de publicación, ya que 
















8. Influencia de la heterogeneidad en el sesgo de 
publicación 
Dentro del metaanálisis, una de las principales limitaciones que se investiga es la 
heterogeneidad entre estudios. Siguiendo la disciplina Cochrane Q, se intenta determinar si 
el tamaño del efecto resultante del metaanálisis puede ser interpretado frente a la 
variabilidad de los estudios sobre los que se ha calculado (Cochran, 1954). 
Existen diferentes estadísticos, los cuales intentan determinar dentro del 
metaanálisis, el grado de heterogeneidad entre estudios. El estadístico Q de Cochran es un 
test que mide la heterogeneidad. La prueba Q de Cochran se calcula:  




donde Wi es el peso del estudio, Yi es el tamaño del efecto del estudio, y M es el 
efecto global y k es el número de estudios (Borenstein et al., 2009). 
Los valores de Q se obtienen comparando estadísticamente 𝜒! con una distribución 
𝑘 − 1 grados de libertad. Este es un planteamiento clásico de cómo cuantificar el tamaño del 
efecto en un determinado nivel de confianza (Higgins et al., 2003).  
La hipótesis nula sería que todos los estudios tienen una tamaño del efecto común y 
por lo tanto no habría diferencia significativa entre ellos. Cuando hay diferencia significativa 
entre ellos, no se cumple la hipótesis nula existiendo heterogeneidad. 
Debido a las limitaciones del test Q, como son la falta de potencia, se desarrollo otro 
estadístico que es más actual que la Q de Cochran. Se conoce por valor I2 el cual determina 
en que porcentaje existe heterogeneidad entre los estudios analizados en el metaanálisis. 
Según sus autores, la prueba Q de Cochran es un test con poco poder predictivo de 
heterogeneidad y con valor significativo vago. Por lo tanto, I2 es un estadístico más fiable y 
robusto (Higgins et al., 2003). 
El valor I2 describe el porcentaje de variación total entre los estudios que se debe a la 
heterogeneidad no relacionada con el azar. I2 puede calcularse fácilmente a partir de los 
resultados básicos obtenidos a partir de un metaanálisis típico según: 
𝐼! =  
𝑄 − 𝑑𝑓
𝑄
𝑥 100 %, 
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 donde Q es el estadístico de heterogeneidad de Cochran y df los grados de libertad. 
 Los valores negativos de I2 se ponen igual a cero, de manera que I2 está entre 0% y 
100%. Un valor de 0% indica que no hay heterogeneidad observada, y los valores mayores 
muestran una heterogeneidad creciente. 
Siendo estos dos métodos los más populares, no hay que olvidar que el índice I2 en 
su origen es creado a partir de otro índice conocido por H2 .Se obtiene de utilizar el Chi-
cuadrado de Cochran donde se divide Q por los grados de libertad (df) (Biotext, 1999): 




y dado que Ε 𝑄 = 𝑑𝑓  en ausencia de heterogeneidad, H2 = 1 es ausencia de 
heterogeneidad entre estudios. Por lo tanto, valores mayores que 1 indican existencia de 
heterogeneidad  (Higgins & Thompson, 2002).  
Hay que tener cautela en los resultados obtenidos pues un resultado de presencia de 
heterogeneidad (rechazo de la Η! de homogeneidad) es concluyente. En cambio aceptar la 
Η! de homogeneidad no supone ausencia de heterogeneidad. 
Se debe considerar seriamente la posibilidad que el sesgo sea la causa de la 
heterogeneidad en las revisiones. Sin embargo, la falta de heterogeneidad no indica 
ausencia de sesgo, ya que es posible que exista un sesgo consistente en todos los estudios. 
¿Es posible predecir la magnitud y la dirección del sesgo? (Higgins & Green, 2011). 
Existen otros métodos para la detección de heterogeneidad de carácter gráfico, que 
visualmente pueden ser más agradables. 
Hay autores que mencionan la importancia de la heterogeneidad en la valoración del 
sesgo de publicación. La relación entre estos dos elementos existe y continúa su 
investigación en la actualidad. Se han planteado diferentes escenarios para investigar esta 
relación tal y como se observa en la Figura 10. Este autor describe una forma en la que hay 
que trabajar para conocer la relación existente entre heterogeneidad y sesgo de publicación, 
intentando conectar de una manera lógica y ordenada las diferentes hipótesis de trabajo 
posibles (Ioannidis, 2008). 
¿Cuánto influye la heterogeneidad en el sesgo de publicación, con qué 
consecuencias y cuáles son los diferentes escenarios que se pueden encontrar?  
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La heterogeneidad es común en el metaanálisis y se pueden encontrar ejemplos en 
las que determinadas decisiones en la toma de muestras por investigadores individuales 
conducen a la asimetría del diagrama de embudo. Incluso cuando los metaanálisis se 
centran en una hipótesis clínica específica, puede haber heterogeneidad considerable, y los 
requisitos de tamaño de la muestra pueden variar entre los estudios (Engels et al., 2000) 
(Terrin et al., 2003). 
 
Figura 10. Escenarios para evaluar heterogeneidad y sesgo de publicación. Extraído de : Ioannidis, J. (2008). 
Interpretation of tests of heterogeneity and bias in meta-analysis. Journal of Evaluation in Clinical Practice, 14(5), 
951–957. https://doi.org/10.1111/j.1365-2753.2008.00986.x. 
En presencia de heterogeneidad, un metaanálisis de efectos aleatorios pondera los 
estudios de forma relativamente más equitativa que un análisis de efectos fijos. Por lo tanto, 
en presencia de efectos de los estudios pequeños, según los estudios de estos autores, en 
la cual el efecto de la intervención es más beneficioso en los estudios más pequeños, la 
estimación de efectos aleatorios del efecto de la intervención será más beneficiosa que la de 
efectos fijos (Higgins & Green, 2011) .  
El problema de la heterogeneidad es que las ponderaciones en el modelo de efectos 
aleatorios están influidas por la variabilidad del estimador (en el que influye el tamaño 
muestral) y la variabilidad entre los estudios. Si esta variabilidad es grande, entonces 
predomina sobre la variabilidad del estimador lo que produce que todos los estudios tengan 




Como ejemplo a lo anterior se encuentran las estimaciones del efecto del magnesio 
intravenoso sobre la mortalidad después del infarto de miocardio. En el análisis de efectos 
fijos el ensayo ISIS-4 obtiene el 90% del peso sin evidencia de un efecto de intervención 
beneficiosa. Pero en el análisis de efectos aleatorios que dominan los pequeños estudios, y 
con pruebas claras de efectos beneficiosos de la intervención. Se hace un juicio sobre la 
probable validez de la evidencia combinada de los estudios más pequeños, en concreto en 
este ensayo (Higgins & Green, 2011).  
Se recomienda que cuando los autores de la revisión estén preocupados por la 
influencia de los efectos de los resultados de un metaanálisis en el que hay evidencia de 
heterogeneidad entre estudios (I2> 0), comparar las estimaciones de efectos fijos y 
aleatorios del efecto de la intervención (Higgins & Green, 2011). 
Se podría pensar que eliminando los estudios no significativos, en algunos casos, es 
suficiente para eliminar el sesgo de publicación. Esto no es así de fácil, pues en estudios 
con presencia de heterogeneidad puede surgir la necesidad de utilizar un modelo de sesgo 
de publicación capaz de analizar conjuntamente los diferentes niveles característicos de los 
estudios (Coburn & Vevea, 2015). 
En relación a cómo utilizar los estudios seleccionados para la realización del 
metaanálisis, se han estudiado como afecta la heterogeneidad a los métodos de detección 
del sesgo de publicación. El tamaño de la distribución metaanalítica y el grado de 
heterogeneidad son limitaciones potenciales del resultado final del metaanálisis. 
Observando como puede influir este tamaño de la distribución y el grado de heterogeneidad, 
se concluye que el método de detección de sesgo de publicación Trim and Fill puede dar 
resultados erróneos en presencia de heterogeneidad, dentro de unas condiciones concretas 
simuladas (Terrin et al., 2003).  
En métodos de regresión donde se puede evaluar la heterogeneidad de los estudios, 
no solo se investiga la presencia de heterogeneidad y su relación con el sesgo de 
publicación sino que se ahonda en la investigación hasta descubrir la relación entre 
heterogeneidad residual y sesgo de publicación (Thompson & Sharp, 1999). 
La influencia de la heterogeneidad debe ser reconocida como una limitación tanto 
para el metaanálisis básico como para el análisis de sesgo de publicación. Con niveles 
"altos" de heterogeneidad, la interpretación de los resultados puede indicar que los 
resultados de métodos de detección de sesgo de publicación del tipo “modelo de selección” 
y “metaanálisis acumulado” son los indicados para esta situación, al ser estos dos métodos 
más robustos frente a la heterogeneidad (Terrin et al., 2003; Vevea & Woods, 2005).  
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En general, es importante utilizar múltiples métodos para evaluar el sesgo de 
publicación y hacerlo a través de los niveles característicos del estudio sospechoso. Así 
permitiría a los metaanalistas investigar las diferencias significativas sospechosas y evaluar 
si estas diferencias son un artefacto del sesgo de publicación (Coburn & Vevea, 2015). 
Como ejemplo de cómo puede afectar la heterogeneidad al sesgo de publicación se 
puede leer un estudio donde una serie de investigadores médicos participaron en una 
encuesta para evaluar los diferentes puntos de vista frente a la heterogeneidad y sesgo de 
publicación sobre diferentes Funnel Plots. Un 50% de las respuestas fueron acertadas, de 
promedio, sobre los gráficos presentados. Este resultado fue así ya que algunos de los 
gráficos presentados eran inusuales en el mundo real, recibiendo mejor resultado los 
gráficos con representación más habitual. Al influir el sesgo de publicación y la 
heterogeneidad en la forma del gráfico, los datos se calcularon en cuatro categorías, 
preguntando por el nivel de asimetría, en un número igual de gráficos con y sin sesgo de 
publicación.  
Aunque no es sorprendente que los participantes no pudieran distinguir entre gráficos 
de forma similar con y sin sesgo de publicación, los resultados son importantes porque 
muchos autores continúan evaluando el sesgo de publicación con el diagrama de embudo 
sin tener en cuenta como influye la heterogeneidad en el sesgo de publicación. La relación 
heterogeneidad y presencia de sesgo de publicación es evidente, hay que evaluar su 
impacto de alguna manera y determinar en que niveles de heterogeneidad no aparecería el 
sesgo de publicación para conseguir un resultado robusto en el metaanálisis (Terrin et al., 
2005).  
La heterogeneidad influye en los métodos de detección de sesgo de publicación 
debido a la baja calidad que pueden tener algunos de los estudios con resultados 
beneficiosamente exagerados. Ocurre con estudios pequeños donde los pacientes son de 
alto riesgo, para los cuales la intervención puede ser más beneficiosa. No tienen capacidad 
de reclutar a muchos sujetos y con características similares. En cualquier caso, se 
produciría una relación inversa entre el beneficio del tratamiento y la precisión, incluso 
cuando no hay sesgo de publicación. Por este motivo, los modelos de selección que 
incorporan co-variables podrían ajustarse mejor a criterios de calidad y al riesgo estándar 
(Terrin et al., 2003)  
Los distintos autores interesados en la relación existente entre sesgo de publicación 
y heterogeneidad han ido evaluando diferentes escenarios donde encontrar esta clara 
relación. Hay un autor que evalúa el grado de sesgo de publicación en cuatro conjuntos de 
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datos metaanalíticos previamente publicados de diversos campos de estudio en las ciencias 
de la organización. De este conjunto de datos, uno no se ve afectado por el sesgo de 
publicación, mientras que los otros están notablemente influenciados por este sesgo (Kepes 
& Banks, 2012).  
De esos estudios analizados, encuentran que en Hermelin et al. (2007) el sesgo de 
publicación afectó la estimación metaanalítica; en Quiñones et al. (1995) el sesgo de 
publicación afecto la distribución de los tamaños del efecto entre la experiencia y las 
evaluaciones subjetivas del desempeño, con un efecto de este sesgo incierto; en Eagly et al. 
(2003) la estimación metaanalítica no es robusta al sesgo de publicación y por último en 
McNatt (2000) la estimación metaanalítica de la muestra civil ( primer ajuste) podría verse 
moderadamente afectada por el sesgo de publicación y la distribución desde los escenarios 
militares (segundo ajuste) era bastante robusta a la influencia del sesgo de publicación. 
Los grados de heterogeneidad existentes en la distribución de los estudios no eran 
pequeños, excepto para Hermelin et al. (2007). Sus autores creen que si la distribución 
metaanalítica es lo suficientemente grande para realizar un metaanálisis básico, debe ser lo 
suficientemente grande como para realizar análisis de sesgo de publicación. 
Aunque sea evidente que la heterogeneidad influye en el sesgo de publicación como 
se ha visto en el ejemplo anterior, otros autores creen que no deberían ser invalidados los 
resultados de una forma precipitada. Según Kepes & Bank (2012) los niveles potencialmente 
altos de heterogeneidad no debería invalidar automáticamente los resultados de los análisis 
de sensibilidad, como los análisis de sesgo de publicación(Kepes & Banks, 2012). Estos 
autores concluyen que los estudios de simulación pueden ser un forma primaria de evaluar 
la influencia de la heterogeneidad, incluyendo diferentes tipos de heterogeneidad, y factores 
relacionados (por ejemplo, tamaño de la distribución metaanalítica) sobre la detección del 
sesgo de publicación y los métodos de evaluación.  
La importancia de investigar la heterogeneidad dentro de cualquier metaanálisis es 
primordial, no solo cómo ajustarla potencialmente, sino considerar las causas subyacentes 
de la variación entre estudios. Heterogeneidad y sesgo de publicación no son mutuamente 
excluyentes y el autor nos encamina al análisis de aquella heterogeneidad residual 
anteriormente explicada que puede alterar el sesgo de publicación (Malley, 2009). 
Hay que hacer una evaluación crítica de los posibles enfoques para abordar el sesgo 
de publicación en la presencia de heterogeneidad explicable y residual entre estudios, 
siendo estudiadas ambas limitaciones conjuntamente (Peters et al., 2010).  
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9. Estudio de simulación para el análisis de la eficiencia 
de los métodos de detección del sesgo de publicación 
sin y con heterogeneidad. 
Se muestran los resultados de los procesos de simulación para ver como se 
comportan los métodos más utilizados en la búsqueda del sesgo de publicación. Se parte de 
tres supuestos: modelo de efectos fijos, modelo de efectos fijos con un factor de 
heterogeneidad y modelo de efectos aleatorios. 
En cada uno de estos supuesto se han determinado diferentes escenarios en 
relación a la magnitud del efecto, el número de artículos integrados y la magnitud del sesgo 
de publicación. 
- Modelo de efectos fijos. Se generan 18 metaanálisis a partir de los siguientes 
supuestos: número de estudios integrados (10,100), tamaño del efecto poblacional que se 
pretende estimar (0,25;0,4;0,8) y diferente impacto del sesgo de publicación. La simulación 
de existencia de sesgo de publicación se realiza eliminando los estudios no significativos. Se 
identificara como 0%, 50% y 100% la presencia de sesgo de publicación.  
a) Presencia de sesgo de publicación (0%) 
En los análisis gráficos, Figura 11, existe una asimetría con un espacio en el lado 
inferior del Funnel Plot de metaanálisis de 10 estudios donde la muestra tiene un tamaño del 
efecto pequeño y medio. Por lo tanto, existe un posible sesgo de publicación sin realmente 
estar forzado en esta simulación. 
En esa misma, Figura 11, el Funnel Plot de metaanálisis de 100 estudios no 
presenta asimetría detectando la ausencia real de sesgo de publicación.  
El Método Trim And Fill, Figura 11, de metaanálisis de 10 estudios y tamaño del 
efecto medio se evidencia sesgo de publicación sin estar realmente forzado.  
El Método Trim And Fill, Figura 11, de metaanálisis de 100 estudios detecta la 
ausencia real de sesgo de publicación.  
El Funnel Plot y el Método Trim And Fill detectan erróneamente la existencia de 
sesgo de publicación en metaanálisis pequeños y con tamaño del efecto pequeño. Pues 
realmente este último está basado en los grados de asimetría del primero. 
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 El Método Contour-enhanced Funnel Plot, Figura 14, en el metaanálisis con 10 
estudios detecta una asimetría en los que tienen tamaño del efecto pequeño en relación a 
los estudios significativos frente a los que lo son menos.  
El Método Contour-enhanced Funnel Plot, Figura 14, en el metaanálisis con 100 
estudios detecta la ausencia de sesgo de publicación en tamaño del efecto pequeño y 
medio. Especial cuidado con tamaños del efecto grande, pues existe una asimetría entre 
estudios pero no hay presencia de sesgo de publicación. Esto es debido a que cuanto mayor 
es el tamaño del efecto mayor es el número de estudios significativos.  
Los métodos estadísticos para la detección de sesgo de publicación, Figura 15, se 
comportan bien excepto Macaskill en metaanálisis de 100 estudios donde encuentra sesgo 
de publicación sin existir realmente. La disminución de la potencia de este método es dado 
porque la probabilidad de que un estudio sea censurado también disminuye a medida que el 
tratamiento o el tamaño muestral se hace más grande(Macaskill et al., 2001). 
Fail-safe N con metaanálisis de 10 estudios con tamaño del efecto pequeño y medio 
detecta la presencia del sesgo de publicación sin realmente existir. Con tamaño del efecto 
grande si detecta la ausencia del sesgo de publicación. 
En el Método Fail-safe N con metaanálisis de 100 estudios detecta la ausencia del 
sesgo de publicación. 
b) Presencia de sesgo de publicación (50%) 
En los análisis gráficos, Figura 12, existe una asimetría con un espacio en el lado 
inferior derecho del Funnel Plot de metaanálisis de 10 estudios donde la muestra tiene un 
tamaño del efecto pequeño y medio. Por lo tanto, detecta el sesgo de publicación forzado en 
esta simulación. 
En los análisis gráficos, Figura 12, existe una asimetría con un espacio en el lado 
inferior derecho del Funnel Plot de metaanálisis de 100 estudios donde la muestra tiene un 
tamaño del efecto medio. Por lo tanto, detecta el sesgo de publicación forzado en esta 
simulación. 
El Método Trim And Fill, Figura 12, de metaanálisis de 10 estudios detecta el sesgo 
de publicación pero sugiriendo menos estudios de los que realmente se han retirado.  
El Método Trim And Fill, Figura 12, de metaanálisis de 100 estudios detecta el sesgo 
de publicación pero sugiriendo menos estudios de los que realmente se han retirado. 
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A medida que disminuyen el número de estudios integrados, se hace más compleja 
la detección del sesgo de publicación en aquellos metaanálisis de pocos estudios. Como en 
el escenario de sesgo de publicación 0%, Funnel Plot y Trim And Fill están relacionados 
detectando este último el sesgo en función del Funnel Plot. De hecho, es difícil detectar la 
asimetría en el Funnel Plot de metaanálisis de 10 estudios con tamaño del efecto grande y 
Trim And Fill tampoco lo detecta. 
El Método Contour-enhanced Funnel Plot, Figura 14, en el metaanálisis con 10 
estudios detecta la asimetría en los que tienen tamaño del efecto pequeño y grande. En el 
supuesto de tamaño del efecto pequeño, la asimetría es por existencia de más estudios de 
menor significancia frente a los de mayor. Esto reduce la posibilidad de que el sesgo de 
publicación sea la causa subyacente de esta asimetría del embudo (Higgins & Green, 2011).  
El Método Contour-enhanced Funnel Plot, Figura 14, en el metaanálisis con 100 
estudios detecta asimetría bien en tamaño del efecto grande.  
Los métodos estadísticos, Figura 16, a medida que forzamos la presencia del sesgo 
de publicación, se acercan a la detección pero sin confirmarla. El Método de correlación de 
rango no detecta el sesgo de publicación en ninguno de los casos. 
 En el Método de Egger, Figura 16, con metaanálisis de 10 estudios con tamaño del 
efecto medio detecta el sesgo de publicación, pero no con tamaño del efecto pequeño y 
grande. Con metaanálisis de 100 estudios no detecta sesgo de publicación. 
En el Método de Macaskill en metaanálisis de 10 estudios no detecta el sesgo de 
publicación en ninguno de ellos, pero en el metaanálisis de 100 estudios encuentra 
realmente el sesgo de publicación forzado. 
En el Método Fail-safe N con metaanálisis de 10 estudios con tamaño del efecto 
pequeño y medio detecta la presencia del sesgo de publicación, con estudios necesarios por 
debajo del nivel de tolerancia pero lejos de lo real, sobre todo en el caso de tamaño del 
efecto medio. Con tamaño del efecto grande no detecta el sesgo de publicación a pesar de 
existir. 
En el Método Fail-safe N con metaanálisis de 100 estudios no detecta el sesgo de 





c) Presencia de sesgo de publicación (100%) 
En los análisis gráficos, Figura 14, el Funnel Plot en metaanálisis de 10 estudios es 
difícil encontrar una asimetría con ese espacio sin ocupar al quedarnos con pocos estudios 
significativos. De hecho, solo podemos analizar metaanálisis de tamaño del efecto medio y 
grande. 
En los análisis gráficos, Figura 14, el Funnel Plot en los metaanálisis de 100 estudios 
detecta la presencia de sesgo de publicación presentando una asimetría en el lado inferior 
izquierdo. 
El Método Trim And Fill, Figura 13, de metaanálisis de 10 estudios solo en tamaño 
del efecto medio detecta el sesgo de publicación.  
El Método Trim And Fill, Figura 13, de metaanálisis de 100 estudios detecta el sesgo 
de publicación pero sugiriendo menos estudios de los que realmente se han retirado. 
El Método Contour-enhanced Funnel Plot, Figura 13, en el metaanálisis con 10 
estudios detecta la asimetría en los que tienen tamaño del efecto medio y grande, en 
relación a los estudios significativos frente a los que lo son menos.  
El Método Contour-enhanced Funnel Plot, Figura 13, en el metaanálisis con 100 
estudios detecta bien la presencia de sesgo de publicación.  
Los métodos estadísticos, Figura 17, el Método de correlación de rango solo en 
metaanálisis de 100 estudios detecta la presencia del sesgo de publicación con resultados 
significativos siendo mejores en tamaños del efecto pequeño. 
 En el Método de Egger, Figura 17, solo en metaanálisis de 100 estudios detecta la 
presencia del sesgo de publicación. 
En el Método de Macaskill no funciona bien en metaanálisis de 10 estudios, pero si 
detecta la presencia del sesgo en metaanálisis de 100 estudios. 
El Fail-safe N con metaanálisis de 10 estudios con tamaño del efecto medio detecta 
la presencia de sesgo de publicación. Con un metaanálisis de 10 estudios de tamaño del 
efecto grande y metaanálisis de 100 estudios se supera el nivel de tolerancia, no detectando 










Figura 11. Funnel Plot y Trim And Fill bajo modelo efectos fijos, con cálculo del tamaño del efecto de 
Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo 








Figura 12. Funnel Plot y Trim And Fill bajo modelo efectos fijos, con cálculo del tamaño del efecto de 
Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo 






Figura 13. Funnel Plot y Trim And Fill bajo modelo efectos fijos, con cálculo del tamaño del efecto de 
Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo 







Figura 14. Contour-enhanced Funnel Plot bajo modelo efectos fijos, con cálculo del tamaño del efecto 
de Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y diferentes 
grados de sesgo de publicación. Nota. Tamaño del efecto = “d” y número de estudios de cada 





Figura 15. Datos estadísticos bajo modelo efectos fijos, con cálculo del tamaño del efecto de Hedges, 
sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo de 
publicación (0%). Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = “k”. 
Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 





Figura 16. Datos estadísticos bajo modelo efectos fijos, con cálculo del tamaño del efecto de 
Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo 
de publicación (50%). Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = 
“k”. Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 







Figura 17. Datos estadísticos bajo modelo efectos fijos, con cálculo del tamaño del efecto de 
Hedges, sin variabilidad entre estudios, mediante estimación del inverso de la varianza y con sesgo 
de publicación (100%). Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = 
“k”. Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 





- Modelo efectos fijos con un solo factor. Se generan 9 metaanálisis a partir de los 
siguientes supuestos: número de estudios integrados de 100, tamaño del efecto poblacional 
que se pretende estimar (0,25;0,4;0,8) y donde la magnitud del efecto cambia en 
aproximadamente un tercio de los estudios en función de un factor de tres categorías que se 
reparte -0,2, 0 y 0,2. La simulación de existencia de sesgo de publicación se realiza 
eliminando los estudios no significativos. Se identificara como 0%, 50% y 100% la presencia 
de sesgo de publicación. 
a) Presencia de sesgo de publicación (0%) 
En los análisis gráficos Funnel Plot, Figura 18, no se identifica la presencia de sesgo 
de publicación. 
El Método Trim And Fill si evidencia la presencia de sesgo de publicación en la 
muestra con tamaño del efecto pequeño sin estar forzado. 
El Método Contour-enhanced Funnel Plot, Figura 19, presenta asimetría en tamaño 
del efecto pequeño hacia menos estudios significativos frente a los de mayor significancia. 
Algo similar a lo ocurrido en metaanálisis de 10 estudios con tamaño del efecto pequeño y 
con presencia de sesgo de publicación del 50%. Esto reduce la posibilidad de que el sesgo 
de publicación sea la causa subyacente de esta asimetría del embudo (Higgins & Green, 
2011). Con tamaño del efecto medio se comporta bien, pero con tamaño del efecto grande 
puede sugerir presenciad de sesgo de publicación sin realmente existir, al tener el 
metaanálisis mayor cantidad de estudios altamente significativos.  
Se puede concluir que los métodos tienen una relación directa en el grado de 
asimetría del Funnel Plot, tanto Método Trim And Fill como Método Contour-enhanced 
Funnel Plot los cuales fallan en tamaño del efecto grande con mayor número de estudios 
significativos. 
Los métodos estadísticos, Figura 20, se comportan bien todos los métodos excepto 
Macaskill al repetirse un metaanálisis de 100 estudios donde detecta presencia de sesgo de 
publicación en tamaño del efecto medio y grande.  
El Fail-safe N presenta resultados que superan el nivel de tolerancia, detectando la 





b) Presencia de sesgo de publicación (50%) 
En los análisis gráficos, Figura 18, el Funnel Plot no se identifica la presencia sesgo 
de publicación. 
El Método Trim And Fill evidencia un mínimo sesgo de un artículo perdido en el 
metaanálisis con tamaño medio del efecto, cuando realmente se han eliminado bastantes 
más. 
El Método Contour-enhanced Funnel Plot, Figura 19, detecta la presencia del sesgo 
de publicación mayormente en tamaño del efecto grande. En tamaño del efecto pequeño y 
medio no detecta la presencia de sesgo. 
Los métodos estadísticos, Figura 20, a medida que se fuerza la presencia del sesgo 
de publicación, los métodos se acercan a la detección del sesgo de publicación pero sin 
llegar a confirmarla. El Método de correlación de rango no detecta el sesgo de publicación. 
 En el Método de Egger no detecta el sesgo de publicación. 
En el Método de Macaskill presenta resultados similares a la simulación anterior, no 
detectando el sesgo de publicación en el caso de tamaño del efecto pequeño.  
El Fail-safe N presenta resultados que superan el nivel de tolerancia, no detectando 
la presencia de sesgo publicación que en este supuesto no está presente. 
c) Presencia de sesgo de publicación (100%) 
En los análisis gráficos, Figura 18, el Funnel Plot se identifica la presencia de sesgo 
de publicación, siendo menor la asimetría según aumenta el tamaño del efecto. 
El Método Trim And Fill evidencia sesgo de publicación solo en tamaño del efecto 
pequeño, sugiriendo un número de artículos recuperados inferior a los que realmente se han 
eliminado. Nuevamente con un mayor grado de asimetría del Funnel Plot, en este caso de 
tamaño del efecto pequeño, se condiciona la detección de sesgo de publicación. 
El Método Contour-enhanced Funnel Plot, Figura 19, presenta asimetría detectando 
la presencia de sesgo de publicación. 
Los métodos estadísticos, Figura 20, el Método de correlación de rango solo en 
metaanálisis de tamaño del efecto pequeño detecta el sesgo de publicación. 
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 En el Método de Egger ocurre exactamente lo mismo que con el Método de 
correlación de rango. 
Al igual que con el Método Trim And Fill, el Método de correlación de rango y el 
Método de Egger, dependientes del grado de asimetría del Funnel Plot detectan la presencia 
del sesgo de publicación cuando mayor es la presencia visual de esta asimetría (Kepes & 
Banks, 2012). 
En el Método de Macaskill ocurre algo similar al caso anterior, pero ahora detecta 
sesgo de publicación en todos los casos de tamaño del efecto.  
El Fail-safe N presenta resultados que superan el nivel de tolerancia, no detectando 
la presencia de sesgo publicación que en este supuesto no está presente. Todos los 
resultados en sus distintos escenarios son similares, por tanto, no deberían de ser muy 











Figura 18. Funnel Plot y Trim And Fill bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre grupos de estudios con ( 𝜏! = [−0,2; 0; 0,2] ) según 
pertenencia, mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de 




























Figura 19. Contour-enhanced Funnel Plot bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre grupos de estudios con ( 𝜏! = [−0,2; 0; 0,2] ) según 
pertenencia, mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de 




























Figura 20. Datos estadísticos bajo modelo efectos aleatorios, con cálculo del tamaño del efecto de 
Hedges, con variabilidad entre grupos de estudios con (𝜏! = [−0,2; 0; 0,2] ) según pertenencia, 
mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de publicación. 
Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = “k”. 
Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 




- Modelo de efectos aleatorios. Se generan 27 metaanálisis a partir de los 
siguientes supuestos: número de estudios integrados de 100, tamaño del efecto poblacional 
que se pretende estimar (0,25;0,4;0,8) y donde la magnitud del efecto cambia (0,10;0,20; 
0,40) en cada uno de los tamaños del efecto. La simulación de existencia de sesgo de 
publicación se realiza eliminando los estudios no significativos. Se identificará como 0%, 
50% y 100% la presencia de sesgo de publicación.  
a) Presencia de sesgo de publicación (0%) 
En los análisis gráficos de los Funnel Plots, Figura 21, presenta en los distintos 
tamaños del efecto viéndose incrementada su magnitud, aparece una pequeña asimetría en 
el lado inferior izquierdo que sugiere presencia de sesgo de publicación, siendo mayor en 
tamaño del efecto pequeño. 
El Método Trim And Fill, Figura 21, establece un límite con un tamaño del efecto de 
0,40 y magnitud del efecto de 0,40, en donde por debajo detecta la presencia del sesgo de 
publicación y por encima no.  
Se relaciona el grado de asimetría que el Funnel Plot tiene en tamaño del efecto 
pequeño en sus distintas modalidades de magnitud del efecto con la detección de presencia 
del sesgo de publicación del Método Trim And Fill. 
El Método Contour-enhanced Funnel Plot, Figura 24 y 25, detecta la ausencia de 
sesgo de publicación en tamaños del efecto pequeño y medio en sus distintos supuesto de 
magnitud del efecto. En la Figura 25, en el caso de tamaño del efecto grande con magnitud 
del efecto 0,10 y 0,20 hay que tener especial cuidado. Existe una asimetría entre estudios 
pero realmente no hay presencia de sesgo de publicación. Esto es debido a que cuanto 
mayor es el tamaño del efecto mayor es el número de estudios con valores altos 
significativamente. 
Los métodos estadísticos, Figura 27-28-29, en el caso del Método de correlación de 
rango y el Método de Egger a partir de tamaños del efecto de 0,80 y una magnitud del efecto 
de 0,20 indica presencia del sesgo de publicación sin estar realmente presente.  
El Método Macaskill indica sesgo de publicación a partir de un tamaño del efecto de 
0,40 y una magnitud del efecto de 0,10 sin estar realmente presente.  
El Fail-safe N presenta resultados que superan el nivel de tolerancia, no detectando 
la presencia de sesgo publicación que en este supuesto está presente. 
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b) Presencia de sesgo de publicación (50%) 
En los análisis gráficos de los Funnel Plots, Figura 22, en el escenario de tamaño del 
efecto de 0,40 según se incrementa la magnitud del efecto, la asimetría en el espacio inferior 
cambia de lado yendo del derecho al izquierdo. 
El resto de tamaños del efecto, tienen una asimetría dudosa siendo más evidente en 
tamaño del efecto de 0,80 con magnitud del efecto 0,20 y 0,40. 
El Método Trim And Fill, Figura 22, solo detecta la presencia del sesgo de 
publicación con tamaño del efecto 0,40 con magnitud del efecto 0,10 y tamaño del efecto 
0,80 con magnitud del efecto 0,10 y 0,20.  
El Método Contour-enhanced Funnel Plot, Figura 24 y 25, no detecta la presencia de 
sesgo de publicación en tamaños del efecto pequeño y medio en sus distintos supuestos de 
magnitud del efecto. En la Figura 25, en el caso de tamaño del efecto grande si detecta la 
presencia del sesgo de publicación. 
Los métodos estadísticos, Figura 27-28-29, detecta la presencia del sesgo de 
publicación con el Método de correlación de rango y el Método de Egger a partir de tamaños 
del efecto de 0,80 y magnitud del efecto de 0,20.  
El Método Macaskill indica presencia del sesgo de publicación a partir de un tamaño 
del efecto de 0,40 y magnitud del efecto de 0,1. 
El Fail-safe N presenta resultados que superan el nivel de tolerancia, no detectando 
la presencia de sesgo publicación que en este supuesto si está presente. 
c) Presencia de sesgo de publicación (100%) 
En los análisis gráficos de los Funnel Plots, Figura 23, detecta la presencia del 
sesgo de publicación incrementando la asimetría en el lado inferior izquierdo según aumenta 
el tamaño del efecto y la magnitud del efecto,  
El Método Trim And Fill detecta la presencia del sesgo de publicación forzado en 
todos los tamaños del efecto salvo con tamaño del efecto 0,25 con magnitud del efecto 0,20 
y tamaño del efecto 0,80 con magnitud del efecto 0,20 y 0,40. 
El Método Contour-enhanced Funnel Plot, Figura 24-25-26, detecta la presencia de 
sesgo de en sus distintos supuestos de magnitud del efecto. 
  
86 
Los métodos estadísticos, Figura 27-28-29, en el caso del Método de correlación de 
rango y el Método de Egger identifica el sesgo de publicación en todos los casos excepto 
con tamaño del efecto 0,80 y magnitud del efecto de 0,10. Este supuesto concreto presenta 
una imagen de Funnel Plot que evidencia un menor grado de asimetría y el número de 
estudios ausentes es menor que en el resto de magnitudes del efecto para un tamaño del 
efecto de 0,80. 
El Método Macaskill indica la presencia del sesgo de publicación en todos los casos. 
El Fail-safe N presenta resultados que superan el nivel de tolerancia, no detectando 




Figura 21. Funnel Plot y Trim And Fill bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), mediante estimación del 
DerSimonian-Laird y diferentes grados de sesgo de publicación. Nota. Tamaño del efecto = “d” y 






Figura 22. Funnel Plot y Trim And Fill bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), mediante estimación del 
DerSimonian-Laird y diferentes grados de sesgo de publicación. Nota. Tamaño del efecto = “d” y 





Figura 23. Funnel Plot y Trim And Fill bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), mediante estimación del 
DerSimonian-Laird y diferentes grados de sesgo de publicación. Nota. Tamaño del efecto = “d” y 




























Figura 24. Contour-enhanced Funnel bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), tamaño del efecto 
 ( 𝑑 = 0,25  ) mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de 




























Figura 25. Contour-enhanced Funnel bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), tamaño del efecto 
 ( 𝑑 = 0,40  ) mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de 




























Figura 26. Contour-enhanced Funnel bajo modelo efectos aleatorios, con cálculo del tamaño del 
efecto de Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40]), tamaño del efecto 
 ( 𝑑 = 0,80  ) mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de 




























Figura 27. Datos estadísticos bajo modelo efectos aleatorios, con cálculo del tamaño del efecto de 
Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40] ), tamaño del efecto ( 𝑑 = 0,25  ) 
mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de publicación. 
Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = “k”. 
Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 

























Figura 28. Datos estadísticos bajo modelo efectos aleatorios, con cálculo del tamaño del efecto de 
Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40] ), tamaño del efecto ( 𝑑 = 0,40  ) 
mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de publicación. 
Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = “k”. 
Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 






Figura 29. Datos estadísticos bajo modelo efectos aleatorios, con cálculo del tamaño del efecto de 
Hedges, con variabilidad entre estudios (𝜏! = [0,10; 0,20; 0,40] ), tamaño del efecto ( 𝑑 = 0,80  ) 
mediante estimación del DerSimonian-Laird y diferentes grados de sesgo de publicación. 
Nota. Tamaño del efecto = “d” y número de estudios de cada metaanálisis = “k”. 
Método Macaskill entre paréntesis valor FIV (ponderado inversa de la varianza). 









El sesgo de publicación está presente en casi todos los procesos de investigación 
siendo un problema conocido por todos los investigadores, los cuales deben valorar sus 
resultados en función de su presencia antes de la publicación de sus estudios.  
Este trabajo evalúa el sesgo de publicación según el proceso de integración de 
estudios en los metaanálisis en función de la ausencia y/o presencia de los no significativos, 
siendo este tipo de sesgo el más estudiado en la bibliografía disponible.  
Las conclusiones sobre la revisión sistemática realizada han sido: 
1. Debe evaluarse el sesgo de publicación como un factor más en la valoración de la 
calidad del trabajo de investigación tanto en revisión sistemática como en 
metaanálisis. 
2. El sesgo de publicación tiene diversas dimensiones y esferas como son la cantidad 
de información recuperada, el tamaño muestral del estudio, la calidad que aporta el 
estudio en cuestión,…. 
3. El número de métodos de detección y corrección del sesgo de publicación de los que 
se dispone en la actualidad son muchos y muy diversos, siendo los métodos gráficos 
de origen exploratorio y los basados en la asimetría que presente el Funnel Plot los 
más utilizados. 
4. La heterogeneidad es otro factor que complementa la evaluación del sesgo de 
publicación y que influye, en mayor o menor medida, en los métodos para su 
detección sin existir una solución única y válida.  
Las conclusiones sobre los análisis realizados con los distintos métodos sobre 
diferentes tipos de metaanálisis han sido: 
1. El Método Fail-safe N solo ha funcionado con metaanálisis que integran pocos 
estudios en ausencia de heterogeneidad con tamaño del efecto pequeño y medio. 
Cuando se integran muchos estudios en el metaanálisis y además existe 
heterogeneidad de cualquier tipo entre estudios, no detecta la presencia del sesgo 
de publicación.  
2. El Método Funnel Plot, se comporta generosamente bien con metaanálisis que 
integran muchos estudios, donde se visualiza mejor la asimetría en caso de sesgo de 
publicación. En metaanálisis que integran un número menor de estudios, no deja 
visualizar adecuadamente esta asimetría. Curioso es que en presencia de 
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heterogeneidad intrínseca se comporta mejor que en heterogeneidad de un solo 
factor.  
3. El Método de correlación de rangos ha funcionado mejor en metaanálisis que 
integran muchos estudios y tamaño del efecto grande tanto en ausencia como en 
presencia intrínseca de heterogeneidad. Así se cumple la recomendación donde se 
pide cautela sobre resultados con ausencia de sesgo de publicación en metaanálisis 
que integran pocos estudios para este método. 
4. El Método de Egger funciona mejor en metaanálisis que integran muchos estudios y 
tamaño del efecto grande en ausencia de heterogeneidad. Pero en presencia de 
heterogeneidad intrínseca se comporta bien hasta simulación con tamaño del efecto 
grande donde sus resultados ya no son tan fiables, provocando falsos positivos y 
negativos. 
5. El Método de Macaskill solo ha funcionado en condiciones muy concretas donde los 
metaanálisis integran muchos estudios y tamaño del efecto pequeño en presencia de 
heterogeneidad intrínseca. En el resto, no se comporta bien generando falsos 
positivos y negativos. 
6. El Método Trim And Fill se comporta de forma anárquica, sin seguir una tendencia en 
los diferentes escenarios. En metaanálisis que integran pocos estudios no funciona 
bien, y en presencia de heterogeneidad genera falsos negativos y positivos en los 
diferentes escenarios con sesgo de publicación. 
7. El Método Contour-enhanced Funnel Plot se comporta, en general, bien detectando 
por asimetría el sesgo de publicación. Puede generar un falso positivo en ausencia 
de sesgo de publicación al presentar asimetría con tamaño del efecto grande, tanto 
exista heterogeneidad como si no, donde se desconocen las condiciones reales. La 
heterogeneidad, por si sola, no es la causa de que este método falle en esos 
escenarios. Parece estar más cercano a la detección del sesgo de publicación real, 
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