In the field of computational game theory, games are often compared in terms of their size. This can be measured in several ways, including the number of unique game states, the number of decision points, and the total number of legal actions over all decision points. These numbers are either known or estimated for a wide range of classic games such as chess and checkers. In the stochastic and imperfect information game of poker, these sizes are easily computed in "limit" games which restrict the players' available actions, but until now had only been estimated for the more complicated "no-limit" variants. In this paper, we describe a simple algorithm for quickly computing the size of two-player no-limit poker games, provide an implementation of this algorithm, and present for the first time precise counts of the number of game states, information sets, actions and terminal nodes in the no-limit poker games played in the Annual Computer Poker Competition.
Introduction
Over the last decade, Texas hold'em poker has become a challenge problem and common testbed for researchers studying artificial intelligence and computational game theory. Poker has proved popular for this task because it is a canonical example of a game with imperfect information and stochastic outcomes. Since 2006, the Annual Computer Poker Competition (ACPC) [12, 2] has served as a venue for researchers to play their poker agents against each other, revealing which artificial intelligence techniques are effective in practice. The competition has driven research in the field of computational game theory, resulting in algorithms capable of finding close approximations to optimal strategies in ever larger games.
The size of a game is a simple heuristic that can be used to describe its complexity and compare it to other games, and a game's size can be measured in several ways. The most commonly used measurement is to count the number of game states in a game: the number of possible sequences of actions by the players or by chance, as viewed by a third party that observes all of the players' actions. In the poker setting, this would include all of the ways that the players private and public cards can be dealt and all of the possible betting sequences. This number allows us to compare a game against other games such as chess or backgammon, which have 10 47 and 10 20 distinct game states respectively (not including transpositions) [10] .
In imperfect information games, an alternate measure is to count the number of decision points, which are more formally called more formally called information sets. When a player cannot observe some of the actions or chance events in a game, such as in poker when the opponent's private cards are unknown, many game states will appear identical to the player. Each such set of indistinguishable game states forms one information set, and an agent's strategy or policy for a game must necessarily depend on its information set and not on the game state: it cannot choose to base its actions on information it does not know. State-of-the-art algorithms for approximating optimal strategies in imperfect information games, such as Counterfactual Regret Minimization (CFR) [11] , converge at a rate that depends on the total number of information sets.
An additional measure related to the number of information sets is the number of legal actions summed across each of the information sets, which we will refer to as the number of infoset-actions. This measure has practical implications on the memory required to store or compute a strategy. An agent's strategy can be represented as a behavioral strategy by storing a probability of taking each legal action at each information set. Approximating an optimal strategy using a standard CFR implementation requires two double-precision floating point variables per infoset-action: one to store the accumulated regret, and the other to store the average strategy 1 . In some poker variants it is simple to compute the number of game states and information sets in the game, and counting the number of infoset-actions is not much harder. For example, in limit poker games such as heads-up limit Texas hold'em, the number of information sets can be easily calculated with the single closed-form expression, as we will describe further in Section 2. This calculation is straightforward because the possible betting actions and information sets within one round are independent of the betting history on previous rounds, and so an expression to calculate the number of game states can be stated for each round as the product of the possible chance events, the number of betting sequences to reach the round, and the number of information sets within the round. In the ACPC's heads-up limit Texas hold'em events, this can be performed by hand to measure the size of the game at 3.162 × 10 17 game states and 3.194 × 10 14 information sets. In practice, researchers use a lossless statespace abstraction technique that merges states with isomorphic cards, leading to a strategically equivalent but smaller game with 1.380 × 10 13 information sets and 3.589 × 10 13 infoset-actions. In no-limit poker variants, however, measuring the size of the game has until now been computationally challenging. In these games, the players are provided with a fixed amount of money (a stack size) at the start of each game, and may make any number of betting actions of almost any size during any round until they have committed their entire stack. This means that the possible betting sequences cannot be neatly decomposed by round as is possible in limit poker games. Since 2007, the ACPC has played three different no-limit poker games, each of which was (correctly) presumed to be far larger than the limit Texas hold'em variants. The variant played in 2007 and 2008, $1-$2 no-limit Texas hold'em with $1000 (500-blind) stacks, was previously estimated by Gilpin et al. to have 10 71 game states [5] . However, the exact size of this game, or of the 2009 and 2010-Present games, has not previously been computed.
In this technical report, we will present for the first time an algorithm that can be used to count the number of game states, information sets, and infosetactions in these large two-player no-limit poker games. The algorithm is simple to implement, and source code will be provided along with this technical report. In Section 2, for context we will briefly describe how the size of heads-up limit poker games are computed. In Section 3 we describe the new algorithm, which uses dynamic programming to avoid traversing the game tree. In Section 4 we will use our implementation to compute for the first time the exact counts of the game states, information sets, and infoset-actions in the 2007, 2008-2009 and 2010-Present ACPC heads-up no-limit poker games. Finally, we will briefly discuss the ongoing challenges for action abstraction research in this domain, and propose a new no-limit game as a convenient research testbed for future work.
Measuring heads-up limit games
Over the last decade, heads-up limit Texas hold'em has become a common testbed for researchers studying computational game theory in imperfect information games, with significant efforts towards approximating optimal strategies for the game [3, 11, 6, 4] . In the first paper on approximating a Nash equilibrium strategy for the game, Billings et al. presented a figure illustrating the branching factor of the game [3, Figure 1 ]. In this section, we will describe how the size of the game (in game states, information sets, and infoset-actions) can be precisely computed, to give context to our discussion of no-limit poker.
The heads-up limit Texas hold'em game played in the ACPC is a two player game with four rounds and at most four bets per round. In the first round, the players' small blind and big blind (an ante required to start the game), counts as a bet, and at most three additional bets are allowed. The public and private cards are dealt out as as normal for Texas hold'em games. The ACPC uses the Doyle's game convention, in which each player's stack is reset at the start of each game, and their total winnings are accumulated over all of the games. In the limit poker events, each player's stack is set to be sufficiently large that the maximum number of bets can be made on each round, making the stack size irrelevant for computing the size of the game. To start our discussion of the size of the game, we present Table 1 which lists the number of possible ways to deal the private and public cards on each round. The Total Two-Player column describes the number of ways to deal the private and public cards to both players on each round: on the second round, and so on. Finally, the Canonical One-Player column lists the number of canonical card combinations from one player's point of view, after losslessly merging isomorphic card combinations that are strategically identical.
Next, we note that in poker games, the betting actions available to the players are independent of the cards that they have been dealt. This means that the possible action sequences on each round can be enumerated on their own, and then multiplied by the number of card combinations to find the number of game states. Further, since the players start with a large enough stack that the maximum number of bets can be made on each round, this means that the possible betting sequences within one round are independent of the actions made by the players on earlier rounds. In Table 2 , we present the decision points, terminal nodes, and action sequences that continue to the next round in heads-up limit Texas hold'em. In the Decision Points column, "-" represents the first decision in the round, and "c" and "r" respectively represent the check/call and bet/raise actions by the players that lead to a decision. The Terminal column lists the betting sequences that end the game in the current round, and the Continuing column lists the betting sequences that continue to the next round. Note that we do not allow players to fold when not facing a bet, as this is dominated by checking or calling.
The figures in Tables 1 and 2 can be multiplied together to compute the number of game states, information sets, and infoset-actions. This is done one round at a time, by taking the number of betting sequences and multiplying it by the branching factor due to the chance events. If we multiply by the number of two-player chance events we obtain the number of game states, while multiplying by the number of one-player chance events results in the number of information sets. An example of this calculation is shown in Equation 1 , in which we calculate the total number of information sets, |I|, in heads-up limit Texas hold'em poker. 
Similar calculations can be performed to compute the number of game states or the number of infoset-actions, which are presented in Table 3 . Of particular interest are the total number of canonical information sets and canonical infoset-actions, as these figures describe the complexity in time and memory of computing an optimal strategy for the game using CFR. In theory, CFR's convergence bound is linear in the number of canonical information sets [11, Theorem 4] . In practice, a standard CFR implementation requires two doubleprecision floating point variable per infoset-action: one to accumulate regret, and the other to accumulate the average strategy.
The game's size of 3.589 × 10 13 canonical infoset-actions means that 33 ter- abytes of disk (using one byte per infoset-action) would be required to store a behavioral strategy, and CFR would require 523 terabytes of RAM (two 8-byte doubles per infoset-action) to solve the game precisely. While this makes the exact, lossless computation intractable with conventional hardware, it is at least conceivable that such a computation will be possible in time with hardware advances. Additionally, the size of the game is sufficiently small that unabstracted best response computations have recently become possible [8] , and significant progress is being made towards closely approximating an optimal strategy while using state-space abstraction techniques [6] .
Measuring large no-limit games
We now turn to the problem of measuring the size of large two-player no-limit poker games. Unlike the limit poker game discussed in Section 2, no-limit poker presents additional challenges that prevent us from using a single, simple expression as in Equation 1. The difficulty is that the possible betting sequences available in each round depend on the betting sequence taken in earlier rounds; furthermore, there can be an enormous number of betting sequences leading to the start of the final round, precluding the approach of simply enumerating them.
The heads-up no-limit poker games played in the ACPC are parameterized by two variables: the stack size that each player has at the start of the game, and the value of the big blind, with the small blind being set equal to half of a big blind. Each of these variables is measured in dollars, and the stack size is typically a multiple of the big blind. Unlike in limit Texas hold'em, where each player can only fold, call, or raise a predetermined amount at each decision, no-limit poker allows for a large number of actions. Each player may fold, call, or bet any whole dollar amount in a range from a min-bet to all of their remaining chips. The size of a min-bet is context-dependent: if a bet has not yet been placed in the current round then a min-bet is defined as equal to the big blind; otherwise, it is equal to the size of the previous bet after calling any outstanding bet. This means that bets cannot decrease in size during a round. One exception is that a player is always allowed to bet all of their remaining chips, even if this is smaller than a min-bet. Once the players have each bet all of their chips (i.e., they are all-in), their only legal actions are to call for the remaining rounds until the game is over. When we present the size of no-limit games, we do not include these trivial information sets or their forced actions.
At any decision point, the actions available to the players depend on the betting history in the game so far: not only on the actions take in the current round, as in limit poker, but on the actions in earlier rounds, as these earlier actions determine the remaining money that the players can use to bet with. Walking the betting tree of large no-limit games is intractable, as the games are simply far too large. However, there is still structure to the betting that can be exploited for the purposes of counting the possible states in the game without explicitly walking the tree. We highlight two critical properties that make this computation possible. First, a player's legal actions at any decision depend on only three factors: the amount of money they have remaining, the size of the bet that they are facing, and if a check is legal (i.e., if it is the first action in a round). Within one betting round, any two decision points that are identical in these three factors will have the same legal actions and the same betting subtrees for the remainder of the game, regardless of other aspects of their history. Second, each of these factors only increases or decreases during a round. A player's stack size only decreases as they make bets or call an opponent's bets. The bet being faced is zero at the start of a round (or if the opponent has checked), and can only remain the same or increase during a round. Finally, a check is only allowed as the first action of a round.
These observations mean that we do not have to walk the entire game in order to count the decision points. Instead of considering each betting history independently, we will instead consider the relatively small number of possible configurations of round, stack-size, bet-faced, and check-allowed, and do so one round at a time, starting from the start of the game. We will incrementally compute the number of action histories that reach each of these configurations by using dynamic programming. This involves a base case and an inductive step. The base case is simple: there is one way to reach the start of the game, at which the first player has a full stack minus a small blind, is facing a bet equal to the big blind minus the small blind, and a check is allowed. Next is the inductive step: if we know that there are n action sequences that reach a given configuration, then for each legal action at that configuration, we can add another n ways to reach the subsequent configurations. Due to the second property, that each of the round, stack-size, bet-faced and check-allowed factors only increase or decrease, we can update the configurations in a particular order such that applying the inductive step to a configuration only increases the number of ways to reach configurations that we have not yet examined. For each round in increasing order, we visit all configurations where checks are allowed first, followed by those where a call ends the round. Within each of these sets, we update configurations in order from largest stacks remaining to smallest. Within each subset, we update configurations in order from smallest bets faced to largest. Since all actions taken from a configuration only update the number of ways to reach configurations later in the ordering, only a single traversal is required in order to update all configurations.
When updating each configuration, we can increment counters for each round that track the number of action sequences that lead to a decision by a player and the total number of infoset-actions. After traversing the set of configurations over all of the rounds, the resulting values can be multiplied by the branching factor due to the chance events for presented earlier in Table 1 to find the size of each round. Adding these values across each round produces the overall size of the game in terms of game states, information sets, infoset-actions, and canonical information sets and canonical infoset-actions.
In practice, this algorithm is straightforward to implement and has reasonable memory and time requirements. The main memory cost is that of allocating one variable to each configuration of stack-size and bet-faced, which can simply be done using a two-dimensional array. This array can be reused on each round if we also allocate a one-dimensional array indexed by stack size to track the possible ways to reach the next round. The type of each of these variables should be chosen with caution, as for nontrivial no-limit poker games, they will quickly surpass the maximum value of a 64-bit unsigned integer. Double-precision floating point variables may be used, but of course result in floating point inaccuracy and cannot provide a precise count. Instead, an arbitrary precision integer library can be used so that each variable stores a precise integer count. In our results and in the implementation accompanying this technical report, we used the GNU Multiple Precision Arithmetic Library (GMP) [1] for this purpose.
The final consideration of the algorithm is its space and time complexity. As described above, we need only to store a single variable for each of a relatively small number of configurations. To compute the size of the largest ACPC no-limit game, played from 2010 to the present, approximately 400 million variables were required (20000 possible stack sizes times 20000 possible bets faced). Using double-precision floating point variables requires less than 3 gigabytes of RAM; using the GMP library's mpz t variables requires six gigabytes at startup, and additional memory during the computation as some variables increase and have to allocate more memory. In terms of time, only a single traversal of the configurations is required, which is essentially four nested for() loops over the rounds, stack sizes, bets faced, and (to update each configuration) the legal actions. Measuring the size of the 2007-2008 and 2009 ACPC no-limit games, described below, took 47 seconds and 32 seconds respectively. Measuring the significantly larger 2010-Present ACPC game took nearly two days.
We have released an open source (BSD-licensed) implementation of the algorithm to accompany this technical report. It can be found online at either of the following locations:
• http://webdocs.cs.ualberta.ca/~johanson/publications/poker/2013-techreport-nl-size/2013
• http://webdocs.cs.ualberta.ca/~games/poker/count_nl_infosets.html 4 Sizes of no-limit poker games
Having described the algorithm used to measure the size of the games, we can now present our main result: the size of the three no-limit games played in the ACPC since 2007, in terms of game states, information sets, infoset-actions, and canonical information sets and canonical infoset-actions. We will briefly describe each game and its size, and also present the amount of memory required to store a behavioral strategy and to compute an optimal strategy using CFR. For each game, we will present a table listing the count for each round in scientific notation, and the overall sizes as precise integers; if exact counts of intermediate variables are required, the accompanying implementation outputs precise values.
Note that in the tables below, the 'Sequences', 'Infosets' and 'States' columns show the total number of nontrivial situations, where the player has more than one legal action. Namely, it does not count the forced moves after the players are both all-in and must check and call for the remainder of the game as the public cards are dealt. Likewise, the 'Actions' columns do not include these forced actions.
2007-2008: $1-$2 with $1000 (500-blind) stacks
In 2007, the ACPC introduced its first no-limit poker game, which used a small blind and big blind of $1 and $2 respectively and $1000 (500-blind) stacks. This was intentionally chosen to be a large, "deep-stack" game, as humans typically consider 100-blind stacks to be a normal size. Gilpin et al. had previously estimated this game to have 10 71 game states, quite close to its actual size of 7.16 × 10 75 game states. Note that the first round alone, without considering any card information, has more action sequences than the full four-round game of heads-up limit Texas hold'em has game states.
Precise counts:
• 
2009: $1-$2 with $400 (200-blind) stacks
In 2009, the ACPC switched its no-limit game to a game with a smaller stack size. This had two effects. First, it was closer to what humans would consider a deep-stack no-limit game. Second, reducing the stack size resulted in a significantly smaller game which required slightly less action abstraction. Precise counts:
• Finally, we move to the large game currently played in the ACPC. In 2010, the ACPC competitors chose to "inflate" the game by increasing the size of the blinds and the stack, while keeping the ratio between the blinds and the stack the same. Since players can bet any dollar integer amount between a min-bet and their remaining stack, this dramatically increased the size of the game: instead of having at most 500 or 200 betting options, they now had up to 20000. The resulting game is by far the largest no-limit variant of the three. Precise counts:
Discussion
While heads-up limit is sufficiently small that the suboptimality of strategies can now be evaluated conveniently [8] and close approximations to an optimal strategy are becoming possible [6] , the situation in the no-limit ACPC events appears bleak. Even the smallest of the three no-limit variants is far larger than heads-up limit. This is simply a reality of the domain: the game is intrinsically far more complex, and presents additional challenges for state-space abstraction research. In particular, the no-limit games emphasize the critical importance of research into action abstraction and translation techniques, in which the game is simplified by merging clusters of similar betting actions together. In practice, there is likely to be little benefit to an agent's ability to differentiate a $101 bet from a $99 bet out of a $20,000 stack, as opposed to simply using a $100 bet for both cases. In order to make meaningful and measurable progress on abstraction and translation techniques, it would be useful to have an analogue to our ability in heads-up limit to evaluate a computer agent's suboptimality in the unabstracted game. Specifically, we would like to find or create a no-limit game which has three properties:
• Unabstracted best response computations are tractable and convenient, so that the worst-case performance of strategies with abstracted betting (and possibly unabstracted cards) can be evaluated. This allows us to evaluate our abstraction and translation techniques in isolation from other factors.
• Unabstracted equilibrium computations are tractable and convenient. This would allow us to compute an optimal strategy for the game, and measure its in-game performance against agents that use betting abstraction.
• Strategic elements similar to that of no-limit Texas hold'em. As much as possible, we would prefer our game to have similar card elements and betting structure to the game played in the competition. This means that when possible, we would prefer a game with multiple rounds, a fullsized (or at least large) deck, 5-card poker hands, and stack sizes large enough that simple jam/fold techniques are not effective [9] . Agents that abstract the actions in a straightforward way (such as fold-call-pot-allin, for example) will ideally be demonstrated to be highly exploitable, so that an improvement can be distinguished with additional research on action abstraction techniques.
The first property is a strict requirement: for the game to be useful, we need to be able to precisely evaluate agents in the full, unabstracted game. The second property would be very convenient: if unabstracted equilibria can be closely approximated, then it allows for the meaningful in-game performance comparisons that we will be forced to use in the full-scale no-limit Texas hold'em domain. We will likely have to be flexible on the final property. It likely will not be possible to find a four-round game with a full deck and large stack sizes that remains both tractable and interesting; instead, we will have to simplify the game in some way. As motivation, we can consider the , [2] [3] [4] , and parameterized limit hold'em games recently proposed by Johanson et al. [7] , in which the number of rounds and maximum number of bets per round, respectively, are varied to produce smaller games. In the no-limit domain, the equivalent parameterization is a [r-$s] game, where r is the number of rounds and $s is the stack size.
6 2-$20 $1-$2 no-limit royal hold'em: a testbed game for future abstraction research
As a final contribution of this technical report, we would like to propose one such small no-limit game that may have the properties that we desire from a new common research testbed game: [2-$20] $1-$2 no-limit royal hold'em. Royal hold'em is a variant of Texas hold'em played with a 20-card deck containing only the Ten through Ace of each of four suits. [2-$20] refers to a 2-round game, with a $20 stack. As in Texas hold'em, preflop begins with each player receiving two private cards, and the flop begins with three public cards. The size of this game is presented below in Table 7 . This game is small enough that CFR would only require 7 gigabytes of RAM, making it tractable on consumer-grade computers, and a common testbed domain that can be shared by all ACPC competitors. While it is tempting to consider larger games that would require 256 gigabytes of RAM to solve, this would make the game intractable to all but the largest academic research groups competing in the ACPC. The number of game states in this game is significantly smaller than that of heads-up limit Texas hold'em, and so real game best response computations should be no slower and likely will be considerably faster. It remains to be shown whether or not this game is sufficiently "interesting", by which we mean that simple jam-fold strategies and heavily abstracted agents would ideally be both exploitable by a best response and lose to an unabstracted equilibrium. If simple strategies are effective in the game, then more complex games involving a larger stack size may have to be considered, balanced against the exponentially growing memory requirement.
Conclusion
Heads-up no-limit Texas hold'em poker has become a significant research domain since the introduction of a no-limit poker event in the Annual Computer Poker Competition in 2007. However, even the simple measurement of the size of the game in terms of game states, information sets, and actions has proved difficult, and previously could only be estimated. In this technical report, we
