In this ongoing work, we propose a Bayesian model that can be used to detect targets in multispectral images when the signals from the materials in the image mix linearly, the noise is Gaussian, and abundance parameters are nonnegative. By using efficient implementations of the Gibbs sampler, the expectation of any measurable functional of the abundance parameters, relative to the posterior distribution, can be computed easily. This general approach can be used to include additional constraints.
INTRODUCTION
In the linear mixing model, the spectrum of a mixed pixel is represented as a linear combination of component spectra, i.e., where M is an N x r matrix whose columns correspond to the spectra of the Y materials present in the pixel, a is an rxl vector consisting of the abundances of the materials in a pixel, and n is an N x l vector corresponding to the noise [lo] , [14] . Due to physical considerations the components of the vector a are considered to be nonnegative. These constraints can be expressed as a E T := [0, -)' = [0, -)x.. .x[O, -). The matrix M is assumed to be of full rank and the noise in the model is assumed to be Gaussian, i.e. n -N(0, $IN).
multivariate distribution that are used in this work and we prove the main result of this work. In section 3 a y = M a + n ,
In section 2 we list standard results for the truncated Bayesian framework for the model in (1) is described. In section 4 we briefly review the basic idea behind the Gibbs sampler. In section 5 we propose various implementations of this technique for the model and discuss our findings.
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where
For the particular cases j = l andj=k we take
Proof. (15) Then (8) follows from (1 3). Now, taking ai, bj and cj as in (5)- (7), respectively, (14) and (15) become yj= a j + a g j (16) (17) Thus, (4) follows using (1 6), (1 7) and (1 2) in (2). Whenj = 1 or j = k, partitioning appropriately the system y = Ax, and repeating the previous procedure, produces equations then from (a) of Result 2, Y -Nda, dZ) where S = {Ax :
where Si := S1b2) and S2 := S2DI) can be found using (c) of Result 2 as follows: from (6), (9) and (10) we obtain bl = -415, a1 = 0, and cI = 3~215. Thus, from (4), SI = [max{O, -3y2/4}, -). Now, using (8), ( 5 ) and (1 1 E(e,lD>>( e l -E(ellD>>.
GIBBS SAMPLER
To draw a sample from the posterior distributionp(a, d l (81I82,~,. . ., Q,,,,D) . Generate 82,t+l f i 0 m p ( 8~l~~,~+~, 03,,. . ., 8,,r,D) .
To implement the Gibbs sampler, write the Generate fromp(e,16,f+l, 82, f +~, . . ., e,.~,~+lP>.
Step 2. Set t = t + 1 and go to step 1.
Notice that each component of the vector 8 is updated in the natural order, using most recent updates of all other components of 8, and that a cycle in the scheme requires the generation of q random quantities. Under certain regularity conditions (see [2] for example), the Markov chain {eo, el, e,, S3, ...} has a stationary distribution which is the posterior densityp(8 ID). 
GIBBS SAMPLER IMPLEMENTATIONS

SS(a):= 67-Ma)Tb-M a ) .
Here a is the ordinary least squares estimates of a from the model in (1). Notice that p1 is a convex lineal combination of prior po and $I and SS(a) is the residual sum of squares; also El is the least squares covariance matrix, scaled by the factor for a in pl.
Full conditionals (scalar Gibbs)
As a first implementation of the Gibbs sampler for the posterior density p ( a , d l D) , we consider the set of unidimensional conditional distributions. Hence, to update the current value (ai, a2) = ,..., 0 1 ' ) of the i-th iteration we proceed as follows: draw a1,i.i fromp (alIaz,i ,..., ar,i, oi2, D) , draw a2,i+1 fromp (azla~,i+~, a3,i,..., a r , i , oi2, D) , draw ar,i+l f r~m p (~l a~, i +~,   a',i+l,..., a r -I , i > a ' , D) , draw di+l fromp(dlai+l, D).
The conditional distributionp(dlai+1, 0 ) is given in (22)  while O$CXI,~+I ,..., U-j-I,i+i,   ,..., G , i , a ' , 0 ) are truncated normal, as (21) and (ii) of Result 1 show.
With this standard implementation of the Gibbs sampler the MC values may not properly mix (i.e., the chain does not move rapidly through the "entire" support of the posterior distribution). This problem is particularly acute when the abundance parameters are highly correlated in the stationary distribution [6] , [12] .
Grouping (vector Gibbs)
Blocking highly correlated components into a higherdimensional components may improve mixing 
Reparameterization (transformed Gibbs)
A reparameterization may improve the mixing of the chain ( [6] ). Result 2 allows us to reparameterize the abundance parameters as follows. Let U be an upper triangular matrix for which UTU = (MTM)-'. Denote A := U T and consider the transformation 71 : = A a .
Let us suppose that we have already finished the i-th iteration of the Gibbs sampler, i.e., the last term of the current path is given by (al,,, ..., 3 need to draw from a univariate truncated normal. We followed the procedures described in [5] and [ 131. The implementation of the Gibbs sampler in section 5.2 needs a procedure to draw from a multivariate truncated normal density. We followed the naive procedure, consisting in generating successively from the unrestricted normal until a value in the region of interest is obtained. Alternative procedures are the Accept-Reject method from [7] and the Geweke-Hajivassiliou-Keane simulator (GHK) [4] , [SI. In Figure 2 , the autocorrelation plots of the first component (al) of the chain are shown for the scalar and transformed Gibbs samplers. The scalar Gibbs sampler was approximately two times faster than the Gibbs with transformation. However its draws are highly correlated. As commented in [ 13, slow decay in the autocorrelations of monitored functionals suggests slow mixing within a chain and usually slow convergence to the posterior distribution. Thus, following [ 11 we observe slow mixing within the scalar Gibbs chain and fast mixing within the transformed Gibbs. The corresponding plot obtained with vector Gibbs, which shows better mixing even than the transformed Gibbs is not shown. Even though the chain that results with the vector Gibbs implementation is "ideal", we warn that this implementation can be computationally expensive. The naive method becomes impractical when the conditional probability of the unconstrained abundance parameters, given noise variance, is small. We are unaware of the 
CONCLUSIONS
We have derived three different Gibbs samplers for drawing non-negative multispectral abundances from the posterior distribution density of the abundances. Of these MCMC methods, the scalar Gibbs mixes poorly. While the vector and transformed Gibbs speed up the mixing, the former mixes better than the latter. Computationally, however, the scalar implementation is the cheapest, and the vector Gibbs is the most expensive. The Gibbs with transformation requires only little additional computational cost over that of scalar Gibbs.
