We study the (global) Bishop problem for small perturbations of S n -the unit sphere of C × R n−1 -in C n . We show that if S ⊂ C n is a sufficiently-small perturbation of S n (in the C 3 -norm), then S bounds an (n + 1)-dimensional ball M ⊂ C n that is foliated by analytic disks attached to S . Furthermore, if S is either smooth or real analytic, then so is M (upto its boundary). Finally, if S is real analytic (and satisfies a mild condition), then M is both the envelope of holomorphy and the polynomially convex hull of S . This generalizes the previously known case of n = 2 (CR singularities are isolated) to higher dimensions (CR singularities are nonisolated).
1. Introduction 1.1. Motivation and statement of result. Given a compact subset E ⊂ C n , a classical problem in complex analysis is to compute its envelope of holomorphy, E, which is the spectrum (i.e., maximal ideal space) of O(E). Here, O(E) denotes the algebra of germs of holomorphic functions defined in a neighborhood of E. In general, E need not be a subset of C n in any natural way. However, if E ′ is the intersection of all the pseudoconvex domains containing E, and the restriction map O(E ′ ) → O(E) is bijective, then E = E ′ . From the point of view of applications, the problem of computing E is particularly important when E is a smooth orientable submanifold of C n . For instance, a well-known result due to Harvey and Lawson ([22] ) says, among other things, that if a compact, orientable, maximally complex, CR submanifold E ⊂ C n of dimension 2k + 1, k > 0, is contained in the boundary of a strongly pseudoconvex domain, then it bounds a complex analytic variety with isolated singularities, which serves as E. Since E has minimal volume among all integral currents bound by E (by the Weingarten formula) it is the solution of a complex plateau problem. When E ⊂ C n is a closed Jordan curve, i.e., k = 0, although E is holomorphically convex ( E = E), the complex plateau problem has implications for polynomial approximations on E. A classical result due to Wermer ([38] ) describes the precise conditions under which E bounds a complex variety V in C n , in which case E ∪ V coincides with the polynomially convex hull of E. The polynomially convex hull of a compact set E ⊂ C n is the set E = {z ∈ C n : |p(z)| ≤ sup E |p| for all polynomials p on C n }. In analogy with E, we can view E as the spectrum of P(E)the set of functions in C(E) that are uniformly approximable by holomorphic polynomials on E.
In the cases cited above, E has odd dimension and maximal CR dimension. In certain other cases, E is a Levi-flat (foliated by analytic varities) submanifold with E as its boundary. In his seminal paper of 1965 ( [6] ), Bishop first considered the local version of this problem: given a point p on a submanifold S ⊂ C n and a sufficiently small neighborhood E ⊂ S of p, under what conditions will E be a smooth Levi-flat submanifold with E as part of its smooth boundary? This is known as the Bishop problem. The global version of this problem is typically studied for generic closed submanifolds of C n admitting only nondegenerate CR singularities, i.e, points where the maximal complex tangent space has nongeneric dimension. These are the so-called Bishop submanifolds. If S is totally real (at p), then S is holomorphically convex (at p). Bishop discovered that for an n-manifold S in C n , if S at p has a CR singularity of elliptic type, then S is nontrivial due to the presence of embedded complex analytic disks, or Bishop disks, attached to S near p. Further, he conjectured that these disks foliate a unique Levi-flat submanifold that serves as E for a sufficiently small neighborhood E ⊂ S of p, and contains E as part of its smooth (real analytic) boundary when S is smooth (real analytic) near p. In the case of C 2 , Bishop's conjecture was settled by ) in the smooth category, and by Webster-Moser ( [35] ), Moser ([34] ) and ) in the real analytic category. For general n, Bishop's conjecture was finally shown to be true in the work of Huang ([25] ), partially based on the previous work of ). In contrast to the ellipitc case, Forstnerič-Stout showed in [19] that if p is a hyperbolic complex point of a surface S ⊂ C 2 , then the local envelope of holomorphy of S at p is trivial.
The first major breakthrough for the global version of the Bishop problem was made by Bedford and Gaveau, when they proved in [4] that any smooth real Bishop surface S ⊂ C 2 with only two elliptic complex tangent points (hence, S is a sphere) and contained in the boundary of a bounded strongly pseudoconvex domain bounds a Levi-flat hypersurface M that is foliated by embedded analytic disks attached to S . Moreover M is precisely S (and even S , in some cases). By the aforementioned work of Kenig-Webster, Moser and Huang-Moser, S is smooth (real analytic) up to S when S is smooth (real analytic). Subsequently, this result was generalized by Bedford-Klingenberg in [5] and Kruzhilin in [32] , who showed that S is a Levi-flat hypersurface bound by S , even when S is a sphere admitting hyperbolic complex tangent points (of course, one cannot expect full regularity of S at a hyperbolic complex tangent point). This problem has also been studied for topological spheres in C 2 ; see [37] and [11] .
The study of Bishop disks has found many important applications in the areas of classical dynamical systems, symplectic geometry and topology (as seen in the work of Gromov, Hofer and Eliashberg; see [21] , [24] and [16] ). However, the (global) Bishop problem for n-manifolds in C n is only well-understood for spheres in dimension two. The following global version of the Bishop problem in general dimensions remains wide open: Conjecture 1.1 ([26] ). Let S ⊂ C n , n ≥ 3, be a smooth compact n-dimensional Bishop submanifold, with only nondegenerate elliptic complex tangents. Suppose that S is contained in the boundary of a smoothly bounded strongly pseudoconvex domain. Then S bounds a smooth Levi-flat submanifold M, which has S as its smooth boundary. Morever, M serves as the envelope of holomorphy of S .
The purpose of the present paper is to make progress along the lines of Conjecture 1.1. We will consider the case when S is a small perturbation of the standard n-sphere in C n . More precisely, we study the hulls of small perturbations of the following natural embedding of the n-sphere in C n .
S n = (z, z ′ ) ∈ C × C n−1 : |z| 2 + ||z ′ || 2 = 1, Im z ′ = 0 .
Let B n+1 denote the ball bound by S n in C × R n−1 , and note that B n+1 is both the envelope of holomorphy and the polynomially convex hull of S n , and is trivially foliated by analytic disks. We establish the following stability result, which gives the first solution to Conjecture 1.1 in a special case: Theorem 1.1. Let ρ > 0 and δ > 0. Then, there is an ε > 0 such that, for k >> 1, if ψ ∈ C 3k+7 (S n ; C n ) with ||ψ|| C 3 (S n ;C n ) < ε, then there is a C k -smooth (n + 1)-dimensional submanifold with boundary, M ⊂ C n , such that
(2) M is foliated by an (n − 1)-parameter family of embedded analytic disks attached to Ψ(S n ).
If ψ is real analytic, then M is real analytic upto its boundary. (6) If ψ is real analytic and the complexified map ψ C extends holomorphically to
There has been important work on the complex plateau problem in C n , n ≥ 3, but when S ⊂ C n is a real-codimension two Bishop submanifold with nonminimal CR points. In this setting, S is expected to bound a Levi-flat hypersurface M. Here we refer to the work Dolbeaut-Tomassini-Zaitsev ( [14] , [15] ) and Lebl-Noell-Ravisankar ( [33] ) for the construction of M, and Huang-Yin ( [28] , [29] ), Valentin Burcea ([8] , [9] ), and ) for the regularity of M at the CR points of S . The problem can also be formulated as a boundary value problem for a certain degenerate elliptic equation (called the Levi equation) and approached from a PDE point of view. However, it is hard to establish the foliated structure of the weak solutions obtained via this approach. The PDE approach has been carried in the work of Slodkowski-Tomassini ( [37] ).
We now describe the idea of our proof of Theorem 1.1. In order to construct M, we first focus on the CR singularities of Ψ(S n ). The set of CR singularities of Ψ(S n ) forms an (n−2)-sphere consisting only of nondegenerate elliptic CR singularities (see Lemma 2.1). A point p in an n-manifold S ⊂ C n is a nondegenerate elliptic CR singularity of S if, after a local holomorphic change of coordinates, S near p = 0 is given by
where λ ∈ [0, 1 2 ). As discussed earlier, the local envelope of holomorphy of a smooth (real analytic) S at such a p is a smooth (real analytic) (n + 1)-dimensional manifold foliated by Bishop disks attached to S .
Away from its set of CR singularities, Ψ(S n ) is totally real, so we must solve a Riemann-Hilbert problem to produce the necessary attached disks. Note that this technique has been used to establish stability results for attached disks by Bedford ([2] ) and Alexander ([1]) for certain specific totally real submanifolds, and by Forstnerič ([18] ) and Globevnik ([20] ) for a more general class. Our setting (away from the singular set) coincides with that of Alexander's, and we use his construction to show that for any k large enough, there is an ε k > 0 such that every ε k -small C k+2 -perturbation of S n contains the boundary of a C k -smooth manifold foliated by attached holomorphic disks. However, ε k may shrink to zero as k increases, and thus we need a different approach for C ∞ -smooth perturbations. For this, we fix a sufficiently small perturbation Ψ, construct the (C 1 -smooth) foliation attached to Ψ(S n )à la Alexander, and then, use the Forstnerič-Globevnik multi-index theory for attached disks to smoothly reparametrize the foliation near each leaf.
Finally, to establish the polynomial convexity of M, we globally flatten M to a domain in C×R n−1 , and use a trick due to Bedford for Levi-flat graphs of hypersurface type. In order to carry out this flattening, we must assume that our perturbation is real analytic with a uniformly bounded below radius of convergence on S n . Hence, the assumptions stated in (6) in Theorem 1.1. It is not clear whether these assumptions can be done away with.
1.2.
Plan of the paper. The proof of our main result is organized as follows. In Section 2, we collect some preliminary observations regarding the perturbations considered in this paper. In Section 3, we establish the stability of the holomorphic disks whose boundaries in S n lie outside a neighborhood of its CR singularities. This includes Alexander's construction of the disks (and, resulting foliation) for C 3 -smooth perturbations ( §3.2), and the proof of the regularity of this foliation in the case of real analytic perturbations ( §3.3) and C ∞ -perturbations ( §3.4). Next, in Section 4, we complete the proof of claims (1) to (5) in Theorem 1.1 by patching up the construction in Section 3 with the local hulls of holomorphy of the perturbed sphere nears its CR singularities. Finally, in Section 5, we establish the polynomial convexity of the constructed manifold under the stated assumptions.
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Notation and other preliminaries
2.1. Notation and setup. We will use the following notation throughout this paper.
• The unit disc and its boundary in C are denoted by ∆ and ∂∆, respectively.
• The open Euclidean ball centered at the origin and of radius r > 0 in R k is denoted by D k (r).
• Bold small letters such as t and s denote vectors in R n−1 . For the sake of convenience, we index the components of these vectors from 2 to n, i.e., t = (t 2 , ..., t n ). • We will denote the identity map by I, where the domain will depend on the context. • Given any normed function space F (K), || · || F on a set K ⊂ C n , we let
• For any n-dimensional submanifold M ⊂ C n , we denote the set of CR singularities of M by Sing M.
We now make some preliminary observations on the perturbations considered in this article. Let B 3 denote an ε-neighborhood of the origin in C 3 (S n ; C n ), where ε > 0 will be determined later on. We let K s = {z ∈ C n : dist(z, S n ) < s}, where s > 0 is small enough so that there is a smooth retraction r of K s to S n . We may choose an ε > 0 small enough so that * there is a t ∈ (0, s) such that for every ψ ∈ B 3 , the diffeomorphism Ψ : K s → C n given by z → z + ψ(r(z)) satisfies Ψ(S n ) ⊂ K t ⊂ Ψ(K s ); and * the map Inv :
where the φ = Inv(ψ). Thus, z ∈ K = K t satisfies z ∈ S n φ if and only if z − φ(z) ∈ S n .
2.2.
On the structure of Sing(S n φ ). Next, we study the structure of Sing S n φ for C 3 -small ψ. Note that Sing S n = S n ∩ {z 1 = 0} is an (n − 2)-dimensional sphere, at every point of which S n has a nondegenerate elliptic CR singularity. We claim that the same is true for Sing S n φ , for ψ small enough. Since nondegenerate ellipticity of CR singular points is stable under C 2 -small perturbations, it suffices to prove the following global result. Lemma 2.1. Let n ≥ 3. Given η > 0, there is a τ ∈ (0, 1) such that for any ψ ∈ τB 3 , there exists a C 2smooth diffeomorphism ι : S n → S n such that (Ψ • ι)(Sing S n ) = Sing S n φ , and ||Ψ • ι − I|| C 2 (S n ;C n ) < η. In particular, Sing S n φ is an (n − 2)-dimensional sphere.
Proof. We let U n−1 denote the unit sphere in R n . Consider the map Θ : D 2 (1) × U n−2 → C n given by
Note that Θ parametrizes (and is invertible on) S n off the z 1 -axis, and Θ −1 (Sing S n ) = {(0, s) : s ∈ U n−2 }. Now, let R : C n → R n be given by (z 1 , z 2 , ..., z n ) → |z 1 | 2 + · · · + |z n | 2 − 1, Im(z 2 ), ..., Im(z n ) . We note that since Sing S n = {z ∈ S n : rank Jac C R(z) < n}, and
we have that Sing S n = {z ∈ S n : det Jac C (z) = 0}. We let J :
where Ψ and Φ are related to ψ as discussed above. Note that J is a C 2 -smooth map such that • For any s ∈ U n−2 , J(0, 0, s) = 0 and D a,b J(0, 0,
Thus, by the implicit function theorem (and the compactness of U n−2 ), there is a τ ∈ (0, 1), a neighborhood V of 0 in C, and a C 2 -smooth map Γ :
Thus, in the parameter space D 2 (1) × U n−2 , Ψ −1 (Sing S n φ ) pulls back to the C 2 -smooth graph G ψ = (Γ(ψ, s), s). By shrinking τ further, we may assume that G ψ lies in a thin neighborhood N of G 0 . As both G 0 and G ψ are graphs over U n−2 , there is a diffeomorphism ι of D 2 (1) × U n−2 that is C 2 -close to identity, maps G 0 to G ψ and is identity outside N. Setting ι = Θ • ι • Θ −1 , we obtain the necessary map.
3. Away from the set of CR singularities 3.1. Preliminaries. In this section, we define some function spaces and maps that will be used throughout this construction. First, we recall some basic notions from infinite-dimensional analysis. Recall that a map T : E → F between Banach spaces is k-times continuously differentiable, or C k -smooth, if it admits k continuous Fréchet derivatives. That is, for each j = 1, ..., n, there is a continuous map D j T from E into L j (E, F) --the space of bounded j-linear maps from E ⊕ · · · ⊕ E ( j copies) to F endowed with the standard topology -satisfying
If E = E 1 ⊕ · · · ⊕ E k , then the partial Fréchet derivatives D j T (x 1 , ..., x k ) are defined by analogy with partial derivatives from ordinary calculus. The map T is said to be analytic at a ∈ E if there is a ρ > 0, and a sequence of maps T j ∈ L j (E, F) with j≥0 ||T j || ρ j < ∞, such that T (a + h) = T (a) + j≥1 T j (h, ..., h), for ||h|| E << 1. Alternatively, if T is infinitely differentiable, it suffices to produce a neighborhood V a of a and constants c, ρ such that D j T ≤ c j! ρ − j on V a . It follows that the composition or product of analytic maps is again analytic. Finally, of particular import for this paper is the implicit function theorem.
Theorem (Implicit Function Theorem for Banach Spaces). Let E, F, G be Banach spaces, T a continuously differentiable mapping of an open set A of E × F into G. Let (x 0 , y 0 ) ∈ A be such that T (x 0 , y 0 ) = 0, and D 2 T (x 0 , y 0 ) is a linear homeomorphism of F onto G. Then, there is an open neighborhood U 0 of x 0 in E such that, for every open connected neighborhood U of x 0 , contained in U 0 , there is a unique continuous mapping u of U into F such that u(x 0 ) = y 0 , (x, u(x)) ∈ A, and T (x, u(x)) = 0 for any x ∈ U. Furthermore, u has the same regularity as T .
Similarly, one has the inverse function theorem for Banach spaces. More details on this functional analysis background can be found in [12] .
We now collect some functions spaces on the unit circle ∂∆. Given 0 < α < 1, let
Note that we use notation C k,α (∂∆; R), C k,α (∂∆; R n ) and C k,α (∂∆; C n ) according to the convention established in Section 2. We will use the notation B k,α ( f, r) to denote the ball of radius r centered at f in the Banach space C k,α (∂∆) (or in C k,α (∂∆; C n ), depending on the context). We also work with the Banach space
with the same norm as that on C k,α (∂∆). It is known that if f and f are as above, then || f || C k,α (∆) || f || k,α . The following lemma will prove useful later.
Proof. We note that f → f is a bounded linear transformation. Now, we have that
Since all the derivatives of f up to order k satisfy a Hölder condition of the form
the continuity of D j e for j ≤ k follows. Thus, we obtain the first part of the claim.
Next, we observe that for any (ξ, f ) ∈ ∆ × A k,α (∂∆; C n ), we may write
By Cauchy's estimates, we have that ||A j || ≤ (1 + || f || k,α ), j ∈ N. Thus, j∈N ||A j ||r j < ∞ for any r < 1, which establishes the real-analyticity of ev at (ξ, f ).
Here onwards, we will identify f and f , i.e., for f ∈ A k,α (∂∆; C n ) and ξ ∈ ∆, we will denote f (ξ) simply by f (ξ).
Next, given f ∈ C k,α (∂∆; R), we let H( f ) be given by
Note that H is the standard Hilbert transform. It is well known that H is a bounded linear transformation from C k,α (∂∆; R) to itself. We then define J :
Clearly, J is also a bounded linear transformation with J(C k,α (∂∆)) ⊂ A k,α (∂∆). Note that if f is as in (3.2), then J( f )(0) = a 0 . In an abuse of notation, the component-wise application of H and J on elements in C k,α (∂∆; R n ) is also denoted by H and J, respectively. Lastly, we fix a parametrization for the holomorphic discs that foliate the hull of S n . For any
The perturbed sphere will be shown to be foliated by boundaries of discs that are perturbations of g t . As discussed in Remark 3.2, we also use g t to denote g t | ∂∆ .
3.2.
Existence of the foliation. In this section, we follow Alexander's approach (see [1] ) to construct a C 1 -smooth manifold M TR ⊂ C n that is foliated by holomorphic discs whose boundaries are attached to the totally real part of S n φ . For this, we first solve the following nonlinear Riemann-Hilbert problem: find a function f : ∆ → C that is holomorphic on ∆ and whose boundary values on ∂∆ satisfy | f (z) − γ(z)| = σ(z), where γ(z) is close to 0 (in some appropriate norm) and σ is a positive function on ∂∆. The solutions to the above problem give analytic discs attached to the torus
and there is an analytic map E :
Proof. The idea of the proof is as follows.
where g(ξ) = ξ, ξ ∈ ∂∆, and J :
Moreover, f (0) = 0 and f ′ (0) = e (J log(σ/|g−η|))(0) > 0. So, we must solve for η in (3.3) for (γ, σ) close to (0, σ) when σ > 0. But any solution of (3.3) corresponding to (γ, σ) is also a solution corresponding to (γe −J(log σ) , 1). Thus, it suffices to establish the solvability of (3.3) near (0, 1)
Further, letting Q(η) = η · A(η), we claim that
is an analytic map with Q(0) = 0 and Q ′ (0) = I.
Assuming (3.5) and (3.6) for now, we can apply the inverse function theorem for Banach spaces to Q to obtain open neighborhoods U ⊆ U and V of 0 in C 1,α (∂∆) such that Q is an analtyic diffeomorphism from U onto V.
Set
. The proof of (3.5) below can be imitated to check that E ± are analytic maps. Further, M g :
= gh is also analytic since it is a bounded linear transformation. Thus, the map E : Ω → A 1,α (∂∆) given by
We must now prove (3.5) and (3.6). For (3.5), we first consider the map L : η → log |g − η|. We use the fact that if f ∈ C 1,α (∂∆) and g ∈ C 2 ( f (∂∆)), then g • f ∈ C 1,α (∂∆). We apply this fact to f = g − η for η ∈ U, and g(·) = log(| · |) to obtain that L(U) ⊂ C 1,α (∂∆; R). Now, for a fixed η ∈ U and a small h ∈ C 1,α (∂∆), we have that
where we are using the Taylor series expansion of log(1 − z) and the submultiplicative property of || · || 1,α in the last step. Thus, L is differentiable at η and DL(η)(h) = − Re h g−η . Continuing in this way, we obtain that D j L : U → L j (C 1,α (∂∆), C 1,α (∂∆; R)) exists and is given by
is given the standard norm topology. Finally, observe that
Hence, L is analytic. Now, the maps J and u → e −u are both analytic on C 1,α (∂∆; R), since the former is a bounded linear transformation, and the latter has continuous derivatives of all orders of the following form (h 1 , ..., h j ) → e −u h 1 · · · h j at any u ∈ C 1,α (∂∆; R). Thus, A being the composition of analytic maps, is itself analytic. Further, as L(0) = log |g| = 0, A(0) = 1. Now, recall that Q(η) = η · A(η). So, Q(0) = 0. Being the product of two analytic, Q is analytic at any η ∈ U. Now, since DQ(η)(h) = ηDA(η)(h) + hA(η), we have that DQ(0)(h) ≡ h. This gives (3.6) and concludes our proof.
We now apply Lemma 3.3 to solve a nonlinear Riemann-Hilbert problem in n functions. Note that the same problem will be solved using a different technique in Section 3.4, where we will improve the regularity of the manifold constructed here.
This is a consequence of the following observations.
Next, we note that when t ∈ D n−1 (1), (t, 0, g t ) ∈ W and P(t, 0, (1) . So, by the implicit function theorem for Banach spaces, for each t ∈ D n−1 (t), there exist neighborhoods U t of t in
But, by uniqueness F t 1 = F t 2 whenever the domains overlap. Thus, there exists an open set Ω ⊂
In other words, f (∂∆) ⊂ S n φ . Further, from (i) in Lemma 3.3, f 1 (0) = 0 and f ′ 1 (0) > 0. We are now ready to construct the manifold M TR .
Now, for a fixed φ ∈ N t , note that F φ is the composition of two C 1 -smooth maps:
The smoothness of the second map was established in Lemma 3.
Quantitatively, this says that for some C > 0,
Remark 3.6. Based on the above results, we call an
Note that in the construction above, each F(t, φ) is a normalized analytic disc attached to S n φ . 3.3. Regularity of the foliation for real-analytic perturbations. In this section, we will show that the manifold M TR constructed in Theorem 3.5 is, in fact, real-analytic if Ψ is a real-analytic perturbation of S n .
Let W ⊂ D n−1 (1) ⊕ C 3 (K; C n ) ⊕ A 1,α (∂∆; C n ), R and F be as in the previous section (see (3.8) ). Recall that R is a C 1 -smooth map and D 3 R(t, 0, g t ) = I on A 1,α (∂∆; C n ), for all t ∈ D n−1 (1). Thus, given t ∈ (0, 1), there is an ε t > 0 such that, if ||φ|| C 3 < ε t , then F(t, φ) ) ≈ I, as long as t ∈ D n−1 (t). Since φ is real analytic, R φ is analytic on W φ . This follows from the analyticity of E as shown in lemma 3.3, and the easily-checked fact that the map f → φ( f ) is analytic for φ analytic. We apply the analytic implict function theorem for Banach spaces to conclude that for each t ∈ D n−1 (t), there exist neighborhoods U ′ t ⊂ D n−1 (t) of t and W ′ t ⊂ A 1,α (∂∆; C n ) of F(t, φ), and an
and only if f = F φ,t (s). As before, the F φ,t 's coincide when their domains overlap. Thus, there is an analytic map F φ :
. The uniqueness in (3.9) and (3.11) shows that, in fact, F φ (·) = F(·, φ) and M ′ TR = M TR . Thus, we already know that M ′ TR is a C 1 -smooth embedded manifold in C n . To show that M ′ TR is in fact a real-analytic manifold, it suffices to show that F :
Now, since F is the composition of (ξ, t) → (ξ, F φ (t)) and the map ev :
and ||h β || 1,α r |β| for some r > 0. Without loss of generality, let t = 0. Now, let ξ 0 ∈ ∂∆ and z 0 = F (ξ 0 , 0). Since T = {(z 1 , ...z n ) ∈ C n : z 1 ∈ ∂∆, z 2 , ..., z n ∈ R} is a real-analytic totally real manifold in C n there exists a biholomorphism P near ξ 0 that maps an open piece of T biholomorphically into R n in C n , mapping ξ 0 to the origin. Similarly, there exists a biholomorphism Q near z 0 that maps an open piece of S n φ biholomorphically into R n in C n , mapping z 0 to the origin.
For (z 1 , ..., z n ) close to 0, we define
Then, by the edge of the wedge theorem, P * extends holomorphically to a neighborhood of (0, 0) in C n , and thus, F extends analytically to a neighborhood of ξ 0 in ∆× D n−1 (t). Repeating this argument for every t ∈ D n−1 (t), we obtain the real-analyticity of M TR .
3.4.
Regularity of the foliation for C 2k+1 -smooth perturbations. In this section, we improve the regularity of the manifold M TR constructed in Theorem 3.5 under the assumption that the map Φ is C 2k+1 -smooth, where k ∈ N. Recall that for a fixed t ∈ (0, 1), Theorem 3.5 yields a neighborhood N t of 0 in C 1 (K; C n ) such that, for φ ∈ N t , M TR = F φ (∆ × D n−1 (t)) is a C 1 -smooth submanifold in C n . Shrinking N t further, if necessary, we prove Theorem 3.7. For any k ∈ N, φ ∈ N t ∩ C 2k+1 (K; C n ) and t ∈ D n−1 (t), there exist neighborhoods W 1 , W 2 ⊂ D n−1 (t) of t, and a C k -smooth embedding G k :
To establish Theorem 3.7, we first observe that when φ ∈ C 2k+1 (K; C n )∩N t , then f t : ξ → F(t, φ)(ξ) is in A 2k,α (∂∆; C n ) (for every 0 < α < 1) for every t ∈ D n−1 (t). This follows from known regularity results for analytic discs attached to totally real manifolds in C n (see [10] ). Then, we will use the theory of partial indices -introduced by Forstnerič for totally real manifolds in C 2 , and generalized by Globevnik to higher dimensions (see [18] and [20] ) -to produce a C k -smooth (n−1)-dimensional family of analytic discs attached to S n φ and show that these coincide with the ones that foliate M TR near f t . Although, we provide all the necessary definitions below, we direct the reader to Sections 2-5 in [20] for more background on Hilbert boundary problems and partial indices.
Notation. In this section, we will sometimes express an n × n matrix over C as
where a ∈ C, v, w ∈ C n−1 , and A is an (n − 1) × (n − 1) matrix over C.
Let M be an n-dimensional totally real manifold in C n . Suppose f : ∆ → C n is an analytic disc with boundary in M, i.e., f ∈ C(∆) ∩ O(∆), and f (∂∆) ⊂ M. Further, suppose A : ∂∆ → GL(n; C) is such that the real span of the columns of A(ξ) is the tangent space T f (ξ) M to M at f (ξ), for each ξ ∈ ∂∆. Then, owing to the solvability of the Hilbert boundary problem for vector functions of class C α (see [20, Sect. 3] , also see [36] ), it is known that if A is of class C α (0 < α < 1), then there exist maps F + : ∆ → GL(n; C) and F − :Ĉ \ ∆ → GL(n; C), and integers κ 1 ≥ · · · ≥ κ n , such that
Moreover, the integers κ 1 ≥ ... ≥ κ n are the same for all factorizations of the type (3.12). These integers are called the partial indices of M along f and their sum is called the total index of M along f . Using the factorization above, a normal form for the bundle {T f (ξ) M : ξ ∈ ∂∆} is obtained in [20] . In particular, it is shown that if the partial indices of M along f are even, then there is a C α -map Θ : ∆ → GL(n; C), holomorphic on ∆, and such that for every ξ ∈ ∂∆, the real span of the columns of the matrix Θ Then, for ξ ∈ ∂∆,
which, due to the holomorphicity of Θ on ∆, is a factorization of type (3.12). Thus, we obtain A quick application of Remark 3.8 shows that the partial indices of S n along each g t , t ∈ D n−1 (1), are 2, 0, ..., 0. This is because, for each fixed t ∈ D n−1 (1) and ξ ∈ ∂∆, the real span of the columns of
is precisely T g t (ξ) S n , and the factor on the left clearly extends to a holomorphic map (in ξ) from ∆ to GL(n; C). We now use Remark 3.8 to establish a stability result for partial indices of S n φ along the disks constructed in Lemma 3.4. Lemma 3.9. Let Ω and F be as in Lemma 3.4. Then, given any t ∈ (0, 1), there exists a neighborhood N t ⊂ C 3 (K; C n ) such that D n−1 (t) × N t ⊂ Ω, and for any (t, φ) ∈ D n−1 (t) × N t , the partial indices of S n φ along f t : ξ → F(t, φ)(ξ), ξ ∈ ∂∆, are 2, 0, ..., 0. Proof. Let t ∈ (0, 1), and N t ⊂ C 3 (K; C n ) be as in Theorem 3.5. Recall that F φ : (ξ, t) → F(t, φ)(ξ) for (ξ, t) ∈ ∆ × D n−1 (t). Note that F 0 (ξ, t) = ( 1 − ||t|| 2 ξ, t) and D ξ,t F 0 (ξ, t) ∈ GL(n; C) for all (ξ, t) ∈ ∆ × D n−1 (t).
Let ε > 0. As in the proof of Theorem 3.5, N t can be chosen so that for each φ ∈ N t , (1) F bdy is a C 1 -smooth parametrization of an open totally real subset of S n φ ; where
Now, we fix a φ ∈ N t and let F = F φ . Since ∂ ∂θ = iξ ∂ ∂ξ when ξ = e iθ , we have that
Owing to (1), the real span of the columns of the matrix A t (e iθ ) = (D θ,t F bdy )(θ, t) is the tangent space to S n φ at f t (e iθ ). By (2), if ε > 0 is sufficiently small, then Θ t : ∆ → GL(n; C). Thus, in order to apply Remark 3.8 to f = f t and A = A t , we must show that A is of class C α , and Θ t extends holomorphically to ∆. We will, in fact, show that the entries of (D ξ,t F )(·, t) are in A 1,α (∂∆). First, since S n φ is C 3 -smooth and ξ → F (ξ, t) is an analytic disc attached to S n φ , F is C 2,α -smooth in ξ. This gives the C 1,α -regularity of D ξ F (·, t) on ∂∆. Next, note that F (ξ, t) = ev(ξ, F(t, φ)), where ev is the map defined in Lemma 3.1. Thus, D t F (·, t)(s) = D t F(t, φ)(s)(·). Since D t F(t, φ) is a bounded linear transformation from R n−1 to A 1,α (∂∆; C n ), the entries of D t F (·, t) are in A 1,α (∂∆; C n ), and therefore holomorphic in ξ ∈ ∆. Thus, the indices of S n φ along f t are 2, 0, ..., 0.
We will now employ the technique from [20] (also see [18] ) to parametrize the family of all the analytic discs close to f t that are attached to S n φ . Lemmas 3.10 and 3.11 below are the C k,α -versions of the main results in Section 6 and 7 of [20] . For the sake of brevity, we will keep some of the computations brief, and direct the reader to [20] for more details.
For the rest of this section, we fix t ∈ (0, 1), φ ∈ N t ∩ C 2k+1 (K; C n ) (k ≥ 3) and t ∈ D n−1 (t). We let M = M TR . Recall that by [10] , f t : ξ → F φ (ξ, t) is in A 2k,α (∂∆; C n ) and is a normalized analytic disc attached to S n φ (see Remark 3.6). We fix a tubular neighborhood Ω of f t (∂∆) in C n and a map ρ φ : Ω → R n such that
Let X 1 (ξ) = ∂ f t ∂θ (ξ). Since S n φ ∩ Ω is C 2k+1 -smooth and totally real, there exist C 2k -smooth maps X 2 , ..., X n : ∂∆ → C n such that for each ξ ∈ ∂∆, the real span of X 1 (ξ), ..., X n (ξ) is the tangent space to S n φ at f t (ξ). Given p = (p 1 , ..., p n ) ∈ C k,α (∂∆; R n ) and q = (q 1 , ..., q n ) ∈ C k,α (∂∆; R n ), let
Note that E : C k,α (∂∆; R n ) × C k,α (∂∆; R n ) → C k,α (∂∆; C n ) is a linear isomorphism. This is because X j (ξ), iX j (ξ), 1 ≤ j ≤ n, form a real basis of C n and the standard Hilbert transform H : C k,α (∂∆; R n ) → C k,α (∂∆; R n ) is a bounded linear map. Proof. Let U be a neighborhood of 0 in C k,α (∂∆; R n ) such that, for all p, q ∈ U, f t (ξ)+E(p, q)(ξ) ∈ Ω for all ξ ∈ ∂∆. Consider the map
on U × U. Note that R(0, 0) = 0. By Lemma 5.1 in [23] , R : U × U → C k,α (∂∆; R n ) is a C k -smooth map. We claim that (D q R)(0, 0) : C k,α (∂∆; R n ) → C k,α (∂∆; R n ) is a linear isomorphism. This is because, for h = (h 1 , ..., h n ) ∈ C k,α (∂∆; R n ),
where C is an n ×n matrix with entries in C k,α (∂∆; R). Note that the second equality follows from the fact that X j (ξ) are tangential to S n φ at f t (ξ). It suffices to show the invertibility of C at each ξ ∈ ∂∆. If, for some ξ ∈ ∂∆, C(ξ) is not invertible, then there exist a 1 , ..., a n ∈ R such that n j=1 a j iX j (ξ) is orthogonal to each ∇ρ φ k ( f t (ξ)) (as vectors in R 2n ), which contradicts the total reality of S n φ at f t (ξ). Thus, by the implicit function theorem applied to R, there exist neighborhoods U 1 , U ′ 1 ⊆ U, and a C k -smooth map Q : U 1 → U ′ 1 such that (p, q) ∈ U 1 × U ′ 1 satisfies R(p, q) = 0 ⇐⇒ p ∈ U 1 and q = Q(p).
Now, setting D(p) = E(p, Q(p)), U 2 = E(U 1 × U ′ 1 ), and recalling that E is a linear isomorphism, we have (i).
To establish (ii), we note that (D p D)(0) : C k,α (∂∆; R n ) → C k,α (∂∆; C n ) is the map
This computation uses the linearity of D q R(0, 0); details can be found in [20, Lemma 6.2] . Due to the nondegeneracy of the matrix X = [X T 1 , ..., X T n ], there exists an η > 0 such that, for all s ∈ U (after shrinking, if necessary), (D p D)(s) extends to a linear isomorphism I s : C k,α (∂∆; C n ) → C k,α (∂∆; C n ) satisfying ||I s (·)|| k,α ≥ η|| · || k,α on C k,α (∂∆; C n ). Assuming U 1 to be convex, we get D(p ′ ) − D(p) = The neighborhood U 1 obtained above parametrizes all the C k,α -discs close to f t that are attached to S n φ . Next, we find those elements of U 1 that parametrize analytic discs attached to S n φ . We direct the reader to Remark 3.6 for the definition of a normalized analytic disc. 
Proof. In Lemma 3.9, we proved that the indices of S n φ along f t are 2, 0, ..., 0. By Remark 3.8, there is a map Θ = [Θ jℓ ] 1≤ j,ℓ≤n ∈ A k,α (∂∆; GL(n; C)) such that X = ΘY on ∂∆, where
Since X 1 = ∂ f t /∂θ, the above equation gives (∂ f t /∂θ) 1 (ξ) = ξΘ 11 (ξ). On the other hand, (∂g t /∂θ) 1 (ξ) = iξ 1 − ||t|| 2 . Thus, shrinking N t in Theorem 3.5, if necessary, we can make
small enough so that Θ 11 (0) = 1 2π 2π 0 Θ 11 (e iθ )dθ 0. We work under this assumption for the rest of this proof. Now, let U 1 , U 2 and D be as in Lemma 3.10. We determine the maps f = f t + D(p), p ∈ U 1 , that extend holomorphically to ∆. We have extends holomorphically to ∆. Let us assume that the map in (3.16) extends holomorphically to ∆. Then, since p j , j = 1, ..., n, are real-valued, we have that p j ≡ c j for some real constants c 2 , ..., c n . Moreover, p 1 (e iθ ) = j∈Z a j e i jθ for some a j ∈ C satisfying a 0 ∈ R and a j = a − j , j ∈ N. Thus Next, in order to reduce the dimension of the parameter space, we set N = π ev • D • P, where the map π ev : A k,α (∂∆; C n ) → R 3 is given by ( f 1 , . .., f n ) → (Re f 1 (0), Im f 1 (0), Im( f ′ 1 )(0)). Then, N :
We claim that D x N(0, 0) is invertible. For this, using (3.15) and the fact that
where a = Re( f t 1 ) ′ (0), b = Im( f t 1 ) ′ (0), A = Re( f t 1 ) ′′ (0) and B = Im( f t 1 ) ′′ (0). Here f t 1 is the first component of the normalized analytic disc f t . Thus, Re f ′ t 1 (0) > 0 and D x N(0, 0) is invertible. We may, thus, apply the implicit function theorem to obtain neighborhoods U of 0 in R n−1 , U ′ of 0 in R 3 , and a C k -smooth map A : W → R 3 such that N(x, c) = 0 for (x, c) ∈ U ′ × U if and only if x = A(c).
Finally, we let G : U → A k,α (∂∆; C n ) be the map given by
It is clear that G is C k -smooth and (a) holds. For (b), we note that (π 1 • G)(c)(0) = 0 for all c ∈ W. Furthermore, by shrinking U if necessary, we can ensure that |(π 1 • G)(c) ′ (0)| < |(π 1 • f t ) ′ (0)| for all c ∈ U. Then, since (π 1 • f t ) ′ (0) > 0 and Im(π 1 • G)(c) ′ (0) = 0, we have that Re(π 1 • G)(c) ′ (0) > 0. Claim (d) follows from Lemma 3.10 (ii) and the fact that P is injective. The argument for (e) is similar to the proof of Theorem 3.5. Now, for (c), we let V ⊂ U be a neighborhood of 0 in R n−1 .
Since G is injective and continuous, G(V) is open in G(U) (in the subspace topology inherited from C k,α (∂∆; C n )). Thus, there is an open set V ⊂ U 2 in C k,α (∂∆; C n ) such that G(V) = V ∩ G(U), and so G −1 (V) = V. Thus, combining Lemma 3.10 (i) and ( * ), we have that, for f ∈ V, f t + f is an analytic disc attached to S n φ with f 1 (0) = 0 and Im f ′ 1 (0) = 0 if and only if f = G(c) for some c ∈ G −1 (V) = V. To complete the proof of (c), we choose τ V > 0 so that B k,α (0; τ V ) ⊂ V.
Remark 3.12. We may repeat the proof of Lemma 3.11 in the C 1,α -category to conclude that there exists an open neighborhood U * of 0 in R n−1 and a C 1 -smooth injective map G * : U * → A 1,α (∂∆; C n ) with G * (0) = 0 such that for each c ∈ U * , f t + G * (c) extends to a normalized analytic disc attached to S n φ . Moreover, ( †) for each neighborhood V ⊂ U * of 0, there is a τ * V > 0 so that if f ∈ B 1,α (0; τ * V ) and f t + f is a normalized analytic disc attached to S n φ , then f = G * (c) for some c ∈ V, and G * : ∆ × U * → C n given by (ξ, c) → f t + G(c) is a C 1 -smooth embedding.
Proof of Theorem 3.7. Recall that M = M TR is the manifold constructed in Theorem 3.5. We let M k = G(∆ × U) and M 1 = G * (∆ × U * ), where G and G * are the maps defined in Lemma 3.11 (e) and Remark 3.12, respectively. Note that M, M 1 and M k each contain the disc f t (∆). To show that near f t (∆), these three manifolds coincide, we will use the following proposition from [20] . . Let X be a Banach space, ω ⊂ R n a neighborhood of 0 and let K, L : ω → X be C 1 -smooth maps such that K(0) = L(0) and (DK)(0), (DL)(0) both have rank n. Suppose that for every neighborhood of V ⊂ ω of 0, there is a neighborhood V 1 ⊂ ω of 0 such that K(V 1 ) ⊂ L(V). Then, there are neighborhoods V 1 and V 2 of 0 such that K(V 1 ) = L(V 2 ).
We first show that M and M 1 coincide near f t (∆). Shrinking U * if necessary, we may assume that t + U * ⊂ D n−1 (t). We set ω = U * ⊂ R n−1 . For c ∈ ω, we let K(c) = F(t + c) and L(c) = f t + G * (c), where F and G * are the maps in Lemma 3.4 and Remark 3.12, respectively. Note that K(0) = L(0) = f t and DK(0) and DL(0) both have rank n − 1. Now, let V ⊂ ω be a neighborhood of 0. We set V 1 = K −1 (B 1,α ( f t ; τ)), where τ < τ * V is sufficiently small so that V 1 ⊂ ω. Then, for any c ∈ V 1 , K(c) is a normalized analytic disc attached to S n φ with property that ||K(c) − f t || 1,α < τ < τ * V . Thus, by ( †) in Remark 3.12, K(c) = f t + L(d) for some d ∈ V. Thus, K(V 1 ) ⊂ L(V). By the above proposition, there exist neighborhoods V 1 , V 2 ⊂ ω of 0 such that K(V 1 ) = L(V 2 ). This shows that M and M 1 coincide near f t (∆).
Next, we use the same approach to show that M 1 and M k coincide near f t (∆). In this case, we set K(c) = ι • G(c) and L(c) = G * (c), where G * and G are the maps in Remark 3.12 and Lemma 3.11, respectively, and ι : C k,α (∂∆; C n ) → C 1,α (∂∆; C n ) is the inclusion map. Now, let V ⊂ ω be a neighborhood of 0. We set V 1 = G −1 (B k,α (0; τ)), where τ < min{τ ω , τ * V } is sufficiently small so that V 1 ⊂ ω. Then, for any c ∈ V 1 , f t + K(c) is a normalized analytic disc attached to S n φ with property that ||K(c)|| 1,α < ||G(c)|| k,α < τ < τ * V . Thus, by ( †) in Remark 3.12, f t + K(c) = f t + L(d) for some d ∈ V. Thus, K(V 1 ) ⊂ L(V). Once again, by the above proposition, there exist neighborhoods V 1 , V 2 ⊂ ω of 0 such that K(V 1 ) = L(V 2 ). This shows that M k and M 1 , and therefore M k and M, coincide near f t (∆). This completes the proof of Theorem 3.7.
4. Proof of parts (1) to (5) in Theorem 1.1 4.1. Constructing M. So far, we have constructed that portion of the manifold M whose leaves stay bounded away from Sing S n φ . We summarize the results from the previous sections as Theorem A below. Note that we will use the following notation throughout this section. For t ∈ (0, 1),
We also refer the reader to Section 2.1 for the relationship between ψ, Ψ, φ = Inv(ψ) and Φ, and recall that S n φ = Ψ(S n ). Further, in view of Lemma 2.1, if ψ is sufficiently small, we may assume that Ψ(Sing S n ) = Sing S n φ . Theorem A. Let k ≥ 1. Given δ small enough, there is a t ∈ (0, 1) and an ε t > 0 such that for all ψ ∈ C 2k+1 (S n ; C) with ||ψ|| C 3 (S n ;C n ) < ε t , there is a C k -diffeomorphism ϕ : B n+1 <t → C n such that (i) ϕ(S n <t ) ⊂ S n φ , and for each t ∈ D n−1 (t),
There is a t 3 < t such that for ||t|| ∈ (t 3 , t), diam(∆ t ) < 7δ and sup z∈∆ t dist(z, Sing S n φ ) < 7δ. Moreover, ϕ has the same regularity as ψ, when ψ is either C ∞ -smooth or real-analytic on S n .
Proof. Let δ ∈ (0, 1) and t = √ 1 − δ 2 . Let ε η > 0 be as in Lemma 2.1 for η = δ 2 . Let N t ⊂ C 3 (K; C n ) be as in Theorem 3.5 (and Theorem 3.7). We choose ε(t) > 0 so that ||ψ|| C 3 (S n ;C n ) < ε(t) implies that φ = Inv(ψ) ∈ N t . Finally, we set ε t = min{ε η , ε(t), δ 2 }. Then, (i) and (ii) follow from the construction in the previous section.
For (iii), we let t 1 = √ 1 − 4δ 2 . Note that ϕ(S n <t 1 ) ⋐ ϕ(S n <t ) are connected open sets in S n φ , and if z ∈ ∂S n <t 1 and w ∈ ∂S n <t ,
for sufficiently small δ. Thus, the (2δ 2 )-neighborhood of ϕ(S n <t 1 ) in S n φ is compactly contained in ϕ(S n <t ). But this neighborhood contains Ψ(S n <t 1 ) since ||ϕ − Ψ|| < 2δ 2 . Thus, we have half of (iii). For the second half of (iii), we set t 2 = 1 − δ 2 /4 and repeat a similar argument.
For (iv), we note that since ||ψ|| C 3 < ε η , we have that ||Ψ − I|| C 2 (S n ) < δ 2 (see Lemma 2.1). Hence, for ||t|| ∈ √ 1 − 8δ 2 , √ 1 − δ 2 , we have that for any p, q ∈ ∆ t ,
for sufficiently small δ. A similar argument also gives the second part of (iv).
To construct M near Sing S n φ , we will rely on the deep work of Kenig-Webster and Huang (see [31] and [25] , respectively), where the local hull of holomorphy of an n-dimensional submanifold in C n at a nondengenerate elliptic CR singularity is completely described. Although their results are local, the proofs in [31] and [25] yield the following version of their result. Once again, we are using the compactness of Sing S n φ .
Theorem B (Kenig-Webster [31] , Huang [25] ). Let k >> 8 and m k = ⌊ k−1 7 ⌋. There exist δ j > 0, j = 1, 2, 3, and ε * > 0 such that for any ψ ∈ C k (S n ; C n ) with ||ψ|| C 3 (S n ;C n ) < ε * , there is a C m k -smooth (n + 1)-dimensional manifold M φ δ 1 ,δ 2 in C n that contains some neighborhood of Sing S n φ in S n φ as an open subset of its boundary and is such that (a) Any analytic disc f : ∆ → C n that is smooth upto the boundary with f (∂∆) 
Moreover, M φ δ 1 ,δ 2 has the same regularity as ψ, when ψ is either C ∞ -smooth or real-analytic on S n . Now, given δ j , j = 1, 2, 3, and ε * > 0 as in Theorem B, we let δ = min{ δ 1 7 , δ 2 7 , δ 3 3 } and ε = min{ε t , ε * }, where t > 0 and ε t > 0 correspond to δ as in Theorem A (shrinking δ further, if necessary). Then, for ψ ∈ C k (S n ; C n ) with ||ψ|| C 3 (S n ;C n ) < ε, we let
We now proceed to show that this indeed gives (up to an adjustment) the desired manifold. First, by Theorem A (iii) and Theorem B (b),
This follows from the fact that dist(z, Sing S n ) 2δ < δ 3 , when z ∈ S n ≥ √ 1−4δ 2 . Next, for the foliated structure and the regularity of M, we need only focus on ϕ(B n+1
We first assume that ||t|| > t 3 = √ 1 − 8δ 2 . Then, by the choice of δ and Theorem A (iv), diam(∆ t ) < δ 1 , sup z∈∆ t dist(z, Sing S n φ ) < δ 2 and dist(p, Sing S n φ ) < δ 3 . Thus, by Theorem B (b),
By this argument, we see that the smooth (n + 1)-dimensional manifold
Thus, M is a smooth manifold in a neighborhood of p.
We observe that the complement of ∂B t 3 ,t in S n φ ∩ ∂ M φ δ 1 ,δ 2 ,δ 3 consists of two disjoint submanifolds of S n φ -one, say S I , containing Sing S n φ and contained in a (2δ)-neighborhood of Sing S n φ , and another, say S II , with the property that dist(S II , Sing S n
By the uniqueness of these discs, f (∂∆) cannot intersect ∂B t 3 ,t because any disc whose boundary intersects ∂B t 3 ,t lies completely in B t 3 ,t (as seen above), and p ∈ f (∆) does not. Thus, either f (∂∆) ⊂ S I or f (∂∆) ⊂ S II (as the two are disjoint). But since S I lies in the tubular (2δ)-neighborhood of Sing S n φ , which is a polynomially convex set, we must have that if f (∂∆) ⊂ S I , then dist(p, Sing S n φ ) < 2δ. This contradicts the fact that p = ϕ(z 1 , t) with ||t|| ≤ √ 1 − 8δ 2 . Thus, f (∂∆) ⊂ S II . This, and the fact that 3 by removing S II and the discs attached to it, then
is an (n + 1)-dimensional manifold, as smooth as M φ δ 1 ,δ 2 ,δ 3 , and is foliated by analytic discs attached to its boundary S n φ . Moreover, M is a C 1 -small perturbation of B n+1 in C n . 4.2. M as a graph. Let Π : C n → C n × R n−1 be the map (z 1 , x ′ + iy ′ ) → (z 1 , x ′ ). For ψ ∈ C k (S n ; C n ) as above, we note that since S n φ is a C 3 -small perturbation of S n , we may write S n φ = Graph ∂Ω (h), where ∂Ω ⊂ C × R n−1 is a C k -smooth n-dimensional manifold that is a C 3 -small perturbation of S n , and h : ∂Ω → R n−1 is a C k -smooth map that is C 3 -close to zero. We make two observations. Since S n φ lies in the strongly pseudoconvex hypersurface ∂Ω ×iR n−1 , M ⊂ Ω ×iR n−1 with int M ⊂ Ω ×iR n−1 . Next, since T p (M) at any p ∈ M is a small perturbation of T Π(p) (Ω) (as manifolds with boundary in C n ), Π : M → Ω is a local diffeomorphism that restricts to a diffeomorphism between S n φ and ∂Ω. Thus, Π extends to a C m k -smooth diffeomorphism from M to Ω, and we may write M = Graph (H) for some C 1 -small H : Ω → R n−1 . Lastly, H has the same regularity as M, when M is either smooth or real-analytic.
5.
Proof of (6) in Theorem 1.1 5.1. On the analytic extendability of M. In this section, we fix our attention on real-analytic perturbations of S n . So far, we have: given δ > 0, there is an ε > 0 so that for any any ψ ∈ C ω (S n ; C) with ||ψ|| C 3 (S n ) < ε, there is a C ω -domain Ω φ ⊂ C × R n−1 , and a C ω -map H : Ω φ → R n−1 , such that ⋆ ∂Ω φ and H| ∂Ω φ are ε-small perturbations (in C 3 -norm) of S n and the zero map, respectively, ⋆ M φ = Graph Ω φ (H) is foliated by an (n − 1)-parameter family of embedded analytic discs attached to S n φ , and ||H|| C 1 (Ω φ ) < δ. Now, assuming a lower bound on the radius of convergence of ψ, we establish the analytic extendability of H (and therefore, M). Here, we identify ψ ∈ C ω (S n ; C) with its complexification ψ C on S n C , where S n
Proposition 5.1. Given ρ > 0, there is a ρ ′ > 0 such that, for every δ > 0, there is an ε > 0 so that for
Near Sing S n φ , this follows from the results in [31] and [25] , where uniform analytic extendability of the local hulls of holomorphy past real-analytic nondegenerate elliptic points is established . Away from Sing S n φ , we obtain this by complexifying the construction of M TR , and establishing a lower bound on the radius of convergence of its parametrizing map F φ : ∆ × D n−1 (t) → C n for every φ (or ψ) sufficiently small. We briefly elaborate on this below.
In order to complexify the construction in Section 3, we need to expand our collection of function spaces. For s ∈ (0, 1), we set, ∆ s = (1 + s)∆ and Ann s = {z ∈ C : 1 − s < |z| < 1 + s}. We define A 1,α (∂∆ s ) and A 1,α (Ann s ) in analogy with A 1,α (∂∆); see (3.1) . For any open set U ∈ C n , we let A(U) be the Banach spaces of continuous functions on U, whose restrictions to U are holomorphic.
We need the bounded linear map K r,s : R × Y n (2r) × A 1,α (∂∆ 2s ; C n ) → C × Y 2n (r) × X n (s) given by
, f, f * ),
where φ * 1 , (Re φ j ) * , (Im φ j ) * and f * are obtained by taking the holomorphic extensions of the real analytic functions φ 1 S n C , (Re φ j ) S n C , (Im φ j ) S n C , and f ∂∆ , respectively. To keep the exposition short, we will only discuss the construction for the case n = 2. Now, fixing r = ρ/2 and s = ρ/3, and dropping all inessential references to r and s, we solve the following complexified version of (3.10) on Ann s : given ϕ ∈ Y 2 , find ( f, h) ∈ X 2 satisfying
For this, we first define the following maps on C × Z 2 .
where H C : A 1,α (Ann s ) → A 1,α (Ann s ) is the complexified Hilbert transform (see [23] ). We let Ω C ⊂ A(Ann r ) 2 × A(Ann r ; C \ (−∞, 0)) be the domain of the operator E C obtained by complexifying the map E constructed in Lemma 3.3. The range of E C lies in X 1 , and if ( f, h) = E C (ϕ, σ), then
Finally, we set W C = {ζ ∈ C × Z 2 : P C (ζ) ∈ Ω C }, and define the map R C : W C → X 2 as follows
We note that R C complexifies the map R R : (t, φ, f ) → π • R C (t + i0, K(φ, f )), where π denotes the projection (z 1 , w 1 , z 2 , w 2 ) → (z 1 , z 2 ), and R R = 0 gives equations (3.10) (attaching equation for S n φ ). Now, all the complexified maps constructed are holomorphic on their respective domains, and therefore, so is η) . Thus, by repeating the argument in §3.2, given t 0 < 1 − s, s 0 < s, there is an ε > 0 and a holomorphic map F C : Q(t 0 , s 0 ) × {ϕ ∈ Y 4 : ||ϕ|| < ε} → X 2 , such that R C (η, ϕ, F C (η, ϕ)) = 0. Now, setting F C ϕ : ∆ s × Q(t 0 , s 0 ) → C 2 by (ξ, η) → π • F C (η, ϕ)(ξ), we have that (a) ϕ → F C ϕ is continuous from {ϕ ∈ Y 4 : ||ϕ|| < ε} to C 2 ∆ s × Q(t 0 , s 0 ); C 2 . Thus, F C ϕ is an embedding (for ε > 0 sufficiently small),
onto an open set in S n . Now, to obtain Proposition 5.1 for M TR , we apply the implicit function theorem on F C ϕ (∆ s ×Q(t 0 , s 0 )) to solve for w in terms of z, z and w.
5.2.
The polynomially convex hull of S n φ in the real-analytic case. We note that if M is as constructed in the previous section, then due to its foliated structure, M is contained in both the schlicht part of S n φ , and in S n φ . In this section, we show that when the perturbations are real-analytic and admit a uniform lower bound on their radii of convergence, then M is in fact polynomially convex. This will complete the proof of Theorem 1.1. Our strategy is to globally 'flatten' M, which allows for M to be expressed as the intersection of n − 1 Levi-flat hypersurfaces, to each of which we can apply Lemma 5.3. We note that when n = 2, the flattening is unnecessary, and the final claim follows directly from Lemma 5.3 (as seen in Bedford's paper [3] ).
Lemma 5.2. There is a neighborhood W of Ω φ in C n and a biholomorphism G : W → C n such that M ⋐ G(W) and ||G − I|| C 1 δ.
Proof. We let M ′ = {(z 1 , z ′ ) ∈ V ρ ′ /2 M φ : z ′ = H(z 1 , z 1 , z ′ )}, where ρ ′ and H are as in Proposition 5.1. since M ′ is a small perturbation of Graph(0) and is foliated by analytic discs, it admits a tangential (1, 0)-vector field, L = ∂ ∂z 1 + a 2 ∂ ∂z 2 + · · · a n ∂ ∂z n , a 2 , ..., a n ∈ C ω (M ′ ; C), such that [L, L] ∈ span{L, L} mod HM ′ ⊗ R C on M ′ . The conditions on L give that (a) L(a) ≡ 0 on M ′ , i.e., a is a CR-map on M ′ , where a = (a 2 , ..., a n ), and (b) a(z 1 , z ′ ) = ∂H ∂z 1 (z 1 , z 1 , z ′ ) along M ′ , since L(z ′ − H(z 1 , z 1 , z ′ )) = 0.
Thus, we get that a extends as a holomorphic map, say A, to some neighborhood of M ′ . Since, H (and, therefore a) has radius of convergence at least ρ ′ /2 on M ′ , A is holomorphic on V ρ ′ /2 (M φ ). Further, we have that A(z 1 , z ′ ) = a(z 1 , z 1 , z ′ , H(z 1 , z 1 , z ′ )) on V ρ ′ /2 (M φ ), which gives the bound || A|| C 1 δ on V ρ ′ /2 (M φ ) (since ||a|| C 1 < δ on M ′ , from (b)). We now construct the flattening map. By applying the implicit function theorem to the equation z ′ = H(z 1 , z 1 , z ′ ) on V ρ ′ /2 (M φ ), we can solve for y ′ in terms of x 1 , y 1 and z ′ to write M ′ = Graph Ω ′ H, where Ω ′ is the (1 + ρ ′ /2)-tubular neighborhood of Ω φ in C × R n−1 , and H : Ω ′ → R n−1 is a C ω -map with ||H|| C 1 δ. Shrinking ε further, we may assume that Ω φ ⊂ B ⊂ Ω ′ , where B = (1 + ρ ′ /4)B n+1 . Given (z 1 , x ′ ) ∈ B, we let w(z 1 , x ′ ) = x ′ + iH(x 1 , y 1 , x ′ ). Now, on the metric space F = {g ∈ C(B; R n−1 ) : sup B ||g − w|| < ρ ′ /2}, endowed with the sup-norm, we consider the map
To see this, note that for g, g 1 , g 2 ∈ F , we have sup B ||Qg − w|| ≤ sup B ||H(0, 0, x ′ ) − H(x 1 , y 1 , x ′ )|| + sup V ρ ′ /2 (M φ ) ||A|| diam(B) δ 1 + ρ ′ 4 , sup B ||Qg 1 − Qg 2 || ≤ sup V ρ ′ /2 (M φ ) ||DA|| diam(B) sup B ||g 1 − g 2 || δ 1 + ρ ′ 4 sup B ||g 1 − g 2 ||. Shrinking ε > 0 further, if necessary, we can ensure that δ(1 + ρ ′ /4) < min{ρ ′ /2, 1}. Thus, Q(F ) ⊂ F , and Q is a contraction, i.e., ||Qg 1 − Qg 2 || F < ||g 1 − g 2 || F , for all g 1 , g 2 ∈ F . By the Banach fixed point theorem, there is a unique g 0 ∈ F such that Q(g 0 ) = g 0 . In other words, G : (z 1 , x ′ ) → (z 1 , g 0 (z 1 , x ′ )) is a solution of the flow equation By the local uniqueness and regularity of solutions to quasilinear PDEs with real-analytic Cauchy data, G must be real-analytic in z 1 and x ′ . Moreover, ||G − I|| C 1 (B) δ. Thus, G extends to a biholomorphism in some neighborhood W of B. Now, since G * (∂/∂z 1 ) = L and G(B 0 ) ⊂ M ′ , by the uniqueness of integral curves, G(B) ⊂ M ′ . Finally, if z ∈ ∂B, then ||Π • G(z) − z|| δ, where Π : C n → C × R n−1 is the projection map, and δ can be made sufficiently small (by shrinking ε) so that Ω φ ⊂ (Π • G)(B), and thus, M ⋐ G(B) ⊂ G(W). This settles our claim. Now, to complete the proof of the polynomial (and holomorphic convexity) of M, we need the following lemma.
Lemma 5.3. Let D ′ ⊂ C n−1 × R be a domain containing the origin, and F : D ′ → R be a smooth function such that L ′ = Graph D ′ (F) is a Levi-flat hypersurface. Then, for any strongly convex domain D ⋐ D ′ containing the origin, the set L = Graph D (F) is polynomially convex.
Proof. We fix a t 0 ∈ (0, 1) such that D t = (1 + t)D ⋐ D ′ for all t ≤ t 0 . Now, set C = 2(t 0 + sup D t 0 |F|).
Since D t 0 × [−iC, iC] is polynomially convex in C n , by a theorem due to Docquier and Grauert (see [13] ), it suffices to produce a family of pseudoconvex domains, {U t } 0<t in D t 0 × (−iC, iC) such that
We use the notation (z * , w) to denote a point in C n−1 ×C, with w = u+iv. Now, consider the following pseudoconvex domains.
The claim now follows.
Finally, given j = 2, ..., n, let Y j denote the hyperplane {z ∈ C n : Im z j = 0}. We set
Shrinking ε further, if necessary, we have that L ′ j is a graph of some smooth function F j over some open set D ′ j ⊂ Y j C n−1 × R such that Ω φ ⋐ D ′ j ⊂ W ∩ Y j . We now choose a strongly convex domain E ⊂ C n such that * E ∩ Y j ⋐ D ′ j , and * E ∩ Y 2 ∩ · · · ∩ Y n = Ω φ . This can be obtained, for instance, by letting E = {τ 2 p(z, x ′ ) + ||y ′ || 2 < 0}, where p is a smooth strongly convex exhaustion function of Ω φ with p ≥ −1 (see [7] ), and τ > 0 is small enough. Now, we apply Lemma 5.3 to D ′ j , F j and D j = E∩Y j , and conclude that L j = Graph E j (F j ) is polynomially convex. However,
Thus, M is polynomially convex.
