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Let E be a real Hilbert space and T: E -+ E be a compact potential operator 
with T(u) = t’(u) where t: E -+ IF!. Let g(u) = $ /I u II2 - t(u). Our main 
goal in this note is to show that the index of an isolated critical point of g 
which is also a local minimum is 1 and to indicate how this can be used to get 
further information on the number of critical points g possesses. In particular, 
in certain problems in which we are interested g has a global minimum as well 
as another isolated critical point, and under some additional hypotheses one 
can conclude the existence of at least a third distinct critical point of g. 
This sort of situation arises in particular in nonlinear elasticity in studying 
the question of the number of buckled states possessed by a thin elastic shell. 
Here the unbuckled state of the shell corresponds to one solution, and for 
supercritical values of the buckling load, minimizing the potential energy of 
the shell provides a second. Some a priori bounds and a degree computation 
using the result mentioned above then gives a third solution. This improves 
an earlier result of Berger [l]. 
The abstract results are presented in Section 1 and the application to the 
buckling problem is carried out in Section 2. 
1. ABSTRACT RESULTS 
Below C”(X, Y) denotes R times continuously differentiable functions 
from X to Y. The Frechet derivative of a map y  will be denoted by v’. Let 
A be open in [w” with boundary aA and with 2 compact. For v  E C(& IQ”), 
b E R”, and b 6 y(aA), we denote the Brouwer degree of v  with respect to A 
and b by d(v, A, b). The same notation will be employed for Leray-Schauder 
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degree in the infinite dimensional case. The index of an isolated solution z 
of CJI = b will be denoted by i(v, z, b). 
First we need a known finite dimensional result [lo]. 
LEMMA 1.1. Let x E R”, A be a neighborhood of z, and v E C1(2, R). 
Suppose z is a local minimum and isolated critical point for q~. Then 
i(+, z, 0) = 1. 
Proof. We can assume p(z) = 0. Let P)~ = {x E A 1 g)(x) < c}. The 
hypotheses on z imply that for 0 < c and small, vC contains a component A, 
with 0 E A, and no other critical points of v in A, . Observe that p’ points 
outward everywhere on 3A, . By the Poincare-Hopf Theorem [2] 
i(p’, z, 0) = i (- l)i rank I$,(&), (1.1) 
i=O 
where H,(&) denotes the ith homology group of AC . The set & is con- 
tractible to a point in itself by using the negative gradient flow corresponding 
to CJIJ. Therefore rank Hi(&) = 0, i > 0, and rank Ho(&) = 1 [3]. Hence the 
lemma follows from (1 .l). 
Next we obtain an infinite dimensional version of this result. 
THEOREM 1.1. Let E be an injkite dimensional Hilbert space, y E E, 12 a 
bounded neighborhood of y, and g E Cl(Q, R) with g’(u) = u - T(u) where T 
is compact. Suppose y is a local minimum and isolated critical point for g. Then 
i(g’, y, 0) = 1. 
Proof. We can assumey = 0 andg(0) = 0. Therefore T(u) = Lu + H(u), 
where L is a compact symmetric linear operator on E and HE Cl(Q, E) is 
compact and o(ll u 11) at u = 0. Moreover the null space N of I - L is finite 
dimensional and E = N @ NA where N’- is the orthogonal complement of N. 
Let P denote the orthogonal projector of E onto N. 
Using N, we will reduce the index computation to the finite dimensional 
case. Writing u E E as u = v + w with v E N and w E NL, g’(u) = 0 is 
equivalent to 
kv(v + 47 &Av + 41 = (O>O> 
=[PH(v+w),(I-L)w+(I-P)H(v+w)] 
where g, , g, denote the partial derivatives of g with respect to v and w. Since 
I - L is an isomorphism of NJ- onto N-L and (I - P) HE Cl@, N1), by the 
implicit function theorem, there exists a neighborhood U of 0 in N and 
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4 E C1( U, Nl) such that $(O) = 0 and the zeros of g,(z -+ w) near (0,O) are 
given by {[v, 4(41 I n E u>. 
Let v(v) = g(u + I/(U)). Thus F E Ct( U, R). Since u = 0 is a local mini- 
mum for g, a fortiori 21 = 0 is a local minimum for v. Moreover u = 0 is an 
isolated critical point for y. To see this, observe that by our above remarks, 
w = p(n) is equivalent to gIO(a + w) = 0 near (2), w) = (0,O). Since 
where #‘(P))* denotes the transpose of $‘(v), v’(w) = 0 impliesg,(v + w) = 0, 
gu(z, + w) = 0 and conversely. But 0 is an isolated critical point for g and 
hence for y. Consequently by Lemma 1.1, i($, 0,O) = 1. 
To complete the proof, we will show i(g’, 0,O) = i(q’, 0,O). This is 
accomplished by two homotopies. Let V, , W, , respectively denote balls of 
radius E in N and N-L and B, = V, @ W, . Consider 
Y&A w) = {g& + ho + (1 - 0) VW) 
+ #W” &o(~ + t&v + (1 - 0) $W), &I(~ + 41 forr9E[O, 11. 
This does not vanish on aB, for E sufficiently small since gw(v + w) = 0 
implies w = #(v). Then gV(v + #(v)) = 0 and also g’(n + w) = 0. But g’ 
vanishes near (0,O) only at (0, 0). Hence by the homotopy invariance of 
degree [4], for E sufficiently small and B E [0, 11, 
Q’, 0, 0) = 4g’, B, 30) = WC, B, , 01, 
and setting 0 = 0, 
i(g’, 0, 0) = ~(TJ’, gw(v + w)), B, , 0). 
Next consider the maps 
CD&l, w) = (9)‘(u), (I - L) w - ep- P) Eq” + w)) for B E [0, 11. 
Again by the implicit function theorem, there exists a neighborhood 0 of 0 
in N and x E Cl([O, l] x 0, N’-) such that x(&O) = 0 and for fixed 0 the 
zeroes of (I - P) Q&V, w) near (v, w) = (0,O) are given by [er, x(0, v)]. 
We can assume B, C 0. Since IY#$(o, w) = T’(V) vanishes near 0 only when 
v  = 0 and (I - P) Q0 vanishes only when w = x(6, w), (0,O) is the only small 
zero of QjO . Hence 
d(@o , B, , 0) = constant, e E [o, il. 
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In particular, when 13 = 0, Q8 is a product map and by the properties of 
degree [4], 
Lastly we compute i[(1- L)I No , 0, 01. This index is 1 or - 1 since 
(I - L)N~ is an isomorphism. We will show it is 1 which then gives the theo- 
rem. By a well-known result, i[(l - L)INI , 0, 0] = (- l)B where /3 is the sum 
of the multiplicities of the characteristic values of L INI in (0, 1). Suppose 
p E (0, 1) is a characteristic value of L I + in (0, 1) with eigenvector w. Then 
(I - L) w = (1 - p-r) w with (1 - p-l) < 0. Since g”(0) = I - L, 0 is a 
local minimum for g, and N = ker I - L, (I - L)I Nl has positive eigenvalues, 
so this is not possible. Thus /3 = 0 and the proof is complete. 
Remark 1. We suspect Theorem 1 .l is valid even if g E Cl(Q, Iw). 
Theorem 1.1 is useful in situations where in addition to the local minimum at 
y, g possesses a second critical point and we have some additional global 
information concerning the topological degree of g’. We present the following 
corollary as an illustration. An application will be given Section 2. 
COROLLARY 1.1. Let I?, Q, g be as in Theorem 1.3. Suppose y # 0 is a local 
minimum for g with 0, y E B C Q, B being bounded and open. If g’(O) = 0, g”(O) 
is nonsingular, and d(g’, B, 0) = 1, then g has at least three distinct critical, 
points in B. 
Proof. We can assume y is an isolated critical point for g or we are 
through. Since g”(0) is nonsingular, i(g’, 0,O) = 1 or - 1, while by Theorem 
1.1, z(g’, y, 0) = 1. If there were no other critical points of g in B, the addi- 
tivity of degree implies d(g’, B, 0) = i(g’, 0,O) + i(g’, y, 0) = 0 or 2, a 
contradiction. 
2. AN APPLICATION TO SHELL BUCKLING 
In this section we apply Corollary 1.1 to a problem in elasticity theory 
which was treated by Berger [ 1, 61. Let S be a thin elastic shall in Iw3 which 
has a single-valued projection .Q on the xy plane. S is assumed to be in equili- 
brium under the effects of edge stresses and of an applied force. Berger uses 
a variational argument to prove there exists a nontrivial buckled state of the 
shell for all sufficiently large stresses (see also Remark 2.2). The theory of 
Section 1 enables us to conclude the existence of another buckled state. 
If w denotes the deflection of the shell from its initial state, f the Airy stress 
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function, and Z(x, y) the applied force, after appropriate dimensional scalings 
have been made, w and f satisfy the von Karmin equations: 
where 
(2.1) 
and 
0 < 4 , K, being the initial curvatures of the shell in cross sections parallel 
to the zx and zy planes, respectively. The boundary conditions for (2.1) are 
w = w, = WY = 0; fn7 = AY, > fm = AY2 > (2.2) 
where n(x, y) and T(X, y), respectively, denote the normal and tangent to asZ, 
Yr and Ya are the edge stresses, and h is a measure of their magnitude. The 
functions Z, u’, , Y’s , kl , k, together with the domain D are assumed to be 
smooth. Let F, satisfy A2Fo = 0 and the second set of boundary conditions 
for (2.2). We further require that Z = --/wF, , i.e., the external force just 
balances the edge stresses so that w = 0, f = hF,, is an equilibrium state of 
the shell and satisfies (2.1) and (2.2). Trying for a solution of (2.1) and (2.2) 
of the form f = hF,, + F leads to 
A2F = - $[w, w] - NW 
A2w=[F+hFo,w]+NF, 
with the boundary conditions 
(2.3) 
w=w~=~,==O=F=F~=F,. (2.4) 
Thus (2.3) and (2.4) possess the trivial solution (w, F) = (0,O) independently 
of x. 
Let E = W$“(i2) h w ere the usual Sobolev space notation is being 
employed. As inner product in E we can take 
For w, CJI E E, let 
(u, v)~ = j-, Au Av dx dy. 
(2.5) 
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Standard embedding theorems imply EC C(a) with compact injection [7]. 
Hence 
and e,(v) is a continuous linear functional of ‘p on E. By the Riesz representa- 
tion theorem, there exists a unique FEE such that 
e&o) = (8 PIE. (2.6) 
This is just the weak form of the first equation of (2.3). For w E E and F as 
just determined, define 
g(k w) = j- (I Aw I2 + I AF I2 - X[F, , w] w) dx dy, 
R 
where g represents the potential energy of possible shell states. It is easy to 
see that g E C2([W x E, W). 
For fixed A, at critical points of g we have 
(g’(& 4, 9)~ = s, (Aw A# + AfAX - W,, w] 9) dx dy = 0, 
where 
(2.8) 
(2.9) 
Choosing v = F in (2.9) integrating by parts, and substituting in (2.8) yields 
s VW 4 - ([m, + F, 4 + NF) 9) dx dy = 0, (2.10) R 
for all I/ E E. Hence (2.10) and (2.6) show (w, F) is a weak solution of (2.3) 
and (2.4). Standard arguments show weak solutions are in fact classical 
solutions [8]. 
In operator form, g’(X, w) = 0 becomes 
or 
w = h9w + ,Ep1F + A’(w); F = J&‘~(w) - Zlw (2.11) 
w = XYW - 2qw + 2pif,(w) + J&(w) = T(w), 
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where Z’“, Zr, .&‘r , J?‘, and therefore T are compact mappings of E to E 
given by 
(g=', p)E = i, [PO, ~1 p,dxdy; 
(+, P)E = j, (NW) v dx 4, 
(~@'),v)E = - is, [W WI vdxdy. 
(See [g] for a proof of the compactness of these operators.) The compactness 
of T implies g is weakly lower semicontinuous (for fixed A). 
Consider the linear characteristic value problems 
9J = ABy, (2.12) 
* + 912# = A~~. (2.13) 
Henceforth we assume A? is not an operator of finite rank. Then each 
of (2.12) and (2.13) possesses an unbounded sequence of real characte- 
ristic values of finite multiplicity where either (but not both) the set of 
positive or negative characteristic values may be finite. Our arguments work 
independent of the sign of A so for convenience suppose (2.13) has infinitely 
many positive characteristic values A1 < ... < An -+ 00 as ?I -+ co. Letting 
Aa denote the smallest positive eigenvalue of (2.12), it is easy to see A, < A, . 
By using a minimization argument, Berger [l] has shown that (2.3) and (2.4) 
possess a nontrivial solution for all h > A, . We will improve on this by 
employing Corollary 1.1. 
LEMMA 2.1. For fixed A, {w E E / g(A, w) ,( 0} is bounded. 
Proof. We argue as in [9]. If this set is not bounded, there exists a sequence - 
w, with 0 2 g(A, wn) and j\ w, llE-+ co. Defining 01,) Fm , F,, by 
it follows from (2.7) that 
(2.14) 
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Since [I W, [IE = 1, a sub-sequence of W, converges weakly in E and strongly 
in C(a) to W, which by (2.14) satisfies. 
h 
s 
[F,,~]wdxdy =A [q,]FOdxdy > 1. 
i-2 s R 
On the other hand, from (2.5) and (2.6) 
and letting n -+ cc along the above sub-sequence shows 
(2.17) 
for all v E E. Therefore [w, %] = 0 a.e. But this contradicts (2.15). 
Remark 2.1. For h > A, , there exists z, E E such that g(h, V) < 0. Indeed 
choosing v to be a small multiple of any eigenfunction of (2.13) corresponding 
to 4 > 
.& ~1 = [l - +] (II TV II: + II F II;) + o([l v 11%) < 0, 
1 
where F is obtained from TJ using (2.6). 
Remark 2.2. Lemma 2.1 implies that g is bounded from below. Con- 
sequently, by Remark 2.1 and its weak lower semicontinuity, g(h, *) has a 
negative minimum for all X > A, . This was also shown by Berger in [l] by a 
slightly different argument. However, he uses that w E E and [w, w] = 0 a.e. 
implies w = 0 which does not seem to be completely proved in [l]. 
For what follows we require that the shell be sufficiently shallow. More 
precisely we assume 
II NP, IILsts G const II v IIE for all v E E 
with const < 2 d/z or more succinctly 11 N I( < 2 42. 
LEMMA 2.2. If /I N II < 2 d/2, the so&ions of g’(h, w) = 0 are a priori 
bounded in E, i.e. there exists ME C([W+, rW+) such that g’(h, w) = 0 implies 
II w IIE Q M(4. 
Proof. It suffices to get bounds for solutions of (2.3) and (2.4). Multi- 
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plying Eq. (2.3) by 21: and u’, respectively, integrating by parts, and adding, 
yields 
(2.18) 
If  the solutions of g’(h, w) = 0 are not bounded (for fixed h), there is a 
sequence of solutions with /I ZU, /jE ----f co. Define 0~~ , W, , I;,, , w as in 
Lemma 2.1. Equation (2.18) shows {iI F, jiE) is bounded independently of 7~. 
Therefore we can assume F, ----f F weakly in E and strongly in C(Q). Since 
[I N jj < 2~12, (2.18) implies 
1 < /I w 11; < const /\ J’ [F, , w] w dx dy, (2.19) R 
with w = W, . Passing to a limit and using (2.17) as earlier gives a contra- 
diction. Observing that this argument is uniform in h on bounded h intervals 
then completes the result. 
LEMMA 2.3. For /I NII < 2 42 and [ h / su ji cie-ntly small, the only solution 
ofg’(h, w) = 0 is w = 0. 
Proof. From (2.18) 
[ 
1 _ II NIli 
8 I 
II w II: G I X I cons II t-0 II: , (2.20) 
which implies 11 w jlE = 0, if I X / is small enough. 
Remark 2.3. If  w E E and [w, w] = 0 a.e. implies w E 0, the requirement 
that I] N I/ < 2 dz in Lemma 2.2 can be dropped and also is not necessary 
for Theorem 2.1 below since an alternate argument which bypasses Lemma 
2.3 can be used. 
THEOREM 2.1. If II NII < 2 z/z, then for each h > AI and X # A, , (2.3) 
and (2.4) possess at least three distinct solutions. 
Proof. A first solution is provided by w = F = 0 and a second, 
(z&p) # (0, 0), is obtained by a variational argument as mentioned in 
Remark 2.2. Since h # h, , g”@, 0) is nonsingular. Let B denote the ball in E 
of radius M(X). We will show d[g’(X, .), B, 0] = 1. It then follows from 
Corollary 1.1 that g’(A, w) = 0 has a third solution distinct from the above 
two. 
To verify our assertion, we can assume M(h) is a monotonic increasing 
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function of A. Therefore by Lemma 2.2 and the homotopy invariance of 
degree, 
d[g’(p, .), B, 0] = const, P E [O, 4. (2.21) 
But by Lemma 2.3, w = 0 is the unique solution of (2.3) and (2.4) when 
h = 0. Moreover, its Leray-Schauder index is 1 since from (2.11), 
o = -(~$p1% for (T E (0, 1) implies w = 0. Therefore -Z12 has no character- 
istic values in (0, 1) so as in the proof of Corollary 1.1, i[g’(O, .), 0, 0] = 1, 
and the proof is complete. 
Remark 2.4. I f  0 < h < A, andg(A, .) h as a negative minimum, the above 
arguments imply we also get at least three distinct critical points of g for this 
case. 
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