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Abstract
Let x(s), s ∈ Rd be a Gaussian self-similar random process of index H . We consider the problem
of log-asymptotics for the probability pT that x(s), x(0) = 0 does not exceed a fixed level in a star-
shaped expanding domain T · ∆ as T → ∞. We solve the problem of the existence of the limit,
θ := lim(− log pT )/(log T )D , T → ∞, for the fractional Brownian sheet x(s), s ∈ [0, T ]2 when D = 2,
and we estimate θ for the integrated fractional Brownian motion when D = 1.
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1. Introduction
Let x(s), s ∈ Rd , x(0) = 0 be a Gaussian random process and∆T 3 0 an expanding subset of
Rd . For many reasons it is important for applications to know the asymptotics of the probability
pT that x(s) does not exceed a fixed level in ∆T ,
pT = P{sup x(s) < const, s ∈ ∆T }, T →∞ (1)
(see [6,8,12,13]). Due to difficulty of the problem there are a few isolated results in this area and
mainly they relate to the logarithmic asymptotics of pT and solve the following problems: the
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order of the log-asymptotics, log pT = O(ψT ) [6], the existence of nontrivial limit
− logT→∞ ψ−1T log pT = θ (2)
that is 0 < θ <∞ (see [1,6]), and the explicit value of the decay exponent θ (see [9,14]).
Below we consider the fractional Brownian sheet x(s), s ∈ R2 for which
Ex(s)x(t) = B(s1, t1)B(s2, t2), (3)
where B(a, b) = 12 (|a|2H + |b|2H − |a − b|2H ), 0 < H < 1 is the correlation function of the
fractional Brownian motion bH (a), a ∈ R1. In the case of the Brownian sheet (H = 1/2) and
∆T = [0, T ]2 Csa´ki et al. [1] prove that
c1/ρT ≤ − log pT /(log T )2 ≤ c2,
where ρT = log log T . Later, Li and Shao [6] removed the log log term ρT and suppose the
existence of the exponent θ . Below we prove this conjecture for any 0 < H < 1 using two ideas.
First, we consider a self-similar process of index H (H -ss process). Self-similarity means that
finite-dimensional distributions of {x(λs)} and {λH x(s)} are identical for any λ > 0. For the
H -ss process we reduce the problem (2) to a similar one for the probability of event {x(s) < 0,
∀s ∈ ∆T \ U0}, where U0 is an open neighborhood of the set {s : Ex2(s) = 0}. Second,
the existence of the decay exponent θ for stationary Gaussian processes [6] is generalized on
homogeneous Gaussian random fields with positive correlations.
In addition we find bounds of θ for the integrated fractional Brownian motion in∆T = (0, T ).
These bounds are important to support the numerical result θ = H(1 − H) in [11,13], which is
unstable for small H(1− H).
2. Auxiliary results
We start with the auxiliary statements because they play key role in the proof of the main
result and represent independent interest.
2.1. Decay exponents and related problems
In what follows x(s), s ∈ Rd , x(0) = 0 is a centered H -ss continuous process and ∆ is a
star-shaped domain centered at 0. The following notation will be used:
MT = sup{x(s), s ∈ T ·∆} is the maximum of x in T ·∆;
GT = {s : x(s) = MT , s ∈ T ·∆} is the set of positions of MT . (If E |x(t)− x(s)|2 6= 0 for
t 6= s, then GT is a singleton a.s. [4]);
ZT = {s : x(s) = 0, s ∈ T ·∆} is the set of zeroes x(s) in T ·∆;
S0 = {s : Ex(s)2 = 0} is the non-random set of zeroes x(s) (S0 = {0} for an H -ss process
with one-dimensional time).
Our analysis of the decay exponent θ for the fractional Brownian Motion [9] suggests that a
typical trajectory of the one-dimensional H -ss process x(s) with small MT may have GT and
ZT close to S0. Note, that the case of Levy stable processes supports this claim too, viz., if |x |
is not a subordinator, then the position of maximum, GT , under the condition {MT < 1} has a
nontrivial limit distribution as T →∞ without any normalization [10]. Therefore, analysing the
problem of log-asymptotics of pT , we consider simultaneously the following the events AT :
{MT < 1}, {GT ⊂ U0}, {ZT ⊂ U0, x |∂(T ·∆\U0) < 0}, (4)
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whereU0 is some open neighborhood of S0. ByAT (ξ), ξ = M,G, Z we denote the above events
for further reference.
In the case of fractional Brownian motion x(t), t ∈ R1, ∆ = (a, b), a ≤ 0 < b, all events in
(4) have probabilities with identical log-asymptotics [9]. Our first statement generalizes this fact
for the case of H -ss Gaussian process x(t), t ∈ Rd . To formulate the result, put
δ2T (h) = sup{E |x(sT (a))− x(sT (a′))|2, a, a′ ∈ [0, 1]d , |a − a′| < h},
where sT is an one-to-one mapping [0, 1]d 3 a → s ∈ U0 ∩ T ·∆.
Theorem 1. Let x(s), x(0) = 0, s ∈ Rd be a centered H-ss continuous Gaussian process and
{Hx , ‖ · ‖x } the reproducing kernel Hilbert space associated with x(·) (see, e.g., [7]). Suppose
there exist a set U0 ⊃ S0, the mapping sT , elements ϕT ∈ Hx , and slowly increasing functions
ψ(T ), σT such that
(a) ϕT (s) ≥ 1, s ∈ (T ·∆) \U0, ‖ϕT ‖2x = o(ψ(T ))
(b) ψ(T ′a)/ψ(T )→ 1, T →∞ for any a > 0,
where T ′ = T/(σ 2T · ψ(T ))1/2H
(c) σT ≥ sup{(E |x(s)|2)1/2, s ∈ U0 ∩ T ·∆} +
∣∣∣∣∣
∫ 1
0
δT (h)d
√
ln 1/h
∣∣∣∣∣ .
(5)
Then all events AT in (4) have the decay exponents
θψ [x,∆] = − logT→∞ ψ−1(T ) log P(AT ) (6)
simultaneously only and these exponents are equal to each other.
Remark 1. The condition (5)(b) holds for ψ(T ) and σT of the (log T )α type, where α ≥ 0.
Remark 2. The apparent complexity of the conditions (5) is due to applications, e.g. in
Theorem 2(2) (see below)
ψ = [ln T ]2, ‖ϕT ‖2x = O(ln T ), σ 2T = O(ln T ).
Remark 3. The conditions (5)(b), (c) are based on Fernique’s estimate for the distribution of the
maximum of |x(s)| in U0 ∩ T ·∆. If a similar bound due to Ledoux–Talagrand [5] is used, then
(5)(c) can be replaced with
σT ≥ sup{(E |x(s)|2)1/2, s ∈ U0 ∩ T ·∆} + E sup{|x(s)|, s ∈ U0 ∩ T ·∆}.
Proof. For any ϕT ∈ {Hx , ‖ · ‖x } one has
pT = P{x(s) < 1, ∀s ∈ T ·∆}
= P{x(s)− ϕT (s) < 1− ϕT (s), ∀s ∈ T ·∆} = E 1ωT<1−ϕT pi(ωT ), (7)
where pi(ωT ) is the Radon–Nikodym derivative of the two Gaussian measures corresponding to
the processes x(·) + ϕT (·) and x(·) on T · ∆. By the Cameron-Martin formula, lnpi(ωT ) is a
Gaussian variable with mean −‖ϕT ‖2x,T /2 and variance ‖ϕT ‖2x,T , where
‖ϕT ‖x,T = inf{‖ϕ˜T ‖x , ϕ˜T ∈ Hx , ϕ˜T (s) = ϕT (s), s ∈ T ·∆} ≤ ‖ϕT ‖x .
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Therefore, E piq(ωT ) = exp(q(q − 1)‖ϕx,T ‖2x/2).
Applying to (7) Ho¨lder’s inequality with parameters (p, q) = ((1 − ε)−1, ε−1), we can
continue (7):
pT ≤ P{xT < 1− ϕT , ∀s ∈ T ·∆}1−ε exp(‖ϕT ‖2x (ε−1 − 1)/2).
Taking into account (5)(a), choose ε as follows: ε2 = ‖ϕT ‖2/ψ(T ). Then ε→ 0 as T →∞
and
pT ≤ P{x(s) < 0, ∀s ∈ T ·∆ \U0}1−εeεψ(T )/2 = P{AT (Z)}1−εeεψ(T )/2. (8)
The following inequality is obvious:
P(AT (Z)) ≤ P(AT (G)). (9)
Lastly, for any cT > 0 one has
P(AT (G)) ≤ P(GT ⊂ U0, M(U0 ∩ T ·∆) < cT )+ P(M(U0 ∩ T ·∆) > cT )
≤ P(MT < cT )+ P(M(U0 ∩ T ·∆) > cT ),
where M(I ) = max(|x(s)|, s ∈ I ).
From the H -ss property of x(·) and similarity of domains T ·∆ we get
P(MT < cT ) = P(MT ′ < 1), T ′ = T c−1/HT .
By (5)(b), (c), for large enough T and cT = √a ψ(T )σT we have
P(M(U0 ∩ T ·∆) > cT ) < exp(−c¯aψ(T ))
with some constant c¯ (see Fernique’s estimate in [2]). Therefore,
P(AT (G)) ≤ P(MT ′ < 1)+ e−caψ(T ), T ′ = T (aψ(T )σ 2T )−1/2H . (10)
We introduce the following notation:
θ¯ξ = lim sup
T→∞
−[ψ(T )]−1 log P(AT (ξ))
θ ξ = lim infT→∞−[ψ(T )]
−1 log P(AT (ξ))
for ξ = M, Z ,G.
Taking into account (8) and (9), we obtain
θ¯M ≥ θ¯Z ≥ θ¯G and θM ≥ θ Z ≥ θG . (11)
Suppose that θ¯M <∞. Using (10), we get
P(AT (G)) ≤ P(MT ′ < 1)(1+ exp(−c¯aψ(T )+ θψ(T ′)))
for T > T0 and θ > θ¯M . By the assumption (5)(b), ψ(T ′) = ψ(T )(1+ o(1)). Hence,
θ¯G > θ¯M and θG ≥ θM (12)
because ‘a’ is arbitrary.
In the opposite case, θ¯M = ∞, (θM = ∞) instead of (12) one has θ¯G ≥ ac (θG ≥ ac) for any
a. Therefore, θξ = ∞ for ξ = M, Z and G. By (11), (12), it is clear that the decay exponents for
AT (ξ), ξ = M,G, Z can exist only simultaneously and these exponents are equal. 
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2.2. Existence of the exponent θ
Let Γ = {g} be a group of continuous 1 : 1 transformations of Rd . A random process
x(s) is homogeneous in Γ if {x(gs)} d= {x(s)} for any g ∈ Γ . Two domains ∆1 and ∆2 are
Γ -equivalent if ∆2 = g∆1 for some g ∈ Γ . By definition, a set of Γ -equivalent domains {∆i }
form ∆0-parquet of G if ∆i ∩ ∆ j = Ø, i 6= j ; ∆i = gi∆0, gi ∈ Γ ; and [G] = [∪∆i ], where
[∆] is the closure of ∆.
Proposition 1. Let x(s), s ∈ Rd be a centered continuous homogeneous in the group Γ Gaussian
process. Suppose that Ex(t)x(s) > 0 on domains ∆T ⊂ Rd . If there exist integers r1 > r2 > 1
and D such that log r1/ log r2 is irrational, for any T > 0 and r = r1, r2 the domain ∆T has a
∆T/r -parquet of rD elements, then
θ := − lim
T→∞ T
−D log P(∆T ) <∞
exists. Here P(∆T ) = P{x(s) < u,∀s ∈ ∆T } and ∆T ⊂ ∆T ′ for T < T ′.
Proof. If {∆i , i = 1, . . . , rD} form the ∆T/r -parquet of ∆T , then Slepian’s lemma and the
homogeneity of x in Γ imply
P(∆T ) ≥
∏
i
P(∆i ) = [P(∆T/r )]q , q = rD
or
ρ(T ) := − log P(∆T )
T D
≤ − log P(∆T/r )
(T/r)D
.
Therefore, for any 0 < a ≤ r , r = r1, r2 the sequence ρ(arn) tends from above to a limit θa(r)
as n → ∞. We claim that θa(r1) = θ1(r2), 0 < a < r1. Indeed, the fractional parts of the
numbers
logr2 a + nρ, n = 0, 1, . . . ; ρ = logr2 r1
are dense on [0, 1] because ρ is irrational. Hence, there exist n±i and m±i such that
T+i := ar
n+i
1 = r
m+i +δ+i
2 , T
−
i := ar
n−i
1 = r
m−i −δ−i
2 ,
where δ±i ≥ 0 and δ±i → 0 as i →∞. But for T˜±i = r
m±i
2
P(∆T+i ) ≤ P(∆T˜+i ) and P(∆T−i ) ≥ P(∆T˜−i )
i.e.,
ρ(T+i ) ≥ ρ(T˜+i )(T˜+i /T+i )D = ρ(T˜+i )r
−δ+i D
2 .
Therefore, θa(r1) ≥ θ1(r2).
Similarly, using T−i and T˜
−
i we get θa(r1) ≤ θ1(r2). 
3. The main result
Theorem 2. 1. Let x(s) = x(s1, s2), si > 0 be the fractional Brownian sheet of index
0 ≤ H < 1. Define
Ka := {s : a < s1/s2 < a−1} for all a ∈ [0, 1].
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1. If a > 0, then
− lim
T→∞[log T ]
−1 log P
{
sup
s∈Ka∩[0,T ]2
x(s) < 1
}
:= θa(H) (13)
exists, and is nontrivial.
2. When a = 0,
− lim
T→∞[log T ]
−2 log P
{
sup
s∈Ka∩[0,T ]2
x(s) < 1
}
:= θ0(H) (14)
exists, and is nontrivial.
3. Define the area ∆˜ = {t : t1 + t2 < 2, t1 > 0, t2 > 0} and the dual stationary sheet
ξ(t) = exp(−H(t1 + t2))x(et1 , et2). Then
− lim
T→∞ T
−2 log P
{
sup
t∈T ·∆˜
ξ(t) < 0
}
= θ0(H), (15)
exists, and is equal to (14).
Remark. The relations (14) and (15) solve Problem 4 in [6, p. 227], while (13) generalizes
Theorem 1 by Csaki et al. [1], related to the case H = 1/2.
Proof. By Li and Shao [6],
c1(log T )2 < − log P(x(s) < 1, ∀s ∈ [0, T ]2) < c2(log T )2,
where ci > 0. In fact, the proof of this relation leads to a more general conclusion. Specifically,
for the domain VT = Ka ∩ [1, T ]2 we have
c1n(T ) < − log P{x(s) < 1, ∀s ∈ VT } < c2n(T ),
where n(T ) is the number of integer points in the domain V˜T = {(log s1, log s2) : (s1, s2) ∈ VT }.
Obviously, n(T ) = log T for the case a > 0. Hence we can expect nontrivial exponents with
ψ(t) = log T for a > 0 and log2 T for a = 0.
Consider 0 < a ≤ 1. To apply Theorem 1, we may use U0 = [0, 1]2 ∩ Ka , ψ(t) = log T and
ϕT (s) = Ex(s1, s2)x(a, a) · 4a−4H =
2∏
i=1
(1+ (si/a)2H − |si/a − 1|2H ).
One has ϕT (s) ≥ 1 on Ka \ U0 because ϕT (s) ≥ 1 on [a,∞)2 ⊃ Ka \ U0. By the definition of
ϕT ,
‖ϕT ‖2 = E |x(a, a) · 4a−4H |2 = 16a−4H <∞.
It is clear that E(x(s))2 < 1 on U0. Now δ2T (h) < ch
2H , because
δ2(h) = E |x(s)− x( s˜ )|2 ≤ 2E |x(s)− x( ŝ )|2 + 2E |x( ŝ )− x( s˜ )|2
= 2|s1|2H |s2 − s˜2|2H + 2|˜s2|2H |s1 − s˜1|2H
≤ 2(|s1|2H + |˜s2|2H ) · |s2 − s˜2|2H ,
where ŝ = (s1, s˜2).
G. Molchan / Stochastic Processes and their Applications 118 (2008) 2085–2097 2091
Thus, one has ψ = ln T , ‖ϕT ‖ = const and σT = const, i.e. all conditions in (5) hold. It
remains to prove that the limit (6) exists for
AT (Z) = {x(s) < 0, ∀s ∈ Ka ∩ [0, T ]2 \ [0, 1]2}
with ψ(T ) = log T . In terms of the dual stationary process
ξ(t) = e−H(t1+t2)x(et1 , et2)
we have AT (Z) = {ξ(t) < 0,∀t ∈ ∆T˜0,T˜ }, where T˜0 = 0, T˜ = ln T and
∆c,d = {(t1, t2) : |t1 − t2| < | ln a|, t1 < d, t2 < d, (t1 ≥ c or t2 ≥ c)}.
We can apply Proposition 1 to the stationary process ξ(t), t ∈ ∆T˜0,T˜ because for any integer
n ∆T˜0,T˜ = ∪∆ci ,ci+1 , ci = ( T˜ /n)i , i = 0, 1, . . . , and ∆ci ,ci+1 = g(ci )∆0,T/n , where
g(a)(t1, t2) = (t1 + a, t2 + a). As a result, we get the existence
θa = − lim
T→∞[log T ]
−1 log P(AT (Z)).
Consider the case a = 0. Here Ka ∩ [0, T ]2 = [0, T ]2 and S0 = {s : s1s2 = 0}. We will use
U0 = {s : s1s2 < 1} as the open neighborhood of S0 and define the coordinates on U0 ∩ [0, T ]2
as follows:
a1 = s1/T, a2 = s1s2, a = (a1, a2) ∈ [0, 1]2.
One has E |x(s)|2 ≤ 1 on U0. The next lemma shows that σ 2T in (5)(c) is O(log T ) and
therefore (5)(b) holds.
Lemma 1. For the fractional Brownian sheet
sup{E |x(s)− x( s˜ )|2, s, s˜ ⊂ U0 ∩ [0, T ]2, |s1 − s˜1| < hT, |s1s2 − s˜1˜s2| < h}
= δ2T (h) < cH (1+ 2T−2h−1)−2H
and
−
∫ 1
0
δT (h)d
√
ln h ≤ c√ln T , T > T0.
Proof of Lemma 1. In the above estimate of δ2(h) we may use both ŝ = (s1, s˜2) and ŝ =
( s˜1, s2). Therefore, taking into account the inequality
ah + bh ≤ ch(a + b)h, ch = 2(1−h)+ , a > 0, b > 0, h > 0,
one has
E |x(s)− x( s˜ )|2 ≤ 2c2H (E |w(s)− w( s˜ )|2)2H ,
where w(s) is the Brownian sheet corresponding to the index H = 1/2. Consequently, it is
sufficient to estimate δ2T (h) for w(s) only. One has
δ2 = E |w(s)− w( s˜ )|2 = |(o˜s ) \ (os)| + |(os) \ (o˜s )| = R1 + R2,
where (os) = [0, s1] × [0, s2] and |G| is the area of G.
Consider R1 = |o˜s \ (os)| and suppose that s1s2 = a2 > s˜1˜s2 = a˜2, a2 − a˜2 = δa2 ≤ h.
There are three possibilities.
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First, (o˜s ) ⊂ (os). Then δ2 = a2 − a˜2 < h.
Second, s˜1 > s1. In the notation s1 = Ta1, s˜1 = T a˜1 one has
R1 = ( s˜1 − s1)˜s2 = a˜2s˜1 δs1 =
a2 − δa2
s1 + δs1 δs1 <
a2 · hT
s1 + Th
because δs1 = T δa1 < Th. Since s1s2 = a2 and s2 < T , we obtain s1 > a2/T . Hence
R1 < h/(h + T−2) because a2 < 1.
Third, s˜2 > s2, s˜1 < s1. Here R1 = s2(s1 − s˜1) = δs1a1/s1.
If a1/˜s1 < T , then a1/(s1 − δs1) < T or s1 > a1/T + δs1, so that
R1 <
a1δs1
δs1 + a1/T < h/(h + T
−2).
If a1/˜s1 > T , then a˜2/˜s1 < 1, i.e., s1 > δs + a˜2/T , and so
R1 = δs1 · a1/s1 < a˜2 + δa2
δs1 + a˜2/T δs1 <
h
h + T−2(1− h) =
hk
h + T−2k ,
where k = (1− T−2)−1 < 2, T > T0. As a result, R1 < 2h(h + 2T−2)−1.
Similarly, we get the same estimate for R2. This completes the proof of the first part of
Lemma 1. Using for x(·) the estimate
δ2T (h) ≤ c(1+ 2T−2h−1)−2H ,
one has
−
∫ 1
0
δT (h)d
√
ln 1/h ≤ c1
∫ ∞
ε
√
ln u/ε(1+ u)−H−1du
< c1
∫ ∞
0
(
√| ln u| +√ln 1/ε)(1+ u)−H−1du = O(ln 1/ε).
We have integrated by parts and replaced h by u = ε/h with ε = 2T−2. 
Let us continue the proof of Theorem 2. Consider the random variable
ηT = 4
∑
|n|≤N
x(2n, 2−n), N = [log2 T ] + 1
and the function ϕT (s) = Ex(s)ηT .
By definition, ϕT (s) ∈ Hx and ‖ϕT ‖2x = Eη2T . The sequence ξn = 4x(2n, 2−n), n =
0,±1, . . . , is stationary with the correlation function
B(n) = (2−2Hn + 1− |2−n − 1|2H )2 · 22Hn > 0.
Since B(n) = O(2−nγ ), γ = 2 ·min(H, 1− H), it follows that
‖ϕT ‖2x =
∑
(n,m)≤N
B(n − m) ≤ c · N ,
where c =∑∞−∞ B(n) <∞. Hence, ‖ϕT ‖2x = O(ln T ).
To show that ϕT (s) > 1 on [0, T ]2 \U0, note that
f (x) = |x |2H + 1− |x − 1|2H > 1, x > 1/2, H > 0.
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But ψa(s) = Ex(s) · 4x(a, a−1) = f (s1/a) f (s2a). Hence, ψa(s) > 1 for s ∈ [a/2,∞) ×
[a−1/2,∞) and
ϕT (s) =
∑
|n|<N
ψ2n (s) > 1
for s ∈⋃|n|≤N [2n−1,∞)× [2−n−1,∞) ⊃ [0, T ]2 \U0 because ψa(s) ≥ 0.
So, the conditions (5)(a)–(c) hold because ψ = (ln T )2, ‖ϕT ‖2x = O(ln T ), σ 2T = O(ln T ).
To prove (6), we consider
AT (Z) = {x(s) < 0,∀s ∈ [0, T ]2 \U0}
and the dual stationary process ξ(t) again. In terms of ξ
AT (Z) = {ξ(t) < 0,∀(t1, t2) : t1 < T˜ , t2 < T˜ , t1 + t2 > 0}, T˜ = ln T .
Since
{ξ(e1t1 + a1, e2t2 + a2)} d= {ξ(t1, t2)}
for any fixed (a1, a2) and ei = ±1, the event
AT˜ (Z) = {ξ(t) < 0,∀(t1, t2) : ti ≥ 0, t1 + t2 < 2T˜ }
has the same probability as AT (Z). To apply Proposition 1, we divide
∆T˜ = {(t1, t2) : t1 > 0, t2 > 0, t1 + t2 < 2T˜ }
into n2 equal triangles ∆i using lines t1 = ani , t2 = ani and t1 + t2 = ani , i = 1, 2, . . .
with an = (2T˜ )/n. Obviously, that all ∆i are equivalent. Hence, we can apply Proposition 1 to
{ξ(t), t ∈ ∆T˜ } with the parameter D = 2.
4. Integrated fractional Brownian motion
Let xH (s) =
∫ s
0 bH (t)dt , s ∈ R1 be the integrated fractional Brownian motion and ∆i =
(i, 1), i = 0,−1. The existence of
lim
T→∞−[log T ]
−1 log P{xH (s) < 1,∀s ∈ T ·∆} = θ [xH ,∆],
can be deduced from the relation ExH (s)xH (t) ≥ 0 for s, t ∈ ∆ (see [6] or Proposition 1) in
two cases: 0 < H < 1, ∆ = ∆0 and 1/2 ≤ H < 1, ∆ = ∆−1. Put θi (H) = θ [xH ,∆i ].
As well known θ0(1/2) = 1/4 (see e.g. [14]). Numerical simulation [11,13] suggests that
θ0(H) = H(1 − H) and θ−1(H) = 1 − H . The symmetry of the hypothetical quantity θ0,
i.e., θ0(H) = θ0(1− H), is quite unexpected. For this reason the lower bound for θ0 given below
is important. As the numerical analysis shows, differences in the behavior of bH (t) for H < 1/2
and H > 1/2 are seen in the antisymmetry of the logarithmic correction exponent, that is
P(xH (t) < 0, ∀t ∈ [1, T ]) ∼ cT θ0(ln T )α(H),
where α(H) = −α(1− H) (for more details see [13]).
Proposition 2. For xH (s) there exists 0 < ρ < 1 such that
ρH(1− H) ≤ θ0(H) ≤ θ−1(H) ≤ 1− H, (16)
provided θ−(H) makes sense for 0 < H < 1/2.
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Proof. Let us estimate θ−1. Let c(t) be the convex minorant of x(t) + t2/2. Then c˙(t) is a
continuous increasing function and dc˙(t) is a measure with a minimal closed support S. If t ∈ S,
then c˙(t) = x˙(t), where x˙ is the fractional Brownian motion (FBM); t cannot be an isolated
point because of the continuity of c˙(t). If ∆ ∩ S 6= Ø, then∫
∆
dc˙ = |c˙(s1)− c˙(s2)| = |x˙(s1)− x˙(s2)+ s1 − s2|
for some points s1, s2 ⊂ ∆ ∩ S. As is well known, FBM belongs to the Ho¨lder class of index
α < H , [3]. More exactly, for any finite interval [a, b] and ε > 0 there exist δ0 > 0 and c > 0
such that |x˙(t)− x˙(s)| < c|t − s|H−ε a.s. as soon as |t − s| < δ0. Hence,∫
∆
dc˙ < b|∆|H−ε
for small enough ∆ ⊂ [a, b] such that ∆ ∩ S 6= Ø. By Frostman’s lemma [3], dim S ≥ H − ε
a.s. Thus, dim S ≥ H because ε is arbitrary.
On the other hand, if θ−1 is the decay exponent for the event AT (M), ∆ = (−1, 1), then
dim S ≤ 1 − θ−1 (see [11]). Hence, H ≤ dim S ≤ 1 − θ−1. By the relation AT (M, (0, 1)) ⊃
AT (M, (−1, 1)), where AT (M,∆) specifies AT (M) for ∆, one has θ0 ≤ θ−1.
Apply Theorem 1 to xH (t), ∆ = (0, 1), using ψ(T ) = log T , U0 = (0, 1) sT (a) = a,
ϕT (s) = ϕ(s), where ϕ is a smooth enough function such that ϕ = 1 for s ≥ 1 and ϕ = 0 for
0 ≤ s ≤ 0.5. Then ‖ϕT ‖x = const, σT = const, i.e. the conditions (a − c) of Theorem 1 hold
(see more in [11]).
Hence, the exponents θ for AT (M) and AT (Z) are identical, i.e.
θ0 = θ [ξ,∆0] := − lim
T→∞ T
−1 ln P(ξ(t) < 0, ∀t ∈ (0, T )), (17)
where ξ(t) = x(et ) · e−(1+H)t is the dual stationary process.
By Lemma 2 (see below),
Bξ (t) = Eξ(0)ξ(t) ≤ [cosh(a(H)t)]−1, a(H) = ρH(1− H)
for some fixed 0 < ρ < 1.
Applying Slepian’s lemma [7], one has
P(ξ(t) < 0, ∀t ∈ (0, T )) ≤ P(η(t) < 0, ∀t ∈ (0, 2a(H)T )),
where η(t) is the stationary process with correlation function [cosh(t/2)]−1. Hence θ0 =
θ [ξ,∆0] ≥ 2a(H)θ [η,∆0], where θ [η,∆0] is the decay exponent of type (17) for the process
η(t). By [6], 2θ [η,∆0] ≥ 0.2. Thus, θ0 ≥ 0.2ρH(1− H). 
Lemma 2. Let ξ(t) be the dual stationary process of the integrated fractional Brownian motion
of index H. Then the correlation function of ξ(t)
BH (t) = [2(1+ H)(eHt + e−Ht )− (e(1+H)t + e−(1+H)t )
+ (et/2 − e−t/2)2H+2]/(2+ 4H), t ≥ 0 (18)
is nonincreasing and there exists 0 < ρ < 1 such that
BH (t) ≤ 1/ cosh(ρH H¯t), H¯ = 1− H (19)
for any 0 < H < 1.
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Proof. Suppose that BH (t) is nondecreasing and (19) holds for t ∈ [0, t0] ∪ [t1,∞) with a fixed
ρ = ρ0. Then (19) holds for any t with ρ = ρ′ = ρ0t0/t1. Actually, for t < t1
BH (t) ≤ BH (t · t0/t1) ≤ 1/ cosh(ρ′H H¯t)
and for t > t1
BH (t) ≤ 1/ cosh(ρ0H H¯t) ≤ 1/ cosh(ρ′H H¯t).
Now we prove our claims.
Claim 1. B ′H (t) ≤ 0. One has
B ′H (t) = −(1+ H)(2+ 4H)−1e(1+H)t R(e−t ), (20)
where
R(x) = 1− 2Hx − (1− x)2H (1− x2)+ 2Hx2H+1 − x2+2H . (21)
Below we use the expansion
(1− x)q = 1+
N∑
1
q(q − 1) · · · (q − k + 1)(−x)k/k!
+ q(q − 1) · · · (q − N )(−x)N+1rN+1(q)/N !, (22)
where (q ∨ N )−1 ≤ rN (q) ≤ (q ∧ N )−1.
Using (21) and (22), we get
R(x) = (1− 2Hx)x2 − (2H − 1)x2(H + H¯ · 2Hr3(2H)x)(1− x2)
+ x2H−1(2H − x)x2.
In the case 2H > 1 one has 2Hr3(2H) < 1 and x2H−1 > x . Hence,
R(x) ≥ x2(1− x2)H¯((2H − 1)(1− x)+ 2) ≥ 0. (23)
In the opposite case, 2H < 1, we have
R(x) = (1− x2H )x2 + 2Hx2H+1(1− x2H¯ )
+ H(1− 2H)x2(1+ 2H¯r3(2H)x)(1− x2) ≥ 0. (24)
Thus, R(x) ≥ 0 and BH (t) is nonincreasing.
Claim 2. Relation (19) for small t .
By (20),
1− BH (t) ≥ b(H)
∫ 1
x
R(u)du, x = e−t , (25)
where b(H) = (1+ H)/(2+ 4H). Using (23) and (24), one has
R(u) ≥
{
2H¯u2(1− u2), 2H > 1
(1− u2H )u2 ≥ 2Hu2(1− u), 2H < 1.
Substituting these inequalities in (25), we get on integration
1− BH (t) ≥ b(1) · 2H¯(1− x)2ϕ1(x0), 2H > 1, t < − ln x0 = t0,
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where ϕ1(x) = (2+ 4x + 6x2 + 3x3)/15, and
1− BH (t) ≥ b(1/2) · 2H(1− x)2ϕ2(x0), 2H < 1, t < t0,
where ϕ2(x) = (1+ 2x + 3x2)/12.
As a result, 1− BH (t) ≥ 2AH H¯(1− x)2, t < t0, where
A = min(ϕ1(x0) · b(1), ϕ2(x0) · b(1/2)) = ϕ1(x0)/3.
Since
1− x = 1− e−t > t · e−t > x0t,
1− u2 < 1/ cosh(√2 u), and 1 > 2(H H¯)1/2, one has
BH (t) ≤ 1/ cosh(2x0(AH H¯)1/2) < 1/ cosh(ρH H¯t), t < ln 1/x0 = t−,
where t− = lg 1/x0 and ρ = 4x0(ϕ(x0)/3)1/2.
Claim 3. Relation (19) for large t .
Using (18) and (22), we get
BH (t) ≤ (1+ H)(1+ 2H)−1e−Ht − 2−1(1+ 2H)−1e−(1+H)t + (1+ H)e−H¯ t/2
− H(1+ H)e−(1+H¯)t/3+ H(2H − 1)e−t (2+H¯)12H>1/6. (26)
Here we use (22) with q = 2H +2, N = 1 for the case 2H < 1 and with q = 2H +2, N = 2
for the case 2H > 1.
The case 2H < 1. By (26),
BH (t) ≤ (1+ H)(1+ 2H)−1e−Ht
×[1+ 0.5e−(1−2H)t {1+ 2H − (1+ H)−1e−2Ht }]. (27)
Since 1− e−x ≤ x , we get
0.5{·} = 0.5{2H + H(1+ H)−1 + (1+ H)−1(1− e−2Ht )}
≤ H(1+ 2−1(1+ H)−1 + t (1+ H)−1) ≤ H(1.5+ t).
Assuming 2H < 1− ε, we have
e−(1−2H)t (1.5+ t) ≤ max
t
(e−εt (1.5+ t)) = e1.5ε/(eε) = aε.
Therefore for 2H < 1− ε and 0 < ρ < 1 one has
BH (t) ≤ e−Ht (1+ Haε) < e−ρH H¯t , t > t1(ε, ρ),
where t1 = aε/(1− ρ).
By (27), we also have BH (t) ≤ 2 exp(−Ht) where 2H < 1. Therefore for 1− ε < 2H < 1,
BH (t) ≤ e−ρH H¯t , t > t2(ε, ρ), (28)
where
t2(ε, ρ) = max
1−ε<2H<1
ln 2 · [H(1− ρ H¯)]−1 = ln 4[(1− ε)(1− ρ + ρ(1− ε))/2]−1.
Finally, for 2H < 1 we have
BH (t) ≤ e−ρH H¯t ≤ 1/ cosh(ρH H¯t), t > t1 ∨ t2. (29)
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The case 2H > 1. By (26),
BH (t) ≤ 2−1(1+ H)e−H¯ t
+ (1+ H)(1+ 2H)−1e−Ht (1− H(1+ 2H)e−2H¯ t/3)
− 2−1(1+ 2H)−1e−(1+H)t (1− H(4H2 − 1)e−2H¯ t/3)
≤ 0.5(1+ H)e−H¯ t [1+ 2(1+ 2H)−1e−(2H−1)t
×{1− H(1+ 2H)/3+ H(1+ 2H)(1− e−2H¯ t )/3}].
Just as above, for 0 < 2H¯ < 1 − ε we find that {·} < H¯(1 + 2t) and [·] < 1 + H¯dε where
dε = 2e0.5ε−1/ε. This proves (29) with t > t3(ρ, ε) = dε/(1− ρ). In the case 1− ε < 2H¯ < 1,
we get (28) again. Thus, (29) holds for any 0 < H < 1 and t > t1 ∨ t2 ∨ t3 = t+(ε, ρ). Setting
ε = ln 2, ρ = 0.21 we get t− ' 1.6, t+ ' 1.9, and ρ′ = ρt−/t+ = 0.176. This proves Lemma 2.

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