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REFINED WEYL LAW FOR HOMOGENEOUS PERTURBATIONS
OF THE HARMONIC OSCILLATOR
MORITZ DOLL, ORAN GANNOT, AND JARED WUNSCH
Abstract. Let H denote the harmonic oscillator Hamiltonian on Rd, perturbed
by an isotropic pseudodifferential operator of order 1. We consider the Schrödinger
propagator U(t) = e−itH , and find that while sing-suppTrU(t) ⊂ 2piZ as in the
unperturbed case, there exists a large class of perturbations in dimension d ≥ 2
for which the singularities of TrU(t) at nonzero multiples of 2pi are weaker than
the singularity at t = 0. The remainder term in the Weyl law is of order o(λd−1),
improving in these cases the O(λd−1) remainder previously established by Helffer–
Robert.
1. Introduction
1.1. Main results. Let H0 =
1
2
(∆ + |x|2) denote the isotropic harmonic oscillator
on Rd, where ∆ is the non-negative Laplacian. Thus H0 is the Weyl quantization
H0 = OpW (p2), where p2 = (1/2)(|x|2 + |ξ|2). Consider a perturbation
H = OpW (p),
where p differs from p2 by a classical isotropic 1-symbol. In other words, p admits an
asymptotic expansion
(1) p ∼ p2 + p1 + p0 + . . . ,
where each pj is homogeneous of degree j jointly in (x, ξ). Furthermore, assume that
p is real valued, hence H∗ = H by properties of the Weyl calculus.
Since p2(x, ξ) > 0 for (x, ξ) 6= 0, the resolvent of H is compact and H has discrete
spectrum
λ1 ≤ λ2 ≤ · · · → +∞,
where each eigenvalue is listed with multiplicity. Let Eλ denote the corresponding
spectral projector onto (−∞, λ], so if N(λ) = ∑λj≤λ 1 is the counting function, then
N(λ) = TrEλ. Moreover, the Fourier transform of the spectral measure satisfies
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U(t) = Fλ→t dEλ, where U(t) is the propagator for the time-dependent Schrödinger
equation  (i∂t −H)U(t) = 0U(0) = I .
This implies that
(2) Fλ→tN ′(λ) = TrU(t),
where the trace of U(t) is defined as a tempered distribution (cf. [3] and §4.6). It is
clear from (2) that there is a relationship between the singularities of TrU(t) and the
growth of N(λ) as λ→ ∞. A proof of the following Poisson relation can be found in
[7], but we will give a short and simple proof in the special case of interest here:
Proposition 1.1. Singularities of the Schrödinger trace TrU(t) satisfy
sing-suppTrU(t) ⊂ 2πZ.
Let H0 denote the Hamilton vector field of p2 = (1/2)(|x|2 + |ξ|2), whose flow
(x(t), ξ(t)) = exp(tH0)(x0, ξ0) satisfies
x(t) = cos(t)x0 + sin(t)ξ0,
ξ(t) = cos(t)ξ0 − sin(t)x0.
Given a function f ∈ C∞(R2d−1), let Xf denote1 the average of f over one period of
the flow,
(3) Xf(x, ξ) =
∫ 2π
0
f(exp(tH0)(x, ξ)) dt.
When restricted to the sphere, Xf can also be viewed as the average of f over the
fibers of the complex Hopf fibration S2d−1 → CPd−1. Indeed, consider the map
(x, ξ) 7→ x+ iξ,
which identifies R2d with Cd. This map intertwines the action of exp(tH0) with complex
rotations z 7→ e−itz, and by restriction to S2d−1 the latter action induces the complex
Hopf fibration S2d−1 → CPd−1 with fiber S1.
The following theorem, which constitutes the main result of this paper, shows that
the singularities of TrU(t) at nonzero times, and hence also the remainder term in
the Weyl law, depend on properties of Xp1 (recall from (1) that p1 is the subprincipal
symbol of H).
Theorem 1.2. Assume that, when restricted to S2d−1, the set where ∇Xp1 vanishes to
infinite order has measure zero. If χ ∈ C∞c ((−2π, 2π)), then for all n ∈ Z\{0},
(4) F−1t→λ χ(t− 2πn) TrU(t) = o(λd−1).
1This is a kind of X-ray transform, hence the notation.
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If Xp1 is Morse–Bott on S
2d−1 with k > 0 nondegenerate directions, then
(5) F−1t→λ χ(t− 2πn) TrU(t) = O(λd−1−k/4).
In either of the cases considered above, there holds the Weyl formula
(6) N(λ) = (2π)−d
∫
{p2+p1≤λ}
dxdη − (2π)−d
∫
{p2=λ}
p0(x, η)
dS
|∇p2| + o(λ
d−1).
Observe that Xp1 is never Morse since it is constant along the integral curves of
H0. On the other hand, the pullback of a Morse function on CP
d−1 by the complex
Hopf fibration yields a function p1 on S
2d−1 such that Xp1 admits 2d−2 nondegenerate
directions. Thus in any dimension d ≥ 2 there are always examples of p1 satisfying the
Morse–Bott hypothesis of Theorem 1.2.
The two-term Weyl asymptotic (6) in Theorem 1.2 should be viewed as a refinement
of the asymptotic formula
(7) N(λ) = (2π)−dλd
∫
{p2≤1}
dxdη − (2π)−dλd−1/2
∫
{p2=1}
p1
dS
|∇p2| +O(λ
d−1)
established earlier by Helffer–Robert [6]. Indeed, (7) is recovered from the leading
order term in (6) by writing the volume of {p2 + p1 ≤ λ} as λd times the volume of
{p2 + λ−1/2p1 ≤ 1} and expanding the latter volume in powers of λ−1/2.
The necessity of a nondegeneracy hypothesis on p1 in Theorem 1.2 is apparent
already from the unperturbed harmonic oscillator H0. Its eigenfunctions are given by
products of Hermite functions, defined for a multiindex α = (α1, . . . , αd) by
ψα(x) = π
−d/4(2|α|α!)−1/2Hα(x)e
−|x|2/2,
with Hj the j’th Hermite polynomial and Hα =
∏d
j=1Hαj (xj); the corresponding
eigenvalues are
|α|+ d
2
.
Thus the eigenvalues are λ = j + d/2 for j ∈ N, arising with multiplicity
p(λ− d/2, d),
where p(j, d) denotes the the number of ways of writing j as a sum of d nonnegative
integers. Since in fact
p(j, d) =
(
d+ j − 1
j
)
,
and this quantity is bounded below for j ∈ N by a multiple of jd−1, the remainder
term in the Weyl law for H0 certainly cannot be o(λ
d−1).
The improvement in the Weyl law is not directly related to the propagation of
singularities: If u ∈ S ′, we show that
WF(U(2πk)u) = {(x+ k∂ξ(Xp1)(0, ξ), ξ) : (x, ξ) ∈WF(u)}.
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If we consider the operator H = H0+
√
H0, for which the symbol of the perturbation is
p1(x, ξ) =
√
p2(x, ξ), we see that singularities at time t = 2πk are shifted by 2πk∂ξ|ξ|.
On the other hand there is no improvement in the Weyl law, because the eigenvalues
of H are j + d/2 +
√
j + d/2 and the multiplicity remains p(j, d).
1.2. Strategy of proof. As in §1.1, denote the free Hamiltonian (namely the ex-
act harmonic oscillator) by H0 = OpW (p2) and the perturbed one by H = OpW (p).
Further, let
U(t) = e−itH , U0(t) = e
−itH0 , F (t) = U0(−t)U(t)
be the perturbed, free, and “reduced” propagator, respectively. Then, F (t) satisfies
the evolution equation
(8)
 (i∂t − P (t))F (t) = 0F (0) = I,
where P (t) = U0(−t)(H−H0)U0(t). The main strategy is to show, following the meth-
ods of Helffer–Robert in [6], that F (t) has an oscillatory integral parametrix with an
explicit phase function. It is then possible to construct a parametrix for U(t) by com-
posing the parametrix for F (t) with the free propagator U0(t), whose Schwartz kernel
is given explicitly by Mehler’s formula. Finally, via another more delicate stationary
phase computation, we arrive at estimates on the singularities of TrU(t). The results
on spectral asymptotics then follow via a known Tauberian theorem.
1.3. Prior results. It has been known since the work of Zelditch [21] (see also [19])
that singularities of the propagator for perturbations of the harmonic oscillator by a
symbolic potential V (x) ∈ S0(Rd) reconstruct at times t ∈ πZ. Moreover, if the poten-
tial is merely bounded with all its derivatives, Zelditch showed that sing-suppTrU(t) ⊂
2πZ. It was later shown by Kapitanski–Rodnianski–Yajima [13] that the singular
support of TrU(t) is contained in 2πZ supposing only that the perturbation is sub-
quadratic.
More general propagation of singularities for geometric generalizations of the har-
monic oscillator to manifolds with large conic ends (“scattering manifolds”) was also
studied by the third author in [20] and refined by Mao–Nakamura [15], which allows
for perturbations in the symbol class S1−ǫ(Rd) for any ǫ > 0.
That something dramatic happens for potential perturbations in S1(Rd), by contrast,
is clear from the results of Doi [2], where the author shows that the location in space
of the singularities of the Schrödinger propagator at times t ∈ πZ is indeed subject to
an interesting geometric shift from this type of perturbation.
Helffer–Robert [6] studied the singularity at t = 0 of the Schrödinger trace (and,
consequently, the Weyl law) for the class of perturbations under consideration here,
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viz., those that are isotropic operators of order 1. While this class does not include
potential perturbations of order 1, hence is perhaps less natural on physical grounds,
it is more natural from the point of view of symplectic geometry. The analysis in
[6] was limited to the study of the main singularity at t = 0, hence did not include
the considerations of the global flow studied here. The parametrix construction of
[6] is essential in our work, however, as we extend (a version of) it to long times via
composition with the free propagator.
The novelty of our result lies in the delicate perturbation resulting from a one-
symbol. This is unlike the case famously considered by Duistermaat–Guillemin in [3]
under which a genericity hypothesis on the geodesic flow yields an improvement to
the Weyl law remainder for the Laplacian on a compact manifold. Here, the most
naive version of propagation of singularities, as described by isotropic wavefront set,
is unaffected by the perturbation. The perturbative effect can be seen heuristically as
a higher-order correction to the motion of Lagrangian subspaces of T ∗Rn : at times
t ∈ 2πZ, the Lagrangian N∗{0}, for instance, has evolved under the bicharacteristic
flow to another Lagrangian that is asymptotic to N∗{0} as |ξ| → ∞, but it is the
next-order term in the asymptotics of this Lagrangian that governs the contribution
to the Schrödinger trace, and hence to the Weyl law remainder term.
2. The isotropic calculus
We now discuss the calculus of isotropic pseudodifferential operators on Rd, some-
times referred to as the Shubin calculus and employed by many authors [5,9,17]. The
notation used here follows that of [17, Chapter IV]. Throughout, S = S(Rd) will denote
the space of Schwartz functions on Euclidean space.
Define the isotropic symbol class of order k by
Γk =
{
a(x, ξ) ∈ C∞(Rd ×Rd) : |∂αx∂βξ a| ≤ Cαβ〈(x, ξ)〉k−(|α|+|β|)
}
.
The best constants in each of these bounds define a family of seminorms for which Γk
is a Frechét space. Within this class are distinguished the classical symbols Γkcl, namely
those enjoying asymptotic expansions
a ∼ ak + ak−1 + . . . ,
where aj homogeneous in (x, ξ) of degree j. This of course differs from the usual Kohn–
Nirenberg symbol class
(9) Sk(Rm;Rn) =
{
a(y, η) ∈ C∞(Rm ×Rn) : |∂αy ∂βη a| ≤ Cαβ〈η〉k−|β|
}
,
which will make a brief appearance in §6.1.
The class of isotropic pseudodifferential operators of order k will be denoted
Gk = {Op•(a) : a ∈ Γk},
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and Gkcl the quantizations of Γ
k
cl. Here, • = L,R or W are the left, right, or Weyl
quantization. The Frechét topology on Gk is inherited from that of Γk. Finally, set
G =
⋃
k G
k and Gcl =
⋃
kG
k
cl, as well as G
−∞ =
⋂
kG
k.
The calculus enjoys the following properties, for the proofs of which the reader is
referred to [5]. The main novel feature to bear in mind here is that error terms in
the symbol calculus are consistently two orders lower (see in particular property (V)
below), reflecting the improvement in decay of symbols under differentiation in both
space and momentum variables.2
(I) G is a filtered ∗-algebra, with Gcl as a sub-algebra.
(II) Differential operators of the form∑
|α|+|β|≤k
aα,βx
αDβ
lie in Gk.
(III) There is a principal symbol map3
σk : G
k → Γk/Γk−1
such that the following principal symbol sequence is exact:
0→ Gk−1 → Gk σk→ Γk/Γk−1 → 0.
(IV) The left, right, and Weyl quantization maps Op• all map Γ
m → Gm, and each
satisfies
σm ◦Op• : a→ [a] ∈ Γm/Γm−1.4
The Weyl quantization map further enjoys the exact Egorov property5 for the
harmonic oscillator propagator:
U0(−t)OpW (a)U0(t) = OpW (a ◦ exp(tH0)).
(V) If A ∈ Gm, B ∈ Gm′ , then
[A,B] ∈ Gm+m′−2
and satisfies
σm+m′−2([A,B]) =
1
i
{σm(A), σm′(B)},
2An alternative notational convention would indeed to take the order of an operator to be half the
order used here, so that, e.g., the harmonic oscillator would have order 1; this would fit better with
the spectral asymptotics results, but with a cost in confusion about orders of growth of symbols.
3We could also define the principal symbol as an element in Γk/Γk−2, but this has the downside
that it is no longer homogeneous for classical symbols.
4This map is independent of the specific quantization.
5For more general results on metaplectic invariance, cf. [11, Theorem 18.5.9].
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with the Poisson bracket indicating the (well-defined) equivalence class of the
Poisson bracket of representatives of the equivalence classes of each of the prin-
cipal symbols.
(VI) Every A ∈ G0 defines a continuous linear map on L2(Rd).
(VII) The isotropic Sobolev spaces, Hsiso are defined for s ≥ 0 by
f ∈ Hsiso ⇐⇒ Af ∈ L2(Rd) for all A ∈ Gs
Equivalently, it is enough to require that Af ∈ L2 for a single elliptic A ∈ Gs.
As usual, ellipticity means that the principal symbol of A in Γs/Γs−1 has an
inverse in Γ−s/Γ−s−1. This then fixes the norm (up to equivalence),
‖u‖Hs
iso
= ‖u‖L2 + ‖Au‖L2,
on Hsiso. For s < 0 the spaces are defined by duality. For all m, s ∈ R and all
A ∈ Gm
A : Hsiso → Hs−miso
is continuous, and moreover the operator norm of A is bounded by seminorm of
its total (left, right, or Weyl) symbol.
(VIII) The scale of isotropic Sobolev spaces satisfies⋂
m
Hmiso = S(Rd),
⋃
m
Hmiso = S ′(Rd).
(IX) An operator in A ∈ Gm is said to be elliptic at q ∈ S2d−1 if there is an open
cone U containing q on which |(x, ξ)|−m|σm(A)| ≥ c > 0 for |(x, ξ)| sufficiently
large; otherwise, it is said to be characteristic at q. Let Σm(A) denote the set of
characteristic points.
(X) There is an operator wave front set WF′ such that for A ∈ G, WF′(A) is a closed
conic (in all variables) subset of R2d, or equivalently a closed subset of S2d−1; it
can be defined as the essential support of the total symbol, and satisfies:
(A) WF′A∗ = WF′A,
(B) WF′(AB) ⊂WF′(A) ∩WF′(B),
(C) WF′(A+B) ⊂WF′(A) ∪WF′(B),
(D) for any K ⊂ S2d−1 closed and U ⊂ S2d−1 open with K ⊂ U , there exists
A ∈ G0 such that WF′(A) ⊂ U and σ0(A) = 1 on K.
(E) if A ∈ Gm is elliptic at q ∈ S2d−1, then there exists a microlocal parametrix
G ∈ G−m such that
q /∈WF′(GA− I) ∪WF′(AG− I).
(F) For each A ∈ Gk the following are equivalent:
• WF′(A) = ∅,
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• A ∈ G−∞,
• A : S ′ → S.
(XI) The isotropic wavefront set of u ∈ S ′ is defined by
WFiso u =
⋂
A∈G0
Au∈S
Σ0(A),
and there is also a scale of wavefront sets relative to the isotropic Sobolev spaces
defined by
WFiso u =
⋂
A∈Gm
Au∈L2
Σm(A).
These sets satisfy the following:
(A) WFiso u = ∅ if and only if u ∈ S.
(B) WFmiso u = ∅ if and only if u ∈ Hmiso.
(C) WFisoAu ⊂WF′A ∩WFiso u.
(D) WFiso u =
⋃
m∈R
WFmiso u.
Since it is somewhat external to the basic features of the calculus, we also record
separately the following result on the relationship of isotropic and ordinary wavefront
set (cf. Proposition 2.7 of [9]):
Proposition 2.1. Let u ∈ S ′. If {(0, ξ) : ξ ∈ Rd} ∩WFiso u = ∅ then u ∈ C∞.
Proof. Choose a0 ∈ Γ0 such that a0 = 1 in a conic neighborhood of {(0, ξ) : ξ ∈ Rd}
and supp a0 ∩WFiso(u) = ∅ and set A0 = OpL(a0). By the properties of the calculus
A0u ∈ S. and the operator A1 = (1− A0) is given by
(A1u)(x) = (2π)
−d
∫
ei〈x,ξ〉(1− a0(x, ξ))uˆ(ξ)dξ.
Because 1 − a0 is supported away from the vertical space {(0, ξ) : ξ ∈ Rd}, we obtain
|ξ| ≤ C(1+ |x|) there. This implies that χ(x)A1u(x) is smooth for any cut-off function
χ ∈ C∞c , because χ(x)(1− a0(x, ξ)) ∈ C∞c . 
3. Singularities of the trace
3.1. Propagation of isotropic wavefront set. Since P (t) = U0(−t)(H −H0)U0(t)
and H −H0 ∈ G1, it follows from the exact Egorov theorem that
(10) P (t) ∈ G1, P (t)∗ = P (t),
and P (t) is in fact a smooth family of such operators. Somewhat surprisingly, the
evolution generated by P (t) does not move around isotropic wavefront set; this uses
essentially the property of the isotropic calculus that errors are two orders lower. The
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analogous result of course fails for usual wavefront set if P (t) is replaced with an
ordinary first order, self-adjoint pseudodifferential operator such as
√
∆.
Lemma 3.1. Let P (t) ∈ G1 be a smooth family of self-adjoint operators, and assume
there is a solution F (t) of the equation (i∂t − P (t))F (t) = 0F (0) = I
such that F ∈ C0(Rt;L(Hsiso, Hsiso)) ∩ C1(Rt;L(Hsiso, Hs−1iso )) for each s ∈ R. Then,
WFiso F (t)u = WFiso u for each u ∈ S ′ and t ∈ R.
Proof. Suppose that u ∈ S ′, hence there exists s0 such that u ∈ Hs0iso, and by hypothesis
F (t)u ∈ Hs0iso for all t ∈ R. The goal is to show by induction that for every k, the set
WFkiso F (t)u is invariant; this is trivially true for k = s0, as the wavefront set remains
empty.
Suppose that U ⊂ S2d−1 is open, and WFkiso u ∩ U = ∅. The inductive step is
completed by showing that
WFk−1iso F (t)u ∩ U = ∅ =⇒WFkiso F (t)u ∩ U = ∅.
Let A ∈ Gk be fixed independently of t such that WF′A ⊂ U . Choose a bounded
family
{Aε : ε ∈ [0, 1)} ⊂ Gk
such that A0 = A and Aε ∈ Gk−1 for each ε ∈ (0, 1). Furthermore, assume that
WF′Aε ⊂ U for ε ∈ [0, 1). For instance, let Aε = SεA, where
Sε = OpW ((1 + ε(|x|2 + |ξ|2))−1/2).
Observe in this case that Aε → A in the topology of Gk+1. Using (8), compute
d
dt
AεF (t) = −iP (t)(AεF (t))− i[Aε, P (t)]F (t).
Since P (t) is self-adjoint and AεF (t)u ∈ L2(Rd) by the inductive hypothesis,
(11)
d
dt
‖AεF (t)u‖2 = 2Re 〈(d/dt)AεF (t)u,AεF (t)u〉
= −2Re 〈i[Aε, P (t)]F (t)u,AεF (t)u〉
≤ 2‖AεF (t)u‖ ‖[Aε, P (t)]F (t)u‖.
On the other hand, since Aε is bounded in G
k, it (crucially) follows that [Aε, P (t)] is
bounded in Gk−1 for ε ∈ [0, 1). Furthermore, the operator wavefront set of [Aε, P (t)]
is contained in U . Now integrate to find that
‖AεF (t)u‖2 ≤ et‖Aεu‖2 + et
∫ t
0
e−s‖[Aε, P (s)]F (s)u‖2 ds
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for each fixed t, where the right hand side is uniformly bounded as ε → 0. From the
weak compactness of the unit ball in L2(Rd), conclude that AεkF (t)u has a weak limit
in L2(Rd) along a sequence of εk → 0, hence in S ′(Rd) as well. On the other hand,
AεF (t)u→ AF (t)u in S ′(Rd), since Aε → A in Gk+1. It follows that AF (t)u ∈ L2(Rd),
and we have shown that for t > 0,
WFiso F (t)u ⊂WFiso u.
To obtain the reverse inclusion, we repeat the argument above, integrating a time-
reversed version of (11) from t to 0 instead of 0 to t. 
Lemma 3.1 can be applied directly to the evolution equation (8): in that case F (t) =
U0(−t)U(t) and both operators in this composition preserve Hsiso for each s; thus F (t)
has the requisite mapping properties. The invariance of isotropic wavefront set under
U(t) follows directly from this lemma:
Proposition 3.2. For all u ∈ S ′ and t ∈ R,
WFiso U(t)u = WFiso U0(t)u = exp(tH0)WFiso u.
Proof. Since U0(t)u = F (−t)U(t)u, the first equality follows from Lemma 3.1, while
the second follows from the exact Egorov theorem for U0(t). 
Equipped with Proposition 3.2, there is a simple proof of Proposition 1.1 following
the strategy of [20].
Proof of Proposition 1.1. Pick any small interval I not containing a multiple of 2π. By
compactness of the sphere, there exists a partition of unity {a2j : j ∈ J} of S2d−1 such
that aj ·(aj◦exp(tH0)) = 0 for all j ∈ J and t ∈ I. Using an iterative construction in the
calculus, it is possible to find Aj ∈ G0 satisfying σ0(Aj) = aj and WF′(A) ⊂ supp aj ,
such that ∑
A2j = I+R,
where R ∈ G−∞ (cf. [20, Corollary 4.7]). Then, computing in the sense of tempered
distributions,
(12)
TrU(t) = Tr
∑
A2jU(t)− RU(t)
= Tr
∑
AjU(t)Aj −RU(t).
The term AjU(t)Aj maps S ′ → S by propagation of singularities (Proposition 3.2), as
do all its derivatives, and RU(t) also has this property. Hence the right hand side of
(12) and all its derivatives are bounded for t ∈ I, so TrU(t) ∈ C∞(I). This completes
the proof of Proposition 1.1. 
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4. Parametrix
4.1. Oscillatory integrals. Throughout the rest of the paper it will be important to
consider oscillatory integrals of the form
(13) I(a, ψ)(z) =
∫
eiψ(z,η)a(z, η) dη, (z, η) ∈ Rk ×Rm,
where ψ is a real-valued quadratic form in (z, η). References for this material are
[5, Chapter III] and [1]. If ψ satisfies the nondegeneracy hypothesis
(14) rank
(
∂2ηzψ ∂
2
ηηψ
)
= k +m,
then (13) defines a distribution I(a, ψ) ∈ S ′(Rk) provided the amplitude a(z, η) ∈
C∞(Rk+m) satisfies
(15) |∂αz,ηa(z, η)| ≤ Cα 〈z〉M 〈η〉M
for some fixed M ∈ R and every α. This also means it is possible to consider phases
of the form
ψ = ψ2 + ψ1,
where ψ2 is a quadratic form satisfying (14), and ψ1 is real-valued satisfying the bounds
|∂αz,ηψ1(z, η)| ≤ Cα
for each |α| ≥ 1. Indeed, for the purposes of regularization, it suffices to absorb eiψ1
into the amplitude, since eiψ1a satisfies (15).
Now suppose that ψ is a real-valued quadratic form in (x, y, η) ∈ Rd × Rd × Rm. If
ψ satisfies
(16) det
(
∂2xyψ ∂
2
xηψ
∂2ηyψ ∂
2
ηηψ
)
6= 0
and a(x, y, η) satisfies (15) with z = (x, y), then I(a, ψ)(x, y) is the Schwartz ker-
nel of an operator mapping S(Rd) → S(Rd) and S ′(Rd) → S ′(Rd). Furthermore, if
a(x, y, η) ∈ S(R2d ×Rm), then the corresponding operator is residual, namely it maps
S ′(Rd)→ S(Rd).
4.2. Mehler’s formula. As discussed in §1.2, the goal is to approximate U(t) by first
approximating F (t) by an operator with oscillatory integral kernel of the form
F˜ (t)(x, y) =
∫
ei〈x−y,η〉+iφ1(t,x,η)a(t, x, η) dη,
where F˜ (t)−F (t) is regularizing in suitable sense, and φ1 is an explicit phase function
which is homogeneous of degree 1 in (x, η). This is useful since U(t) = U0(t)F (t),
and the Schwartz kernel of U0(t) is explicitly given by Mehler’s formula, which is now
recalled.
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Begin by defining the phase function
(17) φ2(t, x, η) = sec(t)(〈x, η〉 − sin(t)(|x|2 + |η|2)/2),
where (x, η) ∈ R2d. This is well defined for any t /∈ 2πZ± π/2, and for any such t, the
quadratic form φ2(t, x, η)−〈y, η〉 satisfies (16). It is well known then that the Schwartz
kernel of U0(t) satisfies
U0(t)(x, y) = (2π)
−d (−1)n
cos(t)1/2
∫
eiφ2(t,x,η)−i〈y,η〉dη,
where n is such that t−2πn ∈ (−π/2, π/2). Thus U0(t)(x, y) is of the form (13), where
for each fixed t the amplitude is constant.
4.3. Parametrix for the reduced propagator. Recall that the reduced propagator
F (t) = U0(−t)U(t) solves the evolution equation
(18)
 (i∂t − P (t))F (t) = 0,F (0) = I .
Here P (t) ∈ G1cl is a smooth family of classical isotropic operators, and in the notation
of (1) its total Weyl symbol p(t) satisfies
p(t) = (p− p2) ◦ exp(tH0)
by the exact Egorov theorem. In particular, its homogeneous of degree 1 principal
symbol p1(t) = σ1(p(t)) is simply p1(t) = p1 ◦ exp(tH0). Define
(19) φ1(t, x, ξ) = −
∫ t
0
p1 ◦ exp(sH0)(x, ξ) ds,
noting for future reference that φ1(2πn, •) = −Xnp1 = −nXp1 for each n ∈ Z, where
Xp1 is given by (3).
In the following lemma we construct an oscillatory integral parametrix for F (t).
Lemma 4.1. There exists a ∈ C∞(Rt; Γ0cl) and an operator F˜ (t) with Schwartz kernel
(20) F˜ (t)(x, y) =
∫
ei〈x−y,ξ〉+iφ1(t,x,ξ)a(t, x, ξ) dξ
approximately solving (18) in the sense that
(i∂t − P (t))F˜ (t) ∈ C∞(Rt;L(S ′,S)), F˜ (0) = I+K,
where K : S ′ → S. Here, the function φ1 is given by (19).
Note that unlike the construction of [6] (which we are adapting to our purposes),
this holds for arbitrarily long time.
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Proof. We seek an approximate solution to (18) of the form (20). The starting point
is the action of an isotropic pseudodifferential operator on oscillatory integral of the
form (20), as in [6, Section III] or [5, Theorem 2.5.1]. In order to apply these results
directly, first write P (t) as a left quantization,
P (t) = OpL(p˜(t)),
where the homogeneous degree 1 part of p˜(t) is still p1(t).
Suppose that a ∈ C∞(Rt; Γ0cl) and φ1 ∈ C∞(Rt×R2d). Let b(t, x, ξ) = eiφ1(t,x,ξ)a(t, x, ξ),
and then define
c(t, x, ξ) = e−i〈x,ξ〉P (t)(ei〈•,ξ〉b(t, •, ξ)).
Referring to [6, Section III], it follows that c has an asymptotic expansion
c(t, x, ξ) =
∑
|α|<N
cα(t, x, y, ξ) + c
(N)(t, x, y, ξ),
where cα is given by the formula
cα(t, x, ξ) = (α!)
−1∂αξ p˜(t, x, ξ)D
α
xb(t, z, ξ).
Furthermore, given T > 0 and t ∈ [−T, T ], the remainder c(N) satisfies the uniform
bound
(21) |∂kt ∂βx∂γξ c(N)(t, x, ξ)| ≤ Ckβγ 〈(x, ξ)〉k+1−N .
Disregarding smoothness at (x, ξ) = 0 at first, formally apply this result with a symbol
having an asymptotic expansion
∞∑
k=0
a(k)(t, x, ξ),
where each a(k)(t, •) is homogeneous of degree −k outside a compact set, and φ(t, •)
which is homogeneous of degree 1. Recalling that b = eiφ1a and separating terms by
homogeneity, first obtain from (18) the eikonal equation∂tφ1 + p1(t, x, ξ) = 0,φ1(0, x, ξ) = 0.
This equation is solved by (19), recalling that p1(t) = p1 ◦ exp(tH0). Next, obtain a
sequence of transport equations, the first of which has the form∂ta
(0) + 〈ξ,∇xa0〉 = f(t, x, ξ)a(0)
a(0)(0, x, η) = 1,
where f(t, x, ξ) is homogeneous of degree 0. Observe that this equation can be solved
for all time since the characteristics are straight lines. There are similar expressions for
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a(k) (with inhomogeneous term depending on a(0), . . . , a(k−1) and with vanishing initial
value). Let a˜ ∈ C∞(Rt;R2d \ {0}) be such that
(22) a˜(t, x, ξ) ∼
∞∑
k=0
a(k)(t, x, ξ),
and then set a(t, x, ξ) = ζ(x, ξ)a˜(t, x, ξ), where ζ ∈ C∞(R2d) is such that ζ(x, ξ) = 0
for |(x, ξ)| ≤ 1 and ζ(x, ξ) = 1 for |(x, ξ)| ≥ 2. Thus a is everywhere smooth, and φ1
is also smooth on the support of a.
Let F˜ (t) be given by (20), and FN (t) be the corresponding integral when (22) is
summed from 0 to N . There are two errors when applying (i∂t − H) to FN(t): the
first arises since the eikonal and transport equations are only satisfied outside a com-
pact set, hence the corresponding error is residual. The second error arises since the
corresponding amplitude aN is only a finite sum of terms. For this we simply cite
[6, Lemma III.6] for mapping properties of the corresponding oscillatory integral with
amplitude c(N+1)(t, x, ξ). Since N is arbitrary, the proof is complete. 
Observe that F˜ (t)(x, y) is indeed the distributional kernel of an operator S ′ → S ′ as
described in §4.1: clearly the quadratic form 〈x− y, ξ〉 satisfies the hypotheses (14),
and as in the proof of Lemma 4.1 is may be assumed that φ1 is smooth on the support
of a.
4.4. Composition. In this section we analyze the composition U˜(t) = U0(t)F˜ (t),
which will give a parametrix for U(t). Observe that U˜(t) is well defined as an operator
between tempered distributions, for example.
Although some information about the composition can be gleaned from the general
theory in [5, Chapter 2], a more precise description of the resulting phase is needed
here; for this reason the calculations that follow will be explicit. Write
F˜ (t) =
∫
e〈(x−y,η〉+iφ1(t,x,η)b1(t, x, η) dη,
U0(t) =
∫
eiφ2(t,x,η)−i〈y,η〉b2(t, x, η) dη,
for appropriate amplitudes bj ∈ C∞(Rt; Γ0), where φ2 is given by (17), and φ1 is given
by (19). Of course the formula for U0(t) only makes sense if t− 2πn ∈ (−π/2, π/2) for
some n ∈ Z. As remarked at the end of the previous section, it may be assumed that
φ1 is smooth on the support of b1.
Formally then, the composition has Schwartz kernel
U˜(t)(x, y) =
∫
eiφ2(t,x,η)−i〈y,η〉+iφ1(t,y,η)b(t, x, y, η) dη,
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where the amplitude b = b(t, x, y, η) is given by
b(t, x, y, η) =
∫
ei〈z−y,ξ−η〉+i(φ1(t,z,ξ)−φ1(t,y,η))b2(t, x, η)b1(t, z, ξ) dzdξ
=
∫
ei〈z,ξ〉eiφ1(t,y+z,η+ξ)−iφ1(t,y,η)b2(t, x, η)b1(t, y + z, η + ξ) dzdξ.(23)
In analyzing the latter integral, there is no difficulty in supposing more generally
that bj ∈ C∞(Rt; Γmj ) for some mj ∈ R. Since all the dependence on t henceforth
will be smooth and parametric, for notational simplicity the dependence on t will be
suppressed. Define
a0(x, y, z, η, ξ) = e
iφ1(y+z,η+ξ)−φ1(y,η)b2(x, η)b1(y + z, η + ξ).
While bj have improved decay under differentiation for j = 1, 2, this is not the case for
a0 due to the homogeneous of degree 1 phase factor. Thus
|∂αa0| ≤ Cα 〈(x, η)〉m2 〈(y + z, η + ξ)〉m1
for each α. Now integrate by parts using the operator L = (1+|z|2+|ξ|2)−1(1+∆z+∆ξ)
to see that
(24) |(Lt)k ∂αx,y,ηa0| ≤ Cαk 〈(x, η)〉m2 〈(y, η)〉m1 〈(z, ξ)〉|m1|−2k .
Choosing k > d+ |m1|/2 shows that b given by (23) is smooth and satisfies
|∂αb| ≤ Cα 〈(x, η)〉m2 〈(y, η)〉m1
for each α.
This result must be improved to include symbol bounds when x = y; this is impor-
tant when taking the distributional trace of U˜(t).
Lemma 4.2. The pullback of the amplitude b by the map (t, x, η) 7→ (t, x, x, η) lies in
C∞(Rt; Γm1+m2).
Proof. As in the previous paragraph the smooth dependence on t will follow immedi-
ately by differentiating under the integral sign, and so to simplify notation the depen-
dence on t will be again be dropped.
First, observe that it suffices to consider the integral (23) over |(z, ξ)| ≤ (1/2)|(x, η)|,
since on the complement b(x, x, η) is rapidly decaying in (x, η) by (24). So now define
bλ(x, η) = b(λ
1/2x, λ1/2x, λ1/2η),
where 1 ≤ |(x, η)| ≤ 2. In order to prove the lemma it suffices to show the uniform
bounds
(25)
∣∣∣∂αx,ηbλ(x, η)∣∣∣ ≤ Cαλ(m1+m2)/2
as λ→∞. For this, define
gλ(z, ξ, x, η) = a(λ
1/2x, λ1/2η)b(λ1/2(x+ z), λ1/2(η + ξ)),
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noting that
(26) |∂αgλ(z, ξ, x, η)| ≤ Cαλ(m1+m2)/2
uniformly in 1 ≤ |(x, η)| ≤ 2 and |(z, ξ)| ≤ 1/2. A Taylor expansion of φ1(z+ x, ξ+ η)
at (x, η) yields
φ1(z + x, ξ + η) = φ1(x, η) + 〈z, ∂xφ1(x, η)〉+ 〈ξ, ∂ηφ1(x, η)〉
+
∑
|α|=2
(z, ξ)αfα(x, z, η, ξ)
for some smooth functions fα, so if we define
Φµ(x, z, η, ξ) = zξ + µφ1(z + x, ξ + η)− µφ1(x, η)
for a parameter µ ∈ R, then
Φµ = zξ + µ
(
z∂yφ1(y, η) + ξ∂ηφ1(y, η) +
∑
|α|=2
(z, ξ)αfα(z, ξ, x, η)
)
.
Using homogeneity of the phase, the rescaled amplitude bλ(x, η) can be written via a
change of variables as
(27) bλ(x, η) = λ
d
∫
eiλΦµgλ(z, ξ, x, η) dzdξ
by setting µ = λ−1/2. Let Cµ = {dz,ξΦµ = 0} denote the set of stationary points; thus
(z, ξ) ∈ Cµ if and only if
ξ + µ∂zφ1(z + x, ξ + η) = 0,
z + µ∂ξφ1(z + x, ξ + η) = 0.
By the implicit function theorem, we can parametrize (z, ξ) by (µ, x, η) near any fixed
(x0, η0) for |µ| sufficiently small, and obtain
|z(µ, x, η)|+ |ξ(µ, x, η)| ≤ C|µ|.
In particular these points satisfy |(z, ξ)| ≤ 1/2 for |µ| sufficiently small and 1 ≤
|(x, η)| ≤ 2, hence the derivative bounds (26) for gλ will apply.
We can now estimate the integral (27) and its derivatives, initially treating µ as a
parameter; assume without loss that gλ(z, ξ, x, η) vanishes for |(z, ξ)| ≥ 1/3. Consider
a typical derivative ∂γx,ηgλ. This is a sum of terms, where those with ℓ ≤ |γ| derivatives
landing on the exponential factor can be written as
(28) λ
d(λµ)ℓ
∫
eiλΦµ
(
∂γ
′
x,ηgλ
) ∑
|β|=ℓ
(z, ξ)βhβ dzdξ
for some smooth functions hβ = hβ(z, ξ, y, η, µ) and |γ′| ≤ |γ|.
Now apply the method of stationary phase, recalling the bounds (26). At the critical
set Cµ, each term (z, ξ)
βhβ(z, ξ, y, η) in (28) gives an additional factor of orderO(|µ|ℓ/2),
since both critical points z(µ, y, η), ξ(µ, y, η) are of order O(|µ|). When µ = λ−1/2 this
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cancels with the factor of λℓ/2 in front of the integral in (28). The stationary phase
formula eliminates the prefactor of λd, showing that
|∂αbλ(x, η)| = O(λ(m1+m2)/2)
near (x0, η0). Since the set where 1 ≤ |(x, η)| ≤ 2 is compact, this implies the symbol
estimates (25) everywhere on the latter set. 
More generally, Lemma 4.2 is true whenever φ2 is a quadratic form satisfying (14)
and φ1 is homogeneous of degree 1.
Corollary 4.3. If t− 2πn ∈ (−π/2, π/2) for some n ∈ Z, then the Schwartz kernel of
U˜(t) is given by an oscillatory integral
U˜(t, x, y) =
∫
eiφ2(t,x,η)−i〈y,η〉+iφ1(t,x,η)b(t, x, y, η) dη,
where φ2 is given by (17), and φ1 is given by (19). The pullback of b ∈ C∞(Rt × R3d)
by the map (t, x, η) 7→ (t, x, x, η) lies in C∞(Rt; Γ0).
Proof. This follows directly from Lemma 4.2. 
Let R(t) = (i∂t−P (t))F˜ (t). A brief calculation shows that U˜(t) satisfies the equation
(29)
 (i∂t −H)U˜(t) = U0(t)R(t),U˜(0) = I+K.
It follows by Duhamel’s principle that
(30) U˜(t)− U(t) = U(t)K − i
∫ t
0
U(t− s)U0(t)R(t) ds.
Recall that U0(t) and U(t) both preserves the scale of isotropic Sobolev spaces. Since
R(t) is a smooth family of residual operators and K is residual, it follows immediately
from (30) that
(31) R˜(t) = U˜(t)− U(t) ∈ C∞(Rt;L(H−Niso , HNiso))
for each N .
As in Lemma 4.1, there is no loss in assuming that the amplitude b(t, x, y, η) in U˜(t)
is supported away from (x, y, η) = 0: inserting a cutoff modifies U˜(t) by a residual
operator which does not affect the error analysis above. In particular, it may be
assumed that φ1 is smooth on the support of b.
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4.5. Propagation of classical singularities. Let u ∈ E ′ + S. We want to calculate
the classical wavefront set WF(U(t)u) of u.
By Proposition 2.1, if {(0, ξ) : ξ ∈ Rd} ∩WFiso(u) = ∅ then u ∈ C∞. By Proposition
3.2, u(t, •) ∈ C∞ except at times t ∈ πZ, and at those times, we also know that
WF(U0(kπ)u) = {(−1)k(x, ξ) : (x, ξ) ∈WF(u)}.
It remains to calculate how singularities are moved by the reduced propagator F (t).
We now assume more generally that u ∈ S ′. Equation (31) (and preceding dis-
cussion) implies that the parametrix constructed in Lemma 4.1 satisfies F − F˜ ∈
C∞(Rt,L(S ′,S)). The classical wavefront set is thus completely determined by the
parametrix:
WF(F (t)u) = WF(F˜ (t)u+ (F (t)− F˜ (t))u) = WF(F˜ (t)u),
because (F (t)− F˜ (t))u ∈ S ⊂ C∞.
Recall that
F˜ (t) =
∫
ei(〈x−y,ξ〉+φ1(t,x,ξ))a(t, x, ξ)dξ
=
∫
eiφ(t,x,y,ξ)a˜(t, x, ξ)dξ,
with φ ≡ 〈x− y, ξ〉+ φ1(t, 0, ξ) and
a˜(t, x, ξ) ≡ ei(φ1(t,x,ξ)−φ1(t,0,ξ))a(t, x, ξ).
Note that φ is homogeneous of degree one in ξ and since, locally, φ1(t, x, ξ)−φ1(t, 0, ξ) ∈
S0 we see that the amplitude is (locally) a Kohn-Nirenberg 1-symbol, a˜ ∈ S0. Thus,
the oscillatory integral F˜ (t) satisfies the assumptions of Theorem 8.1.9 from [10], and
we obtain the following:
Proposition 4.4. The wavefront set of the integral kernel of F (t) is given by
WF(F (t)) ⊂
{
(x, x− ∂ξφ1(t, 0, ξ), ξ,−ξ) : x ∈ Rd, ξ ∈ Rd \ {0}
}
.
If we want to calculate the wavefront set of F (t)u for u ∈ S ′ we have to show that
there are no contributions to wavefront set coming from infinity. Fix t0 ∈ R and let
K ⊂ Rd compact with χ1 ∈ C∞c (K); set
r = max
(x,ξ)∈K×Rd
|x+ ∂ξφ1(t0, x, ξ)|.
Note that ∂ξφ1 is homogeneous of degree zero in (x, ξ) and therefore r < ∞. Let
χ2 ∈ C∞(Rd) with suppχ2 ∪ Br+1(0) = ∅ and homogeneous of degree zero outside of
Br+2(0).
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It suffices to show that χ1(x)χ2(y)F˜ (t0, x, y) ∈ S(R2d). Set Φ = 〈x− y, ξ〉 +
φ1(t0, x, ξ) and define the operator L by
Lu =
〈∂ξΦ, Dξu〉
|∂ξΦ|2
.
L is well-defined on suppχ1(x)χ2(y) and satisfies Le
iΦ = eiΦ and for all a ∈ Γm and
N ∈ N, ∣∣∣(Lt)Na(x, ξ)∣∣∣ ≤ C〈x− y + ∂ξφ1(t0)〉−N〈(x, ξ)〉m−N
≤ C〈y〉−N〈ξ〉m−N .
Integration by parts with this operator shows that χ1(x)χ2(y)F˜ (t0, x, y) and all its
derivatives are rapidly decaying, hence for any u ∈ S ′, we know that WFF (t)u∩π−1K
is determined by the restriction of u to Br+1(0), and is as follows:
Proposition 4.5. For u ∈ S ′,
WF(F (t)u) = {(x− ∂ξφ1(t, 0, ξ), ξ) : (x, ξ) ∈WF(u)} .
Proof. The usual calculus of wavefront sets, together with Proposition 4.4, shows that
(32) WF(F (t)u) ⊂ {(x− ∂ξφ1(t, 0, ξ), ξ) : (x, ξ) ∈WF(u)} .
It remains to upgrade this containment of sets to equality. To do this, we simply
observe that by the calculus of wavefront sets and a second use of Proposition 4.4,
WFF ∗(t)u ⊂ {(x, ξ) : (x− ∂ξφ1(t, 0, ξ), ξ) ∈WF(u)} .
On the other hand F (t)∗F (t) = I, hence the containment in (32) must have been
equality. 
Corollary 4.6. Let u ∈ S ′ and k ∈ Z. The wavefront set of the full propagator is
given by
WF(U(πk)u) =
{
(−1)k
(
x+
∫ πk
0
∂ξ(p1(t, 0, ξ))dt, ξ
)
: (x, ξ) ∈WF(u)
}
.
If t 6∈ πZ and u ∈ E ′ + S then WF(U(t)u) = ∅.
For t = 2πk this becomes
WF(U(2πk)u) = {(x+ k∂ξ(Xp1)(0, ξ), ξ) : (x, ξ) ∈WF(u)}.
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4.6. Traces. Recall that TrU(t) is well defined as a tempered distribution. More
precisely, if χ ∈ S(R), then the Schwartz kernel of
(33)
∫
χ(t)U(t) dt
lies in S(R2d), hence the operator is of trace-class. Indeed, if {ej} is an orthonormal
basis for L2(Rd) consisting of eigenvectors of H with corresponding eigenvalues λj ,
then (33) has Schwartz kernel
∞∑
j=0
χˆ(λj)ej(x)ej(y),
which converges in S(R2d) since χˆ is rapidly decreasing. In order to obtain results on
singularities of TrU(t), it suffices to study the trace of U˜(t) and its Fourier transform
(cf. Lemme (IV.1) of [6]):
Lemma 4.7. If χ ∈ C∞c (R), then R˜(t) = U˜(t)− U(t) is of trace class, and∣∣∣Tr ∫ eitλχ(t)R˜(t) dt ∣∣∣ ≤ Ck 〈λ〉−N
for each λ ∈ R and N > 0.
Proof. ForN ≫ 0 operators in L(H−Niso , HNiso) are of trace-class (see [11, Lemma 19.3.2]).
Using repeated integration by parts, the claim follows from (31). 
On the other hand, if χ ∈ C∞c ((−π/2, π/2)), then the operator∫
χ(t− 2πn)U˜(t) dt
also has its Schwartz kernel in S(R2d). Replacing χ with eitλχ, it follows that the trace
of F−1t→λ χ(t− 2πn)U˜(t) is
(2π)−1
∫
eitλ+iφ2(t,x,η)−i〈x,η〉+iφ1(t,x,η)χ(t− 2πn)b(t, x, x, η) dtdxdη.
In the next section we will evaluate this integral as λ→∞.
5. Stationary phase
In this section we apply the method of stationary phase to evaluate an integral of
the form
(34) I(λ) =
∫
ei(tλ+ψ2(t,x,η)+ψ1(t,x,η))χ(t)a(t, x, η) dtdxdη
as λ → ∞, where χ ∈ C∞c (R). Letting (r, θ) denote polar coordinates on R2d, we
will also express various functions of (x, η) in terms of (r, θ). The assumptions are as
follows:
(1) ψj(t, •) is homogeneous of degree j,
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(2) a ∈ C∞(Rt; Γ0(Rdx)), and ψj are smooth on the support of a,
(3) there exists a unique t0 ∈ suppχ such that ψ2(t0, •) = 0,
(4) there exists a unique r0 > 0 such that ∂tψ2(t0, r0, θ) = −1 for all θ ∈ S2d−1.
Define the set where the restriction of ∇ψ1(t0, •) to S2d−1 vanishes to infinite order,
Πt0 =
{
θ ∈ S2d−1 : ∂αθ (ψ1(t0, 1, θ)) = 0 for all α ∈ N2d−1 \ 0
}
.
We can now state our main result on the asymptotics of I(λ):
Proposition 5.1. If Πt0 has measure zero, then the integral (34) satisfies
I(λ) = o(λd−1).
If, instead, the restriction of ψ1(t0, •) to S2d−1 is Morse-Bott with k > 0 non-degenerate
directions, then
I(λ) = O(λd−1−k/4).
Proof. To begin, rewrite the integral (34) in polar coordinates, and then make the
change of variables r 7→ λ1/2r. By homogeneity of the phases,
(35) I(λ) = λd
∫
eiλ(ψ2(t,r,θ)+λ
−1/2ψ1(t,r,θ)+t)χ(t)a(t, λ1/2r, θ) dt r2d−1drdθ.
Observe that the exponential term in this integral can be written as exp(iλΨµ), where
Ψµ(t, r, θ) = ψ2(t, r, θ) + µψ1(t, r, θ) + t
and µ = λ−1/2. The proof proceeds in two steps.
Step 1: Stationary phase in (t, r): First we apply the method of stationary
phase to the variables (r, t) for |µ| small, treating µ and θ as parameters. Let
Cµ = {(t, r) : dr,tΨµ(t, r, θ) = 0}
denote the corresponding stationary set. Now (r∂r)ψj = jψj by homogeneity of the
phases, so the stationary points are where
(36)
2ψ2 + µψ1 = 0,∂tψ2 + µ∂tψ1 + 1 = 0.
By hypothesis, if θ0 ∈ S2d−1 is fixed and µ = 0, then these equations are satisfied on
the support of the function (t, r) 7→ χ(t)a(t, λ1/2r, θ0) precisely when t = t0, r = r0.
Using the implicit function theorem, parametrize Cµ ∩ supp(χ · a) near θ0 for small
|µ|. Indeed, differentiating the equations (36) in (t, r) at µ = 0, r = r0, t = t0 yields
the invertible Hessian matrix (
0 −2
−2 ∂2t ψ2
)
.
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Denote by t = t(µ, θ) and r = r(µ, θ) the corresponding critical points. Furthermore,
by the implicit function theorem(
∂µr
∂µt
)
=
1
4
(
ψ1∂
2
t ψ2 + 2∂tψ1
2ψ1
)
at µ = 0, r = r0, t = t0. Now Taylor expand Ψµ(t(µ, θ), r(µ, θ), θ) at µ = 0 to find
that
Ψµ(t(µ, θ), r(µ, θ), θ) = t0 + µψ1(t0, r0, θ) + µ
2γ(µ, θ)
near µ = 0, θ = θ0, where γ = γ(µ, θ) is a smooth function of µ and θ.
Next, apply the method of stationary phase to the integral
J(λ, µ, θ) = λd
∫
eiλΨµχ(t)a(t, λ1/2r, θ) dt r2d−1dr,
treating θ ∈ S2d−1 and µ as parameters. In fact, it may be assumed a(t, λ1/2r, θ) has
support on {r ≤ 3r0}. Indeed, consider the following operator, which is well defined
on {r ≥ 2r0} ∩ suppχ:
L = λ−1((∂tφ2 + 1)
2 + 4φ22)
−1 ((∂tφ2 + 1)∂t + 2φ2∂r) .
Due to the symbol bounds on a,
|(Lt)k(eiλ1/2ψ1χ(t)a(t, λ1/2r, θ)r2d−1)| ≤ Ckλ−k/2r2d−1−2k.
Inserting a cutoff to {r ≥ 2r0} in the integrand of (35) and integrating by parts using
L gives a contribution of order O(λ−∞). By stationary phase, for any M ≥ 1,
J(λ, µ, θ) = λd−1eiλ(t0+iµψ1(t0,r0,θ))aM(λ
1/2, µ, θ) +O(λd−1−M)
uniformly in θ for |µ| sufficiently small; here, aM is a function depending smoothly
on (λ1/2, µ, θ). Note that while successive terms in the stationary phase expansion
involve differentiation of a(t, λ1/2r, θ) with respect to r, the symbol estimates on a
ensure uniform bounds on each aM as λ→∞.
Step 2: Stationary phase in θ: Recall that I(λ) is the integral of J(λ, λ−1/2, θ)
over S2d−1 with respect to θ. In other words, for each M ,
I(λ) = λd−1eiλt0
∫
eiλ
1/2ψ1(t0,r0,θ)aM(λ
1/2, λ−1/2, θ) dθ +O(λd−1−M).(37)
We now complete the proof of Proposition 5.1. If (x, η) ∈ S2d−1 \Πt0 , then there exists
an α ∈ N2d−1 such that
∂αθ ψ1 6= 0,
in a neighborhood of (x, η) within S2d−1. By the weak stationary phase lemma for
degenerate stationary points [18, p. 342, Proposition 5] and a covering argument, the
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contribution of the integral over S2d−1 \ Πt0 is o(λd−1) (cf. [4]). Therefore,
I(λ) = λd−1eiλt0
∫
Πt0
eiλ
1/2ψ1(t0,r0,θ)b(λ1/2, λ−1/2, θ) dθ + o(λd−1).
This implies that if Πt0 is of measure zero then
I(λ) = o(λd−1),
which proves the first part of Proposition 5.1. For the second part, the condition
that ψ1(t0, r0, •) is Morse-Bott with k nondegenerate directions implies that I(λ) =
O(λd−1−k/4) by [10, Theorem 7.7.6], so taking M ≥ k/4 finishes the proof. 
6. Spectral asymptotics
6.1. Singularity at t = 0. In this section we calculate the leading order asymptotics
of the singularity of TrU(t) at t = 0. More precisely, we obtain the λ → ∞ behavior
of its inverse Fourier transform, after a suitable mollification. For this we use a short-
time parametrix for U(t) constructed in [6]. This construction actually applies to any
self-adjoint classical elliptic isotropic operator of order 2, and for this reason we state
Proposition 6.1 below quite generally.
Let p ∈ Γ2cl(Rd) be real-valued and elliptic, and then set P = OpW (p). Denote by
N(λ) =
∑
λj≤λ 1 the counting function for the eigenvalues of P .
Proposition 6.1. Let ρ ∈ S(R) be such that ρˆ has compact support in (−ǫ, ǫ). If ǫ > 0
is sufficiently small, then
(N ∗ ρ)(λ) = (2π)−d
∫
{p2+p1≤λ}
dxdη − (2π)−d
∫
{p2=λ}
p0(x, η)
dS
|∇p2|
+O(λd−3/2).
Proof. Let U(t) denote the Schrödinger propagator for P . As remarked above, we
will use a parametrix UN (t) for U(t) taken from [6], which exists on some time interval
(−ǫ, ǫ) (note that UN (t) differs from the long time parametrix constructed in Corollary
4.3). In the notation of [6],
UN (t, x, y) = (2π)
−d
∫
ei(S2(t,x,η)−〈y,η〉+S1(t,x,η))aN(t, x, η) dη.
Here S2, S1 are appropriate phase functions, and the symbol aN is a finite sum
aN(t, x, η) =
N∑
k=0
a(k)(t, x, η),
where each a(k)(t, •) is homogeneous of degree −k outside a compact set and vanishes
near (x, η) = 0. Note, however, that in [6] the operator P is the left quantization of
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p rather than its Weyl quantization. In order to extract the leading order behavior of
these quantities, first write
OpW (p) = OpL(p˜)
with p˜ ∈ Γ2cl and p˜j = pj for j = 1, 2, but
(38) p˜0 = p0 − (i/2) 〈∂x, ∂ξ〉 p2.
Referring to [6, Equations 37-38] for the transport equations satisfied by a(k) and using
(38), we find that
aN (0, x, η) = 1, ∂ta
(0)(0, x, η) = −ip0 − (1/2) 〈∂x, ∂ξ〉 p2.
Recalling that Fλ→tN ′(λ) = TrU(t), we have Fλ→t{N ′ ∗ ρ} = ρˆ(t) TrU(t). Motivated
by this, define the distribution K(t) = ρˆ(t) TrUN(t), so that
K(t) = (2π)−dρˆ(t)
∫
ei(S2(t,x,η)−〈x,η〉+S1(t,x,η))aN(t, x, η) dxdη.
This makes sense so long as ρˆ(t) has support on the interval where UN(t) is well defined.
By [6, Equations 35-36], S2(0, x, η) = 〈x, η〉 and S1(0, x, η) = 0, so by Taylor’s
theorem
S2(t, x, η)− 〈x, η〉+ S1(t, x, η) = tψ(t, x, η)
with ψ a smooth function. More precisely, ψ is given to leading order in t by
ψ(t, •) = −(p2 + p1) + (t/2)(〈∂ξp2, ∂xp2〉+ 〈∂ξp1, ∂xp2〉+ 〈∂ξp2, ∂xp1〉) + t2r(t, •).
We now follow the argument of [12, Lemma 29.1.3]. First, define
A(t, λ) = (2π)−d
∫
{−ψ(t)≤λ}
aN(t, x, η)ρˆ(t) dxdη.
Now for sufficiently small |t|, the function −ψ(t, •) is elliptic in Γ2cl, and as in the
aforementioned lemma
A(t, λ) ∈ Sd(Rt;Rλ)
is a Kohn–Nirenberg symbol for |t| sufficiently small (see (9)). Furthermore, it is an
exercise in distribution theory to see that
K(t) =
∫
R
e−itλ∂λA(t, λ) dλ.
Thus K(t) is a conormal distribution, which can be written as the Fourier transform
of a symbol by applying [11, Lemma 18.2.1]. If we let B(λ) = eiDtDλA(t, λ)|t=0 and
recall the definition of K(t), then
F−1t→λ{ρˆ(t) TrUN(t)}(λ) = ∂λB(λ).
Expand B(λ) = A(0, λ)− i∂t∂λA(0, λ)+R(λ), where R ∈ Sd−2(R). Also let dS denote
the induced surface measure on {p2 = λ}. First,
A(0, λ) = (2π)−d
∫
{p2+p1≤λ}
dxdη.
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For the next term in the expansion, recall that aN(0, x, η) = 1 and compute
−i∂tA(0, λ) = (2π)−d〈−i∂ta,H(ψ + λ)〉
∣∣∣
t=0
− i(2π)−d〈a∂tψ, δ(ψ + λ)〉
∣∣∣
t=0
= −(2π)−d〈p˜0, H(λ− p2)〉 − (i/2)(2π)−d〈〈∂xp2, ∂ξp2〉 , δ(λ− p2)〉+ e(λ)
for some e(λ) ∈ Sd−1/2(R). Here H denotes the Heaviside function, and the pairings
are in the sense of distributions. Integration by parts furthermore yields
〈〈∂xp2, ∂ξp2〉 , δ(λ− p2)〉 = 〈〈∂x, ∂ξ〉 p2, H(λ− p2)〉.
Since the pullback of δ is given by δ(λ− p2) = |∇p2|−1dS, compute from (38) that
−i∂λ∂tA(0, λ) = −(2π)−d〈p˜0 + (i/2) 〈∂x, ∂ξ〉 p2, δ(λ− p2)〉+O(λd−3/2)
= −(2π)−d
∫
{p2=λ}
p0|∇p2|−1dS +O(λd−3/2).
Finally, for any k,
(N ′ ∗ ρ)(λ) = F−1t→λ{ρˆTrU}(λ)
= F−1t→λ{ρˆTrUN}(λ) +O(λ−k)
= ∂λB(λ) +O(λ
−k).
provided N = N(k) is sufficiently large (cf. Lemma IV.1 in [6]). Integrating this
equation gives the desired result. 
6.2. Proof of Theorem 1.2. We now return to the setting of Theorem 1.2, so that
in Proposition 6.1 we take the operator P = H . Begin by fixing an appropriate cutoff
function in the time domain. Choose a real valued function ρ ∈ S(R) with the following
properties:
(1) ρ(λ) > 0 for all λ ∈ R,
(2) ρˆ(t) = 1 on (−ǫ, ǫ) for some ǫ ∈ (0, π/2),
(3) supp ρˆ ⊂ (−π/2, π/2),
(4) ρ is even.
In order to compare N(λ) with (N ∗ρ)(λ), we will need the following Fourier Tauberian
theorem, from the appendix of [16]. This result is implicit in [3], and has its roots in
[8, 14].
Lemma 6.2 (Theorem B.5.1 in [16]). Let ρ be as above, and ν ∈ R. If (N ′ ∗ ρ)(λ) =
O(λν) and
(N ′ ∗ χ)(λ) = o(λν)
for each function χ satisfying χˆ ∈ C∞c (R), supp χˆ ⊂ (0,+∞), then
N(λ) = (N ∗ ρ)(λ) + o(λν).
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In order to prove Theorem 1.2 it suffices to establish (4) and (5), since then the
Weyl law (6) is an immediate corollary of Lemma 6.2. Indeed, using Proposition 1.1
and a suitable partition of unity, either of the conclusions (4) or (5) implies that
F−1t→λ{χ(t) TrU(t)}(λ) = o(λd−1).
for any function χ ∈ C∞c (R) with suppχ ⊂ (0,∞) (here χ is playing the role of χˆ in
Lemma 6.2). Now Proposition 6.1 in particular shows that
(N ∗ ρ)(λ) = O(λd),
which together verify the hypotheses of Lemma 6.2. This establishes the two term
asymptotics (6) for N(λ).
Thus, we aim to show
F−1t→λ{χ(t) TrU(t)}(λ) = o(λd−1)
whenever suppχ ⊂ (2πn− ǫ, 2πn + ǫ), where n ∈ N \ 0 and ǫ ∈ (0, π/2). By Lemma
4.7, for any N > 0
F−1t→λ{χ(t) TrU(t)}(λ) = F−1t→λ{χ(t) Tr U˜(t)}(λ) +O(λ−N).
Now use Corollary 4.3 to see that
F−1t→λ{χ(t) Tr U˜(t)}(λ) =
∫
eitλei(φ2(t,x,η)−〈x,η〉+φ1(t,x,η))χ(t)a(t, x, η) dtdxdη.
Apply Proposition 5.1 with
ψ2(t, x, η) = φ2(t, x, η)− 〈x, η〉 , ψ1(t, x, η) = φ1(t, x, η).
Since φ2(t, x, η) = sec(t)(xη−sin(t)(|x|2+ |η|2)/2) and χ is supported close to 2πn, the
hypotheses of Proposition 5.1 for the phases ψ2, ψ1 and symbol a are satisfied. Indeed,
in the notation of the latter proposition, we take
t0 = 2πn, r0 =
√
2.
Now suppose that the restriction of ∇Xp1 to S2d−1 vanishes to infinite order only on
a set of measure zero. Then ∇φ1(2πn, •) = −∇Xnp1 = −n∇Xp1, so ∇φ1(2πn, •)
vanishes to infinite order only on a set of measure zero in S2d−1 as soon as n 6= 0. In
that case Proposition 5.1 shows that
F−1t→λ{χ(t) Tr U˜(t)}(λ) = o(λd−1).
Similarly, if the restriction of Xp1 to S
2d−1 is Morse–Bott with k > 0 nondegenerate
directions, then φ1(2πn, •) has the same property for n 6= 0. This completes the proof
of Theorem 1.2. 
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