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Highly doped regions in silicon devices should be analyzed using Fermi-Dirac statistics, taking
into account energy band gap narrowing (BGN). An empirical expression for the BGN as a
function of dopant concentration is derived here by matching the modeled and measured thermal
recombination current densities J0 of a broad range of n
þ dopant concentration profiles prepared by
phosphorus diffusion. The analysis is repeated with Boltzmann statistics in order to determine a
second empirical expression for the apparent energy band gap narrowing, which is found to be in
good agreement with previous work.VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4816694]
I. INTRODUCTION
In most silicon solar cells and other electronic devices,
highly doped nþ and pþ regions are usually formed near the
surfaces to suppress the concentration of one type of charge
carrier and facilitate the selective transport of the other type
towards an external circuit. For example, a highly doped nþ
region offers a high conductivity for electrons and, in principle,
results in a small concentration of holes, both in equilibrium
and under weak excitation. This is, however, compromised by
energy band gap narrowing effects (BGN),1,2 which tend to
increase the equilibrium minority carrier concentration. The
consequence of BGN combined with Auger and surface
recombination is that nþ and pþ regions frequently limit the
performance of silicon solar cells.
Since the concentrations of minority and majority car-
riers are coupled, determining the latter is also necessary. The
number of available quantum states in the majority carrier
band is commonly simplified to an effective density of states
(Nc ¼ 2:86 1019 cm3 andNv ¼ 3:1 1019cm3 at 300KÞ,3
which multiplied by a Boltzmann-type exponential factor
gives the concentration of majority carriers in moderately
doped Si. When the carrier concentration approaches Nc or
Nv, as occurs in highly doped n
þ and pþ Si, the semiconduc-
tor becomes degenerate (i.e., more carriers than effective
states) and an analysis using Fermi-Dirac statistics becomes
necessary. Although degeneracy is a well-known fact, it has
been common practice for many years to lump together the
effects of energy band gag narrowing (BGN) and degeneracy
(FD statistics) into a mathematically convenient parameter
that has been called the apparent BGN. Such terminology
has also taken root in the experimental realm, due to the fact
that most measurements of the energy band gap narrowing
have been analyzed using Boltzmann statistics. This means
that to replicate the original measurements, Boltzmann sta-
tistics should be used when modeling heavily doped regions
if an empirical parameterization of the apparent BGN as a
function of dopant density4 is used. This is the approach fol-
lowed by the popular simulation program PC1D.5 On the
other hand, Sentaurus TCAD6 and EDNA7 give the option to
use Fermi-Dirac statistics in conjunction with the BGN
model developed by Schenk.8 Although this second approach
is more rigorous, it relies on a theoretical BGN model, and
needs to be tested experimentally.
The test performed here is based on a large set of phos-
phorus diffused regions and measurements of the corre-
sponding recombination current pre-factors J0 and dopant
density profiles. As shown in Sec. III, the J0 simulated with
Fermi-Dirac statistics and Schenk’s BGN8 is inconsistent
with the measured J0. This means that the model for the
BGN needs to be revised. We do that in Sec. IV using those
same experimental measurements to extract the BGN as a
function of dopant density, following a similar approach to
that of Refs. 4, 9, and 10, but using Fermi-Dirac statistics. In
addition, we repeat the analysis of minority carrier transport
in the nþ regions using Boltzmann statistics, in order to give
an empirical expression for the apparent BGN. Although
sound physics demands that Fermi-Dirac statistics should be
used, either approach is consistent with our experiment, pro-
vided that the appropriate empirical expression for either the
BGN or the apparent BGN is used.
II. EXPERIMENTAL METHODS
A range of dopant density profiles was created by phos-
phorus diffusion and oxidation/drive-in steps on 100X cm
p-type wafers (NA ¼ 1:3 1014cm3) with a thickness of
5006 10lm. The phosphorus pre-depositions were per-
formed within a temperature range of 760–840 C using
POCl3 as a dopant source. The drive-in step was carried out in
pure oxygen within the temperature range of 900–1000 C for
30–60min, after having removed the phosphorus-silica glass.
A total of 24 different dopant profiles were generated, with
sheet resistances between 11:56 0:5X= and 292:5
6 24X=, and surface dopant concentrations from ð3:67
6 0:29Þ 1018 cm3 to ð1:156 0:07Þ  1020 cm3. The cor-
responding dopant density profiles were measured using an
electrochemical capacitance-voltage instrument (WEP Wafer
Profiler CVP21), some of them are shown in Fig. 1. It is worth
noting that ECV measurements give the concentration ofa)Electronic mail: di.yan@anu.edu.au
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electrically active dopants, that is, the concentration of majority
carriers, in this case electrons. Due to the fact that inconstant
contact area results in an underestimation when calculating the
doping concentration in the ECV measurement, the absolute
value of the dopant concentration was determined by matching
the sheet resistance calculated for every dopant profile to that
measured by two additional methods, a four point probe
(Signatone, model S-301-4) and a calibrated inductive-coil
conductance tester from Sinton Instruments.11 The latter meas-
ures the sheet resistance averaged over a 3 cm2 area, precisely
the same, and at the same location, where the recombination
current density J0 was measured using the same instrument.
The ECVmeasurements therefore represent the dopant profiles
averaged over the area relevant to the measurement of J0.
After all silicon oxides are removed from the surface in
a dilute HF solution, semi-transparent aluminum layers with
thicknesses between 10 and 20 nm were deposited symmetri-
cally on the two phosphorus diffused sides of each wafer to
ensure that the velocity of carriers at the surface is approxi-
mately equal to its kinetic limit. The recombination current
pre-factor J0 of each sample was then measured at room tem-
perature following the method proposed by Kane and
Swanson12 by both photo-conductance decay (PCD)12 and
Quasi-Steady-State photo-conductance (QSSPC)13 at an
excess carrier injection level of Dn  1:3 1015 cm3.
The measured J0 of all the phosphorus diffusions are
plotted in Fig. 2 as a function of the surface dopant concen-
tration NDs. In most cases, for a givenNDs, there are two or
more dopant profiles with different sheet resistances Rsh. For
example, for NDs  1:15 1020cm3, the results show that a
low sheet resistance (Rsh ¼ 11:5X=), deep diffusion gives
a lower J0 than a high sheet resistance (Rsh ¼ 90:9X=),
shallower diffusion. This is consistent with computer simula-
tions14 and with the fact that a shallow diffusion (high Rsh)
makes the nþ region more “transparent,”15,16 allowing mi-
nority carriers to flow toward the surface and recombine
there. The details of the dopant profiles are given in the
Table II of the Appendix.
III. COMPARISON BETWEEN MEASURED AND
THEORETICAL J0
In this section we compute theoretically the J0 corre-
sponding to the measured dopant profiles using Schenk’s the-
oretical BGN model with Fermi-Dirac statistics. To model
minority carrier transport and recombination in a non-
uniformly doped region we use a simple analytic model,17
which provides more flexibility than numerical simula-
tions.18 We have compared the analytic model with the nu-
merical model EDNA7 by calculating J0 for several doping
profiles, using the same Auger, mobility, and BGN models.
The results show that the relative error of the analytical solu-
tion is below 0.7%. From its analytical expression,17 it can
be seen that J0 is sensitive to po; sp, lp, and Sp, the minority
carrier concentration, lifetime, mobility, and surface recom-
bination velocity. To determine the product of the electron
and hole concentrations in equilibrium p0n0, it is necessary
to take into account BGN effects.
A. Approaches to determine the p0n0 product
At high dopant concentrations, the p0n0 product is
increased over its normal equilibrium value n2i due to BGN.
The effective intrinsic carrier concentration nief f can be
expressed using Fermi-Dirac statistics as











In this expression DEg represents the “real” BGN.
Alternatively, the p0n0 product can be expressed by means of
an apparent BGN DEappg in conjunction with Boltzmann
statistics,19





FIG. 1. Electrically active phosphorus concentration profiles of several sili-
con samples with different sheet resistances.
FIG. 2. Measured J0 of different phosphorus diffusions as a function of the
surface dopant concentration. The corresponding sheet resistances are shown
as a color scale.
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where DEappg is based on electronic measurements by several
researchers.4,19–23
Fig. 3 shows the p0n0 product as a function of the ion-
ized dopant concentration in n-type silicon calculated with
Eqs. (1) and (2) using Schenk’s BGN8 and the two BGN
expressions derived in Sec. IV. The p0n0 product based on
Boltzmann statistics increases monotonically as the dopant
concentration increases. On the other hand, the Fermi-Dirac
approach leads to a maximum of the p0n0 product at a dopant
concentration of 5 1019 cm3 if Schenk’s BGN model is
used, or 9 1019cm3 in the case of the BGN derived in
Sec. IV. This behavior of the p0n0 product is due to degener-
acy effects, and is a consequence of the properties of the
inverse Fermi integral function of order 1=2 in Eq. (1).
Above a dopant concentration of 1 1018cm3, Schenk’s
BGN model8 gives significantly lower values for the p0n0
product than the other models, which results in an underesti-
mation of the recombination current in nþ regions, as shown
below.
B. Simulation results
Simulations of the J0 of the dopant profiles in this study
were performed for a range of possible values of the surface
recombination velocity Sp to confirm that, within a relative
error of 3%, J0 remains approximately unchanged for Sp in
the range of 3 106cm=s to 1 107cm=s.4,24 Such 3%
uncertainty in J0 produces an error of less than 1% in extract-
ing the BGN. Thus, it is reasonable to use Sp ¼ 3 106 cm=s,
the same value used in Ref. 4 for metal-coated diffused
regions, as representative of the thermal velocity of carriers
in silicon.
In the bulk of the heavily doped region, recombination
processes are represented by sp, the minority carrier lifetime.
At high dopant concentrations, where carrier-carrier interac-
tions are stronger, sp is dominated by Auger recombination.
There are several empirical Auger recombination models
proposed by Dziewior and Schmid,25 Kerr and Cuevas,26
Altermatt et al.,27 Wang and Neugroschel,28 and Richter
et al.29 In the case of a large Sp, due to the dominance of sur-
face recombination, the different lifetime models produce a
maximum relative error of less than 1% on the recombina-
tion current pre-factor J0. In our simulations, we have used
the model by Kerr and Cuevas26 and neglected Shockley
Read Hall recombination. Nevertheless, the selection of the
lifetime model could have a significant impact in the case of
passivated diffused regions.
The effects of minority carrier mobility on the recombi-
nation current pre-factor, J0, have been discussed briefly in
Refs. 4 and 30. In “transparent” regions, the flow of minority
carriers toward the high recombination region is limited by
their diffusivity. As a result, the calculation of J0 is quite
sensitive to which minority mobility model is used. In the
simulations shown in this paper, we have used Klaassen’s
unified mobility model,31 together with an intrinsic carrier
density of ni ¼ 9:65 109cm3 (Ref. 32) at a temperature of
300K.
For every dopant profile, we have calculated J0 by
applying Eq. (1), to determine the p0n0 product. A compari-
son between the simulated value and the experimental J0 is
presented in Fig. 4. The J0 measured with a Sinton
Instruments photoconductance tester were reevaluated to the
same ni ¼ 9:65 109cm3. In Fig. 4, it is clear that
Schenk’s BGN model, together with Fermi-Dirac statistics
and the above mentioned mobility, cannot reproduce the
measurements of J0 accurately, particularly for diffused
regions with a low sheet resistance. Such diffusions have a
relatively wide region where the dopant density is very high,
making the impact of Fermi-Dirac statistics particularly sig-
nificant. This leads, as Fig. 3 shows, to a reduced p0n0 prod-
uct and to an underestimation of bulk and surface
recombination when Schenk’s BGN model is used.
FIG. 3. Calculation of the equilibrium p0n0 product in heavily doped n
þ sili-
con as a function of dopant density using the two approaches described in
the text. The values obtained with the empirical BGN expressions derived in
Sec. IV are compared to those obtained with Schenk’s BGN model.8
FIG. 4. Measured J0 as a function of the sheet resistance of the diffusions
compared the simulation that based on Fermi-Dirac statistics with Schenk’s
BGN. The error bars of the simulated values are determined from measure-
ment uncertainties of the dopant profiles.
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IV. EXTRACTION OF THE ENERGY BANDGAP
NARROWING
From the measurements presented in Sec. II, we have
extracted the BGN as a function of dopant density in a man-
ner that is consistent with the measured J0. As mentioned
above, the modeling used to extract the BGN is based on
Klaassen’s mobility model31 and ni ¼ 9:65 109cm3,32
corresponding to a temperature of 300K. Schenk’s BGN
model8 is quite complex, but we have found that it can be fit-
ted with a simple expression of the form,





where A, b, and C are constants and Nref represents the dop-
ant concentration where BGN effects start to be noticeable.
The values for these constants are given in Table I and the
accuracy of the approximation is shown in Fig. 5. The coeffi-
cient C is only needed to obtain a reasonable approximation
for dopant densities below 1017 cm-3.
Based on the same formal dependence of the BGN on
dopant density described by Eq. (3), we have analyzed the
measured dopant profiles and their corresponding J0 with
Fermi-Dirac statistics using the same exponent b ¼ 3, Nref
¼ 1 1014 cm3 and C ¼ 0. Once Nref , b and C have been
fixed, it is possible to find the value of the constant A for
each dopant profile by an interpolation method, matching the
corresponding theoretically simulated J0 and the measured
J0. Averaging the A values obtained for the different dopant
diffusion profiles, given in Table II of the Appendix, we
determine A ¼ 0:042meV, with a standard deviation of
0.003meV, which indicates a low uncertainty in the analysis.
In a similar manner, the measured dopant profiles and J0
were also analyzed with Boltzmann statistics to obtain an
apparent BGN model. Based on measured Voc of silicon solar
cells as a function of the wafer dopant density33,34 and previ-
ously published apparent BGN models,4,9,15,35 we now use
Eq. (3) with b¼ 1, Nref ¼ 1 1017 cm3 and C ¼ 0meV.
Following the same interpolation and averaging procedures
described above, a coefficient A ¼ 12:966 0:7meV is deter-
mined. The parameters A and b are almost identical to the
previous empirical expression for the apparent BGN reported
in Ref. 4; the small differences between both are due to the
slightly different Nref and mobility values used in Ref. 4.
The results of the analysis are summarized in Table I,
where the parameters that describe the BGN corresponding
to each of the two statistics are given. To check if the two
formulations of the BGN derived in this study are consistent
with each other, we have plotted in Fig. 3 the respective p0n0
products as a function of dopant density. The agreement
between both is good over the dopant density range of inter-
est for dopant diffused regions in silicon. Fermi-Dirac statis-
tics give a smaller p0n0 product for dopant concentrations
above ND¼ 1020 cm3. Given that the highest dopant den-
sity in our experiment is ND¼ 1:15 1020 cm3, it is not
possible to resolve this discrepancy without further work.
FIG. 5. Ratio between Schenk’s BGN at 300K and its approximation given
by Eq. (3) over a broad range of dopant concentrations.
TABLE I. Parameters of the two empirical BGN models derived in this
work using either Boltzmann or Fermi-Dirac statistics. The previous appa-
rent BGN model of Ref. 4, reevaluated for ni ¼ 9:65 109 cm3, and an






Previous apparent BGN model4 13.04 1:4 1017 1 0
Boltzmann based apparent BGN
(this work) 12.966 0:70 1 1017 1 0
Parameterization of Schenk’s BGN 0.035 1 1014 3 0.87
Fermi-Dirac based BGN (this work) 0.042 6 0:003 1 1014 3 0
FIG. 6. Energy bandgap narrowing as a function of dopant concentration in
n-type silicon. The dashed-dotted line represents Schenk’s theoretical
model.8 The continuous lines represent this work’s Fermi-Dirac based
empirical BGN expression (blue) and the Boltzmann-based apparent BGN
empirical expression (red). Electronic measurements by del Alamo et al.,19
Mertens and Van,20 Neugroschel,21 Possin et al.,22 and Wieder23 have been
corrected with Klaassen’s37 mobility model and ni ¼ 9:65 109 cm3.
Photoluminescence measurements from Wagner and Alamo.36
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The empirical dependence of DEg on dopant density
determined with Fermi-Dirac statistics (blue continuous line)
and the empirical DEappg determined with Boltzmann statis-
tics (red line) are compared in Fig. 6 to Schenk’s BGN
model (dashed green line). The experimental values reported
in literature19–23,36 are also shown. Despite the significant
scattering in the data, the empirical DEg derived in this paper
tends to agree well with photoluminescence36 measurements
of the BGN. On the other hand, the empirical DEappg tends to
be in better agreement with electrical measurements of the
apparent BGN. Visually, the difference between the three
models in Fig. 6 is deceptively small, at high dopant den-
sities such difference in BGN leads to a large (more than a
factor of two) discrepancy in J0, as discussed in Sec. III.
V. CONCLUSION
When modeling phosphorus doped regions with Fermi-
Dirac statistics, Schenk’s theoretical model for the energy
band gap narrowing leads to underestimating the recombina-
tion current in those regions. To obtain agreement between
theory and experiment it is necessary to use a higher BGN,
as derived in this paper.
Alternatively, highly doped regions can be modeled
with Boltzmann statistics and an apparent BGN. Based on a
broad range of dopant profiles and J0 measurements, an em-
pirical expression for the apparent BGN has been derived in
this paper and found to be in good agreement with a broadly
used previous apparent BGN model.
The two empirical BGN models, used in conjunction
with the appropriate statistics, are equivalent in the con-
text of the diffused regions examined in this work, which
feature a very high surface recombination velocity. Such
equivalence cannot be stated to be general without further
testing, but it can be expected to hold for most phospho-
rus diffused regions encountered in silicon solar cell
technology.
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