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STOCHASTIC COMPLETENESS OF GRAPHS: BOUNDED
LAPLACIANS, INTRINSIC METRICS, VOLUME GROWTH AND
CURVATURE
RADOS LAW K. WOJCIECHOWSKI
Abstract. The goal of this article is to survey various results concerning
stochastic completeness of graphs. In particular, we present a variety of for-
mulations of stochastic completeness and discuss how a discrepancy between
uniqueness class and volume growth criteria in the continuous and discrete
settings was ultimately resolved via the use of intrinsic metrics. Along the
way, we discuss some equivalent notions of boundedness in the sense of geom-
etry and of analysis. We also discuss various curvature criteria for stochastic
completeness and discuss how weakly spherically symmetric graphs establish
the sharpness of results.
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1. Introduction
The goal of this survey paper is to give an overview of results for the uniqueness
of bounded solutions of the heat equation with continuous time parameter, aka sto-
chastic completeness, on infinite weighted graphs. We first discuss some equivalent
formulations of stochastic completeness and how we have to go beyond the realm
of bounded operators on graphs in order for this property to be of interest. Fur-
thermore, we discuss how the combinatorial graph distance is not an appropriate
choice of metric for the purpose of finding results analogous to those found in the
setting of Riemannian manifolds. This leads to the use of so-called intrinsic metrics
which give an appropriate notion of volume growth. Finally, we discuss how some
recently developed versions of curvature on graphs can be used to give conditions
for stochastic completeness.
1.1. Stochastic completeness, uniqueness class and volume growth. In
1986, Alexander Grigor′yan published an optimal volume growth condition for the
stochastic completeness of a geodesically complete Riemannian manifold. More
specifically, if a geodesically complete manifold M satisfies∫ ∞ r
logV (r)
dr =∞
where V (r) denotes the volume of a ball of radius r with an arbitrary center,
then M is stochastically complete [27]. In particular, we note that any Riemannian
manifold with volume growth satisfying V (r) ≤ Cer
2
for C > 0 will be stochastically
complete. This result improved all other known volume growth criteria at the time
[24,47] and is sharp in the sense that there exist stochastically incomplete manifolds
with volume growth of order er
2+ǫ
for any ǫ > 0. In particular, the class of model
manifolds already provides such examples, see the survey article of Grigor′yan for
this and many other results [28].
Grigor′yan’s volume growth criterion was proven via a uniqueness class result
for solutions of the heat equation. More specifically, if u is a solution of the heat
equation on M × (0, T ) with initial condition 0 and for all r large u satisfies∫ T
0
∫
Br
u2(x, t) dµ dt ≤ ef(r)
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where f is a monotone increasing function on (0,∞) which satisfies∫ ∞ r
f(r)
dr =∞,
then u = 0 onM×(0, T ). It follows that bounded solutions of the heat equation are
unique by taking the difference of two solutions and letting f(r) = log(C2TV (r))
where C is a bound on the solutions. See [12, 24, 47, 78] for other techniques for
proving volume growth criteria for stochastic completeness in the manifold setting.
In the setting of graphs, an explicit study of geometric conditions for the unique-
ness of bounded solutions of the heat equation with continuous time parameter can
be found in work of Jo´zef Dodziuk and Varghese Mathai [17] as well as that of
Dodziuk [15] and subsequently taken up in the author’s Ph.D. thesis [83] and in-
dependently in work of Andreas Weber [81]. In particular, Dodziuk/Mathai show
that whenever the Laplacian on a graph with standard weights is a bounded oper-
ator, then the graph is stochastically complete. Dodziuk then extends this result
to allow weights on edges. The technique used to establish these results is that of
a minimum principle for the heat equation.
In the thesis [83] and follow-up paper [84] we rather use an equivalent formula-
tion of stochastic completeness in terms of bounded λ-harmonic functions to derive
criteria for stochastic completeness which allow for unbounded operators. Further-
more, we give a full characterization of stochastic completeness in the case of trees
which enjoy a certain symmetry. This characterization already shows a disparity
between the graph and manifold settings in that there exist stochastically incom-
plete graphs with factorial volume growth, that is, if V (r) denotes the number of
vertices within r steps of a center vertex, then the tree is stochastically incomplete
and V (r) grows factorially with r. However, a more striking disparity appeared
in a subsequent paper which introduced a class of graphs called anti-trees. These
graphs can be stochastically incomplete and have polynomial volume growth [85].
In particular, there exist stochastically incomplete anti-trees with volume growth
like
V (r) ∼ r3+ǫ
for any ǫ > 0. This provides a very strong contrast with the borderline for the
manifold case given by Grigor′yan’s result.
The volume growth in these examples involves taking balls via the usual combi-
natorial graph metric, that is, taking the least number of edges in a path connecting
two vertices. This notion reflects only the global connectedness properties of the
graph. However, it is natural to expect that a metric should also reflect the local
geometry of a graph, i.e., the valence or degree of vertices. Furthermore, if the
graph has weights on both edges and a measure on vertices, then the metric should
interact with both the edge weights and the vertex measure. For Riemannian man-
ifolds, there exists the notion of an intrinsic metric which naturally arises from the
energy form as well as from the geometry of the manifold. This notion of an intrin-
sic metric for the energy form was then extended to strongly local Dirichlet forms
by Karl-Theodor Sturm [77]. Now, graphs which have both a weight on edges and
a measure on vertices can be put into a one-to-one correspondence with regular
Dirichlet forms on discrete measure spaces as discussed in work of Matthias Keller
and Daniel Lenz [50]. However, the Dirichlet forms that arise from graphs are not
strongly local. Thus, the notion of an intrinsic metric from strongly local Dirichlet
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froms has to be extended to the non-local setting. This was done systematically in
a paper by Rupert Frank, Daniel Lenz and Daniel Wingert [22].
The notion of intrinsic metrics for non-local Dirichlet forms was quickly put
to use by the graph theory community. A first example of a concrete intrinsic
metric for weighted graphs already appers in the Ph.D. thesis of Xueping Huang
[39] and can also be found in the work of Matthew Folz on heat kernel estimates
around the same time [20]. However, even given the tool of intrinsic metrics, there
are still difficulties in proving an analogue to Grigor′yan’s criterion for graphs. In
particular, Huang gives an example of a graph for which there exists a non-zero
bounded solution of the heat equation u with zero initial condition which satisfies∫ T
0
∫
Br
u2(x, t) dµ dt ≤ ef(r)
for f(r) = Cr log r for some constant C, see [39,40]. Hence, as f in this case clearly
satisfies
∫∞
r/f(r) dr =∞, we see that even when using intrinsic metrics, a direct
analogue to Grigor′yan’s proof is not possible for all graphs.
A recent breakthrough in resolving this issue can be found in the work of Xueping
Huang, Matthias Keller and Marcel Schmidt [44]. In this paper, the authors first
prove a uniqueness class result which is valid for a certain class of graphs called
globally local. They can then reduce the study of stochastic completeness of general
graphs to that of globally local graphs using the technique of refinements first found
in [45]. With these two results, they are able to establish an exact analogue to the
volume growth criterion of Grigor′yan which is valid for all graphs. That is, letting
V̺(r) denote the measure of a ball with respect to an intrinsic metric and letting
log#(x) = max{log(x), 1} if ∫ ∞ r
log# V̺(r)
dr =∞,
then the graph is stochastically complete. We note that taking the minimum with
1 is only necessary to cover the case of when the entire graph has small measure;
the actual value of the constant 1 is not relevant.
Let us mention that the volume growth criterion for stochastic completeness of
graphs involving intrinsic metrics was first proven under some additional assump-
tions by Folz [21]. The proof technique of Folz, however, is different from that
of Grigor′yan. More specifically, Folz bypasses Grigor′yan’s uniqueness class tech-
nique via a probabilistic approach involving synchronizing the random walk on the
graph with a random walk on an associated quantum graph and then applying a
generalization of Grigor′yan’s result for manifolds to strongly local Dirichlet forms
found in work of Sturm [77]. A similar proof involving quantum graphs but using
analytic techniques can also be found in a paper by Huang [42].
We would also like to highlight earlier work focused on a volume growth criterion
by Alexander Grigor′yan, Xueping Huang and Jun Masamune [30] using a technique
from [12]. While this did not yield the optimal volume growth condition when
using intrinsic metrics, it did yield an optimal volume growth condition for the
combinatorial graph metric in that
V (r) ≤ Cr3
implies stochastic completeness where V (r) is the volume defined with respect to
the combinatorial graph metric. Thus, we see that the anti-tree examples found in
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[85] are the smallest stochastically incomplete graphs in the combinatorial graph
distance.
1.2. Curvature and stochastic completeness. Let us now turn to curvature.
For Riemannian manifolds, in a paper from 1974, Robert Azencott gave both a
curvature criterion for stochastic completeness and the first examples of stochas-
tically incomplete manifolds [2]. In Azencott’s example, the curvature decays to
negative infinity rapidly, thus it is natural to expect that lower curvature bounds
are necessary for stochastic completeness. An optimal result in this direction in-
volving Ricci curvature was established by Nicholas Varopoulos [79] and Pei Hsu
[34]. It can be formulated as follows: let M be a geodesically complete Riemannian
manifold and suppose that κ is a positive increasing continuous function on (0,∞)
such that for all points away from the cut locus on the sphere of radius r we have
Ric(x) ≥ −Cκ2(r) for all r large and C > 0. If∫ ∞ 1
κ(r)
dr =∞,
then M is stochastically complete. This improved the previously known results
which gave that Ricci curvature uniformly bounded from below implied stochastic
completeness as proven by Shing-Tung Yau [88], see also the work of Dodziuk [14].
However, due to the connection between Ricci curvature and volume growth, this
result is already implied by Grigor′yan’s volume growth result. There is also a
number of comparison results for stochastic completeness involving curvature, see
[46] or Section 15 in the survey of Grigor′yan [28].
In recent years, there has been a tremendous interest in notions of curvature on
graphs. We focus here on two formulation. One definition of curvature originates
in work of Dominique Bakry and Michele E´mery on hypercontractive semigroups
[3]. Thus, we refer to it as Bakry–E´mery curvature. A second formulation comes
from the work of Yann Ollivier on Markov chains on metric spaces in [66,67]. This
was later modified to give an infinitesimal version by Yong Lin, Linyuan Lu and
Shing-Tung Yau [57] and then extended to the case of possibly unbounded operators
on graphs by Florentin Mu¨nch and the author [65]. In any case, we refer to this
as Ollivier Ricci curvature. For Bakry–E´mery curvature, Bobo Hua and Yong Lin
proved that a uniform lower bound implies stochastic completeness in [36]. On the
other hand, in [65] we prove that for Ollivier Ricci curvature, if
κ(r) ≥ −C log r
for C > 0 and all large r where κ(r) denotes the spherical curvature on a sphere
of radius r, then the graph is stochastically complete. This is optimal in the sense
that for any ǫ > 0 there exist stochastically incomplete graphs with κ(r) decaying
like −(log r)1+ǫ. Thus, there is still a disparity in this condition for graphs and
for the Ricci curvature condition for manifolds as presented above. However, this
disparity cannot be resolved by using the notion of intrinsic metrics as was the case
for stochastic completeness and volume growth.
1.3. The structure of this paper. We now briefly discuss the structure of this
paper. Although we do not give full proofs of results, we also do not assume any
particular background of the reader and thus try to make the presentation as self-
contained as possible in terms of concepts and definitions. We also give specific
references for all results that we do not prove completely.
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In Section 2 we introduce the setting of weighted graphs and discuss the heat
equation. In particular, we outline an elementary construction of bounded solu-
tions of the heat equation using exhaustion techniques. In Section 3 we present
some equivalent formulations for stochastic completeness. In particular, stochastic
completeness is equivalent to the uniqueness of this bounded solution of the heat
equation. In Section 4 we discuss boundedness of the Laplacian and how bound-
edness is related to stochastic completeness. In Section 5 we then introduce the
class of weakly spherically symmetric graphs and present the examples of anti-trees
which show the disparity between the continuous and discrete settings in the case
of the combinatorial graph metric. In Section 6 we introduce intrinsic metrics and
discuss how they can differ from the combinatorial graph metric and how this is
related to stochastic completeness. Finally, in Sections 7 and 8 we present the crite-
ria for stochastic completeness in terms of volume growth and curvature mentioned
above.
We also mention here a recent survey article by Bobo Hua and Xueping Huang
which has some contact points with our article but also discusses heat kernel esti-
mates, ancient solutions of the heat equation and upper escape rates [35].
2. The heat equation on graphs
2.1. Weighted graphs. We start by introducing our setting following [50]. We
note that this setting is very general in that we allow for arbitrary weights on both
edges and vertices. We also do not assume local finiteness, i.e., that every vertex
has only finitely many edges coming out of the vertex.
Definition 2.1 (Weighted graphs). We let X be a countably infinite set whose
elements we refer to as vertices. We then let m : X −→ (0,∞) denote a measure
on the vertex set which can be extended to all subsets by additivity. Finally, we let
b : X ×X −→ [0,∞) denote a function called the edge weight which satisfies
(b1) b(x, x) = 0 for all x ∈ X
(b2) b(x, y) = b(y, x) for all x, y ∈ X
(b3)
∑
y∈X b(x, y) <∞ for all x ∈ X .
Whenever b(x, y) > 0, we think of the vertices x and y as being connected by an
edge with weight b(x, y), call x and y neighbors and write x ∼ y. Thus, (b1) gives
that there are no loops, (b2) that edge weights are symmetric and (b3) that the
total sum of the edge weights is finite. We call the triple G = (X, b,m) a weighted
graph or just graph for short.
We note, in particular, that condition (b3) above allows for a vertex to have
infinitely many neighbors. Whenever, each vertex has only finitely neighbors, we
call the graph locally finite. We call the quantity
Deg(x) =
1
m(x)
∑
y∈X
b(x, y)
the weighted vertex degree of x ∈ X or just degree for short. We will see that this
function plays a significant role in what follows.
Example 2.2. We now present some standard choices for b and m to help orient
the reader. In particular, we discuss the case of standard edge weights, counting
and degree measures.
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(1) Whenever b(x, y) ∈ {0, 1} for all x, y ∈ X , we say that the graph has
standard edge weights. In this case, it is clear that condition (b3) in the
definition of the edge weights implies that the graph must be locally finite.
(2) One choice of vertex measure is the counting measure, that is, m(x) = 1
for all x ∈ X . In this case, m(K) = #K is just the cardinality of any finite
subset K. In the case of standard edge weights and counting measure, we
then obtain
Deg(x) = #{y | y ∼ x}
so that the weighted vertex degree is just the number of neighbors of x,
that is, the valence or degree of a vertex.
(3) Another choice for the vertex measure is
m(x) =
∑
y∈X
b(x, y)
for x ∈ X . In the case of standard edge weights, it then follows that
m(x) = #{y | y ∼ x} is the number of neighbors of x. In any case, with
this choice of measure, it is clear that
Deg(x) = 1
for all x ∈ X .
Often we will assume that graphs are connected in the usual geometric sense,
namely, for any two vertices x, y ∈ X , there exists a sequence of vertices (xk)
n
k=0
with x0 = x, xn = y and xk ∼ xk+1 for k = 0, 1, . . . n− 1. We note that we include
the case of x = y when a vertex can be connected to itself via a path consisting of
a single vertex and thus no edges. Such a sequence is called a path connecting x
and y. We then let
d : X ×X −→ [0,∞)
denote the combinatorial graph distance on X , that is, d(x, y) equals the least
number of edges in a path connecting x and y. We note that this metric only
considers the combinatorial properties of the graph encoded in b but not the actual
value of b(x, y) nor the vertex measure m. We will have more to say about this
later.
2.2. Laplacians and forms. We now denote the set of all functions on X by
C(X), that is,
C(X) = {f : X −→ R}
and the subset of finitely supported functions by Cc(X). The Hilbert space that
we will be interested in at various points is ℓ2(X,m), the space of square summable
functions on X with respect to the measure m. That is,
ℓ2(X,m) = {f ∈ C(X) |
∑
x∈X
f2(x)m(x) <∞}
with inner product 〈f, g〉 =
∑
x∈X f(x)g(x)m(x).
In order to introduce a formal Laplacian, we first have to restrict to a certain
class of functions as we do not assume local finiteness so that summability becomes
an issue.
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Definition 2.3 (Formal Laplacian and energy form). We let
F = {f ∈ C(X) |
∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X}
and for f ∈ F , we let
Lf(x) =
1
m(x)
∑
y∈X
b(x, y)(f(x)− f(y))
for x ∈ X . The operator L is then called the formal Laplacian associated to G. We
furthermore let
D = {f ∈ C(X) |
∑
x,y∈X
b(x, y)(f(x)− f(y))2 <∞}
denote the space of functions of finite energy. For f, g ∈ D, we let
Q(f, g) =
1
2
∑
x,y∈X
b(x, y)(f(x) − f(y))(g(x)− g(y))
denote the energy form associated to G.
We denote the restriction of Q to Cc(X)× Cc(X) by Qc. It then follows that a
version of Green’s formula holds for Qc:
Qc(ϕ, ψ) =
∑
x∈X
Lϕ(x)ψ(x)m(x) =
∑
x∈X
ϕ(x)Lψ(x)m(x)
for all ϕ, ψ ∈ Cc(X) ⊆ ℓ
2(X,m), see, for example [31]. The form Qc is closable and
thus there exists a unique self-adjoint operator L with domain D(L) ⊆ ℓ2(X,m)
associated to the closure of Qc denoted by Q. For a discussion of the closure of a
form and the construction of the associated operator in a general Hilbert space, see
Theorem 5.37 in [82]. We refer to L as the Laplacian associated to the graph G.
We note that with our sign convention, we have
〈Lf, f〉 = Q(f, f) ≥ 0
for all f ∈ D(L) so that L is a positive operator.
2.3. A word about essential self-adjointness and ℓ2 theory. Although not a
main concern of this article as we mostly deal with bounded solutions, we want to
mention another approach to the construction of the Laplacian L. In this viewpoint,
one starts by restricting L to Cc(X) and denoting the resulting operator by Lc, that
is, D(Lc) = Cc(X) and Lc acts as L.
However, due to the lack of local finiteness, L does not necessarily map Cc(X)
into ℓ2(X,m). Thus, whenever we want to consider Lc as an operator on ℓ
2(X,m),
we have to assume that L maps Cc(X) into ℓ
2(X,m). Under this additional as-
sumption, it is easy to see that Lc is a symmetric operator on ℓ
2(X,m), i.e.,
〈Lcϕ, ψ〉 = 〈ϕ,Lcψ〉
for all ϕ, ψ ∈ Cc(X) and that the Green’s formula reads as
Qc(ϕ, ψ) = 〈Lcϕ, ψ〉
for ϕ, ψ ∈ D(Lc). In this case, the self-adjoint operator associated to the closure
of Qc, which is just the Laplacian L, is called the Friedrichs extension of Lc, see
Theorem 5.38 in [82] for further details on the construction of this extension for
general Hilbert spaces.
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We note that L maps Cc(X) into ℓ
2(X,m) whenever L1x ∈ ℓ
2(X,m) for all
x ∈ X where 1x denotes the characteristic function of the singleton set {x}. It is a
direct calculation that L1x ∈ ℓ
2(X,m) for all x ∈ X if and only if∑
y∈X
b2(x, y)
m(y)
<∞
for all x ∈ X . In particular, all locally finite graphs or, more generally, all graphs
with infy∼xm(y) > 0 automatically satisfy this assumption. Furthermore, the
condition L1x ∈ ℓ
2(X,m) for all x ∈ X is equivalent to a variety of other conditions,
for example, that Cc(X) ⊆ D(L), for more details, see [48].
We further note that, in general, Lc may have many self-adjoint extensions and
that processes associated to these different extensions may have different stochastic
properties. When Lc has a unique self-adjoint extension, Lc is called essentially
self-adjoint. It was first shown as Theorem 1.3.1 in [83] that Lc is essentially self-
adjoint in the case of standard edge weights and counting measure. This was then
extended to allow for general edge weights and any measure such that the measure
of infinite paths is infinite as Theorem 6 in [50]. This criterion was further improved
and generalized in [26, 74] which consider more general operators on graphs. For
further discussion of essential self-adjointness, see [32,43,74] and reference therein.
We will also discuss the connection between essential self-adjointness and metric
completeness in Subsection 6.3 below.
2.4. The heat equation: existence of solutions. We now introduce a contin-
uous time heat equation on G. We let ℓ∞(X) denote the set of bounded functions
on X , that is,
ℓ∞(X) = {f ∈ C(X) | sup
x∈X
|f(x)| <∞}.
We now make precise the requirements for summability, differentiability and bound-
edness of a solution.
Definition 2.4 (Bounded solution of the heat equation). Let u0 ∈ ℓ
∞(X). By a
bounded solution of the heat equation with initial condition u0 we mean a bounded
function
u : X × [0,∞) −→ R
such that u(x, ·) is continuous for every t ≥ 0, differentiable for t > 0 and all x ∈ X
and
(L+ ∂t)u(x, t) = 0
for all x ∈ X and t > 0 with u(x, 0) = u0(x).
We note, in particular, that as u(·, t) ∈ ℓ∞(X) for every t ≥ 0, we obtain that
u(·, t) ∈ F . Thus, we may apply the formal Laplacian to u at every time t ≥ 0.
The definition of bounded solutions raises two immediate questions: the existence
and uniqueness of solutions. We will first address existence by showing that there
always exists a bounded solution which is minimal in a certain sense. On the other
hand, uniqueness is one of the various formulations of stochastic completeness as
we will discuss in the next section.
We note that although we have a self-adjoint operator L on ℓ2(X,m) so that we
may apply the spectral theorem and functional calculus to obtain a heat semigroup
e−tL for t ≥ 0, this semigroup acts on ℓ2(X,m) and we are actually interested in
bounded solutions, i.e., solutions in ℓ∞(X). There is a number of ways around
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this. One approach taken in [50] is to extend the heat semigroup on ℓ2(X,m) to
all ℓp(X,m) spaces for p ∈ [1,∞] via monotone limits. Another approach is via the
general theory of Dirichlet forms and interpolation between ℓp(X,m) spaces, see
[11, 23]. We highlight a slightly different approach in that we rather exhaust the
graph via finite subgraphs, apply the spectral theorem to each operator on the finite
subgraph in order to get a solution and then take the limit. This rather elementary
approach has its roots in [14] which gave the first construction of the heat kernel on
a general Riemannian manifold without any geodesic completeness assumptions.
A basic tool behind the construction is the following minimum principle. We
call a subset K ⊆ X connected if any two vertices in K can be connected via a
path that remains within K.
Lemma 2.5 (Minimum principle for the heat equation). Let G be a connected
weighted graph and let K ⊂ X be a finite connected subset. Let T ≥ 0 and let
u : X × [0, T ] −→ R be such that t 7→ u(x, t) is continuously differentiable on (0, T )
for every x ∈ K and u(·, t) ∈ F for all t ∈ (0, T ]. Assume that u satisfies
(A1) (L+ ∂t)u ≥ 0 on K × (0, T )
(A2) u ≥ 0 on (X \K × (0, T ]) ∪ (K × {0}).
Then, u ≥ 0 on K × [0, T ].
Proof. Suppose to the contrary that there exists (x0, t0) ∈ K × [0, T ] such that
u(x0, t0) < 0. By continuity, we can assume that (x0, t0) is a minimum for u
on K × [0, T ]. By assumption (A2), it follows that t0 > 0 so that ∂tu(x0, t0) ≤
0. Furthermore, by the definition of L, at a minimum we have Lu(x0, t0) ≤ 0.
Therefore, (L + ∂t)u(x0, t0) ≤ 0 and assumption (A1) gives (L + ∂t)u(x0, t0) = 0
from which
Lu(x0, t0) =
1
m(x0)
∑
y∈X
b(x0, y)(u(x0, t0)− u(y, t0)) = 0
follows. Therefore, since we are at a minimum, we now obtain that
u(y, t0) = u(x0, t0) < 0
for all y ∼ x0. Iterating this argument and using the connectedness of K now gives
a contradiction to (A2) as K 6= X and we assume that G is connected. 
Remark 2.6. We note that the finiteness of K is not necessary. It suffices to assume
that there is at least one vertex outside of K and that the negative part of u attains
a minimum on K × [0, T ]. The minimum principle then follows with basically the
same proof, see, for example, Lemma 3.5 in [51]. However, assuming the finiteness
of K is sufficient for our purposes. For a much more elaborate discrete integrated
minimum principle for solutions of the heat equation, see Lemma 1.1 in [40].
We now sketch the construction of the minimal bounded solution of the heat
equation. We note that ifG is not connected, we work on each connected component
ofG separately. Thus, for the construction, we can assume without loss of generality
that G is connected. We let (Kn)
∞
n=0 be an exhaustion sequence of the graph G by
which we mean that each Kn is finite and connected, Kn ⊆ Kn+1 and X =
⋃
nKn.
For each n, we let Ln denote the restriction of L to C(Kn) = ℓ
2(Kn,m). More
precisely, for a function f ∈ C(Kn), we extend f by 0 to be defined on all of X and
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let Lnf(x) = Lf(x) for x ∈ Kn. Then, Ln is an operator on a finite dimensional
Hilbert space and we can define
e−tLn =
∞∑
k=0
(−t)k
k!
Lkn
for t ≥ 0. We then define the restricted heat kernels pnt (x, y) for t ≥ 0 and x, y ∈ Kn
via
pnt (x, y) = e
−tLn 1ˆy(x)
where 1ˆy = 1y/m(y). It is immediate that
un(x, t) = e
−tLnu0(x) =
∑
y∈Kn
pnt (x, y)u0(y)m(y)
satisfies the heat equation on Kn × [0,∞) with initial condition u0.
Furthermore, applying Lemma 2.5, gives 0 ≤ pnt (x, y)m(y) ≤ 1 and p
n
t (x, y) ≤
pn+1t (x, y) for all x, y ∈ Kn, t ≥ 0 and n ∈ N. Thus, we may take the limit
pnt (x, y)→ pt(x, y)
as n→∞ to define pt(x, y) which is called the heat kernel on G. Then, by applying
Dini’s theorem and monotone convergence, we can show that
u(x, t) =
∑
y∈X
pt(x, y)u0(y)m(y)
is a bounded solution of the heat equation with initial condition u0 onG. For further
details and proofs, see Section 2 in [83] for the case of standard edge weights and
counting measure. An alternative approach for general graphs involving resolvents
is given in Section 2 of [50], in particular, Proposition 2.7.
Remark 2.7. The approach via resolvents in [50] is equivalent to the heat kernel
approach above via the Laplace transform formulas, that is,
e−tLn = lim
k→∞
(
k
t
(
Ln +
k
t
)−1)k
for all t > 0 and
(Ln + α)
−1 =
∫ ∞
0
e−tαe−tLndt
for all α > 0. Both of these formulas also hold for the Laplacian L defined on the
entire ℓ2(X,m) space. We further note that Ln is a positive definite operator on
ℓ2(Kn,m) as can be seen by direct calculation which gives
〈Lnf, f〉 =
1
2
∑
x,y∈Kn
b(x, y)(f(x) − f(y))2 +
∑
x∈Kn
f2(x)
∑
y 6∈Kn
b(x, y)
for all f ∈ ℓ2(Kn,m).
We mention two further properties that follow from the construction and Lemma 2.5
above. First, the solution u is minimal in the following sense: if u0 ≥ 0 and w ≥ 0
is any solution of the heat equation with initial condition u0, then u ≤ w. Secondly,
as 0 ≤
∑
y∈Kn
pnt (x, y)m(y) ≤ 1 for all n, we get
0 ≤
∑
y∈X
pt(x, y)m(y) ≤ 1
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by taking the limit n→∞. We will return to the second inequality in the following
section.
We note that the approach above also gives that if f ∈ ℓ∞(X) with 0 ≤ f ≤ 1,
then
0 ≤
∑
y∈X
pt(x, y)f(y)m(y) ≤ 1.
This property is referred to by saying that the heat semigroup is Markov. The fact
that the semigroup is Markov will be used later in our discussion of curvature on
graphs.
3. Formulations of stochastic completeness
3.1. Stochastic completeness and uniqueness of solutions. We have seen
that given any bounded function, we can construct a bounded solution of the heat
equation with the given function as an initial condition. We now address the unique-
ness of this solution. In fact, we will see that the uniqueness is equivalent to the
following property.
Definition 3.1 (Stochastic completness). Let G be a weighted graph. If for all
x ∈ X and all t ≥ 0, ∑
y∈X
pt(x, y)m(y) = 1,
then G is called stochastically complete. Otherwise, G is called stochastically in-
complete.
Remark 3.2. There is a short way to state the definition above which we will have
recourse to later in our discussion of curvature. Namely, letting Pt = e
−tL denote
the heat semigroup on ℓ2(X,m) for t ≥ 0 defined via the spectral theorem, it follows
that Pt can be extended to ℓ
∞(X), the space of bounded functions, via monotone
limits, see Section 6 in [50] where this is actually shown for all ℓp(X,m) spaces with
p ∈ [1,∞]. In particular, letting 1 ∈ ℓ∞(X) denote the function which is constantly
1 on all vertices, we then have
Pt1(x) =
∑
y∈X
pt(x, y)m(y)
for x ∈ X . Thus, stochastic completeness can also be written as Pt1 = 1 for all
t ≥ 0.
The goal of this section is to give a variety of characterizations for this property.
We do not aim to be exhaustive but rather highlight the characterizations that will
be useful later in our presentation. If v ∈ F satisfies Lv = λv for λ ∈ R, then
v is called a λ-harmonic function. In particular, the theorem below characterizes
stochastic completeness in terms of non-existence of λ-harmonic bounded functions
for λ < 0. This will be used in several places in what follows.
Theorem 3.3 (Characterizations of stochastic completeness). Let G be a weighted
graph. The following statements are equivalent:
(i) G is stochastically complete.
(ii) Bounded solutions of the heat equations are uniquely determined by initial
conditions.
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(ii′) The only bounded solution of the heat equation with initial condition u0 = 0
is u = 0.
(iii) The only bounded solution to Lv = λv for some/all λ < 0 is v = 0.
(iii′) The only non-negative bounded solution to Lv ≤ λv for some/all λ < 0 is
v = 0
(iv) Every bounded function v with v∗ = sup v > 0 satisfies supΩα Lv ≥ 0 for
every α < v∗ where Ωα = {x ∈ X | v(x) > v
∗ − α}.
Remark 3.4 (History and intuition). We give a partial history with references for
the equivalences above in various settings. The equivalence of (i), (ii), and (iii) for
diffusion processes on Euclidean spaces goes back to [18, 33]. For manifolds, see
Theorem 6.2 and Corollary 6.3 in [28] which also gives further historical references.
For Markov processes on discrete spaces, these equivalence go back to [19, 72]. For
a proof in the case of graphs with standard edge weights and counting measure, see
Theorem 3.1.3 in [83]. For an extension to weighted graphs see Theorem 1 in [50]
which deals also with a more general phenomenon called stochastic completeness
at infinity. This allows for a discussion of these properties in the case of operators
of the type Laplacian plus a positive potential, see also [61] for a discussion of this
property in the case of manifolds. Condition (iv) is referred to as a weak Omori-Yau
maximum principle after the original work in [68, 87]. The equivalence of (iv) and
stochastic completeness was shown for manifolds in [70] and for graphs as Theorem
2.2 in [38].
We would also like to mention some of the intuition behind the equivalences.
Roughly speaking, as mentioned in the introduction and discussed further below,
a large volume growth or curvature decay is required for stochastic completeness
to fail. Let us discuss how this large volume growth can cause the failure of the
other properties listed in the theorem above. First, failure of (i) means that the
total probability of the process determined by the Laplacian to remain in the graph
when starting at a vertex x is less than 1 at some time. Hence, under a large
enough volume growth (or curvature decay) the process can be swept off the graph
to infinity in a finite time. Second, failure of (ii) means that there exists a non-zero
bounded solution of the heat equation with zero initial condition. In other words, a
large volume growth can create something out of nothing. Third, by looking at the
equation Lv = λv for v > 0 and λ < 0, we see that v must increase at some neighbor
of each vertex. Hence, stochastic incompleteness means that there is a sufficient
amount of space in the graph to accommodate this growth while keeping v bounded.
This gives the intuition for the failure of condition (iii). Finally, Lv ≤ −C < 0 on a
set of vertices where v is near its supremum means that there is always more room
for v to grow in the graph. This gives the intuition behind the failure of (iv).
To summarize, in order for any of the four conditions above to fail requires a
large amount of space in the graph. Conversely, if there is no large growth, then the
process remains in the graph and the graph cannot accommodate non-zero bounded
solutions to various equations. Thus, stochastic completeness is also referred to as
conservativeness or non-explosion.
Sketch of the proof of Theorem 3.3. We now sketch a proof. For full details, please
see the references given in the remark directly above. To show the equivalence
between (i) and (ii), observe that both the constant function 1 and u(x, t) =∑
y∈X pt(x, y)m(y) are bounded solutions of the heat equation with initial con-
dition 1. The equivalence between (ii) and (ii′) is shown by taking the difference of
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two solutions of the heat equation with initial conditions u0. The equivalence be-
tween (ii′) and (iii) can be established via the fact that if u is a bounded solution of
the heat equation with initial condition 0, then v(x) =
∫∞
0
etλu(x, t)dt is a bounded
λ-harmonic function for λ < 0. To show the equivalence between (iii) and (iii′) one
can use exhaustion and minimum principle arguments. Finally, if (iii) fails and v is
a non-trivial bounded λ-harmonic function for λ < 0, then letting α = sup v/2, it
can be shown that Lv ≤ −C < 0 on Ωα so that (iv) fails. Conversely, if (iv) fails,
then there exists a bounded function v such that Lv ≤ −C for C > 0 on Ωα for
some 0 < α < v∗. Then, w = (v + α− v∗)+ is a non-negative non-trivial bounded
function with Lw ≤ λw for λ = −C/α. Thus, (iii′) fails. 
Remark 3.5. We note that connectedness of the graph and the semigroup property
can be used to show that if
∑
y∈X pt(x, y)m(y) = 1 holds for one x ∈ X and one
t > 0, then it holds for all x ∈ X and all t > 0. However, we do not require
connectedness for the equivalence of the properties above as later we will need to
consider a possibly unconnected scenario. Thus, in the definition, we assume that
the sum is 1 for all x ∈ X and all t ≥ 0.
3.2. A Khas′minskii criterion. We will also need another property which im-
plies stochastic completeness. This is sometimes referred to as a Khas′minskii-type
criterion after [33]. The formulation below is Theorem 3.3 in [38], the proof given
there uses the weak Omori-Yau maximum principle, that is, condition (iv) in The-
orem 3.3.
Theorem 3.6. Let G be a weighted graph. If there exists v ∈ F which satisfies
v ≥ 0, v(xn)→∞ for all sequences of vertices with Deg(xn)→∞ and
Lv + f(v) ≥ 0
on X \ K where K ⊆ X is a set such that Deg is a bounded function on K and
f : [0,∞) −→ (0,∞) is an increasing continuously differentiable function with∫ ∞ 1
f(r)
dr =∞,
then G is stochastically complete.
Remark 3.7. This formulation of a Khas′minskii-type criterion is very precise as it
involves the weighted degree function as well as the function f . A more general
formulation is that the existence of a function v which satisfies Lv ≥ λv outside of
a compact set and which goes to infinity in all directions implies stochastic com-
pleteness, see Corollary 6.6 in [28] for the manifold case and Proposition 5.5 in [51]
for weighted graphs. Furthermore, we note that, in the manifold setting, the equiv-
alence of this formulation and stochastic completeness was shown as Theorem 1.2
in [60].
4. Boundedness of geometry and of Laplacians
4.1. Boundedness of the Laplacian. We now discuss the boundedness of the
Laplacian which turns out to be equivalent to boundedness of the weighted ver-
tex degree. Furthermore, it turns out that boundedness always implies stochastic
completeness.
We start by a simple observation. We recall that L is the self-adjoint operator on
ℓ2(X,m) which is obtained from the closure of the form Qc acting on Cc(X)×Cc(X)
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and that Deg(x) = 1/m(x)
∑
y∈X b(x, y) for x ∈ X is the weighted degree of a
vertex x. We first characterize the boundedness of this operator in terms of the
boundedness of the weighted degree function. This fact is certainly well-known,
see, for example Theorem 11 in [49].
Theorem 4.1 (Boundedness of L). Let G be a weighted graph. The Laplacian L
is a bounded operator on ℓ2(X,m) if and only if Deg is bounded on X.
Proof. A direct calculation gives
〈L1x, 1x〉 = Deg(x)m(x)
where 1x is the characteristic function of the set {x} for x ∈ X . Now, the re-
sult follows from the general theory of self-adjoint operators on Hilbert space, see
for example Theorem 4.4 in [82], by noting that {1x/
√
m(x) | x ∈ X} forms an
orthonormal basis for ℓ2(X,m). 
Weighted graphs which satisfy the condition that Deg is a bounded function are
sometimes referred to as having bounded geometry. We now have a look at this in
the cases most commonly appearing in the graph theory literature.
Example 4.2. Let G be a weighted graph.
(1) If m(x) =
∑
y∈X b(x, y) is the sum of the edge weights, then Deg(x) = 1
for all x ∈ X . Thus, in this case, L is always a bounded operator.
(2) If G has standard edge weights, i.e., b(x, y) ∈ {0, 1} for all x, y ∈ X and m
is the counting measure, i.e., m(x) = 1 for all x ∈ X , then
Deg(x) = #{y | y ∼ x}
for all x ∈ X . Thus, Deg is just the usual vertex degree which counts the
number of neighbors of x. We see that L is bounded in this case if and only
if there is a uniform upper bound on this quantity.
4.2. Boundedness and stochastic completeness. We now discuss the connec-
tion between boundedness and stochastic completeness. In particular, we show that
if Deg is bounded on X , then the graph is stochastically complete. This follows
from a more general result which allows for some growth of the weighted vertex
degree which we state below.
Theorem 4.3 (Boundedness implies stochastic completeness). Let G be a weighted
graph. If for every infinite path (xn)
∞
n=0
∞∑
n=0
1
Deg(xn)
=∞,
then G is stochastically complete. In particular, if Deg is bounded on X, then G is
stochastically complete.
Proof. By Theorem 3.3 (iii), it suffices to show that any non-trivial v ∈ F with
Lv = λv for λ < 0 is not bounded. Suppose that v(x0) > 0 for some x0 ∈ X . The
equation Lv(x0) = λv(x0) can be rewritten as
1
m(x0)
∑
y∈X
b(x0, y)v(y) = (Deg(x0)− λ) v(x0).
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Hence, there exists x1 ∼ x0 such that
v(x1) ≥
(
1−
λ
Deg(x0)
)
v(x0).
Now, we iterate this argument to get a sequence of vertices x0 ∼ x1 ∼ x2 . . . such
that
v(xn+1) ≥
(
1−
λ
Deg(xn)
)
v(xn)
≥
n∏
k=0
(
1−
λ
Deg(xk)
)
v(x0).
As
∑∞
k=0 1/Deg(xk) =∞ if and only if
∏∞
k=0(1− λ/Deg(xk)) =∞, it follows that
v cannot be bounded. 
Remark 4.4. For an even shorter proof of the boundedness portion using the Omori-
Yau maximum principle, see Lemma 2.3 in [38]. This is then extended to a bound-
endess of a notion of a global weighted degree in Theorem 2.9 in [38]. For a more
precise result which only considers the maximal outward degree on spheres in the
case of standard edge weights and counting measure, see Theorem 4.2 in [85] and
Theorem 5.5 in [38].
When b is the standard edge weight and m is the counting measure, the bound-
endess result was first shown via a minimum principle in [17]. This proof was then
extended to the case of arbitrary edge weights and counting measure in [15].
A more structural proof of the boundedness portion of Theorem 4.3 can be
found as Corollary 27 in [49] and can be described as follows. It turns out that
the boundedness of L on ℓ2(X,m) also implies boundedness of L acting on ℓ∞(X).
In fact, the boundendess of L restricted to ℓp(X,m) for one p ∈ [1,∞] implies the
boundedness of the restriction of L to ℓp(X,m) for all p ∈ [1,∞]. This was shown
via the Riesz-Thorin interpolation theorem as Theorem 9.3 in [32] following earlier
work presented as Theorem 11 in [49]. Now, if L gives a bounded operator on
ℓ∞(X), then it is clear that the equation Lv = λv cannot have a non-zero bounded
solution for all λ < 0. Thus, by Theorem 3.3 (iii), G is stochastically complete.
We also note that the lower bound for the λ-harmonic function appearing in the
proof above can also be used to establish the essential self-adjointness of the restric-
tion of L to Cc(X). See Proposition 2.2 in [26] or, more generally, Theorem 11.5.2
in [74].
5. Weakly spherically symmetric graphs, trees and anti-trees
5.1. Weakly spherically symmetric graphs. We now discuss a class of graphs
for which we will give a full characterization of stochastic completeness. These
are weakly spherically symmetric graphs. They are an analogue to model mani-
folds which are extensively discussed in [28]. The definition we give here was first
presented in [51] and later generalized in [5].
We start with some definitions. We assume that G is connected and recall that
d(x, y) denotes the combinatorial graph distance between vertices x and y, that is,
the least number of edges in a path connecting x and y. For a vertex x0 ∈ X and
r ∈ N0, we let Sr(x0) and Br(x0) denote the sphere and ball of radius r about x0,
that is,
Sr(x0) = {x ∈ X | d(x, x0) = r}
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and Br(x0) =
⋃r
k=0 Sk(x0) = {x ∈ X | d(x, x0) ≤ r}. To ensure that these are
finite sets, we now assume that G is locally finite.
We will generally suppress the dependence on x0 and just write Sr and Br. We
can then define the outer and inner degrees of a vertex x ∈ Sr as
Deg±(x) =
1
m(x)
∑
y∈Sr±1
b(x, y).
That is, Deg+(x) gives the total edge weight of edges going “away” from x0 divided
by the vertex measure while Deg−(x) of those going “back” towards x0.
Definition 5.1 (Weakly spherically symmetric graphs). A locally finite connected
weighted graph G is called weakly spherically symmetric if there exists a vertex
x0 ∈ X such that the functions Deg± depend only on the distance to x0. In this
case, we will write Deg±(r) for Deg±(x) when x ∈ Sr(x0).
Again, although all of the concepts above depend on the choice of x0, we will
suppress this dependence in our notation. We note that this notion of symmetry is
weak in the sense that we do not assume anything about the edge weights between
vertices on the same sphere nor do we assume anything about the structure of the
connections between vertices on successive spheres.
We will now state a full characterization for the stochastic completeness of such
graphs. In order to do so, we introduce the notion of boundary growth of a ball as
∂B(r) =
∑
x∈Sr
∑
y∈Sr+1
b(x, y).
We note that ∂B(r) reflects the total edge weight of edges leaving the ball Br.
Furthermore, for weakly spherically symmetric graphs, this can be written as
∂B(r) = Deg+(r)m(Sr) = Deg−(r + 1)m(Sr+1)
as follows directly from the definitions. In particular, we note that
∂B(r) =
∂B(r − 1)Deg+(r)
Deg−(r)
.
In what follows, we also let
V (r) = m(Br) =
r∑
k=0
m(Sk)
denote the measure of a combinatorial ball of radius r.
Theorem 5.2 (Stochastic completeness of weakly spherically symmetric graphs).
If G is a weakly spherically symmetric graph, then G is stochastically complete if
and only if
∞∑
r=0
V (r)
∂B(r)
=∞.
We give a sketch of the proof. For further details, see the proof of Theorem 5
in [51]. For standard edge weights and counting measure, this was first shown as
Theorem 4.8 in [85], see also Theorem 5.10 in [38] for an alternative proof in this
case using the weak Omori-Yau maximum principle.
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Proof. By Theorem 3.3 (iii) it suffices to show that any bounded solution to Lv = λv
for λ < 0 is zero if and only if
∑∞
r=0
V (r)
∂B(r) = ∞. By applying the characterization
in terms of non-negative subsolutions in Theorem 3.3 (iii′) and the Khas′minskii
criterion from Theorem 3.6, it suffices to consider only non-negative solutions v.
Finally, by averaging a solution over spheres, it suffices to consider only solutions
depending on the distance to x0.
Thus, we may write v(r) for v(x) for all x ∈ Sr and note that stochastic com-
pleteness is equivalent to the triviality of v if v is bounded. Now, by induction on
r ∈ N0, it can be shown by using the formulas above that Lv(r) = λv(r) if and
only if
v(r + 1)− v(r) =
−λ
∂B(r)
r∑
k=0
v(k)m(Sk).
In particular, if v(0) > 0, then v is strictly increasing with respect to r. Therefore,
we estimate
−
λV (r)
∂B(r)
v(0) ≤ v(r + 1)− v(r) ≤ −
λV (r)
∂B(r)
v(r)
so that
v(r) −
λV (r)
∂B(r)
v(0) ≤ v(r + 1) ≤
(
1−
λV (r)
∂B(r)
)
v(r).
Iterating this down to r = 0, gives
−λ
r∑
k=0
V (k)
∂B(k)
v(0) ≤ v(r + 1) ≤
r∏
k=0
(
1−
λV (k)
∂B(k)
)
v(0).
Hence, if v is bounded, then
∑∞
k=0
V (k)
∂B(k) < ∞. On the other hand, if v is not
bounded, then
∏∞
k=0
(
1− λV (k)∂B(k)
)
= ∞ which is equivalent to
∑∞
k=0
V (k)
∂B(k) = ∞.
This completes the proof. 
5.2. Trees and anti-trees. We now illustrate the theorem above linking stochastic
completeness of weakly spherically symmetric graphs and the ratio of the growth
of the ball and the boundary of the ball with several examples. In particular, we
introduce the class of spherically symmetric trees and anti-trees.
We start with spherically symmetric trees. For this, we first take standard
edge weights and counting measure. Such a graph G is then called a spherically
symmetric tree if G contains no cycles and there exists a vertex x0 ∈ X such for all
x ∈ Sr
Deg+(x) = #{y | y ∼ x, y ∈ Sr+1}
only depends on r. Thus, we may write Deg+(x) = Deg+(r) for all x ∈ Sr. Note
that the lack of cycles implies that Deg−(r) = 1 for all r ∈ N so that the number
of edges leading back to x0 is minimal in order to have a connected graph.
We note that for spherically symmetric trees, we have
m(Sr) =
r−1∏
k=0
Deg+(k)
and ∂B(r) = m(Sr+1) as follows by direct calculations. We now apply our char-
acterization of stochastic completeness of weakly spherically symmetric graphs to
the case of such trees.
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Corollary 5.3 (Stochastic completeness and spherically symmetric trees). If G is
a spherically symmetric tree, then G is stochastically complete if and only if
∞∑
r=0
1
Deg+(r)
=∞.
Proof. From the remarks directly above we obtain
∞∑
r=0
V (r)
∂B(r)
=
∞∑
r=0
1 +
∑r
k=1
∏k−1
j=0 Deg+(j)∏r
k=0Deg+(k)
.
By the limit comparison test, it then follows that the divergence of the series above
is equivalent to divergence of the series
∑∞
r=0 1/Deg+(r). Thus, the conclusions
follows by Theorem 5.2. 
The result above was first presented as Theorem 3.2.1 in [83]. It establishes
the sharpness of the condition given for stochastic completeness in terms of the
weighted vertex degree on paths presented in Theorem 4.3 in the previous section.
We note that the case of spherically symmetric trees already provides a contrast
with the manifold case as if we take V (r) = m(Br) to be the counterpart of the
volume growth in the Riemannian setting, then there exist stochastically incomplete
trees with factorial volume growth. However, a much more striking example is that
of anti-trees which we define next. The basic idea is that we choose an arbitrary
sequence of natural numbers for the number of vertices on the sphere and then
connect all vertices between successive spheres. Thus, these are the antithesis of
trees in the sense that for trees the removal of a single edge between spheres creates
a disconnected graphs while for anti-trees one must remove all of the edges between
spheres.
Definition 5.4 (Anti-trees). Let (ar) be a sequence with ar ∈ N for r ∈ N and
a0 = 1. A graph G is called an anti-tree with sphere growth (ar) if G has standard
edge weights and counting measure and the vertex set X can be written as a
disjoint union X =
⋃
r Ar where m(Ar) = ar and b(x, y) = b(y, x) = 1 for all
x ∈ Ar, y ∈ Ar+1 for r ∈ N0 and zero otherwise.
Thus, by the definition of the edge weight, an anti-tree with sphere growth (ar)
satisfies m(Sr) = ar and is weakly spherically symmetric with Deg±(r) = ar±1.
Furthermore, ∂B(r) = arar+1 as each vertex in the sphere Sr is connected to all
vertices in the sphere Sr+1. Therefore, we obtain the following characterization of
stochastic completeness in the case of anti-trees.
Corollary 5.5 (Stochastic completeness and anti-trees). If G is an anti-tree with
sphere growth (ar), then G is stochastically complete if and only if
∞∑
r=0
∑r
k=0 ak
arar+1
=∞.
Proof. This follows directly from the definition of an anti-tree and Theorem 5.2. 
We note that if ar grows like r
2+ǫ for any ǫ > 0, then the corresponding anti-
tree is stochastically incomplete. Furthermore, V (r) grows like r3+ǫ in this case.
Thus, unlike in the case of manifolds, for the combinatorial graph metric, there
exists stochastically incomplete graphs with polynomial volume growth. We will
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also see later that these are the smallest such examples. This motivates the move
to different graph metrics which take into account not only the combinatorial graph
structure but also the vertex degree. These are the so-called intrinsic metrics which
we introduce in the next section.
The result on stochastic incompleteness of anti-trees presented above originally
appeared as Example 4.11 in [85]. To the best of our knowledge, the first example of
an anti-tree in the special case of sphere growth ar = r+1 appears as Example 2.5
in [16]. This anti-tree is a transient graph with the bottom of the spectrum at 0.
The same graph appears in [81] as an example of a stochastically complete graph
with unbounded vertex degree.
6. Intrinsic metrics
6.1. A brief historical overview. As we have seen, in order to hope for a coun-
terpart for Grigor′yan’s volume growth result for graphs, we must go beyond the
combinatorial graph distance when defining volume growth. In this section we in-
troduce the notion of an intrinsic metric for a weighted graph. This concept arises
from Dirichlet form theory. Although beyond the scope of this article, we mention
that the form associated to the Laplacian, which is a restriction of the graph energy
form, is a regular Dirichlet form which is not strongly local. For background on
Dirichlet forms see [23], for the connection between graphs and non-local regular
Dirichlet forms see [50]. Furthermore, let us caution that the notion of an intrinsic
metric for a Dirichlet form is distinct from the notion of an intrinsic metric in the
sense of length spaces as discussed, for example, in [7].
The concept of an intrinsic metric for strongly local Dirichlet forms was brought
into full fruition in [77]. This allowed for the extension of a variety of results for
Riemannian manifolds, including Grigor′yan’s volume growth result, to the setting
of strongly local Dirichlet forms. In particular, this covers the Riemannian setting
as the Riemannian geodesic distance is an intrinsic metric for the strongly local
Dirichlet form arising in the manifold setting. However, as mentioned above, the
energy form of a graph is not strongly local so that the notions of [77] do not cover
the graph setting.
For non-local Dirichlet forms, such as particular restrictions of the energy form
of a graph, the concept of an intrinsic metric was discussed in full generality in
[22], see also [62] as well as [20, 21, 30] for the related notion of an adapted metric.
However, as noted in [22], the concept of an intrinsic metric for a non-local form is
more complicated than in the local setting as the maximum of two intrinsic metrics
is not necessarily an intrinsic metric. This can already be seen in an easy example
of a graph with three vertices, see Example 6.3 in [22]. The fact that the maximum
of two intrinsic metrics is an intrinsic metric for strongly local Dirichlet forms is
essential to establish the existence of a maximal intrinsic metric.
Thus, there does not exist a maximal intrinsic metric for graphs. However,
for proving statements in graph theory which are analogous to the strongly local
setting, the tool of an intrinsic metric is quite useful, see the survey article [48] for
an overview of results in this direction and further historical notes and also [35] for
some further recent applications.
6.2. Intrinsic metrics, combinatorial graph distance and boundedness.
After this brief discussion of the history of intrinsic metrics, we now present the
definition for graphs. We call a function mapping pairs of vertices to non-negative
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real numbers a pseudo metric if the map is symmetric, vanishes on the diagonal
and satisfies the triangle inequality. In other words, a pseudo metric is a metric
except for the fact that it might be zero for pairs of distinct vertices. In general,
intrinsic metrics are only assumed to be pseudo metrics. However, we will follow
convention and refer to them as metrics in any case.
Definition 6.1 (Intrinsic metrics, jump size). A pseudo metric ̺ : X×X −→ [0,∞)
is called an intrinsic metric if∑
y∈X
b(x, y)̺2(x, y) ≤ m(x)
for all x ∈ X . The quantity j = supx∼y ̺(x, y) is called the jump size of ̺. When
j <∞, we say that ̺ has finite jump size.
The use of intrinsic metrics often lies in a scenario when we want to estimate
the energy of a cut-off function defined with respect to an intrinsic metric via the
measure. In the easiest example, let ̺ be an intrinsic metric and let ρ(x) = ̺(x, x0)
be the distance with respect to ̺ to a fixed vertex x0. If K ⊆ X , then∑
x,y∈K
b(x, y)(ρ(x) − ρ(y))2 =
∑
x,y∈K
b(x, y)(̺(x, x0)− ̺(y, x0))
2
≤
∑
x∈K
∑
y∈K
b(x, y)̺2(x, y)
≤
∑
x∈K
m(x) = m(K).
In particular, we see that if K is a set with finite measure, then the energy of ρ on
K is finite. The jump size becomes relevant whenever we have a cut-off function
which is supported on K and we need to control how far outside of the set K the
sum above reaches.
After this brief discussion, let us mention some examples. We recall that d
denotes the combinatorial graph distance, that is, the least number of edges in a
path connecting two vertices. The case of when the combinatorial graph distance is
equivalent to an intrinsic metric can be characterized in terms of the boundedness
of the weighted vertex degree.
Proposition 6.2. Let G be a connected weighted graph. The combinatorial graph
distance d is equivalent to an intrinsic metric if and only if Deg is a bounded
function on X.
Proof. We note that d(x, y) = 1 for all x ∼ y. Thus,∑
y∈X
b(x, y)d2(x, y) =
∑
y∈X
b(x, y) = Deg(x)m(x).
The conclusion now follows directly. 
Recall that by Theorem 4.1 this is the case exactly when the Laplacian is a
bounded operator and by Theorem 5.2, the graph is stochastically complete in this
case.
Thus, we see that the combinatorial graph distance may or may not be intrinsic.
We now look at some further examples. In particular, the first example below gives
a case when the combinatorial graph distance is in fact intrinsic and the second
gives a pseudo metric which is intrinsic for any given graph.
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Example 6.3 (Intrinsic metrics). We now give two examples.
(1) If m(x) =
∑
y∈X b(x, y), then Deg(x) = 1 for all x ∈ X and thus the com-
binatorial graph distance d is equivalent to an intrinsic metric by Proposi-
tion 6.2 directly above.
(2) For a pair of neighboring vertices x ∼ y we let
σ(x, y) = (max{Deg(x),Deg(y)})
−1/2
denote the length of the edge connecting x and y. Now, we can extend from
the length of an edge to the length of a path in a natural way, that is, if
(xk) = (xk)
n
k=0 is a path, we let
lσ((xk)) =
n−1∑
k=0
σ(xk, xk+1)
denote the length of the path. Finally, we define a pseudo metric via
̺σ(x, y) = inf{lσ((xk)) | (xk) is a path connecting x and y}.
As ̺σ(x, y) ≤ σ(x, y) for x ∼ y it is then clear that ̺σ is an intrinsic metric
as ∑
y∈X
b(x, y)̺2σ(x, y) ≤
1
Deg(x)
∑
y∈X
b(x, y) = m(x).
This metric was first introduced in [39], see also [20].
We note that if the graph is not locally finite, then this intrinsic metric
may be only a pseudo metric; however, in the locally finite case, path met-
rics are metrics and give the discrete topology, see for example Lemma A.3
in [43].
The metric ̺σ introduced in the second example above shows that there al-
ways exists an intrinsic metric on a weighted graph. This metric, which utilizes
the weighted vertex degree function, makes sense in the context of the process
determined by the heat kernel. Namely, if the Markov process with transition
probabilities given by the heat kernel is a vertex x, then at the next jump time
it moves with probability b(x, y)/
∑
z b(x, z) to a neighbor y of x. Furthermore,
the wait time at the vertex x is an exponentially distributed random variable with
parameter given by the weighted vertex degree, that is, the probability that the
random walker is still at a vertex x after time t without having jumped is given by
e−Deg(x)t. See Section 7 in [49] for a further discussion of the connection between
the heat semigroup and Markov processes. Therefore, at vertices with a large ver-
tex degree, the process accelerates and thus will more quickly explore neighboring
vertices. Hence, for the process, neighbors of vertices of large vertex degree are
close which is consistent with the values of ̺σ.
We note that given an intrinsic metric ̺, we can always obtain an intrinsic metric
of small jump size merely by cutting from above. That is, if ̺ is an intrinsic metric
and C > 0, then
̺C(x, y) = min{̺(x, y), C}
is also intrinsic with jump size at most C. On the other hand, having a uniform
lower bound from below on the distance between neighbors is equivalent to bounded
geometry as we now show.
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Proposition 6.4. Let G be a weighted graph. There exists an intrinsic metric ̺
such that ̺(x, y) ≥ C > 0 for all x ∼ y if and only if Deg is a bounded function on
X.
Proof. If ̺ is an intrinsic metric with ̺(x, y) ≥ C > 0 for all x ∼ y, then
C2Deg(x)m(x) ≤
∑
y∈X
b(x, y)̺2(x, y) ≤ m(x)
so that Deg is bounded. Conversely, if Deg is bounded, then by Proposition 6.2,
it follows that the combinatorial graph distance is equivalent to an intrinsic metric
̺. In particular, there exists a constant C > 0 such that Cd(x, y) ≤ ̺(x, y) for an
intrinsic metric ̺. As d(x, y) = 1 for all x ∼ y, the conclusion follows. 
Thus, we obtain two conditions involving the existence of intrinsic metrics which
imply stochastic completeness.
Corollary 6.5 (Stochastic completeness and intrinsic metrics). Let G be a con-
nected weighed graph. If either the combinatorial graph distance is equivalent to an
intrinsic metric or if there exists an intrinsic metric which is uniformly bounded
below on neighbors, then G is stochastically complete.
Proof. This follows immediately by combining Propositions 6.2 and 6.4 with The-
orem 4.3. 
6.3. A word about essential self-adjointness and metric completeness. We
briefly mention here some additional facts about metrics, geometry and analysis.
In Riemannian geometry, there is the famous Hopf-Rinow theorem, which gives a
connection between metric completeness, geodesic completeness and compactness of
balls defined with respect to the geodesic metric, see [13] for example. For locally
finite graphs, a counterpart is shown in [43], see also [53] for a recent extension
to a more general class of graphs. More specifically, Theorem A.1 in [43] shows
that for locally finite graphs and path metrics, the notions of metric completeness,
geodesic completeness in the sense that all infinite geodesics have infinite length,
and finiteness of balls are equivalent. Furthermore, if an intrinsic path metric on a
locally finite graph satisfies any of these equivalent conditions, then the restriction of
the formal Laplacian to the finitely supported functions is essentially self-adjoint,
see Theorem 2 in [43]. Thus, metric completeness with respect to an intrinsic
metric implies that there exists a unique Laplacian, at least for locally finite graphs.
This corresponds to results known for Riemannian manifolds, see [8, 76]. For a
more general and thorough discussion which includes this question for magnetic
Schro¨dinger operators on graphs see [74].
Subsequently, the assumption that there exists an intrinsic metric for which balls
are finite has often been used as a substitute for geodesic completeness in the graph
setting. In particular, we will see this assumption appearing in our criteria for
stochastic completeness in the following sections.
7. Uniqueness class, stochastic completeness and volume growth
In this section, we will discuss the connections between uniqueness class results
for the heat equation, stochastic completeness and volume growth. As we have
seen, using the combinatorial graph metric gives a very different volume growth
borderline for stochastic completeness compared to the manifold setting. We will
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see that the results in these two settings can ultimately be reconciled via the use
of intrinsic metrics.
7.1. Uniqueness class. We start by recalling Grigor′yan’s uniqueness class result
on Riemannian manifolds. Specifically, if u is a solution of the heat equation on
a Riemannian manifold with zero initial condition and if there exists a monotone
increasing function f on (0,∞) such that
∫∞
r/f(r)dr = ∞ which dominates the
growth of u in the sense that for all r large∫ T
0
∫
Br
u2(x, t) dµ dt ≤ ef(r),
then u = 0, see Theorem 9.2 in [28] or Theorem 11.9 in [29] for a proof. By The-
orem 3.3 above this immediately implies stochastic completeness under a suitable
volume growth restriction. More precisely, if u is a bounded solution of the heat
equation with bound given by C, then letting f(r) = log(C2TV (r)) shows that u
must be zero whenever ∫ ∞ r
logV (r)
dr =∞.
Thus, the only bounded solution of the heat equation with trivial initial condition
is trivial.
However, in [39, 40], there is already a counterexample to an analogue of this
uniqueness class result when using intrinsic metrics. Namely, for the graph with
X = Z,
b(x, y) =
{
1 if |x− y| = 1
0 otherwise
and counting measure m = 1, there exists an explicit function u which is non-zero,
satisfies the heat equation with initial condition 0 as well as the estimate∫ T
0
∑
x∈Br
u2(x, t)dt ≤ ef(r)
for all large r with f(r) = logT +Cr log r for some constant C. In particular, it is
clear that ∫ ∞ r
f(r)
dr =∞.
Thus, no analogue to Grigor′yan’s uniqueness class result can hold for all graphs,
even when using intrinsic metrics.
We note that for this graph Deg(x) = 2 for all x ∈ X and thus this graph is
stochastically complete by Theorem 4.3. Therefore, this non-zero solution cannot
be bounded by Theorem 3.3. Furthermore, we note by Proposition 6.2 that the
combinatorial graph metric is equivalent to an intrinsic metric in this case and
that the volume growth with respect to this metric is only quadratic. Finally, the
constant C appearing in the definition of f in the example above is crucial as for
C < 1/2, the uniqueness class result holds for all graphs, see Theorem 0.8 in [40].
The difference between these results in the discrete and continuous settings was
ultimately resolved in [44] by introducing a class of graphs for which a uniqueness
class result analogous to Grigor′yan’s does hold. These are the globally local graphs
which we introduce next. The idea for these graphs in the context of a uniqueness
class result is that the growth of the solution of the heat equation is balanced by
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a decay in the jump size of an intrinsic metric as we go further out in the graph.
We note that in the counter example to the uniqueness class result above we use
the combinatorial graph distance whose jump size is always one and thus does not
decay.
Definition 7.1 (Globally local graphs). Let G be a weighted graph with a pseudo
metric ρ. Let Br denote the ball of radius r with respect to ρ and let jr denote the
jump size of ρ outside of Br, that is,
jr = sup{ρ(x, y) | x ∼ y, x, y 6∈ Br}.
G is said to be globally local in ρ with respect to a monotone increasing function
f : (0,∞) −→ (0,∞) if G has finite jump size, i.e., j0 < ∞ and if there exists a
constant A > 1 such that
lim sup
r→∞
jrf(Ar)
r
<∞.
Thus, globally local graphs not only have finite jump size but provided that f
has a certain growth, the jump size must decay outside of balls. In the borderline
case for the uniqueness class result, f is of the order r log r so that jr must take
care of the growth of log r. We note, in particular, that the example mentioned
above, that the combinatorial metric used there as an intrinsic metric will not be
globally local with respect to f(r) = r log r.
In any case, with this notion of globally local graphs, Theorem 1.3 in [44] presents
the following result.
Theorem 7.2 (Uniqueness class for globally local graphs). Let G be a weighted
graph. Let ̺ be an intrinsic metric with finite balls B̺r and assume that G is globally
local in ̺ with respect to a monotone increasing function f : (0,∞) −→ (0,∞) such
that ∫ ∞ r
f(r)
dr =∞.
If u : X× [0, T ] −→ R is a solution of the heat equation with initial condition 0 and∫ T
0
∑
x∈B̺r
u2(x, t)m(x)dt ≤ ef(r)
for all r > 0, then u = 0.
The proof of Theorem 7.2 can be found in Section 2 of [44]. Though rather
long and technical, the main idea is to estimate the size of a solution of the heat
equation over a small ball at some time via the size of the solution over a larger ball
at an earlier time. Then one iterates this estimate down to time zero to show that
the solution must be trivial. Along the way, the use of cut-off functions involving
intrinsic metrics is crucial. This is, in part, because of the fact that in the discrete
setting there is no good substitute for the chain rule which is used throughout the
proof of Grigor′yan’s uniqueness class result for manifolds.
7.2. Stochastic completeness and volume growth in intrinsic metrics. We
want to use the uniqueness class result above to establish stochastic completeness
under a volume growth restriction which is valid for all graphs which allow for an
intrinsic metric with finite distance balls. However, we note that the uniqueness
class result above involves the additional assumption of being globally local. Thus,
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some additional considerations are required in order to reduce from general graphs
to the class of globally local ones.
As a first step, it turns out that one can reduce to the case of an intrinsic metric
with finite jump size via the notion of truncating the edge weights which is already
contained in [30], see also [62]. More specifically, if ̺ is an intrinsic metric for
G = (X, b,m), we define new edge weights on X via
bs(x, y) =
{
b(x, y) if ̺(x, y) ≤ s
0 otherwise.
That is, we remove edges for which the distance between the adjacent vertices is
large. It follows that ̺ is also intrinsic for Gs = (X, bs,m) and ̺ now has finite
jump size of at most s on Gs. Furthermore, Lemma 3.4 in [44] gives that if Gs
is stochastically complete, then G is stochastically complete. We note that Gs
is not necessarily connected even if we start with a connected graph; however,
the equivalent notions of stochastic completeness presented in Theorem 3.3 do not
require connectedness of the graph. As an alternate viewpoint, one may apply
them on connected components of the graph. In particular, Lemma 3.4 in [44] uses
the weak Omori-Yau characterization of stochastic completeness, that is, condition
(iv) in Theorem 3.3 above to establish the result. See also Theorem 2.2 in [30]
for a more general statement involving Dirichlet forms associated to general jump
processes.
Thus, without loss of generality, we may assume that the intrinsic metric has
finite jump size. The assumption of finite jump size along with finiteness of balls
is easily seen to imply local finiteness of the graph, see, for example Lemma 3.5 in
[48]. Thus, we have reduced to the case of locally finite graphs with finite jump
size and finite distance balls.
Finally to reduce to the case of globally local graphs, the authors of [44] use the
notion of refinements for locally finite graphs found in [45]. The idea is to insert
additional vertices within edges and extend the definitions of the edge weights,
vertex measure and the intrinsic metric in such a way that both the finiteness of
balls is preserved and that the measure of balls is only rescaled by a constant.
Furthermore, as the inserted vertices are now closer together with respect to the
new intrinsic metric, it follows by Lemma 3.3 in [44] that this can be done in
such a way that the refined graph is globally local with respect to an arbitrarily
chosen function. Finally, Theorem 1.5 in [44] shows that stochastic completeness is
preserved during the process of refining the graph via the use of the weak Omori-
Yau maximum principle.
Putting everything together, we get the following analogue to Grigor′yan’s vol-
ume growth result which can be found as Theorem 1.1 in [44].
Theorem 7.3 (Volume growth and stochastic completeness). Let G be a weighted
graph with an intrinsic metric ̺ with finite distance balls B̺r . Let V̺(r) = m(B
̺
r )
and let log#(x) = max{log(x), 1}. If∫ ∞ r
log# V̺(r)
dr =∞,
then G is stochastically complete.
Sketch of proof. From the discussion above, we can reduce to the case of finite jump
size and finite balls and, thus, to locally finite graphs. In this case, the technique of
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refinements allows us to reduce to the case of graphs which are globally local with
respect to f(r) = log# V̺(r). Thus, given a bounded solution of the heat equation
u with initial condition 0 and bound C, we obtain∫ T
0
∑
x∈B̺r
u2(x, t)m(x)dt ≤ C2Tef(r) = ef(r)+C1
for some constant C1. Therefore, by Theorem 7.2, we obtain that u = 0 and by
Theorem 3.3 (ii′) we get that G is stochastically complete. 
Remark 7.4. (1) We note that the use of log# instead of just log is to deal with
the case when the measure m is small. In particular, this covers the case
when the entire vertex set has finite measure, that is, m(X) < ∞. In this
case, stochastic completeness is actually equivalent to two other properties,
namely, to recurrence and to form uniqueness, see Theorem 16 in [73] or
Theorem 7.1 in [25] for further details. Thus, we see that in the case of
finite measure, the existence of an intrinsic metric which gives finite balls
implies all three of these properties. A partial converse to this result was
recently proven in [71]. More specifically, if a graph is recurrent, then there
exists a finite measure and an intrinsic metric which has finite distance
balls. For a precise statement, see Theorem 11.6.15 in [74].
(2) In the case of locally finite graphs with counting measure and an intrinsic
metric with finite jump size and finite balls, Theorem 7.3 was first shown as
Theorem 1.2 in [21]. However, not only does the formulation have additional
assumptions on the graph, but the proof is quite different from Grigor′yan’s
original proof on manifolds. Namely, the approach in [21] is to synchronize
the random walk on the discrete graph with a random walk on a metric
graph. Metric graphs are graphs where edges are intervals of real numbers.
In particular, the energy form on a metric graph is a strongly local Dirichlet
form. Thus, the extension of Grigor′yan’s result to strongly local Dirichlet
forms shown in [77] implies stochastic completeness given that the volume
growth of the discrete graph is comparable to the volume growth of the
metric graph. We note that the proof in [77] also does not invoke the heat
equation.
An analytic proof of the result in [21] using the Omori-Yau maximum
principle and which allows for an arbitrary vertex measure but still uses
metric graphs and assumes local finiteness and finite jump size can be found
in [42]. Thus, while an analogue of Grigor′yan’s result was known for some
classes of graphs since [21], the paper [44] contains the first proof which
does not assume finite jump size nor local finiteness and does not invoke
metric graphs.
7.3. Stochastic completeness and volume growth in the combinatorial
graph metric. We now briefly discuss how in the case of standard edge weights
and counting measure the paper [30] already contains the optimal growth rate
result for stochastic completeness when using the combinatorial graph distance.
More specifically, the authors of [30] first use the method of [10] from the strongly
local setting to establish that the volume growth condition
lim inf
r→∞
logV̺1(r)
r log r
<
1
2
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implies stochastic completeness of general jump processes, see also [63] where it
is shown that the 1/2 on the right hand side can be replaced by ∞. Here, the
volume growth is defined with respect to what the authors of [30] call an adapted
metric. The idea for an adapted metric in [30] is that the intrinsic condition needs
to be only satisfied for pairs of vertices that are close with respect to ̺, that is,
one truncates the metric before imposing the intrinsic condition. More specifically,
letting ̺ be a pseudo metric and ̺1 = min{̺, 1}, then ̺1 must satisfy∑
y∈X
b(x, y)̺21(x, y) ≤ m(x)
for all x ∈ X in order for ̺ to be called adapted.
Clearly any intrinsic metric is adapted. On the other hand, we can also modify
Example 6.3 (2) in a natural way to get an adapted metric. More specifically, by
defining the length of an edge now by
σ1(x, y) = (Deg(x) ∨Deg(y))
−1/2
∧ 1
where a ∨ b = max{a, b} and a ∧ b = min{a, b} then we can extend to paths to get
an adapted metric ̺σ1 . Then, for locally finite graphs, Corollary 4.3 in [30] gives
that if infx∈X m(x) > 0 and
V̺σ1 (r) ≤ e
Cr
for C > 0 and all large r, then G is stochastically complete. We note that the
additional assumption that infx∈X m(x) > 0 is used along with the volume growth
assumption to show that balls defined with respect to ̺σ1 are finite. Thus, these
assumptions are used as a replacement for the finiteness of balls assumption found
in Theorem 7.3 above.
Although clearly not optimal when compared with Theorem 7.3, it turns out that
this volume growth result already gives an optimal volume growth condition in the
case of standard edge weights, counting measure and combinatorial growth distance.
More specifically, letting Br denote the ball of radius r defined with respect to the
combinatorial graph metric d and V (r) = m(Br) which is the number of vertices
in the ball in this case, Theorem 1.4 in [30] gives the following result.
Theorem 7.5. Let G be a graph with standard edge weights and counting measure.
If
V (r) ≤ Cr3
for some constant C > 0 and all large r, then G is stochastically complete.
Idea of proof. It can be shown that under the assumption V (r) ≤ Cr3, there are
sufficiently many vertices with small degree so that a ball defined with respect
̺σ1 is contained in a ball of larger radius with respect to the combinatorial graph
distance d. In particular, the volume growth restriction on V (r) can be used to get
a volume growth restriction on V̺σ1 (r) and then stochastic completeness follows
from the volume growth criterion for V̺σ1 (r) mentioned above. For more details,
see Section 4 in [30]. 
We note that the characterization of stochastic completeness of anti-trees pro-
vided in Corollary 5.5 above gives the sharpness of Theorem 7.5 as for an anti-tree
with sphere growth ar of the order r
1+ǫ for any ǫ > 0, we have that V (r) grows like
r3+ǫ and that the anti-tree is stochastically incomplete. Furthermore, in this case
the weighted degree of vertices grows like r2+ǫ so that balls defined with respect to
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̺σ1 are not finite and thus the graph is not geodesically complete. Finally, we note
that Theorem 7.5 remains valid in the more general setting where the edge weights
and vertex measure satisfy
b(x, y) ≤ Cm(x)m(y)
for all x, y ∈ X and some C > 0, see Remark 4.4 in [30]. This type of assumption
is sometimes called an ellipticity condition on graphs, for more details and some
applications of this condition in the context of curvature see [54].
8. Stochastic completeness and curvature
In recent years there has been a surge of interest in various notions of curvature
in the discrete setting. We do not even attempt to give a comprehensive overview of
definitions nor of results. We rather confine ourselves to two of the most prominent
definitions of curvature and discuss results which relate curvature and stochastic
completeness. The two notions of curvature that we will discuss are that of Bakry–
E`mery which arises from the Γ-calculus as outlined in [3] and Ollivier Ricci which
arises from optimal transportation theory and is defined for general Markov chains
in [67]. We will briefly introduce each and present the relevant results for stochastic
completeness.
We note that, unlike in the manifold case where the Bishop–Gromov inequality
relates lower bounds on Ricci curvature to volume growth, there is no analogous
connection between lower curvature bounds and volume growth in full generality
in the discrete setting thus far. Therefore, we are not able to relate the volume
growth criteria for stochastic completeness presented in the previous section to the
curvature conditions given in this section. However, for Bakry–E´mery curvature, see
Theorem 1.8 in [37] for some recent progress in connecting curvature and volume
growth for a specific class of graphs and Theorem 4.1 in [64] for a connection
between lower curvature bounds and the volume doubling property for finite graphs.
Furthermore, [1] establishes comparisons between averaged inner and outer degrees
and volume growth and also gives an example of two graphs with equal Olliver
Ricci curvatures but different volume growths.
8.1. Bakry–E´mery curvature and stochastic completeness. We start with
Bakry–E´mery curvature. This notion has origins in work on hypercontractive semi-
groups found in [3]. For early manifestations in the graph setting, see [58, 75]. We
caution the reader at the outset that in the curvature on graphs community, one
usually takes the Laplacian with the opposite sign of ours.
We first introduce the Γ-calculus. In order to take care of convergence of sums,
we now assume that all graphs are locally finite. In this case, we note that the
domain of the formal Laplacian is the set of all functions on X , that is, F = C(X).
For f, g ∈ C(X) and x ∈ X , we let
Γ(f, g)(x) = −
1
2
(L(fg)− fLg − gLf) (x).
We will follow convention and write Γ(f) for Γ(f, f). By a direct calculation we
then obtain
Γ(f)(x) =
1
2m(x)
∑
y∈X
b(x, y)(f(x) − f(y))2.
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In particular, if Γ(f) = 0, then f is constant on any connected component of the
graph. In some sense, Γ can be thought of as an analogue to the norm squared of
the gradient from the continuous setting.
We then define
Γ2(f) = −
1
2
LΓ(f) + Γ(f,Lf).
With these notations G is said to satisfy CD(K,∞) at x ∈ X for K ∈ R if
Γ2(f)(x) ≥ KΓ(f)(x)
for all f ∈ C(X). The CD(K,∞) condition on G is then just the fact that G
satisfies the conditions at all x ∈ X .
Definition 8.1. A locally finite weighted graph G is said to satisfy CD(K,∞) for
K ∈ R if
Γ2(f) ≥ KΓ(f)
for all f ∈ C(X).
The idea of the definition is to mimic the inequality obtained via Bochner’s
formula and a lower Ricci curvature bound in the Riemannian manifold setting.
The number K is then thought to be a lower curvature bound on the graph.
We now work towards giving criteria for stochastic completeness involving Bakry–
E´mery curvature conditions. We start with the main result found as Theorem 1.2 in
[36] which gives stochastic completeness under the condition CD(K,∞), finiteness
of distance balls and a uniform lower bound on the measure. We recall that we
denote the heat semigroup by
Pt = e
−tL
for t ≥ 0. This semigroup is originally defined on ℓ2(X,m) via the spectral theorem
and can then be extended to all ℓp(X,m) spaces for p ∈ [1,∞] via monotone limits.
The heat semigroup is also strongly continuous, that is, Ptf → f as t → 0
+ for
all f ∈ ℓ∞(X). Furthermore, Pt is Markov, specifically, for 0 ≤ f ≤ 1, we have
0 ≤ Ptf ≤ 1. Stochastic completeness is then equivalent to the fact that Pt1 = 1
for all t ≥ 0.
Theorem 8.2 (Stochastic completeness and Bakry–E´mery curvature). Let G be
a locally finite graph connected with infxm(x) > 0 and an intrinsic metric ̺ with
finite distance balls. If G satisfies CD(K,∞), then G is stochastically complete.
Idea of proof. The bulk of the work is in showing that CD(K,∞) is actually equiv-
alent to the following gradient estimate on the heat semigroup
Γ(Ptϕ) ≤ e
−2KtPt(Γ(ϕ))
for all ϕ ∈ Cc(X) and t ≥ 0, see Theorem 4.1 in [36]. Furthermore, the finiteness
of balls with respect to an intrinsic metric allows for the construction of a sequence
ϕn ∈ Cc(X) such that 0 ≤ ϕn ≤ 1, ϕn(x)→ 1 as n→∞ for every x ∈ X and such
that
Γ(ϕn) ≤
1
n
for all n ∈ N. In particular, one lets
ϕn(x) =
(
2n− ̺(x, x0)
n
)
∨ 0 ∧ 1
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where x0 ∈ X is an arbitrary vertex, a ∨ b = max{a, b} and a ∧ b = min{a, b}. It
is then clear from the definition that 0 ≤ ϕn ≤ 1, ϕn = 1 on Bn, ϕn is supported
on B2n, and thus ϕn ∈ Cc(X) by the assumption of finite distance balls, and using
the fact that ̺ is intrinsic, a direct calculation gives Γ(ϕn) ≤
1
n .
As the semigroup is Markov on Cc(X), we then obtain
Pt(Γ(ϕn)) ≤
1
n
.
Given these ingredients, the proof is now straightforward as Ptϕn(x)→ Pt1(x) for
all x ∈ X by the monotone convergence theorem and thus
Γ(Pt1)(x) = lim
n→∞
Γ(Ptϕn)(x) ≤ lim inf
n→∞
e−2KtPt(Γ(ϕn))(x)
≤ lim inf
n→∞
e−2Kt
1
n
= 0
for all x ∈ X . Thus, Pt1 is constant for every t ≥ 0. From the heat equation we
obtain
∂tPt1 = −LPt1 = 0
for all t > 0. As P01 = 1 and the semigroup is strongly continuous we obtain that
Pt1 = 1 for all t ≥ 0. 
Remark 8.3. We note that Theorem 8.2 includes not only the assumption of finite-
ness of balls but also the additional assumption that infxm(x) > 0. Both of
these assumptions appear in the context of essential self-adjointness. In particular,
infxm(x) > 0 implies both that L maps Cc(X) into ℓ
2(X,m) and that the restric-
tion of L to Cc(X) is essentially self-adjoint, see Theorem 6 in [50]. In the context
of the proof of Theorem 8.2 in [36], this assumption is used to establish the con-
vergence of sums in the proof of the estimate Γ(Ptϕ) ≤ e
−2KtPt(Γ(ϕ)). However,
it is not clear whether this assumption is really necessary for the ultimate result of
stochastic completeness.
On the other hand, the result in [36] actually assumes a seemingly weaker as-
sumption than finiteness of balls found in the formulation of Theorem 8.2 above.
Namely, Theorem 1.2 in [36] only assumes the existence of a sequence of finitely
supported functions (ϕn) such that 0 ≤ ϕn ≤ 1, ϕn(x) → 1 and Γ(ϕn) ≤ 1/n
for all n ∈ N. This is sometimes referred to as a completeness assumption on the
graph as, in the manifold setting, the existence of such a sequence is known to be
equivalent to geodesic completeness, see [4, 76]. It is clear in the proof above that
the existence of an intrinsic metric with finite distance balls implies the existence of
such a sequence. On the other hand, Marcel Schmidt recently communicated to us
that the converse is also true, that is, that the existence of an intrinsic metric with
finite distance balls is actually equivalent to completeness as defined above. For
a proof of this fact, see Appendix A in the updated version of [56]. Furthermore,
for graphs satisfying the ellipticity condition b(x, y) ≤ Cm(x)m(y) for all x, y ∈ X
and which are stochastically complete and satisfy an additional condition called
the Feller property, see [69, 86] for more details, CD(0,∞) implies that the graph
is complete, see Theorem 6.1 in [54].
Theorem 8.2 gives stochastic completeness in the case of a uniform lower Bakry–
E´mery curvature bound in the spirit of [88]. However, looking at the optimal
curvature results from the Riemannian setting mentioned in the introduction, we
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would expect to allow for some decay of Ricci curvature as in [34,79]. One improve-
ment of Theorem 8.2 in this direction is contained for a special class of graphs in
[37]. More specifically, if G is a graph with X = N0, x ∼ y if and only if |x−y| = 1,
m is the counting measure and ̺ is an intrinsic metric on G, then letting
κ(x) = sup{K ∈ R | G satisfies CD(K,∞) at x}
if κ(x) decays like −̺2(0, x), then G is stochastically complete, see Theorem 1.6 in
[37] for a more precise statement and proof.
8.2. Ollivier Ricci curvature and stochastic completeness. We now discuss a
second commonly appearing manifestation of curvature in the discrete setting. This
formulation comes from optimal transport theory, see [80] for a general background,
and was defined for Markov chains in [66, 67]. For graphs, the basic idea is to
transport a mass, which is given by the transition probability of a simple random
walker starting at a vertex, to that of a mass at another vertex with minimal effort.
This definition was then modified to give an infinitesimal version for the case of
bounded degree in [57] and extended to graphs with general measure and edge
weights in [65]. We note that, in contrast to the Bakry–E´mery formulation which
is defined at a vertex, this curvature is defined for pairs of vertices.
We start with some basic definitions. As in the previous subsection, we assume
that all graphs are locally finite. We will further assume that all graphs are con-
nected. For a vertex x ∈ X and ǫ > 0 small, one defines a transition probability
distribution µǫx on X via
µǫx(y) =
{
1− ǫDeg(x) if y = x
ǫb(x, y)/m(x) otherwise
where Deg(x) is the weighted degree of x. This is a probability distribution provided
that ǫ ≤ 1/Deg(x). We note that a connection to the Laplacian is given by
µǫx(y) = 1y(x)− ǫL1y(x)
as follows by a direct calculation.
Now, for two vertices x1, x2 ∈ X , we define the Wasserstein distance between
µǫx1 and µ
ǫ
x2 via
W (µǫx1 , µ
ǫ
x2) = infπ
∑
x,y∈X
π(x, y)d(x, y)
where the infimum is taken over all π : X×X −→ [0, 1] with
∑
y∈X π(x, y) = µ
ǫ
x1(x)
and
∑
x∈X π(x, y) = µ
ǫ
x2(y) and d is the combinatorial graph distance. The idea
behind this is that π transports the mass distribution from µǫx1 to µ
ǫ
x2 and thus
W (µǫx1 , µ
ǫ
x2) minimizes the effort required to carry out this transport.
We let Lip(1) denote the set of functions with Lipshitz constant 1 with respect
to the combinatorial graph distance, that is,
Lip(1) = {f ∈ C(X) | |f(x)− f(y)| ≤ d(x, y) for all x, y ∈ X}
and let ℓ∞(X) denote the set of bounded functions. By Kantorovich duality, see
Theorem 1.14 in [80], we have
W (µǫx1 , µ
ǫ
x2) = sup
f∈Lip(1)∩ℓ∞(X)
∑
x∈X
f(x)(µǫx1(x) − µ
ǫ
x2(x)).
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Finally, following [57,67], in [65] we define the Ollivier Ricci curvature between two
vertices as follows.
Definition 8.4 (Ollivier Ricci curvature). For vertices x, y ∈ X with x 6= y, we let
κǫ(x, y) = 1−
W (µǫx, µ
ǫ
y)
d(x, y)
and define the Ollivier Ricci curvature as
κ(x, y) = lim
ǫ→0+
κǫ(x, y)
ǫ
.
Remark 8.5. We note that [67] often considers the case when m(x) =
∑
y∈X b(x, y)
and ǫ = 1. In this case, Deg(x) = 1 so that
µ1x(y) =
b(x, y)∑
z∈X b(x, z)
is just the one step transition probability at x of the simple random walk on G.
More generally, when ǫ < 1, we get that
µǫx(y) =
{
1− ǫ if y = x
ǫb(x, y)/
∑
z∈X b(x, z) otherwise.
In this case, the simple random walk is given a positive probability to remain at
the vertex x. As such, the constant 1 − ǫ is sometimes referred to as the idleness
parameter in this setting, see [6].
The idea of letting ǫ→ 0+ in the case whenm(x) =
∑
y∈X b(x, y) then appears in
[57]. In particular, the concavity of the function κǫ is used to establish the existence
of the limit. However, as noted previously, the assumption m(x) =
∑
y∈X b(x, y)
gives that Deg(x) = 1 and thus all such graphs are stochastically complete by
Theorem 4.3. The contribution of [65] is to allow for this definition in the case
of possibly unbounded vertex degree which makes the question of stochastic com-
pleteness interesting. The existence of the limit as ǫ → 0+ follows analogously to
the argument in [57], see also [6].
We note that the Ollivier Ricci curvature as defined above can be explicitly
calculated in many cases. For example, if the vertices x ∼ y are not contained in
any 3-, 4-, or 5-cycles, then
κ(x, y) = 2b(x, y)
(
1
m(x)
+
1
m(y)
)
−Deg(x)− Deg(y)
see Example 2.3 in [65]. As a concrete illustration, in the case of standard edge
weights and counting measure, the curvature of an edge in a k-regular tree is
κ(x, y) = 4 − 2k. This confirms the notion that regular trees of degree greater
than 2 are the analogues of hyperbolic space as they have constant negative curva-
ture.
As a second example, let X = N0 and let x ∼ y if and only if |x− y| = 1. Such
graphs will be referred to as birth-death chains. We note that they automatically
fall into the framework of weakly spherically symmetric graphs as discussed in
Section 5. Let j, k ∈ N0 with k > j. The Ollivier Ricci curvature on a birth-death
chain can be calculated directly as
κ(j, k) =
1
k − j
(
b(j, j + 1)− b(j, j − 1)
m(j)
−
b(k, k + 1)− b(k, k − 1)
m(k)
)
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see Theorem 2.10 in [65]. We note that for j ∼ k, this reduces to the formula above.
Both of the examples above are easily derived from the following formula which
allows us to compute the curvature in terms of the Laplacian. To state it, we let
∇xyf =
f(x)− f(y)
d(x, y)
for x 6= y. For a proof of the following formula see Theorem 2.1 in [65].
Theorem 8.6 (Ollivier Ricci curvature and Laplacian). Let G be a locally finite
connected weighted graph. For vertices x 6= y, we have
κ(x, y) = inf
f∈Lip(1)
∇xyf=1
∇xyLf = inf
f∈Lip(1)∩Cc(X)
∇xyf=1
∇xyLf.
We now show how Theorem 8.6 allows us to prove a Laplacian comparison result.
In this result, we compare the Laplacian applied to a distance function on a general
graph to the Laplacian applied to a distance function on a birth-death chain. We
first define the notion of sphere curvature which will be involved. We recall that
for a vertex x0 ∈ X , Sr denotes the sphere of radius r around x0 with respect to
the combinatorial graph distance. We then let
κ(r) = min
y∈Sr
max
x∈Sr−1
x∼y
κ(x, y)
for r ∈ N with κ(0) = 0 and call κ the sphere curvature.
Theorem 8.7 (Laplacian comparison). Let G be a locally finite connected weighted
graph. If x0 ∈ X, ρ(x) = d(x, x0) and κ denotes the sphere curvature, then
Lρ(x) ≥
ρ(x)∑
j=1
κ(j)−Deg(x0)
for all x ∈ X.
Proof. We note that in general
Lρ(x) = Deg−(x) −Deg+(x)
where Deg±(x) are the outer and inner degrees as defined in Section 5. In particular,
Lρ(x0) = −Deg(x0) so taking the sum to be zero in this case gives the statement
for x = x0.
The proof is now by induction on r = ρ(x) for x ∈ Sr. Assume that the statement
is true for r − 1. Let y ∈ Sr and let x ∈ Sr−1 be such that κ(x, y) ≥ κ(x, z) for all
z ∼ x with z ∈ Sr. We note that κ(r) ≤ κ(x, y), ∇yxρ = 1 and ρ ∈ Lip(1) so that
Theorem 8.6 gives
κ(r) ≤ κ(x, y) ≤ ∇yxLρ = Lρ(y)− Lρ(x).
Therefore, by the inductive hypothesis,
r∑
j=1
κ(j)−Deg(x0) =
r−1∑
j=1
κ(j)−Deg(x0) + κ(r) ≤ Lρ(x) + κ(r) ≤ Lρ(y)
which completes the proof. 
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We note that the Laplacian comparison result is sharp on birth-death chains as
can be seen by a direct calculation. That is, for birth-death chains, we get
Lρ(x) =
ρ(x)∑
j=1
κ(j)−Deg(x0).
Thus, Theorem 8.7 compares the Laplacian of a distance function on a general
graph to that of a birth-death chain.
We now put the various pieces together to obtain a stochastic completeness result
for Ollivier Ricci curvature. This can be found as Theorem 4.11 in [65].
Theorem 8.8. Let G be a locally finite connected weighted graph. If
κ(r) ≥ −C log r
for some constant C > 0 and all large r, then G is stochastically complete.
Proof. Let ρ(x) = d(x, x0). It follows from Theorem 8.7 that
Lρ(x) ≥
ρ(x)∑
j=1
κ(j)−Deg(x0).
Now, from the assumption that κ(r) ≥ −C log r we may choose an increasing
continuously differentiable function f : [0,∞) −→ (0,∞) such that
Lρ+ f(ρ) ≥ 0
and ∫ ∞ 1
f(r)
dr =∞.
As ρ(xn) → ∞ along any sequence of vertices (xn) with Deg(xn) → ∞, G is
stochastically complete by Theorem 3.6. 
It turns out that Theorem 8.8 is sharp in the sense that for any ǫ > 0, there
exists a stochastically incomplete graph with κ(r) ≥ −(log r)1+ǫ. This can already
be seen from the case of birth-death chains for which stochastic completeness is
equivalent to
∞∑
r=0
r + 1
b(r, r + 1)
=∞
by Theorem 5.2 above. For further details, see Theorem 4.11 in [65].
We note that the optimal curvature criterion for stochastic completeness in terms
of curvature in the manifold setting gives the borderline for stochastic completeness
around the curvature decay of order −r2, see [34,79]. One might be tempted to try
and reconcile the difference between the manifold and graph setting by using intrin-
sic metrics as was successfully carried out in the case of volume growth, however,
for Ollivier Ricci curvature this approach turns out to not work, see Example 4.13
in [65].
We note that this is not the only difference between the continuous and discrete
settings when it comes to curvature. As another example, there exist infinite graphs
which have uniformly positive Ollivier Ricci curvature, see Example 4.18 in [65].
This is known to be impossible in the manifold setting by the Bonnet–Myers theo-
rem. Here, anti-trees also prove to be a source of counterexamples as they provide
examples of infinite graphs satisfying and CD(K,∞) for K > 0 and well as having
36 RADOS LAW K. WOJCIECHOWSKI
uniformly positive Ollivier Ricci curvature, see [9] in [52] for the Bakry–E´mery and
Ollivier Ricci curvature of anti-trees. However, as soon as one either imposes up-
per bounds on the vertex degree or lower bounds the measure, then a graph with
uniformly positive lower curvature bounds must be finite, see [59] for the case of
Bakry–E´mery and [65] for the case of Ollivier Ricci.
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