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Abstract
In this thesis we use meta-analytic methods to quantitatively summarize em­
pirical evidence on elasticity of substitution between skilled and unskilled la­
bor. Review is based on sample of 684 estimates from 78 studies. After a brief 
overview of theoretical framework, estimation strategies and distribution of the 
existing estimates, we test for publication bias. According to regression-based 
tests for publication bias, we do not reject null hypothesis of no publication bias 
in the existing literature. To explain heterogeneity between the estimates, we 
use Bayesian Model Averaging. We find that both real factors and research de­
sign influence resulting value of estimated elasticity. Our synthetic estimates of 
the elasticity imply that skilled and unskilled workers are imperfect substitutes 
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V tejto práci sú použité metody meta-analýzy za účelom kvantitativného výskumu 
empirickej literatúry, ktorá sa zaoberá elasticitou substitúcie medzi kvalifiko­
vanou a nekvalifikovanou prácou. Analýza je založená na 684 odhadoch zo 
78 štúdií. Po stručnom představení teorie, rozličných stratégií odhadu a dis- 
tribúcie existujúcich odhadov, testujeme existenciu systematickej odchýlky ako 
následku publikačnej selektivity. S použitím testov založených na regresnej 
analýze sa nepodařilo zamietnut nulová hypotézu neexistencie systematickej 
odchýlky následkom publikačnej selektivity. Za účelom skúmania rozdielov 
medzi odhadná je použité Bayesovské priemerovanie modelov. Použitím tejto 
metody zistujeme, že odhady sú ovplyvnené nielen faktormi, ktoré majú dopad 
na skutočnú hodnotu elasticity, ale aj metodami výskumu a použitými dátami. 
Naše syntetické odhady elasticity naznačujú, že kvalifikovaní a nekvalifikovaní 
pracovníci sú v dlhodobom časovom horizonte nedokonalými substitútmi. V 
krátkodobom časovom horizonte je ich substitúcia limitovaná.
Klasifikace JEL J82, J23, J24, J31
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Motivation Since the emergence of labor economics, considerable progress has 
been made concerning role of education in the economy. Some concepts, such as 
wage returns to education or increase in labor productivity due to additional human 
capital, rely on assumptions about substitutability of workers with different levels of 
education. (Freeman, 1986), (Behar, 2010) Therefore there exist numerous scientific 
studies dealing with the topic of qualified workers replacing the unqualified and 
vice versa. One approach to study this phenomenon is to quantify it by measuring 
elasticity of substitution between the two groups. In my bachelor thesis, I focused on 
overeducated individuals, that is, workers whose education exceeds the level required 
for their job. The increasing evidence of overeducation and undereducation suggests 
that the elasticity of substitution might be higher that it has been assumed earlier. 
So what can we learn from the latest studies of the elasticity? Do labor economists 
need an update of assumptions about the elasticity of substitution between skilled 
and unskilled labour? This thesis aims to provide an answer to these questions 
through a systematic investigation of relevant studies.
Hypotheses
1. Hypothesis #1: The elasticity of substitution between more and less qualified 
workers is in the range of 0.5 — 2 as suggested by earlier studies.
2. Hypothesis #2: The estimate of elasticity significantly depends on estimation 
method used by the study.
3. Hypothesis #3: The estimate of elasticity significantly depends on character­
istics of the country studied.
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4. Hypothesis #4: Substitutability of skilled and unskilled labor is higher in the 
long run than in the short-run.
5. Hypothesis #5: Accounting for the capital-skill complementarity effect has an 
impact on estimate of elasticity.
6. Hypothesis #6: There is no publication bias - the elasticity estimates are not 
systematically shifted due to selective reporting.
Methodology Firstly we will accumulate results of multiple studies and different 
characteristics of these studies (such as used methods, data types, control variables 
or countries studied. Next we will construct our dataset. To assess which character­
istics of the research have impact on its result we will use Bayesian Model Averaging 
(BMA), described for instance by Hoeting et al. (1999). This approach prevents 
from underestimating uncertainty in the estimated coefficients, as the posterior dis­
tribution of the estimated quantity is a weighted average of the posterior probability 
distributions under each possible model given a set of potential predictors. (Raftery 
et al., 1997) Our own estimation of the elasticity based on summarized evidence will 
follow. Rather than simply taking mean of all estimated elasticities of substitution, 
we will try to define “best practice” in literature and generate our estimate as a 
fitted value using maximum value for every aspect of the study which is preferred 
and minima for the unwanted aspects. Publication bias will be tested following the 
example of Egger et al. (1997) by examining the assymetry of the so-called funnel 
plot and, more formally, statistically examining the relationship between estimates 
and standard errors.
Expected Contribution The estimated elasticity of substitution between skilled 
and unskilled labour varies from one study to another. Therefore a meta-analysis is 
needed to summarize and compare these findings in a structured and objective way 
and eventually correct for systematic mismeasurements.This helps readers to better 
understand differences between results and correctly interpret existing evidence .
Outline
1. Introduction
2. Context and Importance of Elasticity Estimation
3. Methods of the Elasticity estimation
4. Dataset collection and description
5. Publication bias and corrective measures
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Results from empirical studies in economics often seem to be contradictory. 
Though they aim to estimate the same quantity or effect, results can vary 
greatly. Parameters of the production function are not an exception. No in­
dividual study can provide definitive answer to complex economic questions 
linked with the interpretation of these parameters. Elasticity of substitution 
between skilled and unskilled labor is an important parameter widely used to 
model various labor market settings. First, substitutability between differently 
skilled workers plays a crucial role in the branch of research exploring wage in­
equality. The extent to which wage differential reacts to the change in relative 
supply of skilled labor directly depends on the value of elasticity of substitution 
(Behar 2009). Policymakers may be interested in addressing wage inequality 
by creating incentives to raise overall education level. Substitutability between 
skill categories can provide some information about whether these attempts are 
likely to have intended effects.
Another application of the elasticity is linked with capital-skill complemen­
tarity hypothesis. The idea is that technological progress may have different 
effect on groups with different skills and knowledge. If a shift in production 
technology increases the relative productivity of skilled labor and consequently 
leads to an increase in relative demand, this technological change is said to be 
skill-biased. Greater increase in productivity of highly skilled group is caus­
ing wages of highly skilled workers to grow faster. Inequality between the two 
groups is increased if the effect of skill-biased technical change is not offset by 
another economic force with opposite direction - increase in overall education 
level. What is the role of the elasticity in this process? Ceteris paribus, the 
higher the elasticity of substitution between skilled and unskilled labor, the
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stronger will be the increase in inequality between differently skilled groups 
attributable to skill-biased technical change. Also, the effect of the increase in 
overall education level is weaker if substitutability is high (Kierzenkowski & 
Koske 2012). Numerous empirical studies provide evidence for the existence of 
skill-biased technological change, for example (Krusell et al. 2000) or (Katz & 
Murphy 1992).
Researchers attempted to estimate the elasticity of substitution between 
skill groups since 1970. In Demand for Education, Freeman (1986) provided a 
brief overview of 11 studies that reported values ranging from values close to 
0 to as much as 1000. Hamermesh (1996) collected about 40 studies concern­
ing skill heterogeneity between workers and provided estimates ranging from 
approximately -0.5 to 6.0. However, these overviews of the literature lack fur­
ther analysis aiming to cope with possible publication bias, differences between 
studies and to answer the fundamental question: are skilled workers substitutes 
or complements? And if they are substitutable, to what extent?
The objective of this thesis is to provide systematic quantitative overview 
of existing literature dealing with the estimation of elasticity of substitution 
between skilled and unskilled labor. For this purpose, we apply methods of 
meta-analysis. Meta-analysis is a synthesis of the results of separate but com­
parable scientific studies. It applies statistical methods to explain differences 
between these studies, to identify potential systematic bias and eventually to 
derive synthetic estimates. The term meta-analysis was hrst used in 1978 by 
Gene V. Glass, who collected and analyzed results of 375 studies concerning 
psychotherapy. Since then, meta-analysis has been used in medical research 
and also in social sciences including economics.
Although there are articles that summarize existing estimates, there is not 
yet any meta-analysis dealing with the empirical literature about substitution 
elasticity between skilled and unskilled labor. To our best knowledge, we are the 
hrst to test for publication selection bias and to inspect how characteristics of 
studies and estimates themselves relate to magnitude of the estimated elasticity. 
For this purpose, we apply method called Bayesian Model Averaging which we 
believe to be superior to fitting a single model, because it explicitly accounts 
for model uncertainty.
The thesis is structured the following way: In Chapter 2 we discuss theoreti­
cal framework behind the elasticity of substitution between skilled and unskilled 
labor. We present definition of the elasticity and its different measures. Then 
we focus on different forms of the production function used in the literature.
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In Chapter 3, we follow with a brief overview of empirical estimation where we 
summarize different estimation strategies and possible issues of the estimation. 
Chapter 4 describes how the estimated elasticities, their standard errors and 
additional characteristics of studies and estimates were collected, presents de­
scriptive statistics and provides additional information about adjustments to 
the constructed dataset. Chapter 5 deals with the possibility of publication 
selectivity bias in existing literature. After a definition of publication selection 
bias and overview of methodology behind its diagnostics, we present funnel plot 
of existing estimates and conduct formal, regression-based tests for publication 
bias. In Chapter 6 we aim to explain what drives heterogeneity between the 




2.1 Definition of Elasticity of Substitution Between 
Skilled and Unskilled Labor
Concept of the elasticity of substitution was first introduced by Hicks (1932) 
who studied substitutability between capital and labor in production. Since 
then, multiple definitions of substitution elasticity emerged. Common aim is 
to measure how easily a factor of production can be replaced for other factors, 
holding the output fixed. But there are differences including treatment of differ­
ent variables as exogenous (either prices or quantities), whether they measure 
absolute or relative changes, and whether the other factors are allowed to vary 
or not. These differences are closely linked to choices of estimation strategies, 
as we will see later in this chapter. We will only discuss measures used in 
reviewed literature, an extensive review is provided for example by Broadstock 
et al. (2007) or Zachlod-Jelec & Boratyhski (2016).
Most researchers estimating the elasticity of substitution between skilled 
and unskilled labor define it as percentage change of ratio in which these two 
factors are used divided by percentage change of the ratio of their marginal 
products. For instance, this relationship is estimated by Katz & Murphy (1992), 
Ciccone & Peri (2005) or Razzak & Timmins (2008). This definition of the 
elasticity is frequently referred to as “Hicks elasticity of substitution” (HES). 
We use this notation, though in fact, this relationship has been defined by 
Robinson (1969) and its equivalence with the original definition by Hicks is 
only true in the two-factor case.
Mathematically written, if and .r2 are two factors of production, /() is
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a strictly quasi-concave production function homogeneous of degree k > 01, 
/land f-2 are the hrst derivatives of the function /() with respect to xi and x2, 
respectively, and c t h e s is the elasticity of substitution between them, then the 




Output is held constant, quantities are assumed to be endogenous, prices 
exogenous. It is asymmetric, meaning that (Th e s ,21 is not necessarily equal 
to c t h e s ,i2- This definition of the elasticity of substitution between two factors 
allows to measure curvature of isoquants of the production function.2 The more 
curved the isoquant is, the lower the elasticity (&h e s ) (Broadstock et al. 2007). 
As the production function is strictly quasi-concave, elasticity of substitution 
can possibly be any real number from the interval (0, 00), the two extreme 
cases are: L-shaped (or Leontief) isoquants corresponding to zero elasticity 
and linear, constantly downward sloping isoquants in case of infinite elasticity.
Assuming perfect factor markets, production factors are paid exactly their 
marginal products. Then the elasticity also measures percentage change of 
the ratio of product quantities to the percentage change of the ratio of their 
respective prices. In case that and w2 stand for wage levels of skilled and 
unskilled labor, respectively, and MP± and MP2 for their marginal products, 
it can be written:
d^x2/xi) 
x2/xr
aHES, 21 — d^MP1/MP2)
MP1/MP2
The logarithm form of the equation is frequently used in empirical studies.
What is the economic interpretation of this relationship? In case that a = 0, 
the two kinds of labor are perfect complements. Fixed proportions of the two 
are needed to increase production level and they cannot be substituted for each 
other. If the elasticity of substitution is in the interval (0,1), differently skilled 
workers are complements, their contribution to resulting output is different. 
Elasticity equal to 1 is called unitary elasticity and translates to relative quan-
1 Eventually, elasticity of substitution can be defined for any concave production function 
with two or more variables.
2Isoquant being a contour line of the production function that defines set of combination 
of the inputs producing the same amount of output.
d(a:2/a.’i)
X2/Xl d
(2-2)d^/w2) d ln(W2/WP 
wpw2
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tity change to be exactly proportional to relative price change. If the elasticity 
of substitution is in the interval (1, exo), skilled and unskilled workers are sub­
stitutes. Unskilled workers can easily work on positions intended for skilled 
workers and skilled workers, on the contrary, may easily be overeducated for 
their position. Infinite elasticity means that the two kinds of labor are perfect 
substitutes. In this case, skill is no longer an important factor for the resulting 
output and skilled and unskilled labor are economically the same commod­
ity. In theory, this implies that in case that wage of either type of labor is 
higher, this type of labor will not be used in production. On the contrary, in 
case of near zero elasticity, the two types of labor are practically impossible to 
substitute, fixed proportions of the two are needed to effectively produce the 
output.
An alternative measure of the substitution elasticity is called Allen-Uzawa 
Elasticity of Substitution. Instead of derivatives of the production function, 
it is defined using cost function. If cost function is denoted by c, its partial 
derivatives and cross-partial second derivative as ci, C2 and C12, respectively, 
then we can write:
^12 /(-) Q\
&AES,21 = ---- (2.Ó)
ClC2
As suggested by Gyimah-Brempong & Gyapong (1992), it can also be writ­
ten in terms of cross price elasticity scaled by cost share:
d lnxi/d lnw2 z
<UhES,21 = -------------------------- (2.4)
S2
Important difference from previously defined Hicks elasticity of substitu­
tion is that values of Allen-Uzawa elasticity can be negative. If ctaes > 0, 
factors are classified as substitutes and if uaes < 0, factors are classified as 
complements. Cost share being nonnegative, ctaes has always the same sign 
as cross price elasticity. Consequently, the interpretation is different. It does 
not measure changes of relative quantities moving along an isoquant of produc­
tion. Instead, as we can see from the second form, it is a one-factor-one-price 
elasticity. Unlike cthes, elasticity is symmetrical. Allen-Uzawa Elasticity of 
substitution is widely used in empirical studies because it can be relatively 
easily derived from estimated cost function (Broadstock et al. 2007). This type 
of elasticity of substitution between skilled and unskilled labor is estimated for 
example by Bergstrom & Panas (1992), Askilden & Nilsen (2005) or Jensen & 
Morrisey (1986).
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Few authors use alternative measures of elasticity other than Hicks elasticity 
or Allen-Uzawa elasticity. Apart from c t a e s , Gyimah-Brempong & Gyapong 
(1992) estimate so-called Morishima elasticity of substitution:
d Zn(g)
O'MES,21 = “Vh—— 
d lnw2
Morishima elasticity of substitution is similar to c t h e s '- is also asymmetrical 
and it cannot be negative. But the difference is that it is a two-factor-one-price 
elasticity, so the measure tracks change in factor ratio in response to change in 
one price of one factor.
Finally, Berndt & Christensen (1974) and Gyimah-Brempong & Gyapong 
(1992) estimate so-called Shadow elasticity of substitution. It is in fact a spe­
cial case of (Jh e s , but allows prices to change such that average cost is fixed 
(Gyimah-Brempong & Gyapong 1992).
2.2 Production Functions
For a long time, production functions implicitly treated labor as homogeneous. 
Differences in education, skill and experience were ignored. To begin with, 
in the well-known Cobb-Douglas case3, skilled and unskilled labor are both 
aggregated into one production factor assuming infinite elasticity. Elasticity of 
substitution between labor and capital, on the other hand, is equal to one.
Later on, economists started to discuss the role of education and skill in 
individual decision-making and aggregate production process. The concept 
of human capital, introduced by Gary S. Becker in 1964 enhanced branch of 
research dedicated to the impact of education and skill on production process. 
Accumulation of knowledge and skill is assumed to increase marginal product 
and consequently, wage of a worker. Important question emerged: What is a 
contribution of skill to national output? An extension of production function 
was needed to answer the question. One step to answer the question is to 
divide workforce into two or more heterogeneous subgroups based on the level 
of skill. Then their combination can be modeled by multiple frameworks. In 
the reviewed literature, authors typically assume one of the following forms:
3Defined as Y = c ■ La ■ where L,K stand for labor and capital, respectively, a, f3 
€ [0,1] and c is a constant different from zero.
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• One-level CES function
• Multilevel (or nested) CES function
• Translog production function
• Translog cost function
2.2.1 One-level CES Function
In general, Constant elasticity of substitution (CES) functional form is defined 
as:
Yt = [at(atXit)p + (1 - at)(btXjty]-p (2.6)
where Xit and Xjt are two factors of production, at and bt are factor augmenting 
technology indexes and at is a technology parameter interpretable as indexing 
the “share of work” allocated to the factor Ah, at time t. This two-factor CES 
production function was introduced by Solow (1956) and it originally included 
capital and labor ignoring skill differences between workers.
For the sake of simplicity, some authors only take the basic CES form 
(3.1) and instead of labor and capital, they plug in skilled employment (Ls) 
and unskilled employment (L[/) as production factors. This way, skilled and 
unskilled labor are treated as the only factors producing the output. Then the 
starting point for estimation of elasticity is:
Yt = \at(atLst)p + (1 - at^btLuty}~p (2.7)
An important feature of CES functional form is that the elasticity is con­
stant along the relative demand curve (Ciccone & Peri 2005). In other words, 
elasticity of substitution is constant irrespective of changes in relative supply. 
This elasticity can be easily derived from the parameter p as
. = (2.8)
2.2.2 Multilevel CES Function
Another class of production functions used in literature also assumes CES 
technology, but applies a nested structure. There are multiple ways to nest 
production factors under CES framework. An important feature of nested
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CES functional form is that choice of the nesting structure impose additional 
restriction on elasticities. In case of three factors, researchers estimate two 
elasticities, the third one is given by the symmetry of CES structure (Krusell 
et al. 2000). For instance, if CES} and CES2 are two functions of CES type 
and aq, x2 and x3 are three production factors, nesting structure of the form 
Y = CE?5i(a;i, CESi(x 2, aq)) would imply that the elasticity of substitution 
between x± and x2 is equal to the elasticity of substitution between x^ and x3. 
Therefore the choice of nesting structure is not arbitrary.
Usually, three production inputs are considered: skilled labor, unskilled 
labor and capital. One stream of literature assumes output to be a function of 
capital and labor at the hrst level and decomposes labor to skilled and unskilled 
at the second level. For instance, Avalos & Savvides (2006) assumes production 
function in the following form:
Yt = K^[at(atLSt)p + (1 - at^btLuy}1-^ (2.9)
where K stands for capital and (3 is the share of capital in production. In 
this case, the hrst level that models factor contribution of skilled and unskilled 
labor is assuming CES technology. The second level, or “aggregator” is in 
Cobb-Douglas form. This restricts the elasticity between labor and capital to 
be equal to one. As in case of one-level CES, the elasticity of substitution is 
defined by: a = .
Borjas & Katz (2007) or Borjas (2003) also assume three factor case with 
capital, skilled and unskilled labor. But the second-level aggregator is of type 
CES:
yť = [hí(A7/ + (l-hí)(Lí/]>, (2.10)
where Lt stands for aggregate labor and is defined as:
Lt = [at(atSty + (1 - atybtUty\l> (2.11)
Using this functional form, elasticity of substitution between labor and capital 
is no longer restricted to be equal to one, but this form does not allow for 
capital-skill complementarity as it implicitly assumes that capital is equally 
substitutable for skilled and unskilled labor.
Other studies apply an alternative nesting scheme where workers are divided 
into more than two levels according to their skill. For instance, in study by 
Manacorda et al. (2010), the hrst level relates output and two kinds of labor
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- skilled and unskilled. The second level then decomposes skilled labor to 
secondary educated and tertiary educated labor:
Yt = At(at • Lpst + (1 - (2.12)
and
Lst = Bt(a2t • LI + (1 - a2i) • , (2.13)
where «2í stands for relative productivity of skilled workers at time t and «2í 
stands for relative productivity of secondary educated workers at time t. Pa­
rameter At may be interpreted as skill-neutral technological change.
Perhaps the most complicated nesting structure is used by Krusell et al. 
(2000) whose example has been followed by Lindquist (2004) and Dupuy (2007). 
They assumed four production factors - capital structure, capital equipment, 
skilled labor and unskilled labor and three-level nesting structure.
2.2.3 Translog framework
Another type of production function used in reviewed literature is called translog 
production function. Translog function is an abbreviation for transcendental 
logarithmic function and it is the second-order approximation of CES function 
by Taylor polynomial about p = 0 (Berndt & Christensen 1973). Unlike CES 
framework, when translog form is used, elasticity of substitution is allowed 
to vary with relative supply of differently educated workers (Ciccone & Peri 
2005). Assuming three production factors: capital (/<), skilled and unskilled 
labor (Ls) and (Tn), respectively, translog production function can be written 
as follows:
Zn(y) = Zn«0 + asZ?iLs + oyZnL;/ + a^inK + -'yuu(lnLu')2 + ^uslnLulnLs
+yuklnLulnK + Ass(lnLs)- + ysklnLslnK + Lkk(lnK)2 
(2.14)
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Duality of profit maximization and cost minimization framework allows the use 
of translog cost function instead of translog production function:
Zn(C) = lnat0 + aslnws + aulnwu + a^nr + aylnY + -^uulnw^ + 2^us^nWu^nWs 
+^uklnrlnws + ^ss(lnw2s) + ^ysk(lnwslnr) + jy^CZur)2
+ynlnwslnY + ^InwvlnY + ^InrlnY + -7rai„ri„r 
(2.15)
Here, C denotes total costs, ws,wu and r stand for wages of skilled labor, 
unskilled labor and cost of capital (rent). An important intermediate step 
in elasticity estimation is to derive cost share equations. Using Sheppard's 
lemma4, it can be written:
ss = as + isylnY + ysulnwu + ^sklnr, (2.16)
= a„ + + Yuklnr, (2.17)
and
Sk = ctfc + ^kylnY + 7fcsZnws + ykJnwu (2.18)
where ss, su and Sk are cost shares of skilled, unskilled labor and capital, 
respectively (Bergstrom & Panas 1992). Now, there are more possible measures 
of elasticity that can be derived using cost share equations. In terms of the 
above mentioned relations, Allen-Uzawa elasticity of substitution of skilled and 
unskilled labor is:
(t aes ,su = ^ + — (2.19)
SsSu
Given the cost-share equations, Morishima elasticity can be also easily derived 
as follows:
c m e s ,s u  = F su — (— F ss) (2.20)
Ss Su
Alternatively, assuming translog cost function, Shadow elasticity can be esti­
mated. Gyimah-Brempong & Gyapong (1992) derive it by plugging in Allen- 




(ZvAES ,su &AES,ss ^AES.uu) (2.21)
4According to Sheppard's lemma, conditional factor demand equals partial derivative of 
the cost function with respect to price of this particular factor.
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Most researchers working with translog framework use cost function instead of 
translog production function. It is probably for its convenience: with translog 
cost function, elasticity estimation is more straightforward. However, there are 
exceptions. For instance, Jensen & Morrisey (1986) assume translog produc­
tion function and derive the elasticity using marginal products according to 
McFadden's formula for partial elasticity of substitution.
Chapter 3
Estimation of the Elasticity of 
Substitution
3.1 From Production Functions to Estimated Equa 
tions
Most researchers assume production function of type CES. Whether it is one- 
level CES function or CES with two and more levels, the estimation procedure 
is mostly similar1. For the sake of simplicity, we will derive estimation equation 
for one-level CES. The following steps are needed to obtain commonly estimated 
equation. First, marginal products are obtained by taking derivatives of the 
equation (2.7) with respect to St and Ut. Assumption of competitive labor 
markets allows to write the equality between wage ratio and ratio of marginal 
products:
ws = at atS?-1 
wu (1 - at^ur1
Substitution for p using (2.8) and slight rearrangement leads to:
Taking logarithms of (3.2) leads to the hnal specification:
1 Simple estimation equations similar to one-level CES case can be found, for instance, 
in Katz & Murphy (1992), Gallego (2012) or (Borjas 2003). An exception is the study of 
(Krusell et al. 2000), who use structural equations to estimate parameters of their model 
that was primarily designed to explore capital-skill complementarity.
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Zn( —) =/30 + A2M77) (3.3)wv bt Ut
with /30 = and /?2 = — Coefficient of interest is /?2, and
may be interpreted as the estimated effect of relative supply of skilled labor on 
wage premium to skilled workers. Researchers often include other regressors 
to capture different characteristics of workers or labor markets, leading to the 
following equation:
Zn(—) = A, + AiZn(^) + &ZnÁ + 7* (3-4)
wut bt Ut
where X is a vector of control variables and 7 is a vector of corresponding 
regression parameters. Alternatively, other researchers treat relative share of 
skilled workforce as dependent variable and let it depend on wage ratio. This 
is applied for example by Li (2008) or Li (2010), who estimates the following 
equation instead of (3.4):
Zn(^) = /?o + AiZn(^) + /32Zn(—) + 7X (3.5)
Ut bt wut
Interesting twist of the estimation strategy has been proposed by Behar 
(2010). He suggests to derive elasticity from the estimated parameters as a = 
/?2 + 2. This modification prevents from getting extreme values of elasticity if 
the estimated coefficient is close to 0. Given the fact that no other researcher 
adopts this approach, we will not present its derivation.
Researchers assuming translog cost function can derive parameters of the 
function, including the elasticity of substitution between heterogeneous labor 
from cost share equations. Being linear in parameters, they are convenient to 
use. In three factor case with skilled labor, unskilled labor and capital, this 
means to estimate the system of equations (2.16) - (2.18) presented in Chapter 
3 of this thesis. This approach is adopted by Bergstrom & Panas (1992), who 
simultaneously estimate cost function and cost share equations by iterative 
Zellner-efficient procedures.
3.2 Definition of Skill
Another issue linked with the estimation of the elasticity is how to define and 
measure skill. In practice, skill level is not observed, therefore appropriate 
proxies have to be used. There are two streams in the reviewed literature. In
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the first case, researchers choose to define workers with an education level above 
certain cut-off value as skilled, other workers are considered unskilled. Differ­
ent levels of education have been chosen as cut-off points by researchers. For 
instance, Dupuy & Marey (2007) estimate elasticity between college educated 
workers and other workers. Ciccone & Peri (2005), on the other hand, consider 
all workers with at least secondary education as skilled and Mello (2011) uses 
primary education as a cut-off point.
The other stream identifies skilled and unskilled workers based on type of 
occupation. Typically, production workers are considered to be unskilled and 
non-production workers skilled. Skilled and unskilled workers are frequently 
referred to as “white collars” and “blue collars”. An example of the use of this 
proxy for skill can be found in (Reshef 2007), (Kearney et al. 1997) or (Berndt 
& Christensen 1974).
3.3 Long-run and Short-run Elasticity
Most researchers in the reviewed literature do not explicitly declare which type 
of elasticity they aim to estimate. In some cases, definition of short-run and 
long-run elasticity used by researchers is rather vague. For instance, Ciccone 
& Peri (2005) who estimate elasticity using five decennial censuses claim that 
they “refer to this estimate as the long-run elasticity because estimation relies 
on 10-year changes in the relative supply of more educated workers and their 
relative wage.” However, to generate their estimates referred to as long-run, 
they use the same specification as Katz & Murphy (1992), whose estimate 
based on annual data is in their words “probably best interpreted as short-run 
substitution elasticity.”
For the purpose of our analysis, we only count estimated elasticity as short- 
run if it is produced using first-difference estimation or error-correction model. 
Regressions in these forms allow to separate long-term effects and emphasize 
short-term fluctuations. According to (Behar 2010), hrst differences is “ar­
guably more appropriate for estimating short-run effects.” If we adopt this 
definition of short-run estimates, only few estimates are assumed to capture 
short-run substitution effect. For instance, some of the estimates reported 
by Behar (2010) and by (Mollick 2008) are generated using two-step error- 
correction model introduced by Engle & Granger (1987). This method consists 
of including lagged residuals from baseline specification into equation in first- 
difference form. Alternatively, Dupuy (2007), who borrows models from Katz
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& Murphy (1992) and Krusell et al. (2000) estimates these models in first- 
difference form.
3.4 Nature of the Data
Reviewed studies also differ in type of data used to produce estimates of the 
elasticity. One choice researchers have to face is that of data aggregation. 
Hamermesh (1996) classifies empirical studies of labor demand into three main 
groups based on level of data aggregation. First, there are studies using ag­
gregated data, where the unit of observation is either an entire economy or 
large industry. Second, there are studies where small industries or sectors are 
observed. Third group consists of studies where firms, establishments or indi­
viduals are used as units of observation. Ideally, level of aggregation should 
depend on what precisely is being estimated. In case that researchers are inter­
ested in “typical” firm or worker, a natural choice would be to apply micro-level 
data. If instead, they aim to study labor as aggregate and determine macroeco­
nomic parameters of production function, they need aggregated data. However, 
there are several potential problems of aggregation. For instance, Hamermesh 
(1996) mentions problem of linear aggregation of nonlinear relationships. The 
idea is that even with the assumption of identical technologies in all firms or 
establishments, one can not expect that parameters in estimated equations are 
the same for particular firm and for the aggregated case. Moreover, aggregating 
workers into groups means to implicitly assume that these workers are “very 
close p-substitutes or q-complements” and that they are equally productive. 
Another practical issue with aggregated data is that fewer observations used in 
regressions are usually linked with lower precision. Stanley (2005), for instance, 
claims that it is possible to use sample size or its square root as a measure of 
precision2.
Closely linked to the level of aggregation, another choice for researchers 
is that of time series data versus cross-sectional data. In some cases, time 
series are needed. As discussed above, to generate estimates interpretable as 
short-run, using first-differences and error-correction model requires that time 
dimension is also reflected in the data. In case that long-run elasticity is esti­
mated, Hamermesh (1996) claims that “ (...) there is nothing inherently more 
attractive in cross-sections or time-series data. Rather, the choice depends
2 This measure of precision can be used as an alternative to the inverse of standard error 
when funnel plots are constructed. This is discussed in more detail in Chapter 5.
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on the degree of spatial aggregation in each type of available data.” In prac­
tice, time series on micro-level are quite rare and cross-sectional data generally 
enable greater disaggregation.
3.5 Endogeneity Problem and Instruments
A major issue in empirical literature aiming to estimate substitution elasticity 
and production function parameters in general is that of potential endogene­
ity bias. As explained by (Behar 2007), frequently estimated equations treat 
production inputs as exogenous, producing endogenous output. But it is rea­
sonable to expect that the choice of inputs can be made according to desired 
output that maximizes profit. In this case, factor inputs are in fact endogenous. 
This may cause biased econometric estimates of the parameters of production 
function. Researchers frequently address this problem by instrumenting labor 
supply and instead of OLS, they use two-stage least squares (2SLS). This ap­
proach is restricted by availability of the data: a good instrument has to be 
uncorrelated with the error term (exogenous) and highly correlated with rela­
tive labor supply (relevant). An example can be found in Ciccone & Peri (2005), 
who use state and year specific compulsory school attendance and child labor 
laws as instruments for relative labor supply of more educated workers. Silva 
et al. (2007), on the other hand, instruments relative share of educated labor 
with a variable called “minimum wage intensity” defined as share of workers 
potentially affected by new minimum wage legislation.
Chapter 4
Data Collection and Description
4.1 Data Collection
To generate our summary, we collected 684 estimates from 78 studies. These 
estimates were found using Google Scholar. As a primary searching query, we 
used:
‘‘Elasticity of substitution between skilled and unskilled’’ AND estimate
Considering different definitions of skilled labor, we also used queries to search 
for studies with tertiary education as a cut-off point:
‘‘Elasticity of substitution between college and high school’’ AND estimate
and for studies using occupation type as skill measure:
‘‘Elasticity of substitution between" and "blue and white collars"
For all searching results we went through their abstracts and often through the 
text to identify empirical studies that generate their own estimates of elasticity 
rather than assuming value based on theory and previous studies.1 While 
collecting existing evidence, we had to be careful and avoid multiple inclusion 
of studies that are published more than once. Failed identification of duplicate 
studies may occur, if they present same evidence under differently named paper 
with different first author. Multiple inclusion of publications in meta-analyses 
may lead to overweighting duplicate results. Although this might seem trivial,
'High number of studies returned by our searching queries were in fact theoretical or 
estimated other parameters calibrating some value of the elasticity of substitution between 
skilled and unskilled workers.
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examples of meta-analysis with multiple inclusion can be found, as discussed 
by Thornton & Lee (2000).
Additional studies were found via references in previously found studies. 
Also, we included most estimates from studies collected and cited in brief re­
views of empirical literature by Freeman (1986), Hamermesh (1996) and re­
cently by Behar (2010) that we were able to find and access.2 We finished 
our search in September 2017. Complete list of collected studies is provided in 
Appendix A.
The oldest study we found was published in 1970, four newest studies are 
from 2017. Almost all collected studies except one are in English, the only 
exception is study by Jamet (2005) written in French. Studies use data from 
different countries, most often from United States, Latin American countries 
or they use large panels of various countries with different characteristics.
Negative estimates of the elasticity of substitution are not excluded, for two 
reasons. First, although they are not consistent with commonly used definition 
of the elasticity, they are still interpretable if the estimated effect is Allen-Uzawa 
elasticity of substitution (AES). Second, even if the estimated elasticity is not 
of the type allowing for negative values, excluding these estimates could cause 
additional bias. There is a simple reason for this. As explained by Havranek 
et al. (2017), when there is no upper limit to balance zero threshold, excluding 
negative estimates and including large positive ones may cause upward bias of 
the statistics calculated from collected estimates. Although negative estimates 
are not interpretable per se, overall inference may be less precise without them.
Apart from values of elasticity and their standard errors, we collected several 
other variables useful for the analysis of heterogeneity between existing esti­
mates. These include characteristics of studies themselves, of the data used, 
estimation methods and strategies, publication characteristics and number of 
citations. Besides elasticity estimates and standard errors, our dataset contains 
following variables:
• year_study: year of publication, in case of unpublished studies, year 
when the study hrst appeared (for instance as a working paper)
• midyear_data: middle year of the data used in primary studies in case
2There are some studies mentioned in previous literature reviews that we could not find or 
access. This was mainly caused by the fact that these studies were unpublished dissertations 
(Especially in case of studies mentioned by Hamermesh (1996)).
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researchers used time-series or panel data, year of data collection for 
cross-sectional data
• year count _data: number of years captured by the data used in primary 
studies. In almost all cases, this corresponds to the length of the time- 
series or panel, sometimes only subset of data corresponding to one year is 
used to calculate the estimated elasticity. In case of cross-sections coded 
as 1.
• n_citat: number of citations of the primary study on Google Scholar.
• n_obs: number of observations used in regression fitted to estimate elas­
ticity.
• R2: R-squared or Adjusted R-squared from regression fitted to estimate 
the elasticity.
• country: country or group of countries where the data used in primary 
study were collected. This categorical variable had too many levels whose 
occurrence was low. So in hnal dataset, rare levels are clustered to­
gether resulting in three levels: country_US stands for United States, 
country_dev stands for developing country or group of developing coun­
tries, country .other corresponds to all other options including panels of 
miscellaneous countries.
• est: estimation method chosen to estimate regression to obtain elasticity. 
Again, rare levels were grouped together and resulting categories are: 
est_2SLS for Two stage least square regression, est_OLS for Ordinary 
least squares estimation.
• data: level of aggregation of the data used in the primary study. As 
in Hamermesh (1996), there are three levels: data_micro for micro-level 
data, where units are single workers or firms, data_sector for data on 
sectoral level and data.aggr for aggregated data, where units are whole 
economies or large industries.
• pf: production function assumed by researchers. Four levels are coded: 
pLCESl as one-level CES function, pLCESM as multilevel CES function, 
pf_TL as translog function and pf_XNA for all cases where assumptions 
about production functions are not disclosed.
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• freq: frequency of data collection for data in primary study. There are 
four levels: freq_m_q_s four data with frequency higher than annual which 
means monthly, quarterly and semi-annually, freq_a for annual collec­
tion frequency, freqnnore for lower frequency than annual, typically ev­
ery three, five years or decennial frequency and freq_XNA in case that 
frequency does not make sense, in case that data is cross-sectional.
• skill: definition of skilled and consequently for unskilled workforce used in 
primary study. If researchers used education as proxy for skill and tertiary 
education is used as threshold, coded level is skilLcol. If researchers 
used secondary education as threshold corresponding level is skilLhigh. 
If researchers used occupation type as proxy for skill, we assign level 
named skilLocc. In all other cases, skilLother is used.
• def: definition of elasticity measure. Three levels are defined - deLHES 
for Hicks elasticity of substitution, def_AES for Allen-Uzawa elasticity of 
substitution and def_other for other elasticity measures, such as Shadow 
elasticity of substitution or Morishima elasticity of substitution.
• Xsection: dummy variable coded 1 for cross-sectional data and 0 other­
wise.
• Longrun: dummy variable that is a proxy of long-run elasticity. We 
coded 0 in case that researcher estimated error-correction model or used 
regression in first-difference form, 1 otherwise.
• Published: dummy for studies published in scientific journal. As a 
benchmark, we take group of studies that are in form of working papers, 
theses etc.
• impact_factor: REPEC discounted recursive impact factor - score from 
ranking of economic scientific journals.3 For journals not on the list we 
code 0.
• Male_only: dummy for estimated elasticities, for which only male work­
ers were considered.
• Manufacturing: dummy for estimates where data reflect labor markets 
of the manufacturing sector.
3Available at: https : //ideas . repec . org/top/top. journals . rdiscount. html
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• v_time: dummy for estimates from regression, where time-related vari­
ables were included.
• v_educ: dummy for estimates from regression, where education-related 
variables were included as control variables.
• v_location: dummy for estimates from regression, where dummies for 
location were included as regressors.
• v_macro: dummy for estimates from regression, where macroeconomic 
indicators were included as regressors.
• v_sector: dummy for sector-related controls.
• v_age: dummy for controls related to age of workers aiming to capture 
additional source of heterogeneity.
• v_ethn: dummy for ethnicity, nationality and immigration-related con­
trols.
• v_capital: dummy for capital-related controls.
4.2 Description of Collected Elasticity Estimates
Table 4.1 presents summary statistics of all collected estimates. We can see 
that collected estimates are relatively dispersed. They vary from minimum 
value of -436.85 (0.1) reported by Blankenau & Cassou (2011) to maximum 
estimate of 1000 (0.111) by Psacharopoulos & Hinchliffe (1972). We can see 
that median estimated elasticity is equal to 1.4, close to the estimate of 1.41 
by Katz & Murphy (1992), the most cited estimate in the literature and often 
used for calibration. Sample mean is considerably higher, approximately 3.96. 
Standard deviation is also very high, it is more than ten times higher than the 
mean. Apparently, large difference between mean and median is driven by few 
extreme positive estimates that are only partially balanced by extreme negative 
estimates.4
Not all estimates that has been collected may be used for all parts of our 
analysis. For diagnostics of potential publication selection bias, standard errors
4Apart from the estimated elasticity of substitution of 1000 (0.111) by Psacharopoulos & 
Hinchliffe (1972), there is an estimate equal to 566.08 (0.2) by Blankenau & Cassou (2011), 
202 (0.1) by Bowles (1970) and 100 (0.05) by Card (2009). Such extreme negative values are 
only two - that of Blankenau & Cassou (2011) and -265.39 (0.13) by Blundell et al. (2016).
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Table 4.1: Elasticity Estimates, Whole Sample
Statistic N Mean Median St. Dev. Min Max
elasticity 684 3.956 1.4 49.407 -436.85 1000
elasticity, winsorized 684 1.996 1.4 2.41 -0.99 11.45
are needed for both formal regression-based tests and graphical test. For this 
reason, in this part of analysis, a simple inclusion criteria is applied: study has 
to report standard errors of the estimated elasticity of substitution. Searching 
the existing literature, we found that researchers often fail to report standard 
errors of their estimates (or t-statistics that can be used to calculate standard 
errors). Therefore from all collected studies, only a smaller subset is included. 
Results of the analysis of publication selection only concern 581 out of 684 
estimates. Table 4.2 presents summary statistics of the included estimates. 
As we can see, mean and median value of the elasticity estimates were not 
largely affected by excluding studies that did not report standard errors. Both 
minimum and maximum values of collected elasticities remain in the subsample. 
Consequently, standard deviation of the estimated elasticity in the subsample is 
even higher than in the whole sample. Table 4.2 also shows summary statistics 
for standard errors of the elasticity estimates. Ranging from 0.0004 to 534.33, 
standard errors are also dispersed.
Table 4.2: Elasticity Estimates, Subsample: Non-missing Standard 
Errors
Statistic N Mean Median St. Dev. Min Max
elasticity 581 4.177 1.42 53.541 -436.85 1000
elasticity, winsorized 581 1.962 1.42 2.43 -0.99 11.45
std. error 581 1.568 0.183 23.372 0.0004 534.33
std.error,winsorized 581 0.293 0.183 0.336 0.006 1.673
To better illustrate distribution of the existing estimates, Figure 4.1 shows 
histogram of the empirical evidence of labor substitutability. For the sake 
of readability, histogram is constructed omitting 15 most extreme values of 
the elasticity. Histogram illustrates how the distribution of the estimates is 
positively skewed. Relatively high number of estimates falls between zero and 
two. There are numerous estimates with a value lower than 1, providing some
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evidence for complementarity of the two types of labor. There are even more 
estimates above 1, implying that skilled and unskilled workers are to some 
extent substitutable, but far from being perfect substitutes. Histogram omits 15 
most extreme estimates including extremes from both tails of the distribution.
Estimated Elasticity of Substitution
Figure 4.1: Histogram of Estimated Elasticities
Figure shows the histogram of collected estimates of the elasticity of substitution be­
tween skilled and unskilled labor. For better readability, 15 most extreme estimates 
were excluded resulting in N=669. Mean and median values are calculated from all 
estimates including extremes.
Before we proceed to diagnostics of publication selection bias, we briefly dis­
cuss values of other collected variables. Table 4.3 shows descriptive statistics 
for numeric variables. Table 4.4 further explores categorical variables, shows 
number of estimates corresponding to each category and mean and median 
of elasticity in subsample corresponding to each category. Looking at these 
summary statistics, we can get a better idea about how the estimates are dis­
tributed based on different attributes of the collected studies. However, any 
impetuous conclusion based on simple statistics might be misleading. To cor­
rectly interpret existing empirical evidence of labor substitutability, we have to 
address outliers, unbalanced number of estimates per study, potential publica­
tion bias and separate the effects of study and estimate characteristics using 
combination of regression coefficients.
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Table 4.3: Descriptive Statistics for Numeric Variables
Statistic N Mean St. Dev. Min Max
year .study 684 2002 11.58 1970 2017
midyear Mat a 684 1982 12.15 1929 2010
yearcountMata 684 20 15.63 1 91
n.citat 684 90.63 288.79 0 4941
n_citat_py 684 5.03 14.97 0 190.04
n_obs 466 781.95 5060.01 9 72321
impact Tactor 344 0.921 0.138 0.00 5.04
R2 428 0.57 0.3 0.000 0.99
4.3 Adjustments to Collected Data
Information provided by Table 4.1 and Table 4.2 shows that values of the 
estimated statistics may be dominated by small number of outliers. Some of 
the primary studies reported extreme values of elasticity or standard errors. 
These outliers do not have to be omitted, as this would lead to complete loss of 
information provided by these observations. Instead, the effect of potentially 
spurious outliers is addressed using winsorization. With this technique, extreme 
values are not simply omitted, but they are replaced based on value of chosen 
percentile leading to adjusted, “winsorized” values:
aw = min(max(a, ap), <T(i-p)) (4.1)
se(a)w = min(max(se(a), sep), se(i-p)) (4.2)
where p is percentage of data we want to replace from each tail, ap and sep 
are computed percentiles representing lower thresholds for elasticity estimates 
and their standard errors and cr(i-p) and se^_p) stand for corresponding upper 
thresholds (Miller 1993). In our case, we calculated 2.5ih and 97.5th percentiles 
for elasticity (These are equal to -0.99 and 11.45, respectively) and standard er­
ror (0.006 and 1.673, respectively). Table 4.1 and 4.2 show summary statistics 
for winsorized elasticity for the whole sample and subsample with non-missing 
standard errors. Moreover, Table 4.2 also reports these standard errors after 
winsorization. It can be seen that winsorization has substantial effect on sam­
ple mean and standard deviation. Mean winsorized elasticity is approximately 
1.996 for the whole sample and 1.962 for subsample with non-missing standard 
errors as opposed to original values of 3.956 and 4.177. Standard deviation
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Table 4.4: Categorical Variables, Elasticity Statistics by Category
Variable -Vtotal M No Mean elasticity Median elasticity
country _US 684 244 440 2.20 1.55
country _dev 684 214 470 1.16 0.98
country .other 684 226 458 8.5 1.38
est_2SLS 684 154 579 3.02 1.69
est.OLS 684 105 530 12.85 1.84
est.other 684 425 259 0.97 1.12
data_micro 684 81 604 3.19 1.9
data_sect 684 300 384 2.35 0.69
data aggr 684 304 380 5.74 1.85
pLCESl 684 399 258 0.99 1.25
pLCESM 684 156 519 4.31 1.64
pLTL 684 89 595 1.96 1.28
pf xna 684 31 653 45.92 2.23
freq_m_q_s 684 51 633 -1.44 2.99
freq_a 684 397 287 2.65 1.16
freq_more 684 67 617 1.14 1.54
freq xna 684 169 515 9.77 1.45
skilLcol 684 197 487 4.78 1.92
skilLhigh 684 123 561 10.8 1.85
skilLocc 684 347 337 1.20 0.73
skilLother 684 17 667 0.94 0.83
deLHES 684 590 94 4.30 1.42
deLAES 684 72 612 2.03 1.31
def.other 684 22 662 1.01 0.8
Xsection 684 169 515 9.77 1.45
Longrun 684 633 51 4.02 1.38
Published 684 344 340 7.06 1.74
Male .only 684 111 573 4.68 1.92
Manufacturing 684 277 407 1.02 0.64
v_time 684 415 269 2.10 1.24
v.educ 684 16 668 2.04 1.42
vdocation 684 80 604 1.32 1.61
v_macro 684 34 650 1.38 1.98
v_sector 684 21 663 0.47 0.37
v_age 684 40 644 2.10 1.24
v.ethn 684 11 673 1.91 1.43
v.capital 684 57 627 2.51 1.61
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shrank from approximately 50 to near 2.4 in both whole sample and subsam­
ple of estimates. Winsorized standard errors have mean value of 0.293 with 
standard deviation 0.336.
Typically, several estimates are taken from a single study. The number 
of estimates taken from each study varies greatly. From just one estimate 
up to as much as 185 different estimates estimated by Reshef (2007)5. This 
would give much more weight to this study compared to studies with lower 
number of reported estimates. This might be problematic especially if there is 
unobserved heterogeneity between studies. To address unbalanced number of 
estimates in study-level clusters, regressions can be weighted using inverse of the 
number of estimates reported by studies. For example, in case of jth estimate 
from study i that reports rii estimates, weight is defined as Wij = This 
weighting scheme is used in our analysis of heterogeneity between studies. As 
a robustness check, it is also used in tests for publication bias. But in regressions 
for testing publication bias, our preferred weighting scheme is to use precision as 
weights, for two reasons. First, it has straightforward interpretation as funnel 
asymmetry test. Second, it is assumed to be a better corrective measure for 
heteroskedasticity. More detailed explanation is provided in the next chapter.
5Large number of estimates is caused by the fact that Reshef (2007) estimates elasticities 
across different industries for three countries using three different estimation techniques.
Chapter 5
Addressing Publication Bias
5.1 Definition of Publication Selection Bias
In previous chapter, we described substantial evidence about the elasticity of 
substitution between the two skill groups that we have collected. However, it 
is practically impossible to gather all existing scientific knowledge about any 
phenomenon, for one simple reason: not all findings are reported. As Dick- 
ersin (1990) pointed out, although science depends on reporting, there are 
no commonly accepted standard for decisions about reporting. This might be 
problematic in case that results with certain characteristics have systematically 
lower probability of being reported. Then the evidence that gets reported (and 
published) may be a biased representation of existing knowledge. This phe­
nomenon is called publication selection bias or publication selectivity problem. 
In a broader sense, it does not only concern published studies. Bias may be 
present also in unpublished evidence in form of working papers of unpublished 
theses. But there is a difference in its potential source: unpublished estimates 
are not subject to judgement of publishers, selectivity in case of unpublished 
studies reflects reporting decision of researchers. As a part of evidence is “hid­
den in the hie drawers”, selection bias is sometimes referred to as file-drawer 
problem (Rosenthal 1979).
What are the characteristics of studies and estimates that determine the 
probability of publication? Ideally, studies should be selected for submission 
and publication based on their quality. This type of selectivity is desirable 
and it is not harmful by itself. On the other hand, if studies are selected 
based on their results, bias may occur. Typically, researchers and publishers 
have tendency not to submit and publish studies that generate values that are
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not consistent with theory and previous empirical literature (Thornton & Lee 
2000). This type of preferential selectivity based on magnitude or direction of 
the estimated effect is called type I publication selection bias. Moreover, studies 
are less likely to be published if they yield so-called “negative results”, in other 
words, if they fail to reject null hypothesis of nonexistence of the studied effect. 
An evidence of such bias was presented by an early study by Smart (1964), 
who reviewed psychological research. Regardless of their direction, studies 
whose results are not statistically significant are also less likely to be selected. 
This is called type II bias (Stanley 2005). These are most common sources of 
publication selectivity, but not the only sources that has been discussed.
Various other causes of publication bias are discussed by Thornton & Lee 
(2000) including: (i) faulty design and confusing reporting method of single 
studies, (m) selective publication based on sponsorship, (m) faulty design and 
execution of reviews and meta-analyses. As for (Hi), Thornton & Lee (2000) 
mention three potential sources of additional bias created in reviews: selectivity 
based on language of the study, multiple inclusion of results and wrong choice 
of regression models used in meta-regression analysis. As reviewers, we have to 
be careful not to create additional bias. Inevitably, our collection of estimates is 
to some extent non-random given the fact that we search for and review articles 
written in English L Even if we included all studied written in languages we 
understand, sample would be incomplete. Moreover, this selective pattern is 
only harmful if English studies systematically differ in magnitude, sign and 
significance from studies written in other languages.
There are multiple meta-analyses that previously identified publication bias 
in existing economic literature. For instance, type I bias is detected by Havranek 
& Irsova (2011) in empirical evidence of vertical spillovers from FDI or by 
Doucouliagos et al. (2014) in evidence concerning income elasticity of a sta­
tistical life. Stanley (2005), tested for bias of type II in 73 published studies 
estimating productivity effects of unionization and found and detected signs of 
selectivity based on statistical significance.
Selective publication may lead to wrong conclusions about the true values 
of estimated parameters in the population. For instance, sample median and 
sample mean of published estimates may be biased estimates of the true effect. 
This occurs if published studies systematically differ from unpublished studies. 
One straightforward implication of the existence of publication bias is the dan-
xWith an exception of (Jamet 2005) written in French and found through a reference in 
another reviewed study.
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ger that results of meta-analyses may be invalidated in case that publication 
selection bias exists and is not treated properly. For an empirical assessment of 
the effect of publication bias on meta-analyses, see Sutton et al. (2000). There­
fore in attempt to summarize existing empirical evidence, we have take into 
account a possibility that some part of knowledge about studied phenomenon 
may be underreported.
5.2 Testing for Publication Selectivity in Reviewed 
Literature
5.2.1 Funnel Plot
There is a simple and commonly used graphical method to identify potential 
publication selection bias in reviewed literature. Funnel plot is a scatterplot of 
estimated values on horizontal axis plotted against their estimated precision on 
vertical axis. If there is no publication selection bias in the existing literature, 
funnel plot should be symmetrical around the “true” value (Duval & Tweedie 
2000). In practice, it is assumed that most precise estimates are close to the 
true value, thus we will be interested in symmetry around the most precise 
estimates. Moreover, as the most precise estimates are expected to be close to 
the true value, plot should have a shape of an inverted funnel.
There are at least two proxies for precision used to construct funnel plots in 
meta-analytic studies: the inverse of standard errors of the collected estimates 
and number of observations used in primary studies to generate these estimates 
(Stanley 2005). We use inverse of standard errors as proxy for precision. To 
use alternative measure of precision - number of observations - is in this case 
suboptimal, for two reasons. Many primary studies do not report number of 
observations used in their regressions. Moreover, data used in primary studies 
differ in their level of aggregation. This complicates interpretation of differences 
between the number of observations used in regressions by reviewed studies.
To our best knowledge, there is not yet any study that contains funnel plot of 
existing estimates of the elasticity of substitution between skilled and unskilled 
workers. We thus plot collected estimates against their precision and resulting 
funnel plot is reported in Figure 5.1. It has to be said that these are not only 
studies published in academic journals or books, but also working papers and 
dissertations. Nevertheless, the interpretation is similar. Only the estimates
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with reported standard errors or t-values can be plotted. For better readability, 
observations with the most extreme precision and estimated elasticity are not 
on the plot. Vertical lines represent median and mean value of elasticities 
including extreme estimates that are not on the plot. As we can see in Table 
4.2, median and mean are approximately 1.42 and 4.18, respectively. Median 
value being close to the most precise estimates indicate that estimates are 
relatively evenly divided into two groups - the group of the estimates that are 
on the left from the most precise estimates and those that on the right. Mean 
is shifted to the right from the most precise estimates. But as we discussed in 
the previous chapter, it is largely driven by few extreme outliers that are not 
plotted.
Constructed funnel plot is not exactly shaped as inverted funnel. There are 
more values with relatively high precision on the right side of the funnel plot. 
On the left side, estimates are mostly close to the most precise estimates. Fewer 
estimates are actually negative and they are rather imprecise. This can point 
out to the fact that negative estimates can be systematically underreported.
However, if there is heterogeneity between existing estimates, interpretation 
of the funnel plot becomes less straightforward. In presence of heterogeneity, 
funnel plot can be asymmetric even when there is no bias. Typically, such 
funnel plots have many relatively precise values far from the assumed true value 
which creates multiple peaks. In Figure 5.1, we can see that there are some 
more precise estimates with value of elasticity between 7.5 and 10. Though less 
elevated, there appear to be second peak. Although it may be that precision of 
these estimates is overestimated, this can point out to the fact that there are 
genuinely more true effects depending on what exactly is measured.
Figure 5.2 shows funnel plots of the two subsets of collected estimates - 
those that were published in academic journals and those that were not. Fun­
nel plot of published estimates is wider, contains higher number of negative 
values. Fewer negative estimates in the subset of unpublished studies might be 
interpreted as a slight positive bias in unpublished studies. Interestingly, the 
most precise estimates are in the subset of unpublished estimates. Also, most 
unpublished estimates are close to the assumed true value. As for possible 
evidence of heterogeneity, second peak visible in Figure 5.1 is mostly driven 
by published estimates, though unpublished estimates close to 10 are also to 
some extent more precise. To conclude, based on graphical analysis of funnel 
plots, there seem to be some evidence of publication bias. It is mostly due to 
collected estimates from unpublished working papers and dissertations. The
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Elasticity estimates
Figure 5.1: Funnel Plot of Estimated Elasticities
Fiyure shows the funnel plot of collected estimates of the elasticity of substitution be­
tween skilled and unskilled labor. Solid vertical line represents sample mean and dashed 
vertical line represents median of the elasticity estimates. 16 most extreme observations 
are not plotted resulting in N=53f. But all estimates are included in regressions.
asymmetry of funnel plot for unpublished estimates seems to be more severe 
than it is for estimates published in academic journals.
Nevertheless, graphical methods that aim to detect publication selection 
bias are still subject to the interpretation of the reviewer. As suggested by 
Stanley (2005), they are not sufficient by themselves as the “symmetry may be 
in the eye of the beholder”. Also, as explained above, potential heterogeneity 
may complicate interpretation of funnel's skewness.
5.2.2 Regression-based Tests for Publication Bias
There exist some more rigorous alternatives to graphical methods of detection 
of publication selection bias. These techniques are based on regression analysis. 
First specification used for this purpose has been presented by Card & Krueger 
(1995). According to Stanley (2005), it is based on assumption that in the 
absence of publication bias, estimates should be randomly distributed around 
the true effect and independent of their standard error. The estimated equation 
can be written as:
~ fit) + Pl ' se(aij) + (5.1)
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Published estimates Unpublished estimates
Figure 5.2: Funnel Plot of Estimated Elasticities: Published and Un­
published
Figure shows the funnel plot of collected estimates of the elasticity of substitution be­
tween skilled and unskilled labor. Solid vertical line represents median of the elasticity 
estimates. Most extreme observations are not plotted resulting in N=236 and N=29f 
for published and unpublished estimates, respectively. But all estimates are included in 
regression.
where, in our case, cr^- stands for ith estimate of the elasticity of substitution 
between skilled and unskilled labor from jth empirical study, oy,- stands for its 
reported standard error and for the error term. If the estimated coefficient 
/3i is significantly different from zero, there is an indication that publication 
selection bias is present in the literature. Sign and magnitude of the estimated 
coefficient is interpretable as direction and extent of this bias. Testing for 
statistical significance of /30, on the other hand, is in general interpretable as 
the test of the existence of true effect different from zero. In our case, if we 
fail to reject null hypothesis of /?i being equal to zero, this would imply zero 
elasticity between the two groups of workers.
Usually, it is assumed that is independently and identically distributed: 
ej|se(dý) ~ 7V(0, cr2). In our case, this is probably violated. There is no reason 
expect that residuals for observations linked to the same study will be inde­
pendent, nor can we expect that they are identically distributed if they are 
reported by different studies. In the presence of such unknown correlation be­
tween errors, the estimates may still be unbiased. The problem is that default 
standard errors are likely to overstate precision which may lead to wrong in­
ference based on statistical tests. One option available with sufficiently large
5. Addressing Publication Bias 34
number of clusters2 is to fit regressions assuming clustered standard errors. 
This way, we explicitly allow for correlation between errors within the same 
cluster (i.e. linked with the estimates reported by the same study) and as­
sume independence across clusters (studies). Mathematically written, condi­
tion A?(ejj|se((Tý)) = 0 becomes E(e.y, e.j'y |se(ay), se(ayy)) = 0 unless j = j'. 
Therefore our first method used to estimate equation (5.2) is ordinary least 
squares (OLS) with standard errors clustered at the study level.
Secondly, we test for publication selection bias by estimating model with 
study-level fixed effects (FE), also with clustered standard errors. Using fixed 
effects on the study level, we control for unobserved heterogeneity between the 
studies. In fact, the estimated equation becomes:
(Tij = /?o + /3i- se^ij) + aj + ~ 7V(0, 6>) (5.2)
where e.y gets decomposed into two components: ctj captures study-level fixed 
effects and stands for estimate-level disturbances. Fixed-effects model is 
allowing for correlation between aj and standard error of the ith estimate from 
the jth study, written £,(o:j|se(dý)) 0.
As an alternative to fixed-effects model, we also estimate multilevel mixed- 
effects model (ME). Within this framework, error component aj is now repre­
senting study-level random effects. It is treated as uncorrelated with our re­
gressor - standard error of the estimated elasticity, written E(ccJ |se((TjJ)) = 0. 
Study-level random effects are assumed to follow normal distribution with mean 
0 and variance ( conditional on se(d.ý): aj ~ 7V(0,<C).
First, we run these regressions for all collected estimates that have reported 
standard errors. Then we inspect potential bias in subsamples of published and 
unpublished studies. Unlike funnel plots, regressions also take into account ob­
servations with extreme precision and extreme values of estimated elasticity, 
these outliers are addressed using winsorization. Results from unweighted re­
gressions are reported in Table B.l in Appendix B. The results are consistent 
with our interpretations of funnel plots. Based on these unweighted regressions, 
there seem to be some evidence of publication selectivity. For the pool of all 
estimates, only Mixed effects estimation yields statistically significant estimate 
of publication bias. Moreover, it seems to be driven by unpublished studies.
2According to Cameron & Miller (2015), consensus number of clusters believed to be 
“sufficiently close to infinity” is 50 for balanced panels, probably even higher for unbalanced 
panels. We have 62 clusters with unbalanced number of observations within clusters.
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Unweighted versions of Fixed effects and Mixed effects estimations point out 
to positive bias in these studies.
However, unweighted regressions are most likely suboptimal. Equation (5.1) 
is very likely to suffer from heteroskedasticity. It is expected that more extreme 
estimates are linked with higher standard error. This expectation is supported 
by graphical evidence from funnel plot. Consequently, estimated standard er­
rors can be wrong which leads to incorrect conclusions about statistical sig­
nificance. A common way to correct for heteroskedasticity is to use weighted 
least squares. As weights, meta-analysts (see, for instance Egger et al. (1997), 
Stanley (2005) or Havranek et al. (2017)) often weight specification (5.1) by 
the inverse of standard error of the estimate:
1aij
se(Aý)
(5.3)— fii + A) • + Éj
When used as weight, inverse of the standard error is assumed to be a 
measure of the heterosedasticity of residuals in (5.1). Also, with this weight­
ing scheme, precise estimates are given more weight than less precise ones. In 
(5.3), the dependent variable is in fact t-statistic of the elasticity estimate. 
/3i becomes intercept and /3q  represents slope. However, the interpretation of 
these coefficients is still similar to the previous case: testing for the statistical 
significance of /3± can be interpreted as test for publication bias. With this spec­
ification assumed, the test is called funnel asymmetry test (FAT). Statistical 
significance of /30 points out to the fact that the “true effect” is present, which 
in our case means that the elasticity is not zero. This test is called precision 
effect test (PET) (Stanley 2005). Results from regressions estimating (5.3) are 
presented on the left side of Table 5.1. Results from regressions estimating this 
equation on subsamples of published and unpublished estimates are presented 
on the left side of Table 5.2.
As a robustness check, we use alternative weighting scheme. Instead of 
using precision as weight and fitting (5.3), we use specification (5.1) weighting 
regressions by the inverse of the number of estimates per study. This way, 
every study is getting the same weight, studies with large number of estimates 
are penalized. Results from these alternative regressions are presented on the 
right side of Table 5.1 and Table 5.2.
For all regressions, estimates of the constant are statistically insignificant 
on all conventional levels. Interestingly, although the magnitude of estimates 
is not negligible, its sign is not consistent for all the estimations. Coefficients
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Table 5.1: Regression-based Tests for Publication Selectivity Bias, 
Weighted












Std. Error 3.641 -6.814 4.839 0.070 -0.803 0.070
(Bias) (9.404) (5.479) (10.200) (0.527) (1.200) (0.532)
Constant 2.662*** 3.358*** 3.177*** 2.542*** 2.798*** 2.542***
(Effect) (0.484) (0.365) (0.147) (0.364) (0.352) (0.367)
Observations 581 581 581 581 581 581
Studies 62 62 62 62 62 62
F-statistic 29.16 84.7 0.02 0.45
Wald Chi-sq 469.19 0.02
Note: Estimated elasticities and their standard errors are winsorized.
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Table 5.2: Continued: Regression-based Tests for Publication Selec­
tivity Bias, Weighted













Std. Error 0.754 -6.683 5.901 0.127 1.589 0.127
(Bias) (5.607) (7.863) (10.849) (0.998) (0.936) (1.018)
Constant 1.922*** 2.465*** 2.179*** 2.162*** 1.772*** 2.159***
(Effect) (0.051) (0.575) (0.213) (0.579) (0.249) (0.591)
Observations 318 318 318 263 263 263
Studies 26 26 26 26 26 26
F-statistic 1342.77 18.41 0.03 2.88
Wald Chi-sq 104.50 0.02
Published estimates
PRECISION STUDY
OLS FE ME OLS FE ME
Clustered Clustered Clustered Clustered
Std. Error 7.536 5.025 11.706 -0.034 -2.362 -0.034
(Bias) (8.999) (0.420) (13.951) (0.585) (1.506) (0.619)
Constant 3.373*** 3.524*** 3.429*** 2.843*** 3.573*** 2.843***
(True Effect) (0.325) (0.420) (0.205) (0.455) (0.472) (0.474)
Observations 263 263 263 263 263 263
Studies 36 36 36 36 36 36
F-statistic 102.42 70.27 0.00 2.46
Wald Chi-sq 279.04 0.00
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estimated by fixed effects estimation are negative, unlike coefficients from clus­
tered OLS and mixed effects estimation. The size and sign of this coefficient 
can be interpreted as the estimate of size and direction of publication selection 
bias, respectively. Therefore, using regression-based tests, we did not find sig­
nificant and consistent evidence of publication bias in literature as a whole. On 
the other hand, regression coefficients of the inverse of the standard error are 
statistically significant for all the regressions. As we mentioned above, testing 
for the significance of this coefficient can be interpreted as testing for nonzero 
true effect. Being statistically significant and ranging from approximately 2.54 
to 3.36, estimate of the true value of elasticity is significantly different from 
zero and above 2.
Table 5.2 shows the estimates for unpublished and published studies sepa­
rately. In case of unpublished studies, results are similar to results of regressions 
for all studies. There are no significant evidence for publication bias. Estimated 
bias from OLS and mixed effects estimation is positive, while the estimate from 
fixed effects estimation is negative. However, robust standard errors are too 
large to confirm presence of bias in any direction. Estimated true effect is be­
tween 1.77 and 2.47 and significantly different from zero. For published studies, 
estimated true effect is higher than for unpublished studies - from 2.84 in case 
that OLS is used to as much as 3.52 for fixed effects estimation. True effect 
is significant on 1 % level of significance in all cases. Again, the hypothesis of 
the absence of publication bias cannot be rejected on any conventional level, 
despite the fact that estimated coefficients are relatively large in magnitude 
and consistent in their sign.
Results from regressions using inverse of number of estimates as weights are 
consistent with our findings following from use of specification (5.3). All re­
gressions yield statistically insignificant estimates of publication selection bias. 
Based on weighted regressions that we believe to be superior to unweighted re­
gressions, we do not reject null hypothesis of no publication bias in the existing 
empirical literature. This is in contrast with our interpretation of funnel plot, 
which lead us to expect slight positive bias. Apart from possible heterogeneity, 
funnel asymmetry might be driven by few studies that report higher number 
of estimates with unconventional combination of elasticity value and precision. 
For instance, out of 10 estimates close to 10 that report relatively high preci­
sion, 5 are from the same study by Verdugo (2014). In Appendix B, we show 
funnel plot of mean elasticities and mean precisions reported by each study. 
Despite low number of points, resulting funnel plot is relatively symmetrical
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around the most precise values.
Chapter 6
Drivers of the Heterogeneity
6.1 Methodology
To determine what drives differences between the existing estimates of the 
elasticity of substitution between skilled and unskilled labor, we apply method 
called Bayesian model averaging (BMA). What is our motivation to choose this 
approach instead of commonly used frequentist meta-regression analysis?
First, we have many regressors. To be specific, we wish to inspect 32 ex­
planatory variables. Every variable is either included in the chosen specifica­
tion, or not. As a result, number of possible specifications reaches 232. With 
so many regressors, we face substantial uncertainty about which model is op­
timal to explore heterogeneity of the estimates. Chosen model could be easily 
underfitted or overfitted. Obviously, to manually explore all possibilities by es­
timating each model is practically impossible. Even if we used automatic model 
selection procedure, such as stepwise regression, we would still need to properly 
address model uncertainty, as suggested by Chatfied (1995). Also Madigan & 
Raftery (1994) claim that to ignore model uncertainty might be suboptimal and 
suggest model averaging, as it usually allows better predictions than choosing 
a single model.
Second, Bayesian framework allows a more natural interpretation provided 
by the data than Frequentism, especially in case of small datasets and in case 
that it is not possible to repeat sampling many times. VanderPlas (2014) 
explains:
“Bayesian approaches (...) are often conceptually more straightforward, 
and pose results in a way that is much closer to the questions a scien-
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tist wishes to answer: i.e. how do these particular data constrain the 
unknowns in a certain model?”
In our case, question is: Which characteristics of studies and particular esti­
mates have impact on the value of elasticity? Frequentist approach would be 
to test for significance of the explanatory variable which would yield p-values. 
This is interpretable as the probability of getting “such extreme” data given 
the null is true. Bayesian approach, on the other hand, allows us to estimate 
probability that this variable explains part of the variation of the response 
variable given the collected data. Moreover, as suggested by Kass & Raftery 
(1995), non-bayesian significance testing was developed mainly to be used for 
comparison of two models (typically nested), but in our case, comparison of 
more than two models is needed.
Bayesian model averaging consists of fitting large number of models de­
termined by available set of explanatory variables and calculating weighted 
average of these regressions (Zeugner 2011). Weights are constructed based on 
application of Bayes theorem and they are called Posterior Model Probabili­
ties (PMP). Let D be sampled data, N the number of possible explanatory 
variables, K be number of possible models1 such as set of possible models is 
defined as M = {Mx, M2,..., MK}. Then posterior model probability of model 
Mfc, where k = 1, 2,..., K is defined as:
pr(L>|Mfc)pr(M) pr(D|Mfc)pr(M) 
Pr(A4|D) = pr(P) = EDMW) (6.1)
Here, numerator is the product of marginal likelihood of model and prior 
model probability. Denominator sums up all marginal likelihoods for models 
from set M. Marginal likelihood of the model M^is defined as:
pr(P|Mfc) = Ípr(D\Pt, (6.2)
where /3k stands for a vector of regression parameters associated with model 
pr(/3k\Mk) is prior density of /3k and pr(D\/3k, Mk) is likelihood in conventional 
form. Prior model probability is a formulation of prior beliefs about probability 
distribution of possible models (Hoeting et al. 1999).
The goal is to find the best possible approximation of the distribution of 
regression parameters conditioned upon sampled data and set of models. To get
xNote that in general, K = 2N, which in this case results in N = 32 and K = 232
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an idea of how this distribution looks like, reported output from BMA contains 
the set of three statistics - weighted posterior mean, weighted posterior variance 
and posterior inclusion probability - for every considered independent variable. 
Weighted posterior mean estimates the effect of this variable on the target, its 
interpretation is thus comparable to the interpretation of coefficient in linear 
regression. For ith variable, it is defined as :
K
E(fr\D) = ^pikpr(Mk\D) (6.3)
fe=i
Here, f3ik is the estimated regression coefficient for the ith variable estimated 
by model Mk. Posterior variance then can be written as:
K
Var(j3i\D) = ^Var^\D, Mk) + Afc>(Mfc|D) - E(A|D)2 (6.4)
fe=i
Posterior inclusion probability (PIP) is defined as the sum of posterior 
model probabilities for all models where the ith candidate regressor is included 
(Zeugner 2011). This statistic is reported as an alternative to frequentist statis­
tical significance. Perhaps the most controversial point of the implementation 
of Bayesian framework is that assumptions about prior probabilities have to be 
made. Implementation of BMA is not an exception. Equation (6.1) requires 
to formulate beliefs about prior model probability pr(Af). Moreover, as we 
can see from equation (6.2), assumptions about prior density of parameters are 
also needed. In the next section, we discuss our choice of priors and reasoning 
behind this choice.
In practice, implementation of BMA is computationally demanding, for two 
reasons. Hoeting et al. (1999) explained that the number of terms in the above 
equation is often very high which implies that summation needed to calculate 
posterior probability distributions might be problematic. Also, integrals needed 
to calculate (6.2) are often difficult to compute. There are two ways to manage 
summation. First approach is called Occam's window and it was introduced 
by Madigan & Raftery (1994). It consists of defining subset of models using 
two criteria. It hrst discredits all models that have far worse predictive power 
that the best model with the threshold set by the researcher. Then it applies 
Occam's razor principle to exclude models that are complex and have less sup­
port from sampled data that simpler alternatives. The second approach is to 
use Markov Chain Monte Carlo (MCMC) sampling method. Markov chain is
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a stochastic process with memoryless property (Hermanns 2002). MCMC uses 
Markov Chain to repeatedly sample from probability distribution without hav­
ing much prior information about this distribution. In spite of its stochastic 
nature, it is a powerful tool allowing to solve deterministic problems. When 
applied to our model averaging problem, using Metropolis-Hastings algorithm, 
one initial model from the pool of possible models is chosen randomly. Then at 
each iteration, a new candidate model (say, Mb) is proposed against the previ­
ously sampled model (Afa). The algorithm follows by calculating the so-called 
acceptance ratio, defined as the ratio of probabilities of the two models at a 
given iteration. Then a new model is chosen against previous one with the 
following probability:
Pa,b = min(l,p{Mb\D)/p(Ma\D)'). (6.5)
Information about rejection and acceptance is stored. Number of times each 
model is accepted over another model is used to construct posterior model prob­
ability (Hoeting et al. 1999) (Zeugner 2011). For a more detailed theoretical 
discussion of computational algorithms used to implement BMA, see (Raftery 
et al. 1997) or (Draper 1995).
6.2 Implementation
We wish to estimate:
aij =/3Xij + eij, e.y ~ 7V(0, #) (6.6)
where is the ith estimate from the jth study, is a vector of explanatory 
variables concerning estimate itself and study where the estimate has been re­
ported. (3 is corresponding vector of regression coefficients, and e is a normally 
distributed error term. We hrst run BMA procedure. Results from BMA are 
confronted with regression coefficients and their standard errors from OLS with 
clustered standard errors. As a further robustness check, we run BMA assum­
ing different priors. Vector of estimated coefficients (3 from BMA is not from 
a single model, but is equal to posterior mean determined by combination of 
large number of models.
Set of possible collected variables is presented in Chapter 4. Because of too
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many missing values for variables mobs (number of observation used in estima­
tion regression or regressions) and R2 (R-squared from estimation regression) 
we exclude these variables from our analysis because too many rows would be 
automatically dropped in BMA. Moreover, some researchers report adjusted R- 
squared and others R-squared. One of these measures penalizes overhtting, the 
other does not. Similarly, the fact that level of data aggregation differs between 
studies greatly reduces comparability of the reported number of observations. 
There is another variable that has many missing values - impact-factor. This is 
expected, because of inclusion of unpublished studies. We decide to code 0 for 
these observations instead of dropping the variable. Each categorical variable 
has been coded into set of dummies, now we have to drop one dummy for each 
of these variables (to avoid dummy variable trap).
To prevent multicollinearity, before running BMA procedure we construct 
correlation matrix for all variables that we intend to use for heterogeneity anal­
ysis. Correlation matrix is reported in Appendix C. Figure C.l visualizes all 
correlations between the variables. Red color stands for positive correlation, 
blue points to negatively correlated variables. Table C.l shows all pairs of 
variables whose correlation is higher than 0.6 or lower than -0.6. The most 
correlated variables are def-AES and pf-TL with correlation of almost 0.9. 
It is due to the fact that most researchers who assume translog production 
function also estimate Allen-Uzawa elasticity of substitution. Since these two 
variables carry similar information about dependent variable and potential mul- 
ticollinearity could cause imprecise estimates that are very sensitive to minor 
changes in model, we decide to drop variable pf-TL. Final number of explana­
tory variables used for heterogeneity analysis is thus 32.
Variables can be divided into following subcategories: Real Factors are vari­
ables that can possibly influence true value of elasticity, not just the estimates. 
Group Elasticity Type contains variables that show which definition of the elas­
ticity is used - HES, AES or other (typically Morishima or Shadow) and if the 
relationship is long-run or short-run. Definition of the production or cost func­
tion is closely linked to the definition of elasticity, thus variables concerning 
choice of production function are also in this group. Data specify what type 
of dataset is used in primary study, if it is cross-sectional or not, its level of 
aggregation, frequency of data collection, proxy for skill. Category Estimation 
captures researcher's choices of estimation method and precise specification 
including choice of controls. Last group of variables, Publication, contains pub­
lication characteristics and number of citations. We choose to use number of
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citations per year instead of total number of citations because we do not want 
to penalize recent studies.
We run BMA using R package BMS by Zeugner (2011). Our baseline cali­
bration of priors and sampling properties is as follows:
(i) mprior= ’random ’
This option allows to incorporate our expectations about model prior prob­
ability. Setting model prior to random means that we assume distribution 
of the model size to be beta-binomial. This is a conservative assumption 
that reflects no prior knowledge about model distribution and that no model 
size is preferred. We use this prior following the example of Ley & Steel 
(2009). Alternatively, we set model prior to uniform to see if the results 
are sensitive to a change of model prior.
(ii) g=BRIC’
Here, g stands for constant g in Zellner's g prior. For multivariate normal 
linear regression model, Zellner's g prior can be used as a reference prior dis­
tribution for regression coefficients. It is a multivariate normal distribution 
that has covariance matrix specified depending on the data (Wang 2015). 
In our case, Zellner's g prior can be written as: (3\6 N^gd^X'X)-^.
/3o is usually assumed to be zero as size and magnitude of the coefficients 
is not a priori known. Choice of constant g can impact significantly the 
resulting inference. BRIC stands for prior suggested by Fernandez et al. 
(2001) who argued that higher g minimizes prior impact on the results. It 
is defined as max(N, K2), where N is the number of observations and K 
stands for number of candidate regressors Zeugner (2011). In our case, it is 
equal to 1024. Our alternative choice, UIP sets g to number of observations 
(N) in our case equal to 684.
(Hi) mcmc=’bd’
Here, memo stands for Markov Chain Monte Carlo sampling which is used 
to construct posterior distributions. Within this framework, there exist 
multiple samplers. That is, there are more possibilities of how to choose 
candidate model in each iteration, bd stands for birth-death sampler. Ac­
cording to Zeugner (2011), this is the standard choice for BMA procedure. 
This sampler proposes new candidate model the following way: out of all 
possible variables, sampler draws one variable randomly. If this variable is 
in previous model, it will be dropped, if not, it will be added.
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(iv) iter=2 000 000
We choose 2 million iterations to ensure convergence.
(v) burn=l 000 000
The first model that is randomly chosen by the sampler may not be an 
ideal starting point for good approximation of the posterior distribution. 
However, after some while sampler tends to converge to better models. 
That is why not all the results are stored to compute posterior probabilities. 
Burn stands for number of iterations that are not stored, also called burn- 
ins. Number of burn-ins is set to 1 million.
(vi) nmodel=5 000
Nmodel stands for the number of best models from which information will 
be stored and reported. Only small share of models is highly informative 
2. Given the fact that choosing too many models significantly slows down 
sampler, we choose only 5000 best models.
6.3 Results from BMA
Results from our baseline BMA procedure are reported in the left panel of 
Table 6.1 and in Figure 6.1. Further details including posterior densities for 
important variables are provided in Appendix D.
The left panel of Table 6.1 shows estimated posterior means (Post Mean), 
posterior standard deviation (Post StD.) and posterior inclusion probabilities 
(PIP) for all variables. Economic interpretation of posterior mean and poste­
rior standard deviation is similar to the interpretation of regression coefficient 
and its estimated standard error in simple regression. But what about the 
interpretation of PIP? What probability is considered to be sufficiently large 
to infer significant relationship between the regressor and dependent variable? 
We follow Kass & Raftery (1995) and Havranek et al. (2017) and interpret PIP 
according to following heuristic. Variables with posterior probabilities higher 
than 0.5 carry significant information about variation of the dependent vari­
able. Moreover, PIP between 0.5 and 0.75 implies “weak significance”, PIP 
between 0.75 and 0.95 points out to “positive significance ”, values between 
0.95 and 0.99 and higher than 0.99 imply “strong” and “decisive” significance, 
respectively.
2Typically, most models have very small posterior probabilities. This can be seen on 
Figure 6.2.
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Table 6.1: Heterogeneity of Elasticity estimates
Results from BMA Frequentist Check: OLS
Post Mean Post StD. PIP Coeff. Std. Error P-value
Real Factors
country _dev -1.371 0.237 1.000 -1.393*** 0.408 0.001
country _US -0.927 0.260 0.980 -0.918** 0.393 0.019
midyear_data -0.075 0.018 0.982 -0.082*** 0.026 0.002
manufacturing 1.552 0.436 0.985 1.475*** 0.554 0.008
male_only 0.001 0.036 0.025
Elasticity type
def_AES -0.049 0.214 0.074
def_other -1.391 0.787 0.836 -1.539* 0.906 0.089
longrun 2.291 0.442 1.000 2.231** 0.922 0.015
pf_xna -1.256 0.279 0.999 -1.154 1.045 0.270
pf_CESM 0.015 0.080 0.059
Data
data_micro -0.073 0.203 0.154
data_sect -0.021 0.112 0.055
Xsection -0.761 0.460 0.801 -0.946 0.597 0.113
yearcount.data 0.007 0.013 0.311
freq_m_q_s 0.211 0.467 0.214
freq_more 0.032 0.146 0.069
skilLhigh 3.353 0.312 1.000 3.237*** 1.001 0.001
skilLcol 0.176 0.275 0.344
Estimation
est_2SLS 0.117 0.295 0.174
est_OLS 0.137 0.056 0.165
v_time -2.186 0.237 1.000 -2.120*** 0.711 0.003
v_capital -1.870 0.297 1.000 -1.942*** 0.549 0.000
v_age 1.649 0.375 0.999 1.757** 0.292 0.000
vdocation -1.126 0.763 0.799 -1.279** 0.579 0.027
v_educ -0.130 0.284 0.217
v_sector 0.163 0.576 0.122
v_ethn -0.035 0.207 0.050
v_macro 0.012 0.103 0.040
Publication
published 1.170 0.178 1.000 1.158** 0.503 0.021
year .study 0.075 0.018 0.982 0.082*** 0.026 0.001
impact .factor -0.017 0.057 0.118
n.citat.py 0.000 0.001 0.058
(Constant) -0.017 1.000 -0.013 0.029 0.644
Notes: N=68f.. Weighted by inverse number of estimates per study. Elasticity
is winsorized. OLS std. errors are clustered on study level. Mprior = random, g= BRIC.
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According to the estimates, there is some evidence that characteristics of 
the estimates and studies are related to the estimated elasticity of substitution 
between skilled and unskilled labor. In each group of our candidate regres­
sors, there are several variables that significantly explain variation in elasticity 
estimates.
Real Factors
From all collected variables, the most important factor having influence on the 
value of elasticity is the country or countries whose labor markets are reflected 
in the data. Our evidence suggests lower elasticity of substitution for developing 
countries and for United States. Baseline category contains all other countries 
including European countries, Canada, Australia, New Zealand and estimates 
from large panels of various countries with different characteristics. Both cat­
egories - countryJJS and countryJev - have PIPs that imply significance and 
posterior means that are relatively large in magnitude (-0.927 and -1.371, re­
spectively). Time appears to be another important “ real factor”. With PIP 
reaching 0.982 and negative posterior mean, middle year of the data is also 
strongly significant and suggests that the elasticity of substitution may slightly 
diminish in time.3 On the contrary, if elasticity is measured for manufacturing 
sector only, the elasticity estimates tend to be significantly higher.
Elasticity type
Definition of the elasticity measure also appears to affect resulting estimate. 
According to BMA results, holding other things constant, long-run elasticity 
estimates are higher. This is consistent with the theory that usually assumes 
long-run elasticities to be higher. Interestingly, although Allen-Uzawa elasticity 
can have negative values (as opposed to Hicks elasticity), Allen-Uzawa elastici­
ties are not linked to significantly lower elasticity according to BMA. Posterior 
mean os def-AES is negative, but PIP is relatively low. Instead, compared to 
Hicks elasticity, other definitions, such as Morishima or Shadow elasticity are 
related to significantly lower elasticity. Regarding choice of production func­
tion, we found no link between the value of elasticity and use of multilevel 
CES form instead of one-level CES. However, researchers that do not explicitly 
report their choice of production function tend to report lower probabilities, as 
the estimate of dummy pf_xna is strongly significant and negative.
3However, we are aware of the fact that midyear of data is not an ideal proxy to capture 
development of elasticity in time. This variable captures only middle year, not the starting 
and ending points in time. It is thus only approximate measure of time. It is used because 
of heterogeneous nature of datasets in primary studies.
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Data
Elasticity estimates also seem to be sensitive on certain characteristics of the 
data. Regarding data characteristics, choice of proxy for skill is the most 
important factor. Compared to the baseline choice - occupation type - re­
searchers choosing education with high school as threshold seem to get signif­
icantly higher estimates. This variable has very high PIP, 1.000 which can be 
interpreted as “decisive” significance. Another factor that seems to explain 
variation in estimated elasticity is the choice of cross-sectional data. According 
to negative BMA posterior mean and high PIP, using Cross-sections is linked 
with lower estimated elasticity. Frequency of data collection does not seem to 
play an important role when it comes to elasticity values. We found no evidence 
for sensitivity of elasticity estimate to the level data aggregation.
Estimation
Differences in estimation method do not seem to systematically affect elasticity 
estimates in one direction. This does not mean that choice of method is not 
important, researchers themselves warn that in some cases, using OLS may 
lead to biased and inconsistent estimates 4. What seems to have an effect on 
resulting elasticity estimate is the choice of control variables by researchers in 
primary studies. Controls related to time, capital, age and location have all 
high PIP, ranging from 0.799 to 1.000. All except control for age have negative 
posterior means.
Publication
Last group of variables is related to publication and citation of the primary 
study. According results from BMA, published studies report higher estimates 
of the elasticity. Variable published has PIP of 1.000 which corresponds to 
decisive significance and positive posterior mean. Quite unexpectedly, year of 
publication has positive posterior mean and high PIP. It seems to be in contrast 
with negative posterior mean of the variable midyear-data. The interpretation 
of negative posterior mean is that newer studies are linked with higher estimates 
of the elasticity. But this does not mean that the elasticity is growing in time, 
as the year of publication is not decisive.
The right panel of Table 6.1 is showing results from OLS regression5 that 
includes variables with posterior inclusion probability higher than 0.5. We 
call this regression “Frequentist check”. The threshold of 0.5 is not arbitrary,
4 See, for instance Blankenau & Cassou (2011)
5Again, standard errors are clustered at the study level.
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but corresponds to lower threshold for significance according to the above- 
mentioned rule of thumb.
Frequentist check mostly confirms our results from BMA. Most variables 
that have high posterior probabilities are statistically significant, even with 
robust standard errors. There are only two exceptions: variables pf-xna and 
Xsection are not significant on any conventional level. Signs of coefficients from 
OLS are consistent with signs of posterior means. Magnitude of the estimates 
is also similar.
Figure 6.1 shows inclusion of variables in 5000 models with highest pos­
terior model probabilities. This follows from our baseline calibration of BMA 
procedure. Each column represents one model and models are sorted according 
to these probabilities. Variables are sorted based on their posterior inclusion 
probabilities. Blank spaces illustrate the fact that a given variable is not in­
cluded in corresponding model. Red color means negative sign of regression 
coefficient of the variable in the model, blue color represents positive sign. Re­
gressions are weighted by inverse of the number of estimates per study. We 
can see that signs of regression coefficients are consistent across different mod­
els which means that our straightforward interpretation of signs of posterior 
means is not wrong - best models consistently assume same direction for the 
estimated effects.
As we discussed earlier in this chapter, choice of priors is perhaps the weak­
est point of Bayesian Model Averaging and can have impact on the results. 
For this reason, we run BMA with alternative model prior and alternative Zell- 
ner's g. Results from alternative BMAs with different choices of model and 
coefficient priors are reported in Appendix E. We can conclude that our results 
are fairly robust to change in priors. Same set of variables is assumed to be 
important for the value of estimated elasticity. There are just small changes in 
magnitude of the coefficients and values of posterior inclusion probabilities.
6.4 Synthetic Estimates: Best Practice Approach
As our hnal step in quantitative analysis of empirical literature, we use col­
lected estimated elasticities and coefficients from BMA procedure to generate 
synthetic estimates of the elasticity. This section is inevitably to some extent 
subjective, as different researchers may have different opinion about how to 
define best practice.
What is thus our definition of suggested approach? It is preferred to use dis-
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aggregated data (or so-called microdata). The reason for this choice is that 
incorrect aggregation may lead to wrong conclusions about elasticity value. 
This is discussed in detail in Chapter 3 of this thesis. We would recommend 
to choose time series over cross-sectional data.6 Preferred frequency is annual. 
Higher frequency of data collection creates additional complications for the es­
timation - researchers might need to address seasonality which is not always 
the case. As proxy for skill, we choose education level with secondary edu­
cation as cut-off value. According to Hamermesh (1996), using occupation as 
proxy for skill and dividing labor to production and nonproduction workers is 
“a somewhat negative example” of defining groups of labor, because there is 
a large overlap in earnings between these two groups. Moreover, Hamermesh 
claims that the estimation of elasticity between these two groups is “of little 
inherent policy interest”.
We are interested in up-to-date estimate, we thus plug in sample maximum 
for the variable midyear-data. As for estimation strategy, given the fact that 
researchers probably face endogeneity and few studies actually estimate struc­
tural equations, 2SLS should be chosen over OLS. We plug in 1 for all dummy 
variables indicating use of controls in regressions used to estimate elasticity. 
Also, we plug in sample maxima for impact factor and number of citations per 
year and 1 for dummy variable indicating that study in which the estimate is 
reported is published in academic journal.
Based on above defined best practice, we generated multiple synthetic es­
timates: for US, Developing countries and other countries. In each case we 
generate both long-run and short-run estimates of both Hicks elasticity of sub­
stitution and Allen-Uzawa elasticity of substitution. Results are presented in 
Table 6.2. Table shows estimates and corresponding 95% confidence intervals. 
Confidence intervals are calculated based on OLS regression including all vari­
ables used in BMA. Our best-practice estimates of long-run elasticity range 
from 2.44 to 3.87 depending on precise definition of the elasticity and studied 
countries. These estimates are considerably higher than the estimate 1.41 by 
Katz & Murphy (1992) - the most cited long-run estimate that is frequently 
used by researchers calibrating substitution elasticity. Allen-Uzawa elasticity 
of substitution is consistently slightly lower than Hicks elasticity. Estimated 
long-run elasticity is lower for United States and for the group of develop­
ing countries compared to other countries. Our short-run estimates implied 
by defined best-practice range from 0.15 for Allen elasticity of substitution in
6Assuming that in both cases, microdata are available.
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Table 6.2: Estimated elasticity based on Our Definition of Best Prac­
tice
Estimate 95% CI
Long-run US AES 2.88 0.56 5.20
HES 2.94 0.82 5.07
Developing AES 2.44 -0.14 5.01
HES 2.50 0.15 4.85
Other AES 3.81 1.37 6.24
HES 3.87 1.65 6.09
Short-run US AES 0.59 -1.97 3.15
HES 0.65 -1.73 3.03
Developing AES 0.15 -2.66 2.95
HES 0.21 -2.39 2.80
Other AES 1.52 -1.18 4.21
HES 1.58 -0.92 4.08
developing countries to 1.58 for Hicks elasticity of substitution in benchmark 
group of countries.
What is the interpretation of these synthetic estimates? Based on estimated 
coefficients from BMA and our definition of best-practice estimation, skilled 
and unskilled workers are substitutes in the long-run. In the sort-run, their 
substitution is more limited. For United States and developing countries, our 
estimates imply that skilled and unskilled workers are complements in the short- 
run. If our definition of best-practice is well-defined, these synthetic estimates 
should be closer to true values than simple averages, as they aim to filter out 
possible effects of misspecifications.
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In this thesis, we provide quantitative overview of empirical literature concern­
ing substitution elasticity between skilled and unskilled labor. To summarize 
existing knowledge about this parameter of the production function, we apply 
methods of modern meta-analysis. Our overview is based on 684 estimates 
from 78 studies. These estimates reflect labor substitution in different coun­
tries, most frequently United States or group of developing countries. Most es­
timates show long-run elasticity, but some estimates that were produced using 
first-difference regressions or error correction model reflect short-run relation­
ship. Existing studies report wide range of estimates including extreme values 
and negative values not consistent with the theory. These are also included in 
our analysis to avoid additional bias.
Differences in precise definition of the elasticity used by researchers compli­
cate their comparison. For this reason, we first introduce different estimation 
strategies and theoretical frameworks behind elasticity estimation. Researchers 
have multiple options for assumed production or cost function. Some use one- 
level CES production function, others assume multilevel CES and there are 
studies using translog framework. There are also differences in measures of 
substitutability. Most frequently, researches estimate Hicks elasticity of substi­
tution or Allen-Uzawa elasticity of substitution. But there are studies estimat­
ing Morishima elasticity of substitution or so-called Shadow elasticity.
Before drawing any conclusions based on collected estimates, we have to 
test for existence of bias created by publication selectivity. First we construct 
funnel plots - scatter plots of the estimated elasticities against the inverse of 
their standard error. Then we provide regression-based tests for publication 
bias using OLS with study-level clustering of error-term, Fixed effects and
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Multilevel mixed effects. Different weighting schemes are applied to correct for 
heteroskedasticity and unbalanced number of estimates per study. Based on 
multiple weighted regressions (which we believe to be superior to unweighted 
regressions), we fail to reject null hypothesis of no publication bias. Despite the 
fact that negative estimates of Hicks elasticity of substitution are not consistent 
with theory, they are probably not systematically underreported.
Heterogeneity of reported estimates is examined using Bayesian Model Av­
eraging (BMA). This procedure allows to account for uncertainty in model 
selection. Large number of candidate regressors - variables that capture char­
acteristics of studies and estimates - imply large number of possible specifica­
tions of meta-regression equation. Using BMA, we estimate the effect of these 
factors on the value of estimated elasticity. Reported parameters are not from 
a single model, but they are weighted averages of large number of estimated 
coefficients, weighted by their posterior probabilities.
Based on results from BMA, there are multiple factors that significantly 
influence value of the estimated elasticity. Some of these factors may reflect 
real differences in the true value of the elasticity - we call them “real factors”. 
Others reflect research design and estimation strategy or publication character­
istics. We find that both real factors and research design influence value of the 
elasticity. This means that differences between the estimates are partly driven 
by choices of researchers. However, there are genuinely more true values of the 
elasticity regardless of the study design. The most important real factor is the 
country studied. Estimates that reflect US labor market, as well as estimates 
from developing countries are lower than the estimates from other countries. 
Time may also play a role - studies with later midyear of the data tend to report 
lower estimates. In line with the theory, estimates of the long-run elasticity are 
systematically higher than the estimates of the short-run elasticity.
As for research design and estimation strategy, we find multiple factors that 
influence resulting value of the elasticity. An important choice of researchers is 
that of proxy for skill. Choosing education level with secondary education as 
cut-off point leads to significantly higher estimates of the elasticity. Choosing 
cross-sectional data over time-series may, on the other hand, contribute to 
lower estimates. What is also relevant for estimated value is the use of controls 
in regression equation used to estimate substitution elasticity. Interestingly, 
although regression-based tests for publication bias do not show the existence 
of publication bias, BMA implies higher estimates for published studies. To 
check for robustness of our results we use alternative priors and OLS regression.
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These mostly confirm our results - same factors are found to be important for 
elasticity value.
Estimated regression coefficients from BMA are used to generate new, syn­
thetic estimates. To eliminate the effect of suboptimal choices of researchers 
on estimated elasticity, we define suggested research design that we call best- 
practice. It consists of using disaggregated data and time-series with annual 
frequency of data collection, secondary and higher education as proxy for skill, 
two-stage least squares estimation with time, capital, sector, location, age, ed­
ucation, ethnicity and economy-related control variables. This definition of 
best-practice yields long-run elasticity estimates ranging from 2.44 to 3.87 and 
short-run estimates with values between 0.15 and 1.58. Therefore BMA esti­
mates and best-practice approach imply that skilled and unskilled workers are 
substitutes in the long-run. In the short-run, their substitutability is more lim­
ited, our estimates for United States and for developing countries imply that 
these two groups of workers are complements in the short-run.
Practitioners who need to calibrate the elasticity face a challenging task 
to draw conclusions from the existing estimates. The empirical studies yield 
numerous estimates that differ in sign and magnitude. To collect representative 
sample of the population of estimates takes considerable amount of time and 
even if substantial evidence is collected, it might not be sufficient to correctly 
asses size of the effect. Our contribution is that we provide guidelines for 
any reader interested in the interpretation of the existing evidence. We hope 
that the thesis may help to (i) understand different definitions of the elasticity 
and corresponding estimation strategies, (ii) get an idea about distribution 
of the existing estimates (iii) understand what drives differences between the 
estimates, (iv) raise awareness about danger of creating additional bias due 
to misspecification and inappropriate publication selectivity based on results 
instead of quality, (v) get additional synthetic estimates of the elasticity.
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Funnel Plot of Mean Elasticities
Figure B.l: Funnel Plot of Mean Estimated Elasticities 
Figure shows the funnel plot of mean elasticities from each study against mean precisions. 
Solid vertical line represents sample mean and dashed vertical line represents median 
of the elasticity estimates. 62 studies reported standard errors and 6 most extreme 
observations are not plotted resulting in N=56
B. Funnel Plot of Mean Elasticities V
Table B.l: Regression-based Tests for Publication Selectivity Bias, 
Unweighted







Std. error -0.181 0.649 0.594**
(Bias) (0.509) (0.466) (0.281)
Constant 2.015*** 1.772*** 2.439***
(Effect) (0.531) (0.137) (0.280)
Observations 581 581 581
Studies 62 62 62
F-statistic 0.12 1.94
Wald Chi-sq 4.46
Unpublished estimates Published estimates
OLS FE ME OLS FE ME
Clustered Clustered Clustered Clustered
Std. error 0.065 1.163*** 1.112*** -0.231 -1.654 -0.881
(Bias) (0.533) (0.649) (0.269) (0.968) (1.475) (0.637)
Constant 1.367*** 1.024*** 1.921*** 2.718*** 3.101*** 3.13***
(Effect) (5.607) (7.863) (10.849) (8.999) (0.420) (13.951)
Observations 318 318 318 263 263 263
Studies 26 26 26 36 36 36
F-statistic 0.01 321.01 0.06 1.26
Wald Chi-sq 17.1 1.91
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Figure C.l: Correlation matrix for explanatory variables in hetero­
geneity analysis
C. Correlation matrix VII
Variable 1 Variable 2 Correlation
def-AES pf-TL 0.89
manufacturing data_sec 0.62
midyear-data year .study 0.69
Xsection year .study -0.65
Xsection v_time -0.70
impact-factor year .study -0.77




Diagnostics for Bayesian model averaging assuming normal prior distribution.
Mean, no. of regressors 
16.98
























D. BMA Diagnostics IX
Posterior Model Size Distribution 
Mean: 16.9835
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Figure D.l: BMA, Prior and Posterior Model Probabilities
D. BMA Diagnostics X
Figure D.2: Posterior Densities for Variables with PIP> 0.5



















Marginal Density: LR (PIP 100 %)
Marginal Density: pf_xna (PIP 99.89 %) Marginal Density: midyear_data (PIP 98.23
Coefficient Coefficient
D. BMA Diagnostics XI
Figure D.3: Continued: Posterior Densities for Variables with PIP> 
0.5
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Figure E.l: BMA, mprior=uniform, g=BRIC
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Figure E.2: BMA, mprior=random, g=UIP
Table E.l: Heterogeneity-Alternative BMAs
BMA: mprior=uniform BMA: g=UIP
Post Mean Post St.D. PIP Post Mean Post St.D. PIP
Real Factors
country _dev -1.371 0.237 1.000 -1.370 0.237 1.000
country _US -0.933 0.258 0.981 -0.910 0.266 0.978
midyear_data -0.075 0.018 0.981 -0.073 0.018 0.986
manufacturing 1.555 0.436 0.984 1.549 0.443 0.986
male_only 0.001 0.035 0.024 0.002 0.040 0.028
Elasticity type
deLAES -0.045 0.205 0.068 -0.059 0.236 0.088
deLother -1.371 0.795 0.826 -1.454 0.749 0.873
longrun 2.275 0.438 1.000 2.330 0.448 1.000
pf_xna -1.245 0.276 0.999 -1.282 0.283 0.999
pLCESM 0.015 0.079 0.057 0.067 0.085 0.067
E. BMA Robustness Check XIV
Table E.2: Continued: Heterogeneity-Alternative BMAs
Post Mean Post St.D. PIP Post Mean Post St.D. PIP
Data
data_micro -0.072 0.200 0.151 -0.080 0.212 0.168
data_sect -0.021 0.112 0.054 -0.023 0.118 0.063
Xsection -0.770 0.458 0.806 -0.745 0.461 0.797
yearcount_data 0.007 0.012 0.298 0.007 0.013 0.344
freq_m_q_s 0.179 0.434 0.185 0.282 0.523 0.280
freq_more 0.025 0.129 0.060 0.091 0.174 0.091
skilLhigh 3.345 0.309 1.000 3.373 0.318 1.000
skilLcol 0.167 0.270 0.327 0.201 0.286 0.392
Estimation
est_2SLS 0.102 0.280 0.153 0.149 0.324 0.222
est_OLS 0.050 0.155 0.125 0.072 0.186 0.171
v_time -2.178 0.235 1.000 -2.208 0.239 1.000
v_capital -1.872 0.296 1.000 -1.864 0.302 1.000
v_age 1.644 0.371 0.999 1.655 0.384 0.999
vdocation -1.088 0.752 0.785 -1.213 0.776 0.839
v_educ -0.107 0.259 0.185 -0.180 0.327 0.288
v_sector 0.131 0.528 0.105 0.234 0.667 0.162
v_ethn -0.036 0.211 0.050 -0.036 0.208 0.055
v_macro 0.008 0.090 0.036 0.019 0.127 0.052
Publication
published 1.167 0.176 1.000 1.177 0.183 1.000
year .study 0.075 0.018 0.981 0.072 0.018 0.985
impact .factor -0.013 0.050 0.098 -0.026 0.069 0.164
n_citat_py 0.000 0.001 0.047 0.000 0.001 0.083
(Constant) -0.017 1.000 -0.016 1.000
Notes: N=684- Weighted by inverse of the number of estimates per study. 
Elasticity is winsorized.
