The impact of clogging on the transfer dynamics of hydraulic networks by Griffani, D. S. et al.
The impact of clogging on the transfer dynamics of hydraulic networks
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We investigate how clogging affects the transfer properties of a generic class of materials featuring
a hydraulic network embedded in a matrix. We consider the flow of a liquid through fully satu-
rated hydraulic networks which transfer heat (or mass) by advection and diffusion, and a matrix in
which only diffusion operates. Networks are subjected to different clogging scenarios (or attacks),
changing their microstructure and flow field. A series of canonical cooling tests are simulated using
a tracer method prior to and following attack. Results quantify the threat posed by different types
and degrees of attack to a system’s transfer properties. An analytical framework is introduced to
predict this vulnerability to attacks, rationalised in terms of their effect on the physical mechanisms
underlying the transfer dynamics.
PACS numbers: 44.05.+e, 44.30.+v, 87.10.-e, 89.75.Hc
I. INTRODUCTION
Hydraulic networks often serve as an effective pathway
to distribute heat, nutrients or oxygen into a low perme-
ability matrix. For instance, fractured networks in rocks
[1, 2], vascular networks in plants and animals [3–6], and
channel networks in microfluidic heat exchangers and en-
gineered tissue serve this role [7–9]. The microstructure
of these networks present very different geometrical and
topological characteristics. Furtherstill, natural and an-
thropogenic attacks can clog or render certain channels
incapable of carrying a flow, leading to a redistribution
of the flow through the network coupled with a rapidly
changing microstructure [5, 10–25]. How these effects
translate to impact the rate of transfer between the ma-
trix and the liquid flowing through the network is largely
unknown.
Models predicting the flow in hydraulic networks are
relatively well established. Considering a fully saturated
network and laminar flow conditions, the macroscopic
flow rate q [m/s] through the network satisfies a Darcy
law q = −kη∇P involving the pressure gradient ∇P
[Pa/m], the fluid viscosity η [Pa.s] and the permeability
k [m2]. The permeability, is expressed by the Kozeny-
Carman model as k ∝ R2φ/T 2 [26–28]. This model re-
flects the role of only the porosity φ and channel radius R
[m] aspects of the network geometry; meanwhile, the role
of the network topology, or branching pattern, is embed-
ded solely in the tortuosity T . The tortuosity represents
a ratio of two distances: the average distance travelled
by the fluid in the network from point A to point B, and
the Euclidian distance AB [29–31].
The dynamic of transfer of heat or mass between the
matrix and the network is controlled by two processes:
the advection within the network and the diffusion within
the matrix islands bordered by the channels. Double
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Porosity, Multiple INteracting Continua and Matrix Dif-
fusion models are examples of continuum formulations
that successfully capture these processes via the follow-
ing macroscopic quantities: the Darcy velocity q for the
advection; and the matrix diffusivity D0 [m
2/s] and (typ-
ical) matrix island size ` for the diffusion [32–35]. Accord-
ing to these models, for a given Darcy flow and matrix
diffusivity, the transfer dynamic is entirely determined
by the size `, while other network geometrical and topo-
logical features do not need to be known.
The question is whether the geometrical and topologi-
cal characteristics embedded in the macroscopic quanti-
ties q and ` are sufficient to capture the effect of different
attacks on the transfers, and if so, how do these quanti-
ties evolve as a network is subjected to increasing degrees
and different types of attack?
In a recent study [36], we established how attacking
networks by clogging a number of selected channels may
strongly affect the flow of liquid. Firstly, clogging always
affects the Darcy flow q by lowering the number of free
flowing channels and thus lowering the effective porosity
φ. Secondly, clogging may modify the network tortuos-
ity by redirecting the flow path. Attacks resulting in the
clogging of channels transverse to the Darcy flow lead to
a slight decrease in tortuosity, favouring more direct flow
paths. By contrast, attacks that constrict the flow path
in the macroscopic flow direction were found to dramati-
cally increase the network tortuosity. While the dynam-
ics of transfer between the matrix and the network are
expected to be affected by these types of attacks and the
change in flow paths they induce, there is no established
framework to rationalise and predict this effect.
In this Letter, we seek to establish how channel clog-
ging affects the ability of hydraulic networks to transfer
heat or mass from/to the matrix they are embedded in;
and how vulnerable this ability is to different types and
extent of attack. To this aim, we use a tracer method to
simulate a series of canonical cooling tests highlighting
the dynamics of transfer for networks with differing ge-
ometries and topologies, before and after being subjected
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2to different clogging scenarios.
II. SIMULATING FLOW AND TRANSFER IN
MATRIX EMBEDDED HYDRAULIC
NETWORKS
We consider systems comprised of a matrix pervaded
by a network of connected channels of similar radius R
(see Fig. 1). The network is fully saturated by an incom-
pressible fluid. The fluid only flows within the network
(and not the matrix), driven by a macroscopic pressure
gradient (∇P ) in the y-direction. Transfer occurs by ad-
vection in the network, and by diffusion in both the net-
work and the matrix. For simplicity, the diffusivity D0
in the network and in the matrix are equal.
Hydraulic networks are constructed by randomly plac-
ing nodes within the simulation domain whilst enforcing
a minimum distance of 5R between any two nodes, and
connecting selected pairs of nodes by a channel. Fol-
lowing [31], network topologies including (i) Lattice net-
works; (ii) Gabriel networks; (iii) Epsilon networks; and
(iv) K-nearest networks, are obtained by applying differ-
ent rules of connection.
The flow field in each channel of the networks is nu-
merically calculated using the method detailed in [31, 36].
The method considers a laminar Hagen-Poiseuille flow in
each channel, and the corresponding linear relationship
between the average flow velocity v¯ij within the channel
and the pressure gradient along the channel:
v¯ij = −R
2
8η
∇pij , (1)
where ∇pij = pj−pilij is the pressure gradient along the
channel length lij and pi and pj are the pressures at the
two extremities of the channel (or nodes) (see Fig. 1b).
The liquid viscosity η was set at 1 × 10−3Pa.s for all
simulations.
The pressure at each node is deduced from the mass
budget at each node, which defines a linear system of
equations of the form M · P = S; where P is a vec-
tor containing the pressures at all nodes, S is a vector
containing the known pressure drop for channels crossing
the periodic boundaries in the y direction, and M is a
square matrix built from for the mass budget at each and
every node. The pressures at all the individual nodes can
be deduced from P = M−1 · S, which requires the nu-
merical inversion of M . Having found the pressures for
every pair of end nodes defining a channel pi and pj , the
channel flow velocities are then deduced from Eq. (1).
This method does not account for the viscous dissipa-
tion at the channel junctions (nodes), which can safely
be neglected for slender channels |lij |  R, a condition
that is enforced for all channel network constructions.
In principle, this method could be applied to solve for
the flow in a network of porous channels, where the flow
within individual channels satisfy a Darcy law of the form
v¯ij = −kijη ∇pij , where kij is the permeability of the chan-
nels [37–39].
Diffusion in the matrix and in the network, and advec-
tion in the network are simulated using a tracer method
as in [40, 41]. In principle, the method involves placing
a large number of passive numerical tracers at random
positions throughout the entire channel-matrix domain,
and integrating their motion over short time steps dt (see
Fig. 1c). The motion of tracers includes a random walk
component: at each time step each tracer is assigned a
random velocity vector of constant norm v0 =
√
4D0
dt ,
the orientation of which is selected at random from the
four possible orthogonal directions of a square grid. As
a result of the random walk, the tracers exhibit a diffu-
sive behaviour described by the diffusivity D0 [42], and
can move across the channel-matrix boundary by diffu-
sion. To simulate advection, the local flow field is su-
perimposed upon the random walk. Thus, tracers within
a channel are also subjected to a laminar flow charac-
terised by the average flow velocity for that channel v¯ij .
Our previous work [41] showed that for the same aver-
age flow velocity, the nature of the flow profile across
the channels does not significantly impact the effective
transfer properties of a system. Accordingly, for simplic-
ity, a plugged flow field was imposed in all channels as
illustrated in figure 1b.
The scheme used to integrate the tracer motion com-
prises an Eulerian first-order integration of the flow of
tracers inside a channel followed by the random motion.
This scheme is applied to each tracer. The time step,
dt adopted for each simulation is a fraction of the lesser
of the smallest typical diffusion time scale and advection
time scale, that is dt = 1100min
(
R2
D0
,
min(lij)
max(v¯ij)
)
[s]. The
tracer density, ρ is set according to ρ = 2R2 [tracers/m
2].
We systematically checked that smaller time steps and/or
more tracers yield the same results.
III. PROBING THE TRANSFER DYNAMICS
The canonical cooling test performed on each system
involves defining a homogeneously hot initial state, where
the temperature of the matrix and in the channels are
equal (temperature T0), and injecting a cooler liquid
(temperature Tin) at the inlets of the channel network
at a prescribed rate. All throughout the experiment,
both the inlet temperature and injection rate are kept
constant. The average temperatures of the matrix T¯s(t)
and channels T¯l(t) are monitored over time, from which
we define the normalised temperature variations in the
matrix and in the channels as follows:
∆T¯s(t) =
T¯s(t)− Tin
T0 − Tin ; ∆T¯l(t) =
T¯l(t)− Tin
T0 − Tin . (2)
As in [41], we use the transfer efficiency E to quantify
the cooling dynamics of a given system, which is defined
3FIG. 1. Simulated example: (a) hydraulic network comprised
of approximately 500 channels embedded in a diffusive ma-
trix. The system is bi-dimensional and periodic in both di-
rections. (b) The local flow field (c) Typical tracer motions
at a given time step, including random walk (orange arrow)
and advection (blue arrow). Tracers carry a scalar indicator
of temperatures T0 (red) and Tin (blue). Temperature in a
domain is the average scalar of all the tracers it contains.
as:
E =
tdiff
t80
; tdiff =
L2
D0
(3)
where t80 is the time needed to cool the matrix by
80% and tdiff a typical diffusion time across the system
length, L.
IV. TRANSFER DYNAMICS IN UNDAMAGED
NETWORKS
The cooling test was performed on systems with dif-
ferent network topologies, geometries and matrix diffu-
sivities D0, and subjected to different flow rates q. The
network geometry is characterised by the porosity φ and
a typical inter-channel distance, or effective matrix island
size `e. `e scales with the average length of the channels,
l¯ according to `e = a¯` where a is a constant.
Accordingly, the systems are governed by a set of three
dimensionless numbers including porosity φ, a Pe´clet
number Pe and dimensionless island size λ defined as:
λ =
L
`e
, P e =
qL
D0
. (4)
λ compares the typical inter-channel distance to the sys-
tem length. The Pe´clet number compares a typical dif-
fusion time scale tdiff =
L2
D0
to a typical advection time
scale tadv =
L
q across the system length, and thus mea-
sures the relative rate of these two modes of transfer.
Figure 2a shows the measured efficiencies correspond-
ing to a Gabriel network for various values of Pe´clet num-
ber Pe, porosity φ and dimensionless island size λ. These
cooling dynamics exhibit three regimes. For low Pe´clet
numbers (Pe . 1 - Regime I), the efficiency is close to
one, indicating that the cooling dynamic is mainly con-
trolled by the process of diffusion across the system. For
intermediate Pe´clet numbers (Regime II), the efficiency
increases linearly with with the Pe´clet number (E ≈ Pe).
Figures 2b,c show that, in this regime, the (average)
temperature of the matrix nearly equals the tempera-
ture of the liquid in the network, which both scale like
∆T¯s(t) = ∆T¯l(t) ∝ − tL/q , indicating an advection driven
cooling. Figure 2c further indicates that cooling results
from the progression of an approximately uniform and
regular temperature front
For larger Pe´clet numbers, the efficiencies seem to
reach a constant, maximum value E∞ and the cooling
exhibits a dynamic that is in stark contrast with regime
II’s. Figures 2d,e show that, whilst the temperature of
the liquid in the network is still advection driven and
scales like ∆T¯l(t) ∝ − tL/q , the decay of the matrix tem-
perature is much slower. This leads to a pattern of hot
matrix islands surrounded by cold liquid.
We implemented a specific type of simulation referred
to as Pe∞ to evidence the processes underpinning this
dynamic. With the Pe∞ method, the liquid in the chan-
nels is set at a constant temperature Tin at all times,
which represents a situation where flow in the network
is infinitely fast, instantly flushing out any heat coming
from the matrix. The simulation then only considers dif-
fusion in the matrix, with Dirichlet boundary conditions
at the interface between the matrix and the channels.
Figure 2a and d show that the efficiency and transfer dy-
namics measured with this method corresponds to those
measured at finite values of Pe´clet number in regime III.
This indicates that the cooling dynamics in regime III
are governed by a process of diffusion across the matrix
islands referred to henceforth as, ‘micro-diffusion’.
Considering islands that are square in shape, with a
size `e, and subjected to Dirichlet boundary conditions,
their diffusion-driven cooling would satisfy the analytical
solution of the diffusion equation:
∆T¯s(t) = w
−1
∞∑
n odd
∞∑
modd
1
n2
1
m2
exp
(
− t
tn,m
)
(5)
w =
∞∑
n odd
∞∑
modd
1
n2
1
m2
(6)
tn,m =
`2e
D0
1
pi2(n2 +m2)
(7)
Figure 2d shows that by selecting an appropriate value
for the effective island size of the undamaged network,
`e = 0.52¯`, this model captures the cooling dynamics in
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FIG. 2. Cooling dynamics of undamaged Gabriel networks. (a) Scaling of the cooling efficiency with the Pe´clet number: each
symbol corresponds to cooling test simulated with a different triplet Pe, φ and λ. Dashed horizontal lines denotes the maximum
efficiency obtained by using the Pe∞ method (see text). Solid lines represent the predictions of the model in Eq. 14 (b,d)
cooling dynamics of systems in regime II and III, respectively, simulated with the tracer method (φ = 0.5, λ = 22.8, (b) Pe = 62
and (d) 2.6× 106.); in (d), the dashed line corresponds to prediction of the analytical model (5), where `e = 0.52l¯, truncating
the sum to n,m <= 19. (c,e) snapshots of the temperature field during the cooling test.
regime III, confirming that it is driven by the mechanism
of micro-diffusion.
In the appendix, we show that the proposed analy-
sis for the Gabriel network captures the cooling dynam-
ics measured for all four network types. The effects of
the topological variations on the transfer dynamics can
be completely resolved by accounting for the change in
Darcy velocity q and island size `e induced by the vari-
ations. This implies that at least for relatively homo-
geneous topologies like those considered, the role of the
network topology does not significantly affect the nature
of the transfer dynamics which is governed by Pe and λ.
V. TRANSFER DYNAMICS IN CLOGGED
NETWORKS
In [36], we classified a number of clogging mechanisms
including jamming of particulate fluids in channels [10–
12], bioclogging [15–17], vein rupture and channel dam-
5age [18–20], cavitation [21, 22], precipitation and calcifi-
cation [23–25] into two main attack scenarios. In the first
scenario, referred to as Major attack, channels with the
highest pressure gradient and highest flow rate are pref-
erentially clogged. In the second scenario, referred to as
minor attack, channels with the lowest pressure gradient
and lowest flow rate are preferentially clogged. For both
scenarios, we further distinguished block attacks in which
targeted channels are clogged all at once, from iterative
attacks in which channels are clogged one by one. With
the iterative attacks, the flow in the network is updated
each time a channel is clogged, leading to a new flow and
pressure distribution in the network. The next channel to
be clogged is selected from this updated state, resulting
in a progressive clogging of channels.
A system featuring an undamaged Gabriel network
(statistically similar to that illustrated in Fig. 2) was
subjected to a series of each of the four types of attack:
major iterative (MI), major block (MB), minor iterative
(mi) and minor block (mb). The proportion of chan-
nels clogged in the network, P was varied for each of
the types of attack up to a maximum P that would re-
sult in at least one node becoming disconnected from the
network. Following each attack, the change in porosity,
tortuosity and permeability of the network followed sim-
ilar relationships with P to those reported in [36]. The
range of these variables resulting from the entire spec-
trum of attacks performed on the undamaged network
are presented in table I
P φ T k
k0
0→ 40% 0.32→ 0.50 1.19→ 2.57 0.26→ 1.08
TABLE I. Range of porosity, tortuosity and permeability nor-
malised by the undamaged system permeability k0 encoun-
tered following network attacks.
Two example macroscopic pressure gradients ∇P were
applied to the system following each attack. The pres-
sure gradients selected were those utilised in figure 2, the
lowest and highest of which yielded transfer dynamics
in regime II and regime III respectively for the undam-
aged system. L and D0 were also kept the same as the
undamaged system in figure 2.
As illustrated in figure 3 (a)-(c), each of the four at-
tack types alter the distribution of channel flow veloc-
ities from that of the undamaged state. Most notably,
the major attacks introduce the greatest degree of het-
erogeneity in the flow field as evidenced by a broader
distribution of flow rates. These distributions highlight
a stark difference between the fastest flow rates carried
by the minority of channels and the flow rates of the ma-
jority which are significantly slower than those of the un-
damaged networks. In the particular case of MI attacks,
all fluid pathways through the network are constrained
to converge toward and through the limited number of
channel ‘highways’ (see grey channel in Fig. 3(d) for ex-
ample) that enable the network to percolate (and also
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FIG. 3. Flow in the network before (undamaged) and after
examples of each of the four types of attack: major itera-
tive (MI), major block (MB), minor iterative (mi), and minor
block (mb). The proportion of channels clogged, P in all
but the MI attack is 20%. P = 2.8% for the MI attack and
corresponds to the state just before the first loss in connec-
tivity when one or several nodes becomes disconnected from
the network. (a) Cumulative probability density function of
normalised channel flow velocity, v˜ =
|v¯ij |
v0
where v0 =
R2
8η
∇P
is the normalisation velocity scale. (b,c) Polar plots of the
angular distribution of channel flow velocity. The angular co-
ordinate corresponds to the channel orientation with respect
to the flow direction and the radial coordinate represents the
magnitude of the average normalised velocity of channels at
this orientation. (d,e) The flow velocity field after the MI and
mb attacks, respectively. Channels are coloured as a function
of their normalised flow velocity. All but the fastest channel
velocity for the MI attack (v˜ = 5.4, identified as v˜max in grey
in (d)) are presented in (a) and the colorbar of (d)
6sustain the fastest flow rates). As a result, the fluid is
forced to experience a wide range of flow velocities on its
path to the outlet. A similar phenomena is observed for
MB attacks as we increase P and approach the percola-
tion limit.
The minor attacks eliminate the slowest channels
which tend to be transverse to the macroscopic flow, nar-
rowing the distribution of channel velocities and reducing
the network tortuosity.
Heterogeneous flow fields, a combination of fast and
slow transport rates within the system, preferential flows,
and convergent and divergent flow paths, are all condi-
tions that are known to alter the nature of the transfer
dynamic and contribute to anomalous transport [43–47].
Whether these factors, introduced to differing degrees
by the different network attacks can also impact macro-
scopic transfer properties like transfer efficiency, is yet to
be seen.
A. Transfer dynamics of clogged networks in
regime II
Figure 4 illustrates a typical thermal response for an
attacked network subjected to the lowest of the pressure
gradients applied. Once again, thermal behaviours con-
gruent with those witnessed in regime II for the undam-
aged networks are observed. In particular, the average
temperature of the matrix is similar to that of the liquid
in the network throughout the cooling process and both
decay linearly with time. Despite the attacks altering
the Darcy flow velocity, when each cooling time is nor-
malised by its corresponding advection time scale tadv,
the transfer dynamics of the attacked networks closely
match that of the undamaged network. The tempera-
ture fields also demonstrate very little perturbation in
the way the thermal fronts progress through the system
following the attacks, as the diffusion in the matrix keeps
pace with the advection in the channels. Together the
results demonstrate signature regime II behaviours and
cooling times that are governed by advection, with the
efficiency in regime II:
EII ≈ Pe (8)
for all attacks.
Thus in regime II, the vulnerability of a system’s trans-
fer efficiency to the different attacks scales with their ef-
fect on the permeability. Following from the permeability
relationships developed in [36], this vulnerability, repre-
sented by efficiency following an attack relative to that
of the undamaged network E0 (at the same ∇P and η)
can be expressed as:
(
E
E0
)
II
≈ 1− P
(1 + bP)2 (9)
for all attack types except the major iterative attacks
which follow:
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FIG. 4. Thermal response of an attacked network in regime
II. The example results are from a cooling experiment per-
formed using the tracer method after a major block attack
(P = 20%, φ = 0.41, T = 2.27, Pe = 18) (a) Normalised
average temperature variation of the matrix (red) and liquid
in the channel network (blue) versus time normalised by tadv.
(b) Snapshot of the system’s temperature field at t50 where
∆T¯s(t = t50) = 0.5 (c) Normalised transfer efficiency results
for regime II (markers) versus proportion of clogged channels
for each network attack. Dashed lines represent predictions
of: Eq. 9 for MB (b = 2.45), mi and mb attacks (b = −0.58);
and Eq. 10 for MI attacks (Pc = 0.0406)
(
EMI
E0
)
II
≈ 2− e( PPc )
2
(10)
b is a numerical constant that can be positive or nega-
tive and Pc can be related to the proportion of clogged
channels leading to a complete loss of permeability. Fig.
4(c) illustrates that the transfer efficiency is most vulner-
able to major attacks, with both types leading to signif-
icant losses. Most notably, major iterative attacks lead
to a dramatic decrease in efficiency even when a rela-
tively small proportion of channels are clogged. On the
other hand, the slight improvement in permeability ob-
served following both types of minor attacks translates
to a proportionate increase in transfer efficiency. Unlike
major attacks, the efficiency is relatively insensitive to
the extent of both minor attacks. This stems from dif-
ferences in the way the network microstructure and flow
field evolves as it is attacked with increasing P. In par-
ticular, minor attacks reduce tortuosity at a rate that
almost balances the effect of the reduction in porosity on
permeability with P.
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FIG. 5. Thermal responses of attacked networks in regime III
following the same attacks illustrated in Fig. 3 (a) Example
normalised average temperature variation of the matrix (red)
and liquid in the channel network (blue) versus dimensionless
time for a MI attack (P = 20%, φ = 0.48, T , Pe = 8.84×105).
The cooling dynamics for the matrix obtained using the tracer
method (red) are compared with the prediction (red dashed)
of the analytical model (Eq. 5). Best fit was achieved with
`e = 0.58l¯, truncating the sum to n,m <= 19. Snapshots of
the temperature field at t50 (where ∆T¯s(t = t50) = 0.5) for
systems subjected to: (b) the same MI attack depicted in (a);
and for a (c) mi; (d) MB; and (e) mb attack.
B. Transfer dynamics of clogged networks in
regime III
All attacked systems subjected to the highest of the
pressure gradients tested demonstrate thermal responses
consistent with regime III. Figure 5(a), illustrates the
typical response whereby the temporal evolution of av-
erage temperatures in the matrix and liquid differ sig-
nificantly. The temperature fields for each attack reflect
this difference and as with the undamaged systems, ma-
trix islands quickly emerge, albeit of different size, shape
and spatial distribution (see examples in Fig. 5(b-e)).
The presence of matrix islands suggests the matrix
cooling dynamic is again controlled by the process of
‘micro-diffusion’, with each attack simply changing the
le of the islands. To test this hypothesis, the analyti-
cal model (5) was fit to tracer method results for each
attacked system by altering le. In every case, the analyt-
ical model closely reproduced the cooling dynamics (with
R2 ≥ 0.98), confirming the hypothesis. An example fit
is illustrated in Fig. 5(a). The effective island lengths
yielded by this processes for every attack are normalised
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FIG. 6. Effects of attacking the network on the transfer in
regime III. (a) Markers represent normalised effective length
of matrix islands (determined from the thermal responses in
regime III) versus proportion of attacked channels for each at-
tack type. Dashed line represents line of best fit le
le0
= 1.8P+1
(b) Normalised transfer efficiency results for regime III ver-
sus proportion of clogged channels for each network attack
(markers) compared to model prediction (Eq. 13) (dashed
line).
by the effective island length of the undamaged network,
l0 and plotted as a function of the proportion of attacked
channels, P in Fig. 6. The normalised effective lengths
increase linearly with P and can be captured by the re-
lationship:
le = l0 (1.8P + 1) (11)
This relationship reflects the generic effect of all attacks
considered on the network geometry, as removing a chan-
nel between neighbouring matrix islands roughly doubles
the size of the island.
The analytical model (Eq. 5) highlights that in regime
III, the transfer from the matrix to the fractures involves
a spectrum of rates characterised by a series of time scales
tn,m. This spectrum reflects a basic physical process:
initially cooling at the island boundary is very quick as
the distance heat needs to diffuse to reach the channels is
very short; after some time, the outer ring of the island
has cooled down and heat must travel a larger distance
from the island core to the boundary, taking more time.
8t1,1 =
`2e
Do
1
2pi2 corresponds to the slowest rate and governs
the cooling dynamic at late times t.
The rates governing the cooling time, t80 in regime III
can be approximated by: t80 =
1
1.46pi2
`2e
D0
This leads to
an efficiency for regime III of:
EIII = 1.46pi
2λ2 (12)
which agrees with the efficiency limit E∞ of every system
simulated.
Utilising Eq. 11, the normalised efficiency in regime
III can be expressed as:(
E
E0
)
III
=
1
(1.8P + 1)2 (13)
This equation holds for all attacked systems as well
as the undamaged system (P = 0, `e = `0), noting no
dependence on the type of attack, the direction of the
clogged channels, or the degree of heterogeneity in the
network geometry, topology or flow field.
C. Transition from regime II to regime III
As illustrated in Fig. 2(a), the following interpolation
function captures the transfer efficiency results for the
undamaged systems in all three regimes:
E = 1 +
Pe(
1 + PeE∞
) (14)
The function reflects a transition from regime II to
regime III when Pe = E∞ = EIII .
In light of Eq. 12, it is inferred that the increase in the
effective matrix island size (le) caused by network attacks
would reduce the maximum transfer efficiency limit and
shift this transition to the left (to coincide with lower Pe
values). At the same time, we have observed that the
different types of attacks can yield very different effects
on the flow (q) and thus for a given ∇P , Pe may de-
crease or increase following attack. Together this implies
that an attack may cause an undamaged system to sud-
denly move from regime II to regime III with immediate
consequences for the efficiency (and its responsiveness to
attempts to improve it.)
VI. CONCLUSIONS
This study quantifies the strong effect attacks to a hy-
draulic network have on their ability to aid transfers be-
tween the flowing fluids they confine and the surrounding
matrix.
Each of the different types of network attacks consid-
ered pose a different threat to a system’s transfer effi-
ciency. A unifying framework is presented to rationalise
and predict this vulnerability.
The framework accounts for the impact of the attacks
on the underlying physical mechanisms found to govern
the transfer dynamics in both undamaged and attacked
systems. These mechanisms are used to delineate regimes
of efficiency. We focus on regime II and III where advec-
tion and micro-diffusion govern, respectively.
The results suggest that in regime II, the vulnerability
of the transfer efficiency is entirely controlled by the effect
of the attack on the network permeability. As a result of
their disparate influences on the tortuosity and porosity;
the permeability, and hence efficiency, is very sensitive to
both the type and extent of the attack.
By contrast, in regime III, the transfer efficiency is rel-
atively insensitive to the type of network attack. Rather,
the loss in efficiency can be entirely predicted by account-
ing for the increase in effective island size which scales
with the proportion of clogged channels.
Furthermore, network attacks shift the transition be-
tween regime II and III and reduce the maximum effi-
ciency achievable in regime III.
This framework serves as a useful basis to further anal-
yse the effects of clogging on realistic networks featuring
greater heterogeneities, poroelastic channel walls, as well
as attacks that partially clog channels thereby constrict-
ing their effective apertures.
Appendix A: Appendix
Figure 2 and 7 illustrates the role of variations in the
network topology on the transfer properties. A series of
cooling tests were performed using the tracer method (de-
scribed in text) on a number of different systems where
network topology, geometry (R), applied pressure gradi-
ent (∇P ) and diffusivity (D0) are varied. Each system is
characterised by one of the four types of network topolo-
gies it features: Gabriel, Lattice, K-nearest or Epsilon
network; plus a unique combination of Pe´clet number Pe,
porosity φ, and dimensionless island size λ. The results
are grouped by topology in Fig. 7 with Gabriel network
results presented in text in Fig. 2. The results high-
light that regardless of the network topology, the trans-
fer properties across all regimes can be predicted by the
analytical model 14. The effect of the topological varia-
tions are captured by Pe and λ via their impact on the
flow rate, q and effective island size, le.
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