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Abstract
We study the problem of deleting the smallest set S of vertices (resp. edges) from a given
graph G such that the induced subgraph (resp. subgraph) G \ S belongs to some class H. We
consider the case where graphs in H have treewidth bounded by t, and give a general framework
to obtain approximation algorithms for both vertex and edge-deletion settings from approxi-
mation algorithms for certain natural graph partitioning problems called k-Subset Vertex
Separator and k-Subset Edge Separator, respectively.
For the vertex deletion setting, our framework combined with the current best result for
k-Subset Vertex Separator, improves approximation ratios for basic problems such as k-
Treewidth Vertex Deletion and Planar-F Vertex Deletion. Our algorithms are sim-
pler than previous works and give the first deterministic and uniform approximation algorithms
under the natural parameterization.
For the edge deletion setting, we give improved approximation algorithms for k-Subset
Edge Separator combining ideas from LP relaxations and important separators. We present
their applications in bounded-degree graphs, and also give an APX-hardness result for the edge
deletion problems.
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1 Introduction
Let H be a class of infinitely many graphs. In the H-Vertex Deletion (resp. H-Edge Dele-
tion) problem, we are given a graph G and we must find the smallest set of vertices (resp. edges)
X such that G\X belongs to class H. The simplest examples of such problems are Vertex Cover
and Feedback Vertex Set problems, where H is the set of all empty graphs (resp. forests) and
hence G\X must exclude all edges (resp. cycles) of G. Indeed, the problem has often been studied
in the context when H is a class of graphs that exclude a fixed graph F in some sense (e.g., minor,
subgraph, or induced subgraph). In this case we let F be a finite list of excluded graphs and define
H to be the class of graphs that exclude every graph from F . There has been a rich body of work
studying parameterized complexity and kernelization of these problems parameterized by the size of
the optimal solution [HVHJ+11, FLMS12, CM15, DDvH16, KLP+16, EGK16, BBKM16, GLSS16,
BCKP16, JP17, ALM+17, GJLS17].
In this paper, we focus on parameterized approximation algorithms parameterized by F — our
desired running time is of the form f(F)·poly(n). Note that the notion of approximation is inherent
in this parameterization: even the simplest case of Vertex Cover, where the only graph in F is
a single edge and hence f(F) is a constant, is NP-hard. Such an approximation algorithm could be
used to obtain better kernels [ALM+18, ALM+17]. In addition to the 2-approximation algorithms
for Feedback Vertex Set [BG96, BBF99, CGHW98], the systematic study of the parameterized
approximability depending on F has also been done in the context of both parameterized algorithms
and approximation algorithms [FJP10, FLMS12, GL15, BCKP18, JP17, KS17, BRU17, ALM+18,
Lee18, KK18].
Many of the above algorithmic successes are based on one of the following two techniques. 1
• Specifically designed linear programming (LP) relaxations for the problem, often inspired by
other classical optimization problems: These approaches were used in [FJP10, GL15, Lee18]
to solve Diamond Hitting Set, k-Star Transversal and k-Path Transversal, where
the underlying classical problems were Feedback Vertex Set, Dominating Set, and
Balanced Separator respectively. While these tools often give principled ways to find
optimal approximation ratios, the previous connections were tailored to specific settings.
• Combinatorial algorithms that exploit graph-theoretic structures of F-free graphs, using the
general algorithm to find a balanced separator [FHL08] as a subroutine: This route was taken
by [JP17, KS17, BRU17, ALM+18] for Planar-F Vertex Deletion, Minimum Pla-
narization, Chordal Vertex Deletion, and Distance Hereditary Vertex Dele-
tion. While seamlessly bridging between graph-theoretic properties and well-studied graph
partitioning algorithms, this technique has the shortcoming that the best approximation fac-
tor for Balanced Separator is Ω(
√
log n), forcing approximation ratios to depend on n. 2
The natural question is: can we apply both kinds of techniques to give stronger results? We
attempt to give a positive answer to this question, by defining a new kind of graph partitioning
problems that (1) can be approximated well using some variants of the LP-based graph partitioning
techniques and (2) exploit fundamental graph-theoretic concepts (e.g., treewidth) more closely than
1One notable exception that did not use any of the two techniques is the work of Fomin et al. [FLMS12], which
uses the notion of lossless protrusion reduction that reduces the instance size while preserving an approximation ratio.
2[BRU17] did not use [FHL08] as a black-box and analyzed a linear programming relaxation directly, but only has
an approximation ratio of Ω(log n). [BRU17] and [ALM+18] have an additional advantage of handling the weighted
version, whereas our results cannot.
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the traditional Balanced Separator problem. We demonstrate the power of these approaches
for minor or treewidth deletion problems. We get simpler algorithms with better approximation
ratios, and we hope that more of such intimate connections can be made between structural graph
theory and graph partitioning algorithms through intermediate problems.
1.1 Our Results
A class H of graphs is called hereditary if G ∈ H, all its induced subgraphs are in H. Our main
conceptual contribution is easy to state:
If H is hereditary, and if graphs in H have bounded treewidth, good approximations for
H-Vertex Deletion are implied by good approximations for a natural graph parti-
tioning problem called k-Subset Vertex Separator.
(A similar result holds for H-Edge Deletion and k-Subset Edge Separator.) What are these
partitioning problems? Given graph G = (V (G), E(G)), a subset R ⊆ V (G) of terminals, and an
integer k, the k-Subset Vertex Separator (resp. k-Subset Edge Separator) problem asks to
delete the minimum number of vertices (resp. edges) to partition G so that each component has at
most k vertices from R. When R = V (G), these problems are called k-Vertex Separator (resp.
k-Edge Separator), and they generalize balanced separator problems studied in the context of
cuts and metrics [ENRS00]. The case of general R has close connections to problems such as
Multiway Cut and Uniform Metric Labeling.
Let us now elaborate on how we design approximation algorithms for these separator problems,
and how we develop the framework to use them to get new results for H-Vertex Deletion and
H-Edge Deletion.
1.1.1 Vertex Deletion Problems
Our main result in this setting is a meta-theorem connecting H-Vertex Deletion problems with
the k-Subset Vertex Separator (k-SVS) problem. In this paper, unless specified by a subscript,
all constants hidden in O(·) are absolute constants. Also throughout the paper, OPT denotes the
cardinality of the optimal solution of an optimization problem. An algorithm for k-SVS is called
an (α, β)-bicriteria approximation algorithm if it returns a set S ⊆ V (G) such that |S| ≤ α · OPT
and each component of G \ S has at most βk vertices from R. This is a weaker requirement than
a “true” approximation. Also, when we refer to an exact algorithm for any optimization problem,
we mean an algorithm finding a solution of size OPT.
Theorem 1. Let H be a hereditary class of graphs with treewidth bounded by t− 1. Suppose that
(a) H-Vertex Deletion admits an exact algorithm that runs in time f(n,OPT), and
(b) k-Subset Vertex Separator admits a (α(k), O(1))-bicriteria approximation algorithm
that runs in time g(n, k) with α(k) = O(log k).
Then there is a 2α(t)-approximation for H-Vertex Deletion with running time (f(n,O(tα(t)))+
g(n,O(tα(t)))
) · log n.
E.g., an (O(1), O(1))-bicriteria approximation for k-SVS would give an O(1)-approximation for
H-Vertex Deletion running in (g(n,O(t)) + f(n,O(t))) log n time. The best approximation for
k-SVS currently gives an (O(log k), 2)-bicriteria approximation and runs in time nO(1) [Lee18], so
Theorem 1 implies the following corollaries. All algorithms in this paper are deterministic. 3
3The conference version of [Lee18] presents a randomized algorithm, but the journal version derandomized it.
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We first study minor deletion, where we want to exclude every graph in F as a minor. The
celebrated result by Fomin et al. [FLMS12] studied the case when F has at least one planar graph
(called Planar-F Vertex Deletion), and gave a randomized cF -approximation algorithm that
runs in time f(F) ·O(nm), where cF is a constant depending on F . While requiring the excluded
family F contain a planar graph seems restrictive, this case still captures fundamental optimization
problems such as Vertex Cover and Feedback Vertex Set. The following corollary will be
proved in Section 3.
Corollary 2. If H is minor-closed and graphs in H have treewidth at most t, H-Vertex Deletion
admits an O(log t)-approximation algorithm that runs in time OH(n log n) + nO(1). In particular,
Planar-F Vertex Deletion admits an O(log f)-approximation with running time OF (n log n)+
nO(1), where f denotes the number of vertices of any planar graph in F .
The latter result improves the approximation ratio for Planar-F Vertex Deletion from cF to
O(log k). It is also deterministic, positively answering an open question in Kim et al. [KLP+16].
Theorem 1 also implies uniform algorithms with better running time and approximation ratio for
many natural parameterized problems. A parameterized algorithm with parameter k is called
uniform if there is a single algorithm that takes an instance I and a value of k as input, and runs
in time f(k) · |I|O(1). Non-uniform algorithms for a parameterized problem indicate that there are
different algorithms for each k, whose existence relies on non-constructive arguments.
If we have a sequence of familiesHk where every graph inHk has treewidth at most k, and we know a
uniform exact fixed-parameter tractable (FPT) algorithm forHk-Vertex Deletion parameterized
by both k and OPT, we get a uniform approximation algorithm for Hk-Vertex Deletion. Some
examples include k-Treewidth Vertex Deletion, k-Pathwidth Vertex Deletion, and k-
Treedepth Vertex Deletion, where Hk is the set of all graphs with treewidth, pathwidth, and
treedepth at most k respectively. Another example is k-Path Transversal where Hk contains
all graphs with no simple path of length k as a subgraph (or equivalently, as a minor). For these
cases we get the following results that will be proved in Section 3.1.
Corollary 3. The following problems admit O(log k)-approximations:
(a) k-Treewidth Vertex Deletion in time 2O(k
3 log2 k) · n log n+ nO(1),
(b) k-Pathwidth Vertex Deletion in time 2O(k
2 log k) · n log n+ nO(1),
(c) k-Treedepth Vertex Deletion in time 2O(k
2 log k) · n log n+ nO(1),
(d) k-Path Transversal in time 2O(k log
2 k) · n log n+ nO(1).
The first result of Corollary 3 improves the best current approximation for k-Treewidth Vertex
Deletion from [FLMS12], which did not explicitly state the dependency of the approximation
ratio and running time on the treewidth k. Our algorithms also give the first uniform Ok(1)-
approximation algorithms in this parameterization, while the protrusion-replacement technique
of [FLMS12] makes their algorithms non-uniform. For k-Treedepth Vertex Deletion a 2k-
approximation algorithm has been known [GHO+13]. The last result of Corollary 3 tightens the
runtime of the O(log k)-approximation algorithm for k-Path Transversal that runs in time
O(2k
3 log knO(1)) [Lee18].
Another application of Theorem 1 arises in bidimensionality theory. For any family H with
treewidth bounded by k, an efficient polynomial-time approximation scheme (EPTAS) for H-
Vertex Deletion on excluded-minor families was first given by Fomin et al. [FLRS11]. For
H-Vertex Deletion on M -minor free graphs G, the algorithm runs in time nf(H,M) [FLRS11],
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or becomes non-uniform and runs in time 2f(H,M) · nO(1) [FLMS12]. In Section 3.2 we prove the
following meta-theorem that gives faster algorithms for many relevant problems, which are uniform
as long as the promised exact algorithm is.
Theorem 4. Let H be a hereditary class of graphs with treewidth bounded by t−1, and M be a fixed
graph. Suppose that H-Vertex Deletion admits an exact algorithm that runs in time f(n,OPT).
Then H-Vertex Deletion admits an (1 + ε)-approximation algorithm on M -minor-free graphs
with running time f(n,OM ((t log
3 t)/ε2)) · n log n+ nO(1).
1.1.2 Edge Deletion Problems
Our main result for the edge deletion problems is the following. Unlike the vertex version, the
approximation ratio becomes an absolute constant, but the algorithm uses the maximum degree of
G, deg(G), as an additional parameter.
Theorem 5. Let H be a class of graphs closed under taking a subgraph. Suppose graphs in H have
treewidth bounded by t− 1, and H-Edge Deletion admits an exact algorithm with running time
f(n,OPT). Then there is an (3 + ε)-approximation for H-Edge Deletion with running time(
min{2O(t2 deg(G)3/ε3)nO(1), nO(tdeg(G)/ε)}+ f(n, t deg(G)/ε)) log(n/ε).
The above theorem is based on our improved results on k-Subset Edge Separator. The previous
best approximation algorithm for k-Subset Edge Separatorwas an O(log k)-approximation that
runs in time nO(1) [Lee18]. While the existence of an O(1)-approximation algorithm that runs in
time nO(1) would refute the Small Set Expansion Hypothesis [RST12], we show that one can get
significantly better approximations factor using k as a parameter.
Theorem 6. The following parameterized algorithms for k-Subset Edge Separator exist:
(a) a (2 + ε)-approximation that runs in time 2O(k log(k/ε))nO(1) for the case R = V (G),
(b) a 2-approximation that runs in time nk+O(1), and
(c) a (2 + ε)-approximation that runs in time 2O(k
2 deg(G)/ε)nO(1).
We now present corollaries of Theorem 5. Applying exact algorithms (parameterized by OPT) for
well-known cases immediately imply the following corollary proved in Section 4.5.
Corollary 7. If H is minor-closed and with treewidth bounded by t, H-Edge Deletion admits a
(3 + ε)-approximation algorithm that runs in time f(t,deg(G), ε) · nO(1) for some function f . In
particular, Planar-F Edge Deletion admits a (3 + ε)-approximation algorithm with running
time f(F ,deg(G), ε) · nO(1).
In Section 4.5, We also present implications of Theorem 5 to theNoisy Planar k-SAT(δ) problem
studied by Bansal et al. [BRU17]. For a fixed k = O(1), an instance of Noisy Planar k-SAT(δ)
is an instance of φ of k-SAT with n variables and m clauses where the factor graph of φ becomes
planar after deleting δm edges (See Section 4.5 for formal definitions). Bansal et al. [BRU17] proved
that for any ε > 0, there is an algorithm that achieves (1+O(ε+ δ logm log logm))-approximation
in timemO(log logm)
2/ε. We prove that if the degree of the factor graph is bounded, we can obtain an
improved algorithm. Note that k-SAT with the maximum degree O(1) has been actively studied
and proved to be APX-hard (e.g., 3-SAT(5)) for general factor graphs.
Corollary 8. For any ε > 0, there is an (1+O(ε+δ))-approximtion algorithm for Noisy Planar
k-SAT(δ) that runs in time f(ε,deg(φ)) ·mO(1) for some function f , where deg(φ) indicates the
maximum degree of the factor graph of φ.
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For the edge deletion problems, the trivial reduction from Vertex Cover, that gave (2 − ε)-
inapproximability for all vertex problems under the Unique Games Conjecture, does not work.
When k = 1, k-Subset Edge Separator becomes the famous Multiway Cut problem, which
is hard to approximate within a factor ≈ 1.2 assuming the Unique Games Conjecture [AMM17].
One can also speculate that the edge deletion problems may have an exact algorithm or PTAS
when deg(G) is bounded. We prove the following hardness result that k-Edge Separator with
k = 3 is APX-hard even when deg(G) = 4. Taking F to be the set of all graphs with three vertices
(which are all planar), this also proves that excluding F as a subgraph, minor, or immersion will
not admit a PTAS even for bounded degree graphs.
Theorem 9. There exists a constant c > 1 such that k-Edge Separator is NP-hard to approx-
imate within a factor of c even when k = 3 and deg(G) = 4. Consequently, when F is the set of
all graphs with three vertices, deleting the minimum number of edges to exclude F as a subgraph,
minor, or immersion is APX-hard for bounded degree graphs.
We note that the above hardness result only leaves open the case of deg(G) = 3; when deg(G) = 2,
the graph is simply a disjoint union of paths and cycles, and hence k-Edge Separator can be
solved (exactly) in polynomial time.
1.2 Techniques
Vertex Deletion. We briefly sketch our proof techniques for Theorem 1 for general H-Vertex
Deletion using an algorithm for k-Subset Vertex Separator as a black box. For simplicity,
let us focus on k-Treewidth Vertex Deletion.
Let S∗ ⊆ V be the optimal solution with |S∗| = OPT. Our high-level approach is the following
iterative algorithm that maintains a feasible solution R ⊆ V and refines it to a smaller solution in
each iteration. (Initially we start from R = V .) The simple but crucial lemma for us is Lemma 10
in Section 3, which states that if in the induced subgraph G[V \S∗], which has treewidth at most k,
there are at most ε|R| vertices such that additionally deleting them from G[V \S∗] ensures that each
connected component has at most O(k/ε) vertices from R. This type of argument guaranteeing
the existence of a small separator that finely separates a subset (i.e., each component has Ok,ε(1)
vertices from R) previously appeared in Fomin et al. [FLRS11] for bidimensionality theory. Our
lemma admits a simpler proof because we need less properties and do not need to be constructive.
Our main conceptual contribution that bridges treewidth deletion and k-Subset Vertex Separa-
tor is to observe that the above lemma guarantees a feasible solution of O(k/ε)-Subset Vertex
Separator of size OPT+εR. Applying an (α, β)-bicriteria approximation algorithm for k-Subset
Vertex Separator will delete at most α(OPT+ εR) vertices to make sure that each connected
component has at most O(βk/ε) vertices from R. Since R is a feasible solution, each connected
component admits a solution of size O(βk/ε), which can optimally solved in f(βk/ε) ·nO(1) time by
deleting at most OPT vertices. In total, the size of our new solution is at most α(OPT+εR)+OPT.
By appropriately adjusting ε, we can prove that unless R = O(α ·OPT), the size of the new solution
is at most |R|/2, which implies that we will achieve O(α)-approximation in at most O(log n) it-
erations. The current best (O(log k), 2)-bicriteria approximation algorithm for k-Subset Vertex
Separator immediately yields O(log k)-approximation for k-Treewidth Vertex Deletion.
Recently, Bansal et al. [BRU17] and Agarwal et al. [ALM+18] used graph partitioning algorithms
to solve treewidth deletion problems. Agarwal et al.’s approach was based on graphs with bounded
treewidth admitting small global separators (i.e., whose deletion ensures each component has 2n/3
vertices), while Bansal et al. additionally used the fact that any subset R ⊆ V admits a small
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R-global separator (i.e., whose deletion ensures each component has 2|R|/3 vertices). Such small
separators are found by a modification of traditional graph partitioning algorithms for global separa-
tors, which allows us to recurse into smaller components. Using such global partitioning algorithms
gives an inherent loss of Ω(log n). Our results indicate that computing a finer-grained separator of
R, such as k-Subset Vertex Separator, avoids the loss in terms of n. One downside of our ap-
proach is that it does not work for weighted settings. The idea of reducing to the subset version of a
classical combinatorial optimization problem was also employed by Bonnet et al. [BBKM16] where
they used Subset Feedback Vertex Set to solve Bounded P-Block Vertex Deletion.
It is an interesting open question to see whether k-Subset Vertex Separator admits an
(α, β)-bicriteria approximation algorithm for absolute constants α, β since it will imply an O(α)-
approximation algorithm for k-Treewidth Vertex Deletion that does not depend on k by
Theorem 1. The best inapproximability is (2 − ε) coming from Vertex Cover, and this is even
for the case R = V .
k-Subset Edge Separator. Here we highlight our techniques for the edge deletion problems,
which result in algorithms with better approximation factors than their vertex deletion counter-
parts. The gap in difficulty between vertex- and edge-deletion versions has been observed in other
cut problems on undirected graphs, such as Multiway Cut [GVY04, BSW17] and Minimum k-
way Cut [SV95].4 Intuitively, the reason is that in edge deletion problems, we can charge the
solution cost to the boundary size of each connected component in the remaining graph (without
the deleted edges). Since every edge deleted belongs to the boundary of exactly two components,
the sum of the boundary sizes of the components is exactly twice the solution cost. Charging the
cost of an algorithm to the sizes of boundaries proves to be a more tractable strategy in many cases.
The k-Edge Separator problem is a special case of k-Subset Edge Separator where R =
V (G). Our two (2 + ε)-approximation algorithms for k-Edge Separator start by reducing the
degree of the graph to O(k), while sacrificing only an (1 + ε) factor loss in approximation. This
step relies on the observation that if a vertex has very high degree, then nearly all of its incident
edges must be deleted in any feasible solution, so we might as well delete them all and sacrifice an
(1 + ε) factor loss.
After the degree of the graph is parameterized by k, our first algorithm begins with any feasible
solution and iteratively improves it using local search. At each step, the algorithm examines
connected components of at most k vertices and looks for one which can improve the current
solution. If the graph has degree O(k), then there are only kO(k)n many connected components of
size at most k, which leads to a running time FPT in k.
The second algorithm for k-Edge Separator relies on a direct reduction to an instance of Uni-
form Metric Labeling by viewing each of the kO(k)n connected components of size at most
k as a color in Uniform Metric Labeling. It then applies the 2-approximation algorithm of
Uniform Metric Labeling from [KT02].
For the more general k-Subset Edge Separator problem, the local search algorithm generalizes
to one running in time nk+O(1). Instead of trying all connected components of size at most k, we try
all subsets of R of size at most k, not necessarily connected. Determining if a given subset improves
the solution is more technical, requiring a gadget reduction to a minimum s-t cut instance.
Finally, for the case when the graph degree is small, we can follow the Uniform Metric Labeling
4The hardness of node k-way cut follows from the observation that the instance is feasible iff there is an independent
set of size k in the graph, and independent set is hard to approximate [Zuc06].
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reduction approach to obtain an algorithm FPT in both k and deg(G). In particular, we prove
that, modulo an (1 + ε) loss in approximation, there are essentially 2O(k
2 deg(G))n many relevant
connected components to consider. For this, we use the idea of important cuts, a tool that has
been used in FPT algorithms for other cut problems, such as Multiway Cut [Mar06, CLL09].
Assigning each of these relevant components a color gives a Uniform Metric Labeling instance
of size parameterized by both k and deg(G), which is again approximated to factor 2.
1.3 Related Work
In this subsection, we briefly survey known parameterized approximation algorithms for Planar-
F Vertex Deletion and Planar-F Edge Deletion, parameterized by F , leaving out a
rich set of results on exact parameterized algorithms and kernelization (often parameterized by
OPT ) [HVHJ+11, FLMS12, CM15, DDvH16, KLP+16, EGK16, BBKM16, GLSS16, BCKP16,
JP17, ALM+17, GJLS17].
For minor deletion problems, Agrawal et al. [ALM+18] gave a polylog(n)-approximation for Planar-
F Vertex Deletion. When F = {K5,K3,3}, this problem is known as Minimum Planariza-
tion and admits polylog(n)-approximation in time nO(logn/ log logn) [KS17]. [FJP10] gave a 9-
approximation for Diamond Hitting Set, which is excluding the graph with two vertices and
three parallel edges as a topological minor. Besides Vertex Cover (F is a single edge) and
Feedback Vertex Set (F is a triangle), to the best of our knowledge, the only special cases
of Planar-F Vertex Deletion that admit an OF (1)-approximation algorithm for the weighted
case is when F is a diamond [FJP10] or F is a simple path (where minor deletion and subgraph
deletion become equivalent).
When we exclude a single graph F as a subgraph, there is a simple k-approximation algorithm
where k is the number of vertices in F . A nearly-matching hardness was proved by Guruswami and
Lee [GL15], who showed that H-Vertex Deletion is NP-hard to approximate within a factor of
k − 1 − ε for any ε > 0 (k − ε assuming the Unique Games Conjecture) whenever F is 2-vertex-
connected. If F is a star or a simple path with k vertices, O(log k)-approximation algorithms are
known [GL15, Lee18].
For H-Edge Deletion, the notion of immersion deletion has commonly been studied instead
of minor deletion [GPR+17]. Bansal et al. [BRU17] gave an O(log n log log n)-approximation for
t-Treewidth Edge Deletion. The edge-deletion version for induced subgraph deletion was also
studied [BCKP18].
There is also vast literature on general H-Vertex Deletion or H-Edge Deletion besides the
aforementioned minor, immersion, subgraph, and induced subgraph deletions. Lund and Yan-
nakakis [LY93] considered the maximization version where we want to find the maximum S ⊆ V (G)
such that the induced subgraph G[S] ∈ H, and showed that whenever H is hereditary and nontrivial
(H contains an infinite number of graphs and does not contain an infinite number of graphs), then
the maximization version is hard to approximate within a factor 2log
1/2−ε n for any ε > 0. This in-
approximability ratio was subsequently improved to n1−ε for any ε > 0 by Feige and Kogan [FK05].
Chordal Vertex Deletion [ALM+18, JP17, KK18] andOdd Cycle Transversal [ACMM05]
are other primary examples of H-Vertex Deletion; they can be captured as a subgraph deletion
when F is the set of all chordless or odd cycles. The problem of reducing other width parameters
(e.g., rankwidth, cliquewidth) have been studied [ALM+18]. Besides approximation algorithms,
these problems also have been studied through the lens of their parameterized complexity (param-
eterized by OPT) and covering-packing duality (known as the Erdo˝s-Po´sa property). We refer the
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reader to the introduction of [ALM+18] and [GL15] for more detailed survey.
2 Preliminaries
Unless otherwise specified by a subscript, all constants hidden in O(·) notations are absolute con-
stants that do not depend on any parameter. For a graph G = (V (G), E(G)), let n denote the num-
ber of vertices, and a subset S of vertices or edges, let G\S be the graph after deleting S fromG. For
disjoint subsets C1, . . . , Cm ⊆ V (G), let E(C1, . . . , Cm) := {(u, v) ∈ E(G) : u ∈ Ci, v ∈ Cj, i 6= j}.
For C ⊆ V (G), let ∂(C) := E(C, V \ C). For v ∈ V , let deg(v) denote the degree of v, and let
deg(G) be the maximum degree of G.
Treewidth and pathwidth. Given a graph G = (V (G), E(G)), a tree T = (V (T ), E(T )) is
called a tree decomposition of G if every node (also called a bag) t ∈ V (T ) is a subset of V (G), and
the following conditions are met.
1. The union of all bags is V (G).
2. For each v ∈ V (G), the subtree of T induced by {t ∈ V (T ) : v ∈ t} is connected.
3. For each (u, v) ∈ E(G), there is a bag t such that u, v ∈ t.
The width of T is the cardinality of the largest bag minus 1, and the treewidth of G, denoted tw(G),
is the minimal width of a tree decomposition of G. If we restrict the tree T to be a path, we obtain
analogous notions of path decomposition and pathwidth of G, denoted pw(G).
Treedepth. A treedepth decomposition of G is a tree T with an injective mapping φ : V (G) →
V (T ), such that whenever (u, v) ∈ E(G) then φ(u) and φ(v) are in ancestor-descendant relation.
The treedepth of G, denoted td(G), is the minimum height of a treedepth decomposition of G. We
have tw(G) ≤ pw(G) ≤ td(G) − 1 [RRVS14].
Minors. We say that graph M is a minor of graph G if there exists a mapping φ from V (M)
to disjoint connected subgraphs of G, such that whenever (u, v) ∈ E(M) then E(φ(u), φ(v)) 6= ∅.
Otherwise we say that G is M -minor-free. If M is planar, then all M -minor-free graphs have
treewidth bounded by |V (M)|O(1) [RS86, CC16].
3 Vertex Deletion
In this section, we prove our results for the vertex deletion problems. We first prove Theorem 1
and then show its applications to Planar-F Vertex Deletion, uniform algorithms, and bidi-
mensionality.
Our proof of Theorem 1 is based on the following simple lemma that reveals a natural connec-
tion between k-Subset Vertex Separator and H-Vertex Deletion when graphs in H have
bounded treewidth.
Lemma 10. Suppose graph G has its treewidth bounded by t− 1 and let R ⊆ V (G). Then for each
natural number δ there exists a set X ⊆ V (G) such that |X| ≤ tδ · |R| and each connected component
of G \X contains at most δ elements from R. What is more, if the tree decomposition is given, the
set X can be constructed in polynomial time.
Proof. Consider a tree decomposition of G of width t−1. For a bag B let r(B) denote the number of
vertices from R introduced in the subtree of the decomposition rooted at B. If |R| ≤ δ then X = ∅
satisfies the claim and otherwise there is a bag B with r(B) > δ. Let B0 be such a bag with all its
descendant having r(B) ≤ δ. Vertices contained in B0 form a cut with all connected components
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formed by descendants of B0 having at most δ vertices from R. We iterate this procedure and
define X to be the union of all performed cuts. Each cut is formed by at most t vertices and there
can be at most Rδ iterations. The claim follows.
Now we recall and prove the main theorem for the vertex deletion problems.
Theorem 1. Let H be a hereditary class of graphs with treewidth bounded by t− 1. Suppose that
(a) H-Vertex Deletion admits an exact algorithm that runs in time f(n,OPT), and
(b) k-Subset Vertex Separator admits a (α(k), O(1))-bicriteria approximation algorithm
that runs in time g(n, k) with α(k) = O(log k).
Then there is a 2α(t)-approximation for H-Vertex Deletion with running time (f(n,O(tα(t)))+
g(n,O(tα(t)))
) · log n.
Proof. Let ε > 0 be a constant determined later (depending on t). Our algorithm maintains a
feasible solution R ⊆ V (G) (say we start from R = V (G)) and iteratively finds a smaller solution.
Let S∗ ⊆ V (G) be an optimal solution to H-Vertex Deletion and let R ⊆ V (G) be the current
solution. The graph G \ S∗ has its treewidth bounded by t− 1, therefore Lemma 10 with δ = t/ε
guarantees that there exists a set X ⊆ V (G) \S∗, |X| ≤ ε|R| so that each connected component in
G \ (S∗ ∪X) has at most t/ε vertices from R.
We launch the (α(k), O(1))-bicriteria approximation for k-Subset Vertex Separator on G with
k = t/ε and α(k) = O(log k). It returns a set Y ⊆ V (G) of size at most
α · |S∗ ∪X| ≤ α · (OPT+ ε|R|)
such that each connected component of G \ Y has at most O(t/ε) vertices from R. Since H is
hereditary, R ∪ Y is a valid solution and we have a bound O(t/ε) on the solution size for each
connected component. We thus can solve H-Vertex Deletion on each component C ⊆ G \ Y in
time f(n,O(t/ε)). We know that C ∩ S∗ is a feasible solution for each C, so the sum of solution
sizes is bounded by |S∗| = OPT.
Let R′ be the union of Y and all solutions obtained for the connected components in G \Y . It will
be the new R in the next iteration. Since |R′| ≤ |Y |+ OPT ≤ (α + 1)OPT+ αε|R|, as long as
(α(k) + 1) · OPT+ α(k)ε|R| ≤ (3/4)|R| ⇔ |R| ≥ α(k) + 1
3/4 − α(k)εOPT,
the size of the maintained solution is decreased by a factor of 3/4. Since α(k) = O(log k), if
ε = c/α(t) for small constant c > 0,
α(k) + 1
3/4− α(k)ε =
α(t/ε) + 1
3/4 − α(t/ε)ε =
α(tα(t)/c) + 1
3/4 − cα(tα(t)/c)/α(t) ≤ 2α(t).
The last inequality holds since α(tα(t)/c) ≤ α(t) +α(α(t)/c) gets multiplicatively closer to α(t) as
t grows, so that for small enought c > 0, we can ensure that the denominator is at least 3/5, and
the numerator is at most (6/5)α(t) for large enough t. Therefore, if we begin with R = V (G) and
iterate the procedure O(log n) times, we have a 2α(t)-approximation. The running time for each
iteration is f(n, k) + g(n, k) = f(n,O(tα(t))) + g(n,O(tα(t))).
We combine this meta-theorem with a recent result for k-Subset Vertex Separator.
Theorem 11 ([Lee18]). There exists an (O(log k), 2)-bicriteria approximation algorithm for k-
Subset Vertex Separator that runs in time nO(1).
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Corollary 12. Suppose H is a hereditary class of graphs with treewidth bounded by t − 1 and
H-Vertex Deletion admits an exact algorithm that runs in time f(n,OPT). Then H-Vertex
Deletion admits O(log t)-approximation algorithm with running time f(n,O(t log t)) log n+nO(1).
We are ready to present the most general result improving upon [FLMS12] who gave a cH-
approximation for H-Vertex Deletion for some implicit constant cH. We emphasize that the
constant hidden in term O(log t) is universal.
Corollary 2. If H is minor-closed and graphs in H have treewidth at most t, H-Vertex Deletion
admits an O(log t)-approximation algorithm that runs in time OH(n log n) + nO(1). In particular,
Planar-F Vertex Deletion admits an O(log f)-approximation with running time OF (n log n)+
nO(1), where f denotes the number of vertices of any planar graph in F .
Proof. For Planar-F Vertex Deletion, we use the Polynomial Grid Minor theorem [CC16]
which says that if G does not have a planar graph F as a minor, the treewidth of G is bounded by
|V (F )|O(1). Planar-F Vertex Deletion admits a linear-time exact algorithm parameterized
by the solution size [Bod97] so the assumptions of Corollary 12 are satisfied.
Due to the result of Robertson and Seymour [RS04], every minor-closed class can be represented as
F-minor-free graphs for some finite family F . If the treewidth in H is additionally bounded, then
at least one of graphs in F must be planar. Therefore H-Vertex Deletion reduces to Planar-F
Vertex Deletion.
3.1 Uniform Algorithms for Width Reduction
Another application of our approach emerges when we deal with a sequence of families Hk. In con-
trary to the previously known techniques, Theorem 1 can produce uniform algorithms for Hk-
Vertex Deletion when provided with an exact uniform algorithm parameterized by both k and
OPT. We present such an exact algorithm for k-Treewidth Vertex Deletion, together with
related problems, and combine it with our framework. Then we also cover k-Path Transversal
problem where Hk consists all graphs with no simple path of length k.
Lemma 13. The problems of k-Treewidth / Pathwidth / Treedepth Vertex Deletion
parameterized by k and the solution size p admit exact algorithms with running times 2O((k+p)
2k)n,
2O((k+p)·(k+log(k+p)))n, and 2O((k+p)k)n respectively.
Proof sketch. As these algorithms are variants of well-known previous algorithms, we briefly give a
sketch of the proof here and give more detailed explanations in Section A. For any graph H we have
tw(H) ≤ pw(H) ≤ td(H). Consider a solution X ⊆ V (G) – it satisfies |X| ≤ p and tw(G \X) ≤ k.
After adding X to each bag of the tree decomposition for G \X we obtain a decomposition for G
with width at most k + p. We can thus use the linear-time constant approximation algorithm for
treewidth [BGDSD+13] to find a tree decomposition of G with width O(k + p) in time 2O(k+p)n.
The problem of finding a tree (or path) decomposition of width k parameterized by the width t of the
input tree decomposition has been studied by [BK91] who gave a 2O(tk+t log t))n-time algorithm for
the pathwidth case and a 2O(t
2k)n-time algorithm for the treewidth case. A 2O(tk)n-time algorithm
for finding a treedepth decomposition of width k given a tree decomposition of width t has been
obtained by [RRVS14]. We slightly modify these procedures to handle vertex deletion and use
them over the precomputed tree decomposition of width O(k+ p). A more detailed construction is
presented in Section A.
Corollary 3. The following problems admit O(log k)-approximations:
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(a) k-Treewidth Vertex Deletion in time 2O(k
3 log2 k) · n log n+ nO(1),
(b) k-Pathwidth Vertex Deletion in time 2O(k
2 log k) · n log n+ nO(1),
(c) k-Treedepth Vertex Deletion in time 2O(k
2 log k) · n log n+ nO(1),
(d) k-Path Transversal in time 2O(k log
2 k) · n log n+ nO(1).
Proof. For Treewidth / Pathwidth / Treedepth Vertex Deletion, we inject the bounds
from Lemma 13 into Corollary 12. To handle Path Transversal observe that the k-path-free
graphs have treedepth bounded by k and therefore also treewidth bounded by k [RRVS14]. There
is an exact algorithm for k-Path Transversal with running time fk(n, p) = O(k
pn), where p is
the bound on the solution size [Lee18]. The claim follows again from Corollary 12.
3.2 Applications in Bidimensionality
In this section we show how to obtain better guarantees over planar graphs or, more generally, over
graphs with excluded minor. The main insight from bidimensionality we rely on is the following
lemma allowing to truncate the solution candidate by increasing the working treewidth moderately.
Lemma 14 ([FLRS11], Corollary 1). Let G be a M -minor-free graph, X ⊆ V (G), and tw(G\X) ≤
t. Then for any ε > 0 there exists a set X ′ ⊆ V (G) such that |X ′| ≤ ε|X| and tw(G\X ′) = OM (t/ε),
where the hidden constant depends on the excluded minor M . Moreover, for given G,X, ε, the set
X ′ can be constructed in polynomial time, however with a slightly worse guarantee tw(G \ X ′) =
OM (
t log t
ε ).
Proof. We retrace the proofs in [FLRS11] to give explicit dependence on t. Their Corollary 2 says
that if G is M -minor-free and tw(G \X) ≤ t, then tw(G) = OM (t
√|X|), i.e., M -minor-free graphs
have ”truly sublinear treewidth” with λ = 1/2. For such a family and with assumptions as above,
Lemma 1 guarantees that there exists γt(ε) and a set X
′ ⊆ V (G), |X ′| ≤ ε|X|, such that every
connected component C of G \ X ′ satisfies |C ∩ X| ≤ γt(ε) and |N(C)| ≤ γt(ε). Moreover, the
proof indicates that γt(ε) = OM
((
t
ε
)2)
in the existential variant and γt(ε) = OM
((
t log t
ε
)2)
in
the constructive variant. Injecting this bound into their Corollary 1 entails the claim.
We now prove our meta-theorem for bidimensional problems. Roughly, a problem is bidimensional
if the solution value for the problem on a k×k grid is Ω(k2), which is true for H-Vertex Deletion
when H is a class of graphs with bounded treewidth. Introduced in Demaine et al. [DFHT05], it has
been a unifying theory for many algorithms in minor-free graphs. Demaine and Hajiaghayi [DH05]
and later Fomin et al. [FLRS11] designed EPTASes for a large class of bidimensional problems.
For H-Vertex Deletion on M -minor free graphs G, there is an uniform algorithm runs in time
nf(H,M) [FLRS11], and a non-uniform algorithm that runs in time g(H,M) · nO(1) [FLMS12].
As previously observed in [FLMS12], the main bottleneck of the running time was reducing treewidth,
so our algorithm for k-Treewidth Vertex Deletion can be used to obtain improved running
time for all bidimensional problem considered in [FLRS11]. We formally present EPTASes for
H-Vertex Deletion with explicit running times that are uniform as long as the promised exact
algorithm is. The only hidden factor we do not keep track of comes from the grid obstruction for
excluded minor M .
Theorem 4. Let H be a hereditary class of graphs with treewidth bounded by t−1, and M be a fixed
graph. Suppose that H-Vertex Deletion admits an exact algorithm that runs in time f(n,OPT).
Then H-Vertex Deletion admits an (1 + ε)-approximation algorithm on M -minor-free graphs
with running time f(n,OM ((t log
3 t)/ε2)) · n log n+ nO(1).
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Proof. Let us start with finding an O(log t)-approximate solution X with Corollary 12 in time
f(n,O(t log t)) + nO(1). Since tw(G \ X) ≤ t, we can use the constructive variant of Lemma 14
with ε′ = O(ε/ log t) to find X ′ such that |X ′| ≤ ε′|X| ≤ ε2 · OPT and tw(G \ X ′) ≤ OM ( t log
2 t
ε ).
Though tree composition of G \ X ′ is not explicitly given, we can find a decomposition of width
O(tw(G \X ′)) in time 2O(tw(G\X′)) · n [BGDSD+13] .
We apply the constructive variant of Lemma 10 to graph G\X ′ with R = X and δ = OM
(
t log3 t
ε2
)
.
By choosing an appropriate constant, we obtain set Y of size at most O(tw(G\X
′))
δ · |X| ≤ ε2 · OPT
such that each connected component C of G \ (X ′ ∪ Y ) satisfies |C ∩X| ≤ δ. We launch the exact
algorithm for H-Vertex Deletion on each component with bound OPT ≤ δ in total time f(n, δ)
and return the sum of solutions together with X ′ ∪ Y .
We illustrate some applications of the above theorem. For some problems, we additionally take
advantage of the bidimensionality to show that the dependence on k can be even subexponential.
Corollary 15. k-Path Transversal and k-Vertex Separator admit an EPTAS onM -minor-
free graphs with running time exp{OM
(√k log4 k
ε2
)} · n log n+ nO(1).
Proof. Graphs with excluded minorM that are k-path free or have each component size bounded by
k have treewidth of order OM (
√
k) [DH07]. There is an exact algorithm for k-Path Transversal
with running time fk(n, p) = O(k
pn), where p is the bound on the solution size [Lee18]. The same
approach works for k-Vertex Separator: as long as the graph has a component of size at least
k+1 we can find a connected subgraph of size k+1. At least one of its vertices must belong to the
solution so we can perform branching with k + 1 direct recursive calls and depth at most p. The
claim follows from Theorem 4 with f
(
n,OM
(√
k log3 k
ε2
))
= exp{OM
(√k log4 k
ε2
)} · n.
Corollary 16. The k-Pathwidth Vertex Deletion and k-Treedepth Vertex Deletion
problems admit EPTASes on M -minor-free graphs with running time exp{OM
(k2 log3 k
ε2
)} ·n log n+
nO(1). Also, k-Treewidth Vertex Deletion admits an analogous result with running time
exp{OM
(k3 log6 k
ε4
)} · n log n+ nO(1).
Proof. We apply Lemma 13, providing an exact algorithm for these problems, to Theorem 4. The
respective running times of these routines are:
• fpwk (n, p) = 2O((k+p)·(k+log(k+p))) · n,
• f tdk (n, p) = 2O((k+p)k)) · n, and
• f twk (n, p) = 2O((k+p)
2k)) · n.
This completes the proof.
4 Edge Deletion
For k-Edge Separator and k-Subset Edge Separator the best previous approximation al-
gorithm gave O(log k)-approximation [Lee18]. We present an improved (2 + ε)-approximation
algorithm for k-Edge Separator in Section 4.1, and give two extensions to k-Subset Edge
Separator in Section 4.2 and 4.3 with (almost) the same approximation ratio. In Section 4.4,
we apply these algorithms for H-Edge Deletion and study further applications in Section 4.5.
Finally, in Section 4.6, we prove inapproximability results for k-Edge Separator for k = 3 which
implies inapproximability for all edge deletion problems considered in this paper.
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4.1 k-Edge Separator
We first give a (2+ε)-approximation algorithm for k-Edge Separator that runs in time 2O(k log k)nO(1),
proving the first part of Theorem 6. It can be proved in two ways. After showing that we can
assume that the maximum degree is O(k) without loss of generality, the first proof is a reduction
to Uniform Metric Labeling studied by Kleinberg and Tardos [KT02], where 2-approximation
is achieved via the standard LP relaxation. The second proof is based on a direct local search
algorithm, which creates a new component with at most k vertices whenever it improves the overall
cost.
These two proofs lead to two approximation algorithms for k-Subset Edge Separator with
similar approximation ratios that run in time f(k,deg(G)) · nO(1) and nf(k) respectively. The first
algorithm is based on the reduction to Uniform Metric Labeling extended by the technique
of important separators [MR14], and the second algorithm extends the local search in the second
proof by efficiently computing the best local move.
For k-Edge Separator, we present the local search based algorithm. We start by noting that
considering only bounded degree graphs suffices, since in the optimal solution, large degree vertices
will lose almost all incident edges.
Claim 17. For any ε > 0, an α-approximation algorithm for k-Edge Separator that runs in
time f(k,deg(G))nO(1) implies an (α + ε)-approximation algorithm for k-Edge Separator that
runs in time f(k, 2k/ε)nO(1).
Proof. Suppose that there exists an α-approximation algorithm for k-Edge Separator that runs
in time f(k,deg(G))nO(1). To solve k-Edge Separator for a unbounded degree graph, given a
graph G = (V (G), E(G)), we remove all the edges incident on vertices whose degree is more than
2k/ε.
Let S∗ ⊆ E(G) be the optimal solution. Every vertex v in G \S∗ has degree at most k− 1, so for v
with deg(v) > 2k/ε, the above operation deletes at most k−1 edges not in S∗, which is at most ε/2
fraction of edges in S∗ incident to v. Therefore, this operation deletes at most ε|E(S∗)| = ε ·OPT
edges overall outside S∗. Running the bounded degree algorithm on the resulting graph proves the
claim.
Now we give an algorithm for k-Edge Separator.
Lemma 18 ((i) of Theorem 6). There is a (2+ε)-approximation algorithm for k-Edge Separator
that runs in time 2O(k log(k/ε))nO(1).
Proof. Our local search algorithm maintains the partition (C1, . . . , Cm) of V (G) where |Ci| ≤ k
for each i. This corresponds to deleting edges in E(C1, . . . , Cm). In each iteration, the algorithm
considers every possible part C ⊆ V of size at most k such that the induced subgraph G[C] is
connected. There are at most n · deg(G)k such components to consider. For each C, we consider
the new partition where C is added to the partition, and each previous part Ci becomes Ci ← Ci\C.
(Delete empty part from the partition.) If the new partition cuts fewer edges, implement this change
and repeat until there is no possible improvement. Since each iteration strictly improves the current
solution, the total running time is bounded by deg(G)knO(1).
Let (C1, . . . , Cm) be the resulting partition output by the local search and (C
∗
1 , . . . , C
∗
m∗) be the
optimal partition. For each C∗i , either C
∗
i is a part in (C1, . . . , Cm), or the local move with C
∗
i does
not improve (C1, . . . , Cm). In the latter case, as the local improvement with C
∗
i newly deletes edges
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in ∂C∗i \E(C1, . . . , Cm) and restores currently deleted edges in E(G[C∗i ]) ∩E(C1, . . . , Cm), we can
conclude that
|∂C∗i \ E(C1, . . . , Cm)| ≥ |E(G[C∗i ]) ∩ E(C1, . . . , Cm)|.
Note that in the former case, the above is trivially satisfied. If we add the above for every i =
1, . . . ,m∗, the left-hand side is two times the number of edges in E(C∗1 , . . . , C
∗
m∗) \E(C1, . . . , Cm),
and the right-hand side is the number of edges in E(C1, . . . , Cm) \E(C∗1 , . . . , C∗m∗). Therefore,
2|E(C∗1 , . . . , C∗m∗)\E(C1, . . . , Cm)| ≥ |E(C1, . . . , Cm)\E(C∗1 , . . . , C∗m∗)| ⇒ 2OPT ≥ |E(C1, . . . , Cm)|.
Therefore, this algorithm runs in time 2O(k log deg(G))nO(1) and gives a 2-approximation. Apply-
ing Claim 17, for any ε > 0, we have a (2 + ε)-approximation algorithm that runs in time
2O(k log(k/ε))nO(1) for general graphs.
4.2 k-Subset Edge Separator in Time nk+O(1)
Note that the above local search algorithm, without the degree reduction step, also implies a 2-
approximation algorithm in time nk+O(1), since there are at most nk subsets of V of size at most
k. For k-Subset Edge Separator where each part can contain much more than k vertices as
long as it has at most k vertices from R, even the degree bound does not yield a polynomial bound
on the number of choices we need to consider in the local search algorithm. For example, given a
subset R′ ⊆ R with |R′| ≤ k, there can be exponentially many C ⊆ V such that C ∩ R = R′ and
G[C] is connected.
The modified local search algorithm for k-Subset Edge Separator, in each iteration, finds the
best local improvement over all possible subsets. The following lemma shows that it can be done in
polynomial time. It immediately proves (ii) of Theorem 6 which gives a 2-approximation algorithm
for k-Subset Edge Separator in time nk+O(1).
Lemma 19. Let (C1, . . . , Cm) be a partition of V and ∅ 6= R′ ( R. There is a polynomial time
algorithm to find C∗ ⊆ V that minimizes the cost |E(C1 \C, . . . , Cm \C,C)| over every set C that
satisfies R ∩ C = R′.
Proof. From G, merge all vertices in R′ to a vertex s, and merge all vertices in R \R′ to a vertex
t, while creating parallel edges if needed. Let G1 be the resulting graph. Let B ⊆ E(G1) be the
edges cut by the current solution. Call them blue edges. Finding the best C∗ in G is equivalent to
finding the best s-t cut (S, V (G1) \ S) in G1 (s ∈ S) that minimizes
|(∂G1S) \B|+ |B \G1[S]|,
which is exactly the total cost of the new partition. The first term is the number of edges that are
newly deleted by adding S to the partition, and the second term is the number of the previously
deleted edges minus the number of the undeleted edges in S.
We find the minimum S by reducing to the classic Min s-t Cut problem. Starting from G1, we do
the following operations to obtain G2.
• For each non-blue edge, do not change anything.
• For each blue edge e = (u, v) with u, v ∈ V \ {s, t} we introduce a new vertex te and replace
(u, v) by three edges (s, te), (u, te), (v, te).
– If u, v ∈ S, we can put te to S and do not cut any edge.
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– If u /∈ S and v /∈ S, we cut one edge by putting te to V \ S.
– If |S ∩ {u, v}| = 1, we cut one edge by putting te to S.
• For each blue edge e = (s, v) with v 6= t, do not change anything.
– If v ∈ S, we do not cut any edge.
– If v /∈ S, we cut one edge.
• For each blue edge e = (u, t) with u 6= s, keep this edge and add one more edge (s, u).
– We cut one edge whether u ∈ S or not.
Note that for each (u, v) ∈ E(G1), we cut exactly one edge in G2 if (1) it is non-blue and cut by S,
or (2) it is blue and not completely contained in S. This is exactly the objective function that we
want to minimize in S1. Therefore, the minimum s-t cut in G2 gives the optimal solution in G1,
which in turn gives the optimal local improvement C∗ in G.
4.3 k-Subset Edge Separator Parameterized by Degree
In this section, we provide a (2 + ε)-approximation algorithm for k-Subset Edge Separator
parameterized by k and the maximum degree of the graph, proving (iii) of Theorem 6. Throughout
this section, we will fix ε > 0 and the maximum degree d of the graph. Our algorithm has three
main steps. First, we will reduce our search space of solutions to k-Subset Edge Separator
to a smaller set of canonical solutions, which behave more nicely. In particular, in each canonical
solution S ⊆ E(G), every connected component of G \ S containing a vertex in R has a small
number of edges leaving the component. We will show that there always exists a canonical solution
of size ≤ (1 + ε)OPT. Then, we will find a 2-approximation to the best canonical solution by
reducing to the Uniform Metric Labeling problem, which we will define later. Formulating the
Uniform Metric Labeling instance requires another ingredient, the concept of important cuts,
a tool popular in FPT algorithm design.
We begin with canonical solutions.
Definition 20. A solution S ⊆ E(G) to k-Subset Edge Separator is called ε-canonical if, for
each connected component C ⊆ V (G) of G \ S satisfying C ∩R 6= ∅, we have |∂C| ≤ 2k deg(G)/ε.
Observation 21. There exists a ε-canonical solution with size at most (1 + ε)OPT.
Proof. Consider the optimal solution S∗, which we modify as follows. For each component C ⊆
V (G) with |∂C| > 2k deg(G)/ε, further delete all edges incident to each vertex in R∩C. We delete
≤ k deg(G) edges, which can be charged evenly to the boundary edges of C, so that each edge gets
charged ≤ ε/2. Every edge gets charged twice, so the total number of additional edges deleted is
≤ ε ·OPT. It is clear that S∗ with these additional edges deleted is ε-canonical.
At this point, we are looking for a solution that separates the graph into pieces with a small number
of vertices in R and small boundary. Our next step is to provide a “cover” for all possible such
pieces, which we will use in our Uniform Metric Labeling reduction. In particular, we look for
a set C ⊆ 2V of subsets of vertices of small size such that every piece C ⊆ V that we might possibly
look for satisfies C ⊆ C ′ for some C ′ ∈ C.
Lemma 22. There exists a set C ⊆ 2V of subsets of vertices of size 4O(kM) · n such that (1) every
subset C ∈ C satisfies 1 ≤ |C ∩ R| ≤ k, and (2) for every connected component C ⊆ V satisfying
1 ≤ |C ∩R| ≤ k and |∂C| ≤M , we have C ⊆ C ′ for some C ′ ∈ C.
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Note that we will set M := 2k deg(G)/ε when applying Lemma 22 later on. The main ingredient
in the proof of Lemma 22 is the concept of important cuts in a graph, along with a result bounding
the number of important cuts of a bounded size.
Definition 23 (Important cut). For vertices s, t ∈ V (G), an s–t cut is a subset X ⊆ V (G) of
vertices such that s ∈ X and t /∈ X. An important s–t cut is an s–t cut X ⊆ V (G) with the
following two additional properties:
1. The induced graph G[X] is connected.
2. There is no s–t cut X ′ ⊆ V (G) such that |∂X ′| ≤ |∂X| and X ⊆ X ′.
Theorem 24 ([CFK+15], Theorem 8.11). For fixed vertices s, t ∈ V (G) and integer p ≥ 0, there
are at most 4p important s–t cuts of size at most p. Moreover, all of these can be enumerated in
time O(4p · nO(1)).
Using this theorem, we now prove Lemma 22.
Proof (Lemma 22). Fix a vertex s ∈ R. Our goal is to establish a set Cs ⊆ 2V of size 4O(kM) such
that (1) every subset C ∈ Cs satisfies 1 ≤ |C ∩ R| ≤ k, and (2) for every connected component
C ⊆ V satisfying s ∈ C, 1 ≤ |C ∩R| ≤ k, and |∂C| ≤M , we have C ⊆ C ′ for some C ′ ∈ Cs. Then,
we can take C := ⋃s∈R Cs of size 4O(kM) · n, which satisfies the lemma.
Consider the following construction. Take the graph G, add a new vertex t, and for each vertex
v ∈ R\{s}, addM +1 parallel edges connecting v and t; call the new graph H. Apply Theorem 24
on H, s, t with p := (k − 1)(M + 1) +M , giving 4O(kM) important s–t cuts. Let Cs be these cuts;
we now show that this set works. For every connected component C ⊆ V , we have
|∂HC| = |∂GC|+ |C ∩ (R \ {s})| · (M + 1).
If C contains s and satisfies |C ∩R| ≤ k and |∂GC| ≤M , then |∂HC| ≤M + (k − 1)(M + 1) ≤ p.
Therefore, either C ∈ Cs, or there is an important cut X ∈ Cs such that |∂HX| ≤ |∂HC| and
C ⊆ X. In the latter case, X cannot contain ≥ k vertices in R \ {s}, since that would mean
|∂HX| ≥ |X ∩ (R \ {s})| · (M + 1) ≥ k(M + 1) > p ≥ |∂HC|, contradicting the assumption
that |∂HX| ≤ |∂HC|. Therefore, X contains ≤ k vertices in R, including s. Finally, we have
|X ∩ (R \ {s})| ≥ |C ∩ (R \ {s})|, so
|∂GX| = |∂HX| − |X ∩ (R \ {s})| · (M + 1) ≤ |∂HC| − |C ∩ (R \ {s})| · (M + 1) = |∂GC|.
Hence, the subset X ∈ Cs satisfies the conditions of the lemma for C.
We invoke Lemma 22 with M := 2k deg(G)/ε and compute the corresponding set C. The last step
in the algorithm is to reduce the problem to an instance of Uniform Metric Labeling.
Definition 25 (Uniform Metric Labeling). Given a graph G = (V,E), a set of labels L, and
cost matrix A ∈ RV×L+ where entry Av,ℓ is the cost of labeling vertex v ∈ V (G) with label ℓ ∈ L, the
Uniform Metric Labeling problem is to label each vertex in V (G) with exactly one label in L
that minimizes ∑
v∈V
Av,l(v) +
∑
(u,v)∈E
1l(u)6=l(v),
where l(v) is the label of vertex v and 1l(u)6=l(v) equals 1 if the labels of u and v are different, and
0 otherwise.
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Theorem 26 ([KT02]). There is a polynomial-time 2-approximation algorithm for Uniform Met-
ric Labeling.
We reduce to Uniform Metric Labeling as follows: the labels are the subsets in C along with
a dummy label, called ⊥. For each vertex v ∈ V (G) and label C ∈ C, the cost Av,C is 0 if v ∈ C,
and ∞ otherwise. That is, we do not allow a vertex to be labeled by a subset that does contain
that vertex. For label ⊥, the cost is Av,⊥ = 0 if v /∈ R, and ∞ otherwise. That is, we do not allow
a vertex in R to be labeled ⊥. Observe that this Uniform Metric Labeling instance has size
4O(kM)nO(1) = 2O(k
2 deg(G)/ε)nO(1).
It is clear that any solution to this Uniform Metric Labeling instance is a valid solution to
k-Subset Edge Separator: the components containing vertices in R are precisely the maximal
connected components of the same label, and each such component must have ≤ k vertices in R.
Moreover, the best ε-canonical solution S for k-Subset Edge Separator can be transformed
into a solution for Uniform Metric Labeling with the same solution value as follows: for each
connected component C ⊆ V in G \ S with a vertex in R, take a set C ′ ∈ C with C ⊆ C ′ and color
all vertices in C with label C ′; for connected components without a vertex in R, label all their
vertices ⊥. Thus, we can compute a 2-approximation to Uniform Metric Labeling and obtain
a solution within factor 2 of the best ε-canonical solution, or within factor 2(1+ ε) of the optimum.
Of course, we can make the approximation factor 2 + ε by resetting ε← ε/2.
4.4 H-Edge Deletion
Our main theorem for H-Edge Deletion is the following. Unlike the vertex deletion, our algo-
rithm uses deg(G) as an extra parameter, and it is an interesting open problem whether we can
remove this dependence.
Theorem 5. Let H be a class of graphs closed under taking a subgraph. Suppose graphs in H have
treewidth bounded by t− 1, and H-Edge Deletion admits an exact algorithm with running time
f(n,OPT). Then there is an (3 + ε)-approximation for H-Edge Deletion with running time(
min{2O(t2 deg(G)3/ε3)nO(1), nO(tdeg(G)/ε)}+ f(n, t deg(G)/ε)) log(n/ε).
Proof. As for the vertex deletion version, our algorithm maintains a feasible solution and iteratively
tries to improve it. Let S∗ ⊆ E(G) be an optimal solution to H-Edge Deletion and let RE ⊆
E(G) be the solution. From G and RE , construct a graph G
′ where we subdivide each edge
e = (u, v) ∈ RE; formally, create a new vertex re and replace (u, v) by (u, re) and (v, re). Let
R′V := {re : e ∈ RE} ⊆ V (G′). From S∗, let S′ ⊆ E(G′) be such that for each edge e = (u, v) ∈ S∗,
• If e /∈ RE, put e to S′.
• If e ∈ RE, arbitrarily choose one endpoint (say u) and put (u, re) to S′.
By construction, |S′| = |S∗| and |R′V | = |RE|.
Note that G′ \ S′ can be obtained from G \ S∗ by subdividing edges (when e ∈ RE \ S∗) and add
degree one vertices (when e = (u, v) ∈ RE ∩S∗, G′ \S′ additionally has (v, re) compared to G\S∗).
Both operations do not increase the treewidth, so the fact that graph G \ S∗ has its treewidth
bounded by t implies that G′ \S′ has its treewidth bounded by t. By Lemma 10 with δ = t ·β (β to
be chosen later) guarantees that there exists a set X ′V ⊆ V (G′), |X ′V | ≤ |R
′
V |
β so that each connected
component in (G′ \ S′) \X ′V has at most t · β vertices from R′V . Since subdividing edges does not
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increase the maximum degree, deg(G′) ≤ deg(G). Let X ′E ⊆ E(G′) be the set of edges incident on
X ′V . Then |X ′E | ≤ deg(G)·|R
′
V |
β =
deg(G)·|RE |
β so that each connected component in G
′ \ (S′ ∪X ′E) has
at most t · β vertices from R′V .
We launch the (2 + ε) approximation for k-Subset Edge Separator with k = t · β on G′ and
R′V . It returns a set Y
′ ⊆ E(G′) of size at most
(2 + ε) · |S′ ∪X ′E | ≤ (2 + ε)(OPT+
deg(G)|RE |
β
)
with each connected component of G′ \ Y ′ having at most t · β vertices from R′V . Let Y be Y ′
projected back to G; formally, Y := {e = (u, v) ∈ E(G) : e ∈ Y ′ or (u, re) ∈ Y ′ or (v, re) ∈ Y ′}.
Since G′ \ Y ′ has at most t · β vertices from R′V , G \ Y has at most t · β edges from RE .
Since H is hereditary, RE ∪ Y is a valid solution and we have a bound t · β on the solution size for
each connected component. We thus can solve H-Edge Deletion on each component C ⊆ G \ Y
in time f(n, t · β). We know that C ∩ S∗ is a feasible solution for each C, so the sum of solution
sizes is bounded by |S∗| = OPT. Therefore, we obtain a feasible solution of size
(2 + ε) ·
(
OPT+
deg(G)|RE |
β
)
+OPT.
Let β = deg(G)/ε, so that the above quantity becomes
(3 + ε)OPT+ ε(2 + ε)|RE |.
This becomes better than (1− ε)|RE | when
|RE |(1− ε(3 + ε)) ≥ (3 + ε)OPT⇔ |RE | ≥ (3 + ε)
(1− ε(3 + ε))OPT = (3 +O(ε))OPT.
Therefore, if we repeat this iteration until there is no improvement by a factor of (1− ε), the final
solution is guaranteed to be within (3 +O(ε))OPT. The running time is
min(2O(k
2 deg(G)/ε)nO(1), nk+O(1)) = min(2O(k
2 deg(G)/ε)nO(1), nO(tdeg(G)/ε))
for k-Subset Edge Separator with k = tβ = t deg(G)/ε plus f(t deg(G)/ε)nO(1) for the final
step. There can be at most log(n/ε) iterations.
4.5 Applications for Bounded Degree Graphs
We prove the corollaries of Theorem 5 introduced in Section 1.
Corollary 7. If H is minor-closed and with treewidth bounded by t, H-Edge Deletion admits a
(3 + ε)-approximation algorithm that runs in time f(t,deg(G), ε) · nO(1) for some function f . In
particular, Planar-F Edge Deletion admits a (3 + ε)-approximation algorithm with running
time f(F ,deg(G), ε) · nO(1).
Proof. For Planar-F Edge Deletion, we use the Polynomial Grid Minor theorem [CC16] which
says that if G does not have a planar graph F as a minor, the treewidth of G is bounded by
|V (F )|O(1). Planar-F Edge Deletion admits a linear-time exact algorithm parameterized by
the solution size [Cou90] so the assumptions of Theorem 5 are satisfied.
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Due to the result of Robertson and Seymour [RS04], every minor-closed class can be represented as
F-minor-free graphs for some finite family F . If the treewidth in H is additionally bounded, then
at least one of graphs in F must be planar. Therefore H-Edge Deletion reduces to Planar-F
Edge Deletion.
We also present implications of Theorem 5 to the Noisy Planar k-SAT(δ) problem studied by
Bansal et al. [BRU17]. For a fixed k = O(1), an instance of Noisy Planar k-SAT(δ) is an
instance of φ of k-SAT where the factor graph H of φ is almost planar.
Formally, given a k-CNF formula φ with n variables and m clauses, the factor graph of φ is a
bipartite graph H = (A,B) where A contains a vertex for every variable appearing in φ, B contains
a vertex for every clause appearing in φ, and a clause-vertex C is connected to a variable-vertex x
if and only if x belongs to C. As an instance of Noisy Planar k-SAT(δ), the factor graph of φ
is promised to be a planar graph with δm additional edges for some δ > 0.
Bansal et al. [BRU17] proved that for any ε > 0, there is an algorithm that achieves (1 + O(ε +
δ logm log logm))-approximation in time mO(log logm)
2/ε. We prove that if the degree of the factor
graph is bounded, we can obtain an improved algorithm. Note that k-SAT with the maximum
degree O(1) has been actively studied and proved to be APX-hard (e.g., 3-SAT(5)) for general
factor graphs.
Corollary 8. For any ε > 0, there is an (1+O(ε+δ))-approximtion algorithm for Noisy Planar
k-SAT(δ) that runs in time f(ε,deg(φ)) ·mO(1) for some function f , where deg(φ) indicates the
maximum degree of the factor graph of φ.
Proof. Recall that we treat k as an absolute constant. Given an instance φ of Noisy Planar
k-SAT(δ), the factor graph H of φ has Θ(m) vertices. Deleting O(δm) edges from H will make H
planar, and additionally deleting O(εm) edges will make its treewidth bounded by O(1/ε).
We apply Corollary 7 to delete O((ε + δ)m) edges of H to reduce its treewidth to O(1/ε). Its
running time is f(ε,deg(H)) ·mO(1). Delete all clauses that lost at least one of the incident edges.
We deleted O((ε + δ)m) clauses. Now that the treewidth is bounded by O(1/ε), apply an exact
algorithm for k-SAT that runs in time 2O(1/ε) ·mO(1) [KM96].
4.6 Inapproximability of k-Edge Separator
We end this section by proving the inapproximability of k-Edge Separator, as stated below.
Theorem 9. There exists a constant c > 1 such that k-Edge Separator is NP-hard to approx-
imate within a factor of c even when k = 3 and deg(G) = 4. Consequently, when F is the set of
all graphs with three vertices, deleting the minimum number of edges to exclude F as a subgraph,
minor, or immersion is APX-hard for bounded degree graphs.
In fact, we will prove an NP-hardness of approximation for a slightly different partitioning problem,
which is sometimes referred to as Partitioning into Triangles (PIT). In PIT, we are given a graph
G = (V,E) and the goal is to find the largest collection of disjoint triangles, i.e., disjoint subsets of
vertices S1, . . . , Sk ⊆ V such that each Si is of size three and induces a 3-clique. We will show the
following hardness of approximation for PIT:
Lemma 27. There exists ε > 0 such that it is NP-hard, given a graph G = (V,E) with deg(G) = 4,
to distinguish between the following two cases, where n denotes |V |:
• (Completeness) The vertex set V can be partitioned into n/3 disjoint triangles.
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• (Soundness) Every collection of disjoint triangles has size less than (1− ε)n/3.
PIT is a classic NP-complete problem (see [GJ79]), and it should be remarked that Kann [Kan91]
already showed that the problem is Max SNP-hard when deg(G) = 6; indeed, this already suffices
for proving Theorem 9 if we relax the degree requirement to deg(G) = 6. Nevertheless, even if
we want deg(G) = 4, the proof is still simple, and the reduction is in fact exactly the same as
that of van Rooij et al. [vRvKNB13], who showed the NP-hardness of (the exact version of) PIT
when deg(G) = 4. The authors of [vRvKNB13] also showed that PIT becomes polynomial time
solvable when deg(G) ≤ 3 and, hence, the degree requirement cannot be improved in Lemma 27.
Nevertheless, we are not aware of either an efficient algorithm or hardness result for the deg(G) = 3
case for k-Edge Separator, and we leave that as an open question.
Before we prove Lemma 27, let first us state how it implies Theorem 9.
Proof of Theorem 9. The reduction is trivial: we keep the input G to PIT as it is, and set k = 3.
Moreover, let c = 1 + ε/4 where ε is the constant from Lemma 27.
(Completeness) Suppose that there exists a partition of V into n/3 triangles S1, . . . , Sn/3. There
are n uncut edges with respect to this partition, and hence it cuts exactly |E| − n edges.
(Soundness) Suppose that every collection of disjoint triangles has size less than (1−ε)n/3. Consider
any partition of V into disjoint subsets T1, . . . , Tk, each of size at most three. Our assumption
implies that less than (1 − ε)n vertices are adjacent to two uncut edges. Hence, the total number
of uncut edges is less than (1− ε)n+ εn/2 = (1− ε/2)n, and the number of cut edges is more than
|E| − (1− ε/2)n.
The ratio between the two cases is more than
|E| − n
|E| − (1− ε/2)n = 1 +
εn/2
|E| − (1− ε/2)n ≥ 1 +
εn/2
2n
= c,
where the inequality comes from deg(G) ≤ 4. This concludes our proof.
We now turn our attention back to the proof of Lemma 27. As stated earlier, we exactly follow the
reduction of van Rooij et al. [vRvKNB13]. They reduce from Max 1-in-3SAT problem, in which
we are given a 3CNF formula and the goal is to find an assignment that assigns exactly one literal
to be true in each clause. Since we want to prove hardness of approximation, we will need hardness
of approximation of Max 1-in-3SAT, which is well-known5 and can be stated as follows.
Lemma 28. There exists δ > 0 such that it is NP-hard, given a 3CNF formula6 such that each
variable appears in at most d = O(1) clauses, to distinguish between the following two cases:
• (Completeness) There is an assignment such that exactly one literal in each clause is true.
• (Soundness) Every assignment satisfies less than (1− δ) fraction of clauses.
We will also need the gadgets from [vRvKNB13], which can be summarized as follows. Since this
is exactly the same as those used in [vRvKNB13], we do not provide full constructions of them
5The result stated in Lemma 28 is folklore, although we are not aware of it being stated in this form before.
However, it is quite easy to see that it is true, as follows. First, recall that Max-3SAT is NP-hard to approximate
even on bounded degree instances [H˚as00, Tre01]. Then, observe that we can use the reduction of Schaefer [Sch78]
from 3SAT to 1-in-3SAT, which is approximation-preserving and also preserves boundedness of the degrees.
6For the purpose of our proof, each clause in a 3CNF formula contains exactly three literals.
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Figure 4.1: Illustration of a fan and a cloud. A fan is depicted in Figure 4.1a. A (4, 1)-cloud is
depicted in Figure 4.1b; here the true vertices are marked by “T”, the false vertex by “F” and
the inner vertices by “I”. The dashed triangle corresponds to the true collection (as defined in
Definition 30), whereas the remaining two triangles correspond to the false collection.
here; we refer the readers to Lemma 8 of [vRvKNB13] for more details. Illustrations of the gadgets
can be founded in Figure 4.1, which is reconstructed (with slight modifications) from Figure 5
of [vRvKNB13].
Definition 29. A fan is a graph of five vertices O1, O2, O3, I1, I2 and seven edges: {I1, I2} and
{Ii, Oj} for all i ∈ [2] and j ∈ [3]. In other words, it is a union of three triangles having one edge
{I1, I2} in common. We call O1, O2, O3 outer vertices and I1, I2 inner vertices of the fan.
Definition 30. For a, b ∈ N, an (a, b)-cloud is a graph of 2(a + b) − 3 vertices that satisfies the
following properties:
• The vertices can be divided into three groups: a true vertices, b false vertices and (a+ b)− 3
inner vertices.
• Each true vertex and each false vertex has degree two.
• There are only two different collections of disjoint triangles that contain all inner vertices.
In one collection, every false vertex is included but none of the true vertices are included; we
call this collection the true collection. In the other collection, every true vertex is included
but none of the false vertices are included; we call this collection the false collection
Lemma 31 ([vRvKNB13]). For every a, b ∈ N such that a ≡ b mod 3, an (a, b)-cloud exists.
We are now ready to prove Lemma 27.
Proof of Lemma 27. As stated earlier, we follow the reduction of van Rooij et al. [vRvKNB13] from
Max 1-in-3SAT to PIT, although we will have to be slightly more careful in the analysis, as we want
to not only prove hardness for the exact version but also the approximate version of the problem.
Van Rooij et al.’s reduction can be described as follows:
• First, notice that we can assume without loss of generality that the number of occurrences of
each literal is divisible by three; this can be easily ensure by duplicating all the clauses twice.
• For each variable x, let a(x) be the number of occurrences of the literal x and b(x) be the
number of occurrences of the literal ¬x. We create an (a(x), b(x))-cloud for each variable x.
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• We create a fan for each clause C. For each literal in the clause, we identify one outer vertex
of the fan to a vertex corresponding to that literal in the cloud of the variable. Note that, for
each variable x, since there are a(x) and b(x) vertices corresponding to x and ¬x respectively,
the identification can be done in such a way that each literal vertex is identified with exactly
one vertex from a clause cloud, which also ensures that the graph has maximum degree four.
Finally, let ε = δ/(8d + 8). Moreover, let us use N and M to denote the number of variables and
the number of clauses of the 3CNF formula respectively, and n to denote the number of vertices
of the resulting graph. Notice that, from the bounded degree assumption, we have M ≤ dN/3.
Moreover, from the sizes of each gadgets, we have n ≤ 2M +∑x 2(a(x) + b(x)) = 8M .
(Completeness) Suppose that there exists an assignment φ such that each clause contains exactly
one true literal. Then, we can define our partition as follows. For each variable x, we pick the true
or false collection for the x-cloud based on the value φ(x). For each clause, we pick the triangle
with two inner vertices and the outer vertex corresponding to the true literal. It is clear that this
is indeed a partition of vertices into disjoint triangle as desired.
(Soundness) We will show the contrapositive; suppose that there exists k ≥ (1 − ε)n/3 disjoint
triangles S1, . . . , Sk. We call a variable x good if the triangles restricted to only those entirely
contained in the x-cloud is either the true collection or the false collection. Notice that, if each
inner vertex of x-cloud is in at least one of the selected triangles, then x-cloud must be good, since
the inner vertices of the x-cloud are not adjacent to any vertices outside of the cloud. However,
there are at most εn vertices outside of the disjoint triangles, meaning that at most εn ≤ 8εM
variables are not good.
Next, we call a clause C good if (1) the three variables whose literals are in C are good and (2)
the inner vertices of C-fan are in at least one of the selected triangles. Notice that there are at
most d(8εM) = 8εdM clauses that violate (1). More, again, since there are at most εn ≤ 8εM
vertices outside of the union of the triangles, at most 8εM clauses violate (2). Hence, all but at
most 8ε(d+ 1)M ≤ δM clauses are good.
We will define an assignment φ as follows. For each good x, we define φ(x) to be true if the
triangles correspond to the true collection of the x-cloud, and we let φ(x) be false otherwise. For
the remaining x’s, we assign φ(x) arbitrarily. It is easy to see that φ satisfies all the good clauses;
this is simply because exactly one literal in each good clause C, the one whose triangle with the
two inner vertices in the C-fan is selected, is set to true. Hence, φ satisfies all but δM clauses,
which concludes our proof.
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A Details of parameterized width-reduction algorithms
In this section we give a more detailed proof sketch of Lemma 13. Indeed, we show a more
general claim that the algorithms from [BK91] and [RRVS14] can be extended to finding a tree-
decomposition (or path / treedepth-decomposition) of small width k given a decomposition of a
larger width t can be extended to handle vertex deletion (t = O(k+p) in Lemma 13). The reasoning
presented here is a proof sketch and we focus on explaining why the arguments from previous works
remain valid in the extended versions of the algorithms. Since the main claim of [BK91] is just
a linear running time for fixed k and t, we need to explicitly bound the number of states in the
dynamic programming routines.
A.1 Original routines for finding small tree or path decompositions
Definition 32. For an integer sequence a, its typical sequence τ(a) is obtained by iterating the
following operations until none is possible anymore:
1. removal of repetitions of consecutive elements,
2. removal of a subsequence ai+1, . . . aj−1 satisfying ∀i<k<j ai ≤ ak ≤ aj or ∀i<k<j aj ≤ ak ≤ ai.
The sequence τ(a) is uniquely defined [BK91, Lemma 3.2].
Lemma 33 (Lemma 3.3 and 3.5 in [BK91]). There are O(4k) typical sequences of integers in [0, k].
The length of each one is at most 2k + 1.
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Definition 34. For integer sequences a, b we write a ≺ b if one can extend them to sequences a′, b′
of equal length by adding consecutive repetitions, such that a′ ≤ b′ on each index.
The relation ≺ is transitive, and a ≺ b holds if and only if τ(a) ≺ τ(b) [BK91, Lemma 3.7 and 3.10].
All algorithms in question work on a given tree decomposition of width at most t. We can assume
that this is a nice tree decomposition, i.e., a binary tree T , in which every node x is assigned a bag
Bx ⊆ V (G) and belongs to one of the following types:
1. start: the node is a leaf of T with only one vertex in Bx,
2. join: the node has two children y, z satisfying Bx = By = Bz,
3. introduce: the node has one child y and Bx is formed by adding one vertex to By,
4. forget: the node has one child y and Bx is formed by removing one vertex from By.
We define Tx be the subtree of T rooted at x, and Gx to be a subgraph of G induced by vertices
introduced in Tx. A partial tree (path) decomposition is a decomposition of a subgraph H of Gx
of width at most k.
Definition 35. For a partial path decomposition Y = (Y1, Y2, . . . , Ym) we define its restriction
with respect to the set Bx to be Z = (Y1 ∩ Bx, Y2 ∩ Bx, . . . , Ym ∩ Bx). Let 1 = t1 < t2 < · · · < tq
be all indices for which Zti−1 6= Zti and let sequence ai indicate (|Yti |, |Yti+1|, . . . |Yti+1−1|). The
characteristic of Y is given by the sequence (Zti)
q
i=1 called the interval model, and the list of
sequences (τ(ai))qi=1.
The number of possible interval models in a node is 2O(t log t) and the maximal length of such a
model is 2t + 3 (Lemma 3.1 in [BK91]). Therefore the number of all possible characteristics in a
node is bounded by 2O(t log t) · O(4kt) = 2O(kt+t log t) (Lemma 4.1 in [BK91]).
Definition 36. For a partial tree decomposition Y we define its restriction Z with respect to the
set Bx again by intersecting each bag with Bx. A leaf of a restriction is called maximal if its bag
is not contained in a bag of any other node. The trunk of such a decomposition is obtained by
iteratively removing leaves that are not maximal and then replacing all nodes of degree 2 with edges.
Each edge e in a trunk induces a partial path decomposition of some subgraph of Gx—let Z
e denote
its interval model and ae the associated list of typical sequences. The characteristic of Y is given
by the trunk of Z, a family of interval models for each edge in the trunk, and a family of lists of
typical sequences for each edge in the trunk.
Since the number of leaves in a trunk is at most t, the number of its nodes is O(t) and the number
of such trees is 2O(t log t). Since we need to store as many as t typical sequences for each edge of the
trunk, the number of all possible characteristics in a node x is 2O(t
2k).
For two characteristics of partial path decomposition we say the one majorizes another, written
as ((Zi), (a
i)) ≺ ((Z ′i), (bi)), if Zi = Z ′i for all i and ai ≺ bi for all i. The same notion applies to
partial tree decomposition when the trunks are the same and majorization occurs on each edge of
the trunk.
In the original algorithm one maintains a full set of characteristics for each node x describing the
minimal interface between Gx and the rest of the graph. We can only store characteristics that
admit a respective partial tree (path) decomposition. Moreover if there is a partial decomposition
of Gx with characteristic C, then the full set must contain a characteristic that is being majorized
by C. This ensures that if there is a partial decomposition that can be extended to a full decompo-
sition, then the interface contains its characteristic or a characteristic of another extendable partial
decomposition.
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A.2 Extension to vertex deletion
Consider the given nice tree decomposition T as defined in the previous subsection. We can assume
(by adding extra forget nodes) that the bag in the root is empty. We build a directed acyclic graph
T ′ with nodes given by triples (x,X, ℓ), where x is a node from T , X is a subset of Bx, and integer
ℓ indicates how many vertices we have deleted in Gx.
Since T is nice, each graph vertex v ∈ V has one tree node that forgets it and possibly many nodes
that introduce it. Note that the forget node for v is an ancestor of all its introduction nodes, and v
only appears in the subtree of T rooted at its forget node. Formally, (x,X, ℓ) stores the dynamic
programming state (i.e., a set of characteristics) to compute a tree decomposition of width k as
in the previous subsection, where the bag containing x becomes X instead of Bx while at most ℓ
vertices are deleted among vertices in Gx whose forget node is in the subtree rooted at x. Deleted
vertices will be counted at its forget node.
For a start node x we just add (x,Bx, 0) to T
′. If x is a join node with children y, z we add
an edge from (x,X, ℓ) to (y,X, ℓ) and (z,X, ℓ) for all X ⊆ Bx, 0 ≤ ℓ ≤ n. For a node x that
introduces a vertex v into its child y’s bag, we create nodes (x,X, ℓ) connected to (y,X \ {v}, ℓ)
for all v ∈ X ⊆ Bx, 0 ≤ ℓ ≤ n, as well as dummy nodes (x,X \ {v}, ℓ) connected to (y,X \ {v}, ℓ).
Dummy nodes represent an introduction operation that has been canceled. Finally for a forget
node that removes a vertex v from its child y, we have an edge from (x,X, ℓ) to (y,X ∪ {v}, ℓ) for
all X ⊆ Bx, 0 ≤ ℓ ≤ n, and to (y,X, ℓ − 1) for all X ⊆ Bx, 1 ≤ ℓ ≤ n. This represents branching
into scenarios where v will or will not be deleted.
The number of nodes in T ′ is bounded by V (T ) · 2t · n. The following claim can be easily verified
from the construction.
Claim 37. Fix a node x ∈ T and consider a directed subtree T ′x of our DAG such that:
1. for each y ∈ Tx, there is exactly one y′ := (y,B′y, ℓ′y) ∈ T ′x,
2. for each y and its child z in Tx, there is an edge from y
′ to z′ in T ′x.
Then T ′x is a nice tree decomposition of Gx \ S, where S is the union of Bx \B′x and some subset
of size ≤ ℓ in Gx. For each vertex v ∈ V (G), v is in T ′ if and only if all y with v ∈ By satisfies
v ∈ By′ .
Given this observation, we can fill out the dynamic programming tables for the DAG as we did for
T . We can run the original routine on T ′ that handles introduce and join nodes as before, only
with set Bx replaced by X. In a dummy node we just copy results from the child. For a forget
node (x,X, ℓ), we compute the characteristics coming from branch (y,X ∪ {v}, ℓ) as in the original
routine and then add all characteristics copied from node (y,X, ℓ− 1).
Theorem 38. k-Treewidth Vertex Deletion and k-Pathwidth Vertex Deletion param-
eterized by k and the width t of the given tree decomposition admit exact algorithm with running
times respectively 2O(t
2k)n and 2O(tk+t log t)n.
Proof sketch. Sections 4.3, 4.4, and 4.5 in [BK91] describe how to compute the full set for partial
path decompositions in nodes of type join, forget, introduce in time polynomial with respect to the
size of characteristics’ space. Sections 5.3, 5.4, and 5.5 deal with the same cases for partial tree
decompositions.
We can run these routines on T ′ and compute the sum of characteristics’ sets when branching in
forget nodes. The invariant of the full set for node (x,X, ℓ) becomes: each characteristic is induced
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a partial decomposition of subgraph H of Gx, such that V (H)∩Bx = X and |V (H)|+ ℓ = |V (Gx)|
and for each such partial decomposition the full set contains one being majorized by it.
The size of T ′ is quadratic in n, so an explicit implementation of the algorithm would be burdened
with a quadratic time. However we can observe that for each characteristic for fixed x,X we only
need to remember the smallest ℓ for which it is feasible. Thus, we can work with only V (T ) · 2t
nodes and store the smallest feasible ℓ for each characteristic in a full set.
Theorem 39. k-Treedepth Vertex Deletion parameterized by k and the width t of the given
tree decomposition admits an exact algorithm with running time 2O(tk)n .
Proof sketch. We apply the same reasoning as for treewidth deletion. The number of states nec-
essary to remember in a single node is bounded explicitly by 2O(tk) (Lemma 15 in [RRVS14]) and
the running time is analyzed in Lemma 17.
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