We propose a surprisingly simple model to estimate supervised video backgrounds. Our model is based on L1 regression. As existing methods for L1 regression do not scale to high-resolution videos, we propose several simple, fast, and scalable methods including iteratively reweighted least squares, a homotopy method, and stochastic gradient descent to solve the problem. Our extensive implementations of the model and methods show that they match or outperform other state-of-the-art online and batch methods that are both supervised and unsupervised in virtually all quantitative and qualitative measures and in fractions of their execution time.
Introduction
Estimating video backgrounds and detecting moving objects are a classic problem in computer vision. In 1990, Stauffer and Grimson [49] proposed a pixel-based real-time Gaussian mixture model for estimating backgrounds. Later, Stegner et al. [50] proposed a hidden Markov model for modeling dynamical or spatial dependencies and correlations of video frames to use them to estimate video backgrounds. In the same spirit, Monnet et al. [35] proposed an on-line auto-regressive model to estimate dynamic backgrounds. In the advent of compressive sensing and low-rank approximation, to explore more properties (such as sparsity, low-rank structures etc.) from the video frames, the matrix decomposition framework has become one of the most prevalent approaches among several existing approaches to solving the problem [5, 8] . Let A ∈ R m×n be a matrix encoding n video frames, with each frame representing as a vector of size m. Our task is to decompose all video frames into background frames B and foreground frames F , that is, A = B + F.
As described above, the problem is ill-posed, and more information about the structure of the decomposition is needed. In practice, background videos are often static or close to static, which typically means that B is of low rank [37] . On the other hand, foreground usually represents objects that occasionally move across the foreground, which typically means that F is sparse. These and similar observations leads to the development of models of the form [8, 5, 56, 29, 14, 13, 33, 52, 25, 58, 16, 15] :
where f rank is a suitable function that encourages the rank of B to be low, and f spar is a suitable function that encourages the foreground F to be sparse. We encourage the readers to consult [5, 8, 6] to review the background estimation problems comprehensively based on the low-rank matrix decomposition framework. Xin et al. [57] recently proposed a background estimation model-generalized fused lasso (GFL)-arising as a special case of (1) with the choice f rank (B) = rank(B) and f spar (F ) = λ F GFL :
(2)
In this model, · GF L is the "generalized fused lasso" norm, which arises from the combination of the 1 norm (to encourage sparsity) and a local spatial total variation norm (to encourage connectivity of the foreground).
Supervised background estimation. In the modern world, supervised background estimation models play an important role in the analysis of the data captured from the surveillance cameras. As the name suggests, these models rely on availability of some prior "training" background frames, B 1 ∈ R m×r . Without loss of generality, assume that the training background frames correspond to the first r frames of B, that is, 
Although Xin et al. [57] wanted to solve (2), they did not tackle it directly and instead further assumed that S is sparse, and solved the modified problem (3) via
where · 1 denotes the 1 norm of matrices.
New Model
In this paper, we propose a new supervised background estimation model, and we argue that it is much more robust than (4) in several key aspects. Moreover, the model and the methods we propose significantly outperform other state-of-the-art supervised and unsupervised methods; we report the results later. Simplicity of our model. We derived our model to estimate supervised video backgrounds from the work of Xin et al. [57] by trimming down unnecessarily stronger assumptions and computational baggages. Our goal to propose a new model is to provide new insights into how an overcomplicated model of [57] can be made extremely simple to perform the same task even more effectively in all aspects: computationally, qualitatively, and quantitatively. L1 regression. As in (4), our model is also based on a modified version of (3). But we do not need to assume any sparsity on S , and instead we simply make the trivial observation that rank(B 1 [I S ]) = rank(B 1 ). Because B 1 is known, the first term in the objective function (3) is constant, and hence does not contribute to the optimization problem. Hence we may disregard it. Moreover, we suggest replacing the GFL norm by the 1 norm. This reduces (3) to a very simple L1 (robust) regression problem 1 min
Dimension reduction. The model described above can be further simplified. Admittedly, it may be the case that the rank of B 1 ∈ R m×r is smaller 2 (or much smaller) than r. In such a situation, we can replace B 1 in (5) by a thinner matrix, which allows us to reduce the dimension of the optimization variable S . In particular, let
, and Q has orthonormal columns. Because the column space of B 1 is the same as the column space of Q, by using the substitution B 1 S = QS, we can reformulate (5) as the lower-dimensional L1 regression problem:
Decomposition. Let A 2 = [a 1 , . . . , a n ] and S = [s 1 , . . . , s n ], where a i ∈ R m , s i ∈ R t for all i ∈ [n] := {1, 2, . . . , n}. Our model (6) can be decomposed into n parts, one for each frame:
where · 1 is the vector 1 norm. Therefore, (6) reduces to n small (k-dimensional) and independent L1 regression problems:
Advantages of our model. Compared to (4), our model (6) has the following advantages: (1) our model does not involve the unnecessary sparsity inducing term S 1 ;
(2) our model does not include the trade-off parameter λ and hence issues with tuning this parameter disappear; (3) our model involves a simple 1 norm as opposed to the more complicated GFL norm; (4) the dimension of S is smaller (and possibly much smaller) than that of S ; (5) our objective function is separable across the n columns of S corresponding to frames, which means that we can solve for each column of S in parallel (for instance on a GPU); and (6) for the same reason, we can solve for each frame as it arrives, in an online fashion without altering any assumptions. Further contributions. Our model works well with just a few training background frames (e.g., r = 10). This merit should be compared with that of GFL model, which used the 200 training frames. We propose 5 methods to solve the model, 4 of which can work online and all 5 methods can work in a batch mode. Our model overcomes all the following challenges: static and semi-static foreground, newly added static foreground, shadows that are already present in the background and newly created by moving foreground, occlusion and disocclusion of the static and dynamic foreground, the ghosting effect of the foreground in the background. To the best of our knowledge, no other algorithm can solve all the above challenges in a single framework.
Scalable Algorithms for L1 Regression
The separable (across frames) structure of our model allows us to devise both batch and online background estimation algorithms. To the best of our knowledge, this is the first formulation that allows users to switch between online and batch modes in a single framework instead of making substantial change in the update rules in the online mode as in [52, 25] . Since our problem decomposes across frames i ∈ [n], it suffices to describe algorithms for solving the L1 regression problem (8) for a single i. This problem has the form
where x ∈ R t corresponds to one of the reconstruction vectors s i , and b ∈ R m corresponds to the related frame a i . We descent (variant 2). 3 The first four algorithms can be used in both batch and online setting and can deal with grayscale and color images. If we assume the camera is static (no jitters and noises) and assume no abrupt change in illumination throughout the video sequence, then our online methods can provide a good estimate of the background. Moreover, all algorithms are robust to estimate the intermittent object motion artifacts, that is, static foreground (whenever a foreground object stops moving for a few frames), which poses a big challenge to the state-of-the-art methods. Additionally, our online methods are fast because we perform neither conventional nor incremental principal component analysis (PCA). In contrast, conventional PCA [27] is an essential subproblem to numerically solve both RPCA and GFL problems. In these problems, each iteration involves computing PCA, which operates at a cost O(mn 2 ) and is due to SVD on a m × n matrix. We also recall that the state-of-the-art online, semi-online, or batch incremental algorithms, such as the Grassmannian robust adaptive subspace estimation (GRASTA) [25] , recursive projected compressive sensing algorithm (ReProCS) [ 
Iteratively Reweighted Least Squares (IRLS)
In the past decade, IRLS has been used in various domains, ranging from reconstruction of sparse signals from underdetermined systems, to the low-rank and sparse matrix minimization problems in face clustering, motion segmentation, filter design, automatic target detection, to mention just a few applications [43, 10, 11, 12, 38, 30, 34, 40] . We find that the IRLS algorithm is a good fit to solve (9) . Also, each iteration of IRLS reduces to a single weighted 2 regression problem for an over determined system. To the best of our knowledge, beside us Guyon et al. in [24] were the only one to use IRLS technique to propose a background estimation model. However, Guyon et al. [24] used an IRLS technique to minimize a regularized L1 regression problem which is more complex than (9) and does not use any supervised information.
We now briefly describe IRLS to solve (9) . First note that the cost function f in (9) can be written in the form
For x ∈ R m and δ > 0 define a diagonal weight matrix via
. Given a current iterate x k , we may fix the denominator in (10) by substituting x k for x, which makes φ depend on x via x appearing in the numerator only. The problem of minimizing the resulting function in x is a weighted least squares problem. The normal equations for this problem have the form
IRLS is obtained by setting x k+1 to be equal to the solution of (11) . For stability purposes, however, we shall use weight matrices W δ (x k ) for some threshold parameter δ > 0 instead. This leads to the IRLS method:
Osborne [38] and more recently [48] analyzed the performance of IRLS comprehensively for p minimization with 1 < p < 3.
Homotopy Method
In this section we generalize the IRLS method (12) by introducing a homotopy [10] parameter 1 ≤ p ≤ 2. We set p 0 = 2 and choose x 0 ∈ R t (in our experiments, random initialization will do). Consider the function
Note that φ 1 (x, x) is identical to the L1 regression function φ appearing in (10) . Given current iterate x k , consider function φ p k (x, x k ). This is a weighted least squares function of x. Our homotopy method is defined by setting
and subsequently decreasing the homotopy parameter as p k+1 = max{p k η, 1}, where 0 < η < 1 is a constant reduction factor. As in the case of IRLS, the normal equations for the above problem have the form
where W δ,p (x) := Diag(1/ max{|q j x − b j | 2−p , δ}). The (stabilized) solution of (13) is given by
As mentioned above, one step of the homotopy scheme (14) is identical to one step of IRLS (11) when p k = 1. In practice, however, the homotopy method sometimes performs better (see Figures 1, 7 , and Table 3 ). Table 3 [4] RSL2011 Table 3 [42] Color Median Table 3 [26] Photomontage Table 3 [3] Self-Organizing Background Subtraction1 (SOBS1) 
Stochastic Subgradient Descent
In this section we propose the use of two variants of stochastic subgradient descent (SGD) to solve (9):
where φ j (x) := m|q j x − b j |. Functions φ j are convex, but not differentiable. However, they are subdifferentiable. A classical result from convex analysis says that the subdifferential of a sum of convex functions is the sum of the subdifferentials. Therefore, the subddiferential ∂φ of φ is given by the formula ∂φ(x) = 1 m m j=1 ∂φ j (x). In particular, if we choose j ∈ [m] uniformly at random, and pick g j (x) ∈ ∂φ j (x), then E[g j (x)] ∈ ∂φ(x). That is, g j (x) is an unbiased estimator of a subgradient of φ at x. A generic SGD method applied to (15) (or, equivalently, to (9)) has the form
By using the chain rule for subdifferentials of convex functions, we find the following formula for ∂φ [36] ). The initialization (that is, choice of x 0 ∈ R t and the learning rate parameters η k ) plays an important role in the convergence of the method. We consider two variants of SGD -SGD 1 and SGD 2, depending on the choice of η k and on the vector that we output, see Table 2 . See also Supplementary material.
Numerical Experiments
To validate the robustness of our proposed algorithms, we tested them on some challenging real world and synthetic video sequences containing occlusion, dynamic background, static, and semi-static foreground. For this purpose, we extensively used 19 gray scale and RGB videos from the Stuttgart, I2R, Wallflower, and the SBI dataset [9, 28, 32, 2, 51] . We did not use the CDNet dataset Figure 6 : Background and foreground recovered by online methods on SBI dataset. The videos have static, semi-static foreground, newly added static foreground, shadows that already present in the background and newly created by moving foreground, and occlusion and disocclusion of static and dynamic foreground. For a comprehensive review of the dataset we refer to [32] . [53] due to unavailability of pure background frames for supervised learning. For quantitative measure, we used the receiver operating characteristic (ROC) curve, the recall and precision (RP) curve, the structural similarity index (SSIM), SSIM map [54] , multi-scale structural similarity index (MSSSIM) [55] , and color image quality measure (CQM) [7, 59] . Due to the availability of ground truth (GT) frames, we used the Stuttgart artificial dataset (has foreground GT) and the SBI dataset (have background GTs) to analyze the results quantitatively and qualitatively. To calculate the average computational time we ran each algorithm five times on the same dataset and compute the average. To remove the noisy components from the recovered foreground, F , we used a threshold T such that the components below T in F is set to 0. However, F remains robust to capture dynamic foreground, illumination change etc. Throughout this section, the best and the 2 nd best results are colored with red and blue, respectively. 
Stopping criteria of our algorithms
We ran each of IRLS and Homotopy method for 5 iterations, and SGD 1 and SGD 2 for 5000 iterations. We treated the iteration counts as one of the hyperparameters that had been empirically determined as we experimented across several datasets. We tried other iteration counts and but our choice seems to work well robustly across the datasets that we tested. We note that we can run our algorithms for more iterations but it do not impact the quantitative results. It is also feasible that the iteration counts might change over some other datasets and are problem dependent.
Comparison between our proposed algorithms
First, we compare the performance of our proposed algorithms in batch mode on the Basic scenario. All four algorithms are very competitive, and we note that IRLS has the least computational time (Figure 1) . IRLS takes 7.02 seconds, Homotopy takes 8.47 seconds, SGD 1 takes 17.81 seconds, and SGD 2 takes 17.67 seconds. We mention that the choice of R in SGD 1 and B and ρ in SGD 2 are problem specific. Due to computational efficiency, we compare IRLS with other batch methods in the next section.
Comparison with RPCA, GFL, and other stateof-the-art methods
In this section we compare IRLS with other state-of-theart batch background estimation methods, such as, iEALM [29] of RPCA, GRASTA, and ReProCS on the Basic scenario. IRLS sweeps the maximum area under the ROC curve ( Figure 2) . Additionally, in Figure 3 , IRLS has the best mean SSIM (MSSIM) among all other methods. Moreover, in batch mode, IRLS takes the least computational time. Next in Figure 4 , we present the background recovered by each method on Stuttgart, Wallflower, and I2R dataset. The video sequences have occlusion, dynamic background, and static foreground. IRLS can detect the static foreground and also robust to sudden illumination changes. Finally, we compare our IRLS with the supervised GFL model of Xin et al. [57] and inWLR of Dutta et al. [17, 18] (Figure 5 ). For Waving Tree scenario, supervised GFL uses 200 training frames and it takes 117.11 seconds to compute the background and foreground from one training frame and the ssim of the FG is 0.9996. inWLR does not use any training frames and takes 3.39 seconds to compute the background and foreground from the video sequence that consists of 66 frames and the MSSIM is 0.9592. In contrast, IRLS uses 15 training frames and takes 0.59 seconds to process the entire video with an MSSIM 0.9398. For Basic scenario, supervised GFL again uses 200 training frames and takes 6.25 seconds to process one training frame and the ssim of the FG is 0.9462. inWLR is unsupervised and does not require any training frame and takes 17.83 seconds to process 600 frames in a batch-incremental mode and the MSSIM is 0.9463. In contrast, IRLS uses only 15 training frames and takes 7.02 seconds to process the entire video and the MSSIM is 0.9524. We also compare our L1 regression model with probabilistic robust matrix factorization (PRMF) [52] and detecting contiguous outliers in the low-rank representation (DECOLOR) [60] on the Basic scenario. See also the Supplementary material.
Online implementation on RGB videos
We validate the robustness of two of our algorithms on RGB videos in online mode. Herein, we only provide results for IRLS and homotopy algorithm (these two methods were also the fastest in the batch mode). Primarily, we compare our results with incPCP, Grassmannian online subspace updates with structured-sparsity (GOSUS) (in supplementary material), and GFL [46, 44, 45, 57] . We should mention that besides incPCP and GOSUS, PRMF and RPCA bilinear projection (RPCA-BL) [33] has online extensions. However, PRMF uses the entire available data in its batch normalization step and there is no available implementation of online RPCA-BL. To the best of our knowledge, incPCP is the only state-of-the-art online method which deals with HD RGB videos in full online mode with a high frame-per-second processing rate. As mentioned in the software package we use the standard PCP (fixed camera) mode for incPCP [46, 44] implementation. We used Basic-HD and the SBI dataset to provide extensive qualitative and quantitative comparison in this section. The online mode of our algorithm only uses the available pure background frames to learn the basis Q for each color channel and then operate on each test frame in a complete online mode. Note that we only used 10 training frames but we believe that one can use even less number of training frames to obtain a similar performance. Homotopy uses less iterations than IRLS to produce a comparable background and hence it is faster than IRLS in online mode. In Figure 6 , we compare IRLS and Homotopy against incPCP on the SBI dataset. Compare to the ghosting appearances in the incPCP backgrounds, our online methods construct a clean background for each video sequence. We also removed the static foreground, occluded foreground, and the foreground shadows. In Figure 7 and 8 , we show our performance on HD video sequences. In addition to incPCP, we compared with supervised GFL on the Basic-HD (see Figure 8 ). Supervised GFL uses 200 training frames (the average processing time of the training frames is 7.31 seconds) and takes 431.78 seconds to process each test frame and produces a comparable quantitative result as online IRLS and homotopy. Additionally, we compare our quantitative results against other state-of-the-art algorithms, such as, the adaptive neural background algorithm aka Self-Organizing Background Subtraction1 (SOBS1) [31] , Photomontage [3] , Color Median, RSL2011 [42] , Independent Multimodal Background Subtraction Multi-Thread (IMBS-MT) [4] , background estimated by weightless neural networks (BEWIS) [21] on Basic-HD video. The higher the CQM value, the better is the recovered image. SBI dataset (See Table 3 (Source: [7] ) and Figure 7 ). In Figure 9 , we provide the mean CQM of the online methods on SBI dataset and Basic-HD video. In online mode, IRLS and Homotopy outperform incPCP in mean CQM and mean MSSSIM in each video.
Conclusion and future work
We proposed a novel and fast model to estimate supervised video backgrounds. The methods we implemented can process high-resolution videos accurately, and they robustly overcome the challenges in estimating backgrounds; we show these merits through several online and batch background estimation algorithms. Our extensive qualitative and quantitative comparison on real and synthetic video sequences also demonstrate the superiority of our model against other state-of-the-art online and batch methods in almost all cases. However, our model has some limitations as well: it is somewhat vulnerable to sudden change in illumination in the video sequence and only designed to analyze the videos captured from a static camera. Therefore, the model is not applicable to when a camera is in motion. In future, we plan to update the basis of the background frames to make the model more robust. Another natural extension of our model is to apply it to accelerated dynamic MRI [39] and survey data analytics.
