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We address the problem of sampling in attributed networks. While uniform sampling is
a task independent sampling method, in real-world, this is often difficult to implement as
it requires random access to all the nodes of graph. Link tracing sampling methods such
as random Walk, expansion sampling overcome this problem, however they do not utilize
the information provided by attributes of the nodes and just use the topology of the graph.
We propose a network sampling method which is task independent and utilizes the node
attributes. Our approach is based on introducing maximum unfamiliarity in each sampling
step and it uses Bayesian approach to asses the familiarity of neighboring nodes with respect
to the current sample.
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CHAPTER 1: INTRODUCTION
With the advent of social media and the vast amount of data being generated by users
on Internet, there has been increasing motivation to study attributed networks among dif-
ferent research communities. Though, a lot of focus have been devoted to data mining and
learning models from such generated data (e.g. community detection, classification, com-
munity discovery), most tasks and their performance rely on the data sampled from these
networks. Thus, sampling forms a crucial part of any data mining or machine learning tasks
in a network.
We especially focus on attributed networks, where attribute of a node in a network is an
inherent property of the node (and not related to the graph structure). Example of such
attributes are: location, education level (assuming the node represents a person). Most
network of interest in real world such as Facebook, Twitter are attributed networks. The
sheer amount of data in real world network makes sampling a difficult task, for any data
mining task we can’t use the entire network and thus we have to rely on a very small subset of
the network and this is where the importance of good sampling algorithm comes in. A good
sampling algorithm should be able to sample a subset suitable for the downstream learning
task. Further, since the sampling of a network is a costly operation, a good sampler should
produce samples which are good for many downstream tasks and not just specific tasks. This
motivates the sampler which is task independent. Uniform sampler is a task-independent
sampler which provides a good representative subset of nodes for entire graph. However,
uniform sampling requires random access to every node in the graph. This is usually not
the case with real world attributed networks. Further in tasks like clustering, where the
attributes with low probability mass are are also informative , uniform sampling would not
be suitable due to its bias towards attributes with high probability. Social network such as
Facebook, Twitter provides API for users to access the nodes with limited rate of queries
and limited time, thus we are limited to link-trace samplers due to lack of random access
to every node in the graph. The classic link-traced samplers such as Random Walk [1],
Forest Fire [2], Expansion sampling [3] overcome the random access requirement, however
these samplers are attribute-agnostics and are design to preserve some form of structure
properties of the network. These are not optimized for data mining tasks involving node
attributes. Link-trace samplers face another set of challenges because of a phenomenon
called homophily [4] in real world attributed networks. Homophily refers to the the theory
which states that nodes with similar attributes are more likely to be connected to each other
than the nodes with dissimilar attributes. For example, an university student in Facebook
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is more likely to be connected to students who attend the same university than the students
who attend a different university; a software engineer is more likely to be connected to
other software engineers on Linkedin than investment bankers. This property of network
poses a huge challenge to link-trace samplers since the sampled nodes then becomes biased
to the attributes of initial node and samples tend to have correlated attribute values, This
provides the main motivation in design of our proposed task-independent sampler. The main
contribution of our works is a proposed tasks-independent attribute-aware network sampler
which overcomes the challenges. The key idea is to incorporate attributes in the sampling
step in such a way that we get as diverse set of attributes as possible, so that it balances the
correlated attribute problems of a attribute-agnostic link-trace sampler. Another motivation
behind the sampler is that it should be able to cover different attributes in network in a
short time. We start with a prior belief of the node attribute in a network and update the
posterior at every step of the sampling. The node selected for next sample is the node with
most dissimilar attributes to the existing posterior. Here, we are using dissimilar attributes
in an informal way. We discuss the mathematical details and definition in Chapter 3. The
rest of the thesis is organized as follows: We first introduce notations and problem definition
in Chapter 2. In Chapter 3, we propose a task-independent attribute-aware graph sampling
algorithm and discuss it in detail. In Chapter 4, we briefly describe the datasets we use
in our experiments. In Chapter 5, we describe the experimental setup and different tasks.
In Chapter 6, we discuss the experiment results, compare and contrast our samplers to
other samplers. We conclude with conclusions and future work in Chapter 7 and Chapter 8
respectively.
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CHAPTER 2: NOTATIONS AND PROBLEM DESCRIPTION
In this chapter, we describe the sampling algorithm and define notations which would be
subsequently used in following chapters.
We are given a attributed graph, G(V,E,A) where V is a set of vertices (or nodes),
E = {(u, v) : u, v ∈ V } are the edges and A is a set of fixed dimensional attributes associated
with each node. Further, we denote by dim(G), the dimension of node attributes. The
neighborhood of a vertex v is denoted by N(v), where N(V ) = {u : (u, v) ∈ E}. Note that
for this work we restrict the attributes to be inherent property of node and not a property
derived from graph structure. Thus we consider attributes like age, location, education level
etc.
We now define sampling in a network, followed by the definition or link-trace samplers.
Sampling up-to T steps in a graph G(V,E,A)is defined as a sequence of set of nodes
S(0), S(1), S(2), · · · , S(T ) where S(0) is referred to as initial seed nodes, S(t) ∈ V, t ∈
{0, 1, 2, · · · , T} and S(t) ∩ S(k) = φ, t 6= k.
A sampler is called link-trace sampler if ∀u ∈ S(t),∃ a vertex v ∈ N(u) such that
v ∈ S(1) ∪ S(2) ∪ · · · ∪ S(t− 1), 1 ≤ t ≤ T . We denote by St the set of nodes sampled upto




N(v)) \ St,∀v ∈ St−1, we denote the frontier after step t by Ft. Our goal is to develop
a task-independent link-trace sampler that generates graph samples ST for a given graph
G(V, E, A) and number of sampling steps T .
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CHAPTER 3: BAYESIAN ATTRIBUTED NETWORK SAMPLING
In this section, we describe our sampling algorithm and a specific case of our sampler where
we model categorical attribute in the network using categorical distribution and discrete
distribution using Poisson distribution. We refer to our sampling algorithm as Bayesian
surprise information (BSI) sampling algorithm.
Suppose, we are given a attributed graph G(V,E,A), St denotes the sample upto step t
and and S(t) denotes the set of nodes sample at step t. Further, let the number of attributes
of each node be d. The main idea behind our sampler is that we wish to add the node which
provide highest ’surprise’ to our existing sampled set at every sampling step. We start with
an assumption that a node attribute is drawn from a distribution with parameter drawn
from a prior distribution. We subsequently update the posterior at each sampling step using
Bayesian inference from sampled node. Let, Pu be the initial uninformative prior from which
the node distribution parameter θ is drawn, let Pt be the posterior after sample steps t, this
posterior is obtained from updating posterior from previous step Pt−1 using attributes of
nodes in S(t). Let, I(Px, Py) denote the surprise score function, where Px and Py are some
probability distribution. Let the frontier set after step t − 1 be Ft−1. At sampling step
t, let Pt,Z , be the posterior distribution if Pt−1 is updated by including node set Z, where
Z ∩ S(t− 1) = φ. BSI algorithm then picks the node set Z such that the surprise score for
that step I(Pt,Z , Pt−1) is maximized. Note that the sampler does not get to pick an arbitrary
subset of node from unsampled graph at any sampling step, since we want to restrict it to a
link tracing sampler. Thus, we have to put further constraint for set of nodes to be included
in every step. Let, the candidate set at step t be denote by Ct. Thus, we consider two
specific BSI samplers.
3.1 BSI-SINGLE
Here, at every sampling step t, we only allow one node to be added to the sampled
set. Thus, Ct = {v : v ∈ Ft−1}. Algorithm 3.1 describes the BSI-single (BSIS) sampling
algorithm.
3.2 BSI-MULTIPLE
In this version, instead of including single node per sample step, we include the entire
neighbor of the node selected during sampling step. Thus, Ct = {N(v) − St−1 : v ∈ Ft−1}.
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Algorithm 3.1: Bayesian Surprise Information algorithm I: BSIS
Input: G(V,E,A): Attributed network, T: Number of sampling step, S0: seed node
set, I(Px, Py): Surprise function definition which takes two probability, Pu:
Initial prior distribution, U(Px,W ): posterior update function which takes a
probability distribution as input and set of node W , the distribution Px is
updated using node attributes from set W
Output: Sampled nodes ST : A sequence of nodes which is subset of V
1 F0 ← φ;
2 P0 ← U(Pu, S0);
3 for u in S0 do
4 F0 ← F0 ∪N(u)
5 end
6 F0 ← F0 − S0;
7 for t← 1 to T do
8 S(t)← arg max
v∈Ft−1
I(Pt,v, Pt−1);
9 Pt ← U(Pt−1, S(t));
10 St ← St−1 ∪ S(t);
11 Ft ← Ft−1 ∪N(S(t));
12 Ft ← Ft − St;
13 end
Algorithm 3.2 describes the BSI-multiple (BSIM) sampling algorithm.
In the discussion thus far, we haven’t discussed specifics of surprise score function and
in fact, the algorithm provides flexibility of choosing the surprise score function. We now
discuss two specific surprise functions scores.
3.3 SURPRISE SCORE FUNCTION-I: KL DIVERGENCE
KL divergence is a classical measure for dissimilarity between 2 probability distributions.
By selecting KL divergence for surprise score, at every sampling step t, the algorithm tries
to find nodes which maximises the KL divergence between posterior Pt and the posterior










Algorithm 3.2: Bayesian Surprise Information algorithm I: BSIM
Input: G(V,E,A): Attributed network, T: Number of sampling step, S0: seed node
set, I(Px, Py): Surprise function definition which takes two probability, Pu:
Initial prior distribution, U(Px,W ): posterior update function which takes a
probability distribution as input and set of node W , the distribution Px is
updated using node attributes from set W
Output: Sampled nodes ST : A sequence of nodes which is subset of V
1 F0 ← φ;
2 P0 ← U(Pu, S0);
3 for u in S0 do
4 F0 ← F0 ∪N(u)
5 end
6 F0 ← F0 − S0;
7 for t← 1 to T do
8 S(t)← arg max
v∈Ft−1
I(Pt,N(v)−St−1 , Pt−1);
9 Pt ← U(Pt−1, S(t));
10 St ← St−1 ∪ S(t);
11 Ft ← Ft−1 ∪N(S(t));
12 Ft ← Ft − St;
13 end
In the remaining paper, we would refer to this surprise score function as SII.
3.4 SURPRISE SCORE FUNCTION-II: INFORMATION CONTENT
The idea behind this score function is to sample the set of nodes with most information
content at every sampling step given the current posterior probability distribution. At every
sampling step t, the algorithm tries to find the nodes which has the highest information
content given the posterior from previous step. The information content of an event x
following a distribution P is defined by − logP (x) Thus, plugging in this surprise score





















where AN(v)−St−1 is attribute set for all nodes in the node set N(v)− St−1 In the remaining
paper, we would refer to this surprise score function as SIII.
So far, we have discussed the general form of our sampling algorithm and considered
specific surprise score functions, we next consider specific form of distribution we can use to
model node attributes. We will discuss modelling of categorical attributes and discrete non
categorical attributes. We discuss both of these assuming single node attribute and then in
subsequent sections we discuss how to handle multiple attributes.
3.5 MODELLING CATEGORICAL VARIABLE USING CATEGORICAL
DISTRIBUTION WITH DIRICHLET PRIOR
In this section, we assume that dim(Av) = 1 ∀v ∈ V and that the attribute Av is
a categorical attribute, e.g. gender, education level, location etc. Recall that categorical
distribution Cat(p1, p2, ....pK) with support {1, 2, · · · , K} is defined as
Pr
x∼Cat(p1,p2,....pK)
(x = i) = pi ∀i ∈ {1, 2, · · · , K}, where
K∑
i=1
pi = 1 (3.7)
We assume that node attribute for each attribute is drawn from categorical distribution is
drawn from Cat(p1, p2, ....pK) where {1, 2, · · ·K} is the support of the categorical distribu-
tion, we are assuming node attribute an take one of the K values. Thus, the node attribute
distribution parameter θ = p in this model.
We assume, that the probability values p1, p2, · · · , pK are drawn from Dirichlet distribution














where Γ(.) is gamma function, p = {p1, p2, · · · , pK} and α = {α1, α2, · · · , αK}
7
Recall that the algorithm is started with an uninformative prior, thus we set αi = 1 ∀i ∈
{1, 2, · · · , K}. Using the fact that Dirichlet distribution is conjugate prior of categorical
distribution, the initial probability distribution Pu follows
Pu(Au = i) = Prx∼Cat(p∼Dir(1))(x = i)
=⇒ Pu = Dir(1)
(3.9)
Since, Dirichlet distribution is conjugate prior of categorical distribution [5], at every
sample step the posterior Pt will be a Dirichlet distribution. We now discuss how these
distributions are incorporated into sampling algorithms 3.1 and 3.2 and exact form of pos-
terior distribution after every sampling step. Let α(t) = {α(t)1 , α
(t)
2 , · · · , α
(t)
K } be the Dirichlet
parameter for the posterior after sample step t Recall that the posterior distribution after
sampling step t is given by Pt. The sampling algorithm first calculates P0 after adding seed
node set S0 to the initially empty sampled set and updating the posterior Pu. This is done
in line 2 in algorithm 3.1 and in line 2 in algorithm 3.2, the specific update rule by Bayesian
inference is given by:
P0 ← Dir(α(0)1 , α
(0)





i = 1 +
∑
v∈S0
1Av=i ∀i ∈ {1, 2, · · · , K}
(3.10)
where 1 is indicator function. The posterior distribution for step t given the posterior
distribution after sampling step t− 1 and node set S(t) is calculated in line 9 in algorithm
3.1 and 9 in algorithm 3.2. The specific update rules takes the form
Pt ← Dir(α(t)1 , α
(t)










1Av=i ∀i ∈ {1, 2, · · · , K}
(3.11)
3.6 MODELLING DISCRETE VARIABLE USING POISSON DISTRIBUTION WITH
GAMMA PRIOR
In this section section, we again assume that dim(Av) = 1 ∀v ∈ V and that the attribute
Av is a discrete non-categorical attribute, e.g. age in a social network graph with users as
its nodes, number of claims in a patent network with patents as its nodes etc. We assume
support of these attributes to be non negative integers. Recall that Poisson distribution




(x = i) =
λie−i
i!
∀i ∈ {0, 1, 2, · · · } (3.12)
λ is referred to as rate of the Poisson distribution. We assume that node attribute for each
attribute is drawn from Poisson distribution is drawn from Pois(λ). We assume, that the








We now discuss how these distributions are incorporated into sampling algorithms 3.1 and 3.2
and exact form of posterior distribution after every sampling step. Using the fact that gamma
distribution is conjugate prior of Poisson distribution, the initial probability distribution P0
constructed from seed node sets S0 is:
P0(Au = i)← Pri∼Pois(λ∼Gamma( ∑
u∈S0
Au,|S0|))(x = i)





Above update is done in line 2 in algorithm 3.1 and in line 2 in algorithm 3.2 Since, gamma
distribution is conjugate prior of Poisson distribution, at every sample step the posterior Pt
will be a gamma distribution. Let α(t), β(t) be the parameter for the posterior after sample
step t. Recall that the posterior distribution after sampling step t is given by Pt. The
posterior distribution for step t given the posterior distribution after sampling step t−1 and
node set S(t) is calculated in line 9 in algorithm 3.1 and 9 in algorithm 3.2. The specific
update rules takes the form
Pt ← Gamma(αt, βt)




t = β(t−1) + |S(t)| (3.15)
Next, we will analyze the exact computation for the earlier define surprise functions with
the specific posterior distributions we discussed.
3.7 SURPRISE SCORE COMPUTATION FOR CATEGORICAL ATTRIBUTES
In this section, we derive the expressions for surprise scores for the models described
in sections 3.5. We simplify the form suitable for implementation which can be used for
posterior update rules in algorithms 3.1 and 3.2.
9
3.7.1 KL-divergence with categorical attributes
Recall from the section 3.5, when we use categorical distribution following Dirichlet prior
to model node attributes, we get Pt as defined by the equation 3.11. Now, KL divergence
between two Dirichlet distributions Dir(α) and Dir(β) is given by [6]
DKL(Dir(α),Dir(β)) = log Γ(α̂)−
K∑
k=1














βk and ψ(x) =
Γ′(x)
Γ(x)
is called digamma function
(3.16)
where ψ(.) is digamma function. Plugging the value of posterior from equation 3.11 in the





































For the algorithm 3.1, since at every sampling step only 1 node is added, above equation
further reduces to





+ 1) + (ψ(α̂(t−1))− ψ(α(t−1)AS(t)))
(3.18)
The above equation can be further reduced using properties of gamma function
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)) + (ψ(α̂(t−1))− ψ(α(t−1)AS(t)))
(3.19)




































− γ for any positive integer n, γ is e Euler–Mascheroni constant to get the
equation 3.20
We finally use the expression in equation 3.21, to get the exact form for line 8 in algorithm



















Next, we derive the expressions for second surprise score function
3.7.2 Information content with categorical attributes
Recall from the section 3.5, when we use categorical distribution following Dirichlet prior
to model node attributes, we get Pt as defined by the equation 3.11 which is a Dirichlet
distribution. We first derive an expression for the likelihood for a set of node attributes
given it’s drawn from a categorical distribution φ, and φ drawn from Dir(α) Let, the node






















































is called digamma function (3.28)
where we use independence of node attributes to break down the likelihood in product form.









































This is further reduced to a much simpler expression for line 8 in algorithm 3.1 since we

























This concludes the computation of surprise scores for categorical attributes.
3.8 SURPRISE SCORE COMPUTATION FOR DISCRETE ATTRIBUTES
In this section, we derive the expressions for surprise scores for the attribute model de-
scribed in sections 3.6. We simplify the form suitable for implementation which can be used
for posterior update rules in algorithms 3.1 and 3.2.
3.8.1 KL-divergence with discrete attributes
Recall from the section 3.6, when we use Poisson distribution following gamma prior to
model node attributes, we get Pt as defined by the equation 3.15. Now, KL divergence
between two Gamma distributions Gamma(α, β) and Gamma(a, b) is given by [7]
DKL(Gamma(α, β),Gamma(a, b)) = (α− a)ψ(α)− log Γ(α) + log Γ(a)










Plugging the value of posterior from equation 3.15 in the equation 3.33, we get
DKL(Gamma(Pt−1),Gamma(Pt)) = DKL(Gamma(α
(t−1), β(t−1)),Gamma(α(t), β(t)) (3.34)































(t) = β(t−1) + |S(t)| from the
equation 3.15 to get the equation 3.36.
We finally use the expression in equation 3.36, to get the exact form for line 8 in algorithm
3.2. We ignore the common additive terms since we are only concerned with the argmax























For the algorithm 3.1, since at every sampling step only 1 node is added, the equation
3.36 further reduces to

















































where we use the relation Γ(n + 1) = nΓ(n) = (n − 1)! for any positive integer n to get
3.39
We finally use the expression in equation 3.40, to get the exact form for line 8 in algorithm
3.1. Further ignore the common additive terms since we are only concerned with the argmax








Next, we derive the expressions for second surprise score function
3.8.2 Information content with discrete attributes
Recall from the section 3.6, when we use Poisson distribution following gamma prior
to model node attributes, we get Pt as defined by the equation 3.15 which is a gamma
distribution. We first derive an expression for the information content for a set of node
attributes given it’s drawn from a Poisson distribution λ, and λ drawn from Gamma(α, β)
Let, the node set be Y .
∫
λ∼Gamma(α,β)








































− log(Γ(Ay + 1)) (3.46)
where we use independence of node attributes to break down the likelihood in product form.











− log(Γ(Av + 1))
(3.47)







Av(ψ(α)− log β)− log(Γ(Av + 1)) (3.48)
Note that in the case of algorithm 3.1, we can simply compute the likelihood as since node












































Thus, line 8 of algorithm 3.1 takes the form
S(t)← arg max
v∈Ft−1
− (log Γ(Av + α)− log Γ(Av + 1)− Av log(β + 1)) (3.55)
Thus, we conclude the expressions for single attribute case for both surprise scores. We
now have all the expressions required for algorithms 3.1 and 3.2 for single attribute case
given a specific attribute distribution and surprise score
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3.9 COMBINING MULTIPLE ATTRIBUTES
We now consider attributed network with multiple attributes. We assume the attributes
to be independent. Let D be the dimension of node attribute, i.e., dim(Av) = D = Dcat +
Ddisc ∀v ∈ V , where D = Dcat represents the number of categorical attributes and D = Ddisc
represents the number of discrete attributes.
3.9.1 KL divergence score
Let’s calculate the KL divergence between two arbitrary multivariate probability distribu-
tion p and q first, where each dimension is independent (i.e. a diagonal co-variance matrix).
Let, the dimension of p be N .
DKL(p, q) =
∫







dx1)dx2) · · · dxN (3.56)
Since, we are assuming each dimension to be independent,
DKL(p, q) =
∫




p(xN) · · · p(x2)p(x1) log
p(x)
q(x)































































· · · dxN
= DKL(p1, q1) +
∫
xN




















Thus, we can compute the KL divergence of each attribute independently and simply add






where individual terms of the sum DKL(Pt−1,d, Pt,d) are calculated by the equations 3.17 and
3.36 for categorical and discrete attributes respectively.
3.9.2 Information content
Let’s calculate the information content for arbitrary node sets Y drawn from multivariate
distribution with parameter θ with posterior P , where each dimension is independent (i.e.
























































(log (Pr(Ay, i|θ)) Pr(θ)dθ)
(3.59)
Thus, we can compute the information content of each attribute independently and simply











where individual terms of the sum
∫
θ∼Pt−1
log(Pr(AS(t)|θ))Pr(θ)dθ are calculated by the equa-
tions 3.29 and 3.47 for categorical and discrete attributes respectively.
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CHAPTER 4: DATASETS
In this chapter, we describe the datasets which we use in experiments in subsequent
chapters, we use datasets from different domain and of different sizes for our experiments.
We consider three datasets for our experiments: Facebook circles network [8], patent citation
network[9] and Enron email network [10]. We briefly describe each datasets briefly below.
4.1 FACEBOOK CIRCLES NETWORK
In this dataset, we look at friendship network among the users. Each user in the dataset is
a node and there exist an edge between two user nodes if and only if their exists a friendship
between the two users. The graph has 4039 nodes and 88234 edges. We consider 3 attributes
for each users: Gender (cardinality: 2), Education level (cardinality: 3), locale (cardinality:
10). Note that each attribute is categorical.
4.2 PATENTS CITATION NETWORK
In this dataset, we consider the US patents filed in 1963-1999. This dataset is largest
among the datasets considered for our experiments. Further, the attribute cardinalities
for categorical attributes in this dataset are larger compared to other datasets. There are
2745762 nodes and 13965410 edges in the graph. Each node in the network represents a
patent. There exists an edge between two nodes if and only if one of there exists a citation
between the two corresponding parents. Note that we are constructing an undirected graph
and thus direction of citation is irrelevant here. We use 4 categorical attributes: country
of origin (cardinality: 69), type of assignee (cardinality: 7), patent class (cardinality: 36)
and patent subcategory (cardinality: 58).; and use 3 discrete attributes: number of claims,
number of citations made, number of citations received for our experiments.
Note that the minimum value of number of claims, is 1, we thus actually use number of
claims -1 as an attribute since we are using Poisson for modelling discrete attribute and thus
the support should start from zero.
4.3 ENRON EMAIL NETWORK
In this dataset, we look at email network among different email-ids. Each email id in the
dataset is a node and there exist an edge between two email id nodes if and only if their
19
exists an email between between the two email ids. The graph has 36602 nodes and 183831
edges. We consider 6 discrete attributes for each users: The datasets are summarized in the









Education Type Categorical 3
Locale Categorical 10
Enron
AvgContentLength Discrete [0, 9296]
AvgRangeBetween2Mails Discrete [0, 10313]
AvgContentReplyCount Discrete [0, 19]
AvgNumberTo Discrete [0, 795]
AvgContentForwardingCount Discrete [0, 5]
AvgNumberCc Discrete [0, 457]
Patent
Country of origin Categorical 69
Assignee type Categorical 7
Patent class Categorical 36
Patent subcategory Categorical 58
Number of citations made Discrete [0, 770]
Number of citations received Discrete [0, 779]
Number of claims Discrete [1, 868]
Table 4.2: Attribute summary for the the datasets
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CHAPTER 5: EXPERIMENTAL SETUP
In this chapter,we discuss different tasks and evaluation metric. We also discuss different
sampling algorithms we compare our sampling algorithm to.
Before discussing specific tasks, we first lay out the general framework in our experiments
for testing samplers performance:
Step 1: The network is sampled upto a number of steps such that it samples a pre-specified
fraction of number of nodes in the graph. Multiple such samples are obtained, for our
experiments we obtain 200 samples for each sampling method. This step is completely
independent of downstream tasks. For our experiments, we start with a random seed of
nodes. This ensures that link-trace sampler is not stuck in a disconnected components
of graph. For this we sample the networks uniformly and start with 0.1% of nodes in
the network. Note that these starting seeds are generated for 200 times, one for each
run and they are kept same for all the samplers.
Step 2: For each samples, we train a model for the downstream task. The type of model we
train in this step would depend on the downstream task. We will discuss it in details
when we discuss specific downstream tasks. We train one model for every run, thus for
every task per dataset we would have to train 200 models for every sampling algorithm.
Step 3: Finally, using the model we use from previous step, we evaluate the model on the
complete graph based on task specific metric. We would discuss the task specific metric
in details later in this chapter. The results are then summarised by some aggregate
measure on performance for all the samples, usual this is just a simple average of the
performance over the number of samples.
We will discuss more about other link trace samplers used in our experiments later in
this chapter. Additionally, we also sample the network using uniform sampling for our
experiments. Although uniform sampling is not a link trace sampler, we include it in our
experiments for a reference in comparison.
5.1 TASKS
We perform 3 types of tasks in our experiments: Classification, Clustering and Regression.
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5.1.1 Classification
There are two classification tasks included in our experiments:
• Gender classification in Facebook dataset where We use all the other available node
attributes as feature vectors.
• Country of origin in Patent dataset. We use six other attributes to classify country of
origin of a patent. Considering the heterogeneity of type of variables, we decided to
use Random Forest (ensemble of decision) trees for this task.
Since. we are interested in samplers performance on downstream tasks, the classification
model learning method is kept same across the samplers. We train the classifiers with same
hyper-parameter settings for different samplers. Note that the models learnt would still be
different for each samplers depending on sample quality.
5.1.2 Clustering
The clustering task is performed on all 3 datasets. We used Euclidean distance for mea-
suring distance in discrete attributes and Jaccard distance between categorical variables.
For Facebook and Enron dataset, we perform k-means clustering algorithm using all the at-
tributes. The Patent data is more challenging considering it has both discrete and categorical
attribute. For this we use k-mode clustering, which is an extension of k-means algorithm
for handling heterogeneous variable proposed in [11]. Note that we train a clustering model
for predetermined fixed number of clusters.
5.1.3 Regression
There is one regression task in our experiment: predicting number of claims of a patent
from other attributes. Similar to the classification problem in patent dataset, we again use
random forests considering the heterogeneity of data, the only difference being instead of a
classifier in leaves of decision tree, we now have regression model in leaves of decision trees.
5.2 EVALUATION METRIC
In this task we discuss evaluation metric for each of the 3 tasks in previous section.
• Weighted F1 score: We use this metric for classification tasks. Due to imbalanced
dataset, we use weighted F1 score instead of accuracy for evaluating the classifier’s
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performance. Recall that for a classification task, the F1 score for a class is computed
as
2 · precision · recall
precision + recall
(5.1)
we compute the weighted average of F1 score for all classes using number of instances
of labels as the weight.
• Cluster coverage: This metric is used to capture the efficiency of sampling algorithm
to discover diverse nodes quickly. The motivation is that a good sampling algorithm
will discover some nodes in every cluster as quickly as possible. Let, V denote the set
of nodes in the full attributed network let the graph be partitioned in N numbered
0, 1, · · ·N − 1. Let, the Cv denote cluster index of a node v ∈ V be , and V̂ denote the







Note that for above the cluster coverage increases even if we find a single node for a








• R2 score: R2 score or coefficient of determination is a standard metric for evaluating
regression models. Let yv be the ground truth value of the node v and ŷv be the













5.3 SAMPLING ALGORITHMS FOR EXPERIMENTS
For our experiments, we consider the following sampling algorithms:
• Random walk: This is a classic sampling algorithm. At every step of sampling, the next
node is picked uniform from the neighbor of current node. If that nice is previously
unvisited it is included in the sampled set.
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• Expansion Sampling: This is a link trace sampler where at every step the node in the
frontier set with most neighbors not in existing samples set is picked
• Uniform Sampling: This smaller simply pick the nodes uniformly at random from the
Winnie unsampled graph.
• BSI-I: We use 3.1 with KL divergence as surprise score for our experiments
• BSI-II: We use 3.2 with KL divergence as surprise score for our experiments
For our sampling algorithms 3.1 and 3.2, instead of giving number of steps as input, we give
the fraction of nodes to be sampled as input to the algorithm. The algorithm simply runs till
it has sampled sufficient number of nodes. Next we discuss the results from the experiments
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CHAPTER 6: RESULTS
In this chapter, we discuss the performance of different sampling algorithms in terms of
their performance on downstream tasks described in previous chapter.
6.1 CLASSIFICATION
Figure 6.1 and 6.2 shows the weighted F1 score for classifiers built on different sampling
algorithm. algorithm 3.1 gives a better performance for than other classifiers in both tasks
however the multi node variant algorithm 3.2 does not produce similar level of performance.
6.2 CLUSTER COVERAGE
Figure 6.3, 6.4 and 6.5 plots the performance of different sampling algorithms on all the
datasets. This is plotted at a fixed number of clusters 32. For Facebook dataset, the
performance of 3.1 is similar to that of uniform sampler, and is better than other link-trace
samplers. For the patents and Enron dataset, the samples drawn from algorithm 3.1 shows
better coverage. Note that the cluster coverage overall for all samplers is better in patents
and Enron dataset compared to Facebook dataset. One reason for this could be that we are
using a single sample threshold for declaring a cluster covered, due to the fact that patent
and Enron datasets have huge number of nodes and we start with uniform seeds of nodes in
the starting sampling step, the probability of discovering different clusters go up.
6.3 REGRESSION
Figure 6.6 shows the plot of R2 score for different sampling algorithms. The performance
of all the sampling algorithms are pretty much similar and no significant conclusion can be
drawn.
Overall we see that algorithm 3.1 either gives a similar or better performance than other
samplers. However, algorithm 3.2 under performs other samplers.
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Figure 6.1: Classifier performance for different samplers on Facebook dataset with 95%
confidence interval band
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Figure 6.2: Classifier performance for different samplers on Patent dataset with 95% confi-
dence interval band
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Figure 6.3: Clustering coverage for different samplers on Facebook dataset with 95% confi-
dence interval band
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Figure 6.4: Clustering coverage for different samplers on patents dataset with 95% confidence
interval band
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Figure 6.5: Clustering coverage for different samplers on Enron dataset with 95% confidence
interval band
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In this thesis, we discuss the problem of sampling attributed network. We discussed the
motivation and challenges involved in sampling a network. The existing sampling algorithms
are majorly structure preserving or task-driven. We focused on bridging that gap through
our sampling algorithms.
We then described the contribution of this work which is proposing a Bayesian attribute
aware sampling algorithm. We discussed different components of the algorithms and analysed
computation of each component. We looked at specific models for attribute distributions as
well as two surprise scores.
Through extensive experimentation on varying networks and varying downstream tasks we
demonstrate thew effectiveness of our sampling algorithm. The proposed sampling algorithm
is designed with the motivation of covering diverse set of nodes in less sampling steps making
it effective for different downstream tasks.
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CHAPTER 8: FUTURE WORK
In this, we we limited ourselves to certain attribute models and surprise functions. For
future work, different surprise functions and different attribute models can be explored. For
discrete data, we used a unimodal distribution which is not suitable for all datasets. The
new attribute models and prior should be selected such that it’s posterior distribution can
be computed easily and without much computational expense since it would be repeated
throughout the sampling steps. Alternately, one can come up with Monte Carlo like simu-
lation schemes for approximate and quick computation of posterior for distributions when
analytical expressions are not feasible. A fast empirical way of estimating posterior would
give us more liberty in selecting model for attributes.
Another major line of work could be to explore dependency between attributes. In this
work, we assumed independent attributes, i.e., attributes with diagonal co-variance matrix.
However, in real world those assumptions hardly hold true. One approach to tackle this
could be to first transform the variables into another space where they are independent,
however it requires a huge amount of offline data before the sampling step and also difficult
to per from for heterogeneous types of attributes. Perhaps, an online way to estimate co
variance matrix and taking it into account during online computation of posterior during
sampling could overcome these challenges.
In the discussion in this thesis, we work under an an assumption that we are able to sample
attributes of nodes without any error. In real world, that won’t necessarily be the case. For
example, users in Facebook may have wrong attribute on their profile, this can be intentional
(for preserving privacy) or unintentional (inactive or not recently updated profile). Another
way in which error could appear in attribute is if certain attributes were obtained by a ML
method for example an ML algorithm to tag node with certain attributes. In such case, the
node attribute is reliable only to the point of the model accuracy. A future work could be
to come up with models to incorporate such errors and examine the sensitivity of sampling
algorithm with respect to such errors.
The work in [12] explores certain ways to speed up computation by carefully designing
the surprise function so that it follows certain properties which could enable us to design
faster algorithms. Another way could be a lazy posterior update, where instead of updating
posterior at every sample step, we either sample it at after every pre-determined fixed number
of steps or adopting the posterior update rate based on certain condition, for example if there
is a metric indicating that posterior has changed to a certain point that it should be updated.
For this to be feasible obviously the metric computation itself should be significantly faster
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than the actual posterior computation.
Finally, we focused our work on using attributes in our sampling algorithms rather than
graph structures. There exists a large body of work on effective methods of sampling a
network which exploits the structure of the graph, and also certain methods which use
both attributes and structure. A future line of work could be exploring effective ways to
combine the proposed sampling algorithms to the such samplers to improve performance on
downstream tasks. An example of this could be to compute node2vec[13] embedding from
samples obtained by attribute aware sampling algorithms.
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