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Abstract
In an attempt to model a recent set of experiments
by Sknre and Krogstad dealing with equilibrium bound-
ary layers near separation, it became clear that the tradi-
tional k-co model was unable to reproduce the data.
Careful investigation of the data suggested that the dif-
fusion term in the k - equation behaves differently in the
presence and absence of unfavorable pressure gradients.
This led to the conclusion that an important diffusion
mechanism was missing from the k - equation and a new
diffusion model was proposed. The results of the new
theory indicate marked improvement when compared
with the data for strong adverse pressure gradient flows.
Moreover, the new theory reproduces Strafford's limit
of velocity in a region of vanishing shear sn'ess. How-
ever, because subsonic and supersonic boundary layers
act differently in the presence of an adverse pressure
gradient, no adjustments in the diffusion term is recom-
mended for supersonic flows in the presence of mild
adverse pressure gradients.
It is a known fact that traditional turbulence models
are somewhat inadequate when it comes to predicting
flows with an adverse pressure gradient I. This is a result
of prevailing modeling practices. Whether we deal with
one-equation, two-equation, or a su'ess model, current
modeling does not address situations where adverse
pressure gradients play a role. Thus, we use results from
the decay of homogeneous turbulence, the log-law
region, and asymptotic expansions along turbolent-non-
turbulent boundaries to determine model constants 1.
There is no reason to expect that such practices will pro-
duce turbulence models that are valid in the presence of
unfavorable pressure gradients.
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The situation has changed recently with the avail-
ability of well documented incompressible experiments
describing equilibrium boundary layers near
separation 2"3. As is shown in Ref. 3, the diffusion term
in the k - equation behaves differently in the presence
and absence of pressure gradients. This led us to the
conclusion that an important diffusion mechanism is
missing from the k - equation.
The objective of this investigation is to show that
there is indeed a missing term resulting from the tradi-
tional neglect of the term _ , where p'and u[are
the pressure and velocity fluctuations. Moreover, it
results in improved agreement between theory and
experiment for low speed flows.
However, subsonic and supersonic boundary layers
are known 4 to behave differently in the presence of
adverse pressure gradients. As a result, a modification
like the one suggested here is not expected to apply for
all Mach numbers. It has been suggested that compt_-
sion associated with an adverse pressure gradi_ is
associated with an increase in skin friction and a
decrease in boundary layer thickness at supenmnic
speeds. This would suggest that some modification of
the proposed turbulence model is required. While exam-
ining the experiment of Fernando and Stairs 5, we dis-
covered that a traditional k-co model was quite
satisfactory. As a result, it is concluded that adjustment
in the diffusion term is only required for subsonic flows.
The application of an adverse pressure gradient on a
wall bounded flow promotes separation of the boundary
layer. Thus, we use the theoretical behavior of turbulent
boundary layers near separation to investigate current
modeling practice.
The only term that requires modeling in the k -
equation is the diffusion term 1. Traditionally, it is mod-
eled as
1 ' ' ' = -_tO "*_k
_puiuiu j + p'u/ ' Oxj (D
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wherei3is thedensity,k is the turbulent kinetic energy,
I-t is the turbulent viscosity, and c" is a model constant.
The applicability of this model near separation is
evaluated for an incompressible flow. In the near wail
region, the Wilcox k-co model reduces to
c3P Oz
o = -_+_- (2)
ox oy
r at1 (au): 13,coio = ÷v,t _ (3)
a F am-1 (av_ 2 _ 2
(4)
where the turbulent viscosity is defined as
k
v, = -, (5)0}
P is the pressure, x is the shear stress, k is the turbulent
kinetic energy, and co is the specific dissipation rate. The
values of the model constants are
5 3 13" 9
a = ,_, 13= _, = y-_ (6)
1 1
o" = 5., a= 5. (7)
Integration of Eq. (2) gives
aP au
z = ,_,,+y_ = _t,_ (8)
where "c,, is the wall shear stress. In regions where
"¢w_ O, Stratford 6 showed that U has the form
u = 2 (J-P_)/go' P' = la._.epi_x (9)
where K o is typically a constant of about 0.5. Equation
(9) was later confirmed by Townsend 7 using the data of
Sehubauer and Klebanof-f 8.
The velocity gradient given by Eq. (9) is
I
ay (10)
Applying Eqs. (9) and (10) to Eq. (8) in the limit of van-
ishing shear stress yields
1 3
v, = Kop'2y 2 (II)
When Eqs. (9), (I0), and (11) are substituted into
Eqs. (3) and (4), the system yields two equations in two
unknowns. Solution of these equations reveals the
asymptotic behavior in the region near separation. The
general procedure entails setting
k = Ay m , to = By n (12)
where A and B are functions of P'. Eq. (3) becomes
1 1 3 1( )0 = m m+_ AO*Kop'2y +KI.- y (13)
-_*A By m+"
If Eq. (13) is independent of y, then
! !
m 2 = 2 = m+n (14)
resulting in
i
m = I, n =-_. (IS)
Thus, E qs.(5),(ll),(12),and (15) give
I
A_ = Koe,_ (16)
B
Substituting above into Eq. (4) yields
o + ore _ _s___= o (17)
_y y
which simplifies to
I I
I fa_ _ _.
s : r (18)
which gives
I
A: (19)
When Eqs. (15), (18), and (19) are applied to Eq. (13),
one finds
2
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13((x_2 , ! c_*
=0 (20)
Noting that
(21)
from the values of the constants, Eq. (20) reduces to
I
3((x)2 ,. 1
o Ko : o (22)
In view of Eq. (13), the above result is a contradiction.
This shows that the current modeling of diffusion is
inadequate in a region near separation.
To remedy the above situation, we supplement dif-
fusion with an additional term. The proposed modeling
of the diffusion term is
Ipui'u,'u' +p'u' = " ro*Ok "booP] (23)
where
xt/+2 ---r--,
bo = "_ 3 5i]' "¢tj = -PUt uj (24)
and _ is a model constant. This model constant is
determined from the same analysis performed above.
Using the standard k - ¢o notation, it can be shown that
a_: --0"* 2 _=-6.03
o
(25)
for K o = 0.51. The value ofK o was found b_' Townsend 7
based on the data of Schubauer and Klebanoff 8. Note
that o; is negative, so the new term is a negative diffu-
sion term in the near wall region for an adverse pressure
gradient. It should be pointed out that the Stratford limit
is valid in the near-wall region where xw --, 0. The flow
under consideration is attached. Thus the value pre-
sented in Eq. (25) is to be treated as a crude estimate of
if;. After computations were made for a strong adverse
pressure gradient flow, we set _; = -5.13 to best match
the experiment.
It should be noted that Saffman 9 attempted to repro-
duce the above limit using his k - co2 model. He found
that in order for his model to reproduce Eq. (9), the vari-
ous flow parameters must take on imaginary values. The
same can be shown for the k - t_model.
Results and Discussioq
A boundary layer code 1° is employed in carrying
out the computations. A standard k - co model and a
modified k - _ model were implemented. A k - co model
and not a k - E was selected because it has been foulld 11
that a k - co model performs better in the presence of
adverse pressure gradients. Detailed data on the condi-
tions of Ref. 2 and Ref. 5 were used to test the turbu-
lence models. These experiments will be denoted
Experiment (1) and Experiment (2), respectively.
F.dmr.dmr,nLO_
Experiment (1) reports an equilibrium boundary
layer in a strong adverse pressure gradient flow at a
Reynolds number per length of approximately 1.2 mil-
lion. An equilibrium flow exhibits similarity in the outer
region of the boundary layer 7. The equilibrium region is
maintained between xc : 4 m and x c = 5 m. Figure 1
plots the pressure coefficient distribution for this case.
The strength of the pressure gradient is measured by the
nondimensional pressure gradient parameter
S*aP
[_r = x-_a-_ (26)
where _* is the displacement thickness. An average
value of [3r = 20 was maintained in the equilibrium
region.
A zero pressure gradient fiat plate boundary layer is
used to match Reo, the momentum thickness Reynolds
number, in the test section. Figure 2 plots the computed
and experimental Reynolds numbers based on the length
scales. Good agreement is maintained with the integral
length scales.
In order to mimic the conditions stipulated by Strat-
ford, the added diffusion term was implemented in the
boundary layer code as
ZH(z) (27)
where
(28)
H(Z) is the Heaviside function, i.e. H(Z ) = 1 forg > 0
and zero otherwise.
Skin friction values are compared in Figure 3. Skin
friction is defined as
3
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"Up/
C_e- 1 2
_.p,U,
(29)
where ( )e denotes a quantity based on boundary layer
edge values, k-o) results are about 50% larger than the
expected results. The new model matches the data quite
well with only a slight underprediction in the equilib-
rium pressure region of approximately 10%.
The mean velocity profiles are compared in Figures
4 and 5 with the law of the wall, where
// (YUO
U+= _, y+= (30)
u¢ V
where v denotes the kinematic viscosity and the friction
velocity is defined as
(31)
The data and the new model results match quite well,
whereas the k-co model underpredicts the profiles. The
log law maintains its validity in adverse pressure gradi-
ent flows for a range ofy +. The pressure gradient affects
the point of departure from the log law.
Figure 6 plots the shear stress in the boundary layer
at all six measurement stations. The peak of the shear
stress is at approximately y/8 = 0.5. In a zero pressure
gradient flow, the maximum shear stress is at the wall.
Similar behavior was found in other adverse pressure
gradient flow cases. 5,8,12 The modified k-co results
match the data quite well for y/8 < 0.5 and only
slightly overpredicts the outer region. Both methods find
the correct location of the peak, but the magnitude is
consistently underpredicted by the k-co model.
Based on these results, we notice that x,_, as deter-
mined by the original k-co model, is gready over-esti-
mated in regions of strong adverse pressure gradients. In
such regions, the velocity distribution described by
Stratford for vanishing shear stress adequately describes
the near wall behavior and thus matches the skin fric-
tion.
Experiment (2) consists of data from an adverse
pressure gradient, supersonic turbulent flow on a flat
plate. At the start of the test section, the reference Mach
number is M,e / = 2.92. A fit of the wall pressure is
shown in Figure 7. The maximum 13T = 5.8 in this pres-
sure field, much lower than the values found in Experi-
ment (1). As before, a zero pressure gradient flat plate
boundary layer is used to match the initial conditions.
Emphasis was placed on matching Res, at the start of
the of the pressure gradient. The error for Res, , Res,
and Re o are 0%, 2%, and 17% at the start of the test
section.
The skin friction predictions from both models are
compared to the data in Figure 8. The skin friction is
defined here as
_W
Cf're! - I 2
,erU,e/
(32)
where ( )re/denotes the reference values at x c = i. The
wall shear stress is determined by the authors based on
the Bradshaw and Unsworth 13 calibration of a Preston
probe, and also by solving for the friction velocity based
on either a Van Driest 14 or a Carvin et aL 15 velocity
transformation. The three methods agree within 6% of
each other. The k-co model outperforms the new model
and matches the data well. The new model underpre-
diets the skin friction by almost 22%.
The typical mean velocity profile is plotted in Fig-
ure 9. The k-co model matches the profile in the near
wall region better than the present model. However, in
the outer region, both methods under-predict the slope
for the velocity rise. The mean density profile is com-
pared with the theory in Figure 10 for the same location.
Both models overestimate the density increase in the
near wall region and the final density value at the edge
of the boundary layer.
Figure 11 displays the calculated and experimental
shear stress for two locations. A dramatic difference
between the two models is seen at x c = 1.254. The stan-
dard k-Co model follows the data trend in the outer
region well, but overshoots the data peak by approxi-
mately 18%, which is within -5% to 30% uncertainty
associated with these data. Also note that for y/8 < 0.5,
the data is considered problematic. The current model
misses the proper trend from the wall out to y/8 = 0.7
with a -12% difference in the peak value.
The final profile point at x c = 1.381 shows better
agreement between the new model and the data in the
outer region, but once again the trend of the data is not
well followed. The k-co model performs better than the
other model in locating the position of the maximum
shear stress. The error bounds mentioned for the previ-
ous profile point apply here as well. Thus, the k-c0 model
prediction falls relatively close to the experiment.
These results find the k-o) model superior to the
new formulation at supersonic speeds, as well as to the
k-e model applied to this same data by Becht and
Knight 16.
The inability of the present model to predict super-
4
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sonic boundarylayer behavioris expected,since
adversepressure gradients affect subsonic and super-
sonic boundary layers differently. Although the k-_
model performed well for Experiment (2), it is well
known that none of the existing models perform well in
regions of shock induced separation. As a result, a dif-
ferent diffusion model is necessary, to improve existing
predictions. This will require additional well docu-
mented experiments.
Concludin_ Remarks
The major contribution of the present work lies in
the fact that it identifies inadequate diffusion modeling
as the cause for the inability to model separated flows or
flows on the verge of separation. The results suggest that
a new diffusion mechanism needs to be introduced in
the k - equation in order to explain observed behavior of
turbulent flows in the presence of strong adverse pres-
sure gradients at low speeds. The current modification
of the k-o) model with an additional diffusion term based
on the pressure gradient showed good agreement with a
strong adverse pressure gradient in an incompressible
flow. However, because subsonic and supersonic bound-
ary layers behave differently in the presence of adverse
pressure gradients, a more complete diffusion model is
needed. This will require additional measurements and
additional modeling.
Aeknowledt, rnent_
The authors would like to express their sincere
appreciation to Prof. Per-Age Krogstad for providing us
with his digitized data and a copy of Dr. Per Egil Skate's
Ph.D. dissertation. Computer resources were provided
by the North Carolina Supercomputing Center.
Ittttmnma
1. Wilcox, D. C., Turbulence Modeling in CFD,
Dew Industries, Inc., La Canada, CA, 1993.
2. Skate, P. E. and Krogstad, P. A., "A Turbulent
Equilibrium Boundary Layer Near Separation",
Journal of Fluid Mechanics, Voi. 272, August
1994, pp. 319-348.
3. Krogstad, P. A. and Skate, P. E., "Influence of a
Strong Adverse Pressure Gradient on the Turbu-
lent Structure in a Boundary Layer", Physics of
Fluids, Vol. 7, no. 8, August 1995, pp. 2014-2024.
4. Bradshaw, p., "The Effect of Mean Compression
or D.ilatation on the Turbulence Structure of Super-
some Boundary Layers", Journal of Fluid
Mechanics, Voi. 63, part 3, April 1974, pp. 449-
464.
5. Fernando, E. M. and Smits, A. J., "A Supersonic
Turbulent Boundary Layer in an Adverse Pressure
Gradient", Journal of Fluid Mechanics, Vol. 211,
1990, pp. 285-307.
6. Stratford, B. S., '.The Prediction of Separation of
Turbulent Boundary Layers", Journal of Fluid
Mechanics, Voi. 5, part 1, 1959, pp. 1-16.
7. Townsend, A. A., "Equilibrium Layers and Wall
Turbulence", Journal of Fluid Mechanics, Voi. 11,
part 1, August 1961, pp. 97-120.
8. Sehubauer, G. B. and Klebanoff, P. S., "Investiga-
tion of Separation of the Turbulent Boundary
Layer", NACA Repotx 1030, 1951
9. Saffinan, P. G., "A Model for Inhomogeneous Tur-
bulent Flow", Proceedings of the Royal Society of
London, Vol. A317, 1970, pp. 417-433.
10. Harris, J. E. and Blanchard, D. K.. "Computer Pro-
gram for Solving Laminar, Transitional, or Turbu-
lent Compressible Boundary Layer Equations for
Two-Dimensional and Axisymmetric Flow",
NASA TM 83207, February 1982.
11. Huang, P. G. and Bradshaw, P., "Law of the Wall
for Turbulent Flows in Pressure Gradients", A/AA
Journal, Vol. 33, no. 4, March 1995, pp. 624-632.
12. Bradshaw, P., "The Turbulence Structure of Equi-
librium Boundary Layers", Journal of Fluid
Mechanics, Voi. 29, part 4, September 1967, pp.
625-645.
13. Brudshaw, P. and Unsworth, K., Comment on
"Evaluation of Preston Tube Calibration Equations
in Supersonic Flow", A/AA Journal Vol. 12, 1974,
pp. 1293-1295.
14. Van Driest, E., "Turbulent Boundary Layer in
Compressible Fluids", Journal of Aerospace Sci-
ence, Vol. 18, 1951, pp. 145-160.
15. Carvin, C., Debieve, 1., and Smits, A., 'Whe Near
Wall Temperature Profile of Turbulent Boundary
Layers", AIAA Paper 88-0136, 1988.
16. Becht. R. and Knight. D., "A Simple Low Rey-
nolds Number Modification for the Compressible
k-t Model Part I. Boundary Layer Flows", A/AA
Paper 95-2218, 1995.
5
American Institute of Aeronautics and Astronautics
£igar 
Cp
o.i i
O.l
0.4
0.1
0.0
-0.I
-- Curve fit
•0.4.
'" .... '' ' ' ..... • ' • : ...... +
o 1 2 3 4 $ u
X, (In)
Figure 1. Pressure distribution and curve fit for Experi-
ment (I).
O.OOm
o Dim
o
o
o
o o
... Oooo o
..................................... 0..._..
I +
4 $
x, (m)
Figure 3. Comparison of skin friction for
Experiment (I).
3.SOIl
Re z_
tJoll
l_Oll
8+o014
o+oolo,
o Data o
o
....... pmunt o_
o
Ro!
+... o+. Re+.
.. +o... +o..+ _. °..o- ....
.... o ...
i , ,
• s
x+(m)
Figure 2. Comparison of length scale Reynolds num-
for Experiment (!).
41OI
i
IO
°-!
10
o
0 DIll4.0 m
• 01114.1 m
:-'-=-- /i-
_..... _-"
10' i0 _ 10+ 10"
y"
Figure 4. Comparison between k-o model and data of
the mean velocity profiles for Experiment (1).
10+ ..... 1O'
• DIll 4.41m £
• Oll41J Ill
•_. ==:__ #
- .+m,.,. +
y'
Figure S. Comparison between present model and data
of the mean velocity profiles for Experiment (1)
6
American Institute of Aeronautics and Astronautics
+1
;0
oO
0.
ooO.O#'+ o+;.
o," o "_
oO, '
e°,/' o',, X=. 4.0 m
/
011 T O - I J
|
0
O0
.°-.0,% oo ,,
oo_" o
o '_
o"
o. o '_
o/ o ',
' I'.0"
° Em
_ k-_
.......... premnt
x, • 4.6 m
+ -- , ,
IJI
II
-u_su:
¢Ul
.--.
o,clp° o "_
• +s
¢II sJl
x.=4.2 m
0.'-''.
II o/00 0 o o ",,
o" o ",, X.= 4.8 m
MI U t4 +A
_s °ebb° o ',
oq"
-__/uf, o, ° o,,
+0 o,"
_// ,
x. • 4.4 m ,o
.-*.
qooe "o 0 o 0 "-"
oo o o"_
o, o+
o'
o,l l.ll - -
y/+
x,m +.0 m
, I
iJI
Fllplre 6. Comparisonof shear stressprofiles for Experiment (l).
7
American Institute of Aeronautics and Astronautics
OJ$
0.10
o Data
Curve fit
0.08 - " i I. , , , , j , , , , I , , , ; ,I+0 1 I 12 L] 14
X=(m)
Figure 7. Pressure distribution and curve fit for Experi-
ment (2).
plp_
17
13
14
1..1
_., _ oo ....... pnl_nt
.'o o,o °
,o _
OJ
0/I
0.1 .... , .... , i , , I , , , + . . . + . .
0 n OJ O4 O4 O_ 10
y_
Figure 10. Comparison of mean density profile at xc =
1.254 m for Experiment (2).
2._U41.
IIG.a
i Pmlllm m ikmlmlw A Ulmlorm
o CS-,1-*m ¢l_ln I i_
¢llllmt liSmI. Vim Ditto
_ II-ii
....... m
tJ 1.1 12 1.3 1.4
x_lm)
Figure 8. Comparison of skin friction values for Experi-
ment (2).
OJl
0.11,
0.4
0.3
0.,I
O.t
^....-,--.-
o Dill
-- k-_
....... pm_nt
O+ 10 I+S
y/+
Figure 9. Comparison of mean velocity profile at xc =
1.254 m for Experiment (2).
llm.O
1.141
like
'"i °`0++++..........o "''-. o
X,. 1.254m
o o _o
oo
• i tll
i ,
+JS.4
Ooo°o
o
._o
"_ / _''"'.._ x,. 1.381m
o .oo_oo° , "°"°'e'6,
0",
Ooo .
n
Figure 11. Comparison of shear stress profiles for
Experiment (2).
8
American Institute of Aeronautics and Astronautics

AIAA 96-2039
A k- _ (Enstrophy) Com.pressible
Turbulence Model for Mixing Layers
and Wall Bounded Flows
G. A. Alexopoulos
North Carolina State University
Raleigh, NC
H A Hassan
Nortl_Carolina State University
Raleigh, NC
27th AIAA Fluid Dynamics Conference
June 17-20, 1996/ New Orleans, LA
For permission to copy or republish, contact the American Institute of Aeronautics and Astronautics
370 UEnfant Promenade, S.W., Washington, D.C. 20024
A k - ( (ENSTROPHY) COMPRESSIBLE TURBULENCE MODEL
FOR MIXING LAYERS AND WALL BOUNDED FLOWS
G. A. Alexopoulos *, and H. A. Hassan t
North Carolina State University, Raleigh, North Carolina 27695-7910
Abstract
A compressible turbulence model based on the k -
(enstrophy) model of Robinson et al. is developed to cal-
culate free shear and wall bounded flows. The model is
validated by comparing to the mixing layer data compiled
by Settles and Dodson. It is shown that it reproduces
measured similarity profiles of velocity, turbulent kinetic
energy and shear stress. Moreover, its predictions are su-
perior to the k - e model with traditional compressibility
corrections. Furthermore, the model predicts skin fric-
tion, heat transfer rates and law of the wall profiles with
good accuracy for a variety of wall bounded flow cases.
Introduction
Currently, the two most used two-equation turbulence
models are the k - e and the k - w models. Both of these
models are not successful in predicting free shear flows
and wall bounded flows with the same set of model con-
stants and boundary conditions 1. Part of the difficulty is
a result of the fact that such models were originally de-
rived for flows characterized by high turbulent Reynolds
numbers. Although no adjustments are made in the tradi-
tional k - w model at low turbulent Reynolds numbers 1,
the adjustments made in the k - e models are usually
guided by asymptotic expansions and not by the exact
form of the e-equation. Because of this, it is believed that
available low turbulent Reynolds number corrections em-
ployed in the k - e model are not consistent with the exact
e-equation and thus lack the correct physics.
The above considerations were the basis of a new two-
equation k - _ (enstrophy) turbulence model developed
by Robinson et al. 2 for incompressible flows. Instead
of modeling the exact equation for dissipation, attention
was focused on modeling the exact equation for the vari-
ance of vorticity, or enstrophy. Thus terms that depend
on the mean flow, which are negligible at high turbulent
Reynolds numbers but not a low turbulent Reynolds num-
bers, were retained and modeled. It is shown in Ref. [2]
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that the k - ff model reproduces all available measure-
ments of growth rates and turbulent shear stress distri-
butions for a variety of free shear layers using the same
set of model constants.
The objective of this work is to extended the k - _ model
of Robinson et ai. 2 to compressible turbulent flows. The
success of the k - _" for reproducing a variety of incom-
pressible flows should provide a good basis for the cur-
rent model. As in the incompressible model, the current
model will be based on the exact compressible equations
to ensure that the correct physics is incorporated.
Compressible flows require for their description a ve-
locity field and two thermodynamic variables such as the
density and temperature. Because of this, the fluctua-
tions of these thermodynamic variables are as important
as those of the velocity in determining the resulting tur-
bulent flow. As a result, traditional two-equation and
stress models a have proven to be inadequate in describ-
ing such flows. Therefore, it appears that an appropriate
compressible turbulent flow model of the "two-equation"
variety, should include six equations that describe vari-
ances of velocity, density and temperature and their re-
spective dissipation rates.
A simplification of the above approach can be achieved
by invoking Morkovin's hypothesis 4. According to this
hypothesis, the pressure and total temperature fluctua-
tions are small for non-hypersonic compressible boundary
layers with conventional rates of heat transfer, i.e.
p'
F<<I, _oo<<1 (I)
As a result,
p_,,, T'
p - T _- (7- 1)M2Uu (2)
[n the above equation, p', To,p', T' and u' are the fluc-
tuating pressure, total temperature, density, temperature
and velocity. Also M is the Mach number and 7 is the
ratio of specific heats. The remaining variables represent
mean properties. Based on Eqn. (2), equations governing
variances of turbulent quantities can be taken as the equa-
tion for the turbulent kinetic energy. However, equations
governing the dissipation rates of the resulting variances
may not be the same.
The approach employed in developing a k - _ compress-
ible model is to use the guidelines set in Ref. [2] to model
theadditionalterms.Thus,for lowMachnumbersthe
newmodelreducesto thatof Ref. [2]. It should be noted
that existing k - e models assume the effects of compress-
ibility to be limited to the k-equation. This is not the
case because the exact compressible c-equation is differ-
ent from that for incompressible flows.
Governing Equations
The mean-flow equations governing the conservation of
mass, momentum and energy can be found in Ref. [1].
The compressible turbulent kinetic energy equation 1
(Favre-averaged) and enstrophy equation can be written
as
Dk
p_--_- = vii
"-'rrOP , Ou'{
- u, + p -gg,
D(: [, , ,- ,,,
p--_ = 2p LCOi_'2jSij '_- wisij_-_J t'-wi_jsiJ
0ill 0 ,, I ....
(3)
-1
- wiuj _ - uj --_xj(wi /2)j (4)
_ 0,o 0,oI
+ 0x 0x 
where
1 (OUi
OUk
_i ---- Eijk-_x j
i I
k : luiu i
# t
rij = --PUiU j
I
, OU k
wi : Cijk OXj
/z
p
2
t,j : p (2S, j - _6,jSmm)
Here c is the turbulence energy dissipation rate, /z is the
viscosity, f_i and w I are the mean and fluctuating vortic-
ity, tij and rij are the laminar and turbulent (Reynolds)
stress and eijk is the permutation tensor.
The incompressible terms of Eqns. (3) and (4) were
modeled in Ref. [2] with the remaining compressible terms
modeled in the Appendices A and B. Upon modeling,
Eqns. (3) and (4) take the form
P Dt
where
2
nj = l_t(2S d "_6_jS,nm) 2-- -- _6ijpk
k St
Rk -- -- ill = --
I_V/( ' p
with/_, being the eddy (turbulent) viscosity.
(6)
(7)
(8)
Results and Discussion
To validate the present model, comparisons were made
with various experimental measurements of compress-
ible mixing layers and wall bounded flows. The model
constants for the incompressible terms are tabulated in
Ref. [2] and these were unchanged. The new terms are
modeled in Appendices A and B. For the flows consid-
ered here, mixing layers and flat plates, only two terms
were found to be significant. The first term appears in
the k-equation (see Appendix A) and represents dilata-
tional dissipation. The second term is in the (-equation
(see Appendix B), w_s}jfli, which is a production term
resulting from dilatational effects. The remaining terms,
which may be important for other complex flows, are in-
cluded for completeness. The model constants for the new
compressible terms which were determined by numerical
optimization are
CI =0.6 , C(, = 1.35
The ability of the model to calculate compressible mix-
ing layers will be illustrated first. The two mixing layer
cases that were chosen survived the scrutiny of Settles and
Dodson"5.Thefirstsetisdueto SamimyandElliott6and
ElliottandSamimy7 while the second set is that of Goebel
and Dutton s. Settles and Dodson tabulate and plot (see
Table II and Fig. 1 of Ref. [5]) normalized mixing layer
growth rates versus convective Mach numbers. The data
is collected from various sources. As may be seen from
the data and figure, there is a great deal of scatter render-
ing such tabulations and plots meaningless. The reason
for the scatter can be traced to a lack of uniformity in
calculating and defining growth rates. For most of the
available data, the growth rate db/dx _ b/x, where b is
the width of the mixing layer. Moreover, there is a lack
of uniformity in defining the width of the mixing layer.
Because of this, judging the worth of a compressible tur-
bulence theory based on its prediction of growth rates is
somewhat misleading.
Rather than restrict our comparisons to growth rates,
we opted to compare the predictions of the theory with
the measured velocity, turbulent kinetic energy and tur-
bulent shear stress. Since the k - _ model performs bet-
ter than the k - w model for free shear flows 1, compar-
isons were made with a k - e model using the compress-
ibility correction model proposed by Wilcox I. It may
be recalled that this model incorporates the best feature
of both Sarkar et al. 9 and Zeman's 1° models. Table 1
summarizes the cases given in Ref. [5] and described in
Refs. [6]-[8].
Comparison of present theory with the k - e model and
experiment are shown in Figures 1 - 7. The computational
procedure is similar to that employed in Ref. [2]. Taking
compressibility into consideration, the similarity form of
the variables for mixing layers is
_f_z 
rl -- p,z
u) =
C_UtzK2(_)
E(,7)
,.(x, y) = ulu(.)
h(x,y) = hlH(rl)
i(x, y) =
N = Cu K-l!_lEC.)
where the symbols have the same meaning as in Ref. [2].
In presenting the data, we followed the suggestion of
Ref. [6] and scaled y with 6_, the vorticity thickness, de-
fined as
AU
6w - AU = UI - Uo/ , _ (9)
where subscripts 1 and 2 represent the fast and slow
streams, respectively. Each figure consists of three plots
for normalized velocity, turbulent kinetic energy and tur-
bulent shear stress, r_y.
It is seen from the figures that the present theory is
in good agreement all cases of Refs. [6] and [7] and with
cases 2, 3 and 4 of Ref [8]. For these cases, the k - e model
shows poor agreement with experiment. The agreement
is not good with case 5 of Ref. [8], which is at the highest
stagnation temperature ratio and convective Mach num-
ber. The reasons for this are not clear at this time. Note
that this case is in good agreement with the k - e model.
Furthermore, applying the compressibility correction of
Wilcox to the k - ( model yields worse agreement with
experiment than the k - e with compressibility corrections.
To illustrate the ability of the model to compute more
complex flows, three wall bounded flow cases were cho-
sen and are summarized in Table 2. The first two cases
are adiabatic wall cases obtained from the compressible
turbulent boundary layer data compiled by Fernholz and
Finley 11. The first case is from from Shutts et al. 1_ at
Moo -- 2.24 in air while the second set of data is that of
Watson et al. 13 at Moo = 10.31 in helium. The third set
of data is a cold wall case at Moo = 8.18 in air extracted
from Kussoy and Horstman 14. These cases were a subject
of a previous investigation by Sommer et ai. 15
Calculation of the wall bounded flows was obtained us-
ing a marching boundary layer code, where the model
boundary conditions are koo = kw = Coo = 0 and
o°A-_[w= 0. The eddy viscosity is defined as
where
#, = Cufu_ , C, = 0.09 (10)
fu = min(f_, 1.0)
f; = l+ v/-_t ]tanh _ (11)
and
y+ yu_. _p=--, u_ = , Cu_ =0.5, Cu2 =29.5 (12)V
Comparisons of the k - ff model with the experiment
are shown in Figures 8 - 10. In presenting the results, we
followed the suggestions in the critical review of the data
by Fernholz and Finley Is. It was determined in the re-
view that certain differences were observed in the data
that were due to a sensitivity to the plotting method
rather that from an observed physical phenomenon. Fur-
thermore, it was suggested that a plot of T/T6 versus
U/U6 represents a valid comparison for temperature for
examining the Crocco - van Driest relation. The first two
experimental cases use the Croeco - van Driest relation
by assuming constant total enthalpy and pressure across
the boundary layer to determine the temperature profiles
from the measured velocity profiles. As a consequence,
the temperature data is not an independent measurement
for these two cases.
Each figure consists of a plot of temperature versus
velocity distribution and a law of the wall comparison
between the experiment and present theory. The calcu-
lations for each case were performed by matching the re-
spective experimental Reo, given in Table 2. It can be
seenfromFigures8 and9 that thek - ( model predicts
the experiment with good accuracy. However, there is
a slight discrepancy between theory and experiment for
the law of the wall distribution of Figure 9. It was de-
termined in Ref. [16] that this case may not have been
fully turbulent, which may explain the differences in the
law of the wall. The difference in measured C! (given in
Table 2) and theory for these two adiabatic wall cases is
0.1% and 1.5%, respectively.
In Ref. [14] the measurements of velocity and temper-
ature are obtained independently. Figure 10 represents
the cold wall case comparisons and is showing an excel-
lent agreement between experiment and present theory.
Further, the difference in measured C! and Ch for this
case is 5.6% and 8.6%, respectively, which is well within
experimental error.
Conclusions
Comparison between experiment and theory show good
agreement in the calculation of compressible mixing lay-
ers. Furthermore, the current k - _ was shown to be
generally superior to k - e model in predicting mixing
layer experiments. Finally, an examination of compress-
ible wall bounded flows show an excellent agreement in
the calculation of skin friction and heat transfer rates and
a good prediction of temperature profiles and law of the
wall distribution. Future work will involve further valida-
tion by implementing the model in a Navier-Stokes solver
and calculating more complex flows.
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Appendix B: Modeling of the
( Equation
Appendix A: Modeling of the
k Equation
The dissipation rate in Eqn. (3) is defined as
PWi w i -4-2pui.juj, i - -_pui,iui, i
0 ,,0u)
(A.1)
(A.2)
The second term in Eq. (A.2) can be written as
0 ,,Ouy]
(A.3)
and is normally neglected, consistent with the assump-
tions of homogeneous turbulence. In this work, the term
is included in the diffusion term.
The approach employed in modeling the various terms
follows closely that employed in Ref. [2]. Moreover, model
constants developed in Ref. [2] were unchanged in this
model.
The compressibility term in the k equation has gener-
ated a great deal of discussion lately and led to the devel-
opments of models by Sarkar et al. 9, Zeman l°, Wilcox 1
and Ristorcelli IT among others. None of these models
were adopted here because they do not blend smoothly
with the incompressible limit. Moreover, there is no rea-
son to assume that the time scale governing this term is
dependent on (. Instead the term
4 ,, 2
v-_p(ui,i) (A.4)
is modeled as
k
C, -- (A.5)
rp
where Ct is a model constant and rp is a time scale. Be-
cause the term under consideration is zero when the den-
sity is constant, rp is modeled as
(A.6)
1. w_s_j
The above first order tensor quantity has units of [_]
and is modeled as
, , ,Ou_ v_ (n.1)
where 1/rp was defined in Appendix A and _ = _ =
I_1.
'2 i
2. w i sjj
The above scalar quantity has units of [_] and is mod-
eled as
,2, _ .,2°uJ" = c_2 ( (n.2)
3. _ijkWi Oxm
i
The quantity tk,,, is defined as
, fo.;
(B.3)
where A = 2
- 5P" Thus,
t
Otk_
OXm
(O u; o,.}
0 Urn 0 uj
2 J 2 J
0 u_ 0 uj
=/_ 0--_ + (A + p) 0x}x I (B.6)
and
(B.7)
(B.8)
where 2rkj = Qjk_i. Using the gradient diffusion approx-
imation, the above terms can be modeled as
. a u k Pt b( (B.9)
2 '
, 0 uj _ (ut Op (B.10)
Hence, the term in question is modeled as
,Ot'km #t O( (ut ap (B.11)
, oA
4. £ijkOJ i Oxj
Since
, Op' . , Op'-
.. .__ _ --zrjk _i
e,s k_, Ozj Oxj
is a vector, it is modeled as
(B.12)
, bp' as Op
eiSkwi Ox i - rp bxk (B.13)
Table 1: Mixing Layer Experiments
Case
Samimy and Elliott- Case 1
Samimy and Elliott - Case 2
Elliott and Samimy- Case 3
Goebel and Dutton - Case 2
Goebel and Dutton - Case 3
Goebel and Dutton - Case 4
Goebel and Dutton - Case 5
U2/U1 p2/p_ To,/To_
0.36 0.64 1.00
0.25 0.58 1.00
0.25 0.37 1.00
0.57 1.55 1.96
0.18 0.57 1.00
0.16 0.60 1.24
0.16 1.14 2.25
, U¢ = (alU_.+a_.U1)/(al +a2)Me = (U1 - U¢)/al
To,, To, (K) MI, M2
276, 276
276, 276
276, 276
578, 295
285,285
360, 290
675, 300
1.80, 0.51
1.96, 0.37
3.03, 0.45
1.91, 1.36
1.96, 0.27
2.35, 0.30
2.27, 0.38
M_
0.51
0.64
0.86
0.46
0.69
0.86
0.99
Table 2: Wall Bounded Experiments
Case M_ Po_ (MPa)
Shutts et al. 2.24 0.2364
Watson et al. 10.31 7.5576
Kussoy and Horstman 8.18 6.0795
To_ (K)
339
300
1166
Re8
20797
15074
4600
T_/T_
1.0
1.0
0.3
Clxl0 -3
1.62
0.24
0.98
ChxlO -a
0
0
0.53
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Figure 1: Turbulence Model Comparisons with Experi- Figure 2: Turbulence Model Comparisons with Experi-
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Abstract
The two-equation turbulence model of Robinson et al.
isexamined fora varietyof wall bounded casesincluding
a boundary layersolutionof a flatplate and a Navier-
Stokes solution of airfoils.It isshown that traditional
methods of modeling turbulent diffusionare not appro-
priate for describingturbulent separated flows. A ten-
tativeproposal for modeling such flows ispresentedand
the predictionsofthe model are compared with measure-
ments for a difficultcase involvingan NACA 0012 airfoil.
The resultspresented here clearlyillustratethat a two-
equation turbulence model can be developed to describe
a varietyof flows,forwhich a two-equation model isap-
propriate,using the same set of model constants.
Introduction
Existing k-w and k-_ turbulence closure models are in-
capable of describing wall bounded and free shear flows
using the same set of model constants and boundary con-
ditions. It is generally agreed that the problem with ex-
isting models comes from the dissipation equation, e or _.
The reason for this can be traced to the fact that these
equations were developed for high turbulent Reynolds
numbers, Ret, but are being employed in situations where
Ret islow.
For most turbulent shear flows Re_ istypicallylarge
enough so that one can assume the smallscalesare nearly
independent ofthe largescalesand thus theirdissipation
rate isisotropic.Ifone makes thisisotropicassumption
then the terms in the exact dissipationequation which
depend on the mean flow can be neglected.However, for
most shear flows,the turbulent Reynolds number varies
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from very large values in the bulk of the flow to very small
values near walls and outside of the boundary layer.
For regions of low Ret, the small scales of turbulence
are weakly dependent on the large scales, and therefore,
on the mean flow. Because of this, terms appearing in
the exact dissipation equation which depend on the mean
flow cannot be neglected.
The above considerations were the basis of a new two-
equation model 1. Instead of modeling the exact equation
for dissipation, attention was focused on the enstrophy or
the variance of vorticity equation _. The model developed
in Ref. [1] was used to describe free shear layers (wakes,
jets, and mixing layers). The same set of model con-
stants was used in all calculations. Excellent predictions
of growth rates, shear stress, and velocity distributions
were obtained. The object of this work is to use the same
set of model constants developed in Ref. [1] to study wall
bounded flows. The implementation of the model will
proceed in a number of stages. In the first, the model
is implemented in a boundary layer code s and the re-
sults are illustrated by calculating a flow past a flat plate
and its wake. Second, the model is implemented in a
Navier-Stokes code 4 and the results are illustrated by
calculating attached flows past airfoils. In the third, at-
tention was devoted to separated flows past airfoils. It
was determined that traditional models of turbulent dif-
fusion are not adequate for calculating separated flows.
This resulted in the development of a tentative diffusion
model.
The model was validated by calculating flows past an
NACA 0012 at an angle of attack, a, of 2.26 deg and
a free stream Mach number, Moo, of 0.79. It may be
recalled s that existing two-equation models were unable
to predict the pressure distribution for this case; only the
Johnson and King model 6 performed well for this case.
The results presented are intended to demonstrate that
one set of model constants can be used to describe all
types of shear flows. Obviously, applications were limited
to those cases where a two-equation model is expected to
give good results.
Analysis
Assuming incompressible flow, the governing equations
are the Reynolds averaged continuity, momentum, turbu-
lent kinetic energy, and enstrophy. These equations can
be written as
OUi
o=---[= o (1)
DU_ 10P
Dt p Ozi -F _O (2vSij _ uiuj) (_)
where,
Dk ri= OU_
Dt p Oz,. vC
! !0 lYu_ O(ui_,. )
- Oz-'-_ + _ - v_k,,,p igzk
D( "--'-rOQi 0 Uj_i_ i
(3)
•ii = _ kÙ=_+ a=,] sq = _ \o=i+ _?=_Y
I t
k uiui _ = _ ';oio_ i
2
#
rq -- 1"-"--7" v = --
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p is the density, # is the viscosity, u[, u_, and p' are
the fluctuating velocity, vorticity, and pressure, and Ui
is the mean velocity. Equations 3 and 4 Were modeled
in Ref. [1] and the results can be written as
Po_ - n.a.---_-.c+_ +_ (6)
o¢ on,(., Fan, o. 13Dt - 0z_ _'. Lcgzy + 0zlJJ
Ozj Oat
0 rq
2 _4Cnifl_fl_
+ (o_aCbq +-_6qC) S q pkfl
+2#se._ (nL_ ( Ok 0¢)\ pk / E_ oT,. nj
-2_f2_fl_ + flrffl, fl.&..a-r , , (r)
where,
2 k #,
n_ = 2#,sq - _N_6q, _ = T-_' " = -- (8)P
with #, being the eddy viscosity. The model constants
are provided in Table 1.
Two departures from earlier modeling should be noted.
First, when testing the model in a Navier-Stokes code, it
was determined that the first term in equation 7 should
be replaced by
1 afli [O(vtf_,) (v,_) l
(9)
The original modeling was consistent with Taylor's vor-
ticity transport theory r. However, we encountered simi-
lar difficulties here. The above modification removes the
difficulty. It should be noted that, because of similarity
(4) considerations, the term under discussion did not con-
tribute to the similarity equations employed in Ref. [1].
Therefore, the above modification does not change any of
the model constants.
The second adjustment concerns the dissipation term
in the ff equation. The turbulent time scale _ can not
be less than Kolmogorov's time scale. To allo_w for this
result, the dissipation term now has the form
(5)
Rt + _ (10)
For the results presented here 6 = 0.1.
Results and Discussion
I. Attached Flows
For high turbulent Reynolds numbers, the eddy viscos-
ity is chosen as
c._ 2
u,- vC , Cu=O.09 (Ii)
For wall bounded flows the eddy viscosity and the tur-
bulent Reynolds number are both zero at the wall. Be-
cause of this, the above expression is traditionally multi-
plied by the function fu. There is no unanimity on the
form of fu in the near wall region s. More recent im-
plementations such as that of Speziale et al 9 employ a
function that depends on both Ret and y+ where
k _ yU_ _py+, = _ U, = (12)Re_ = v2 ( v '
2
whererw is the wall shearing stress. Because separation
may take place in the presence of adverse pressure gradi-
ents a different representation that does not require y+ is
employed. The resulting expression is given as
f. "- min(f_, 1.0), f_ ---- I -I- Re_ ) exp \ _)
where
Ctj , = 4.0 , C_, = 40.0 (14)
The boundary conditions for the two-equation model
are
and
kt# -- 0
3
=  (7uoo) 2
= o , o,.
0 (lOk_
where T is the turbulent intensity (_ 1%) and Coo is de-
termined by specifying a free stream ratio of _ Ioo along
with koo. The first boundary condition for (, amounts
to a simple extrapolation when a first order difference for
_ Iw is used. The second boundary condition for ( is ob-
tained by examining equation 6 in the near wall region.
This equation is then used to solve for ¢_, as follows. First,
we expand as a central difference
Ok [I 8k
--0y
3Ay
where '1' represents the first point off of the wall and 'w'
represents the wail. Since k ..- y2 near the wall, we have
Ok t_-- 0 (17)
Oy
and, therefore,
kl - k_ kl
3 (Ay) 2 3 (Ay) 2
Using thisboundary conditionfor_ forcesa k ~ y2 varia-
tion near the wall.Resultsfor both boundary conditions
are presented forcomparison.
There are a number of testsa turbulencemodel must
meet to be considereda successfulmodel. First,and fore-
most, itmust predictthe correctskin frictionand pres-
sure coefficientsand other near wall measurements s of
shearingstress,kineticenergy,and dissipation.Second, it
must predictthe correctgrowth rate,asymptotic shearing
stressdistribution,and velocityin the farwake. Finally,
itmust predict the correct'B' constant that appears in
the expiession for the velocity in the log- law region, and
the manner in which k varies with y in the near wall re-
gion [See Table 4.5 in Ref. [10]]. Recall that the correct
near wall variation of k can be enforced through the use
of the second boundary condition on ¢.
Figures 1- 3 show plots of k +, _+, and (-pu-'ff_ + vs.
y+ in the near wall region where
¢+ v2k+ : , = (19)
Also shown is the "average" of available data s together
with the experimental measurements. The predictions
compare well with the results summarized in Ref. [8] and
experiments. It appears from Figure 1 that the peak k +
is under predicted, nevertheless, it lies within the range
of available experimental data (k + _ 2.8 - 6.0). Figure 4
(15) compares the calculated skin friction coefficient with the
correlations of Cole and Schoenherr 11. Again good agree-
ment is indicated.
The constant 'B' in the log-law correlation
(16)
1,n +ig-k
= + B CA-/" (20)
istypically5. A plotof_hows that 'B'isnot
exactlyconstant,but rat'her,van'esslightlyfrom approx-
imately 4.4 to 5.2 over a y+ rangingfrom 50 to500.
The next set of figures compares calculated and mea-
sured wake data. Figures 5- 7 show a comparison of nu-
merical asymptotic, and experimental results for the de-
fect velocity at the centerline, tz, [Ue is the edge veloc-W.
ity, W, is the centerline defect velocity], wake half width,
b, m mom .,0,e i,,8o
shear stress, as a function of _ where 0 is the momentum
_J
thickness. The asymptotic solution is that of the far wake
with a constant eddy viscosity. The experimental results
are obtained from Pot 12 and Weygandt and Mehta ta
Again, good agreement is indicated.
Figures 8- 9 compare the defect velocity, W, and the
shear stress distributions across the wake. Here, also good
agreement with experiment 12, 14 is indicated.
The remaining figures show the Navier-Stokes (NS) so-
lution for a NACA 0012 airfoil. All of the NS solutions
(18) were run using a third order upwind biased Roe scheme.
Figure I0 shows the grid (301x101) which has an initial
normal spacing of 1.e-6C ' and an outer boundary of 15C.
Figures 11- 14 show the pressure and skin friction coeffi-
cients compared with the experimental data zs and with
the standard k-w model of Wilcox 10 The Wilcox model
was chosen because it is widely known that this model
gives good agreement with experiment for wall bounded
flows.
Figures 11- 12 correspond to a Mach number of 0.502
and an angle of attack of 2.06 deg. Once again, good
agreement for both Cp and C/e are shown. For this case,
the choice of boundary condition on ( affects the nu-
merical stability of the solution by reducing oscillations
3
aroundthe trailingedge. Exceptfor thissmallregion
aroundthetrailingedge,thechoiceofboundarycondition
hasverylittle effecton thesolution.This insensitivity
wasalsonotedwhenexaminingtheflat plateboundary
layersolution.Thereasonforthisinsensitivityisseenby
notingthat for a flat plate,thek-( model (with simple
extrapolation for (), produces a k ,-, y2 behavior near the
wall. Therefore, using the second boundary condition to
impose a y2 variation should have no effect.
The next case (Mach=0.80, a = 0.0) examines the be-
havior of the k-( turbulence model for a transonic airfoil.
From figure 14, it is noted that an extrapolation bound-
ary condition for ( causes a large spike in the skin friction.
This oscillation is eliminated by imposing the second bc
for (. Therefore, it appears that be2 is the appropriate
choice for a boundary condition for non-simple flow fields.
When using be2, good agreement with the k-ca model is
shown. This boundary conditionwas used in calculating
separated flows.
II. Separated Flows
It is a known fact that both k-w and k-e models are,
in general, unable to predict separated flows is In a
recent investigation, Rao and Has.san is showed that the
reason for this behavior is a result of inadequate modeling
of the diffusion term in the k-equation. There are two
ways of modifying the diffusion term: one by remodeling
it, which is the approach followed in Ref. [16]; the other
by adjusting the model 'constant' in the diffusion term.
Because subsonic and supersonic boundary layers behave
differently in the presence of adverse pressure gradients
it has not been possible to remodel the diffusion term
in such a way so as to accommodate both subsonic and
supersonic flows. As a result, the second approach, which
entails adjusting the model constant, was employed here.
The approach presented here is tentative because it
does not have the desired general form. It entails adjust-
ing _ in the turbulent kinetic energy equation by sub-
tracting from it a dimensionless pressure gradient param-
eter. A number of guidelines were set for selecting such a
parameter. It may be recalled that boundary layer theory
is rich with such parameters, unfortunately, most of them
are not convenient to compute in a Navier-Stokes solver.
Moreover, it is desirable to avoid quantities that require
a search in the flow field. Further, the new model should
be such that it has little or no effect on the attached flow
cases discussed above. Finally, the model must be able to
handle a dimcult separated flow situation like the NACA
0012 at c_ = 2.26 and Moo = 0.8.
In the proposed model, _ in the k-equation is replaced
by
1
-- - #t (21)
o- k
where
x OP 1
Z,= qoos ' qoo=  poou (22)
and
0 < _t < 1.4 (23)
It was necessary to limit _/t because the term has a
large spike around the shock. Note that when oP = 0,
the original model constants are recovered.
The above model was used to calculate the flow past an
NACA 0012 at a = 2.26 and Moo -- 0.79. The results are
shown in Figures 15 and 16, and compared with a calcu-
lation by Rumsey and Anderson lz using the Johnson and
King model, and a k-t# model. Figure 15 compares the
pressure distribution while Figure 16 compares the skin
friction. The present and Johnson and King give good
agreement with experiment, but the k-ca does not. Un-
fortunately, a lack of experimental data does not permit
a meaningful discussion of skin friction results.
Conclusions
From the resultsindicatedhere,ithas been shown that
the model developed inRef. [i]can be used forboth wall
bounded and freeshear flowsusing one setofmodel con-
stants.Ithas alsobeen shown that the model can be eas-
ilyincorporatedinto eithera boundary layeror Navier-
Stokes code. Finally,ithas been demonstrated that the
second boundary condition for enstrophy ismore accu-
rate for non-simple flow fields.We recognizethat, al-
though the tentativediffusionmodel presented here isa
good start,a more generalmodel isrequired.Moreover,
additionalvalidationswould be desirableespeciallyfor
separated flows.
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Table 1: Turbulence Model Closure Coefficients
Constant_
C_, 0.09
x 0.40
aa 0.35
_4 0.42
& 2.37
& 0.10
_7 0.75
Bs 2.30
_, 2.00
_-- 1.80
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Figure 1: Near Wall Behavior of Turbulent Kinetic Energy (Flat Plate)
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Figure 2: Near Wall Behavior of Enstrophy (Flat Plate)
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Figure 3: Near Wall Behavior of Reynolds Stress (Flat Plate)
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Figure 4: Skin Friction Coefficient (Flat Plate)
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Figure 6: Streamwise Variation of Wake Half Width
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Figure 7: Streamwise VariationofMaximum Shear Stress
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Figure 8: Wake Velocity-DefectProfiles
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Figure 9: Wake Shear Stress Profiles
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Figure 10: Partial View of C-mesh for NACA 0012 Airfoil
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Figure 11: Pressure Distribution for NACA 0012 Airfoil (M_ = .502. Re_ = 2.91e6, c_ = 2.06)
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Figure 12: Skin Friction Comparison for NACA 0012 Airfoil (Moo = .502, Reoo = 2.91e6, a = 2.06)
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Figure 13: Pressure Distribution for NACA 0012 Airfoil (Moo = 0.8, Reoo = 9.0e6, a = 0.0)
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Figure 14: Skin Friction Comparison for NACA 0012 Airfoil (Moo = 0.8, Reoo = 9.0e6, a = 0.0)
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Figure 15: Pressure Distribution for NACA 0012 Airfoil (Moo = 0.799, Reoo = 9.0e6, a = 2.26)
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Figure 16: Skin Friction Comparison for NACA 0012 Airfoil (Moo = 0.799, Reoo = 9.0e6, a = 2.26)
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