In an era of rapid global change, our ability to understand and predict Earth's natural systems is lagging behind our ability to monitor and measure changes in the biosphere. Bottlenecks in our ability to process information have reduced our capacity to fully exploit the growing volume and variety of data. Here, we take a critical look at the information infrastructure that connects modeling and measurement efforts, and propose a roadmap that accelerates production of new knowledge. We propose that community cyberinfrastructure tools can help mend the divisions between empirical research and modeling, and accelerate the pace of discovery. A new era of data-model integration requires investment in accessible, scalable, transparent tools that integrate the expertise of the whole community, not just a clique of 'modelers'. This roadmap focuses on five key opportunities for community tools: the underlying backbone to community cyberinfrastructure; data ingest; calibration of models to data; model-data benchmarking; and data assimilation and ecological forecasting. This community-driven approach is key to meeting the pressing needs of science and society in the 21 st century.
Introduction
In an era of rapid environmental change, the scientific community is deeply invested in understanding and predicting nature's dynamics (Eyring et al. 2016a; Dietze et al. 2018; Rineau et al., 2019) .
Thankfully, recent decades have seen an explosion of environmental data globally due to advancements in a diverse range of field, lab and genomic technologies; a growth in network observatory and citizen science; a diverse constellation of remote sensing platforms; and information technology (and changes in perceptions of data sharing) that are delivering these data to us faster than ever before (LaDeau et al. 2017; Bond-Lamberty, 2018; Farley et al., 2018; Exbrayat et al., 2019; Shiklomanov et al., 2019a; Schimel et al., 2019) . Process-based models play a critical role in translating data into mechanistic understanding of natural systems, as they provide us with the ability to synthesize knowledge about how the world works, reformulate that knowledge across organizational, spatial and temporal scales, and generate testable predictions from alternative hypotheses (Fisher et al., 2014; Medlyn et al., 2015; Norby et al., 2016; Rogers et al., 2017; Lovenduski and Bonan, 2017; Braghiere et al. 2019 ). Yet, having more data than ever before, we have not seen comparable progress in our capacity to forecast natural systems with our process-based models. For example, model projections out to the year 2100 do not agree on whether the land will be a carbon sink or source in response to climate change, and this has not changed despite years of apparent model improvement (Friedlingstein et al., 2006 (Friedlingstein et al., , 2014 Arora et al., 2019) . The goal of this paper is to better characterize the bottlenecks that have obstructed the rates at which new information has been translated into knowledge and then integrated into models, and to lay out a roadmap for how to overcome these bottlenecks.
A more predictive global change science needs to be based on models that can capture important processes rather than merely reproducing the data (Medlyn et al., 2015; Walker et al., 2018; Bonan and Doney, 2018) . Thus, modeling efforts should be geared towards generating hypotheses that are testable against data. Most of the modeling activities, though, are too limited in scope: conducted by a small subset of the research community ('modelers') using a small non-representative fraction of the data generated by the community (e.g. models are more likely to be constrained by standardized, high-volume high-level observational data than experimental manipulations or studies focused on lowlevel process details). As a result, most of the modeling activities end up comparing a single model (or sometimes a group of models) to an individual site or data type. This is in direct contrast with the incredibly diverse range of data generated by ecology as a discipline. More importantly, this approach frequently fails to actively engage the expertise in the non-modeler community, who are often better positioned to tell which observations can inform models and what processes are critical to capture.
Until modeling tools become more accessible, people generating the data will not be able to play a more active role in its ingest, interpretation, and hypothesis testing. This bottleneck not only impacts the pace and the quantity, but also the quality of the modeling efforts. The challenge of accessibility is further exacerbated by another bottleneck: uniqueness of models in terms of their operation. Since individual model components are technically different, and thus, have to be managed differently, modelers keep reinventing wheels around them instead of redirecting their productivity to automation or construction of reusable tools for the ecology community. The realm of modeling will remain elusive to non-modelers if each model has a unique learning curve. This lack of interoperability also hinders efforts to replicate findings in other studies and to perform regular model-based ecological analyses.
The more reusable modeling tools become, the more accessible and reproducible they will get, as learned from genetics (Afgan et al., 2016) and atmospheric sciences (Eyring et al., 2019) . Only then will it be possible to replicate and build on the work of others, and provide action upon information faster while pushing the frontiers of our understanding.
We argue that solution to these model-data bottlenecks lies in developing and supporting communitylevel cyberinfrastructure. Cyberinfrastructure refers to the computational environment where we can operate on data, simulate natural phenomena, perform model evaluation and scientific interpretation.
In a good cyberinfrastructure, key modeling activities take place seamlessly. These activities include but are not limited to: i) obtaining and processing of data (data ingest), ii) estimating model parameters through statistical comparisons between models and real-world observations (calibration), iii) evaluating and comparing performance skills through standardized and repeatable multi-model tests (evaluation and benchmarking), and iv) combining model predictions with multiple observations to update our understanding of the state of the system (data assimilation).
In the following sections, we first present key features of a community cyberinfrastructure, next discuss specific challenges and solutions for each modeling activity, then finish by exploring implications for environmental management, policy and education. We provide specific recommendations for the modeler and developer community, the measurement community and the broader community throughout each section. Given the background of the authors, who came together during a workshop held by Predictive Ecosystem Analyzer (PEcAn) Project (pecanproject.org), many of the examples are focused on terrestrial carbon cycle and ecosystem models, but the principles highlighted are general across different systems and processes.
Cyberinfrastructure
Models and the tools associated with them currently live in silos. Instead, we advocate adopting common cyberinfrastructure tools that are accessible, reproducible, interoperable, scalable, and community-driven.
Making models accessible
There should be few things more repeatable in science than running a deterministic model. In practice, running a process-based simulation model is often fraught with roadblocks to any new user or developer. Retrieving the source code of a model (which itself is not always possible) does not guarantee one can compile and run simulations. Even then, accessibility is not just an issue of getting the model to run or understanding model equations. A broader technical barrier exists in terms of the abilities required to perform complex analyses. A model-based ecological analysis rarely relies on just running a model once. For this reason, it is becoming more and more common to have "helpers" that accompany the models to reduce the barrier in their use (Duursma, 2015; Metcalfe et al. 2018; Bagnara et al., 2019) . These accompanying codes are usually scripts, functions, or packages (e.g. R, Python) that provide a certain level of abstraction by taking control of the data stream in and out of the models, supporting more advanced visualization and analyses. In addition, they enable basic automation by specifying the steps performed in a modeling workflow, and repeating the sequence as needed. However, because the community has been slow to adopt community standards for model inputs and outputs, model helpers are usually specific to the model they are written for (sometimes they are not even compatible with a different version of the same model). Tackling this issue for individual models leads to redundant efforts and inhibits economies of scale that could be gained by sharing informatics tools and analytical workflows across communities (e.g. the Protocol for the Considering use cases for a community, rather than individual models or one-off projects, would facilitate designs of abstraction layers for working with models and data that are easier to standardize and generalize, and would result in fewer ad hoc solutions. Abstraction starts by determining the important tasks involved, planning and documenting purpose of each. Then, these individual actions would be modularized (Fig 1) to i) isolate the tasks and make internal modifications to their implementation without altering the overall behaviour of the system possible; ii) allow the reuse of the module package outside of the system independently; and iii) allow users to swap in/out alternative algorithms/modules and customize their workflow for their own needs. Workflows orchestrate the smooth and continuous coordination of the modules to achieve the overall modeling activity successfully, to ensure that its replication is possible, and to reduce costs of manual operation.
Indeed, automated workflows not only help save time but also avoid simple errors, such as having the output of one run overwrite a previous run. Such situations can arise easily during more advanced analyses that may require numerous runs if the user has to manually update a large number of settings that need to be changed every time the model is run. Overall, besides a massive reduction in redundant efforts, such common infrastructure will foster innovation and create an incentive for developers to make better, more sophisticated algorithms that have gone through more extensive testing (rather than one off scripts) as there is a larger community that can more easily adopt them.
Repeatability and transparency
Recording the full history of an analysis to enable versioning, repeatability, and transparency is known as provenance. Various approaches have been used to record provenance in model experiments, from recording run history in repositories (Medlyn et al., 2016) or in files that support rich metadata (e.g. Network Common Data Form) to utilizing a database infrastructure to track model inputs, settings, and simulation results. However, for larger workflows executing multiple ensembles, models, or experiments, embedding provenance in files can be limited, and tracking history with a database is preferred. Without workflow automation, it is hard to imagine a functioning system where researchers record every run they do in a database, since each modeling activity would involve a panoply of model-specific formats and approaches. Provenance tracking is crucial for i) the transparency of the modeling activity to ensure its reliability, and ii) replication of these analyses to build upon them. The latter particularly carries practical importance for complex cyclic workflows such as environmental forecasting where programs would run periodically for a long time, and automatic scheduling and restarting of jobs are crucial (Oliver et al., 2019) . Full provenance of the overall workflow requires creating permanent records of the key metadata about each activity: exact versions of data sets and tools, parameters and settings, outputs produced, where to find them, as well as any logs and messages reported along the way (Dietze, 2017) . The workflow and provenance tracking system themselves should also be version controlled to ensure a fully reproducible record (Ellison, 2010; Piccolo and Frampton, 2016) .
The use of databases to track workflows provide a tremendous amount of transparency and repeatability if the database and workflow are both open community resources. Shared databases, whether centralized or distributed, create the possibility for globally unique identifiers being assigned to every model run, much like the accession numbers used in GenBank to keep track of genetic data (Clark et al., 2016) . Such IDs could be used in publications (for an example, see Fer et al., 2018) , providing readers a pointer to the full model output and the metadata required to repeat a model run.
One goal is to work towards making reproduction of model runs as easy as accessing a DOI.
Interoperability
Even if all these components are successfully brought together, they would inevitably be written for specific versions of operating systems, computer languages, compilers, and software libraries, all reflecting the available resources to their developers at the time. The portability of models and cyberinfrastructure constitutes a roadblock itself for new users because current systems emerged from autonomous efforts by individuals and institutions to fill specific goals, often making model outputs effectively unverifiable.
Community cyberinfrastructure should be accessible to users without having to deal with obscure system requirements and dependencies. Fortunately, modern virtualization technologies offer a number of tools to make that possible. Virtual machines dissolve the boundaries that arise from having to work with a specific operating system as they allow users to run a whole operating system within another operating system, complete with the required software and all its dependencies. We recommend developer communities adopt recent light-weight containerization systems, such as Docker (www.docker.com) and Singularity (singularity.lbl.gov) that are even easier to install, set up, upgrade, and scale up with new locations to run the models. Containerization improves the portability of existing infrastructures so that they can be run reliably in new computing environments (for an example see FAIRifying eWaterCycle project https://www.ewatercycle.org). Combining containerized tools with cloud-based virtual services would provide an ultimate solution for interoperability, reproducibility and scalability as they allow remote operation, freeing the users from their local machine constraints altogether.
Data ingest
Current pipelines for processing the data that are needed to run and constrain models are cumbersome and inefficient. We advocate human-and machine-friendly community-scale approaches to foster effective discovery and reuse of both data and software.
Data acquisition
Data play a critical role in the modeling activity: as covariates, drivers, and initial conditions; to constrain model parameters and states; and to test process representations and predictions (Dietze, 2017) . However, linking data and models is not a trivial task. Due to their sheer volume and diversity, data can be difficult to locate and obtain, even if they are open access. Distributing data from repositories with accessible human-centric interfaces does not solve the problem, as sifting through large volumes of data manually is practically impossible. Even when the data is machine accessible, restrictive licenses and cumbersome web interfaces often limit automation of data download.
To make data discoverable and accessible, we recommend data producers use general-data repositories with publicly available Application Programming Interfaces (APIs) that provide machinereadable services (Hart et al., 2016) . APIs are interfaces between data providers (servers) and data seekers (clients) that enable automated search and programmatic interaction with the data. For example, repositories within the DataOne federation are jointly searchable, allowing developers to leverage one set of tools for many sources. As we invest in community cyberinfrastructure, efforts can be focused on optimizing this exchange where problems can be solved once between widely-used common tools, rather than many times between every server and client.
Modeling activities often involve a subset of input or output data (e.g., a specific region or period) for which it makes more sense to take the computations to where the data are rather than bringing data to the computation, especially when the time to transfer data exceeds the time to process it (e.g., Google
Earth Engine -earthengine.google.com). Thus, we recommend developers of these data services to expand their utility and flexibility of data access to move from a paradigm of having to download, expand and operate on data, to one where online services can subset, transform, or perform basic operations on the data. The valuable effort towards making the Coupled Model Intercomparison Project Phase 6 (CMIP6) data archive available on Google Cloud (cloud.google.com) where an ensemble of open source tools can perform large-scale computations on the datasets (https://pangeo.io) is a great example of this, and will make a substantial difference for groups who have limited local resources for such interactions with such large datasets.
Data standards
Assuming the data are obtained, the next hurdle becomes harmonizing and processing of the data. As data are generated by different individuals and organizations, often non-standardized terminologies and metrics are used during data collection and processing. Data are further stored in unique formats that may not match the unique formats models require. Even if the formats are standardized within communities (e.g. remote sensing data in hierarchical data format, flux data as comma-separated values file), there is still a considerable variation across communities whereas the same file format could have been just as functional. While reducing the proliferation of both data and model formats would alleviate this in the long term, in the short-term tackling this problem at the individual level rather than the community level is inefficient (Fig 2, top panel) .
Using standard data pipelines can remedy the redundant efforts put into building custom tools for specific needs. For example, consider the common problem of providing inputs for a model. If there are n sources of data available in the community and m models being used, then having every team work independently requires producing m x n converters. On the other hand, if a common pipeline with internal standards is used, this is reduced to an m + n problem: n conversions to a community standard, m conversions to model-specific formats (Fig 2, bottom panel) . This also extends beyond data conversions to the development of tools and analyses. For example, if input data need to be extracted, downscaled, debiased, gap-filled, or have their uncertainties estimated, each of these steps does not need m x n variants but rather just one tool that can be applied to the standard. We recommend the ecological community leverage existing efforts in harmonizing data for these standard formats such as the Multi-scale Synthesis and Terrestrial Model Intercomparison Project (MsTMIP) standards (Huntzinger et al., 2016) , the Climate and Forecast (CF) convention (Eaton et al., 2017) , and ontologies that provide standardized vocabulary and semantic framework that is needed for largescale integration of heterogeneous ecological data (Cooper et al., 2013; Walls et al., 2014; Stucky et al., 2018) . In due course, the growing cyberinfrastructure community will facilitate centralized discussions of data harmonization for emerging needs.
When using standards, we not only write less code, but also debug fewer lines with more people.
Hence, the more these tools are used and tested, the less error-prone they will become. More importantly, this approach is much more scalable. We incur a small cost of effort for every new data stream added (i.e. write only one processor that converts data format to the intermediate standard), and get access to m models (Fig 2, bottom panel) . Vice versa, for each new model added, we only need to write one processor that converts the intermediate standard to the model format, and the new model is immediately able to access n data streams. We recommend modeling community to adopt this scalable approach that will allow us to tackle ever bigger problems.
Calibration
Current calibration tools are not set up to work with process-based models, which hinders the application of more advanced calibration techniques. We advocate adopting statistical and computational solutions developed and generalized by domain experts under community cyberinfrastructure.
There are a number of important statistical and computational challenges in using data to constrain model parameters, also known as calibration (Dietze et al. 2013; MacBean et al. 2016) . Calibration is a persistent problem in process-based modeling activities, as these models can have large numbers of parameters. Some parameters may be directly informed by ecological trait data (e.g., specific leaf area, turnover rates) for which meta-analysis informatics tools can pull values together based on selection of traits from open-access, machine-readable, curated databases (LeBauer et al. 2013 (LeBauer et al. , 2018 Shiklomanov et al. 2019b ). However, a non-negligible portion of these parameters are not (easily) measurable or directly estimable, therefore there is a need to estimate these values indirectly using numerical methods (Hartig et al 2012) . While doing this, we recommend the community treat parameters as distributions to reflect the incompleteness of our knowledge and quantify our initial uncertainty about their values (priors) (LeBauer et al 2013) . This way, we can understand how much parameters contribute to the overall model uncertainty and target them in calibration. Next, using the Bayesian approach, we can update our understanding about these parameter values. The product of the Bayesian estimation then becomes the multivariate probability distribution. This distribution, known as the posterior, accounts for the uncertainties in all the targeted parameters and their covariances, rather than providing a single point estimate that would come from traditional optimization approaches.
Standard tools for Bayesian algorithms such as BUGS (http://www.openbugs.net), JAGS (http://mcmcjags.sourceforge.net/), NIMBLE (r-nimble.org) and STAN (mc-stan.org), that are otherwise used widely to fit models, are not set up to work with external 'black box' models. Process-based models cannot simply be "plugged-into" these tools and are often too complicated to be re-implemented in the native language of these software. In addition, current off-the-shelf Bayesian approaches generally have limited support or no functionality to re-read their own outputs (posteriors) as new inputs (priors) which is critical for iterative updating of the calibration analysis as new data become available. Native implementations of these numerical techniques require non-trivial amount of computational and statistical expert knowledge. As a result, models are frequently used uncalibrated (or hand-tuned) due to lack of available tools. But when they are calibrated, it is rarely done with multi-criteria (i.e. fitting is usually done using one data source only) which ignores the fact that these models are sum of different sub-components and there are covariances between these subcomponents that might be essential for the overall model performance. Even when a model is calibrated for one setting (e.g. for a site or for a period of time), it does not guarantee good performance at another setting (e.g. at a new site or a new period) because there is variability and heterogeneity in natural systems. While calibrating models with data aggregated from all settings ignores this heterogeneity and variability, more flexible techniques such as hierarchical Bayesian calibration can account for it (Dietze, 2017) . Hierarchical Bayesian calibration can also provide directions for model development, but there are even fewer available tools for their standard implementation with external models. Assessment of uncalibrated (or naively calibrated) models can cause poor calibration to be mistaken for inadequate model structure or mask real problems with the model structure (Luo et al., 2016) , hindering overall progress in model development.
Within a community cyberinfrastructure, the challenges of developing advanced calibration tools only need to be faced by experts in statistical and computational domains. Software alternatives for calibration of 'black-box' models are becoming increasingly available. The R package BayesianTools (Hartig et al., 2017) and ecological model-data informatic toolboxes such as PEcAn Ecosystem Analyzer (PEcAn) (Fer et al., 2018) and EcoPAD are promising examples. PEcAn also has a hierarchical Bayesian calibration scheme implemented to account for site to site variability and heterogeneity. For the experts in statistical and computational domains, we recommend augmenting and improving hierarchical tools for the community that can account for all kinds of ecological variability and heterogeneity. We further recommend model developers to develop their models with their coupling to calibration workflows in mind. When that is not the case, for example, when the model's runtime prohibits its calibration through computationally expensive algorithms, community tools can also provide statistical solutions which are typically more advanced than an average user can implement (Fer et al., 2018) .
When these solutions are implemented and generalized around the aforementioned data ingest, model execution pipelines, they can seamlessly link multifarious data with multiple models. As the calibration workflows are tracked and recorded by the shared databases, results from one analysis can readily be used by a subsequent analysis elsewhere without having to repeat it. Investing in such standardization and generalization will not only allow a wider audience to adopt these methods as common practices, but also foster progress on developing novel calibration techniques rather than spending energy on debugging and solving similar issues.
Model intercomparison and benchmarking
Benchmarking a suite of models with varying levels of process representation, complexity, and scale is logistically challenging. We advocate for community cyberinfrastructure that allows current model intercomparison projects to become persistent benchmarks, and domain experts to take the lead in setting up and performing these benchmarks.
Models, at their essence, formalize the hypotheses about how natural systems work (Walker et al., 2018) . Comparing models to data allows hypothesis testing and model evaluation (Fisher et al., 2014; Best et al., 2015) . To verify progress, and assess the tradeoffs between model parsimony and complexity, results from the previous model versions can be set as the performance benchmark while models change through time (Luo et al., 2012; Best et al., 2015) . Although this is a regular practice for some of the modeling groups, it is still remarkably rare to put an ecological model through all its past assessment exercises with performance expectations every time it is updated because such a workflow has not been automated (Kelley et al., 2013; Best et al., 2015) . Significant costs associated with an automated benchmarking workflow involve importing the benchmark data (e.g. deciphering file formats, ensuring consistent variable names and units), aligning it with model outputs (e.g. matching or aggregating over timesteps and subsetting, reconciling quantities across different scales), performing benchmarking analysis (e.g. using appropriate scoring across different model variables and a suite of metrics), and converting those activities into persistent benchmarks. While clearly challenging, an example of a benchmarking framework that has attempted to address these issues is the ILAMB framework (Collier et al., 2018) . However, even within this system a number of challenges remain, including how to specify expectations of performance for the models and deal with data sets and metrics that are incomplete or inconsistent with each other, among numerous others (Hoffman et al., 2017; Collier et al., 2018 ).
Assessment of model skills and representations are also beneficial when multiple models are considered to identify shortfalls or generalizability of different approaches (Schwalm et al., 2019) , and to specify areas where mechanistic understanding is incomplete (Tuomi et al. 2008) . Model intercomparison projects (MIPs) have also been constructed to estimate the range of possible responses to future change or processes at large scales and to identify commonalities, divergence, and uncertainties across models (Friedlingstein et al. 2006 (Friedlingstein et al. , 2014 Palosuo et al. 2012; Todd-Brown et al. 2013; Huntzinger et al., 2017; Arora et al., 2019) . While MIPs are scarce in the rest of ecology, they are relatively common for terrestrial ecosystem models (Warszawski et al., 2014; De Kauwe et al., 2014; Rollinson et al., 2017; Huntzinger et al., 2017; Müller et al., 2019 Traditional MIPs are indeed logistically challenging to coordinate (Fig 3, top panel) . Modeling groups need to minimize the differences in their results due to differences in their setups (e.g. a common driver dataset might need temporal downscaling for some models and aggregation for others, without introducing artificial differences due to these schemes). Likewise, some groups may join MIPs with uncalibrated models whereas others calibrate theirs (see Calibration section), making it hard to compare "apples to apples" (Seidel et al. 2018 ). Furthermore, due to the cost of running and managing (De Kauwe et al., 2014; Hoffman et al., 2017) . Likewise, the teams participating in the Arctic-Boreal Vulnerability Experiment (ABoVE) stated the need for a community cyberinfrastructure to support continuous benchmarking as models advance and missing datasets or uncertainties are identified (Fisher et al., 2018) .
Many of the benefits of community cyberinfrastructure are particularly valuable for MIPs and MIP benchmarking: standardization of both inputs and outputs, automated workflows (including calibration), provenance tracking and troubleshooting are already included in the process of embedding each individual model in the system (Fig 3, bottom panel) . Within the community cyberinfrastructure, it follows naturally to propagate uncertainty and generate ensembles of model outputs, for additional variables and processes, as and when they are needed. We recommend that the community move towards model benchmarking that accounts for model and benchmark uncertainty and leverage this information when computing model scores (e.g. benchmarking that takes into account the uncertainty bounds in model and observation to compute a score based on overlap probability). Moreover, once a model is added to this framework, it becomes trivial to add its alternative versions, benchmark against existing MIPs and seamlessly feedback to future model developments. We further recommend model developers to enable functionality that allows direct comparison to observations when possible. For example, including a radiative transfer module in models would allow direct comparison of model predictions with reflected spectral radiance as measured by the satellites . This way, instead of using modeled remote sensing data products (e.g. leaf area index, soil moisture) whose uncertainties are harder to determine, researchers can directly track uncertainties in the observations. Such examples could be extended to other types of standard observations. Bringing models to data, rather than the other way around, may eventually reduce artificial inconsistencies between data sets that stem from additional manipulations for making data and models match. Community cyberinfrastructure would facilitate compilation of such standard data sets that our models need to be able to reproduce repeatedly. Within or in addition to existing frameworks such as ILAMB and PEcAn, interactive environments (e.g. Rstudio/Jupyter) would allow users to perform more extensive analyses with pre-loaded and aligned models and data.
Who sets up the benchmarks? Hoffman et al. (2017) stated that "Developing metrics that make appropriate use of observational data remains a scientific challenge that should be addressed through synthesis activities in collaboration with the modeling and observational communities." Indeed, the inaccessibility of current modeling practices to non-modelers frequently, and inadvertently, excludes domain experts from the process of confronting models with data and knowledge. Even before the challenges of running models, it is nearly impossible for empiricists to keep abreast of which models exist, their most updated version, and their respective strengths and weaknesses (Schwalm et al., 2019) . The balance cannot be restored without concurrently increasing modeling literacy and lowering the technical barrier for the modeling activities (Seidl, 2017) .
Through community cyberinfrastructure, domain experts can easily participate in or lead a MIP. For example, with input/output standardization and data harmonization, the person leading the MIP no longer needs to be concerned with multiple file formats and model-specific terminology. As cyberinfrastructure automates tedious activities associated with a MIP such as aligning model outputs with data, calibration, and uncertainty propagation, experts can focus on their analysis rather than the logistics, making modeling activities more relevant for their science. We further recommend developers encode model structural characteristics as traceable metadata. Although there are preliminary examples of this (e.g. MsTMIP encoding presence and absence of process representations, Huntzinger et al., 2016) , standards need to be developed by the community to provide information about key structural characteristics of the models. As a result, process representations that repeatedly perform below-average across multiple MIPs can be considered rejected hypotheses (Schwalm et al., 2019) . In time, the community cyberinfrastructure would serve as a central database, allowing users to discover new models and to evaluate their updated versions with minimal technical barriers.
Putting data-model comparisons into the hands of the data generators and disciplinary experts, rather than the "modeler" minority, is absolutely critical to scaling up and addressing the bottleneck that only a small fraction of the data collected by ecologists (often under the argument of improving projections) ever makes its way into models. By centralizing these comparisons into databases, community cyberinfrastructure then allows the modeling minority to focus on learning from their colleagues and improving models, rather than the status quo where the overwhelming majority of their time is spent on mundane informatics issues.
Data assimilation and ecological forecasting
Establishing automated data assimilation and forecasting pipelines is much costlier than a single lab can afford. We advocate adopting a community approach that allows regular updating and assessment of ecological forecasts, and forecasting many different aspects of ecology.
To move ecology and environmental science up to speed with the pace of global change, the nature of the relationship between ecological models and data has to be reconsidered. While most ecological forecasts are long-term (e.g. 2100 projections), there is much to be learned from making short-term forecasts that can be tested and updated as new observations become available (Fox et al., 2009; Dietze et al., 2018; . Data assimilation methods allow formal fusion of data and modeled states to assess and update forecasts.
Not unlike calibration, data assimilation methods also require advanced statistical and computational expertise. Ecological models and data frequently violate the standard statistical assumptions that are foundational to assimilation algorithms developed in other disciplines (Dietze 2017; Raiho, 2019) . As mentioned earlier, standard Bayesian tools tend not to read their own outputs as inputs, which is particularly important for iterative forecasting. Likewise, process-based models are not often developed with data assimilation in mind, and often lack the ability to restart exactly from a state they themselves write out, which is a key feature required by data assimilation algorithms. Making a forecast operational also requires a higher level of repeatability and efficient scheduling of cyclic workflows where large number of jobs are executed at regular intervals and each forecast cycle depends on previous ones (Oliver et al., 2019) . Among the tasks required, open archiving, community standards, and a full uncertainty accounting and propagation have proven to be prohibitively difficult (White et al., 2019) . Overall, the breadth of expertise and investment of resources needed to set up a forecasting pipeline using state-of-the-art data assimilation methods often exceeds the limits of individualistic efforts (White et al., 2019) .
Community-level development of automated data assimilation and forecasting pipelines provides a key economy of scale and builds upon many of the features already discussed: informatics tasks of gathering and processing new data, managing the execution of analytical workflows, and publicly archiving and reporting results. These features are integral to the vision for such an infrastructure and could then be coupled to, and build upon, existing community tools for workflow scheduling (Cylc, Oliver et al. 2019 ) and data assimilation (Data Assimilation Research Testbed, Fox et al., 2018; PEcAn, Viskari et al., 2015 , Raiho, 2019 Land Surface Data Toolkit, Arsenault et al. 2018 ). These existing community tools are often searching for opportunities to collaborate with a wide array of teams to expand the capabilities of their systems. In order to improve and augment ecological forecasts, more collaborations between ecologists and data assimilation scientists need to be formed for which community cyberinfrastructure can provide a practical platform. Similar to what the atmospheric science community has achieved, ecological and environmental science communities will not only make ecology more relevant to the society but will also transform basic ecological science and theory by investing in data assimilation and forecasting tools.
Conclusion
Scientists, managers, and policy makers all increasingly rely on models to understand the impact of decisions on ecological processes (Arneth et al. 2014; Pongratz et al., 2018; Smith et al., 2019 ). Yet, currently it takes too long to "turn the crank" on our deductive machinery that we are rarely able to effectively employ our models for decision making. If we want to bring the time frames associated with model-data integration in line with the pressing needs of managers, policymakers, and society more broadly, community cyberinfrastructure is the engine to do this.
Admittedly, there is an initial cost placed on the community to develop this infrastructure, and on individuals to generalize their approaches for broad-ranging use as they get involved with the cyberinfrastructure development. It becomes worthwhile to invest the time and the effort if these tools are used by the wider community, as it ultimately accelerates the communication and productivity on the whole (Leprevost et al., 2014; Bond-Lamberty et al., 2016) . Contributing data, code, and methods to shared community tools also ends up being faster in the long run by preventing time loss from having to correct and repeat erroneous practices as it increases the overall quality of the job done (Easterbrook, 2014) . Making this a team effort and extending tools to new people will allow us to benefit from others' developments and to free our time for intellectual productivity, which will lead to new scientific discoveries.
As long as common cyberinfrastructure tools are Open Source licensed, their uptake and support by the community will allow their ongoing maintenance and development. For this to work, developers need to adhere sound development practices at all times (Leprevost et al., 2014; Oliver et al. 2019) .
As an example, 55 developers, with a core of fewer than 20, have contributed to the community tool PEcAn (https://github.com/PecanProject/pecan) to date. New code additions are reviewed by peers and are not merged in unless documented thoroughly, for both developers and users. Every submission goes through a set of automatic tests to verify that the code is working as expected.
Significant revisions and additions are discussed and agreed upon in online and offline meetings. For keeping the community tools up and running, all these aspects are directly addressed in the way they are developed and taught. Ultimately, it is important that funding agencies support the sustainability of these community tools as critical components of the community's collective scientific infrastructure in a similar way they do with the physical infrastructure (field stations, sensor networks, satellites) and data repositories.
To build a community where more people play a more active role in confronting models with data, there will be a need for significant changes in how all students are trained in informatics, statistics and modelling. Community tools not only provide scalable solutions but also a scaffold for bringing diverse groups together and a platform for training. Just as the training required to drive a car is very different from the training required by a mechanic to repair a car or by an engineer to design a car, the training required to use community cyberinfrastructure tools will be different, and more accessible, from that required for those who build them.
The goal of community cyberinfrastructure is to facilitate and accelerate the rapid proliferation and creation of knowledge about the biosphere. New communities of model users should not have to wait until they learn how to navigate complex computational architectures before gaining access to the latest information on ecosystem science. If the barriers to entry to use the latest models and data are lowered, then decisions will be made with better information, and scientific problems are solved more quickly. Just as Geographic Information Systems (GIS) has become standardized among a multitude of domains such as environmental management and consulting, so could model-based ecological analysis and forecasting.
Process-based models, though imperfect, are our only window into the future functioning of ecosystems under global change. The next generation of ecological models will need to ingest increasingly diverse data to inform and test new process representations and scaling approaches, allow rapid detection and explanation of global change patterns, and even possibly allow them to be prevented. Their application and integration in operational forecasting and decision support tools will not get any easier. This need is now more pressing than ever. To achieve ecological model-data integration in a way that is transparent, easily communicable, and scales up to the size and diversity of the ecological community, we must invest in community cyberinfrastructure. level Graphical User Interface (GUI) to provide their setup for a modeling activity. These selections are translated into a human and machine readable markup language, and read in by the master workflow which then executes a sequence of tasks. At this stage, a unique identifier is assigned to the workflow to be executed. This ID, which points to the full workflow output and access to the metadata required to repeat it, can be shared among collaborators and published in papers. Next, the selections of the user are queried with the database, and actions are decided depending on whether requested items are already processed and ready to use or need to be retrieved and processed. Then, each module performs a well-defined task in the specified order. Crucial information for provenance of the whole workflow is recorded in the database during associated steps. Key outputs from analyses, such as meta analysis and calibration posteriors, are stored in a way that enables their exchange and re-use between different workflows. An important feature of this cyberinfrastructure is that both its parts and itself as a whole are virtualized (containerized) to add an additional layer of abstraction and automation, and to ensure interoperability.
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 17 January 2020 doi:10.20944/preprints202001.0176.v1 Figure 2 . Reduction in redundant work when adopting common formats. There are "n" data types that must be linked to "m" simulation models and "k" post simulation analyses. For example, Predictive Ecosystem Analyzer (PEcAn) toolbox has 13 meteorological drivers, 16 models, 9 analyses coupled to its workflow. In the top panel, the conventional approach where modeling teams work independently requires implementing n*m different input and m*k different output conversions. As data, models, and analyses are added, effort scales quadratically. On the other hand, bottom panel shows that by working as a community, and adopting common formats and shared analytical tools, the number of converters necessary to link models, data, and analyses scales linearly. PEcAn follows the latter approach, adopts and extends the MsTMIP and CF standards as the common input and output formats. When a new input source or a new analysis is added to the system, it can immediately get access to m models by writing only one converter, (a) and (d) respectively. Likewise, when a new model is added, it can get access to n inputs and k analyses by writing one converter for each, (b) and (c) respectively. Furthermore, not only is there a major economy of scale in terms of marginal costs (1 for each data set or analytical tool added, 2 per model), but these tools can be made more reliable and sophisticated as less code will be written and tested by more people.
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