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Mixing single and triple fermions an exact killing operator of the Coupled Cluster Doubles (CCD)
wave function with good symmetry was found in [1]. Using these operators with the equation of mo-
tion (EOM) method the so-called self-consistent odd particle number random phase approximation
(odd-RPA) was set up. Together with the stationarity condition of the two body density matrix it is
shown that the killing conditions allow to reduce the order of correlation functions contained in the
matrix elements of the odd-RPA equations to a fully self consistent equation for the single particle
occupation numbers. Excellent results for the latter and the ground state energies are obtained in
an exactly solvable model from weak to strong couplings.
PACS numbers: Random phase approximation, Coupled cluster double wave function, restoration of broken
symmetry, Lipkin model.
I. INTRODUCTION
It is well known that the coupled cluster doubles
(CCD) wave function is a powerful many-body ansatz.
However, it is not easy nor straightforward to perform
calculations with the CCD wave function. The technique
most in use [2–4] is to project the equations for the
ground state energy onto successively more complicated
mp-mh configurations with m = 1, 2, ... and p, h
single particle (s.p.) states above and below the Fermi
level, respectively. Often excellent results have been
obtained with these methods in various fields of physics
(nuclear physics, chemistry, condensed matter, ...) [3, 4].
However, the method runs into difficulties when the
system under consideration undergoes a transition to a
spontaneously broken symmetry. A typical example is
the transition to superconductivity of electronic systems
or to super-fluidity of other Fermi systems like there
are nuclear physics or cold atoms in traps. This is
particularly relevant for finite systems where considering
a definite number of particles can become mandatory.
Very recently there have, thus, been attempts to for-
mulate symmetry projected CDD approaches: i) using
BCS quasi-particle basis with projection to good particle
number [5] ii) an effort has also been undertaken for
parity projection in the Lipkin model [6]. Evidently such
techniques lead to quite complex equations and to the
best of our knowledge particle number projected CCD
has not been applied to any realistic system so far.
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In this paper we will go a different route leading
certainly also to a theory of quite some complexity but
which presents in our opinion rather interesting aspects.
In the recent past it was shown in [1] that the CCD
wave function is the vacuum to exact killing operators
mixing single and triple numbers of fermion operators.
Taking those operators within an equation of motion
(EOM) approach leads to the so-called self-consistent
odd particle number RPA (odd-RPA) approach [1].
The problem is how to evaluate the matrix elements
which contain up to three-body correlation functions
appearing in this odd-RPA in a consistent way, since
those operators which consist in a non-linear trans-
formation of fermions cannot be inverted as it is the
case with quasi particle operators obtained, e.g., from a
Bogoliubov transformation among fermions. However,
as we will show in this paper, there exists a way around.
One namely can use the killing condition which mixes,
as mentioned, single and triple fermion operators to
reduce the order of correlation functions [7]. In applying
this method successively, we will achieve that the
matrix elements in odd-RPA only contain correlated
s.p. occupation numbers. To achieve this, one also has
to take advantage in a last step of the stationarity of
the two particle density matrix. We demonstrate the
excellent performance of this approach in applying it to
the Lipkin model. This model is exactly solvable and
frequently used to test many body techniques mostly
in nuclear physics where it was invented but not only
[8–16]. This model contains for instance a phase with a
spontaneously broken symmetry mixing even and odd
numbers of ph excitations. It is, therefore, a discrete
symmetry (parity), in ph space which is broken in strong
coupling. We will see that the results from odd-RPA for
2s.p. occupation numbers and ground state energies are
excellent in the weak and strong coupling limits and still
being of very acceptable accuracy in the transition region.
The paper is organised as follows. In Sect.II we present
the general theory and in Sect.III we apply it to the Lip-
kin model. In Sect.IV we give our conclusions and outline
some perspectives. Finally in the Appendix we give some
detailed formulas.
II. GENERAL THEORY
In this paper we will consider the following CCD wave
function
|Z〉 = exp (Z) |HF〉 (1)
with
Z =
1
2
∑
pp′hh′
zpp′hh′K
†
phK
†
p′h′
=
1
2
∑
pp′hh′
zpp′hh′P
†
pp′Phh′ , (2)
where |HF〉 is the Hartree-Fock (HF) Slater determinant
and
K
†
ph = β
†
pβ
†
h Khp = βhβp (3)
with βh|HF〉 = a†h|HF〉 = 0 and βp|HF〉 = ap|HF〉 = 0
(a†k, ak the fermion operators in the HF basis). The
indices ”p, p′, . . .” refer to single particle states ’above’
and ”h, h′, . . .” refer to single hole states ’below’ the
Fermi surface, respectively.
The pairing operators are given by
P
†
pp′ = β
†
pβ
†
p′ P
†
hh′ = β
†
hβ
†
h′ (4)
The amplitudes zpp′hh′ must full-fill the condition of the
killer operators of the state (1).
For an odd particle excitation operator, the killers can
be defined as retrieval (ρ) mode or addition (α) mode,
respectively
qρ =
∑
h
x
ρ
hβh +
∑
pp′h′
U
ρ
pp′h′β
†
pK
†
p′h′
qα =
∑
p
xαpβp +
∑
p′hh′
Uαp′hh′K
†
p′h′β
†
h. (5)
The killing conditions qρ|Z〉 = qα|Z〉 = 0 give∑
h′
zpp′hh′x
ρ
h′ = U
ρ
pp′h,
∑
p′
xαp′zp′phh′ = U
α
phh′ . (6)
For the case of pairing we can consider the following
killers
qρ =
∑
h
y
ρ
hβh +
∑
pp′h′
V
ρ
pp′h′P
†
pp′β
†
h′
qα =
∑
p
yαp βp +
∑
p′hh′
V αp′hh′β
†
p′P
†
hh′ (7)
and the killing conditions give the relations∑
h′
zpp′hh′y
ρ
h′ = V
ρ
pp′h,
∑
p′
yαp′zp′phh′ = V
α
phh′ . (8)
In this paper we will, however, not consider the pairing
case any further. It will be treated separately in a forth-
coming paper. The coefficients xρ, Uρ will be determined
from the minimisation of a sum rule for the average single
particle energy
λρ =
〈{qρ, [H, q†ρ]}〉
〈{qρ, q†ρ}〉
(9)
and equivalently for xα, Uα with q†α. From the minimi-
sation of equation (9), we obtain two coupled equations∑
h′
ehh′x
ρ
h′ +
∑
pp′h′
Ch,pp′h′Uρpp′h′ = λρxρh (10)
∑
h′
C∗pp′h,h′xρh′ +
∑
p1p2h′
Dpp′h,p1p2h′Uρp1p2h′ = λρU
ρ
pp′h
or written as a matrix eigenvalue equation(
e C
C† D
)(
xρ
Uρ
)
= λρ
(
xρ
Uρ
)
(11)
with
ehh′ = 〈
{
βh,
[
H, β
†
h′
]}
〉
C∗pp′h′,h =
〈
{
Kh′p′βp,
[
H, β
†
h
]}
〉√Npp′h′
Dpp′h,p1p2h′ =
〈
{
Khp′βp,
[
H, β†p1K
†
p2h′
]}
〉√Npp′h√Np1p2h′
Npp′h′ = 〈
{
Kh′p′βp, β
†
pK
†
p′h′
}
〉 (12)
where 〈. . .〉 = 〈Z|...|Z〉〈Z|Z〉 will be used throughout the paper.
The Hamiltonian of two-particles in interaction is given
by
H =
∑
kl
ǫklc
†
kcl +
1
4
∑
klmn
v¯klmnc
†
kc
†
l cncm. (13)
with ǫkl represents the matrix of the kinetic energy. The
anti-symmetrised matrix elements of the two-body force
are given by v¯klk′l′ = 〈kl|v|k′l′〉 − 〈kl|v|l′k′〉. A general
two-body Hamiltonian in the HF-quasi-particle basis is
given by [17]
H = EHF +H
11 +H20 +H40 +H31 +H22 (14)
3The different terms in (14) are defined as
EHF =
∑
h
ǫhh +
1
2
∑
hh′
v¯hh′hh′ ,
H20 =
∑
ph
(
ǫph +
∑
h′
v¯ph′hh′
)
K
†
ph + h.c.
H40 =
1
4
∑
pp′,hh′
v¯pp′hh′K
†
phK
†
p′h′ + h.c.,
H11 =
∑
pp′
(
ǫpp′ +
∑
h
v¯php′h
)
Spp′
−
∑
hh′
(
ǫh′h +
∑
h1
v¯h′h1hh1
)
Shh′
H31 =
1
2
∑
ph
K
†
ph
(∑
p′p1
v¯pp′hp1Sp′p1
−
∑
h′h1
v¯ph1hh′Sh′h1
)
+ h.c.,
H22 =
∑
php′h′
v¯ph′hp′K
†
phKh′p′
+ 1
4
∑
pp′p1
v¯pp1p′p1Spp′ +
1
4
∑
hh′h1
v¯hh1h′h1Sh′h
− 1
4
∑
pp1p′p2
v¯pp′p1p2Spp2Sp′p1
− 1
4
∑
hh′h1h2
v¯hh′h1h2Sh1h′Sh2h, (15)
The density operators Sij are given by
Shh′ = β
†
hβh′ Spp′ = β
†
pβp′ (16)
We now will proceed to the reduction of the order of
correlation functions contained in the matrix elements of
(12). We start with the following relations
βk|Z〉 = eZ β˜k|HF〉 (17)
whith β˜k = e
−Zβke
Z . Then
β˜p = βp + [βp, Z] + zero
= βp +
∑
p′hh′
zpp′h′h′K
†
p′hβ
†
h′
β˜h = βh + [βh, Z] + zero
= βh +
∑
pp′h′
zpp′hh′K
†
ph′β
†
p′ . (18)
This yields the following relations
βp|Z〉 =
∑
p′hh′
zpp′hh′K
†
p′hβ
†
h′ |Z〉 (19a)
βh|Z〉 =
∑
pp′h′
zpp′hh′K
†
ph′β
†
p′ |Z〉 (19b)
which are just variants of the killing conditions. Now
multiplying these relations from the left with βh(βp) and
using (6), we arrive at a reduction of higher powers in
K† to lower powers ones∑
p′p1h1h′
U
ρ
pp′hzp1p2h1h′K
†
phK
†
p2h1
K
†
p′h′ |Z〉 =
δpp1x
ρ
hKhp1 |Z〉 − (Uρp1ph − Uρpp1h)K†ph|Z〉 (20a)∑
p1p′h1h2
Uαph1h′zp1p′hh2K
†
ph1
K
†
p1h2
K
†
p′h′ |Z〉 =
−δhh′xαpKhp|Z〉 − (Uαphh′ − Uαph′h)K†ph′ |Z〉 (20b)
Similarly, we can reduce the even powers of K†∑
pp′
U
ρ
pp′hK
†
ph′K
†
p′h|Z〉 = xρhSh′h|Z〉 (21a)
∑
hh′
Uαphh′K
†
phK
†
p′h′ |Z〉 = −xαpSp′p|Z〉 (21b)
From the mean value in the ground state (1), we find the
s.p. occupation numbers
nh = 〈β†hβh〉 =
∑
ρ
|〈{β†h, qρ}〉|2 = |xρh|2
np = 〈β†pβp〉 =
∑
α
|〈{β†p, qα}〉|2 = |xαp |2 (22)
and
〈Shh′〉 = 〈β†hβh′〉
=
∑
ρ
〈{β†h, qρ}〉〈{q†ρ, βh′ , }〉 = xρh(xρh′ )∗
〈Spp′〉 = 〈β†pβp′〉
=
∑
α
〈{β†p, qα}〉〈{q†α, βp′}〉 = xαp (xαp′)∗ (23)
We note that the mean values in the ground state (1)
of odd powers of K† vanish. But from the eqs. (21a,
21b) and (23), we can calculate all mean values of even
powers of K†. Let us add the two eqs (20a, 20b), we
then can express any correlation functions appearing in
the elements of the matrix (11) as functions of 〈Spp′〉,
〈Shh′〉 and the mean value of the square of these opera-
tors in (23). In order to close the system of equations, we
need one further relation. It very naturally is given by
demanding that the time derivative of the two body cor-
relation function be zero. It is this stationary condition
of the two-body density matrix which gives us a relation
between the 〈Skk′Sll′〉 and 〈Snn′〉,
〈
[
H,K
†
phK
†
p′h′
]
〉 = 〈[H,KhpKh′p′ ]〉 = 0. (24)
For the explicit form of this commutator, see appendix
(A). In order to test our theory, we choose the Lipkin
model for an application.
4III. APPLICATION TO THE LIPKIN MODEL
The single-particle space of the Lipkin model consists of
two fermion levels, each of which has a N-fold degeneracy
see [8, 17]. The upper (lower) level has the energy of e
2
(− e
2
). The Hamiltonian of the Lipkin model is given by
H = eJ0 − V
2
(
J2+ + J
2
−
)
(25)
with e the inter-shell spacing, V is the coupling constant,
and
J0 =
1
2
N∑
m=1
(
c+1mc1m − c+0mc0m
)
,
J+ =
N∑
m=1
c+1mc0m, , J− = (J+)
† (26)
with 2J0 = nˆ1 − nˆ0, nˆi =
∑
c
†
imcim and N the number
of particles equivalent to the degeneracies of the shells.
The Lipkin model has been derived in nuclear physics
and is, as mentioned in the Introduction, exactly solv-
able and frequently used to test many body approaches.
The model is non-trivial and has a spontaneously dis-
crete (parity) broken symmetry phase. Besides in nuclear
physics, it is also considered in other fields of physics, see
[9–16].
To proceed to the odd-RPA approach, we assume as vari-
ational ground state the CCD wave function given by the
following expression
|Z〉 = e z2J+J+ |HF 〉 = eZ |HF〉 (27)
The ground state (27) is the vacuum for the two killers
of normalised retrieval and addition modes, respectively,
qρ =
1
N
∑
m
[
x
ρ
0c
†
0m + U
ρ
0
c
†
1mJ+√
n11
]
qα =
1
N
∑
m
[
xα1 c1m + U
α
1
J+c0m√
n11
]
(28)
with n11 = 〈{c†1mJ+, J−c1m}〉 = 〈{c†0mJ−, J+c0m}〉. So
we can verify the normalisation condition as
〈{qρ, q†ρ}〉 = |xρ0|2 + |Uρ0 |2 = 1
〈{qα, q†α}〉 = |xα1 |2 + |Uα1 |2 = 1 (29)
Let us calculate the transformed single particle operators
c˜
†
0m = c
†
0m − zc†1mJ+
c˜1m = c1m + zJ+c0m , (30)
and consider the normalised amplitudes
U˜
ρ
0 =
U
ρ
0√
n11
, U˜α1 =
Uα1√
n11
. (31)
Then the condition qρ|Z〉 = 0 and qα|Z〉 = 0 yields
z =
U˜
ρ
0
x
ρ
0
=
U
ρ
0
x
ρ
0
√
n11
=
U˜α1
xα1
=
Uα1
xα1
√
n11
(32)
We can find an expression of J0|Z〉 via c0mqρ|Z〉 = 0,
J0|Z〉 =
(−N
2
+ zJ+J+
) |Z〉 (33)
and for J−|Z〉 via c1mqρ|Z〉 = 0,
J−|Z〉 = z
(
N
2
− J0
)
J+|Z〉. (34)
We can use the two equations (33) and (34) to find an
expression for the correlation functions in terms of 〈J0〉
and 〈J20 〉 (see more details in the Appendix. B).
It remains to express 〈J20 〉 as a function of 〈J0〉. For
this, one uses the stationary condition of the two bodies
density (24),
0 = 〈[H, J2−]〉
= 2e〈J2−〉 − V 〈(2J0 + 4J20 − 4J+J−J0)〉 (35)
Then, we obtain the following expression for 〈J20 〉,
〈4J20 〉 = 2(2N − 3)〈J0〉+ 2
2V − ez
V z
〈J2+〉
− 2(N − 2)〈J+J−〉
= 2(2N − 3)〈J0〉+ 2V − ez
V z2
(N + 2〈J0〉)
− 2(N − 2)〈J+J−〉 (36)
with 〈J+J−〉 given in Appendix B. Finally all correlation
functions are well expressed as a function of z and 〈J0〉.
Let us calculate the 〈J0〉 using the odd-RPA equations.
We consider the conjugate of the killer of the ground
state |Z〉 as odd excitation operator and we minimize
the energy corresponding to these operators (28),
λρ =
〈{qρ, [H, q†ρ]}〉
〈{qρ, q†ρ}〉
or λα =
〈{qα, [H, q†α]}〉
〈{qα, q†α}〉
. (37)
We obtain a matrix eigenvalue equation for the two
modes with the Hamiltonian matrix
hij =
(
h00 h01
h10 h11
)
(38)
and the corresponding secular equation
det(h− λI) = 0 (39)
The normalisation factor n11 is given by
n11 =
1
N
∑
m
〈{c†1mJ+, J−c1m}〉
=
1
N
∑
m
〈{J+c0m, c†0mJ−}〉
=
(
1− 2
N
)
(〈J+J−〉 − 〈J0〉) + 2N 〈J20 〉 (40)
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FIG. 1: Upper left panel: the occupation number difference between upper and lower levels, 〈−2J0〉, for N = 8 with standard
RPA (sRPA) (double dot broken line), present odd-RPA (dotted line), projected HF min[E
(+)
0 (δ)] (broken line), CCD variational
wave function min[E0(z)] (continuous line with dots), and exact solution (full line) as function of the intensity of interaction
χ = V
e
(N − 1). Upper right panel:〈−2J0〉, for N = 40 with sRPA, odd-RPA, and exact solution. Lower left panel: For
N = 8, percentage error of the correlation energy as r = 100×
(Eodd−RPA0 −E
Exact
0 )
EExact0
(dotted line), r = 100×
(min[E0(z)]−E
Exact
0 )
EExact0
(continuous line with dots) and r = 100 ×
(min[E
(+)
0 (δ)]−E
Exact
0 )
EExact0
(broken line) as function of the intensity of interaction χ =
V
e
(N − 1). Lower right panel: occupation fluctuation 〈4J20 〉 for N = 8 with same ingredients as upper left panel.
For the first Hamiltonian element, we have
h
ρ
00 =
1
N
∑
m
〈{c†0m, [H, c0m]}〉 =
e
2
hα00 =
1
N
∑
m
〈{c1m,
[
H, c
†
1m
]
}〉 = hρ00 (41)
and for the off diagonal elements
h
ρ
10 = h
ρ
01 =
∑
m
〈{c†1mJ+, [H, c0m]}〉
N
√
n11
= V
√
n11
hα10 = h
α
01 =
∑
m
〈{J+c0m, [H, c†1m]}〉
N
√
n11
= hρ10 (42)
The anti-commutator for h11 is given by
h
ρ
11 =
∑
m
〈{c†1mJ+, [H, J−c1m]}〉
Nn11
= −3e
2
− 2V
Nn11
(N − 4)[〈J2+〉+ 〈J2+J0〉]
hα11 =
∑
m
〈{J+c0m, [H, c†0mJ−]}〉
Nn11
= hρ11 (43)
Then eq.(39) yields
λ± = −1
2
(e− hv)± 1
2
√
(2e+ hv)
2
+ 4V 2n11 (44)
where hv =
2V
Nn11
(N − 4)[〈J2+〉 + 〈J2+J0〉]. So we can
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FIG. 2: The eigenvalues λ+ and λ− of the odd-RPA matrix compared to the exact values as a function of χ.
calculate
n0 =
∑
m
|〈c†0m|λ+〉|2 =
∑
m
|〈{c†0m, q0,ρ}〉|2E=λ+ (45)
with {c†0m, qρ} = xρ0. Then, the occupation numbers are
given by
n0 = N |x+0 |2 = N
λ+ − h11
λ+ − λ− = N
1
1 + z2n11
(46)
Thus (with n1 = N − n0)
〈J0〉 = N
2
− n0 = N
2
z2n11 − 1
z2n11 + 1
(47)
With these relations the odd-RPA equation boils down to
a non-linear relation for z which can easily be solved. As
can be seen from Fig.1, the results for 〈J0〉, 〈J0J0〉, and
the correlation energy are excellent for weak to strong
coupling. At both ends, the method gives very good re-
sults whereas in the transition region the error remains
below 3.75%. The relative error in the ground state en-
ergy for χ → ∞ is estimated to be ∼ 3% for N = 8 and
better for higher particle numbers. Also the single par-
ticle energies are well reproduced, see Fig.2. These are
very satisfying results. We will give further comments
in the next section where we also will give a comparison
with two other methods: symmetry projected HF and
the direct use of the CCD wave function as a variational
one.
IV. DISCUSSIONS, CONCLUSIONS AND
PERSPECTIVES
It was known for a certain time that the CCD wave
function is killed by well chosen combinations of single
and triple fermion operators [1]. However, because of the
non-linear fermion transformation, it remained an open
problem how to deal with these operators. In this pa-
per we showed that there exists a very efficient way how
to manage a calculus with such operators. We showed
that the more-body correlation functions appearing in
the theory can be reduced to expectation values of the
density operator with the help of the killing conditions
and the stationarity of the two-body correlation function.
The system of (odd-RPA) equations is then fully closed
and calculations for s.p. occupation numbers and ground
state energies can be performed. We applied the theory
to the Lipkin model with very good success. Indeed occu-
pation numbers and correlation energies become excellent
in the weak and remain very good in the strong coupling
limits with numbers in between, that is in the transition
region, which stay below 4% error. This is very satisfy-
ing. One may ask about the reason of this success. To
this end, we remark that replacing in eq.(5) the operators
K
†
ph by their expectation values, the non-linear transfor-
mation reduces to an ordinary linear HF-transformation
among single fermion operators. The killing operators
stand , therefore, for some sort of symmetry conserving
quantum transformation of fermion operators. One may
also say that the method consists of a symmetry con-
serving particle-vibration coupling (PVC) approach. In
fact we performed calculations with parity projected HF
wave functions (see (blue) broken lines in Fig.1) and also
using the CCD wave function as a fully variational one
(see (violet) lines with dots). We see that for the ener-
gies the latter two approaches are performing about the
same as odd-RPA (with projected HF slightly worse) and
also for the occupation numbers there is not a significant
difference between all approaches.
In Sect.II, we also briefly sketched how to adapt odd-
RPA to the pairing problem. This will be a task for the
future. A still more ambitious project will be to apply
7our theory to the case of broken rotational symmetry.
However, before, we shall gain more experience with this
novel method for simpler cases. Another open problem
to be considered in the future is the fact that there ex-
ist killers of the CCD wave function which contain an
even number of fermion operators [18]. Those operators
consist in a slight generalisation of the standard RPA ph
operators. Similar procedures as we used here can cer-
tainly also be applied for those operators. It shall be very
interesting to see how well excitation energies of collec-
tive nuclear states are reproduced.
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Appendix A: Stationary condition
The stationary condition implies that the expectation
value of the commutator [H,K†K†] must be zero. Let us
then calculate this commutator with the general Hamil-
tonian (14),
[
H11,K
†
phK
†
p′h′
]
= 2
∑
p1
εpp1K
†
p1h
K
†
p′h′
−2
∑
h1
εhh1K
†
ph1
K
†
p′h′ (A1)
[
H20,K
†
phK
†
p′h′
]
= εphK
†
p′h′ + εp′h′K
†
ph
− εph′K†p′h − εp′hK†ph′
−2K†ph
(∑
h1
εp′h1Sh′h1 +
∑
p1
εp1h′Sp′p1
)
(A2)
with
εpp′ = ǫpp′ +
∑
h1
v¯ph1p′h1 ,
εh′h = ǫh′h +
∑
h1
v¯h′h1hh1 ,
εph = ǫph +
∑
h1
v¯ph1hh1 . (A3)
4
[
H40,K
†
phK
†
p′h′
]
= −
∑
p1h1
(
v¯p1h1p′hK
0
ph′,h1p1
+ v¯p1h1ph′K
0
p′h,h1p1
)
+
∑
p1p2h1h2
v¯p1h1p2h2
(
K0ph,h1p1K
0
p′h′,h2p2
+K0p′h′,h1p1K
0
ph,h2p2
)
+2
∑
p1p2h1h2
v¯p1h1p2h2
(
K
†
phKh1p1K
0
p′h′,h2p2
+K†p′h′Kh1p1K
0
ph,h2p2
)
+
∑
p1h1
(
v¯p′h1p1h′ + v¯p1h′p′h1
)
K
†
phKh1p1 +
∑
p1h1
(
v¯p1hph1 + v¯ph1p1h
)
K
†
p′h′Kh1p1
−
∑
p1h1
(
v¯p′h1p1h + v¯p1h1p′h
)
K
†
ph′Kh1p1 −
∑
p1h1
(
v¯p1h1ph′ + v¯ph′p1h1
)
K
†
p′hKh1p1 (A4)
8[
H22,K
†
phK
†
p′h′
]
= −
∑
p1h1
(
v¯p1hh1p′K
†
ph′ + v¯p1h′h1pK
†
p′h
)
K
†
p1h1
+
∑
p1p2h1h2
v¯p1h2h1p2K
†
p1h1
(
K
†
phK
0
p′h′,h2p2
+K†p′h′K
0
ph,h2p2
)
− 1
4
∑
p1p2p3
[
(v¯p2p3pp1 + v¯p2p3p1p)K
†
p′h′K
†
p3h
Sp2p1 + (v¯p3p2p′p1 + v¯p2p3p1p′)K
†
phK
†
p2h
Sp3p1
]
− 1
4
∑
p1p2
[(
v¯p1p2p′p + v¯p2p1pp′
)
K
†
p1h
K
†
p2h′
+ v¯p1p2p′p2K
†
phK
†
p1h′
+ v¯p1p2pp2K
†
p′h′K
†
p1h
]
− 1
4
∑
h1h2h3
[(
v¯h3hh1h2 + v¯hh3h1h2
)
K
†
p′h′K
†
ph1
Sh2h3 +
(
v¯h′h3h2h1 + v¯h3h′h1h2
)
K
†
phK
†
p′h1
Sh2h3
]
− 1
4
∑
h1h2
[(
v¯h′hh1h2 + v¯hh′h2h1
)
K
†
ph1
K
†
p′h2
+ v¯h′h2h1h2K
†
phK
†
p′h1
+ v¯hh2h1h2K
†
p′h′K
†
ph1
]
+
1
2
∑
p1p2
v¯p2p1pp1K
†
p2h
K
†
p′h′ +
1
2
∑
h1h2
v¯hh1h2h1K
†
ph2
K
†
p′h′ (A5)
2
[
H31,K
†
phK
†
p′h′
]
= K†ph
∑
p1h1
K
†
p1h1
(∑
p2
v¯p1p2h1p′K
†
p2h′
−
∑
h2
v¯p1h′h1h2K
†
p′h2
)
+ K†p′h′
∑
p1h1
K
†
p1h1
(∑
p2
v¯p1p2h1pK
†
p2h
−
∑
h2
v¯p1hh1h2K
†
ph2
)
+ K†ph
∑
p1h1
(∑
p2
v¯p1p′h1p2K
†
p2h′
−
∑
h2
v¯p1h2h1h′K
†
p′h2
)
Kh1p1
+ K†p′h′
∑
p1h1
(∑
p2
v¯p1ph1p2K
†
p2h
−
∑
h2
v¯p1h2h1hK
†
ph2
)Kh1p1
+
(
K
†
ph +K
†
p′h′
)∑
p1h1
Kh1p1
(∑
p2p3
v¯p1p2h1p3Sp3p2 −
∑
h2h3
v¯p1h3h1h2Sh3h2
)
+
(∑
p2p3
v¯p′p2hp3Sp3p2 −
∑
h2h3
v¯p′h3hh2Sh3h2
)
K
†
ph′
+
(∑
p2p3
v¯pp2h′p3Sp3p2 −
∑
h2h3
v¯ph3h′h2Sh3h2
)
K
†
p′h
+
∑
p1h1
(∑
p2p3
v¯p1p2h1p3Sp3p2 −
∑
h2h3
v¯p1h3h1h2Sh3h2
)(
K
†
p′h′K
0
ph,h1p1
+K†phK
0
p′h′,h1p1
)
(A6)
with [
Kh1p1 ,K
†
p2h2
]
= δp1p2δh1h2 − δp1p2Sh1h2 − δh1h2Sp1p2
= K0p2h2,h1p1 (A7)
Summing the mean values of the different commutators
in the ground state |Z〉 for 〈[H,K†phK†p′h′ ]〉 = 0 yields a
relation between 〈Skk′Sll′ 〉 and 〈Snn′〉.
Appendix B: Calculation of correlation functions in
the Lipkin model
All correlation functions can be expressed in terms of
z, 〈J0〉 and 〈J20 〉. We also have
n0 =
N
2
− 〈J0〉, n1 = N2 + 〈J0〉 (B1)
9From the first equation (33), we find
z〈J2+〉 = N2 + 〈J0〉 (B2)
Multiplying (33) by J2+, gives
〈J2+J0〉 = −N2 〈J2+〉+ z〈J4+〉 (B3)
which yields
2z〈J4+〉 = N〈J2+〉+ 2〈J2+J0〉 (B4)
Multiplying the second equation (34) by J+, we can write
〈J+J−〉 = z(N − 1)〈J2+〉 − z2〈J4+〉 (B5)
which leads to
z2〈J4+〉 = (N − 1)z〈J2+〉 − 〈J+J−〉 (B6)
Then, with (B4) and (B6), we find
z〈J2+J0〉 = (N2 − 1)z〈J2+〉 − 〈J+J−〉 (B7)
We multiply (33) from the left by J0,
J20 |Z〉 = −N2 J0|Z〉+ zJ0J2+|Z〉
= −N
2
J0|Z〉+ 2zJ2+|Z〉+ zJ2+J0|Z〉 (B8)
Replacing the last term of (B8) by its mean value z〈J2+J0〉
and also z〈J2+〉 by its mean value and using (B2), we find
the Casimir relation
J+J−|Z〉 =
(
1
4
N(N + 2)− J20 + J0
) |Z〉 (B9)
In summary, the correlation functions are given by
2z〈J2+〉 = N + 2〈J0〉
〈J+J−〉 = 1
4
N(N + 2)− 〈J20 〉+ 〈J0〉
z〈J2+J0〉 =
1
2
(N − 2)z〈J2+〉 − 〈J+J−〉
z〈J+J−J0〉 = N
2
(N + 2)z +
1
2
(N − 6)z〈J+J−〉
− (N − 4)z〈J0〉 − 〈J2+〉 (B10)
what allows to solve the equation for 〈J0〉.
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