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En este proyecto, tras estudiar la arquitectura de un sistema STD (Spoken Term Detection 
o Reconocimiento de Palabras Clave), se desarrolla una herramienta de búsqueda de 
términos dentro de lattices fonéticos, generados a través de HTK (basada en la búsqueda en 
lattices Sphynx). 
 
También se identifican una nueva serie de características fonéticas que ayudarán a la 
mejora del reconocimiento final de un término y se implementan las herramientas para 
aislar, extraer, y presentar esas características. 
 
En la parte experimental, se evalúa nuestro sistema sobre el corpus geográfico de voz leída 
en español (ALBAYZIN) y sobre una base de datos de voz conversacional, de reuniones, 
en inglés (AMI). 
 
Finalmente, se analizan los resultados a través de Análisis de Regresión y a través de la 




Detector de palabras clave, HTK (Hidden Markov Model Toolkit), WEKA (Waikato 






In this project, after studying the architecture of an STD (Spoken Term Detection) system, 
we develop a Search of Terms in phonetic lattices Tool for lattices generated by HTK 
(based on search over Sphynx lattices). 
 
We also identify a new set of phonetic features that will help to improve the final term 
recognition and we implement the tools to isolate, extract, and show those features. 
 
Experimental tests consist of an evaluation of our system over the geographical corpus of 
read-speech in Spanish (ALBAYZIN) and a database of conversational speech in English 
(AMI). 
 
Finally, the results are analyzed through Regression Analysis and through the WEKA 




Spoken Term Detection, HTK (Hidden Markov Model Toolkit), WEKA (Waikato 
Environment for Knowledge Analysis), lattice search, phonetic feature selection. 
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En los últimos años, la investigación en el reconocimiento automático del habla se ha 
desarrollado intensamente debido en gran parte a la evolución de las herramientas y 
algoritmos de  procesamiento de señales. 
 
En la actualidad, prácticamente cualquier operación que se quiera hacer interactuando con 
un ordenador, dispositivo móvil, etc., es propensa a hacerse a través de la voz y por tanto 
se hace necesario incorporar un sistema de reconocimiento de voz.   
 
Algunas de las aplicaciones más representativas son: 
 
Control por comandos: Interacciones con un computador a través de la voz, mediante 
instrucciones concretas (cada vez suelen ser sistemas más eficaces debido al vocabulario 
reducido que utilizan). 
Sistemas de telefonía: Algunas centralitas telefónicas disponen de sistemas de 
reconocimiento automático de voz junto o como alternativa a la marcación por tonos. Se 
suelen incorporar en menús de navegación, para precisar mejor la atención al cliente 








Dispositivos móviles: Para sacar el máximo partido a estos dispositivos de tamaño 
reducido (como los teléfonos móviles) se hace casi imprescindible incorporarles sistemas 
de reconocimiento de voz para introducir datos y explotar todas las posibilidades que 
ofrecen. 
Sistemas para discapacitados: Para personas con problemas de audición (herramientas 
que convierten la voz en texto), invidentes o personas con problemas para pulsar botones 
de forma fluida,  interactuar a través de la voz se convierte en clave para mejorar 




La investigación en reconocimiento de voz nos está llevando progresivamente hacia la 
transcripción de fuentes de información cada vez más complejas. Esto ha inspirado el 
seguimiento de la investigación sobre la  tecnología de búsqueda y navegación en 






1.2  Objetivos 
 
Suponiendo un reconocedor de voz ya listo y entrenado que devuelve unos lattices 
fonéticos o de palabra, el objetivo es encontrar  y/o ajustar parámetros que permitan 
determinar si una hipótesis de  ocurrencia de una palabra  es un acierto o un error, de la 
manera más precisa posible, a través de la información contenida en dichos lattices u otra 
información adicional con la que decidir si aceptar o no esa palabra. 
 
A cada hipótesis (ocurrencia) se le asocia una puntuación o “Score” que suele estar basada 
únicamente en el modelo acústico y de lenguaje del reconocedor [2], por lo que uno de los 
objetivos más importantes del proyecto será reasignar puntuación a estas hipótesis en 
función de información y características adicionales obtenidas bien del lattice de 
reconocimiento o bien de otras características del audio. Para ello, la  información será 
procesada a través de sistemas de aprendizaje automático como los  “Árboles de Decisión 
(CARTs)” que finalmente asignarán una puntuación para cada ocurrencia que reflejará la 









1.3 Organización de la memoria 
 
La memoria consta de los siguientes capítulos: 
 
1. Introducción: motivación y objetivos del proyecto. 
 
2. Estado del arte en reconocimiento de voz y búsqueda de palabras clave en 
documentos hablados, así como información sobre el sonido y la producción y 
percepción del habla. 
 
3. Medios disponibles y diseño del proyecto: medios a utilizar (software, hardware, 
bases de datos), sistema y datos de partida y descripción de las mejoras a 
implementar. 
 
4. Desarrollo: Descripción de las aplicaciones implementadas (nuevas herramientas de 
búsqueda en lattices y de extracción de características fonéticas). 
 
5. Pruebas y resultados obtenidos tras ejecutar las nuevas aplicaciones contra 
diferentes bases de datos y análisis de los resultados obtenidos. 
 
6. Conclusiones que consideramos interesantes tras analizar los resultados e 
indicaciones sobre posibles futuras líneas de investigación. 
 
7. Referencias con las distintas fuentes de información utilizadas en el proyecto. 
 
8. Glosario de términos. 
 
9. Anexos: Incluye listado de fonemas españoles e ingleses y publicaciones 
internacionales durante el proyecto. 
 
10. Presupuesto y pliego de condiciones del proyecto. 
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2.1 Sonido y procesamiento humano del habla 
 
 
El proceso del habla comienza con la producción de una onda de presión que se transmite 
por el aire. A través de la sucesión en un orden concreto (característico de cada idioma) de 
los sonidos producidos, se elabora el mensaje. 
Podemos analizar el habla desde diferentes perspectivas. La acústica se ocupa de analizar 
las características físicas de la voz, la semántica trata el sentido de las palabras, etc. A la 
hora de desarrollar sistemas de reconocimiento de voz todas estas ciencias son muy útiles 
ya que aportan información sobre el mensaje. 
  
2 
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El sonido es un conjunto de ondas producidas por un cuerpo al vibrar, que crean una 
variación de presión en el medio que le rodea. Para que se genere un sonido es necesario 
que vibre alguna fuente. Las vibraciones pueden ser transmitidas a través de diversos 
medios, siendo los más comunes el aire y el agua. El sonido humanamente audible consiste 
en ondas sonoras que producen oscilaciones de la presión del aire, que son convertidas en 
ondas mecánicas en el oído humano y percibidas por el cerebro. La propagación del sonido 
es similar en los fluídos, donde el sonido toma la forma de fluctuaciones de presión. En los 


















El trabajo necesario para producir la energía que produce la compresión de moléculas de 
aire, se refleja en la cantidad de desplazamiento de las moléculas de aire desde su posición 
de reposo. Este desplazamiento se mide como la amplitud de un sonido. Debido al amplio 
rango de variación, es conveniente medir la amplitud del sonido en decibelios (dB) sobre 
una escala logarítmica. 
 
El nivel de presión sonora o nivel de sonido (SPL, Sound Pressure Level) es una medida 
logarítmica de la presión acústica eficaz de un sonido en relación con un valor de 
referencia. El umbral de audición del oído humano está fijado en  0 dB y coincide con P0 = 
0.0002µbar para una señal de 1KHz, así que los sonidos con un nivel de presión de señal 
acústica por debajo de este umbral no serán audibles para el oído humano. Los sonidos con 
mayor valor de presión que el oído puede tolerar son en torno a los 120 dB, denominado 
umbral de dolor.  
 
SPL(dB) = 20 log10 ( )     (1) 
  
Figura 1. Esquema de la onda sinusoidal producida por la compresión y expansión 
de moléculas de aire. 
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2.1.2 Características acústicas 
 
La señal de voz es una sucesión de sonidos y silencios. Esta señal está formada por 
palabras, que a su vez se dividen en fonemas, los cuales son la unidad básica del habla y 
que unidos determinan los sonidos con los que construir el mensaje. 
 
Los fonemas son unidades teóricas que utilizamos para analizar el nivel fonético de una 
lengua. Para estimar qué compone o no un fonema necesitamos que exista una función 
distintiva: son sonidos del habla que nos hacen diferenciar palabras en una lengua. 
 
2.1.3 Fono y fonema 
 
Los fonemas no son sonidos con entidad física, sino abstracciones mentales o 
abstracciones formales de los sonidos del habla. Un fonema puede ser representado por una 
familia o clase de equivalencia de sonidos (técnicamente denominados fonos), que los 
hablantes asocian a un sonido específico durante la producción o la percepción del habla. 
Así por ejemplo, en español el fonema /d/ [+ obstruyente, + alveolar, + sonoro] puede ser 
articulado como oclusiva [d] a principio de palabra o tras nasal o pausa larga, pero es 
pronunciado como aproximante [δ] entre vocales o entre vocal y líquida, así /dedo/ se 
pronuncia [deδo] donde el primer y tercer sonido difieren en el grado de obstrucción 
aunque son similares en una serie de rasgos (los propios del fonema).  
 
 
Un sonido o fono está caracterizado por un conjunto de rasgos fonéticos y articulatorios en 
donde el número de dichos rasgos y la identificación de los mismos es tarea de la fonética. 
Un fono es cualquiera de las posibles realizaciones acústicas de un fonema. Por tanto, la 
fonética es la rama de la lingüística que estudia la producción y percepción de los sonidos 
de una lengua en sus manifestaciones físicas y sus principales ramas son: fonética 
experimental, fonética articulatoria, fonemática y fonética acústica.  
 
2.1.4 Producción y percepción del habla 
 
 
En el proceso de generación de la voz, el sonido inicial proviene de la vibración de las 
cuerdas vocales conocida como vibración glotal, es decir, el efecto sonoro se genera por la 
rápida apertura y cierre de las cuerdas vocales conjuntamente con el flujo de aire emitido 
desde los pulmones. Las cuerdas vocales comienzan a vibrar, produciéndose un sonido 
tonal, es decir periódico y cuya frecuencia varia en forma inversa al tamaño de las cuerdas. 
Este sonido es propio del hablante, es más agudo para el caso de mujeres y niños y carece 
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Después de atravesar la glotis el sonido pasa a través de la cavidad supraglótica, que es la 
porción del aparato fonador que permite modificar el sonido dentro de márgenes muy 
amplios. Está conformado principalmente por tres cavidades, la cavidad oral, la cavidad 
labial y la cavidad nasal, correspondientes a la garganta, los labios y la nariz 
respectivamente. Estas cavidades constituyen resonadores acústicos, los cuales modifican 
los sonidos de acuerdo a la forma que adopten. La lengua y los labios permiten efectuar 










Por otro lado, la capacidad de comprender el lenguaje oral se deriva del funcionamiento de 
un conjunto muy complejo de procesos perceptivos, cognitivos y lingüísticos que permiten 
al oyente recuperar el significado de un enunciado cuando lo oye.  
 













Figura 2. Tracto Vocal 
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El objetivo es determinar cómo la señal acústica, que varía de manera continua, se 
convierte en una secuencia de unidades lingüísticas de forma que sea posible recuperar el 
mensaje. En el caso de que la señal de habla tenga mala calidad, el proceso de percepción 
continúa realizándose correctamente. Esto se debe a que el habla es una señal altamente 
estructurada y redundante de modo que las distorsiones no afectan a la inteligibilidad. La 
percepción también es posible porque el oyente tiene dos tipos de información disponibles, 
el contexto del habla (conocimiento pragmático) y el conocimiento de la lengua (sintaxis, 













Figura 3. Percepción del Habla. El oído humano 
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2.2 Reconocimiento de Voz 
 
El reconocimiento de voz es el proceso de conversión de una señal acústica en un conjunto 
de palabras (imitando el proceso de reconocimiento que lleva a cabo el receptor en la 
comunicación oral). El problema que se plantea en un sistema de reconocimiento de voz es 
el de hacer cooperar un conjunto de informaciones que provienen de diversas fuentes de 
conocimiento (acústica, fonética, fonológica, léxica, sintáctica, semántica, prosódica y 
pragmática), en presencia de ambigüedades, incertidumbres y errores inevitables para 
llegar a obtener una interpretación aceptable del mensaje acústico recibido. 
 
 Información acústica: Obtenida parametrizando la señal analógica de entrada, 
principalmente en tiempo y en frecuencia. 
 
 Información fonética: La información de características acústicas es traducida a 
una sucesión de fonemas. 
 
 Información fonológica: Se analizan los fonemas que hacen que el contenido 
fonético de las palabras se modifique en una articulación rápida o por una sucesión 
de términos léxicos. Las variedades dialectales son también tratadas. 
 
 Información léxica: Se identifican las palabras de la lengua en la que se produce la 
comunicación. 
 
 Información sintáctica: Reglas gramaticales que permiten describir y analizar el 
lenguaje, y que relacionan las palabras reconocidas a nivel léxico. 
 
 Información semántica: Trata el sentido de las palabras, buscando la comprensión 
del mensaje y eliminando las interpretaciones que no tengan sentido. Es el nivel de 
conocimiento de las palabras que da un diccionario de la lengua. 
 
 Información pragmática: Analiza el sentido del mensaje recibido teniendo en 
cuenta el contexto de su aplicación. Reconoce la información que viene 
determinada por la situación en la que se produce la comunicación. 
 
 Información prosódica: Información que el mensaje comunica mediante los 
modos de pronunciación: palabras pronunciadas con cierto nivel de insistencia para 
resaltarlas, fronteras entre grupos de palabras, naturaleza interrogativa o declarativa 
de una frase, etc. [18] 
 
Un sistema de reconocimiento de voz es una herramienta computacional capaz de procesar 
la señal de voz emitida por el ser humano y reconocer la información contenida en ésta, 
convirtiéndola en texto o emitiendo órdenes que actúen sobre un proceso. 
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2.2.1 Fundamentos de HTK 
 
 
El Hidden Markov Model Toolkit (HTK) es un 
conjunto de herramientas usado para la generación y 
manipulación de modelos de Markov. En un primer 
momento se desarrolló para construir modelos 
basados en el procesamiento de señales de habla y 
posteriormente se han ido encontrado muchas otras 
aplicaciones como la síntesis de voz o secuencias de 
ADN. [8] 
 
HTK fue desarrollado originalmente por el 
departamento de Ingeniería de la Universidad de 
Cambridge, conocido como el grupo “the Speech 







HTK se usa principalmente para el desarrollo de aplicaciones de procesamiento de señales 
de voz, en particular para reconocedores de voz. Como se puede ver en la figura 4, existen 
dos etapas principales en el proceso de reconocimiento. En primer lugar, las HTK Training 
Tools se utilizan para estimar los parámetros del HMM usando datos/señales de 
entrenamiento y sus transcripciones asociadas. En segundo lugar, se transcriben señales 




2.2.2 Modelos Ocultos de Markov (HMM) 
 
 
Un HMM es una máquina de estados finita, en la que las observaciones son una función 
probabilística del estado. Esto quiere decir que el modelo es un proceso doblemente 
estocástico formado por un proceso estocástico oculto no observable directamente, que 
corresponde a las transiciones entre estados, además de un proceso estocástico observable 
cuya salida es la secuencia de vectores espectrales. [8] 
 
Las observaciones son los vectores de parámetros acústicos y los estados suelen modelar 
eventos sonoros de menor duración que un fonema. Las densidades de probabilidad de 
cada estado, las probabilidades de transición y la secuencia de observaciones son 
parámetros conocidos del sistema, mientras que la secuencia de estados que el modelo de 
Markov ha seguido para generar esa secuencia de observaciones permanece desconocida 




Figura 4. Esquema del reconocedor de 
voz HTK [8] 
ESTIMACIÓN DE CONFIANZA EN LA BÚSQUEDA DE PALABRAS CLAVE EN SISTEMAS BASADOS EN 
TRANSCRIPCIÓN FONÉTICA 
2. ESTADO DEL ARTE 17
Los elementos que definen un HMM [16] son:  
 
• N: el número de estados del modelo, donde qt denota el estado en el instante de tiempo t. 
Los HMMs habitualmente están compuestos por N estados. Ni el estado 1 ni el N generan 
salida, y simplemente se usan para concatenar los diferentes modelos (por ejemplo, para 
reconocer palabras a partir de modelos de fonema o para reconocer frases a partir de 
modelos de palabra). 
S = {s1, s2,...,sN}          (2) 
 
• La dimensión del conjunto de observaciones distintas de salida M, es decir el tamaño del 
alfabeto. 
V = {v1, v2,...,vM}          (3) 
 
• La distribución de probabilidad de transición entre estados A={aij}: 
aij =P(qt=sj | qt-1=si) 1≤ i,j ≤ N        (4) 
 
• La distribución de probabilidades de emisión de símbolos entre estados 
B = {bj(k)},           (5) 
bj(Ok)=P(Ok | qt = sj) 1≤ j ≤ N, 1≤ k ≤ M       (6) 
, donde Ok es un símbolo perteneciente a V. 
 
• Distribución del estado inicial π = {πi}: 
πi = P(q0 = si) 1≤ i ≤ N         (7) 
 
Con todo esto, un HMM se describe como λ = {A, B, π }.    (8) 
 
 
La técnica de HMM se usa en la actualidad en aquellos sistemas en los que el modelado 
tiene una dependencia del tiempo, como pueden ser los sistemas de reconocimiento 
fonético y del habla en general. 
 
Una razón, por la que los HMMs son utilizados en el reconocimiento de fonemas, es que 
una señal de voz puede verse como una señal invariante a corto plazo (de unos 10 -20 
milisegundos). La voz se podría interpretar así como un modelo de Markov para muchos 
procesos estocásticos (conocidos como estados). Otra razón por la que los HMMs son 
populares, es que pueden ser entrenados automáticamente, siendo factible realizar los 














Figura 5. Modelo de generación de Markov [8] 
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2.2.3 Sistema de Reconocimiento HTK 
 
Como ya adelantamos anteriormente, HTK es un toolkit principalmente diseñado para la 
construcción de herramientas de procesamiento de señales de voz, basadas en HMM, en 
particular para sistemas de reconocimiento de voz (ASR/RAV). Ofrece un conjunto de 
herramientas para llevar a cabo las funciones básicas relacionadas con el reconocimiento 
de voz:  
 
 Proceso de extracción de características, a través del cual la señal acústica de 
entrada se transforma en una secuencia de vectores (Mel-Frequency Cepstral 
Coefficient (MFCC), Perceptual Linear Predictive (PLP), Linear Predictive Coding 
Coefficient (LPCC), etc, utilizados durante el entrenamiento de los modelos 


























 Entrenamiento de los modelos acústicos, que consisten en la construcción de los 
HMMs utilizando el algoritmo de Baum-Welch, a partir de los vectores extraídos 
previamente. 
 
 Finalmente, el proceso de reconocimiento a través del cual, utilizando el algoritmo 
de Viterbi, la señal de entrada es transformada en una cadena compuesta por las 




Figura 6. Extracción de características en el proceso de habla  humana [8] 
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Además, el toolkit también proporciona componentes para construir los modelos de 
lenguaje (LMs) que se utilizarán durante el proceso de reconocimiento. El conjunto de 
unidades a reconocer está definido en el lexicon del ASR y normalmente consiste en 



























2.2.3.1 Extracción de características 
 
 
Durante esta primera etapa, se extraen las características acústicas que utilizará 
posteriormente el reconocedor. Para ello, se divide la señal de voz en una colección de 
segmentos y posteriormente, se obtiene una representación de las características acústicas 
más distintivas para cada segmento.  
 
Con estas características, se construye un conjunto de vectores que constituyen la entrada 
al siguiente módulo. Una de las representaciones más usadas son los coeficientes Linear 








Figura 7. Esquema de un sistema ASR estándar [1] 
ESTIMACIÓN DE CONFIANZA EN LA BÚSQUEDA DE PALABRAS CLAVE EN SISTEMAS BASADOS EN 
TRANSCRIPCIÓN FONÉTICA 
2. ESTADO DEL ARTE 20
 
En HTK, el módulo HWave se encarga de recibir el archivo de audio. HAudio puede 
recibir una entrada directamente desde un dispositivo de audio. El módulo HParm se 
encarga de parametrizar la señal de entrada y generar los vectores usando los 
procedimientos y parámetros definidos en el módulo HSigP. HVQ añade índices VQ a los 






















2.2.3.2 Herramientas de entrenamiento 
 
El proceso de entrenamiento tiene lugar en distintas etapas, como se describe en la figura 
9. Primero, se tiene que crear un conjunto inicial de modelos. Si tenemos datos de audio 
con alguna información identificada (ejemplo: identificación de los fonemas sobre la señal 
de audio), estos se pueden utilizar como datos de referencia. En este caso, las herramientas 
HInit y HRest inician un entrenamiento de palabras aisladas usando estos datos de 
referencia. Cada uno de los HMMs necesarios se genera individualmente. HInit lee todos 
los datos de referencia y localiza todos los ejemplos del fonema. Después los procesa 
iterativamente con un conjunto inicial de parámetros, utilizando un procedimiento 
“segmental k-means”. [8] 
 
En el primer ciclo, los datos de entrenamiento son segmentados uniformemente. Cada 
estado del modelo se ajusta a los segmentos de datos correspondientes y se estiman las 
medias y las varianzas. En el segundo y en los siguientes ciclos, la segmentación uniforme 
es reemplazada por un alineamiento Viterbi. Los parámetros iniciales procesados por HInit 
se vuelven a re-estimar a través de HRest. Otra vez, se utilizan los datos de referencia  pero 
esta vez el procedimiento “segmental k-means”  es reemplazado por  un proceso Baum-
Welch de re-estimación. [8] 
 
 
Cuando no hay datos de referencia iniciales disponibles, todos los modelos son 
inicializados de forma idéntica y con la media y la varianza del estado igual que la media y 
la varianza global del audio. La herramienta que se encarga de este proceso es HCompV.  
 
Figura 8. Módulos de entrada y de 
parametrización del audio 
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Una vez que se han creado los modelos iniciales, se utiliza la herramienta HERest para 
hacer un entrenamiento embebido utilizando el conjunto de entrenamiento completo. 
HERest hace una re-estimación Baum-Welch simple del conjunto completo de HMMs 
simultáneamente. 
 
HERest es el núcleo de la herramienta de entrenamiento de HTK y está diseñado para 
procesar grandes bases de datos. 
 
La herramienta HHed modifica grupos de HMMs aplicando diferentes parámetros e 
incrementando el número de componentes mezclados (Gaussianas) en distribuciones 



























Figura 9. Herramientas de entrenamiento. 
Construcción de HMM 
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HTK dispone de una herramienta de reconocimiento llamada HVite basada en el algoritmo 
de Viterbi. HVite recibe como input una red de secuencias de palabras permitidas, un 
diccionario que define cómo se pronuncia cada palabra y un conjunto de HMMs.  
 
Funciona convirtiendo la red de palabras en una red de fonemas añadiendo la apropiada 
definición del HMM a cada instancia de fonema.  
 
El reconocimiento puede hacerse sobre una lista de archivos de audio o sobre una entrada 
de audio directa. 
 
Las redes de palabras que se necesitan para trabajar con HVite son normalmente simples 
loops de palabras en los cuales cualquier palabra puede seguir a las otras o son grafos que 
representan una gramática de estados finitos. Estas redes se almacenan usando el formato 
estándar de lattices HTK (formato de texto, editable con un simple editor de textos) 
 
 
Como base para el reconocimiento se utiliza el algoritmo de Viterbi. Este algoritmo trata 
de encontrar el mejor camino a través de una matriz donde el eje vertical representa los 
estados del HMM y el eje horizontal representa los frames del audio (tiempo).  
 
El objetivo es determinar la secuencia óptima (de mayor probabilidad) de estados dada la 
observación acústica y el modelo oculto de Markov. Es decir, se busca la alineación de la 






















Figura 10. Algoritmo de Viterbi para la búsqueda del camino con 
mayor probabilidad. [9] 
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2.3.1 Detectores de Palabra Clave 
 
Los sistemas de detección de palabras clave o Wordspotting se componen de un conjunto 
de procedimientos que tratan de identificar palabras concretas dentro de una señal de 
audio. 
 
Estos sistemas se pueden clasificar en tres tipos diferentes: los basados en reconocedores 
de habla continua de gran vocabulario (LVCSR), basados en modelos de relleno y basados 
en reconocedores de subunidades de palabra.  
 
2.3.1.1 Sistemas de reconocimiento de gran vocabulario 
 
Los sistemas de reconocimiento de gran vocabulario o LVCSR (Large Vocabulary 
Continuous Speech Recognition) tratan de conseguir un reconocimiento de habla 
pronunciada de manera natural, cubriendo un vocabulario extenso. Se caracterizan por 
disponer de un extenso vocabulario e incluir funciones de extracción, transcripciones 
automáticas del habla, modelado del lenguaje y entendimiento del habla.  
 
Estos sistemas funcionan muy bien en el caso de que todas las palabras a reconocer formen 
parte del vocabulario del sistema. Si la palabra a buscar no forma parte del vocabulario del 
sistema no se puede puede encontrar, por lo que la palabra se considera fuera de 




 Es el que mejor funciona en caso de que todas las palabras que forman parte de la 
consulta del usuario formen parte del vocabulario del sistema, ya que se puede  
hacer uso de un modelo de lenguaje de palabra entrenado a partir de textos muy 
grandes (de millones de palabras). 
 Búsquedas rápidas. 
 Proporciona información útil para la presentación de contenidos de audio sin 
necesidad de reproducirlo. 
 
Inconvenientes: 
 Imposibilidad de ser usado cuando una palabra a buscar no está en el diccionario. 
 Problemas de robustez  frente a variaciones del tipo de audio o del tipo de habla: 
Tasa de error elevada cuando las condiciones del audio y la voz sobre las que 
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2.3.1.2 Sistemas basados en modelos de relleno 
 
Son sistemas donde el vocabulario consta de las palabras clave a buscar y los modelos de 
relleno sólo intentan absorber las palabras del audio que no son clave. 
 
El proceso de decodificación acústica propone la secuencia más probable de palabras 
existentes en el audio. En este caso, hay que tener en cuenta las palabras clave y cualquier 
otro tipo de sonido, palabra o efecto que pueda aparecer en el audio. Por este motivo, los 
modelos de relleno son utilizados para llenar los intervalos de habla con ausencia de 
palabras clave (el entrenamiento de los modelos de relleno es fundamental si se quiere 
conseguir un mejor rendimiento del sistema. Para ello, se han investigado modelos de 
relleno basados en fonemas, grafemas, sílabas, clases amplias, palabras, etc). 
 
  
La salida de estos sistemas está compuesta por el conjunto de palabras clave propuestas 
durante el proceso de decodificación junto con los modelos de relleno que dicho proceso 
propone cuando considera que en cierta región de voz no existe ninguna palabra clave.  
 
Aunque el proceso de decodificación acústica de estos sistemas obtiene un rendimiento 
aceptable, se han investigado medidas de confianza adicionales para tratar de eliminar 
aquellas hipótesis (palabras clave) propuestas por dicho proceso que no tuviesen una 
puntuación (score) deseada [1]. A continuación presentamos varias de estas medidas de 
confianza:  
 
 Medida de confianza a partir de la puntuación dada a la palabra clave durante el 
proceso de decodificación (de tal forma que las hipótesis que no tengan una 
puntuación por encima de un determinado umbral son rechazadas de la salida final 
del sistema).[19] 
 
 Uso de redes neuronales a partir de ciertas características de entrada obtenidas 
durante el proceso de decodificación (puntuación global de la palabra, puntuación 
de las N-mejores hipótesis, etc) de tal forma que aquellas hipótesis que la red 
neuronal clasifica como falsas alarmas son rechazadas de la salida final del 
sistema.[20] 
 
 Medida de confianza basada en la semejanza que existe entre la salida de un 
reconocedor de fonemas en aquellas regiones de la señal de voz donde el 
reconocedor de palabras clave basado en modelos de relleno proponía cada 
hipótesis y la secuencia real de fonemas de la hipótesis dada por este último. [21] 
 
 
Las palabras clave junto con los modelos de relleno entran en el módulo donde se fija una 
medida de confianza que se utilizará para detectar errores de reconocimiento, conceptos 
semánticos incorrectos y palabras fuera del vocabulario. Con las medidas de confianza se 
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Con este procedimiento, sólo se intenta reconocer unas palabras determinadas, el resto de 





 Es una técnica muy precisa y menos costosa que la anterior. 
 Eficiente para aplicaciones cuyo vocabulario no suele sufrir cambios (operaciones 
bancarias, call-centers, gestión de reservas, etc). 
 
Inconvenientes: 
 Si cambia alguna palabra a buscar es necesario reprocesar todo el audio, por lo que 




2.3.1.3 Sistemas basados en reconocedores de sub-unidades de palabra 
 
Los sistemas basados en reconocedores de subunidades de palabra pretenden solucionar el 
problema que presentan las anteriores técnicas de detección de palabras clave, 
principalmente el problema de las detecciones de términos que estén fuera del vocabulario 
del sistema. Por este motivo se desarrollaron los sistemas "Spoken Term Detection (STD)", 
basados en este tipo de sistemas, en los cuales nos hemos basado para este proyecto y que 
explicaremos más en detalle en la siguiente sección. 
 
Estos sistemas también pueden hacer uso de procesos de medida de la confianza como las 
listas n-best (utilizando modelos acústicos y modelos de lenguaje para producir una lista 
con las n secuencias de palabras más probables en un tiempo razonable, para 
posteriormente re-estimar estas n hipótesis usando modelos más precisos y obtener la 
secuencia de palabras más probable) [22], mínima distancia de edición (número mínimo de 
operaciones –inserción, eliminación o sustitución– para convertir una palabra o secuencia 
de palabras en otra) [23] o confianza discriminativa (realizando procesamientos a través de 
árboles de decisión) [24]. 
 
Ventajas: 
 No necesitan reprocesar el audio cuando el vocabulario de la aplicación cambia. 
 Mayor velocidad de procesamiento del audio. 
 
Inconvenientes: 
 Es el sistema con peores resultados a nivel de aciertos y falsas alarmas (pero se ve 
compensado por la mayor velocidad de procesamiento del audio, la mayor 
flexibilidad para manejar vocabularios que cambian con el tiempo y la detección de 
palabras fuera de vocabulario). 
 
 
En la actualidad los sistemas de STD suelen ser una combinación de sistemas de 
reconocimiento de gran vocabulario y estos últimos para poder procesar palabras tanto 
dentro como fuera de vocabulario.  
ESTIMACIÓN DE CONFIANZA EN LA BÚSQUEDA DE PALABRAS CLAVE EN SISTEMAS BASADOS EN 
TRANSCRIPCIÓN FONÉTICA 
2. ESTADO DEL ARTE 26
 
 






La arquitectura estándar de un sistema de STD (Spoken Term Detection/ Búsqueda de 
palabras clave en documentos hablados) consiste en un Subsistema de Reconocimiento de 
voz automático (ASR/RAV) que genera un lattice de palabra o fonema y un Subsistema 
STD que finalmente toma la decisión final sobre los términos que ha detectado. 
 
La arquitectura estándar de un STD es: El Reconocedor de Voz (Speech Recognition) 
genera los lattices a partir de la señal de voz; el Detector de Términos (Term Detector) 
busca en esos lattices posibles ocurrencias de términos; Decisor (Decision Maker) estima si 
una ocurrencia es fiable. 
 
La herramienta de NIST (National Institute of Standards and Technology) se utiliza para la 
evaluación de las detecciones a través de ATWV (Average Term Weighted Value) y 

























Figura 11. Arquitectura STD estándar 
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2.3.2.2 Detección y medida de la confianza 
 
 
A partir de la búsqueda en el lattice, se consigue detectar un conjunto de términos. Se 
define una detección d como una tupla o secuencia ordenada de objetos que contiene toda 
la información sobre esa detección [9], ofreciendo 
 
 





donde K es el término detectado, va y vl son los scores acústicos y de modelo de lenguaje 
respectivamente y s representa el intervalo de tiempo que ocupa el término detectado (y 
que vuelve a ser una tupla formada por el tiempo inicial y el tiempo final) 
 
s = (tstart, tend)        (10) 
 
 
Hay que destacar que puede haber más información para una detección, como por ejemplo 





Con las detecciones posibles obtenidas, tenemos que valorar si éstas son fiables o no, 
basándonos en puntuaciones que midan la confianza. En la práctica la confianza basada en 
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donde πα y πβ son caminos antes y después del término K, con πα empezando desde el 
comienzo del audio y πβ terminando al final del audio. О representa la observación,  
se corresponde con el camino que incluye el término K entre los instantes t1 y t2, y ς en 
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2.3.2.3 Decisor (Decision Maker) 
 
 
Una vez obtenida la medida de la confianza, puede determinarse si una detección posible 
pasa a ser una detección fiable (hit) o una falsa alarma. Este proceso lo lleva a cabo el 
decisor, dentro de la arquitectura STD.  
 
 
Intuitivamente, el objetivo del proceso de decisión es reducir las falsas alarmas con la 
menor pérdida o rechazo de términos posible. Dependiendo de la aplicación tendremos 
mayor o menor tolerancia a las falsas alarmas, por tanto, se debe definir un umbral θ de 
FA/hit en el decisor. 
 
 
Una aproximación simple para la decisión es comparar directamente la confianza de una 
detección con el umbral θ, y determinar si es fiable si y sólo si es igual o superior a θ. Esta 









donde d es la detección y c(d) es su confianza. 
 
 
Una propiedad interesante de esta aproximación es que el umbral θ es independiente del 




En este proyecto añadiremos más variables a la estrategia de decisión incluyendo el 
análisis de características del lattice, fonéticas, prosódicas, de duración, etc para intentar 
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2.3.2.4 Evaluación 
 
Hay varias métricas que se usan comúnmente para evaluar el rendimiento de un sistema 
STD y cada una refleja aspectos diferentes del rendimiento del sistema. 
 
 ATWV (Average term-weighted value) 
 
Se define como una media de la suma ponderada de probabilidades de rechazo y 
probabilidades de falsa alarma, Pmiss(K) y PFA(K), sobre los términos K: 
 
 




Donde β = 6 7 (Pprior(K)
-1
 - 1), y |∆| representa el tamaño del conjunto de términos de 
búsqueda, ∆. La herramienta de evaluación NIST proporciona una probabilidad 
uniforme inicial del término, Pprior(K) = 10-4, y la relación  6 7  = 0.1  
 
 
 Detection Error Tradeoff (DET) curve 
 
Para tener una visión del rendimiento del sistema STD, las curvas DET representan 
gráficamente la probabilidad de rechazo frente a la probabilidad de falsa alarma. El 
ATWV se mide en un punto particular de la curva DET, el cual corresponde a un 
umbral de confianza que suele estar especificado optimizando el resultado del 
ATWV. Al máximo valor de ATWV sobre la curva DET se le define como max-




















Figura 12. Ejemplo de curva DET con los valores de ATWV y max-ATWV 
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3.1 Medios disponibles 
 
3.1.1 Base de datos ALBAYZIN (Español, corpus geográfico) 
 
 
La base de datos ALBAYZIN consiste en varios corpora de términos en español que han 
sido diseñados con el objetivo de contribuir al desarrollo y la evaluación de sistemas de 
reconocimiento y procesado del habla. 
 
Para nuestros experimentos utilizamos el corpus geográfico, formado por frases 
correspondientes a una tarea de consulta a una base de datos geográfica. Las frases son 
sometidas a una fuerte restricción semántica, con el fin de incluir información  relativa a 
este aspecto en el reconocimiento o comprensión del habla. Las construcciones  sintácticas 
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Corpus Fonético  








Nombre: Conjunto de entrenamiento fonético.  
Contenido: 4800 frases fonéticamente balanceadas 
de 164 hablantes: 3 horas y 20 minutos. 
Nombre: Conjunto de 
desarrollo STD 
Contenido: 4400 frases 




Nombre: Conjunto de test fonético. 
Contenido: 2000 frases fonéticamente balanceadas 
de 40 hablantes: 1 hora y 40 minutos. 
Nombre: Conjunto de 
test STD 
Contenido: 2400 frases 
de 48 hablantes: 2 horas 
Tabla 1.  Especificaciones de los corpora de la Base de Datos ALBAYZIN [5] 
 
 
Disponemos de un conjunto de 4400 lattices (TRAIN) a partir del cual buscaremos 
términos utilizando un diccionario de 105 palabras y otro diccionario de 500 palabras. 
También disponemos de un conjunto de 2400 lattices (TEST), con el que utilizaremos un 





3.1.2 Base de datos AMI (Inglés) 
 
 
AMI es una base de datos formada por un corpus de 100 horas de voz conversacional, 
dividido en conversaciones entre grupos de cuatro personas. Las conversaciones son en 
inglés, pero una gran proporción de los hablantes no son hablantes ingleses nativos, lo que 
provee un alto grado de variabilidad en los patrones de voz. [6] 
 
Disponemos de un conjunto de 1758 lattices (TRAIN), a partir del cual buscaremos 
términos utilizando un diccionario de 490 palabras y otro diccionario de 67 palabras. 
También disponemos de otro conjunto de 11092 lattices (TEST), con el que utilizaremos 
un diccionario de 268 palabras y otro diccionario de 484 palabras.  
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3.1.3 Archivos de Pitch y Energía de ficheros de audio (PRAAT) 
 
 
Praat (del holandés "hablar") es un software gratuito para el análisis científico del habla 
usado en lingüística. Fue diseñado y continúa siendo desarrollado por Paul Boersma y 
David Weenink de la Universidad de Ámsterdam. Puede ser instalado en varios sistemas 
operativos, incluyendo Unix, Mac y Microsoft Windows (95, 98, NT4, ME, 2000, XP, 
Vista). 
 
Praat es capaz de grabar la voz en varios tipos de archivos de audio y mostrar 
los espectrogramas. Además, permite el análisis de la entonación, la intensidad o volumen, 
los formantes, cocleagrama, etc. Praat también puede ser automatizado para análisis más 
complejos, lo que ha resultado útil para investigadores de alto nivel. Se pueden calcular 
valores de jitter, shimmer, entre otros, y utilizarlos para el análisis acústico.  
 
En este proyecto se ha utilizado el software Praat para extraer la energía y el pitch de los 





- Ordenador personal Intel Core 2 CPU 
6300 @ 1.86GHz. 
(Trabajando sobre Ubuntu versión 8.04) 
 
- NetBook AMD Athlon, L110 processor 





3.1.5.1 HTK (Hidden Markov Model Toolkit) 
 
Como se ha descrito con anterioridad, HTK es un toolkit para la construcción de HMMs 
(Modelos Ocultos de Markov). HTK se usa principalmente para desarrollar herramientas 
de procesamiento de voz, en particular reconocedores de voz (aunque puede ser utilizado 
para cualquier otra herramienta de reconocimiento de patrones, síntesis de voz o 
secuencias de ADN). [8] 
 
HTK está compuesto por un conjunto de librerías y herramientas desarrolladas en C. Las 
herramientas facilitan el análisis de la voz, el entrenamiento de los HMM, el test y la 
extracción de resultados. El software soporta la creación de HMM con distribuciones 
continuas de mezclas de Gaussianas o por medio de distribuciones discretas pudiendo crear 
de esta forma complejos sistemas de HMM. [8] 
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HTK fue desarrollado originalmente por el departamento de Ingeniería de la Universidad 
de Cambridge, conocido como el grupo “the Speech Vision and Robotics”. Contiene 
diferentes algoritmos de estimación de parámetros como el algoritmo Baum-Welch o el 
algoritmo Viterbi (este último utilizado para la decodificación, recibiendo una red de 
secuencias de palabras permitidas, un diccionario que define cómo se pronuncia cada 
palabra y un conjunto de HMMs). [8] 
 
3.1.5.2 Software de búsqueda en lattices Sphinx 
 
SPHINX [10] es otro de los sistemas de reconocimiento existentes en la actualidad. Fue 
desarrollado en la Universidad de Carnegie Mellon [11] y al igual que HTK, se basa en la 
construcción de Modelos Ocultos de Markov. Los componentes de SPHINX son el 
Sphinxtrain, para entrenamiento de los modelos, y el SPHINX decoder para 
reconocimiento. 
 
El Sphinxtrain está compuesto por un conjunto de programas que han sido compilados para 
dos tipos de sistemas: Linux y alpha. Genera modelos acústicos discretos, semicontinuos o 
continuos (HMM con topología left to right) que pueden tener desde 1 hasta 24 gaussianas 
en cada estado. 
 
El SPHINX decoder contiene algoritmos de programación dinámica como Baum-Welch 
o Viterbi. 
 
Las principales necesidades de SPHINX a la hora de realizar un reconocimiento son: 
 
1. El diccionario de pronunciación. 
2. El diccionario con sonidos de relleno. 
3. Los modelos acústicos. 
4. El modelo de lenguaje. 
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3.1.5.3 Herramienta de aprendizaje automático WEKA 
 
Weka (Waikato Environment for Knowledge Analysis - Entorno para Análisis del 
Conocimiento de la Universidad de Waikato) es una plataforma de software para 
aprendizaje automático y minería de datos escrito en Java y desarrollado en la Universidad 
de Waikato. Weka es un software libre distribuido bajo licencia GNU-GPL. [12] 
 
El paquete Weka contiene una colección de 
herramientas de visualización y algoritmos 
para análisis de datos y modelado predictivo, 
unidos a una interfaz gráfica de usuario para 
acceder fácilmente a sus funcionalidades. La 
versión original de Weka fue un front-end en 
TCL/TK para modelar algoritmos 
implementados en otros lenguajes de 
programación, más unas utilidades para 
preprocesamiento de datos desarrolladas en 
C para hacer experimentos de aprendizaje 
automático. Esta versión original se diseñó 
inicialmente como herramienta para analizar 
datos procedentes del dominio de la 
agricultura, pero la versión más reciente 
basada en Java (WEKA 3), que empezó a 
desarrollarse en 1997, se utiliza en muchas y 
muy diferentes áreas, en particular con 









La interfaz "Explorer" dispone de varios paneles que dan acceso a los componentes 
principales del banco de trabajo [12]: 
 
El panel "Preprocess" dispone de opciones para importar datos de una base de datos, de 
un fichero CSV, etc., y para preprocesar estos datos utilizando los denominados algoritmos 
de filtrado. Estos filtros se pueden utilizar para transformar los datos (por ejemplo 
convirtiendo datos numéricos en valores discretos) y para eliminar registros o atributos 
según ciertos criterios previamente especificados. 
 
Figura 13. Ejemplo de Preprocesamiento de 
características con WEKA 
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El panel "Classify" permite al usuario aplicar algoritmos de clasificación estadística y 
análisis de regresión (denominados todos clasificadores en Weka) a los conjuntos de datos 
resultantes, para estimar la exactitud del modelo predictivo resultante, y para visualizar 
predicciones erróneas, curvas ROC, etc., o el propio modelo (si este es susceptible de ser 
visualizado, como por ejemplo un árbol de decisión). 
El panel "Cluster" da acceso a las técnicas de clustering o agrupamiento de Weka como por 
ejemplo el algoritmo k-means. Éste es sólo una implementación del algoritmo expectación-
maximización para aprender una mezcla de distribuciones normales. 
El panel "Associate" proporciona acceso a las reglas de asociación aprendidas que intentan 
identificar todas las interrelaciones importantes entre los atributos de los datos. 
El panel "Select attributes" proporciona algoritmos para identificar los atributos más 
predictivos en un conjunto de datos. 
El panel "Visualize" muestra una matriz de puntos dispersos (Scatterplot) donde cada 
punto individual puede seleccionarse y agrandarse para ser analizado en detalle usando 
























Figura 14. Ejemplo de visualización de características en WEKA 
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En este trabajo, y dado un sistema STD (Spoken Term Detection) comprendido por un 
Subsistema ASR (Automatic Speech Recognizer) y un Subsistema STD (Detección de 
términos), nos hemos centrado en la parte de búsqueda dentro de los lattices generados por 
el ASR, en la extracción de características fonéticas basadas en información de los lattices 
(duraciones, puntuaciones acústicas y de modelo de lenguaje), en la extracción de 
características fonéticas (pitch y energía) combinando información de los lattices con 
información de documentos generados por la herramienta PRAAT [7] (de pitch y energía 
por frame) y en el análisis de las características más determinantes para el Decisor, a la 
hora de determinar si realmente ha detectado un término (a través de Análisis de la 
Varianza explicada por cada característica, y Evaluación y Clasificación de Atributos con 






















3.2.1 Detección de palabras/fonemas en lattices 
 
Adaptamos la herramienta de búsqueda en lattices de Sphinx proporcionada por el grupo 
de investigación ATVS a nuestro formato de lattices HTK. El objetivo es obtener un 
fichero que muestra las detecciones de las transcripciones fonéticas de las palabras 
incluidas en el fichero de vocabulario que le proporcionamos y otro fichero similar pero 





Figura 15. Arquitectura de un STD estándar 
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3.2.2 Extracción de características iniciales 
 
Las características de las que partimos como referencia, y que han sido ya evaluadas en 




 Características basadas en información del lattice (LAT): Este conjunto de 
características comprende la confianza para cada detección, R0 (probabilidad de 
acierto), R1 (probabilidad de falsa alarma)  
 
R0(K) = ∑ 89 :;
<;  
=    R1(K) = 
∑   > 89 :;<;  
=   
 
    
 
 
c@ ,dB. representa la confianza basada en el lattice de la 
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donde πα y πβ son caminos antes y después del término K, 
con πα empezando desde el comienzo del audio y πβ 
terminando al final del audio. О representa la 
observación,   se corresponde con el camino que 
incluye el término K entre los instantes t1 y t2, y ς en el 






 Características léxicas (LEX): Este conjunto de características está comprendido por 
el número total de grafemas, los grafemas vocales, grafemas consonantes, fonemas, 
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 Características de la Distancia de Levenshtein (LEV): Distancia de Levenshtein 
mínima, máxima y media para cada término con respecto al resto. 
 
 Características de Duración (DUR): Duración de cada detección, duración dividida 
entre el número de fonemas (phone speech rate) y dividida entre el número de 
vocales (vowel speech rate) de cada detección. 
 
 Posición (POS): Representa si la detección fue encontrada la primera en el lattice, la 
última en el lattice o en otra posición. 
 
 Prosódicas (PROS): Pitch (máximo, mínimo y medio para cada detección), Energía 
(máxima, mínima y media para cada detección) y el porcentaje de voz (porcentaje de 
voz para cada detección dentro de la señal de voz). 
 
A partir de los resultados obtenidos en pasados estudios [13], identificamos una serie de 
características a nivel de fonema que podrían ser interesantes a la hora de mejorar el 
proceso de reconocimiento de una palabra. Además, este tipo de información 
(características a nivel de fonema extraídas a partir de lattices) nunca había sido aislada y 
extraída dentro de la búsqueda en lattices. 
 
 
Una vez extraídos y aislados los nodos 
“fonema” que conforman la palabra 
detectada en el lattice, seremos capaces 
de extraer características de cada 
fonema. Principalmente acabarán 
interesándonos en este trabajo las 
características de Duración y 
Prosódicas (éstas últimas serán  el pitch 









3.2.3 Evaluación y clasificación de características 
 
Tras extraer las nuevas características a nivel de fonema, las adjuntamos al conjunto de 
características utilizadas en anteriores estudios [13] (éstas a nivel de palabra) para tratar de 
mejorar el porcentaje de acierto del Decisor. A través de Análisis de Varianza explicada 
por cada característica y/o conjunto de características, Evaluaciones de Atributos y 
Clasificación a través de un Árbol de Decisión (utilizando la herramienta WEKA de 
Aprendizaje Automático) comprobaremos si éstas nuevas características podrían aportar 
una mejora a la hora de determinar finalmente el reconocimiento de un término. 
 
Figura 17. Lista de nuevas características 










4.1 Modificación de la herramienta de Búsqueda en lattice 




Suponiendo un reconocedor de voz ya listo y entrenado que devuelve unos lattices 
fonéticos o de palabra, el objetivo es encontrar  y/o ajustar parámetros que permitan 
determinar si una hipótesis de  ocurrencia de una palabra  es un acierto o un error, de la 















La estructura de un lattice generado a 
través de un reconocedor de voz 
SPHYNX se podría dividir en dos 
bloques: en el primero, cada registro  
presenta el número de nodo, el fonema 
reconocido, el frame inicial y el primer y 
último frame final (el fonema realmente  
habrá acabado en un frame entre estos 
dos últimos). 
En el segundo bloque se muestra 
información del Arco entre Nodos (nodo 
inicial, nodo final y Puntuación acústica 

















Frames  (10-2 segundos) 
AScore (puntuación acústica) 
LScore (Puntuación basada en modelo de lenguaje) 
 
  
Figura 18. Ejemplo de Lattice Sphynx 








La estructura de un lattice generado a 
través de un reconocedor de voz de HTK 
se podría dividir en dos bloques: en el 
primero, cada registro  presenta el 
número de Nodo (I), el tiempo de inicio 
dentro del archivo de audio (t -en 
segundos-), y el fonema/silencio que se 
ha reconocido (W). “R1” y “_” 







Cada registro del segundo bloque 
del lattice muestra el identificador 
del arco entre nodos, el nodo de 
inicio, nodo de fin, puntuación 
acústica y puntuación del modelo 



















Figura 19. Ejemplo de Lattice HTK 




4.1.3 Búsqueda en Lattice (HTK) 
 
Desarrollamos un programa (en C) que es capaz de realizar una búsqueda de términos a 
partir de una lista de lattices fonéticos en formato HTK (basado en otro programa ya 
desarrollado de búsqueda en lattices Sphynx) y que es capaz de aislar los fonemas para 
poder extraer posteriormente la información a nivel de fonema (esta información 
corresponde a las características a nivel de fonema extraídas del lattice que se detallarán en 
la siguiente sección junto con el resto de nuevas características). 
 
4.1.3.1 Input/Output 
Ejecutamos el programa principal pasándole como argumentos el word_map (INPUT), 
archivo con la lista de lattices (INPUT), el vocabulario (INPUT) y la lista de silencios 
(INPUT), archivo.mlf de detección de fonemas (OUTPUT), archivo.mlf de detección de 











   
  



















  Figura 23. Wordmap 
Figura 20. Extracto de Lista de lattices 
Figura 21. Extracto de archivo de Vocabulario 
(ALBAYZIN) 
Figura 22. Archivo de Silencios 
(ALBAYZIN) 




























Figura 25. Archivo .mlf a nivel de fonema (nunca extraído 
anteriormente) 
Figura 24. Archivo .mlf a nivel 
de palabra 
Figura 26. Archivo de características a nivel de fonema 





//Como indicamos anteriormente, ejecutamos el programa pasándole como argumentos el 
word_map (INPUT), archivo con la lista de lattices (INPUT), el vocabulario (INPUT) y la 
lista de silencios (INPUT), archivo.mlf de detección de fonemas (OUTPUT), archivo.mlf 




 vocabulary = read_file_to_memory  //Lee el vocabulario en memoria 
 wmap = read_wmap   //Lee el word_map en memoria 
wmapmarksilences   //Marca los silencios en el word_map 
while (lista_lattices)   //Una iteración por cada Lattice de la lista 
{ 
read_htk_lattice  //Leemos el Lattice (Nodos y Arcos)  
while (vocabulary)  //Una iteración por cada palabra del vocabulario 
{ 
 htk_find_trans_in_lattice //Buscamos la palabra en el lattice 
 { 
// Haremos una búsqueda recursiva a partir de todos los nodos del lattice 
que se corresponden con el primer fonema de la palabra. 
for (n_node != transcription[0])  
  { 
//Búsqueda de la secuencia de fonemas que forman la palabra 
   htk_recursively_find_trans_in_lattice  
} 
If (num_hypothesis>0) 
   { 
//Organizamos las hipótesis que se han obtenido de la palabra. 
for (num_hypothesis)  
{ 
 //Agrupamos las hipótesis que tienen el mismo start_frame, 
 positions_same_start_frame 
//Seleccionamos la hipótesis más larga, 
best_hypo 
//Localizamos los scores en los arcos y se los asignamos a 
cada nodo, de la mejor hipótesis 
nodos_final  
} 
//Desechamos una hipótesis que se solape en el tiempo con otra 
(sólo se rechazan hipótesis solapadas correspondientes al mismo 
término), extraemos las características a nivel de fonema  e 













4.2 Extracción de Características a Nivel de Fonema 
 
Identificamos una serie de características a nivel de fonema que podrían ser interesantes a 
la hora de mejorar el proceso de reconocimiento de una palabra (basados en anteriores 
estudios realizados utilizando características a nivel de palabra [13]). Además, este tipo de 
información (características a nivel de fonema extraídas a partir de lattices) nunca había 
sido aislada y extraída dentro de la búsqueda en lattices. 
 
4.2.1 Características identificadas y extraídas 
 
Las características elegidas fueron las siguientes: 
 
max_ascore_normalizedbyphoneduration: Máximo score acústico normalizado por la 
duración del fonema: Lo obtenemos normalizando el score acústico de cada fonema 
(extraído del lattice) por la duración del fonema e identificando finalmente el máximo de 
este valor con respecto a todos los fonemas dentro de una palabra. 
 
 
min_ascore_normalizedbyphoneduration: Mínimo score acústico normalizado por la 
duración del fonema: Lo obtenemos normalizando el score acústico de cada fonema 
(extraído del lattice) por la duración del fonema e identificando finalmente el mínimo de 
este valor con respecto a todos los fonemas dentro de una palabra. 
 
 
ascore_normalizedbyphoneduration_average: Score acústico medio normalizado por la 
duración del fonema: Normalizamos el score acústico de cada fonema (extraído del lattice) 
por la duración del fonema, sumamos estos valores correspondientes a los fonemas que 
forman un palabra y dividimos entre el número de fonemas de esa palabra.  
 
 
max_lmscore: Máximo score de modelo de lenguaje: Se obtiene a través de los scores de 
modelo de lenguaje extraídos del lattice e identificando el valor máximo dentro de los 
fonemas que forman una palabra. 
 
 
min_lmscore: Mínimo score de modelo de lenguaje: Lo obtenemos a través de los scores 
de modelo de lenguaje extraídos del lattice e identificando el valor mínimo dentro de los 
fonemas que forman una palabra. 
 
 
lmscore_average: Media del score de modelo de lenguaje: Lo obtenemos a través de los 
scores de modelo de lenguaje extraídos del lattice y haciendo la media dentro de los 
fonemas que forman una palabra (suma de scores de modelo de lenguaje de todos los 
fonemas que forman la palabra entre número de fonemas que forman dicha palabra). 
 
 




max_duration: Duración máxima de fonema (dentro de una palabra): Se obtiene aislando 
el tiempo final e inicial de cada fonema (extraídos del lattice), calculando la duración de 




min_duration: Duración mínima de fonema (dentro de una palabra): Se obtiene aislando 
el tiempo final e inicial de cada fonema (extraídos del lattice), calculando la duración de 




duration_average: Duración media de fonema (dentro de una palabra): Se obtiene 
aislando el tiempo final e inicial de cada fonema (extraídos del lattice), calculando la 
duración de cada fonema y finalmente haciendo la media respecto al número de fonemas 
dentro de una palabra. 
 
 
max_pitch: Pitch máximo (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de pitch extraídos a través 
de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo que 
para calcular el valor de pitch de cada fonema hacemos la media de los valores de 
pitch de todos los frames contenidos en el tiempo que dura el fonema. Esa media 
será nuestro valor de pitch para ese fonema. 
 
Finalmente identificamos el valor máximo de esos valores de pitch de fonema con 
respecto a todos los fonemas que forman la palabra y obtenemos nuestro valor 
“max_pitch” (todo este proceso lo hacemos a través de una herramienta 




min_pitch: Pitch mínimo (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de pitch extraídos a través 
de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo que 
para calcular el valor de pitch de cada fonema hacemos la media de los valores de 
pitch de todos los frames contenidos en el tiempo que dura el fonema. Esa media 




ESTIMACIÓN DE CONFIANZA EN LA BÚSQUEDA DE PALABRAS CLAVE EN SISTEMAS BASADOS EN 
TRANSCRIPCIÓN FONÉTICA 
4. DESARROLLO 47
Finalmente identificamos el valor mínimo de esos valores de pitch de fonema con 




mean_pitch: Pitch medio (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de pitch extraídos a través 
de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo que 
para calcular el valor de pitch de cada fonema hacemos la media de los valores de 
pitch de todos los frames contenidos en el tiempo que dura el fonema. Esa media 
será nuestro valor de pitch para ese fonema. 
 
Finalmente hacemos la media  de esos valores por fonema con respecto al número 
de fonemas que forman la palabra y obtenemos nuestro valor “mean_pitch”. 
 
 
max_intensity: Energía máxima (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de energía extraídos a 
través de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo 
que para calcular el valor de energía de cada fonema hacemos la media de los 
valores de energía de todos los frames contenidos en el tiempo que dura el fonema. 
Esa media será nuestro valor de energía para ese fonema. 
 
Finalmente identificamos el valor máximo de esos valores de energía de fonema 
con respecto a todos los fonemas que forman la palabra y obtenemos nuestro valor 
“max_intensity” (todo este proceso lo hacemos a través de una herramienta 




min_intensity: Energía mínima (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de energía extraídos a 
través de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo 
que para calcular el valor de energía de cada fonema hacemos la media de los 
valores de energía de todos los frames contenidos en el tiempo que dura el fonema. 
Esa media será nuestro valor de energía para ese fonema. 
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Finalmente identificamos el valor mínimo de esos valores de energía de fonema 




mean_intensity: Energía media (a nivel de fonema, dentro de una palabra): 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de energía extraídos a 
través de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo 
que para calcular el valor de energía de cada fonema hacemos la media de los 
valores de energía de todos los frames contenidos en el tiempo que dura el fonema. 
Esa media será nuestro valor de energía para ese fonema. 
 
Finalmente hacemos la media  de esos valores por fonema con respecto al número 




min_pitch_nonzero: Pitch mínimo (a nivel de fonema y distinto de cero) 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de pitch extraídos a través 
de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo que 
para calcular el valor de pitch de cada fonema hacemos la media de los valores de 
pitch de todos los frames contenidos en el tiempo que dura el fonema. Esa media 
será nuestro valor de pitch para ese fonema. 
 
Finalmente identificamos el valor mínimo de esos valores de pitch de fonema con 
respecto a todos los fonemas que forman la palabra (sin tener en cuenta los valores 
que sean cero) y obtenemos nuestro valor “min_pitch_nonzero”. 
 
 
min_intensity_nonzero: Energía mínima (a nivel de fonema y distinto de cero) 
 
 
 Para cada fonema, utilizamos la información de tiempo final y tiempo inicial que 
hemos obtenido con nuestro programa de búsqueda en lattices HTK.  
 
Después contrastamos esta información con los valores de energía extraídos a 
través de Praat [7]. Estos valores son a nivel de frame, no a nivel de fonema, por lo 
que para calcular el valor de energía de cada fonema hacemos la media de los 
valores de energía de todos los frames contenidos en el tiempo que dura el fonema. 
Esa media será nuestro valor de energía para ese fonema. 
 
 




Finalmente identificamos el valor mínimo de esos valores de energía de fonema 
con respecto a todos los fonemas que forman la palabra (sin tener en cuenta los 
valores que sean cero) y obtenemos nuestro valor “min_intensity_nonzero”. 
 
 
Como resultado obtenemos un fichero donde cada registro nos muestra el nombre de la 







Figura 27. Ejemplo de fichero de características fonéticas extraídas a partir de lattice 




4.2.2 Extracción del pitch y energía (a nivel de fonema) 
 
Desarrollamos otro programa (en C) que recibe como argumentos el archivo .mlf a nivel de 
fonema (extraído a través del programa que desarrollamos para la búsqueda en lattices) y el 
archivo de salida donde se mostrarán las características prosódicas del conjunto que 
mencionamos anteriormente (las relacionadas con el pitch y la energía). Para conseguir ese 
archivo de salida, el programa va comparando cada lattice dentro del fichero .mlf con su 
archivo de pitch y energía equivalente obtenido a través de PRAAT [7] (fichero de pitch y 
energía por frame, de un fichero de audio), va calculando las diferentes características de 
cada fonema y finalmente las agrupa (en máximo valor, mínimo y medio) dentro de una 














Figura 28. Archivo de características prosódicas obtenido utilizando el archivo .mlf a nivel 
de fonema y el archivo de pitch y energía extraído con Praat 







{//inicio de main.c 
 While (archivo_fonemas) //Va leyendo línea por línea el archivo.mlf de fonemas 
 {//inicio de while (archivo_fonemas) 
 
  //El ‘punto’ indica que  ha terminado de leer los datos de un lattice 
  Nuevo_archivo: if (lectura_fonemas[0] == ‘.’) 
  {inicio de if (lectura_fonemas[0]==’.’) 
   if (num_fonemas!=0) //Así no entrará en la primera iteración 
   { 
    for (num_fonemas) 
{//Ordena los Pitch y Energías de los fonemas que forman una 




    
   } 
 
 




                                    pitch_structure.pitch[contador] = pitch_aux; 
               pitch_structure.intensity[contador] = intensity_aux; 
                                     contador++; 
   } 
//Reiniciamos el contador de frames del archive de pitch, ya hemos 
terminado de leer ese archivo 
   contador = 0; 
    
 
//Aquí iríamos al inicio del bucle principal (esto sucederá en casos 
especiales en los que en un archivo no se ha reconocido ninguna palabra) 
if (lectura_fonemas[0]==’.’) 
    goto Nuevo_archivo;  
 
   //Leemos los datos del .mlf 
fscanf(archivo_fonemas, "%s", lectura_fonemas); //tiempo inicial 
tiempoinicial_aux = atoi(lectura_fonemas);//Guarda el tiempo inicial 
 
   fscanf(archivo_fonemas, "%s", lectura_fonemas); //tiempo final 
   tiempofinal_aux = atoi(lectura_fonemas);//Guarda el tiempo final 
 
                  fscanf(archivo_fonemas, "%s", lectura_fonemas);//fonema   
                  fscanf(archivo_fonemas, "%s", lectura_fonemas);   //WORD 




                   
//Escribimos la palabra en el archivo de salida 
fprintf(data_file,"\n%s",lectura_fonemas);  
 
//Escribimos el nombre de archivo en el fichero de salida 
fprintf(data_file," %s",nombre_archivo);  
 
//Dividimos entre 100000 para trabajar con una posición entera, dentro de 
los vectores de pitch y de intensity de la "pitch_structure" 
                  initial_frame_position = tiempoinicial_aux/100000; 




//Guardamos los valores de pitch y de energía de todos los frames distintos 












 pitch_frames_number++ //aumenta el número de frames, si no es 0 
 intensity_frames_number++//aumenta el número de frames, si no es 0 
} 
 




//Actualizamos el valor medio de pitch y de energía para la Palabra 
(finalmente lo dividiremos entre el número de fonemas) 
mean_phoneme_pitch_vector[num_fonemas] = mean_pitch; 









//Actualizamos el número de fonemas sin pitch cero 
      if (mean_phoneme_pitch_vector[num_fonemas]!=0) 
                      num_fonemas_sin_pitch_cero++; 
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//Actualizamos el número de fonemas sin energía cero 
                    if (mean_phoneme_intensity_vector[num_fonemas]!=0) 
      num_fonemas_sin_intensity_cero++; 
 
 
//Cada línea que vamos leyendo del archivo_fonemas es un fonema 
num_fonemas++; 
 
  } fin de if (lectura_fonemas[0]==’.’) 
 
  else //..if (lectura_fonemas[0] != ‘.’) 
  {  
//Cuando encontramos una nueva palabra calculamos los valores de la 
anterior 
   If (“nueva_palabra”)  
   { 
for (num_fonemas) 
{//Ordena los Pitch y Energías de los fonemas que forman una 







    //Pitch máximo y mínimo de la palabra 
word_max_pitch= 
mean_phoneme_pitch_vector[num_fonemas-1]; 
                        word_min_pitch = mean_phoneme_pitch_vector[0]; 
 









      //Energía máxima y mínima de la palabra 
word_max_intensity= 
mean_phoneme_intensity_vector[num_fonemas-1]; 
                          word_min_intensity = mean_phoneme_intensity_vector[0]; 
 























//Escribimos las características de la palabra anterior 





//Reiniciamos el num_fonemas 
    num_fonemas = 0; 
      num_fonemas_sin_pitch_cero = 0; 
                          num_fonemas_sin_intensity_cero = 0; 
 
   }//fin del if (nueva palabra) 
 
 
//Dividimos entre 100000 para trabajar con una posición entera, dentro de 
los vectores de pitch y de intensity de la "pitch_structure" 
                  initial_frame_position = tiempoinicial_aux/100000; 




//Guardamos los valores de pitch y de energía de todos los frames distintos 













 pitch_frames_number++ //aumenta el número de frames, si no es 0 
 intensity_frames_number++//aumenta el número de frames, si no es 0 
 
} 
//… y calculamos la media 






//Vamos actualizando el valor medio de pitch y de energía para la Palabra 
(finalmente lo dividiremos entre el número de fonemas) 
mean_phoneme_pitch_vector[num_fonemas] = mean_pitch; 
                    mean_phoneme_intensity_vector[num_fonemas] = mean_intensity; 
                    




word_mean_intensity = word_mean_intensity + 
mean_phoneme_intensity_vector[num_fonemas]; 
 
//Actualizamos el número de fonemas sin pitch cero 
      if (mean_phoneme_pitch_vector[num_fonemas]!=0) 
                      num_fonemas_sin_pitch_cero++; 
 
//Actualizamos el número de fonemas sin pitch cero 
                    if (mean_phoneme_intensity_vector[num_fonemas]!=0) 




   //Siguiente fonema    
num_fonemas++; 
 
  {//fin de else //..if (lectura_fonemas[0] != ‘.’) 
 }//fin de while (archivo_fonemas) 
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5 














Ejecutamos  nuestra herramienta de búsqueda en lattices 
customizada para el formato de HTK, contra varios 
conjuntos de datos de ALBAYZIN: Una ejecución sobre 
4400 lattices de TRAIN utilizando un diccionario de 105 
palabras (TRAIN); otra ejecución contra los mismos lattices 
de TRAIN pero esta vez utilizando un diccionario de 500 
palabras (DEV) y una última ejecución contra un conjunto 
de 2400 lattices de TEST utilizando un diccionario de 400 
palabras (TEST). 
 
Como resultado obtenemos un archivo .mlf (“master label 








Figura 29. Archivo .mlf (“master label file”) 
a nivel de palabra 
5 
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También obtenemos un archivo .mlf a nivel de fonema, esto es, un archivo con el mismo 
formato que el anterior con el añadido de que tras mostrar el tiempo inicial y final de la 
palabra va presentando  la información para cada fonema: el tiempo inicial, tiempo final, 
score acústico y de modelo de lenguaje de cada fonema incluido dentro de la palabra. Cabe 
destacar que este tipo de fichero no había sido generado en el pasado, lo que lo hace 
interesante a la hora de tener ya aislados los fonemas incluidos dentro de una palabra que 
ha sido detectada en el lattice y poder trabajar con ellos para extraer más características a 





































Figura 30. Archivo .mlf a nivel de fonema 
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Ejecutamos el programa de búsqueda en lattices dos veces contra un conjunto de 1758 
lattices, utilizando un diccionario de 490 palabras y otro diccionario de 67 palabras 
(Conjunto “TRAIN” – formado por palabras inv*  y oov ** –  y  Conjunto “DEV” – 
formado por palabras oov** – respectivamente). 
  
También ejecutamos el programa otras dos veces, contra un conjunto de 11092 lattices de 
TEST, utilizando un diccionario de 268 palabras y otro diccionario de 484 palabras 
(Conjunto “INV” – formado por palabras inv*  y conjunto OOV – formado por palabras 
























*inv: palabras cuya transcripción fonética no tiene errores. 
**oov: palabras cuya transcripción fonética tiene errores. 
  
Figura 31. Archivos .mlf a nivel de fonema y a nivel de 
palabra (AMI) 
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5.2 Extracción de Características y Cálculo del Pitch y 
Energía 
 
Ejecutamos el programa de cálculo de características prosódicas y fonéticas que hemos 















Figura 32. Ejemplo de fichero de características fonéticas extraídas a partir de lattice 
(ALBAYZIN) 
Figura 33. Ejemplo de fichero de salida, tras el cálculo de las nuevas características 
prosódicas a nivel de fonema (ALBAYZIN) 
Figura 34. Ejemplo de fichero de características fonéticas extraídas a partir de lattice 
(AMI) 
Figura 35. Ejemplo de fichero de salida, tras el cálculo de las nuevas características 
prosódicas a nivel de fonema (AMI) 
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5.3 Análisis de Resultados 
 
 
Para llevar a cabo el análisis de resultados hemos utilizado los métodos de análisis 
incremental de varianza, evaluación individual de características (a partir del evaluador 
GainRatio) y clasificación del conjunto de características más relevantes a través de un 
Árbol de decisión. 
 
5.3.1 ALBAYZIN 
5.3.1.1 Análisis Incremental de la Varianza 
 
En la Tabla 2 podemos ver el resultado del Análisis Incremental añadiendo paso a paso los 
diferentes conjuntos de características evaluados en pasados estudios (que ya presentamos 
en la sección de “Medios Disponibles y Diseño”), sobre la base de datos de ALBAYZIN 







 Increment (%) 
LAT 52,3077 52,3077 
+DUR 59,3618 7,0541 
+PROS 60,0592 0,6974 
+LEX 60,4241 0,3649 
+LEV 60,5647 0,1406 

















Tabla 2. Análisis de Regresión Lineal. Los conjuntos de características se van añadiendo en 
el orden que maximiza la varianza explicada. Se muestra la varianza explicada en porcentaje 
y el incremento absoluto con respecto al último conjunto de características añadido. 
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Como algunas de las características 
mostradas en la Tabla 2 dentro de un mismo 
grupo pueden ser redundantes, es necesario 
hacer un análisis añadiendo cada 
característica de forma individual, y no por 
grupos. De este modo, a través de un 
Análisis Incremental de la Varianza 
(incluyendo ya las características a nivel de 
fonema que hemos extraído en este 
proyecto), vemos que algunas de las nuevas 
características se han colocado en las 
primeras posiciones. En concreto se ha 
colocado en  4ª posición la característica 31 
(mínima duración por fonema), en 5ª la 26 
(score acústico medio normalizado por 
duración del fonema) y en 7ª la 30 (máxima 
duración por fonema), destacamos también 
la 25 (mínimo score acústico normalizado 
por duración del fonema) y la 36 (máxima 
energía de un fonema). (datos de TRAIN, 
ver Tabla 4). 
 
También hay que destacar que ahora, con el 
modelo completo, explicamos el 61.7% de 
la varianza, como podemos ver en la Tabla 4 
(en datos de TRAIN). En las pruebas 
anteriores, sin las nuevas características, 
explicábamos sólo el 60.56%. Puede parecer 
poco un 1.14% más, pero es muy 
significativo porque cuando tienes muchas 
características subir un poco más el 











En las páginas siguientes podemos ver el resumen de este Análisis Incremental de la 
Varianza, generando un modelo completo con todas las variables añadiendo una a una la 




Tabla 3. Lista completa de características 
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Analizing TRAIN balanced data adding the feature that maximices R2 
FEATURE NAME R2 
1               score 0.412282 
4               duration 0.548585 
3               effective_FA_rate 0.572024 
31               min_duration 0.585926 
26               mean_acoustic_score_normalized_byphoneduration 0.594215 
2               effective_hit_rate 0.597929 
30               max_duration 0.601413 
23               voicing_percentage 0.604494 
25               min_acoustic_score_normalizedbyphoneduration 0.605902 
36               max_energy_phoneme 0.607361 
12               speaker_vowel_rate 0.609028 
9               number_phone_vowels 0.610326 
15               min_Levenshtein_distance 0.611244 
16               mean_Levenshtein_distance 0.612193 
21               min_energy 0.612718 
40               min_energy_phoneme_nonzero 0.614032 
37               min_energy_phoneme 0.614485 
38               mean_energy_phoneme 0.614909 
7               number_vowels 0.615226 
29               mean_languagemodelscore 0.615449 
14               max_Levenshtein_distance 0.615633 
28               min_languagemodelscore 0.615832 
24               max_acoustic_score_normalizedbyphoneduration 0.616052 
20               max_energy 0.616163 
17               max_pitch 0.616283 
13               position 0.616391 
6               number_phones 0.616475 
5               number_graphemes 0.616684 
34               min_pitch_phoneme 0.616724 
22               mean_energy 0.616757 
18               min_pitch 0.616795 
39               min_pitch_phoneme_nonzero 0.616828 
35               mean_pitch_phoneme 0.616837 
19               mean_pitch 0.616898 
33               max_pitch_phoneme 0.616909 
11               speaker_phone_rate 0.616916 
32               mean_duration 0.616989 
8               number_consonants 0.616995 
10               number_phone_consonants 0.616995 
27               max_languagemodelscore 0.616995 
Tabla 4. Análisis Incremental de la Varianza para el conjunto de datos TRAIN de 
ALBAYZIN 
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Analizing DEV prosodic balanced data adding the feature that maximices R2 
FEATURE NAME R2 
1               score 0.359390 
4               duration 0.486582 
29               mean_languagemodelscore 0.504200 
14               max_Levenshtein_distance 0.518361 
28               min_languagemodelscore 0.526206 
13               position 0.532795 
31               min_duration 0.536812 
10               number_phone_consonants 0.539893 
21               min_energy 0.541727 
40               min_energy_phoneme_nonzero 0.542680 
2               effective_hit_rate 0.543580 
3               effective_FA_rate 0.545062 
38               mean_energy_phoneme 0.546021 
22               mean_energy 0.546587 
12               speaker_vowel_rate 0.546909 
7               number_vowels 0.548221 
30               max_duration 0.549081 
35               mean_pitch_phoneme 0.549398 
34               min_pitch_phoneme 0.550074 
39               min_pitch_phoneme_nonzero 0.550326 
33               max_pitch_phoneme 0.550648 
15               min_Levenshtein_distance 0.550849 
26               mean_acoustic_score_normalized_byphoneduration 0.550956 
25               min_acoustic_score_normalizedbyphoneduration 0.551222 
27               max_languagemodelscore 0.551474 
16               mean_Levenshtein_distance 0.551582 
36               max_energy_phoneme 0.551670 
20               max_energy 0.552127 
37               min_energy_phoneme 0.552202 
23               voicing_percentage 0.552231 
18               min_pitch 0.552256 
32               mean_duration 0.552278 
11               speaker_phone_rate 0.552683 
6               number_phones 0.552708 
17               max_pitch 0.552723 
19               mean_pitch 0.552732 
24               max_acoustic_score_normalizedbyphoneduration 0.552738 
5               number_graphemes 0.552741 
8               number_consonants 0.552741 
9               number_phone_vowels 0.552741 
Tabla 5. Análisis Incremental de la Varianza para el conjunto de datos DEV de ALBAYZIN 
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Analizing TEST prosodic balanced data adding the feature that maximices R2 
FEATURE NAME R2 
1               score 0.396083 
4               duration 0.526788 
3               effective_FA_rate 0.539162 
31               min_duration 0.548836 
13               position 0.555775 
26               mean_acoustic_score_normalized_byphoneduration 0.561859 
29               mean_languagemodelscore 0.564673 
2               effective_hit_rate 0.566646 
10               number_phone_consonants 0.568560 
25               min_acoustic_score_normalizedbyphoneduration 0.569880 
28               min_languagemodelscore 0.570643 
21               min_energy 0.571331 
32               mean_duration 0.571940 
30               max_duration 0.572938 
40               min_energy_phoneme_nonzero 0.573349 
6               number_phones 0.573711 
12               speaker_vowel_rate 0.574209 
23               voicing_percentage 0.574485 
16               mean_Levenshtein_distance 0.574739 
36               max_energy_phoneme 0.574872 
38               mean_energy_phoneme 0.576049 
20               max_energy 0.576566 
27               max_languagemodelscore 0.576650 
37               min_energy_phoneme 0.576705 
11               speaker_phone_rate 0.576775 
17               max_pitch 0.576817 
18               min_pitch 0.577068 
19               mean_pitch 0.577116 
34               min_pitch_phoneme 0.577153 
7               number_vowels 0.577190 
14               max_Levenshtein_distance 0.577220 
39               min_pitch_phoneme_nonzero 0.577241 
22               mean_energy 0.577260 
33               max_pitch_phoneme 0.577280 
15               min_Levenshtein_distance 0.577297 
5               number_graphemes 0.577298 
8               number_consonants 0.577299 
9               number_phone_vowels 0.577299 
24               max_acoustic_score_normalizedbyphoneduration 0.577299 
35               mean_pitch_phoneme 0.577299 
Tabla 6. Análisis Incremental de la Varianza para el conjunto de datos TEST de ALBAYZIN 
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Analizando los resultados reflejados en la Tabla 4 debemos destacar que  con 9 
características ya se consigue explicar el mismo porcentaje de varianza que el mostrado en 




Observamos que las características relacionadas con el lattice y las duraciones son 
importantes a la hora de discriminar entre acierto y falsa alarma. Éstas ocupan las 7 
primeras posiciones en el análisis de varianza incremental (ver Tabla 4. Datos de TRAIN). 
Las basadas en el lattice, por su intrínseca propiedad de reflejar la confianza del 
reconocedor en la palabra, así como las duraciones, que tienden a tener valores extremos 
para falsas alarmas, son las que mejor discriminan entre ambas clases. 
 
Las características prosódicas no aportan apenas información (pitch y energía) para 
diferenciar entre acierto y falsa alarma, así como algunas léxicas, quizás por su alta 
correlación con las características relacionadas con la duración (palabras más largas 
tienden a durar más y las palabras más cortas o con menos fonemas tienden a tener una 
duración menor). Este comportamiento se observa tanto en los datos de TRAIN, como 
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5.3.1.2 Evaluación de Atributos utilizando WEKA 
Utilizamos el Evaluador de Atributos “GainRatioAttributeEval”, que evalúa a un atributo 
(característica) tras medir la tasa de ganancia con respecto a la clase (hit o FA –acierto o 
falsa alarma–): 
 






0.10849 1 score 
0.09807 24 max_acoustic_score_normalizedbyphoneduration 
0.09234 27 max_languagemodelscore 
0.08465 4 duration 
0.08089 10 number_phone_consonants 
0.08079 3 effective_FA_rate 
0.07823 29 mean_languagemodelscore 
0.07683 16 mean_Levenshtein_distance 
0.07582 2 effective_hit_rate 
0.07179 9 number_phone_vowels 
0.07052 6 number_phones 
0.06235 8 number_consonants 
0.06082 28 min_languagemodelscore 
0.06062 31 min_duration 
0.05929 5 number_graphemes 
0.05554 7 number_vowels 
0.05419 12 speaker_vowel_rate 
0.05221 11 speaker_phone_rate 
0.0514 32 mean_duration 
0.0426 30 max_duration 
0.03952 25 min_acoustic_score_normalizedbyphoneduration 
0.03806 26 mean_acoustic_score_normalized_byphoneduration 
0.03165 22 mean_energy 
0.03098 21 min_energy 
0.02964 13 position 
0.02524 23 voicing_percentage 
0.02391 37 min_energy_phoneme 
0.02343 40 min_energy_phoneme_nonzero 
0.02322 14 max_Levenshtein_distance 
0.01301 19 mean_pitch 
0.01238 34 min_pitch_phoneme 
0.01096 33 max_pitch_phoneme 
0.01025 15 min_Levenshtein_distance 
0.01009 38 mean_energy_phoneme 
0.00994 17 max_pitch 
0.00756 35 mean_pitch_phoneme 
0.00746 18 min_pitch 
0.00636 39 min_pitch_phoneme_nonzero 
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ALBAYZIN_Train_Ranker_GainRatio_hitFABalanced 
Ranked attributes 
0.00567 36 max_energy_phoneme 
0.00457 20 max_energy 





En este caso, analizamos cada característica de forma individual, mediante la ganancia que 
proporciona a la clase. De nuevo podemos ver como las características relacionadas con el 
lattice y las duraciones son las más importantes, quedando en las primeras posiciones. En 
este caso, existen también características léxicas y relacionadas con la distancia de 
Levenshtein que quedan en posiciones superiores. Esto se debe al hecho de que palabras 
más cortas (con menos fonemas) son más susceptibles de error, mientras que palabras con 
distancia de Levenshtein similar tienen más probabilidad de ser confundidas a la hora de 
realizar el reconocimiento de voz. De nuevo, las características relacionadas con el pitch y 
la energía quedan en las posiciones más bajas, mostrándonos que apenas son informativas 
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5.3.1.3  Clasificación a través de Árbol de Decisión 
 
 
Utilizamos también la herramienta WEKA (Herramienta de Aprendizaje Automático) para 
hacer una clasificación de los atributos (basados en la evaluación con GainRatio) a través 
de un Árbol de Decisión (proporcionándole el conjunto de datos TRAIN como datos de 
entrenamiento y el conjunto TEST como datos de test). 
 
Podemos ver, bajo estas líneas, el resumen de los resultados obtenidos, tras ejecutar varias 
veces el Árbol de Decisión. Para cada ejecución tuvimos que preparar un conjunto de datos 
de entrenamiento y otro de test con los datos de las características que queríamos evaluar. 
En cada ejecución fuimos añadiendo progresivamente la característica/s con mayor valor 





























Figura 36. Porcentaje de 
ocurrencias correctamente 
clasificadas (ALBAYZIN) 
Figura 37. Tasa de Error Absoluto de Clasificación 
(ALBAYZIN).  Nos da la medida  de las diferencias 
en promedio entre los valores pronosticados y los 
observados 
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Aquí podemos ver como el hecho de añadir las características más significativas derivadas 
de los análisis anteriores (en concreto del análisis basado en GainRatio), proporciona una 
mejor tasa de clasificación que el uso de la mejor característica de forma aislada. 
 
Sin embargo, a partir de cierto punto la tasa de clasificación empeora ligeramente, lo cual 
nos muestra que el hecho de añadir todas las características al sistema es perjudicial y un 
análisis previo es necesario. También observamos que el hecho de añadir las 4 mejores 
características parece proporcionar la mayor parte de toda la ganancia posible (que se 
consigue con las 10 mejores características).  
 
Por tanto, esto nos viene a decir que toda la información se concentra en un porcentaje 
pequeño de características y que el resto, una vez añadidas las mejores, no aportan nada 
adicional.  
 
Teóricamente, y si tuviésemos infinitos datos de entrenamiento, el hecho de añadir 
características no relevantes no debería empeorar el rendimiento del sistema, sino 
mantenerlo. Sin embargo, debido a que el conjunto de datos que se maneja es siempre 
finito, aunque  suficientemente grande, el hecho de añadir características no relevantes, 
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Hemos realizado los mismos experimentos, descritos anteriormente para ALBAYZIN, 
pero en este caso  contra la base de datos de AMI.  
5.3.2.1 Análisis Incremental de la Varianza 
 
En las siguientes tablas mostramos el análisis incremental de la varianza para los conjuntos 
de datos que hemos analizado: 
 
Analizing TRAIN balanced data feature that maximices R2 
FEATURE NAME R2 
1               score 0.330557 
3               effective_FA_rate 0.426483 
6               number_phones 0.451832 
31               min_duration 0.464197 
27               max_languagemodelscore 0.467393 
24               max_acoustic_score_normalizedbyphoneduration 0.469092 
2               effective_hit_rate 0.470404 
22               mean_energy 0.471643 
21               min_energy 0.473357 
37               min_energy_phoneme 0.474670 
34               min_pitch_phoneme 0.475856 
20               max_energy 0.477007 
4               duration 0.478497 
30               max_duration 0.481845 
15               min_Levenshtein_distance 0.482785 
33               max_pitch_phoneme 0.483280 
14               max_Levenshtein_distance 0.483695 
5               number_graphemes 0.484094 
16               mean_Levenshtein_distance 0.484325 
38               mean_energy_phoneme 0.484541 
40               min_energy_phoneme_nonzero 0.485450 
36               max_energy_phoneme 0.486239 
25               min_acoustic_score_normalizedbyphoneduration 0.486474 
39               min_pitch_phoneme_nonzero 0.486674 
35               mean_pitch_phoneme 0.487143 
28               min_languagemodelscore 0.487310 
29               mean_languagemodelscore 0.487577 
12               speaker_vowel_rate 0.487614 
17               max_pitch 0.487644 
32               mean_duration 0.487672 
11               speaker_phone_rate 0.487767 
19               mean_pitch 0.487789 
18               min_pitch 0.487839 
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Analizing TRAIN balanced data feature that maximices R2 
FEATURE NAME R2 
13               position 0.487850 
23               voicing_percentage 0.487858 
7               number_vowels 0.487863 
8               number_consonants 0.487863 
9               number_phone_vowels 0.487863 
10               number_phone_consonants 0.487863 
26               mean_acoustic_score_normalized_byphoneduration 0.487863 
Tabla 8.  Análisis Incremental de la Varianza para el conjunto de datos TRAIN de AMI 
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Analizing DEV prosodic balanced data feature that maximices R2 
FEATURE NAME R2 
3               effective_FA_rate 0.566664 
6               number_phones 0.637981 
1               score 0.689927 
15               min_Levenshtein_distance 0.701537 
14               max_Levenshtein_distance 0.707446 
8               number_consonants 0.715192 
29               mean_languagemodelscore 0.718302 
18               min_pitch 0.721268 
33               max_pitch_phoneme 0.724876 
9               number_phone_vowels 0.727518 
16               mean_Levenshtein_distance 0.731034 
7               number_vowels 0.739028 
31               min_duration 0.742979 
21               min_energy 0.745378 
22               mean_energy 0.749081 
23               voicing_percentage 0.751554 
34               min_pitch_phoneme 0.753731 
12               speaker_vowel_rate 0.755413 
4               duration 0.757208 
30               max_duration 0.758950 
35               mean_pitch_phoneme 0.759893 
39               min_pitch_phoneme_nonzero 0.763027 
19               mean_pitch 0.764452 
2               effective_hit_rate 0.765148 
24               max_acoustic_score_normalizedbyphoneduration 0.765727 
27               max_languagemodelscore 0.766252 
28               min_languagemodelscore 0.767443 
17               max_pitch 0.767673 
20               max_energy 0.767790 
26               mean_acoustic_score_normalized_byphoneduration 0.767908 
25               min_acoustic_score_normalizedbyphoneduration 0.773522 
32               mean_duration 0.773838 
11               speaker_phone_rate 0.774619 
37               min_energy_phoneme 0.774665 
36               max_energy_phoneme 0.774687 
40               min_energy_phoneme_nonzero 0.775725 
38               mean_energy_phoneme 0.775777 
5               number_graphemes 0.775792 
10               number_phone_consonants 0.775792 
13               position 0.775792 
Tabla 9. Análisis Incremental de la Varianza para el conjunto de datos DEV de AMI 
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Analizing TEST.INV prosodic balanced data feature that maximices R2 
FEATURE NAME R2 
1               score 0.340635 
3               effective_FA_rate 0.434098 
6               number_phones 0.458414 
31               min_duration 0.468848 
37               min_energy_phoneme 0.472982 
21               min_energy 0.475339 
28               min_languagemodelscore 0.477642 
24               max_acoustic_score_normalizedbyphoneduration 0.479037 
13               position 0.479736 
9               number_phone_vowels 0.480123 
8               number_consonants 0.480695 
16               mean_Levenshtein_distance 0.481561 
4               duration 0.481850 
17               max_pitch 0.482148 
34               min_pitch_phoneme 0.482384 
26               mean_acoustic_score_normalized_byphoneduration 0.482510 
25               min_acoustic_score_normalizedbyphoneduration 0.482706 
38               mean_energy_phoneme 0.482808 
29               mean_languagemodelscore 0.482889 
27               max_languagemodelscore 0.483039 
7               number_vowels 0.483110 
12               speaker_vowel_rate 0.483216 
32               mean_duration 0.483444 
30               max_duration 0.483609 
11               speaker_phone_rate 0.484039 
14               max_Levenshtein_distance 0.484136 
2               effective_hit_rate 0.484217 
39               min_pitch_phoneme_nonzero 0.484280 
18               min_pitch 0.484540 
35               mean_pitch_phoneme 0.484622 
33               max_pitch_phoneme 0.484794 
19               mean_pitch 0.484881 
23               voicing_percentage 0.484910 
20               max_energy 0.484927 
15               min_Levenshtein_distance 0.484932 
36               max_energy_phoneme 0.484934 
5               number_graphemes 0.484935 
10               number_phone_consonants 0.484935 
22               mean_energy 0.484935 
40               min_energy_phoneme_nonzero 0.484935 
Tabla 10. Análisis Incremental de la Varianza para el conjunto de datos TEST.INV de AMI 
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Analizing TEST.OOV prosodic balanced data feature that maximices R2 
FEATURE NAME R2 
6               number_phones 0.626391 
3               effective_FA_rate 0.665075 
1               score 0.684451 
16               mean_Levenshtein_distance 0.703204 
5               number_graphemes 0.748295 
29               mean_languagemodelscore 0.756377 
14               max_Levenshtein_distance 0.761472 
31               min_duration 0.764367 
4               duration 0.764821 
32               mean_duration 0.767894 
30               max_duration 0.768823 
12               speaker_vowel_rate 0.769330 
23               voicing_percentage 0.769593 
36               max_energy_phoneme 0.770312 
21               min_energy 0.770781 
22               mean_energy 0.771145 
20               max_energy 0.771642 
8               number_consonants 0.771962 
38               mean_energy_phoneme 0.772299 
37               min_energy_phoneme 0.772724 
15               min_Levenshtein_distance 0.772974 
18               min_pitch 0.773119 
17               max_pitch 0.773581 
10               number_phone_consonants 0.773710 
26               mean_acoustic_score_normalized_byphoneduration 0.773834 
25               min_acoustic_score_normalizedbyphoneduration 0.773923 
2               effective_hit_rate 0.773982 
28               min_languagemodelscore 0.774047 
13               position 0.774089 
34               min_pitch_phoneme 0.774123 
11               speaker_phone_rate 0.774160 
33               max_pitch_phoneme 0.774193 
35               mean_pitch_phoneme 0.774237 
27               max_languagemodelscore 0.774264 
39               min_pitch_phoneme_nonzero 0.774288 
24               max_acoustic_score_normalizedbyphoneduration 0.774296 
7               number_vowels 0.774297 
9               number_phone_vowels 0.774297 
19               mean_pitch 0.774297 
40               min_energy_phoneme_nonzero 0.774297 
Tabla 11. Análisis Incremental de la Varianza para el conjunto de datos TEST.OOV de AMI 
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Podemos observar de nuevo como las características relacionadas con el lattice 
proporcionan la mayor discriminación entre las dos clases (acierto y falsa alarma). 
Concentrándonos en el conjunto de TRAIN, que es el que nos proporciona la mayor 
información por estar compuesto de palabras INV y OOV, y tratarse del que 
posteriormente se usará como datos de entrenamiento para medir la clasificación del Árbol 
de decisión, podemos apreciar lo siguiente: al contrario que los datos de ALBAYZIN,  las 
características basadas en la duración no son tan importantes y sí las léxicas, al ocupar 
“number_phones” la tercera posición (Ver Tabla 8).  
 
Sin embargo, y como ocurría en el caso de ALBAYZIN, el resto de características léxicas, 
por su redundancia, quedan en las peores  posiciones del ranking. En esta base de datos, al 
ser voz espontánea, las duraciones no dan tanta pista como en el anterior conjunto  de datos 
de ALBAYZIN, ya que las palabras pueden ser normalmente pronunciadas con diferente 
duración, al contrario a voz leída, donde la voz es más "plana". Sin embargo, las 
características léxicas sí aportan más, debido a que palabras cortas (con menos fonemas) 
son más difíciles de ser reconocidas que palabras largas (con más fonemas).  
 
La alta correlación que existe entre las diferentes características léxicas hace que, aún 
ocupando una de ellas posiciones superiores, el resto quede en posiciones inferiores del 
ranking, lo que nos viene a decir, que una vez añadida la "mejor" el resto no aporta 
ninguna información adicional. De nuevo, como ocurría en la base de datos ALBAYZIN, 
las características derivadas del pitch apenas aportan información a la hora de discriminar 
entre acierto y falsa alarma. 
 
 
Interesante es recalcar el hecho de que para los datos de DEV y TEST.OOV, el score no 
aparece en la primera posición,  cuando realmente es esta característica la única que nos da 
información sobre la confianza que se tiene en que la palabra  sea un acierto. Esto es 
debido a la escasez de datos en los conjuntos compuestos únicamente por palabras OOV 
(DEV y TEST.OOV), lo cual causa que el análisis de varianza no sea capaz de aprender un 
modelo robusto ante esta escasez de datos, quedando otras características a priori “peores” 
mejor posicionadas en el ranking final. 
 
Sin embargo, debido a esta escasez de datos, cualquier conclusión de estos conjuntos 
puede llevar a equívocos y de ahí que no se pueda derivar ninguna interesante. 
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5.3.2.2 Evaluación de Atributos utilizando WEKA 
También utilizamos el Evaluador de Atributos “GainRatioAttributeEval para los datos de 
AMI. 




0.10515 1 Score 
0.07465 6 number_phones 
0.07362 9 number_phone_vowels 
0.06818 10 number_phone_consonants 
0.05764 5 number_graphemes 
0.05073 8 number_consonants 
0.04998 4 duration 
0.04426 3 effective_FA_rate 
0.04328 29 mean_languagemodelscore 
0.04248 15 min_Levenshtein_distance 
0.0373 25 min_acoustic_score_normalizedbyphoneduration 
0.03717 34 min_pitch_phoneme 
0.03713 22 mean_energy 
0.0363 26 mean_acoustic_score_normalized_byphoneduration 
0.03586 7 number_vowels 
0.0355 27 max_languagemodelscore 
0.03512 24 max_acoustic_score_normalizedbyphoneduration 
0.03487 16 mean_Levenshtein_distance 
0.03435 2 effective_hit_rate 
0.03267 35 mean_pitch_phoneme 
0.03194 40 min_energy_phoneme_nonzero 
0.0317 37 min_energy_phoneme 
0.03012 19 mean_pitch 
0.02878 33 max_pitch_phoneme 
0.02785 30 max_duration 
0.02772 11 speaker_phone_rate 
0.02696 32 mean_duration 
0.02515 12 speaker_vowel_rate 
0.02293 38 mean_energy_phoneme 
0.02034 39 min_pitch_phoneme_nonzero 
0.01799 23 voicing_percentage 
0.01718 36 max_energy_phoneme 
0.01667 28 min_languagemodelscore 
0.01644 18 min_pitch 
0.01511 17 max_pitch 
0.01452 21 min_energy 
0.01242 20 max_energy 
0.00784 14 max_Levenshtein_distance 
0.00591 31 min_duration 
0.0013 13 position 
Tabla 12. Evaluación de Características GainRatio en conjunto de datos TRAIN (AMI) 
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En este caso, las características que de forma individual proporcionan una mayor 
discriminación son las relacionadas con la información del lattice y las léxicas.  
 
Contrario al análisis incremental, en este caso, como se puede ver, las características 
léxicas quedan en la parte superior del ranking, lo cual nos constata de nuevo que éstas son 
bastante importantes de forma individual cuando se trata de voz espontánea pero que, una 
vez añadida la mejor, aplicando un mecanismo  incremental, el resto no aporta información 
adicional. Características prosódicas, como son el pitch y la energía son las peores situadas 
en el ranking individual, ya que, por si mismas y analizadas de forma individual, no 
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5.3.2.3 Clasificación a través de Árbol de Decisión 
 
 
Utilizamos también la herramienta WEKA para hacer una clasificación de los atributos 
(basados en la evaluación con GainRatio) a través de un Árbol de Decisión 
(proporcionándole el conjunto de datos TRAIN como datos de entrenamiento y los 
conjuntos TEST.OOV y TEST.INV como datos de test). 
 
 
Podemos ver, bajo estas líneas, el resumen de los resultados obtenidos añadiendo 

























Figura 38. Porcentaje de 
ocurrencias correctamente 
clasificadas para el conjunto de 
datos TEST.INV (AMI) 
Figura 39. Porcentaje de 
ocurrencias correctamente 
clasificadas para el conjunto de 
datos TEST.OOV (AMI) 
ESTIMACIÓN DE CONFIANZA EN LA BÚSQUEDA DE PALABRAS CLAVE EN SISTEMAS BASADOS EN 
TRANSCRIPCIÓN FONÉTICA 
























De nuevo podemos observar como el uso de un conjunto reducido de características nos 
proporciona el mejor rendimiento posible a nuestro sistema en tareas de clasificación. En 
este caso, y teniendo en cuenta la dificultad de la base de datos que se ha tratado (voz 
espontánea), es necesario tener 20 características para obtener el mejor resultado para 
palabras INV, y entre 15 y 20 para palabras OOV.  
 
De nuevo, el conjunto finito de datos que se maneja, hace que añadir características no 





Figura 40. Tasa de Error Absoluto de 
Clasificación para el conjunto de 
TEST.INV (AMI). Nos da la medida  
de las diferencias en promedio entre los 
valores pronosticados y los observados 
Figura 41. Tasa de Error Absoluto de 
Clasificación para el conjunto de 
TEST.OOV (AMI). Nos da la medida  de 
las diferencias en promedio entre los 
valores pronosticados y los observados 
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A través del análisis de la varianza explicada por cada una de las características, 
observamos que algunas de las nuevas introducidas en este proyecto explican un porcentaje 
muy alto de varianza (lo que da sentido a la reflexión inicial del proyecto, que nos llevó a 
pensar que sería interesante extraer estas nuevas características a nivel de fonema y que 
podrían mejorar el proceso de Decisión final dentro del Reconocedor de Voz). 
 
  
Con el análisis incremental de la Varianza, generando un modelo completo con todas las 
variables añadiendo una a una la que más varianza residual explica, observamos que 
algunas de las nuevas características se colocan en las primeras posiciones. En concreto se 
coloca en  4ª posición la característica 31 (mínima duración por fonema), en 5ª la 26 (score 
acústico medio normalizado por duración del fonema) y en 7ª la 30 (máxima duración por 
fonema), y luego vienen la 25 (mínimo score acústico normalizado por duración del 
fonema) y la 36 (máxima energía de un fonema). (Analizando los datos de TRAIN). 
  
 
También hay que destacar que ahora, con el modelo completo, para los datos de 
ALBAYZIN explicamos el 61.7% de la varianza (analizando los datos de TRAIN). En 
estudios anteriores (sin las nuevas características [13]) explicábamos sólo el 60.56%. 
Puede parecer poco un 1.14% más, pero es muy significativo porque cuando tienes muchas 
características subir un poco más el porcentaje de varianza explicada es muy importante. 
 
Además también cabe destacar que existen bastantes características de diferentes grupos 
que quedan en las primeras posiciones, relativas a la confianza del lattice, léxicas, y de 
duración. Esto aporta una interesante conclusión, y es que las diferentes fuentes de 
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Es bastante razonable pensar que al trabajar ahora con voz más "difícil", el porcentaje de 
varianza explicada es menor que la base de datos de ALBAYZIN que es habla leída. Esto 
encaja perfectamente en la comparación entre  las 2 bases de datos.  
 
Por otro lado, lo que más llama la atención es la comparación entre el porcentaje de 
varianza explicada en los conjuntos DEV y TEST.OOV (donde son mucho mayores) frente 
a TRAIN y TEST.INV. Hay que tener en cuenta que en la base de datos de AMI, el 
conjunto de TRAIN está formado por palabras INV* y OOV**, mientras que el de DEV 
sólo por palabras OOV, por lo tanto, parece razonable pensar  que el comportamiento de 
TRAIN y TEST.INV sea similar y que el de DEV y TEST.OOV (al estar formados ambos  
por palabras OOV) también sea similar.  
 
Viendo los modelos formados añadiendo cada vez una característica, en TRAIN y 
TEST.INV el comportamiento es muy similar y bastante parecido a ALBAYZIN, aunque 
el porcentaje de varianza explicada total es menor.  
 
Las palabras de DEV son OOV**, por lo tanto, sí que puede afectar como antes al hecho 
de que veamos similitudes entre DEV y TEST.OOV y totalmente diferente a TRAIN y 
TEST.INV. Por otro lado, hay que tener en cuenta cuando hablamos de OOV** en inglés, 
que difiere de INV* en que la transcripción fonética tiene errores, lo que es un factor muy 
a tener en cuenta cuando realizamos el análisis de estas características. Para ALBAYZIN 
sería algo más difícil de probar, puesto que el corpus geográfico apenas tiene palabras 
OOV, es decir, usando un conversor grafema-alófono la transcripción que se suele obtener 




Así que, a la vista de los resultados obtenidos, también podemos concluir que el 
comportamiento es claramente distinto para INV y para OOV, y la varianza explicada es 
sensiblemente mayor analizando los conjuntos con términos OOV, con el mismo grupo de 
características, lo cual es un resultado muy interesante científicamente ya que estos últimos 










*inv: palabras cuya transcripción fonética no tiene errores. 
**oov: palabras cuya transcripción fonética tiene errores. 
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De nuevo se puede ver también que diferentes fuentes de información contribuyen a un 
ranking de las características más preciso (podemos fijarnos, por ejemplo, en las 15 
primeras características), si bien aquí las léxicas tienen mucha mayor importancia que en 
los datos de ALBAYZIN. AMI se trata de voz espontánea y es por ello que por ejemplo la 
duración esté peor clasificada que en ALBAYZIN, que es voz leída, por la espontaneidad 
de la primera, lo cual causa que la duración no sea un parámetro tan bueno como en voz 
leída. 
 
ALBAYZIN        AMI   
          
Como trabajo futuro se puede seguir investigando en el análisis y extracción de nuevas 
características, dado que se ha demostrado que utilizar diferentes fuentes de información 
ayuda a mejorar la clasificación de las mismas y por tanto a mejorar la detección final de 
un término. Podríamos hacer uso de otras herramientas como “Emovoice” (Análisis de 
Emociones), “Praat” (Análisis de entonaciones), etc. 
 
Se podría continuar en la línea de este trabajo (análisis de características a nivel de fonema, 
aprovechando que hemos aislado la información de cada fonema que nos proporciona el 
lattice) y/o construir un “Decision Maker” para STD basándose en métodos 
discriminativos (MLP, SVM, CART) que calculen una probabilidad a posteriori para cada 
término detectado. 
Tabla 13. Comparativa entre ALBAYZIN y AMI de la Evaluación GainRatio  
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ASR (Automatic Speech Recognizer) 
Reconocimiento Automático de Habla. 
 
CART (Classification and Regression Tree) 
Proceso de construcción de modelos con estructura de árbol. 
 
DET (Detection Error Tradeoff) 
Las curvas DET se utilizan para la representación gráfica de las tasas de error de decisión 
(tasa de falso rechazo vs. tasa de falsa alarma). 
 
HMM (Hidden Markov Model) 
Modelo Oculto de Markov. 
 
HTK (Hidden Markov Model Toolkit) 
Conjunto de herramientas para la creación y tratamiento de HMMs, diseñado por la 
universidad de Cambridge. 
 
Lattice 
Representación compacta de una serie de hipotéticas posibles transcripciones para un 
archivo de audio concreto. 
 
LVCSR (Large Vocabulary Continous Speech Recognition) 
Sistema de reconocimiento de habla continua de vocabulario muy amplio. 
 
MFCCs (Mel-Frequency Cepstral Coefficients) 











MLF (Master Label Format) 
Formato de HTK para archivos que contienen transcripciones. 
 
MLP (Multi-Layer Perceptrons) 
Red neuronal multicapa. 
 
NIST (National Institute of Standars and Technology) 
Organismo federal, no regulador, perteneciente a la Cámara de Comercio de los Estados 
Unidos que desarrolla y promueve medidas, estándares y tecnología para aumentar la 
productividad, facilitar el comercio y mejorar la calidad de vida. 
 
RAH 
Reconocimiento Automática de Habla. 
 
Sphinx 
Conjunto de herramientas para el tratamiento de voz diseñado por la universidad de 
Carnegie-Mellon. 
 
SPL (Sound Pressure Level) 
Medida del nivel de presión de un sonido (se mide en decibelios). 
 
STD (Spoken Term Detection) 
Reconocimiento de palabras clave. 
 
SVM (Support Vector Machine) 
Conjunto de algoritmos de aprendizaje supervisado utilizado para problemas de 
clasificación, regresión y reconocimiento de patrones. 
 
WEKA 
Waikato Environment for Knowledge Analysis – (Entorno para Análisis del Conocimiento 
de la Universidad de Waikato) es una plataforma de software para aprendizaje 
automático y minería de datos escrito en Java y desarrollado en la Universidad de Waikato. 
 
 














A. Listado de Fonemas Españoles 
 
 
La siguiente tabla muestra el listado de los fonemas utilizados en los experimentos 
sobre la base de datos en español. Junto a cada fonema, se muestra un ejemplo de 






































Tabla 14. Listado de fonemas españoles junto con una palabra de ejemplo 
.  
Fonema Ejemplo Fonema Ejemplo 
a taza d duelo 
e moderador D verde 
i rubio f rodolfo 
o cerro g galeón 
u jugar G agotar 
A taza X hoja 
E cerro j historia 
I latino J/ yogur 
O caracola J castillayleón 
U gusto k cama 
an alcanzar l yelmo 
en convencer L capilla 
in dinero m mina 
on montaña n nata 
un numerar Nn guiño 
An planta p parque 
En lenta r amanecer 
In simio R guerra 
On londres s seto 
Un profundo t trabuco 
b abejorro T zamora 
B caballo w sigüenza 
T/ chico gs oxígeno 
N hundir - - 





B. Listado de Fonemas Ingleses 
 
 
La siguiente tabla muestra el listado de los fonemas utilizados en los experimentos 
sobre la base de datos en inglés. Junto a cada fonema, se muestra un ejemplo de 





Fonema Ejemplo Fonema Ejemplo 
hh hurry ow coke 
ey operator p print 
aa dog iy quickly 
l helmet jh anthropology 
ih enrich m man 
s first ao oscillate 
t justify eh optometry 
k broken dh although 
ay antiquary y yumy 
ax abroad uw two 
n national aw owlish 
w homework sh shake 
b above er adapter 
ng ring g goat 
ah hung uh hooligan 
f fly th thorn 
v vein eh charity 
z occupations oy annoying 
d indeed zh azure 
ae fat r reality 
 
 
Tabla 15. Listado de fonemas ingleses junto con una palabra de ejemplo 
  









- Augmented set of features for confidence estimation in spoken term detection, 
publicado en InterSpeech 2010. 
 
- Speech signal- and term-based feature contribution to hit/false alarm 









































































1) Ejecución Material 
• Compra de ordenador personal (Software incluido)....... ............................ 800€ 
• Material de oficina........................................................................................  50€ 
• Total de ejecución material.........................................................................  850€ 
 
2) Gastos generales 
• 21 % sobre Ejecución Material....................................................................179 € 
 
3) Beneficio Industrial 
• 6 % sobre Ejecución Material...................................................................….51 € 
 
4) Honorarios Proyecto 
• 920 horas a 15 € / hora.......................................................................... ...13800 € 
 
5) Material fungible 
• Gastos de impresión................................................................................. .....150 € 
• Encuadernación................................................................................................40 € 
 
6) Subtotal del presupuesto 
• Subtotal Presupuesto............................................................................ ….15070 € 
 
7) I.V.A. aplicable 
• 21% Subtotal Presupuesto...........................................................................3165 € 
 
8) Total presupuesto 
• Total Presupuesto.......................................................................................18235 € 
 
Madrid, Septiembre de 2012 
 
El Ingeniero Jefe de Proyecto 
Fdo.: Miguel Bautista Lozano 
 
Ingeniero de Telecomunicación 
 












Este documento contiene las condiciones legales que guiarán la realización, en este 
proyecto, de un programa de búsqueda en lattices HTK con identificación y extracción de 
características fonéticas, prosódicas y de duración a nivel de fonema para la mejora en el 
reconocimiento de voz, y su posterior evaluación. En lo que sigue, se supondrá que el 
proyecto ha sido encargado por una empresa cliente a una empresa consultora con la 
finalidad de realizar dicho sistema. Dicha empresa ha debido desarrollar una línea de 
investigación con objeto de elaborar el proyecto. Esta línea de investigación, junto con el 
posterior desarrollo de los programas está amparada por las condiciones particulares del 
siguiente pliego. 
Supuesto que la utilización industrial de los métodos recogidos en el presente 
proyecto ha sido decidida por parte de la empresa cliente o de otras, la obra a realizar se 
regulará  por las siguientes: 
  
 







 1. La modalidad de contratación será el concurso. La adjudicación se hará, 
por tanto, a la proposición más favorable sin atender exclusivamente al valor económico, 
dependiendo de las mayores garantías ofrecidas. La empresa que somete el proyecto a 
concurso se reserva el derecho a declararlo desierto. 
 2. El montaje y mecanización completa de los equipos que intervengan será 
realizado totalmente por la empresa licitadora. 
 3. En la oferta, se hará constar el precio total por el que se compromete a 
realizar la obra y el tanto por ciento de baja que supone este precio en relación con un 
importe límite si este se hubiera fijado. 
 4. La obra se realizará  bajo la dirección técnica de un Ingeniero Superior de 
Telecomunicación, auxiliado por el número de Ingenieros Técnicos y Programadores que 
se estime preciso para el desarrollo de la misma. 
 5. Aparte del Ingeniero Director, el contratista tendrá derecho a contratar al 
resto del personal, pudiendo ceder esta prerrogativa a favor del Ingeniero Director, quien 
no estará obligado a aceptarla. 
 6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego 
de condiciones y presupuestos. El Ingeniero autor del proyecto autorizará con su firma las 
copias solicitadas por el contratista después de confrontarlas. 
 7. Se abonará al contratista la obra que realmente ejecute con sujeción al 
proyecto que sirvió de base para la contratación, a las modificaciones autorizadas por la 
superioridad o a las órdenes que con arreglo a sus facultades le hayan comunicado por 
escrito al Ingeniero Director de obras siempre que dicha obra se haya ajustado a los 
preceptos de los pliegos de condiciones, con arreglo a los cuales, se harán las 
modificaciones y la valoración de las diversas unidades sin que el importe total pueda 
exceder de los presupuestos aprobados. Por consiguiente, el número de unidades que se 
consignan en el proyecto o en el presupuesto, no podrá servirle de fundamento para 
entablar reclamaciones de ninguna clase, salvo en los casos de rescisión. 
 8. Tanto en las certificaciones de obras como en la liquidación final, se 
abonarán los trabajos realizados por el contratista a los precios de ejecución material que 
figuran en el presupuesto para cada unidad de la obra. 
 
 9.  Si excepcionalmente se hubiera ejecutado algún trabajo que no se 
ajustase a las condiciones de la contrata pero que sin embargo es admisible a juicio del 
Ingeniero Director de obras, se dará conocimiento a la Dirección, proponiendo a la vez la 
rebaja de precios que el Ingeniero estime justa y si la Dirección resolviera aceptar la obra, 
quedará el contratista obligado a conformarse con la rebaja acordada. 




 10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no 
figuren en el presupuesto de la contrata, se evaluará  su importe a los precios asignados a 
otras obras o materiales análogos si los hubiere y cuando no, se discutirán entre el 
Ingeniero Director y el contratista, sometiéndolos a la aprobación de la Dirección. Los 
nuevos precios convenidos por uno u otro procedimiento, se sujetarán siempre al 
establecido en el punto anterior. 
 11. Cuando el contratista, con autorización del Ingeniero Director de obras, 
emplee materiales de calidad más elevada o de mayores dimensiones de lo estipulado en el 
proyecto, o sustituya una clase de fabricación por otra que tenga asignado mayor precio o 
ejecute con mayores dimensiones cualquier otra parte de las obras, o en general, introduzca 
en ellas cualquier modificación que sea beneficiosa a juicio del Ingeniero Director de 
obras, no tendrá derecho sin embargo, sino a lo que le correspondería si hubiera realizado 
la obra con estricta sujeción a lo proyectado y contratado. 
 12. Las cantidades calculadas para obras accesorias, aunque figuren por 
partida alzada en el presupuesto final (general), no serán abonadas sino a los precios de la 
contrata, según las condiciones de la misma y los proyectos particulares que para ellas se 
formen, o en su defecto, por lo que resulte de su medición final. 
 13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y 
director de obras así como a los Ingenieros Técnicos, el importe de sus respectivos 
honorarios facultativos por formación del proyecto, dirección técnica y administración en 
su caso, con arreglo a las tarifas y honorarios vigentes. 
 14. Concluida la ejecución de la obra, será reconocida por el Ingeniero 
Director que a tal efecto designe la empresa. 
 
 15.  La garantía definitiva será del 4% del presupuesto y la provisional del 
2%. 
 16. La forma de pago será por certificaciones mensuales de la obra 
ejecutada, de acuerdo con los precios del presupuesto, deducida la baja si la hubiera. 
 17. La fecha de comienzo de las obras será a partir de los 15 días naturales 
del replanteo oficial de las mismas y la definitiva, al año de haber ejecutado la provisional, 
procediéndose si no existe reclamación alguna, a la reclamación de la fianza. 
 18. Si el contratista al efectuar el replanteo, observase algún error en el 
proyecto, deberá  comunicarlo en el plazo de quince días al Ingeniero Director de obras, 
pues transcurrido ese plazo será  responsable de la exactitud del proyecto. 
 19. El contratista está obligado a designar una persona responsable que se 
entenderá con el Ingeniero Director de obras, o con el delegado que éste designe, para todo 
relacionado con ella. Al ser el Ingeniero Director de obras el que interpreta el proyecto, el 
contratista deberá  consultarle cualquier duda que surja en su realización. 




 20. Durante la realización de la obra, se girarán visitas de inspección por 
personal facultativo de la empresa cliente, para hacer las comprobaciones que se crean 
oportunas. Es obligación del contratista, la conservación de la obra ya ejecutada hasta la 
recepción de la misma, por lo que el deterioro parcial o total de ella, aunque sea por 
agentes atmosféricos u otras causas, deberá ser reparado o reconstruido por su cuenta. 
 21. El contratista, deberá realizar la obra en el plazo mencionado a partir de 
la fecha del contrato, incurriendo en multa, por retraso de la ejecución siempre que éste no 
sea debido a causas de fuerza mayor. A la terminación de la obra, se hará una recepción 
provisional previo reconocimiento y examen por la dirección técnica, el depositario de 
efectos, el interventor y el jefe de servicio o un representante, estampando su conformidad 
el contratista. 
 22. Hecha la recepción provisional, se certificará al contratista el resto de la 
obra, reservándose la administración el importe de los gastos de conservación de la misma 
hasta su recepción definitiva y la fianza durante el tiempo señalado como plazo de 
garantía. La recepción definitiva se hará en las mismas condiciones que la provisional, 
extendiéndose el acta correspondiente. El Director Técnico propondrá a la Junta 
Económica la devolución de la fianza al contratista de acuerdo con las condiciones 
económicas legales establecidas. 
 23. Las tarifas para la determinación de honorarios, reguladas por orden de 
la Presidencia del Gobierno el 19 de Octubre de 1961, se aplicarán sobre el denominado en 
la actualidad “Presupuesto de Ejecución de Contrata” y anteriormente llamado 









 La empresa consultora, que ha desarrollado el presente proyecto, lo entregará a la 
empresa cliente bajo las condiciones generales ya formuladas, debiendo añadirse las 
siguientes condiciones particulares: 
 
 1.  La propiedad intelectual de los procesos descritos y analizados en el presente 
trabajo, pertenece por entero a la empresa consultora representada por el Ingeniero 
Director del Proyecto. 
 
 2. La empresa consultora se reserva el derecho a la utilización total o parcial de los 
resultados de la investigación realizada para desarrollar el siguiente proyecto, bien para su 
publicación o bien para su uso en trabajos o proyectos posteriores, para la misma empresa 
cliente o para otra. 
 
 3.  Cualquier tipo de reproducción aparte de las reseñadas en las condiciones 
generales, bien sea para uso particular de la empresa cliente, o para cualquier otra 




aplicación, contará con autorización expresa y por escrito del Ingeniero Director del 
Proyecto, que actuará  en representación de la empresa consultora. 
 
 4. En la autorización se ha de hacer constar la aplicación a que se destinan sus 
reproducciones así como su cantidad. 
 
 5.  En todas las reproducciones se indicará su procedencia, explicitando el nombre 
del proyecto, nombre del Ingeniero Director y de la empresa consultora. 
 
 6. Si el proyecto pasa la etapa de desarrollo, cualquier modificación que se realice 
sobre él, deberá  ser notificada al Ingeniero Director del Proyecto y a criterio de éste, la 
empresa consultora decidirá  aceptar o no la modificación propuesta. 
 
 7. Si la modificación se acepta, la empresa consultora se hará responsable al mismo 
nivel que el proyecto inicial del que resulta el añadirla. 
 
 8. Si la modificación no es aceptada, por el contrario, la empresa consultora 
declinará  toda responsabilidad que se derive de la aplicación o influencia de la misma. 
 
 9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos 
en los que resulte parcial o totalmente aplicable el estudio de este proyecto, deberá 
comunicarlo a la empresa consultora. 
 
 10.  La empresa consultora no se responsabiliza de los efectos laterales que se 
puedan producir en el momento en que se utilice la herramienta objeto del presente 
proyecto para la realización de otras aplicaciones. 
 
 11. La empresa consultora tendrá prioridad respecto a otras en la elaboración de los 
proyectos auxiliares que fuese necesario desarrollar para dicha aplicación industrial, 
siempre que no haga explícita renuncia a este hecho. En este caso, deberá  autorizar 
expresamente los proyectos presentados por otros. 
 
 12. El Ingeniero Director del presente proyecto, será el responsable de la dirección 
de la aplicación industrial siempre que la empresa consultora lo estime oportuno. En caso 
contrario, la persona designada deberá  contar con la autorización del mismo, quien 
delegará en él las responsabilidades que ostente. 
 
