In this paper, a new random optimization method is presented. The proposed method is called RasID which is an abbreviation of Random Search with Intensification and Diversification and it can search for a global minimum based on the probability density function of the searching, which can be modified using information based on success or failure of the past searching to execute intensified and diversified searching. A principle of the RasID is such that searching for the parameters is strengthened when the probability of finding good solutions is high, and is weakened when the probability is low. In other words, when the searching is success, the probability density function is modified so that the search is done within a short range to the direction of decreasing the criterion function in order to achieve a certain improvement of the criterion function. On the other hand, when the search is failure, the searching range is expanded and the direction of the searching is adjusted to include even those which make the criterion function worse in order to search the parameters with a wide range. The RasID is superior to the commonly used random search method because the RasID is a kind of adaptive random search utilizing the past experiences of the searching as mentioned above. From the simulation results of realizing many kinds of nonlinear functions and controlling a nonlinear crane system using Neural Networks (N.N.), it is clarified that the RasID is superior in performances to the Gradient Method.
Function of two parameters Table. 1 Simulation conditions of escaping from local-minima Table. 2 Simulation conditions 
h2(t)=a22h2(t)+a32h3(t)+biud(t)
h3(t)=a33h3(t)+a43h4(t) (31) h4(t)=a24h2(t)+a34h3(t)h 5(t)h5(t) +a44h4(t)+bi)ud(t)
h5(t)=a55h5(t)+a65h6(t)
h6(t)=a66h6(t)+b2um(t)
