Algorithms for eliminating variables from systems of multivariate polynomials are essential tools in constructive algebra and algebraic geometry. The reason is that a number of important computational problems in these areas can be tackled by elimination techniques. In particular, elimination methods can be used for solving systems of polynomial equations, a classical mathematical problem with a wide range of applications in many areas of science, engineering and industry. It is therefore not surprising that elimination theory has always played a central role in computer algebra and that techniques which resulted from continuing research efforts on this subject are the basis of a number of practical algorithms in current computer algebra systems.
nomials with complex or real coefficients by computing GCDs of univariate polynomials and a second procedure for the global elimination of a block of variables for polynomials with a particular structure. The final step in both procedures relies on a specific property of a real-valued inner product on vector spaces over the coefficient field.
Recent studies on triangular sets are highlighted in the paper by Aubry, Lazard and Moreno Maza who investigate four different notions of "good" triangular sets and show that they are equivalent. Moreover, Aubry and Moreno Maza describe, in the following paper, a unified implementation of four triangular sets methods and compare efficiency, conciseness and legibility of outputs by means of several benchmark examples.
Rojas presents a fast method for finding an isolated point in every excess component of the zero set of a system of n polynomials in n unknowns. He also obtains new explicit formulae for the exact number of isolated zeroes and the intersection multiplicity of the positive dimension part of the zero set. The paper by Gao, Li and Wang deals with homotopy algorithms for finding all isolated zeroes of polynomial systems in C
n . An efficient strategy is presented for constructing (fine) stable mixed subdivisions which uses a single lifting instead of costly recursive liftings.
In Richardson's paper, the characteristic sets method of Wu is used to construct stratifications of subsets of R n defined by Boolean combinations of equalities and inequalities among Noetherian functions. Yang provides an explicit criterion for determining the number and multiplicities of real roots of parametric polynomials in an interval, making use of a complete discrimination system. Modular techniques are used by Noro and Yokoyama for computing the rational univariate representation of the radical of a zero-dimensional ideal. The authors also discuss the implementation of their method and its practical and theoretical efficiency.
The complexity of Gröbner bases conversion is considered by Kalkbrener. He shows that for two adjacent Gröbner bases the growth of degrees is at most quadratic, in contrast to the doubly exponential bound for arbitrary Gröbner bases. Gatermann and Guyard use the Hilbert-series-driven Buchberger algorithm for computing elimination ideals in their study of algorithmic invariant theory. The applications in their paper are mainly related to problems occurring in equivariant dynamics.
Finally, Wang explains how elimination techniques can be applied to examine the relationship among different sets of center conditions and to search for such conditions for Kukles' differential system. He challenges the developers of elimination algorithms and tools to solve a large polynomial system in order to settle the open Kukles problem.
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