A networked control system (NCS) is a control system where components such as plants and controllers are connected through communication networks. Self-triggered control is well known as one of the control methods in NCSs and is a control method that for sampled-data control systems both the control input and the aperiodic sampling interval (i.e., the transmission interval) are computed simultaneously. In this paper, a self-triggered model predictive control (MPC) method for discrete-time linear systems with disturbances is proposed. In the conventional MPC method, the first one of the control input sequence obtained by solving the finite-time optimal control problem is sent and applied to the plant. In the proposed method, the first some elements of the control input sequence obtained are sent to the plant, and each element is sequentially applied to the plant. The number of elements is decided according to the effect of disturbances. In other words, transmission intervals can be controlled. Finally, the effectiveness of the proposed method is shown by numerical simulations.
Introduction
In the last decade, theory of networked control systems (NCSs) has attracted considerable attention [1, 2] . An NCS, where components such as plants, sensors, controllers, and actuators are connected through communication networks (see also Figure 1 ), is closely related to IoT (Internet of Things) and CPS (Cyber-Physical Systems) technologies. To develop future smart community technologies, theory of NCSs is one of the fundamental tools. In design of NCSs, packet losses, transmission delays, and communication constraints are pointed out as technical issues. Since a technical issue is different depending on properties of communication networks used, it is desirable to consider a control method for each technical issue. From this viewpoint, several methods for NCSs have been studied so far (see, e.g., [3] [4] [5] [6] ).
In this paper, the periodic paradigm is focused as one of the technical issues in NCSs. In the periodic paradigm, the message about the control input is sent from the controller to the plant at a given unit of time. Similarly, the message about the measured output is sent from the plant to the controller at a given unit of time. However, continuous transmission is not necessarily required for improving the control performance. Communication should occur, only when there exists important information. Thus, a new aperiodic approach for design of NCSs is important.
As one of the aperiodic approaches, self-triggered control has been proposed so far (see, e.g., [7] [8] [9] [10] [11] [12] ). In self-triggered control, the next sampling time at which the control input is recomputed is computed. That is, both the sampling interval (i.e., the transmission interval) and the control input are computed simultaneously. In this paper, we focus on selftriggered control from the viewpoint of the optimal control problem, which is one of the fundamental problems in systems and control theory. From this viewpoint, for example, a design method based one-step finite horizon boundary has been recently proposed in [13, 14] . In this method, for the sampled-data optimal control problem for linear systems, the first sampling interval is optimized under the constraint that other sampling periods are given as a constant. However, this method has two weak points: (i) a nonlinear equation must be solved online; (ii) input constraints cannot be imposed. In [10, 15] , the self-triggered model predictive control (MPC) method using Taylor series expansions has been proposed. The MPC method is a control method that the control input is generated by solving the finite-time optimal control problem at each time (see, e.g., [16] [17] [18] ).
In many existing methods, we suppose that the message about one control input, which is immediately applied to the plant, is sent from the controller to the plant. However, the message about a time sequence of the control input may be sent. From this viewpoint, we propose a new method of selftriggered MPC for NCSs with disturbances. In the proposed method, a time sequence of the control input is sent from the controller to the plant. The control input is chosen from this sequence and is sequentially applied to the plant. The length of time sequences is determined by evaluating the effect of disturbances for the cost function. In the control method proposed in [19] , a time sequence of the control input is sent to the plant, but its length is uniform. In also [20, 21] , self-triggered MPC has been studied for linear systems with state and input constraints. In this paper, we propose an easy and convenient method for linear systems with only input constraints. Then, the length of time sequences of the control input can be easily obtained by evaluating degradation of the optimality via disturbances. Furthermore, time delay by computation of the optimal control problem and communication of messages about the control input is discussed. Finally, numerical simulations are presented to show the effectiveness of the proposed method. The proposed method provides us with one of the fundamental results in theory of NCSs.
The main contribution of this paper is to propose an easy and convenient method of self-triggered MPC for linear systems with disturbances and input constraints. This paper is organized as follows. In Section 2, some preliminaries are explained. In Section 3, the self-triggered MPC method is proposed. In Section 4, the improved version of the proposed method is presented. In Section 5, numerical simulations are presented. In Section 6, we conclude this paper.
Notation. Let R denote the set of real numbers. Let and 0 × denote the × identity matrix and the × zero matrix, respectively. For simplicity, we sometimes use the symbol 0 instead of 0 × , and the symbol instead of . For the matrix , let ⊤ denote the transpose of .
Preliminaries
As a preparation, we will explain the finite-time optimal control problem and the conventional model predictive control (MPC) method for constrained linear system.
Discrete-Time Constrained Linear Systems.
As a plant, consider the following discrete-time constrained linear system:
where ( ) ∈ R is the state, ( ) ∈ [ min , max ] ⊂ R is the control input, and ( ) ∈ [ min , max ] ⊂ R is the disturbance. In this paper, the constraint is imposed for the control input. We assume that the upper and lower bounds of the disturbance are known. When the finite-time optimal control problem is solved, we use the following model:
wherê( ) ∈ R is the predicted state under̂(0) = (0).
Finite-Time Optimal Control Problem.
Consider the following finite-time optimal control problem (see, e.g., [16] [17] [18] ).
Problem 1.
Suppose that for prediction model (2) the initial statê(0) = 0 and the prediction horizon are given. Then, find a control input sequence fl
⊤ minimizing the following cost function:
subject to the input constraint ( ) ∈ [ min , max ] ⊆ R , where = ⊤ is positive semidefinite and = ⊤ is positive definite.
Consider rewriting this problem into a quadratic programming (QP) problem. From (2), we can obtain
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Then, cost function (3) can be rewritten as
where
The input constraint ( ) ∈ [ min , max ] can be rewritten as
where min and max are defined by
respectively. Using the above results, Problem 1 is equivalent to the following QP problem.
Problem 2.
Find minimizing the cost function (6) subject to (8) .
Problem 2 can be solved by using a suitable solver such as IBM ILOG CPLEX and Gurobi Optimizer. Hereafter, let * and
denote the optimal value of the cost function and the optimal sequence of the control input, respectively.
Conventional MPC Method.
The procedure of the conventional MPC method in networked control systems (NCSs) is presented as follows (see, e.g., [16] [17] [18] ).
Conventional Procedure of MPC in NCSs
Step 1. Set = 0, and give the initial state (0) = 0 .
Step 2. In the controller, solve Problem 1.
Step 3. Send the message about * (0) from the controller to the plant.
Step 4. Apply * (0) to the plant.
Step 5. Measure (1), and send the message about (1) from the plant to the controller.
Step 6. Update = 1 to = 0, and return to Step 2.
In the above procedure, there are some technical issues as follows.
(i) The message about only one control input * (0) must be sent to the plant at each time.
(ii) Time delay by computation and communication occurred.
In order to solve (i), we consider that the message about multiple control inputs * (0), * (1), . . . , * ( * − 1) is sent to the plant. Then, it is important to determine suitable * (≤ ). In Section 3, we will propose a new procedure of MPC in NCSs.
In order to solve (ii), we will propose an improved version of the procedure proposed in Section 3. See Section 4 for further details.
Proposed Self-Triggered MPC Method
In this section, a new MPC method called a self-triggered MPC method is proposed. The self-triggered control method is a control method that the control input and the sampling interval are computed simultaneously (see, e.g., [7] [8] [9] [10] [11] [12] [13] [14] [15] ). In the conventional case, the control input is a given constant in each sampling interval. In the proposed self-triggered MPC method, the message about multiple control inputs * (0), * (1), . . . , * ( * − 1) is sent from the controller to the plant. The sent control input is applied to the plant at time 0, 1, . . . , * −1. When * is calculated, we focus on the effect of the disturbance. 
wherê( + 1) =̂( ) + 1 * ( ). Consider the effect of the disturbance ( ) for the cost function. Let̃denote the cost function in whicĥis replaced with . When * is used,̃can be obtained as
where fl [ Consider deriving the upper bound of̃( 0 , * , ). We define
If 0 and * are given, then ( 0 , * (0)) and ( 0 , * ) can be calculated. Then, we can obtain the following lemma immediately.
Lemma 1. The following relation holds:
From this lemma, we see that the upper bound of̃( 0 , * , ) can be obtained by the optimal value of the cost function of (3), the initial state 0 , and the optimal input sequence * . Finally, in a similar way to the definitions of * − and * − ( 0 , * − ), we define − ( 0 , * ). Using this result, we can obtain the procedure of the selftriggered MPC in NCSs. The proposed procedure is presented as follows.
Procedure of Self-Triggered MPC in NCSs
Step 3. In the controller, find a maximum * ∈ [1, ] satisfying the following condition:
where ≥ 1 is a given constant.
Step 4. Send the message about * * from the controller to the plant.
Step 5. Apply * (0), * (1), . . . , * ( * −1) to the plant at time 0, 1, . . . , * − 1, respectively.
Step 6. Measure ( * ), and send the message about ( * ) from the plant to the controller.
Step 7. Set 0 fl ( * ), update = * to = 0, and return to Step 2.
In the above procedure, control performance is evaluated by (16) , where is a given tuning parameter. In (16) , the relation between the degradation of the performance and the optimal value of the cost function is relatively evaluated. Even if * = 1, then the effect of the disturbance is given by ( 0 , * (0)). Hence, the right hand side of (16) is given by ( * * + ( 0 , * (0))). We remark that computation of Step 3 is easy. That is, for each * = , − 1, . . . , 1, condition (16) is checked.
The following lemma can be obtained as a property of the above procedure.
Lemma 2.
Assume that min ̸ = 0 and max ̸ = 0. In the case of = 1, the parameter * is always given by * = 1.
Proof. From (16), the equality condition ( 0 , * * ) = 0 must hold in the case of = 1. This condition holds if and only if * = 1.
From this lemma, we see that if degradation of the optimality by the disturbance is not allowed, then the above procedure of self-triggered MPC does not work and is reduced to the conventional procedure in Section 2.3.
Consideration of Delay by Computation and Communication
Using the procedure proposed in Section 3, self-triggered control is realized. However, we do not consider time delay by computation of the optimal control problem and communication from the controller (plant) to the plant (controller). In order to consider time delay, we must use the predicted state in the procedure of self-triggered MPC.
Here, we assume that computation and communication can be executed within one discrete time. Then, the improved version of the procedure proposed in Section 3 is presented as follows.
Improved Procedure of Self-Triggered MPC in NCSs
Step 3. In the controller, find a maximum * ∈ [1, ] satisfying condition (16).
Step 6. Measure ( * − 1), and send the message about ( * − 1) from the plant to the controller.
Step 7. In the controller, compute the predicted statê( * ) from ( * − 1) and * ( * − 1).
Step 8. Set 0 fl̂( * ), update = * to = 0, and return to Step 2.
Numerical Simulations
As a plant, consider the following system: We present the computation results. Here, we consider the following three cases:
(i) there is no disturbance and no delay (the ideal case);
(ii) there is the disturbance, and there is no delay; (iii) there are the disturbance and delay.
In numerical simulations, the disturbance ( ) is given by ( ) = 1. First, case (i) is presented. Figures 2 and 3 show the state trajectory and the control input, respectively. In this case, * was always obtained by * = 10 (i.e., * = ). From these figures, we see that the state converges to the origin, and the number of transmissions from the controller to the plant is small. Here, consider comparing the case of * = 10 with the case of * = 1. First, the difference in the control input is discussed. In the time interval [0, 25], the maximum absolute error was 0.22. That is, in the case of * = 10, the control input at time 5 was 1.72, and in the case of * = 1 the control input at time 5 was 1.50. The mean absolute error in the time interval [0, 25] was 0.02. Next, the difference in the state is discussed. In the time interval [0, 25], the maximum absolute error of the first element of the state was 0.22. That is, in the case of * = 10, the first element of the state at time 6 was −3.27, and in the case of * = 1 the first element of the state at time 6 was −3.49. The mean absolute error in the time interval Figure 4 , we see that the state converges to the neighborhood of the origin (but the steady-state error appeared). From Figure 5 , we see that the number of transmissions from the controller to the plant is small in the transient response. However, we see also that in the steady state the transmission occurred at each time. This is because the disturbance does not depend on the state, and the effect of the disturbance is relatively large in the steady state.
Third, case (iii) is presented. Figures 6 and 7 show the state trajectory and the control input, respectively. In this case, * is obtained by * = 6, 2, 1, 3, 2, 1, 1, . . .. From Figure 6 , we see that the steady-state error is larger than that in case (ii). From Figure 7 , we see that in the steady state, the transmission Journal of Applied Mathematics 7 occurred at each time. This result is the same as that in case (ii).
Finally, we comment the computation time for solving Problem 1 and finding * . For each case, Problem 1 and the problem for finding * were solved 20 times, where we used Gurobi Optimizer 5.6.2 on the computer with the Intel Core i7-4770K processor and the 32 GB memory. The worst computation time was 0.0373 sec (case (i)), 0.0365 sec (case (ii)), and 0.0421 sec (case (iii)). The mean computation time was 0.0322 sec (case (i)), 0.0316 sec (case (ii)), and 0.0332 sec (case (iii)). Thus, these problems can be solved fast.
Conclusion
In this paper, we proposed the self-triggered model predictive control method of discrete-time linear systems with disturbances. In the proposed method, transmission intervals from the controller to the plant are computed depending on the effect of the disturbance. If the effect of the disturbance is relatively small, then transmission intervals become long. The effectiveness of the proposed method is presented by numerical simulations.
One of the future efforts is to consider state/inputdependent disturbances. Stability analysis of the closed-loop system is also important future work.
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