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Abstract
In this paper, we present a system to browse a set of
graphical documents without prior knowledge of their con-
tent. This system relies on a new structural method locat-
ing regions potentially embedding a symbol, using an unsu-
pervised reconstruction of the documents from their repre-
sentation as chain of points. The method is complemented
by a querying mechanism that retrieves from these regions
those that are the most similar to a given input symbol. This
mechanism uses a specific user feedback scheme to improve
the accuracy of the retrieval.
1 Introduction
The recognition of graphical symbols has been subject
to much effort throughout the years. The methods used in-
clude template matching, grammar-based matching, recog-
nition techniques based on structural features or dynamic
programming, and a number of structural methods based on
graph matching.
One of the reasons for which symbol recognition is in
many cases a very difficult and ill-defined problem is the
large number and variety of symbols to be recognized. Ex-
cept in strongly context-dependent applications, it may of-
ten be impossible to provide a base of all possible symbols.
The classical scenario generally consists in identifying
a finite set of known symbols in a set of documents. The
segmentation of the symbols is performed using a priori
knowledge on the document [1], and the recognition method
will integrate built-in knowledge of the possible symbols
deformations, or will be trained on an extensive training
set. Various efficient techniques have been developed, ei-
ther using structural pattern description, or statistical pattern
recognition techniques [2, 3, 7].
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In this article, we address a slightly different issue. We
propose a method to locate and recognize symbols in a set
of graphical documents with no a priori knowledge on the
symbols. This method has been successfully implemented
as a system allowing a user to browse through a set of tech-
nical drawings.
Our system is composed of two parts. The first is a struc-
tural method, based on the chain point representation of the
documents. It generates hypothesis on the probable loca-
tion of symbols. The second is a query system that selects
among these hypothesis those that are most likely to repre-
sent a symbol similar to a candidate symbol inputted by the
user.
The rest of the paper is organized as follows. In Sec-
tion 2, we present the method used to detect the symbols
embedded in the documents. The query system and the
feedback scheme are detailed in Section 3. Section 4 de-
scribes the experiments used to test and to assess the perfor-
mance of our system. Finally, conclusions and future work
are given in Section 5
2 Symbol Extraction
Our method to locate symbols is based on the chains of
points extracted from the documents. A chain of points in-
cludes connected points having only two neighbors, and its
extremities are either junction points (more than two neigh-
bors) or terminal points (one neighbor). The chains are
extracted from the documents using several preprocessing
steps including binarization, and skeletonization.
The goal of our method is to isolate sets of chains that
may represent a symbol. A brute force approach would con-
sider all possible ensembles of chains of a document as a
potential symbol. This solution is, of course, inapplicable,
first due to the resulting combinatorial explosion, but fore-
most because it would generate too many hypothesis that
would hinder the performance of the retrieval.
Our idea is to merge iteratively these chains, in order to
reconstruct the symbols belonging to the document. Once
Figure 1. A Dendrogram representation
two chains have been merged, they are considered as a
whole and cannot be separately be merged with others. The
merging process from all the chains in the document can be
represented by a dendrogram. Figure 1 exhibits such rep-
resentation for a simple document composed of two basic
symbols (a triangle and a square) connected by a line. The
nodes enclosed by a dashed box are those corresponding to
the reconstructed symbols.
What we need is to define an aggregation criterion, al-
lowing us to decide which chains are to be merged at each
step. Each step will represent a potential symbol. Well
defining this criterion is critical, as we have to merge first
the chains belonging to the symbols.
Defining the aggregation criterion. To define an effi-
cient aggregation criterion, we made the two following as-
sumptions on the representation of symbols.
• a symbol is a set of compact connected chains.
• a symbol tends to form a closed area, the chains com-
posing it folding on each other.
From these two assumptions, we derived two measures for
a chain of points, the compactness measure (noted mc) and
the folding measure (noted mf ), quantifying these criteria
for a chain.
The compactness measure for a chain of points C is de-
fined as follows. Let xGC be the barycenter of all the points
of C, computed using equal weights, let nC be the number
of points contained in C, let xi be the i-th point of C, and
let d(x, y) be the euclidean distance between a point x and
a point y:
mc(C) =
∑nC
i=1 d(xi, x
G
C)
nC
(1)
To quantify the folding of a chain, we relate it to the area
the chain encloses following the horizontal, or the vertical
direction. An example of the computed area is given by
Figure 2. The folding measure of the chain is defined as the
(a) the chain point (b) the area considered
Figure 2. The folding measure computation
ratio between this area and the bounding box enclosing the
chain:
mf (C) =
AreaConsidered(C)
BoundingBoxArea(C)
(2)
This gives us a measure ranging in [0, 1].
These two criteria are then combined into a unique mea-
sure:
m(C) = mc(C)(1 − mf (C)) (3)
For a chain C, the more compact the chain is, the lower
mc(C) will be, and the more the chain encloses a region,
the higher mf (C) will be. Thus, the lower m(C) is, the
more the chain C follows the assumption we made on a
symbol representation. This measure will be used as the
aggregation criterion in the construction of the dendrogram.
Look ahead improvements. In highly connected docu-
ments, building the dendrogram considering only the result-
ing aggregation measure of the resulting chain may yield
to miss some highly connected symbols. This is due to
the local view we have, which prevents us to choose a less
relevant merge that would however lead to a better merge.
To better this, we introduced a kind of look-ahead scheme.
Instead of deciding which chains are to be merged, based
only on the measure of the resulting chain, we use a modi-
fied criterion the consequences of that decision in the future
merges that takes into account. In other words, we consider
the chain itself, plus all the chains that are transitively con-
nected to it, up to a fixed maximum depth. Let nmax be this
maximum depth.
For each n in [0..nmax], we compute m of each set of
chain points. Let mimin be the minimum measure at depth
i. We then combine these minimums into a single measure
as follows.
mnmax(C1, C2) =
nmax∑
k=0
α(k)mkmin(C1, C2) (4)
where α is an attenuation factor.
Figure 3 shows the gain of this look-ahead method. (a)
is the original symbol in the document. (b) is the merge we
found from a local view. (c) is the merge we found with a
more global view.
(a) (b) (c)
Figure 3. Lookahead demonstration
3 Document browsing
The process described above yields a set of potential
symbols. Each node of the dendrogram is considered as
a probable symbol. This decomposition is used as an input
to a system that allows a user to retrieve all symbols similar
to a given candidate symbol, or query. The query can either
be drawn, or isolated from the documents.
With no a priori knowledge on the symbol, finding a
descriptor and a metric to map the user concept of simi-
larity into a distance measure between low level features
is nearly impossible. Our idea is to use robust yet possibly
sub-optimal descriptor and couple it to a relevance feedback
scheme to better the exploration process.
Relevance feedback has been successfully applied in
Content-Based Image Retrieval systems to improve the ac-
curacy of the retrieval [10]. Its purpose is to involve the
user in an interactive discussion loop, in order to adapt the
similarity measure computed between two patterns to the
user similarity concepts, based on their low-level represen-
tation. Many schemes have been devised to integrate the
user feedback, either based on optimization techniques [8],
or by casting the problem as a two-class classification issue
and adapting known classification methods (see [11, 12] for
comprehensive review). Here, we used a method based on
the nearest neighbor classifier adapted from [4].
Preprocessing and features extraction. First all recon-
structed symbols are filtered, using criteria based on the
query area and aspect ratio. Then the Angular Radial Trans-
form (ART) [6] is computed for all remaining samples. This
descriptor is relatively fast to compute, and is robust to some
degree to deformation, and distortion. However, our system
can easily integrate any other descriptor.
Relevance feedback. From this initial query, the n best
potential symbols retrieved, by computing the euclidean an
distance from their representation to the query. A list of
these symbols, ordered by their increasing distance to the
query is presented to the user. Within this list, the user then
selects which samples are relevant and which are irrelevant
according to his own perception of similarity.
Then the relevance of each unlabeled samples is esti-
mated from the minimal distance from its representation
Figure 4. Test document example
and the nearest relevant sample, and from the minimal dis-
tance from its representation and the nearest unrelevant
sample. The closest it is to a relevant sample, the highest
its own relevance is. On the contrary, the closest it is to a
negative sample, the bigger the penalty assigned to its rel-
evance is. The relevance R of a symbol s is computed as
follows: let N be the set of negatively labeled symbols and
P the set of positively labeled symbols:
R(s) = 1 − e
−
dmin(N ,s)
dmin(P,s) (5)
where dmin(X , x) is the minimum distance from a set X to
a symbol x.
The reconstructed symbols are sorted by decreasing rel-
evance and submitted to the user, who can then again mark
positive and negative samples, and loop over the feedback
step, until he is satisfied with the result.
4 Experiments
Experimental setup. We have tested our method with an
image base of 30 documents of an airplane electric scheme.
These documents are 3000x3000 pixels grayscale images.
Figure 4 shows a part of such document. A document is
first binarized, then a text/graphics separation is performed
to remove all chains belonging to characters. Finally the
skeleton image is computed using the (3,4)-Distance Trans-
form [9], and the points chains are extracted.
From these document a groundtruth was built, consisting
in 108 symbols belonging to 7 different classes.
We use Precision and Recall to evaluate the performance
of the proposed approach. Precision is defined as the num-
ber of retrieved relevant samples over the total number or
samples. Recall is defined as the number of retrieved rele-
vant samples over the total number of relevant samples.
Each relevant symbol is used in its turn as initial query to
the system. Two feedback iterations are performed, label-
Recall 25% 50% 75% 100%
0 rf 1.00 0.81 0.70 0.52
1 rf 1.00 0.96 0.86 0.70
2 rf 1.00 1.00 1.00 0.75
(a) Precision/Recall using ART
Recall 25% 50% 75% 100%
0 rf 0.91 0.60 0.31 0.15
1 rf 1.00 0.90 0.78 0.30
2 rf 1.00 1.00 1.00 0.40
(b) Precision/Recall using Zernike’s moment
Figure 5. Average precision/Recall results
ing 10 symbols per iteration. To further test our feedback
mechanism, we also used the Zernike moments [5] on the
samples and used them as descriptor in place of the ART.
The average precision for all queries at 25%, 50%, 75% of
recall were computed and shown in Figure 5a for the ART,
and Figure 5b for Zernike.
Results and observations. The decomposition of the
30 documents takes about 10 min (546s) on a Pentium4
2.6GHz. About 85,000 potential symbols were isolated, and
only a third was kept after filtering.
The experiment reveal that:
• After filtering the hypothesis, a large number still re-
main as input for the query system. The 108 symbol
instances generated about 27 000 possible symbols.
• The aggregation criterion we define was efficient for
correctly reconstructing the symbols from the point
chains. For the 108 symbol occurrences, only 4 had
no matching reconstructed sample after the document
decomposition.
• Though the ART is a well-suited descriptor for our ex-
perimental set (.81 precision for a 50% recall), the rele-
vance feedback really boosted the precision of our sys-
tem. The impact of the feedback is even more visible
with a less efficient descriptor as Zernike, as precision
was boosted from .31 to 1.0 at 50% recall.
5 Conclusion
In this paper, we introduced a new method to spot sym-
bols in a set of graphical documents without any a priori
knowledge. The only assumptions we made are that sym-
bols form a compact set of connected chains, and that these
chains tend to fold up. Coupled with a querying mech-
anism that use a statistical pattern descriptor and a feed-
back scheme, this method allows a user to browse a set of
scanned document. The derived implementation yields ex-
cellent promising results, in terms of spotted symbols and
precision of the result set for a query.
At present we plan on testing our system on bigger and
more diverse document sets. We are working on defining
smarter filtering rules to avoid the computational explosion
due to the number of hypothesis generated. Better feedback
schemes may also be required to minimize the user interac-
tion, and to optimize the quality and the convergence of the
recall.
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