Abstract-Empirically, a higher frequency of lightning strikes is associated with slower growth in labor productivity across the 48 contiguous U.S. states after 1990; before 1990, there is no correlation between growth and lightning. Other climate variables (e.g., temperature, rainfall, and tornadoes) do not conform to this pattern. A viable explanation is that lightning influences IT diffusion. By causing voltage spikes and dips, a higher frequency of ground strikes leads to damaged digital equipment and thus higher IT user costs. Accordingly, the flash density (strikes per square kilometer per year) should adversely affect the speed of IT diffusion. We find that lightning indeed seems to have slowed IT diffusion, conditional on standard controls. Hence, an increasing macroeconomic sensitivity to lightning may be due to the increasing importance of digital technologies for the growth process.
I. Introduction
W E are by all accounts living in a time of globalclimate changes. This is a good reason to explore the economic consequences of climate-related characteristics. In particular, how does the climate influence the growth process?
There seems to be compelling evidence to suggest that climate and geography profoundly affected the historical growth record (Diamond, 1997; Olsson & Hibbs, 2005; Putterman, 2008; Ashraf & Galor, 2008) . Today, climate shocks, like temperature changes, still affect growth in poor countries (Dell, Jones, & Olken, 2008) . But are climate and geography also important in highly developed economies, where high-tech industry and services are dominant activities?
Some research suggests that geography is still a force to be reckoned with, even in rich places. Access to waterways, for instance, appears to matter (Rappaport & Sachs, 2003) . However, a geographic characteristic that exhibits a timeinvariant impact on prosperity is difficult to disentangle from other slow-moving growth determinants that may have evolved under the influence of climate or geography. In particular, climate and geography probably influenced the evolution of economic and political institutions. 1 This paper documents that a particular climate-related characteristic, lightning activity, exhibits a time-varying impact on growth in the world's leading economy. Studying the growth process across the 48 contiguous U.S. states from 1977 to 2007, we find no impact from lightning on growth prior to about 1990. However, since 1990, there has been a strong negative association: states where lightning occurs at higher frequencies have grown relatively more slowly. What can account for an increasing macroeconomic sensitivity to lightning?
In addressing this question, we begin by noting that the 1990s was a period of comparatively rapid U.S. growth, where the productivity slowdown appears to finally have come to an end. Furthermore, the 1990s is the period during which IT appears to have diffused throughout the U.S. economy at a particularly rapid pace. In fact, IT investment is often seen as a key explanation for the U.S. growth revival (Jorgenson, 2001 ). On a state-by-state basis, however, the process of IT diffusion (measured by per capita computers and Internet users, as well as manufacturing firms' IT investments) did not proceed at a uniform speed.
An important factor that impinges on IT investment and diffusion is the quality of the power supply. That a highquality power supply is paramount for the digital economy is by now widely recognized. As observed in The Economist: 2 For the average computer or network, the only thing worse than the electricity going out completely is power going out for a second. Every year, millions of dollars are lost to seemingly insignificant power faults that cause assembly lines to freeze, computers to crash and networks to collapse. . . . For more than a century, the reliability of the electricity grid has rested at 99.9%. . . . But microprocessor-based controls and computer networks demand at least 99.9999% reliability . . . amounting to only seconds of allowable outages a year.
Indeed, a sufficiently large power spike lasting only 1 millisecond is enough to damage solid-state electronics such as microprocessors in computers. Therefore, as a simple matter of physics, an irregularly fluctuating power supply reduces the longevity of IT equipment and increases the user cost of IT capital.
A natural phenomenon that causes irregular voltage fluctuations is lightning activity. Albeit the impulse is of short duration, its size is impressive. Even in the presence of lightning arresters on the power line, peak voltage emanating from a lightning strike can go as high as 5,600 V, which far exceeds the threshold for power disruptions beyond which connected IT equipment starts being damaged (Emanuel & McNeil, 1997) . Moreover, the influence from lightning is quantitatively important. To this day, lightning activity causes around one-third of the total number of annual power disruptions in the United States (Chisholm & Cummins, 2006) . Theoretically, it is therefore very plausible that lightning may importantly have increased IT user costs.
3 Consequently, in places with higher IT user cost, one would expect a slower speed of IT diffusion; lightningprone regions may be facing a climate-related obstacle to rapid IT diffusion. It is worth observing that the problems associated with lightning activity, in the context of IT equipment, have not gone unnoticed by the private sector. As the Wall Street Journal reports: 4 Even if electricity lines are shielded, lightning can cause power surges through unprotected phone, cable and Internet lines-or even through a building's walls. Such surges often show up as glitches. ''Little things start not working; we see a lot of that down here,'' says Andrew Cohen, president of Vertical IT Solutions, a Tampa information-technology consulting firm. During the summer, Vertical gets as many as 10 calls a week from clients with what look to Mr. Cohen like lightning-related problems. Computer memory cards get corrupted, servers shut down or firewalls cut out.
Although a link between lightning and IT diffusion is plausible, it does not follow that the link is economically important in the aggregate. Nor is it obvious that IT can account for the lightning-growth correlation.
We therefore also study the empirical link between lightning and the spread of IT across the United States. IT is measured from both the household side (Internet and computer use) and the firm side (manufacturing firms' IT investment rates). We find that the diffusion of IT has progressed at a considerably slower pace in areas characterized by a high frequency of lightning strikes. This link is robust to the inclusion of a large set of additional controls for computer diffusion. Moreover, lightning ceases to be correlated with growth after 1990 once controls for IT are introduced. While the lightning-IT-growth hypothesis thus seems well founded, other explanations cannot be ruled out a priori.
An alternative explanation is that the correlation between growth and lightning picks up growth effects from global warming. If global warming has caused lightning to increase over time and simultaneously worked to reduce productivity growth, this could account for the (reduced-form) correlation between lightning and growth. We document that this is unlikely to be the explanation for two reasons. First, we show that from 1906 onward, US aggregate lightning is stationary; on a state-by-state basis, we find the same for all save two states. There is thus little evidence to suggest that lightning density is influenced by a global warming-induced trend. Second, we attempt to deal with the potential omitted variables problem by controlling directly for climate shocks, which also could be induced by climate change. We examine an extensive list of climate variables, including rainfall, temperature and frequency of tornadoes. None of these variables has an impact on the correlation between lightning and state-level growth rates. Nor does any other climate variable exhibit the kind of time-varying impact on growth that we uncover for lightning.
Another potential explanation is that the lightning-growth correlation is picking up deep determinants of prosperity that exhibit systematic variation across climate zones, just as lightning does-for instance, settler mortality rates, the extent of slavery, and so forth. However, the correlation between lightning and growth is left unaffected by their inclusion in the growth regression.
In sum, we believe the most likely explanation for the lightning-growth correlation is to be found in the diffusion mechanism. The analysis therefore provides an example of how technological change makes economies increasingly sensitive to certain climate-related circumstances. This finding is consistent with the temperate drift hypothesis (Acemoglu, Johnson, & Robinson, 2002) , which holds that certain climate-related variables may influence growth in some states of technology and not (or in the opposite direction) in others.
The paper is related to the literature that studies technology diffusion, particularly the diffusion of computers and the Internet (Caselli & Coleman, 2001; Beaudry, Doms, & Lewis, 2006; Chinn & Fairlie, 2007) . In line with previous studies, we confirm the importance of human capital for the speed of IT diffusion. However, the key novel finding is that climate-related circumstances matter as well: lightning influences IT diffusion. In this sense, the paper complements the thesis of Diamond (1997) , who argues for an impact of climate on technology diffusion. Yet whereas Diamond argues that climate is important in the context of agricultural technologies, this paper makes plausible that climate also matters to technology diffusion in high-tech societies.
The analysis proceeds as follows. In the next section we document the lightning-growth link. In section III, we discuss likely explanations (IT diffusion, other forms of climatic influence, institutions, and integration) for the fact that lightning correlates with growth from about 1990 onwards. Section IV concludes.
II. Lightning and U.S. Growth 1977-2007 This section falls in two parts. In section IIA, we present the data on lightning and discuss its time series properties.
In particular, we demonstrate that lightning is stationary and that for panel data purposes, it is best thought of as a state fixed effect. Next, in section IIB, we study the partial correlation between lightning and growth across the U.S. states.
A. The Lightning Data
The measure of lightning activity that we employ is the flash density, which captures the number of ground flashes per square kilometer per year. We have obtained information about the flash density from two sources. The first source of information is reports from weather stations around the United States. From this source, we have yearly observations covering the period 1906-1995 and 40 U.S. states. From about 1950 onward, we have data for 42 states. The second source of information derives from ground censors around the United States. These data are a priori much more reliable than the data from weather stations.
5 In addition, they are available for all 48 contiguous states, but they come only as an average for the period 1996 to 2005. 6 In order to understand the data better, we begin by studying its time series properties. Figure 1 shows the time path for aggregate U.S. lightning over the period 1906 to 1995. The aggregate flash density is calculated as the state-size weighted average over the 40 states with data for this extended period. Visual inspection suggests that there is no time trend. To test whether lightning contains a stochastic trend, we use an augmented Dickey-Fuller (DF) test with no deterministic trend. Lag length is selected by minimizing the Schwarz information criterion with a maximum of five lags. For aggregate U.S. lightning, the optimal lag length is 1, and the DF statistic equals À4.516. Hence, the presence of a unit root is resoundingly rejected.
At the state level the presence of a unit root is also rejected at the 5% level in 38 of the 40 states, (see table 1 ). In light of the fact that DF tests have low power to reject the null of a unit root (even more so when, as here, we do not include a deterministic trend), we are in all likelihood safe to conclude that state-level lightning is also stationary.
These findings are of some independent interest in that they suggest that global warming has not interfered with the evolution of lightning trajectories in the United States in recent times. In other words, there is little basis for believing that the flash density has exhibited a trend during the past century. In the analysis, we focus on the period from 1977 onward, dictated by the availability of data on gross state product. Consequently, it is worth examining the time series properties of the lightning variable during these last few decades of the twentieth century.
During this period, the flash density is for all practical purposes a fixed effect. In the online appendix, We have an alternative source of data available to us, which contains information for the 1996-2005 period. How much of a concurrence is there between data for the 1977-1995 period and the data covering the end of the 1990s and early years of the twenty first century? Figure 2 provides an answer. The figure reveals that the two measures are very similar. In fact, we cannot reject the null that the slope of the line is equal to 1. This further corroborates that lightning is a state fixed effect.
These findings have induced us to rely on the data deriving from ground censors in the analysis. As we have noted, these latter lightning data are of a higher quality compared to the measure based on weather stations and cover more U.S. states. Moreover, since deviations from the average flash density are white noise, we lose no substantive information by resorting to a time-invariant measure. Still, it should be stressed that using instead the historical lightning measure based on weather stations (or combining the data) produces the same (qualitative) results as those reported below. (These results are available on request.)
The cross-state distribution of the 1996-2005 data is shown in figure 3 , and summary statistics for 1996 to 2005 are provided in table 2.
There is considerable variation in the flash density across states. At the lower end are Washington, Oregon, and California with less than one strike per square kilometer per year. It is interesting to note that the two states that are world famous for IT, Washington and California, are among the least lightning prone. At the other end of the spectrum are Florida, Louisiana, and Mississippi, with seven strikes or more. It is clear that lightning varies systematically across climate zones. Hence, it is important to check, as we do below, that lightning's correlation with growth is not due to 
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THE REVIEW OF ECONOMICS AND STATISTICS other climate variables like high winds, rainfall, and so on and that spatial clustering effects are not deflating standard errors.
B. Emergence of a Lightning-Growth Nexus
Figures 4 and 5 show the partial correlation between growth in labor productivity and the flash density, controlling only for initial labor productivity.
We have data on gross state product (GSP) per worker for the period 1977 to 2007.
7 Hence, for this first exercise, we have simply partitioned the data into two equal-sized fifteen-year epochs. As seen from the two figures, there is a marked difference in the partial correlation depending on which subperiod we consider. During the 1977-1992 period, there is no association between growth and lightning; the (OLS) point estimate is essentially nil. However, in the second period, the coefficient for lightning rises twenty-fold (in absolute value) and turns statistically significant; places with higher flash density have tended to grow at a slower rate during the 1990s and the first decade of the twenty first century.
While this exercise is revealing, there is no particular reason to believe that the lightning-growth correlation emerged precisely in 1992. Hence, to examine the issue in more detail, we study the same partial correlation by running rolling regressions over ten-year epochs, starting with 1977 to 1987. 8 That is, letting G it denote the percentage average annual (continuously compounded) growth rate of GSP per worker over the relevant ten-year epoch, 9 we estimate an equation of the following kind, 7 State-level data on personal income are also available, and for a longer period. But personal income does not directly speak to productivity. By contrast, GSP per worker is a direct measure of state-level labor productivity. Moreover, the GSP per worker series is available in constant chained dollar values, an important advantage in the context of dynamic analysis. See the online appendix for a description of the GSP per worker series. 8 The exact choice of time horizon does not matter much; below we run regressions with five-, ten-, and fifteen-year epochs that complement the exercise in this paper.
9 That is, G it ¼ 100 Â (1/T) Â log(y it /y itÀT ), where T ¼ 10.
and examine the evolution of b 2 as t increases. Figure 6 shows the time path for b 2 , as well as the associated 95% confidence interval. At the beginning of the period, there is not much of a link between lightning and growth; if anything, the partial correlation is positive. As one moves closer to the 1990s, the partial correlation starts to turn negative and grows in size (absolute value). By 1995, the lightning-growth correlation is statistically significant at the 5% level of confidence. As one moves forward in time, the partial correlation remains stable and significant. Hence, this exercise points to the same conclusion as that suggested by figures 4 and 5: the negative partial correlation between lightning and growth emerged in the 1990s.
Albeit illustrative, the two exercises conducted so far are ad hoc in the sense that they do not allow a formal test of whether the impact from lightning is rising over time. Hence, as a final check, we run panel regressions with period length of five, ten, and fifteen years. The results are reported in table 3.
Since lightning, for all practical purposes, is a fixed effect (see section IIA), table 3 reports the results from running pooled OLS regressions. Specifically, we estimate the following growth regression:
where T ¼ 5, 10, 15 and b 2t accordingly is allowed to vary from period to period by way of interaction with time dummies. In this way, we can track the statistical and economic significance of lightning over time. Note also that we include time dummies independent of lightning so as to capture a possible secular trend in growth over the period in question.
Turning to the results, we find that the impact of lightning increases over time and turns statistically significant during the 1990s. 10 The significance of lightning is particularly noteworthy as it is obtained for the relatively homogeneous sample of U.S. states. As is well known, the growth process for this sample is usually fairly well described by the initial level of income alone, suggesting only modest variation in structural characteristics that impinge on longrun labor productivity (Barro & Sala-i-Martin, 1992) . As a result, the scope for omitted variable bias contaminating the OLS estimate for lightning is a priori much more limited than, say, in a cross-country setting. Still, a potential concern is that the lightning-growth correlation could be due to the omission of human capital. As is well known, the return on skills appears to have risen during the 1990s, which could suggest an increasing effect from education on growth. If, in addition, the level of education is negatively correlated with lightning intensity (and it is), the lightning-growth link might disappear once schooling is introduced.
In table 4 we therefore add measures of human capital to the growth regression. In order to do so rigorously, we add information on primary, secondary, and tertiary education simultaneously. Because the lightning correlation does not depend appreciably on whether we invoke five-, ten-, or fifteen-year epoch length we have chosen to focus on tenyear epochs. (Results for five-and fifteen-year epochs are similar, and available on request.)
Columns 2 to 5 of the table reveal that the human capital measures have no bearing on the lightning-growth correlation relative to the baseline growth regression in column 1; lightning is always significant regardless of whether the three human capital proxies are added one by one (see columns 2-4) or included jointly (see column 5).
Another concern relates to regional effects. As is visually clear from figure 3, lightning density is characterized by a certain degree of geographical clustering. Such cluster effects may impinge on the analysis in several ways.
11 Most important, one may worry that the lightning-growth correlation simply reflects that the Southeast, a high-lightning area, is growing more slowly for reasons unrelated to lightning during this period. This suggests that we should add regional fixed effects to the growth regression.
In this endeavor we rely on the economic areas classification used by the Bureau of Economic Analysis (BEA), which distinguishes eight regions.
12 This classification is, however, taxing on our results in the sense that regressing the eight BEA areas on (log) lightning explains 84% of the cross-state lightning variation (see the online appendix, table A.2, column 4).
In column 6 of table 4, we add the eight regional fixed effects. The inclusion of the BEA regions does not impinge on the size of the partial correlation between lightning and growth, but it does on the precision of the OLS estimate in The figure shows estimates for b2 (and the associated 95% confidence interval) from regressions of the form: 
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THE REVIEW OF ECONOMICS AND STATISTICS a major way by nearly doubling the standard errors. This is no surprise in light of the strong degree of multicollinearity between the regional effects and lightning intensity. This interpretation is further supported by the fact that while neither lightning nor the set of fixed effects is significant separately, they are jointly significant. In order to examine whether regional effects are at the root of the lightninggrowth correlation, we therefore also ran regressions where we add each of the regional fixed effects one by one to the specification in column 5 of table 4. The results are found in the online appendix (table A. 3). The key result is that no single BEA region can render lightning imprecise enough to be rejected as statistically insignificant. In sum, the time-varying effect of lightning on growth is not produced by the growth performance of any particular region and is robust to the inclusion of human capital and Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 ( 1977-1987, 1987-1997, and 1997-2007 . Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. The different proxies for human capital are described in the online appendix and measured at the beginning of each ten-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977 for the first period) and the percent of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997 for each respective period), due to data availability. The set of regional fixed effects in column 6 accounts for the eight BEA economic areas. All regressions include a constant and a full set of time dummies. Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% level. 1977-1982 1982-1987 1987-1992 1992-1997 1997-2002 2002-2007 time dummies. The specification in column 5 of table 4 will serve as our baseline when we examine the robustness of the lightning-growth link in much greater detail. Before addressing robustness in depth, however, it is worth commenting on the economic significance of lightning. Taken at face value, the point estimate for the 1990s implies that a 1 standard deviation increase in lightning intensity (about 2.4 flashes per year per sq kilometer) induces a reduction in growth by about 0.2 percentage points ð% 0:2 Â logð2:4ÞÞ, conditional on the level of initial labor productivity, human capital, and time effects. This is about 12.5% of the gap between the 5th percentile and the 95th percentile in the distribution of GSP per worker growth rates for the period 1977 to 2007 (for the 48 states in our sample). By extension, variation in lightning by 4 standard deviations (roughly equivalent to moving from the 5th percentile to the 95th percentile in the lightning distribution across U.S. states) can account for about 50% of the ''95/5'' growth gap.
13 This is a substantial effect.
III. Robustness of the Lightning-Growth Nexus

A. Climate Shocks
At first glance, a reasonable objection to the lightninggrowth correlation is that it is somehow spurious: perhaps other climate-related variables exert an impact on growth and at the same time happen to be correlated with the flash density.
To be sure, lightning correlates with various kinds of weather phenomena that arise in the context of thunderstorms. Aside from lightning, thunderstorms produce tornadoes, high winds, heavy rainfall, and hailstorms. It seems plausible that these climate variables can induce changes in the growth rate in individual states in their own right. Each of them destroys property (physical capital), people (human capital), or both (Kunkel, Pielke, & Changnon, 1999) . By directly affecting the capital-labor ratio, the consequence of, say, a tornado could be changes in growth attributable to transitional dynamics. The nature of the transitional dynamics (i.e., whether growth rises or falls) is unclear as it may depend on whether the tornado destroys more physical or human capital (Barro & Sala-i-Martin, 1995) .
14 Nevertheless, since the lightning-growth correlation pertains to a relatively short time span (so far), it is hard to rule out that this reasoning could account for it.
In addition, lightning correlates with temperature: hotter environments usually feature a higher flash density. Temperature has been documented to correlate with economic activity within countries (Nordhaus, 2006; Dell, Jones, & Olken, 2009 ); therefore, we cannot rule out a priori that the link between lightning and growth is attributable to the intervening influence of temperature. 15 Hence, in an effort to examine whether climate shocks could account for the lightning-growth correlation, we gathered data on all of the above weather phenomena: temperature, precipitation, tornadoes, hail size, and wind speed. In addition, we obtained data on topography (i.e., elevation) and latitude. The latter is a useful catch-all measure of climate. For good measure, we also obtained data on sunshine, humidity, and cloud cover (albeit it is not entirely clear why these weather phenomena should matter to growth). In total, we have data on ten alternative climate and geography variables (the details on the data are found in the online appendix).
With these data in hand, we ask two questions. First, ignoring lightning, do any of these weather phenomena exhibit a correlation with growth similar to that of lightning? That is, do any of them appear to become more strongly correlated with growth during the period 1977-2007? Second, taking lightning into account, do any of these variables render lightning insignificant? Tables 5 and 6 report the answers. Columns 2 to 11 of table 5 examine the potentially time-varying impact from each weather variable; column 1 reproduces the lightning regularity from section IIA. It is plain to see that none of the weather variables exhibits a similar growth correlation as that involving lightning. The only variable that influences growth in a statistically significant way in the final period is hail size; however, unlike lightning, hail size also had a statistically significant growth impact in the first period.
In columns 2 to 11 of table 6 we simultaneously include lightning and the various alternative climate and geography controls. In all cases, lightning remains significantly correlated with growth. In fact, when comparing the point estimate for lightning with or without (column 1) additional controls, it emerges that the point estimate is virtually unaffected.
In sum, these results suggest that the lightning-growth correlation is unlikely to be attributable to other weather phenomena.
B. Institutions and Integration
An extensive literature examines the impact from historical factors on long-run development. For instance, variation in colonial strategies seems to have an important impact on institutional developments around the world, thus affecting comparative economic development (Acemoglu, Johnson, & Robinson, 2001) . Similarly, initial relative factor endow- Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 GEOGRAPHY 1977-1987, 1987-1997, and 1997-2007 . All regressions include a constant and a full set of time dummies. Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. The controls for human capital are the initial enrollment rate, percentage of population with a high school diploma or higher, and percentage of population with a B.A. degree. All the human capital controls are measured at the beginning of each ten-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977) and the percentage of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997 , due to data availability). All geographic and climate variables are averages taken over periods of ten years. Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% levels. Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 GEOGRAPHY 1977-1987, 1987-1997, and 1997-2007 . All regressions include a constant and a full set of time dummies. Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. The controls for human capital are the initial enrollment rate, percentage of population with a high school diploma or higher, and percentage of population with a B.A. degree. All the human capital controls are measured at the beginning of each ten-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977), and the percentage of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997) due to data availability). All geographic and climate variables are averages taken over periods of ten years. Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% levels.
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ments, determined in large part by climate and soil quality, may well have affected long-run development through inequality and human capital promoting institutions (Engerman & Sokoloff, 2002; Galor, Moav, & Vollrath, 2009 ). Thus, in many instances, the initial conditions that may have affected long-run developments are related to climate or geography. In the present context, therefore, it seems possible that the lightning-growth correlation may be picking up the influence from such long-run historical determinants of prosperity. Naturally the conventional understanding would be that deep determinants of productivity, (e.g., determinants of political and economic institutions) should have a fairly time-invariant impact on growth. As a result, it would not be surprising if such determinants do not exert a time-varying impact on growth. But whether it is the case is obviously an empirical matter.
To examine whether the lightning-growth nexus is attributable to such effects, we obtained data on ten potential determinants of long-run performance for the United States. The source of the data is Mitchener and McLean (2003) , who examine the determinants of long-run productivity levels across U.S. states. In addition, we collected state-level data on three dimensions of global integration, related to international movements of goods and capital. This leaves us with thirteen different potential determinants of labor productivity growth, broadly capturing ''institutions, geography and integration'' (Rodrik, Subramanian, & Trebbi, 2004) . 16 As in section IIIA, we ask whether these determinants individually exhibit a time-varying impact on growth and whether their inclusion in the growth regression renders lightning insignificant.
In table 7 we examine the impact from various historical determinants of productivity one by one. Of particular note is column 4, the percentage of the population in slavery in 1860. This is the only variable that behaves much like lightning, with a partial correlation that seems stronger at the end of the 1977-2007 period compared to the beginning. Table 8 includes both lightning and the individual controls. Since the population in slavery is the only variable we have found so far that exhibits a correlation with growth that is qualitatively similar to that of lightning, the results reported in column 4 are of central importance. When both variables enter the growth regression, only lightning retains explanatory power. The point estimate for the last period is more or less unaffected, while the statistical significance of lightning is reduced a bit. But population in slavery does not statistically dominate lightning in the specification. More broadly, it is once again worth observing how stable the partial correlation between lightning and growth seems to be. Comparing the results reported in column 1 (no historical controls) for lightning to those reported in columns 2 to 11, it is clear that the coefficient for lightning is quite robust.
Finally, table 9 examines the potential influence from integration. As seen by inspection of columns 4 and 5, integration proxies cannot account for the lightning-growth correlation either.
The results of this and section, IIIA uniformly/support the same qualitative conclusion: a macroeconomic sensitivity to lightning has emerged over time in the United States. The question is why this is so.
IV. An Explanation for the Lightning-Growth
Nexus: IT Diffusion
We begin this section by examining the theoretical foundation behind the claim that lightning (or, more appropriately, the flash density) should have an impact on growth through IT diffusion. Subsequently we examine the hypothesis empirically.
A Theory: Why Lightning Matters to IT Diffusion
The simplest way to think about IT diffusion is by basic neoclassical investment theory. That is, IT diffusion occurs in the context of IT capital investments: higher investments are tantamount to faster IT diffusion.
According to neoclassical investment theory, the central determinant of the desired capital stock, and thus investments for the initial stock given, is the user cost of capital (Hall & Jorgenson, 1967) . Two elements of IT user cost are plausibly influenced by lightning: the total price of IT investment goods and the physical rate of IT capital depreciation.
IT capital depreciation is influenced by lightning activity for the following physical reason. Solid-state electronics, such as computer chips, are constructed to deal with commercial power supply in the form of alternating current. The voltage of the current follows a sine wave with a specific frequency and amplitude. If the sine wave changes frequency or amplitude, this constitutes a power disruption. Digital devices convert alternating current to direct current with a much reduced voltage; digital processing of information basically works by having transistors turn this voltage on and off at several gigahertz (Kressel, 2007) . If the power supply is disrupted, the conversion process may become corrupted, which causes damage to the equipment, effectively reducing its longevity. It is important to appreciate that even extremely short-lasting power disruptions are potentially problematic. Voltage disturbances measuring less than one cycle (1/60th of a second in the U.S. case) are sufficient to crash or destroy servers, computers, & other microprocessor-based devices (Yeager & Stalhkopf, 2000 Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 1977-1987, 1987-1997, and 1997-2007 . All regressions include a constant and a full set of time dummies. Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. The controls for human capital are the initial enrollment rate, percentage of population with a high school diploma or higher, and percentage of population with a B.A. degree. All the human capital controls are measured at the beginning of each ten-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977) and the percentage of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997) due to data availability. HISTORY controls taken from Mitchener and McLean (2004) . Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% levels. Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 1977-1987, 1987-1997, and 1997-2007 . All regressions include a constant and a full set of time dummies. Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. The controls for human capital are the initial enrollment rate, percentage of population with a high school diploma or higher, and percentage of population with a B.A. degree. All the human capital controls are measured at the beginning of each 10-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977) and the percentage of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997) , due to data availability. HISTORY controls taken from Mitchener and McLean (2004) . Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% levels. Chisholm, 2000) . 17 This avenue of influence is a priori highly plausible. In the United States lightning produces a large fraction of the total number of power disruptions (Chisholm & Cummins, 2006) ; firms specializing in delivering power protection are another testimony to the same thing.
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The latter point immediately raises the issue that firms can take preemptive actions so as to reduce the impact of lightning on the cost of capital, say, by investing in surge protectors. However, the crux of the matter is that this imposes an additional cost to be carried in the context of IT investments; it amounts to an increasing IT investment price. Hence, even if we take the likely preemptive measures into account, more lightning-prone areas will face higher IT user costs.
In sum, in areas with a greater flash density, the speed of IT diffusion, as measured by IT capital accumulation, will proceed at a slower pace. The reason is that a higher lightning density increases the frequency of power disturbances, IT capital depreciation (or the price of IT investments), and the user cost of IT capital, and thus lowers IT investments. Moreover, if output is increasing in the IT capital stock, growth in output will similarly tend to be slower in areas with greater lightning activity, conditional on the initial level of output.
While these theoretical considerations speak to a direct impact of lightning on IT investment, there could be an important complementary mechanism at work. The choice of firm location may depend on the quality of power supply, and thus lightning. Specifically, it may be the case that ITintensive firms choose to locate in areas where lightning intensity is modest, due to the resulting (slightly) higher power quality. Interestingly, the National Energy Technology Laboratory (2003), operated by the U.S. Department of Energy, reports that a recent firm-level survey had 34% respondents saying that they would shift business operations out of their state if they experienced ten or more unanticipated power disturbances over a quarter of a year. 18 Hence, it seems plausible that this mechanism also could affect comparative IT penetration across U.S. states.
To this, one may add that in areas with frequent power disruptions and outages, the marginal benefit of owning a computer is probably lowered as well. Obviously if consumers and firms face regular power outages, it will be difficult to employ IT efficiently. But even if power disruptions are infrequent and brief, power disruptions lead to glitches and downtime, which serves to lower the productivity of IT Years (1977 Years ( -1987 Years ( , 1987 Years ( -1997 Years ( , 1997 Years ( -2007 Pooled OLS estimates. The dependent variable is the annual growth rate of GSP per worker over the periods 1977-1987, 1987-1997, and 1997-2007 . All regressions include a constant and a full set of time dummies. Lightning is the average number of flashes per year per square kilomater, measured by flash detectors. The controls for human capital are the initial enrollment rate, percentage of population with a high school diploma or higher, and percentage of population with a B.A. degree. All the human capital controls are measured at the beginning of each ten-year period (1977, 1987, and 1997) , except for enrollment rates (measured in 1980 instead of 1977) and the percentage of population with a high school diploma or higher (measured in 1980, 1990, and 2000 instead of 1977, 1987, and 1997) , due to data availability. Robust standard errors in brackets, adjusted for clustering at the state level. Significant at the ***1%, **5%, and *10% levels.
17 Note that lightning may enter a firm or household in four principal ways. First, lightning can strike the network of power, phone, and cable television wiring. This network, particularly when elevated, acts as an effective collector of lightning surges. The wiring conducts the surges directly into the residence and then to the connected equipment. In fact, the initial lightning impulse is so strong that equipment connected to cables up to 2 kilometers away from the site of the strike can be damaged (Bundesamt für Sicherheit, 2004) . Second, when lightning strikes directly to or nearby air conditioners, satellite dishes, exterior lights, and so on, the wiring of these devices can carry surges into the residence. Third, lightning may strike nearby objects such as trees, flagpoles, and road signs, which are not directly connected to the residence. When this happens, the lightning strike radiates a strong electromagnetic field, which can be picked up by the wiring in the building, producing large voltages that can damage equipment. Finally, lightning can strike directly into the structure of the building. This type of strike is extremely rare, even in areas with a high lightning density. 18 The report is available at: http://www.netl.doe.gov/moderngrid/.
equipment. Hence, aside from increasing the marginal costs of IT capital, lightning may also work to lower IT productivity. Schematically we may summarize the theoretical considerations above in the following way:
where the second-from-last arrow subsumes the likely impact from (lightning-induced) power disturbances on IT costs and benefits. The mechanisms linking lightning to growth are likely to have become increasingly important over time for a number of reasons. First, IT capital investments accounted for a substantial part of output growth, starting in the 1990s (Jorgenson, 2001 ). Consequently, factors that have an impact on IT capital accumulation (e.g., the flash density) should also become more important to growth. Second, the 1990s was the era during which the Internet emerged (in the sense of the World Wide Web), a conceivable reason that firms chose to intensify IT investments during the same period.
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From a physical perspective, however, the network connection is another way in which lightning strikes may reach the computer, in the absence of wireless networks (which have not been widespread until very recently). Third, the 1990s saw rapid increases in the computing power of IT equipment. In keeping with Moore's law, processing speed doubled roughly every other year. This is an important propagation mechanism of the lightning-IT investment link. The reason is that the sensitivity of computers to small power distortions increases with the miniaturization of transistors, which is the key to increasing speed in microprocessors (Kressel, 2007) . 20 As a result, these factors would all contribute to increasing the importance of the flash density to IT investments, and thus to growth, during the 1990s. Whether this theory is relevant is an empirical issue, to which we now turn.
B. Empirical Analysis: Lightning, IT Diffusion and Economic Growth
In order for the above theory to be able to account for ''the lightning-growth correlation,'' two things need be true. First, it must be the case that lightning is a strong predictor of IT across the U.S. states. Second, there should be no explanatory power left in lightning in relation to growth once we control for IT. We examine these two requirements in turn.
In measuring the diffusion of IT capital across the United States, we employ three different measures. Two measures derive from a supplement to the 2003 Current Population Survey, which contained questions about computer and Internet use; the third measure derives from the 2007 Economic Census (see the online appendix for further detail). The first measure is the percentage of households with access to the Internet; the second is the percentage of households with a PC; and the third is manufacturing firms' capital expenditures on computers and related equipment as a percentage of total capital expenditures on machinery and equipment.
21 A few comments on the IT data are in order. First, our IT measures allow us to explore IT penetration in the U.S. economy from two perspectives: the firm and the household side. Whereas the household data speak exclusively to the level of IT investments, the firm data arguably speaks to both IT investments and location choice. In the end, there are two reasons that the fraction of IT expenditures to total capital expenditure might be higher in some states compared to others. On the one hand, there is the investment effect, which captures that structurally similar manufacturing firms have different levels of IT investments, depending on whether they locate in high-versus low-lightning-density areas; this sort of information is also likely captured by our household data. However, there is a potential composition effect which captures that areas with less lightning may attract more IT-intensive firms, which drives up the IT expenditure/total capital expenditure ratio. Both effects, which we admittedly cannot disentangle, would predict a negative relationship between lightning density and manufacturing IT investment intensity.
Second, one may worry about vintage capital effects. In a vintage growth setting, a higher (lightning-induced) rate of capital depreciation will in principle have two opposite effects on the IT capital stock. One the one hand, we expect lower overall investments. On the other hand, faster depreciation implies that more recent (more productive) vintages take up a larger share of the stock. As a result, one may worry about the net impact of lightning on IT capital and long-run productivity. Unfortunately we do not have access to information about IT quality, which would be ideal. Still, on a priori grounds, a higher rate of capital depreciation unambiguously lowers IT capital intensity in the standard neoclassical vintage growth model (Phelps, 1962) . Hence, even allowing for vintage effects, higher depreciation should lower IT intensity and thereby long-run productivity. Moreover, if the IT variable is measured with gross error, it would tend to make it less likely that it appears as a significant growth determinant in the regressions to follow at the end of this section; that is, it would make it less likely that IT (as measured here) can account for the lightning-growth correlation.
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Third, with only one observation for the IT variables, we have to settle for cross-section regressions.
Finally, one may question whether there is value in using both household IT variables, since having access to a computer is a prerequisite for the use of the Internet. Yet, the emergence of the Web is a much more recent technology than the PC, which dates to 1991 and started spreading earlier. Hence, the initial conditions that may matter to the speed of adoption are discernible by time. For instance, whereas educational attainment in the 1970s should influence the spread of the personal computer, the Internet is affected by education levels in the 1990s. Consequently, the two empirical models of IT diffusion will have to differ in terms of the dating of the right-hand-side IT diffusion determinants. As a result, we employ both.
A natural point of departure is the simple correlation between the flash density and the three IT measures for the 48 states in our sample. Figures 7 to 9 depict them. Visually, the strong negative correlations between the flash density and household and firm IT use, respectively, are unmistakable. By the middle of the first decade of the twenty-first century, states that experienced lightning strikes at a higher frequency also had relatively fewer users of computers and the Internet, as well as lower IT investment intensity in manufacturing.
A more systematic approach involves more controls. Human capital is probably the first additional determinant of diffusion that comes to mind. The idea that a more educated labor force is able to adopt new technologies more rapidly is an old one, going back at least to the work of Nelson and Phelps (1966) . Another natural control is the level of GSP per worker. Aside from being a catch-all control for factors that facilitate diffusion, it can also be motivated as a measure of the ''distance to the frontier.'' The sign of the coefficient assigned to GSP per worker is therefore ambiguous. A positive sign is expected if initially richer areas are able to acquire IT equipment more readily. A negative sign could arise if richer areas, by closer proximity to the technology frontier, are less able to capitalize on ''advantages of backwardness.'' The raw correlation between the two series is À0.62. See the online appendix.
22 If IT is poorly measured, this would also make it less likely that we can establish a link between lightning and IT. Measurement error (in this case) is found in the dependent variable, for which reason it will (under standard assumptions) inflate the standard errors of the estimated parameters. It thus becomes less likely to observe a statistically significant correlation with lightning activity. In addition to labor productivity and human capital, we chiefly follow Caselli and Coleman (2001) in choosing relevant additional determinants of IT diffusion (they also include human capital and income per capita). First, we use measures for the composition of production; it seems plausible that IT may spread more rapidly in areas featuring manufacturing rather than agriculture. Second, we employ proxies for global links, measured by international movements of goods and capital, and a measure of local market size: state population. Third, we employ various historical variables as controls. Caselli and Coleman, studying crosscountry data, include a measure of economic institutions, which we are not able to do directly in our U.S. sample. However, by including various plausible historical determinants of productivity (e.g., soldier mortality, the pervasiveness of slavery in the late nineteenth century), we hope to pick up much the same type of information. Of course, in U.S. cross-state data, one expects differences in institutional quality to be a great deal smaller than what is typically found in cross-country data. Finally, moving beyond the ''Caselli-Coleman controls,'' we examine the impact from the age structure of the population, religiousness, ethnic composition, and urbanization on IT diffusion.
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In table 10 we report baseline results for all three IT measures. In columns 1, 5, and 9 of the table, we examine the simple correlations between the flash density and computer use, Internet use, and manufacturing firms' IT investments, respectively. The lightning variable is always highly significant and accounts for about 24% to 43% of the variation in the IT variables. In the remaining columns, we add human capital controls and regional fixed effects progressively. Lightning is always highly significant, even with the inclusion of eight regional fixed effects. The only other variable that is consistently significant is the fraction of state population with a B.A. degree or higher; this is consistent with previous findings (Caselli & Coleman, 2001; Beaudry et al., 2006) . It is also worth noting that we are able to span more than 80% of the variation in IT on the household side (columns 4 and 8) and more than 60% on the firm side (column 12).
Using the estimate from column 7 in table 10 we find that a 1 standard deviation increase in lightning leads to a reduction in Internet users by about 1 percentage point. 24 In 2003 the states with the lowest Internet penetration (the fifth percentile) had about 44% of the population able to access the Internet; at the other end of the spectrum (the 95th percentile), about 60% of the population was online. Hence the estimate for lightning implies that 1 standard deviation change in lightning can account for about 6% of the 95/5 gap; 4 standard deviations therefore motivates about 25% of the difference.
In an effort to check for robustness, 
(8) The rest of the covariates are described in the online appendix. Significant at the ***1%, **5%, and *10% levels.
23 Details on all the data mentioned above are given in the online appendix. 24 Recall that the standard deviation of the flash density variable is 2.4 in our 48-state sample. OLS estimates. All regressions have 48 observations, include a constant term, and control for the levels of (log) real gross state product per worker, enrollment rates, and percentage of population with a high school diploma or higher degree in 1991, and the percentage of population with a B.A. degree in 1990. The dependent variables are (panel A) the percentage of households with access to a personal computer at home in 2003, (panel B) the percentage of households with access to the Internet at home, and (panel C) the level of IT investments in the manufacturing sector, measured as the amount of capital expenditures on computers and peripheral data processing equipment, relative to all nonconstruction capital expenditures, respectively. Lightning is the average number of flashes per year per square kilometer, measured by flash detectors. Robust standard errors in brackets. Significant at the ***1%, **5%, and *10% levels. umns 4, 8, and 12), one by one. Nowhere is the influence from the flash density eliminated. Rather, the point estimate appears reasonably robust to the inclusion of alternative IT diffusion controls, economically as well as statistically.
The lightning-IT correlation can obviously not be ascribed to reverse causality. Moreover, since the remaining diffusion determinants are lagged, the risk that the endogeneity of these variables is contaminating the OLS estimate for lightning is diminished. To be sure, it is impossible to completely rule out that the partial correlation between lightning and IT could be attributed to one or more omitted variables in the analysis. Still, a causal interpretation is well founded on theoretical grounds: the empirical link between IT and lightning is clearly robust to a reasonable set of alternative IT determinants, and it is robust to regional fixed effects. Moreover, the point estimate seems stable across specifications. These characteristics provide a sound basis for believing the estimates can be taken to imply that lightning is causally affecting the speed of IT diffusion. We can, however, push the matter further on two accounts. First, we can ask whether IT can account for the link between growth and lightning. This is basically an indirect check of the exclusion restrict in an IV setup, where lightning serves as instrument for IT. Second, we can simply perform such an IV exercise. Table 12 shows the relevant regression results. In columns 1 to 13, we address the first issue; in columns 14 and 15, we address the second issue. Our focus is specifically on the 1991-2007 period, as this is the time during which lightning is significantly correlated with growth.
In column 1 of table 12 the lightning-growth correlation is reproduced. In the following three columns, we add the IT measures. Individually, all three are significantly and positively correlated with growth, as expected. The interpretation of the household IT variables is slightly different, though. The Internet originated in 1991. As a result, the independent variable can be seen as a proxy for Internet investments over the period; in 1991 the number of Internet users inevitably was close to 0, so the 2003 value effectively captures changes in Internet users over the relevant period. The same is not true for computers, which started diffusing far earlier. If the IT investment rate is the relevant control, the computer variable is therefore measured with error. This may account for the fact that the economic size of the impact of the Internet variable is larger than that of computers in table 12.
A key result of the exercise is reported in columns 5 to 7. When the IT variables are added to the equation, the flash density loses significance. The loss of significance is mainly attributable to a much lower point estimate; in column 7, it is reduced by almost a factor of 7. A reasonable interpretation is that lightning appears in the growth regression due to its impact on IT diffusion. In columns 8 to 10, we include all four variables at once; in column 9, all human capital controls are also included, whereas in column 9, regional fixed effects are added to the list. Despite the obvious multicollinearity in this experiment, manufacturing firms' IT investment share remains strongly significant. This means that this latter variable dominates household computer and Internet use as a predictor of U.S. cross-state real GSP growth rates in the Internet era: 1991 onward. This continues to be the case when we exclude lightning, as done in columns 11 to 13.
In columns 14 and 15, we turn to an IV exercise using lightning as an instrument for manufacturing firms' IT investment share. In light of column 7, we have good reason to be optimistic that lightning satisfies the required exclusion restriction. In the IV regressions, we always include the human capital controls; in column 14, we include in addition the eight regional fixed effects.
Turning to the results, we first note that lightning is significant in the first stage in both columns. Moreover, the 2SLS point estimate is very similar to what is found using OLS. As expected, lightning is only a moderately strong instrument when the eight regions are included, as in column 14. However, the weak instrument robust StockWright (2000) S statistic, which tests the null that the coefficient of the endogenous regressor in the second stage is equal to 0, deems the IT variable significant. Moreover, since the regional fixed effects jointly are not even marginally significant, they can safely be excluded, in which case the lightning instrument becomes strong (first stage F > 10). Figure 10 provides a visual representation of the IV results.
What is the economic significance of IT diffusion on growth? One approach would be to study the impact effect on growth from an increase in the intensity of IT investments. If we use the estimate from table 12 (column 15), we find that a 1 percentage point increase in IT investment intensity increases growth-on impact-by about 0.15 percentage points. Of course, the initial growth impact should then drop off as the economy converges toward steady state.
Another approach is to study the impact from greater IT investment intensity on the long-run level of GDP per worker rather than IT investments' impact on transitional growth. Taking the IV estimate at face value (again table 12, column 15), we find that an increase in IT expenditures as a fraction of total expenditures by 1% increases long-run labor productivity by about 0.6 percent.
25 Hence, our estimates suggest that IT indeed exerted a positive influence on growth, consistent with previous micro level (firm level) estimates (Brynjolfsson & Hitt, 2003) .
Overall, we believe our analysis builds a fairly strong case in favor of the IT diffusion hypothesis that lightning appears as a growth determinant in the 1990s due to the 
