Let k6b be positive integers. A family C of sequences of length t over an alphabet of size b is called k-separated if for any k distinct members of C, there is a coordinate in which they mutually di er. Let N (t; b; k) denote the maximum size of such a family. This function has been studied extensively, mainly in the context of perfect hashing. Here we slightly improve a recent bound of Dyachkov, showing that for all t ¡ k6b, N (t; b; k)6tb − (k − 1)(t − 1). This implies that if k6b and t is divisible by k − 1, then N (t; b; k)6(k − 1)b t=(k−1) − (k − 1) 2 . ?
Perfect hashing
The concept of a family of perfect hash functions is so natural that it has emerged independently in several di erent contexts and the construction it deals with has been used as a building block in the solution of several problems in combinatorics and computer science. We can trace it back to Elias' work in information theory on the zero-error capacity of the discrete memoryless channel for list codes [5] (cf. [2] ). It reemerges in a completely di erent context in computer science in a paper of Yao [13] to become the center of attention in Fredman and KomlÃ os' work [7] . For the various applications and implications of the problem we refer to the survey [10] . Here we restrict our attention to its role in combinatorics.
Given a ÿnite set B of b elements and the natural numbers k6b and t we call a set C ⊆ B t k-separated if for every k-tuple of distinct elements of C there is a coordinate i ∈ [t] in which these k sequences mutually di er. Let N (t; b; k) denote the maximum size of a k-separated subset of B t : Set
Improving on earlier results of Fredman-KomlÃ os [7] (cf. also [9] ) K orner and Marton have proved [11] Theorem KM.
The interesting part of this result is the upper bound. Its proof uses the sub-additivity of graph entropy, a concept introduced in [8] with the corresponding bounding technique explained in [9] . Nilli [12] gives a di erent proof, eliminating the use of information theory. An improvement for the value of q(4; 4) was obtained by Arikan [1] .
Recursive bounds
Our treatment is based on a nice new bound by Dyachkov [3] of which we present the proof in a slightly modiÿed version. The idea leading to the proof of the next lemma is due to Dyachkov-Rykov [4] and Erdős-Frankl-F uredi [6] independently.
Lemma D (Dyachkov [3] ). For any natural numbers b; k; t with t ¡ k6b; we have N (t; b; k)6tb:
Proof. Let C be a set of sequences reaching the maximum in the deÿnition of N (t; b; k). We claim that for each of them there is a coordinate in which no other sequence has the same element of B. In fact, were this is not the case, then take a sequence x = x 1 ; : : : ; x t that causes trouble and consider for each of the x i a sequence, y(i) that has the letter x i in its i'th coordinate. Clearly, each k-tuple of sequences containing x and the t sequences y(i) contradicts the k-separation condition. Thus each one of our sequences has a private position. Since the number of private positions is the number of the positions, t, multiplied by the cardinality of B, the statement follows.
The above lemma gives Dyachkov's bound right away.
Theorem D (Dyachkov [3] ). For any natural numbers b; k; t; with k6b; if t is divisible by k − 1 then
Proof. Let t be a multiple of k − 1 and let C be a construction yielding the maximum N (t; b; k): Consider these sequences in the usual manner as supersequences of length k − 1 over an alphabet of cardinality b t=(k−1) : Notice that any k-tuple of the supersequences has k di erent supervalues in the supercoordinate containing those original coordinates in which the underlying sequences had k di erent values. It follows that N (t; b; k)6N (k − 1; b t=(k−1) ; k): Then apply the lemma to the latter.
The interesting feature of [3] is that it uses an upper bound for very short sequences over an arbitrary alphabet by considering long sequences as concatenations of shorter ones so that the latter are treated as letters of a larger alphabet. It is worthwhile to generalize Dyachkov's observation in order to get a better understanding of its potentiality.
Proposition 1. For any natural numbers b; k; t; with k6b; we have
Proof. Let C ⊆ B t be a construction achieving the maximum in the deÿnition of N (t; b; k): Clearly, there must be a set F ⊆ C consisting of b sequences with all the b di erent elements of B in a ÿxed coordinate. Without loss of generality, we can suppose that the coordinate in question is the ÿrst one. Let G be an arbitrary subset of F having b−k +2 elements. If we now consider an arbitrary (k −1)-tuple of sequences of C − G together with an arbitrary element of G, the k sequences so obtained must be k-separated in some coordinate that cannot always be the ÿrst one as the kth sequence is running over G. To understand this, note that the union of our (k − 1) sequences with the whole set G has b + 1 elements, and hence not all of these can have di erent ÿrst coordinates. Hence, upon dropping the ÿrst coordinate of each of its sequences, any (k − 1)-tuple of sequences from C − G gives rise to a (k − 1)-separated set of sequences from B t−1 : Hence |C − G|6N (t − 1; b; k − 1). Comparing this with the fact that
by our hypothesis, the assertion follows.
Under the further hypothesis that t ¡ k, we can provide new bounds for N (t; b; k) and a slight improvement on the bound in Lemma D.
Lemma 2. For any natural numbers b; k; t; with t ¡ k6b; we have
Proof. Suppose N (t; b; k) ¿ (b−k)t, otherwise there is nothing to prove. Let C ⊆ B t be a construction achieving the maximum in the deÿnition of N (t; b; k). By the argument in the proof of Lemma D, each sequence has a coordinate in which it di ers from all other sequences and furthermore, by the pigeon-hole principle, there is a subset F of b − k + 1 sequences for which this is the same coordinate. Without loss of generality, we can suppose that this is the ÿrst coordinate. If we take k sequences in C − F there is a coordinate i ∈ [t] in which they mutually di er. This coordinate cannot be the ÿrst one, as all the members of C − F do not agree with any of the members of F in the ÿrst coordinate. Hence, the set of sequences obtained from C − F by considering the last t − 1 coordinates is still k-separated and then |C − F|6N (t − 1; b; k). Since
the lemma follows. Proof. The b constant sequences are k-separated, thus N (t; b; k)¿b. To show the converse inequality consider any set of b + 1 sequences of length t. For each of the t coordinates there is a pair of sequences having the same value in this coordinate, and any k-tuple containing these (not necessarily disjoint) pairs cannot di er mutually in any of the coordinates. Therefore N (t; b; k) ¡ b + 1.
We ÿnish with an improvement of Lemma D. Proof. The proof is by induction on t. The case t=1 is trivial, as N (1; b; k)=b. If t ¿ 1, then N (t; b; k)6max{(b−k)t; N (t −1; b; k)+b−k +1}, by Lemma 2. If N (t; b; k)6(b− k)t, then N (t; b; k)6bt − (k − 1)(t − 1). Otherwise, we have N (t; b; k)6N (t − 1; b; k) + b−k +1, and, by induction hypothesis, N (t −1; b; k)6b(t −1)−(k −1)(t −2), implying that N (t; b; k)6b − k + 1 + b(t − 1) − (k − 1)(t − 2) = bt − (k − 1)(t − 1).
