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ABSTRACT 
Current regu la t i ons  r e q u i r e  t h a t  p r i o r  in format ion  on the  Special Nuclear 
Mater ia l  (SNM) content  o f  a popu la t ion  o f  conta iners be ve r i , f i ed  and t h a t  
p e r i o d i c  measurements o f  t h e  SNM inventory  o f  a f a c i l i t y  be performed. This 
r e p o r t  develops and describes s t a t i s t i c a l  sampl i n g  p l  ans f o r  accompl i s h i n g  
these tasks and compares r e s u l t s  obtained by sampling t o  those obtained by the  
cu r ren t  p r a c t i c e  o f  performing a census (100% sampl i ng )  . 
EXECUTIVE SUMMARY 
T h i s  report develops and describes s t a t i s t i c a l  sampl i n g  plans for  verify- 
ing prior information on the Special Nuclear Material (SNM) content of a f ac i l -  
i t y  and for  estimating the SNM inventory of a f ac i l i t y .  All SNM i s  assumed t o  
be held in discrete ,  accessible containers. The current rule and practice i s  
t o  verify or estimate the SNM content of an inventory using a l l  containers i n  
a f a c i l i t y .  
Section 1 includes a general discussion of the steps i n  developing a s t a-  
t i s t i c a l  sampling plan and introduces several basic sampling techniques. Sec- 
tions 2 and 3 consider inventory verification sampl i n g  plans , while Sections 4 
and 5 consider inventory determi nation sampl i ng pl ans . Section 6 compares inven- 
tory determination and verification resul ts  for  sampling versus those from a com- 
plete census (100% sampl ing). 
The major contributions of th i s  report are:  1 )  the presentation of several 
sampl ing plans (and associated formulas) for  the verification and determination 
of the SNM inventory of a f a c i l i t y ,  and 2) the i l lus t ra t ion  of the use and rela-  
t ive  usefulness of these sampl ing plans through examples. Examining these con- 
tri butions , the fol lowing general concl usions are reached : 
An inventory determination or  verification i s  subject to  error  (measurement, 
transcription, other human er ror )  even when a complete census i s  performed. 
Sampling may reduce the impact of these errors  since fewer containers are  
involved; however unless these errors  are many or  are relatively 1 arge, 
t h i s  reduction due to  sampl ing will probably be small re1 at ive to  the addi - 
tional e r ror  caused by basing decisions or  estimates on only a portion of 
the containers i n  the population. 
A1 though a complete census of a population of containers will provide the 
most accurate resul ts  , s t a t i s t i ca l  sampl ing can reduce the verification 
or  determination e f fo r t  considerably w i t h  only a minor reduction in accu- 
racy. For inventory determination, "accuracy" refers  to the closeness of 
the inventory estimate to  the unknown true value. The investigator can 
control accuracy (through sample s ize)  by specifying the maximum difference 
between the estimate and the true value, and the probability that the maxi- 
mum difference condition will be met. For inventory verification, "accu- 
racy" refers to correctly detecting or not detecting a specified loss of 
SNM. The investigator can control accuracy by specifying the loss detec- 
tion goal and the probabilities of incorrectly detecting or not detecting 
the specified loss of SNM. 
As expected, sanipl ing compares more favorably (increased accuracy of inven- 
tory determinatior~ and verification results) with a complete census as the 
sampling fraction increases. If the frequency and magnitude of measurement 
and other errors are small, sampling may compare quite favorably to a com- 
plete census even for sampling fractions considerably below 100%. In these 
situations, diminishing returns in accuracy (for inventory determination) 
and probabil ity of detection (for inventory verification) are gained by 
increasing the sampl ing fraction beyond a certain level . 
When inefficient measurement and detection techniques are used, more inaccu- 
racy (for inventory determination) and lower probabilities of detection 
(for inventory verification) result for both sampling and census methods. 
In these situations sampling compares poorly with census results unless 
the sampling fraction is near 100%. 
For inventory verification, sampling compares quite well with a complete 
census when the number of defective containers in the population is large 
(assuming efficient detection techniques are used). Probabil ities of not 
detecting a specified loss can be quite small even with sampling fractions 
well below 100%. 
For inventory determination, sampling .can significantly reduce the effort 
required from census determination when accuracy requirements on the inven- 
tory estimate are not too restrictive. How restrictive this is will depend 
upon the particular situation. If the accuracy requirement is too restric- 
tive, the sampling fraction will approach 100%. 
Several comnents are made in the report concerning the relative merits of 
specific sampling plans. Most of these hold true, whether the sampling plan is 
designed for inventory verification or determination. Some of the more important 
are : 
If a facility contains several types of SNM or if for any one type, con- 
tainers can be spl it into re1 atively homogeneous groups, then stratifica- 
tion should be incorporated into the sampling plan. 
Simple random sampling is easy to perform, but can involve excessive 
container location times. Cluster sampling techniques can reduce the 
time and cost of locating individual containers, but these techniques 
often require more containers to be sampled to retain the same level of 
accuracy or detection capabil i ty. 
Simple random sampling assumes each container or cluster of containers in 
a facility is equally important. If this is not the case, probability pro- 
portional to size (PPS) sampling techniques should be incorporated into the 
sampling plan, where size might be measured by the quantity of SNM in a con- 
tai ner. 
For inventory verification appl ications , sequential sampl ing techniques 
can be incorporated into sampling plans based on any of the other sampling 
techniques (simple random, cluster, stratified, PPS) . Curtailed sequential 
sampling techniques assume a decision (on whether a loss has occurred) must 
be made upon reaching a preselected maximum number of sampled containers, 
if not sooner. 
Allocation by one technique given a sample size developed using another 
technique is not generally recommended , since the accuracy or probabil ity 
of detection obtained may differ drastically from the values specified in 
developing the sample size. 
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STATISTICAL SAMPLING PLANS FOR PRIOR MEASUREMENT VERIFICATION 
AND DETERMINATION OF THE SNM CONTENT OF INVENTORIES 
1 .0 INTRODUCTION 
1.1 OBJECTIVE OF THE STUDY 
The purpose o f  t h i s  study i s  t o  develop and describe s t a t i s t i c a l  sampling 
plans f o r  ve r i f y i ng  p r i o r  informat ion on the Special Nuclear Mater ia l  (SNM) con- 
t e n t  o f  containers and f o r  est imat ing the SNM inventory o f  a f a c i l i t y .  The cur-  
r e n t  r u l e  and pract ice  i s  t o  v e r i f y  p r i o r  measurement data f o r  a l l  unsealed items 
and check the seal i n t e g r i t y  o f  a l l  tamper-safed items a t  the time o f  a f a c i l i t y -  
wide physical inventory. I n  cur rent  pract ice  the physical inventory o f  a f a c i l i t y  
consists o f  a t o t a l  census, i .e., a 100% inventory. 
1 .2 REGULATORY BACKGROUND 
The determination o f  the SNM content o f  an inventory and the v e r i f i c a t i o n  
o f  p r i o r  l oca t ion  and content informat ion f o r  SNM inventor ies are requirements 
o f  the Code o f  Federal Regulations, T i t l e  10, Part  70, Section 70.51 (CFR, 1981). 
Par t i cu la r  requirements include : 
70.51 ( f )  ( 2 )  
"Establ ish inventory procedures f o r  sealed sources and containers o r  vau l ts  
containing special nuclear mater ia l  t ha t  provide f o r :  
( i  I d e n t i f i c a t i o n  and loca t ion  o f  a l l  such items; 
( i i )  Ve r i f i ca t i on  o f  the i n t e g r i t y  o f  the tamper-saf ing  devices f o r  
such items; 
( i i i )  Rever i f ica t ion o f  i d e n t i t y  and quant i ty  o f  contained special 
nuclear mater ia l  f o r  each i tem not  tamper-safed, o r  whose 
tamper-saf i ng i s  found t o  have been compromi sed ; 
( i v )  Ve r i f i ca t i on  o f  the correctness o f  the inventory records o f  
i d e n t i t y  and loca t ion  f o r  a l l  such items." 
70.51 ( f )  ( 3 )  
"Es tab1 i sh inventory  procedures fo r  speci a1 nuclear  mater i  a1 i n  process 
t h a t  prov ide f o r :  
( i  bleasurement o f  a l l  q u a n t i t i e s  n o t  p rev ious l y  measured by the  
l i censee  f o r  element and f i s s i l e  isotope;  and 
( i i )  For a1 1 ma te r ia l  whose content  o f  element and f i s s i l e  i so tope 
has been p rev ious l y  measured by the  l i censee b u t  f o r  which the  
v a l i d i t y  o f  such p rev ious l y  made measurements has n o t  been 
assured by tamper-saf i n g  , v e r i  f i c a t i o n  o f  the  q u a n t i t y  o f  
conta ined element and f i s s i l e  i so tope by remeasurement." 
70.51 ( f )  (4 )  
"Conduct physical  i nven to r i es  according t o  w r i t t e n  i nven to ry  i n s t r u c t i o n s  ..." 
Future amendments t o  10 CFR 70 can be expected t o  r e v i s e  the  requirements 
f o r  v e r i f i c a t i o n  and determinat ion o f  i nven to r i es  o f  SNM. The Ma te r ia l  Contro l  
and Accounting (MCLA) Task Force (NRC, 1978) recommended S S N M ( ~ )  c o n t r o l  and 
accounting goals p e r t a i n i n g  t o  i nven to ry  v e r i f i c a t i o n  and determinat ion.  Amend- 
ments (Federal Register ,  September 1981 ) based on some o f  these goals a re  being 
considered by the  NRC. Some o f  the  MC&A Task Force goals are: 
"Detect, w i t h  h igh  assurance, based upon a p e r i o d i c  measured phys ica l  inven-  
to ry ,  a l o s s  o f  f i v e  formula ki lograms o f  SSNM from a f a c i l i t y ,  or,  i f  n o t  achiev-  
able f o r  an e n t i r e  f a c i l i t y ,  from smal ler  account ing u n i t s  comprising the  e n t i r e  
f a c i l i t y .  Es tab l ish ,  f o r  t he  l a t t e r  case, c o n t r o l s  t o  preclude t h e f t  by the  
same adversary from two o r  more accounting u n i t s  and t o  prec lude f a l s i f i c a t i o n  
o f  records o f  more than one accounting u n i t  by any i n d i v i d u a l  having access t o  
ma te r i a l .  " 
(a )  SSNM r e f e r s  t o  the  iso tope uranium-235 (contained i n  uranium enr iched t o  
20% o r  more i n  t he  uranium-235 i so tope ) ,  t he  iso tope uranium-233, o r  
plutonium. 
MA 14 
"Provide f o r  bimonthly physical  inventor ies ,  based on measurements, t o  pro- 
v ide  a h i g h l y  r e l i a b l e  record o f  q u a n t i t i e s  and loca t ions  o f  a l l  SSNM a t  a f a c i l -  
i t y .  Reconcile and ad jus t  book inven to r ies  t o  the  r e s u l t s  o f  the  physical  
inventory  w i t h i n  30 days from i t s  beginning." 
MC 8 
-
"Detect w i t h i n  one s h i f t ,  w i t h  h igh  assurance, a l o s s  o f  f i v e  formula k i l o -  
grams o f  SSNM i n  the  form o f  items o r  sealed conta iners accessib le t o  t h e f t .  
Detect w i t h i n  24 hours, w i t h  h igh  assurance, a l oss  o f  f i v e  formula ki lograms 
o f  SSNM i n  bu lk  form accessib le t o  t h e f t  from any c o n t r o l l a b l e  u n i t  o f  a 
f a c i l i t y . "  
"Detect, w i t h  h igh  assurance, the  cumulat ive l o s s  o f  f i v e  formula ki lograms 
o f  SSNM from any c o n t r o l l a b l e  u n i t  o f  a f a c i l i t y  w i t h i n  the  i n t e r v a l  between 
physical  inventor ies ."  
"Based upon a s t a t i s t i c a l  sampling p lan  designed f o r  the  detec t ion  w i t h  
h igh  assurance o f  a composite l oss  o f  f i v e  formula ki lograms o f  SSNM, conf i rm 
dur ing  each s h i f t  the  s p e c i f i c  l o c a t i o n  and the  i n t e g r i t y  o f  i tems o r  sealed 
conta iners o f  SSNM accessib le t o  t h e f t . "  
"Based upon procedures and analyses designed f o r  de tec t ion  w i t h  h igh  assur- 
ance o f  a composite l o s s  o f  f i v e  formula ki lograms o f  SSNM i n  bu lk  form from any 
c o n t r o l l a b l e  u n i t  o f  a f a c i l i t y ,  conf i rm each day the  presence o f  SSNM accessi-  
b l e  t o  t h e f t . "  
Rules aimed a t  achiev ing these goals would r e q u i r e  much more f requent  inventory  
est imates and t e s t s  o f  ma te r ia l  s ta tus  than i s  now required.  They would a lso  
requ i re  s p e c i f i c  de tec t i on  p r o b a b i l i t y  and de tec t i on  quan t i t y  goals i n  any t e s t s  
o f  ma te r ia l  s ta tus  by s t a t i s t i c a l  sampl i n g  methods. 
1.3 BASIC SAMPLING TECMNIQUES 
In  the following sections of this report various sampling plans will be 
discussed. I t  will be helpful to briefly define and explain several basic 
sampl i n g  techniques upon which later discussions are based. 
1 . Simple Random Sampl ing - A procedure i n  which each element of the popula- 
tion has an equal chance of being selected on any one selection. Elements 
may be chosen from the population w i t h  or w i t h o u t  replacement. 
2. Systematic Sampling - A procedure in which the first element Is randomly 
selected from among the f i r s t  k elements of the population with every k t h 
element fol lowing the f i r s t  selected subsequently. 
3 .  Stratified Sampling - A procedure i n  which a population i s  divided into 
mutually exclusive and exhaustive strata and a sample i s  selected from 
each strata. 
4. Cluster Sampl ing - A procedure in which groups (clusters) of population 
elements are selected instead of individual elements. Mu1 tistage cluster 
sampl ing invol ves the sampl ing of subcl usters or individual elements from 
within clusters or other subclusters. 
5. Probability Proportional t o  Size (PPS)  Sampling - A procedure in which 
population elements or clusters of elements are chosen with probabil i t ies  
of selection proportional t o  size. "Size" might be a measurable charac- 
terist ic of a population element or a count of the number of elements 
w i t h i n  a cluster. 
6. Sequential Sampl ing - An iterative procedure appl ied after the selection of 
a sample p o i n t  which decides t o  either stop sampling or t o  choose another 
sample point based on a predetermined decision rule. Sequential sampl i ng 
may include or be composed of any of the other sampling techniques dis- 
cussed above. 
7.  Curtailed Sequential Sampl ing - A special case of sequential sampl ing where 
a maximum sample size i s  specified. Sampling cannot proceed indefinitely as 
in unconstrained sequential sampling. 
Each sampling technique discussed above should be considered as a basic o r  
"bui  1 d ing  b lock"  technique. Developing a sampl i n g  p l  an invo lves  consider ing 
the  st rengths and weaknesses o f  basic sampling techniques and then combining 
the  techniques i n t o  a p lan  best  s u i t e d  t o  the  problem and i t s  under ly ing con- 
s t r a i n t s .  The st rengths and weaknesses o f  t he  basic sampling techniques are 
given i n  Table 1.1. 
Several o f  the  comments i n  Table 1.1 concern the  es t imat ion  o f  parameters 
based on data c o l l e c t e d  by the  given sampling technique. These comments r e f e r  
t o  s i t u a t i o n s  where est imates o f  parameters, e.g., quan t i t y  and variance of 
SNM content,  are required, such as i n  determining a t o t a l  inventory o r  i n  
v e r i f i c a t i o n  by var iab les  tes t i ng .  Comments concerning the feas i  b i l  i t y  o f  and 
the  e f f o r t  requ i red  f o r  a s p e c i f i c  sampling technique apply t o  samples requ i red  
fo r  both inventory  determinat ion and a t t r i b u t e  o r  var iab les  v e r i f i c a t i o n  
tes t i ng .  
1.4 DEVELOPING A SAMPLING PLAN 
Developing a sampl i n g  p lan  invo lves  several re1 ated steps. The major steps 
are presented below w i t h  explanations o f  each, how they r e l a t e  t o  each other ,  
and how they combine t o  form a sampling plan. 
1. Speci fy  Population. The popu la t ion  o f  i n t e r e s t  must be def ined. The 
c h a r a c t e r i s t i c s  of elements i n  t h e  popu la t ion  must be known. A l i s t  and 
the  number o f  popu la t ion  elements should be ava i lab le .  
2. S ta te  Reason f o r  Data Co l lec t ion .  The reason f o r  c o l l e c t i n g  data i s  an 
important  f a c t o r  i n  developing a sampling plan. This study considers two 
such reasons: 1) p r i o r  measurement v e r i f i c a t i o n  and 2) determinat ion o f  
the  SNM content  o f  an inventory.  The l a t t e r  reason w i l l  r equ i re  t h a t  
q u a n t i t a t i v e  est imates of SNM and variances o f  these est imates be developed 
While t h i s  w i l l  a l so  be t r u e  fo r  some of t he  v e r i f i c a t i o n  work, o ther  pa r t s  
w i l l  o n l y  requ i re  a q u a l i t a t i v e  est imate o r  decis ion.  
3. S ta te  Object ives. I n  v e r i f i c a t i o n  work, t he  o b j e c t i v e  i s  t o  de tec t  a l o s s  
o f  SNM. I f  d i f f e r e n t  groups o f  SNM e x i s t  i n  a f a c i l i t y ,  i s  the  o b j e c t i v e  
TABLE 1.1. Strengths and Weaknesses o f  Basic Sampling Techniques 
Sampl i ng 
Technique Strengths Weaknesses 
1. Simple Easy t o  choose samples. 
Random Unbiased sample s t a t i s t i c s ,  
Requires a l l  populat ion elements be i d e n t i -  
f i e d  and labeled p r i o r  t o  sampling. 
Can be time consuming/expensive. 
May not adequately represent important sub- 
groups t h a t  comprise a small proport ion o f  
the population. 
2. Systematic Easy t o  choose samples. Requires order ing  and labe l ing .  
Does not requ i re  knowledge o f  t o t a l  number S impl i fy ing  assumptions required t o  estimate 
o f  populat ion elements. parameters. 
May produce biased parameter estimates. 
3. S t r a t i f i e d  Includes elements from each stratum t o  Strata should be r e l a t i v e l y  homogeneous. 
insure sample i s  representat ive o f  the Time consuming t o  i d e n t i f y  sample elements. 
oooulation. . . 
Allows separate decisions o r  parameter More sample elements may be required than f o r  o ther  techniques. estimates f o r  each stratum as wel l  as f o r  
t o t a l  population. 
Increased prec is ion  (smaller standard 
e r ro rs )  under c e r t a i n  condi t ions.  
S t r a t i f i c a t i o n  can be appl ied a f t e r  the 
sample i s  co l l ec ted  using another sampling 
technique. 
4. Cluster Does not requ i re  a l i s t  o f  a l l  populat ion May ignore ce r ta in  groups o f  elements o f  
elements t o  se lec t  sample un i t s .  i n te res t .  
Saves time/cost. Mav v i e l d  l a r se  standard er rors  f o r  some 
p&&ter estimates i f  the elements i n  the Mu1 ti stage c lus te r i ng  f o r  la rge populations cllJsters are homogeneous. 
w i t h  n a t u r a l l y  occurr ing h ierarch ica l  
s t ruc ture .  
5. P robab i l i t y  Allows sampling according t o  some measure Biased parameter estimates are possible.  
Proport ional  o f  importance t o  insure coverage o f  the 
t o  Size areas o f  i n t e r e s t  i n  the population. Highly dependent upon measure o f  importance used. 
6. Sequential Smaller sample sizes (usua l ly ) .  
Sampl i ng 
7. Cur ta i led  Maximum sample s ize  i s  speci f ied.  
Sequenti a1 Cannot continue i n d e f i n i t e l y  as 
Sampl i n g  can unconstrained sequential sampling. 
Smaller sample s izes.  
Not appl icable i n  a l l  s i t ua t i ons .  
Requires involved  calculation^ 
a f t e r  acquir ing each sample po in t .  
Sampling can continue i n d e f i n i t e l y .  
The average sample s ize  required t o  reach 
a decis ion depends upon the decis ion 
r u l e  ( s t a t i s t i c a l  t e s t )  used. 
Not appl icable i n  a l l  s i t ua t i ons  
Requires involved ca lcu la t ions  a f t e r  
acquir ing each sample po in t .  
t o  detect a certain loss i n  each group or only in the overall inventory? 
Information relating to  the objective such as loss detection goal, probabil- 
i t y  of detection, and probability of a fa l se  alarm (Type I e r ror )  should 
also be specified. 
In inventory determination work, the objective i s  t o  estimate the quantity 
of SNM i n  a f a c i l i t y .  If different  groups of SNM ex i s t ,  i s  the objective 
to  estimate the amount in each group or only in the total  f ac i l i t y?  Infor- 
mation relating to  the objective such as the accuracy required of the e s t i -  
mate and the probabil i t y  the accuracy i s  achieved should be specified. 
4. Identify S ta t i s t ica l  Tools. The s t a t i s t i c a l  t e s t s  or estimation procedures 
required to  sa t i s fy  the objective should be specified. The determination 
of sample s ize i s  highly dependent on th i s  step. 
5. Determine Preliminary Sampling Technique. The objectives and s t a t i s t i c a l  
t e s t s  or  estimation procedures may indicate a preliminary sampling tech- 
nique should be employed. A preliminary technique may affect  sample s ize 
determi nation. S t ra t i  f ication and cluster  sampl i ng are exampl es . 
6. Determine Sample Size. This will depend on a l l  of the above steps.  For 
sampling techniques such as sequential or curtailed sampling, the sample 
s ize may be variable and dependent upon intermediate resu l t s .  
7 .  Allocate Sample Size. Once the sample s ize  (or s izes)  i s  chosen, additional 
sampling techniques must be applied to  allocate the sample s ize  to  various 
portions of the population (e.g. ,  s t r a t a  and c lus te rs ) .  
8. Select Sample. The specific units (items, containers, or batches) must be 
selected according to  the allocation and additional sampling techniques 
chosen i n  step 7.  (Following selection, the measurements that  are made 
may involve sampling i n  a different  sense, i . e . ,  b u l k  material sampling 
to  obtain a representative sample of the contents of an item for  a 
measurement of the composition. ) 
In the fol lowing sections, various sampl ing plans for  verification and 
inventory determination will be considered. Several of the above steps are 
similar for  a1 1 . Individual sampl ing plans will basical ly  be characterized 
i n  terms of steps 4-8, a1 though the other items will be discussed as necessary. 
2.0 VERIFICATION OF PRIOR INFORMATION CONCERNING A POPULATION OF CONTAINERS 
2.1 AN OUTLINE OF THE VERIFICATION PROCESS 
Given t ha t  a nuclear mater ia ls accounting system i s  i n  place a t  a f a c i l i t y ,  
it i s  desirable t o  v e r i f y  p r i o r  information concerning the populat ion o f  SNM con- 
ta iners  both as a per iod ic  t e s t  of i tem cont ro l  s and as a means t o  redetermine 
the inventory o f  a f a c i l i t y .  A v e r i f i c a t i o n  plan i s  developed by considering 
the ways a d i ve r t e r  could take a spec i f ied amount o f  SNM. There are two major 
d ivers ion p o s s i b i l i t i e s :  1 )  the d i ve r t e r  attempts t o  cover up the d ivers ion by 
f a l s i f y i n g  data o r  by subs t i tu t ing  other mater ia l  f o r  the SNM, o r  2) the d i ve r t e r  
does no t  f a l s i f y  the data o r  make subst i tu t ions bu t  r e l i e s  on the inherent  noise 
l eve l  of the system t o  obscure the divers ion.  For both p o s s i b i l i t i e s ,  d ivers ion 
can range from p a r t i a l  t o  complete removal o f  the contents o f  a container. 
The possib le d ivers ion s t ra teg ies must be taken i n t o  account when planning 
a v e r i f i c a t i o n  procedure. I n  t h i s  respect, the f i r s t  considerat ion i s  whether 
a d ivers ion from a container i s  la rge o r  small. 
A l a rge  d ivers ion i s  one t h a t  can be detected w i t h  ce r t a i n t y  by a simple 
observation o r  s ing le  measurement. 
A small d ivers ion cannot be detected w i t h  ce r t a i n t y  by a simple observation 
o r  a s ing le  measurement. 
Large divers ions include removals of t o t a l  items, the t o t a l  contents o f  con- 
ta iners  and pa r t  o f  the contents o f  containers. I n  the case o f  p a r t i a l  remov- 
a ls ,  the quant i ty  removed from each container i s  s u f f i c i e n t  t o  be detected w i th  
ce r t a i n t y  w i t h  the measurement device chosen f o r  ve r i f i ca t i on .  (The measure- 
ment can be re fe r red  t o  as an a t t r i bu te- type  measurement.) Large divers ions 
include removal o f  tamper-safed items. However, i f  the container has been 
unsealed and p a r t  o f  the contents removed, the quant i ty  d iver ted may be e i t h e r  
1 arge o r  small . 
Small d ivers ions are p a r t i  a1 removal s from containers, where detect ion by 
the measurement device chosen f o r  v e r i f i c a t i o n  i s  no t  ce r t a i n  i n  a s ing le  i tem 
measurement. The d i v e r t e r ' s  s t ra tegy  i s  t o  remove small q u a n t i t i e s  from many 
containers. The de tec t i on  s t ra tegy  i s  t o  1 ) measure the  contents o f  many con- 
t a i n e r s  and de tec t  the  cumulat ive de f i c iency  o f  SNM, and 2) use a measurement 
method t h a t  i s  s u f f i c i e n t l y  precise t o  de tec t  w i t h  c e r t a i n t y  any s i g n i f i c a n t  
t o t a l  d ivers ion .  A sumary  o f  the  d i ve rs ion  p o s s i b i l i t i e s  and some v e r i f i c a -  
t i o n  s t ra teg ies  i s  g iven i n  Table 2.1. (a )  The d i ve rs ion  s t ra tegy  o f  f a l s i f y -  
i n g  data i s  n o t  inc luded because inventory  v e r i f i c a t i o n  techniaues by thernsel ves 
do n o t  de tec t  d i v e r s i o n  when the  data, i.e., the  inventory  records o r  accounts, 
have been fa1 s i  f ied .  (b) 
2.2 CHARACTERISTICS OF A POPULATION OF CONTAINERS 
The number and v a r i e t y  o f  items o r  conta iners o f  SNM i n  a nuclear  process- 
i n g  f a c i l i t y  vary considerably between f a c i l i t i e s  o f  any one type and s i ze .  The 
range i n  inventory  s i z e  o f  a l l  l i censed product ion f a c i l i t i e s  may be an order  
o f  magnitude. Containers o f  f u e l  rods, p ins  o r  elements c o n s t i t u t e  the  l a r g e s t  
number o f  items i n  f u e l  f a b r i c a t i o n  p lan ts .  Other ma te r ia l s  are feed and i n t e r -  
mediate product  ma te r ia l ,  scrap, and waste i n  conta iners o f  var ious s izes.  
Table 2.2 shows some c h a r a c t e r i s t i c s  o f  p l a n t  inventor ies  . These inven to r ies  
do n o t  represent  any p a r t i c u l a r  f a c i l i t y  bu t  are reasonable f o r  opera t ing  p lan ts  
o f  t he  type and s i z e  commercially f e a s i b l e  a t  t h i s  t ime. 
The composition o f  t he  day-to-day inventory  o f  items i n  a f a c i l i t y  d i f f e r s  
from t h a t  a t  t h e  t ime of a scheduled plant-wide physical  inventory .  The clean- 
o u t  a c t i v i t i e s  t h a t  precede a scheduled inventory  produce many conta iners o f  
waste, scrap and intermediate products t h a t  would normal ly  be i n  bu lk  form i n  
(a)  Not a l l  o f  t he  v e r i f i c a t i o n  s t r a t e g i e s  need t o  be used because the  more com- 
p l e t e  and s e n s i t i v e  measurements de tec t  d ivers ions  o f  l esse r  s o p h i s t i c a t i o n  
as we l l  as those f o r  which the  s t ra tegy  was designed. For example, i f  mate- 
r i a l  s u b s t i t u t i o n  i s  feas ib le ,  t he  no- subs t i t u t i on  s t ra tegy  need n o t  be 
considered because t e s t s  fo r  removals w i t h  s u b s t i t u t i o n  cover both s t ra teg ies .  
(b) Records and accounting i n t e r n a l  con t ro l  s  and records s e c u r i t y  , records aud i t -  
i n g  and f requent  o r  r o u t i n e  cross checking and independent v e r i f i c a t i o n s  o f  
source data  are means o f  prevent ing and/or de tec t i ng  data fa1 s i  f i cat ion .  
These methods are  a l so  usefu l  f o r  min imiz ing innocent ly  caused e r r o r s  i n  
the  accounting records. 
TABLE 2.1 . Divers ion  and V e r i f i c a t i o n  S t ra teg ies  
D ivers ion  
Removal Cover-up Method 
1. E n t i r e  i tem ( o r  None 
jtems) Or entire Replace w i t h  empty conta iner  
contents 
Repl ace w i t h  i n e r t  ma te r ia l  
2. P a r t i a l  contents o f  None 
one o r  more items 
3. P a r t i a l  contents o f  Repl ace w i t h  i n e r t  mater i  a1 
one o r  more i tem 
( la rge  q u a n t i t y ) f ~ )  
4. P a r t i a l  contents o f  None 
many items (small 
q u a n t i t i e s )  Repl ace w i t h  i n e r t  mater i  a1 
V e r i f i c a t i o n  Strategy 
Test and Measurement Methods 
I tem l o c a t i o n  and i d e n t i t y  check 
Weight check o r  SNM t e s t ,  e.g., NDA 
Test f o r  SNM, e.g., NDA 
Weight check o r  SNM assay (b)  
Measurement f o r  SNM de fec t  (b) 
Weight check o r  p rec ise  assay 
sensi ti t v e  t o  small de fec ts  ( d l  
Prec is ion  SNM determinat ion 
(sensi  t i v ~ ~ r D A  o r  chemical 
ana lys is )  
(a) L i s t e d  i n  the  order o f  increas ing s o p h i s t i c a t i o n  o f  t he  d i v e r s i o n  s t ra tegy .  
(b)  The assay t e s t  must be ab le  t o  de tec t  t h e  de fec t  w i t h  c e r t a i n t y  (e.g., a  100 g  
removal would be detected w i t h  a  NDA method having a  standard d e v i a t i o n  o f  25 g  
o r  less .  
( c )  The quan t i t y  removed i s  s u f f i c i e n t  t o  be detected w i t h  c e r t a i n t y  by the  t e s t  o r  
measurement used. 
(d )  A  defec t  i n  n e t  weight o r  SNM content  i s  detected by t e s t i n g  t h e  sum o r  average 
o f  the  sample set .  
(e) The NDA measurement de tec ts  the  de fec t  i n  SNM content  o r  t h e  chemical ana lys is  
detects e i t h e r  the d e f e c t  i n  percent  SNM o r  the  presence o f  t he  a d d i t i v e .  Sums 
of SNM defects i n  t h e  i nven to ry  are  genera l l y  required.  (A measurement b ias  may 
be ind i s t i ngu ishab le  from a d ivers ion .  ) 
TABLE 2.2. Some Charac ter is t i cs  o f  Fuel Fabr ica t ion  P lan t  Inventor ies  






Pel 1 e t s  
Scrap Powder 
Scrap Pel 1 e t s  
Sludges 
Cleanup Powders 
F i l t e r  Cake 
A i r  F i l  t e r s  
F i l t e r  Media 
Sampl es 
So l i d  Waste 
L i q u i d  Waste 
Fuel Rods o r  
Plates 
Scrap Solut ions 
, Form o f  Containment ,, , 
LEUla 1 HEUIU' 
Cyl i nders Cyl i nders 
Cyl i nders Cyl inders 
Orums, 5-15 gal lons Cans, 1-39. 
Cans up t o  5 gal lons up t o  1 ga l l on  
Trays Trays 
Cans up t o  5 gal lons 1-3R 
Cans, a1 ga l l on  1-2 gal lons 
Cans, ~1 ga l l on  1-2 gal lons 
Cans, %1 ga l l on  1-311 
Cans, %1 ga l l on  1-2 ga l lons 
Cartons, ~1 cubic Cartons and 
meter 5 gal l o n  cans 
Cans up t o  5 gal lons 5 ga l l on  cans 
Bo t t l es  and cans, 1-2 gal lons 
1 ga l l on  
Drums and cartons, Orums and cartons 
up t o  55 gal lons 
Tanks Tanks 
Zr a1 l o y  c lad  i tems Zr a1 l o y  c lad  items 
Tanks up t o  50011 up t o  l O O R  
Typical Quan t i t y  o f  
SNMIContainer 
LEU, kg HEU, kg 









(a)  LEU: low enriched uranium. 
(b)  HEU: h igh enriched uranium. 
( c )  Assume r e t e n t i o n  samples i n  sealed cans a t  up t o  50 per can. 
temporary storage o r  i n  processing equipment a t  o ther  times. However, sampling 
plans f o r  inventory  v e r i f i c a t i o n  w i l l  n o t  be s i g n i f i c a n t l y  a f f e c t e d  by these 
d i f f e rences  because products and feed stocks, which genera l ly  c o n s t i t u t e  over 
80% o f  the  items, are n o t  a f fec ted  by shutdown and cleanout schedules. However, 
some v e r i f i c a t i o n  procedures, espec ia l l y  sampl i n g  and assays, are a f fec ted  by 
the  operat ing s ta tus .  I f  inventory  v e r i f i c a t i o n  i s  t o  be made f requen t l y  (more 
than once a  month), shutdown and cleanout o f  t he  process equipment w i l l  pro-  
bably n o t  be economical ly feas ib le .  I n  t h a t  case, v e r i f i c a t i o n  o f  in-process 
quantit ies of SNM will require determination of quantit ies held i n  equipment, 
distributed i n  processing s tat ions as spi l lage,  and in heterogeneous forms. 
T h i s  will r e su l t  i n  much greater variances than would be the case i f  the mate- 
r i a l  were containerized and direct ly  weighable. 
Most of the inventory i s  located i n  vaults,  vault-type rooms, and secure 
storerooms. The containers are  stored on open shelves and pal le ts  or in cabi- 
nets, cubicles and bins. Usually some items are  in the processing 1 ines as 
material awaiting processing or i n  intermediate products being he1 d i n  temporary 
in-1 ine storage. In batch plutonium processing such as conversion and fabrica- 
t ion,  considerable buffer storage for  intermediates i s  provided within the pro- 
cess l ines  to  minimize transfers into and out of the process glove boxes and to  
decrease the r isk of contamination by plutonium. The largest category of mate- 
r i a l  in items outside vaults are fuel rods, pins, plates or elements that  are 
i n  the finishing, tes t ing and inspection stages of fuel fabrication. Items i n  
this category are moved frequently from one machine o r  t e s t  s ta t ion to  another, 
and the i r  location a t  any time may be traceable, a t  best, to  a particular table,  
c a r t ,  o r  movable rack. 
Storerooms, vaults and other item control areas (ICAs) generally segregate 
types of material to  some degree. Separate storage i s  1 i kely to  be provided for  
sealed containers of waste, scrap and finished products. Dry waste is commonly 
packaged i n  barrels and stored on pal le ts  i n  a separate storage building or 
fenced yard. 
Cans, barrels,  j a rs ,  and bottles of SSNM may have permanent markings identi-  
fying the type of material and a container number. Glued-on labels are usually 
used fo r  the specific data such as the item number ( i f  item numbers are assigned), 
type and quantity of contents, l o t  and batch numbers, dates,  and other informa- 
tion that  the licensee desires.  In addition, tamper indicating seals have a 
unique number, while paper seals  sometimes also have space for  writing in other 
information, i . e . ,  seals  may also serve as labels.  The commonly used seals are  
self-adhesive paper, wire seals ,  such as E-seals, and band seals.  Two per con- 
tainer  are needed on some types of closures. Identification of an item for  
i nventory  v e r i f i c a t i o n  purposes would be by seal number(s) o r  by i t em number. 
Fuel rods, p ins,  elements and assemblies, and sealed sources o f  o the r  k inds are 
fabr ica ted as sealed items. They have unique i tem numbers stamped o r  embossed 
on them so a d d i t i o n a l  seals o r  l a b e l s  are usua l l y  n o t  appl ied. Add i t iona l  
in format ion  (such as i t em content, l o t  number, etc. )  , which i s  a v a i l a b l e  i n  
the  i t em records f i l e ,  i s  n o t  needed fo r  t he  v e r i f i c a t i o n  o f  such tamper-safed 
i tems . 
As requ i red  by the  mater ia l  con t ro l  and accounting regu la t i ons  as we l l  as 
by product ion c o n t r o l  demands, 1 icensees keep d e t a i l e d  records o f  each i tem. 
This i n fo rma t ion  does n o t  necessar i l y  i d e n t i f y  an i t em 's  l o c a t i o n  more speci-  
f i c a l l y  than by b in ,  box, she l f ,  o r  p a l l e t  l o c a t i o n .  I n  the  case o f  items i n  
a processing o r  inspect ion  area, the  records may i d e n t i f y  a general processing 
o r  i nspec t ion  area, room, o r  rack, b u t  t h e  s p e c i f i c  i t em d i s t r i b u t i o n s  w i t h i n  
racks, bins, boxes, and shelves are o f t e n  random. Fuel rods and elements are 
usua l l y  s tored i n  sets,  such as batches o r  l o t s ,  and the  number per  storage 
u n i t  may be up t o  100. Shelves o f  cans up t o  about one g a l l o n  usua l l y  have 
l e s s  than 10 each. I f  the  storage u n i t  conta ins more than a few ( 5  t o  10) 
items, the  searching t ime f o r  a s p e c i f i c  i t em can be a subs tan t ia l  p a r t  o f  
t h e  t o t a l  t ime requ i red  f o r  v e r i f i c a t i o n .  
The s ta tus  o f  items i n  the  inventory  o f  a f a c i l  i t y  may change i n  several 
ways; f o r  example: 
new i tems are  created, such as by rece iv ing  feed mate r ia l ,  generat ing 
waste and scrap, and forming fuel elements 
items are  removed from inventory,  such as by d isposing o f  waste and sh ip-  
p ing f u e l  elements 
items are  moved t o  and from an ICA, t o  a process Mater ia l  Balance Area 
(MBA), t o  l abo ra to r ies  and between storage loca t ions  
items such as f u e l  rods are  moved from step t o  s tep  i n  an inspect ion  and 
f i n i s h i n g  process. 
These a c t i v i t i e s  occur cont inuously. I n  l a r g e  f a b r i c a t i o n  and recovery processes, 
hundreds o f  i t em l o c a t i o n  changes can occur each 24 hour per iod.  
2.3 THE VERIFICATION SENSITIVITY GOAL 
Here, the  goals f o r  v e r i f i c a t i o n  o f  p r i o r  measurements are a h igh  power o f  
de tec t ing  a l o s s  o f  5 kg o f  2 3 5 ~  i n  h igh  enriched uranium and 75 kg o f  2 3 5 ~  i n  
low enriched uranium. These de tec t i on  goals are  s i m i l a r  t o  the  goals recomnended 
by the  MC&A Task Force (NRC 1978), quoted i n  Sect ion 1 .O. A "high power" o f  
de tec t i on  w i l l  be def ined i n  t h i s  study as equal t o  o r  g reater  than 90 percent 
p robab i l  i t y  o f  de tec t ion .  Values o f  90, 95, and 99 percent w i l l  be i nves t iga ted  
i n  terms o f  impact on sample s izes requ i red  t o  meet the  detec t ion  goal. 
3.0 VERIFICATION SAMPLING PLANS 
The k ind  o f  sampling p lan  chosen f o r  p r i o r  measurement v e r i f i c a t i o n  w i l l  
depend upon t h e  type o f  p o t e n t i a l  d i ve rs ion  t o  be protected against .  As d i s -  
cussed i n  Sect ion 2.1 : 
1. Large Diversions are d ivers ions  l a r g e  enough t o  be detected by a simple 
observat ion o r  a s i n g l e  i t em measurement. 
2. Small Divers ions are d ivers ions  too small t o  be detected by a simple 
observat ion o r  a s i n g l e  i t em measurement. 
A sampl i n g  p l  an developed t o  de tec t  1 arge d ivers ions  w i l l  be r e f e r r e d  t o  
as an a t t r i b u t e s  sampling plan. A p lan  developed t o  detec t  small d ivers ions  
w i l l  be r e f e r r e d  t o  as a var iab les  sampling plan. The sample s i z e  and a l l oca-  
t i o n  o f  sample items over the  popu la t ion  (us ing sampl i n g  techniques discussed 
i n  Sect ion 1.3) f o r  each type o f  sampl i n g  p lan  w i l l  depend on the s t a t i s t i c a l  
techniques employed t o  de tec t  the  var ious p o t e n t i a l  d ivers ions.  
3.1 ATTRIBUTES SAMPLING PLANS 
The f i r s t  l e v e l  o f  t h e  a t t r i b u t e s  v e r i f i c a t i o n  e f f o r t  inves t iga tes  whether 
a goal quan t i t y  G o f  SNM has been removed from a f a c i  l i ty by one o r  more 1 arge 
d ivers ions  from i n d i v i d u a l  containers. Since 1 arge d ivers ions  are detectable 
by a simple observat ion o r  a s i n g l e  measurement, t h e  under ly ing  s t a t i s t i c a l  t e s t  
i s  q u i t e  simple. A conta iner  e i t h e r  has the  a t t r i b u t e  o f  being de fec t i ve  o r  n o t  
being defec t ive ,  where here, de fec t i ve  means i n v o l v i n g  a l a rge  d ivers ion .  Sample 
s izes  w i l l  be developed f o r  these a t t r i b u t e s  (yes-no) t e s t s  based on the  Bernou l l i  
c lass  o f  probabi l  i ty  d i s t r i b u t i o n s .  
Hough, Schneider, Stewart, e t  a l .  (1974) presented a procedure f o r  se lec t i ng  
a t t r i b u t e  sample s izes  i f  t h e  popu la t ion  o f  conta iners  can be c l a s s i f i e d  i n t o  
s t r a t a  on the  basis o f  type o f  SNM and uni form SNM content.  S t r a t i f i c a t i o n  has 
favorable sampling p roper t i es  (see Table 1 . I ) ;  s t r a t i f i e d  a t t r i b u t e  sampling 
plans w i l l  be considered (Sect ions 3.1.1 and 3.1.2). However, i n  some s i t u a-  
t i o n s  (see Good, G r i f f i t h ,  and Hamlin 1978 and Hamlin 1981) s t r a t i f i c a t i o n  may 
n o t  be appropr iate.  Ce r ta in l y ,  i f  a  f a c i l i t y  conta ins d i f f e r e n t  types o f  SNM 
i t  w i l l  u s u a l l y  be o f  i n t e r e s t  t o  s t r a t i f y  and separate ly  v e r i f y  i n fo rma t ion  on 
each type. However, once the  scope i s  reduced t o  a  s i n g l e  type o f  SNM, i t  may 
no t  be poss ib le  t o  e f f i c i e n t l y  s t r a t i f y  us ing  o the r  var iab les  such as the  amount 
o f  SNM per conta iner  o r  t he  number o f  conta iners per  c l u s t e r .  These va r iab les  
may vary so w ide l y  t h a t  s t r a t i f i c a t i o n  would r e s u l t  i n  a  very l a r g e  number o f  
s t r a t a  and e s s e n t i a l l y  100% sampling o f  the  populat ion.  Sampling plans f o r  
such s i t u a t i o n s  w i l l  be considered i n  Sections 3.1.3 and 3.1.4. 
3.1.1 S t r a t i f i e d  A t t r i b u t e  Sampling Plans 
It i s  assumed t h a t  t he  popu la t ion  o f  conta iners i n  a  f a c i l i t y  i s  s t r a t i f i e d  
according t o  type and content  o f  SNM. The conta iners i n  each st ratum are assumed 
t o  have a  uniform SNM content  w i t h i n  a  reasonable l i m i t ,  such as +25%. Recal l  
t h a t  we want t o  de tec t  whether a  goal q u a n t i t y  G o f  SNM has been removed from a  
f a c i l  i t y .  The sampling p lan  i s  developed from the  st ratum v iewpo in t  on the  pre-  
mise t h a t  t he  e n t i r e  goal q u a n t i t y  G cou ld  be removed from any one stratum. 
The a t t r i b u t e  sampling p lan  w i t h i n  each st ratum w i l l  be designed t o  have a  
h igh  p r o b a b i l i t y  (g rea te r  than o r  equal t o  90%) o f  i n c l u d i n g  a t  l e a s t  one de fec t  
when the  number o f  l a r g e  defects a re  such t h a t  the  t o t a l  amount removed i n  a  
s t ratum i s  G. An a t t r i b u t e  sample s i z e  i s  determined by the  d e t e c t i o n  goal (G), 
t he  amount o f  ma te r i a l  per conta iner ,  and the  r i s k  o f  n o t  i n c l u d i n g  a t  l e a s t  one 
de fec t  i n  the  sample. The f o l l o w i n g  symbols w i l l  be u t i l i z e d :  
n  = sample s i z e  f o r  stratum, 
N = t o t a l  number o f  conta iners i n  stratum, 
f3 = p r o b a b i l i t y  o f  n o t  ob ta in ing  a t  l e a s t  one de fec t  (ou t  o f  d )  i n  t he  
sarnpl e  , (a 
d  = G/YA = number o f  conta iners  needed t o  ob ta in  G u n i t s  o f  SNM by removing 
YA u n i t s  from each ( i f  G/YA i s  n o t  an in teger ,  round t o  the  nex t  h ighes t  
i n t e g e r ) ,  
(a )  B may a l so  be i n t e r p r e t e d  as the  p r o b a b i l i t y  o f  nondetect ion o f  a t  l e a s t  one 
de fec t  i n  t h e  sample. This  assumes t h e  p r o b a b i l i t y  o f  i d e n t i f y i n g  a  de fec t ,  
g iven i t  i s  i n  the  sample, i s  one. See Sect ion 6.1 f o r  more on t h i s  sub jec t .  
G = goal q u a n t i t y ,  
A = amount o f  SNM i n  each con ta ine r  i n  s t ra tum,  
Y = f r a c t i o n  o f  A t o  be removed f rom each con ta iner .  
Sarn~ le  S ize  Dete rmina t ion  - Zero Defects  
I n  a t t r i b u t e  t e s t i n g ,  i t  i s  u s u a l l y  assumed t h a t  a  known d e f e c t  i s  de tec ted  
w i t h  100% c e r t a i n t y  ( a  con ta ine r  i s  determined t o  be e i t h e r  d e f e c t i v e  o r  n o t  
d e f e c t i v e ) .  A d i s t r i b u t i o n  f rom t h e  Bernou l l  i c l a s s  o f  s t a t i s t i c a l  d i s t r i  bu- 
t i o n s  w i l l  p rov ide  t h e  bas i s  f o r  de te rmin ing  t h e  sample s ize .  Since sampling 
w i l l  be performed on t h e  con ta ine rs  w i t h i n  a  s t ra tum w i t h o u t  replacement, t h e  
hypergeometr ic d i s t r i b u t i o n  i s  used t o  c a l c u l a t e  a sample s i z e  [Jaech, 1973; 
Sherr,  19721 : 
Of ten a conserva t i ve  approx imat ion 
based on t h e  b inomia l  d i s t r i b u t i o n  (sampl i n g  w i t h  rep1 acement) i s  s u b s t i t u t e d  
[Hough, Schneider, Stewart ,  e t  a1 . , 19741. Th i s  sample s i z e  i s  conserva t i ve  
because i t  i s  l a r g e r  than  t h a t  based on t h e  hypergeometr ic d i s t r i b u t i o n .  
I n  p r a c t i c e ,  t h e r e  i s  o f t e n  a need t o  d e t e c t  v e r y  l a r g e  de fec t s  q u i c k l y .  
Non- dest ruct ive ins t ruments  a re  o f t e n  used t o  do t h i s .  They a re  n o t  as sens i-  
t i v e  as d e s t r u c t i v e  techniques b u t  do p rov ide  a t i m e l y  response. Those l a r g e  
de fec t s  b i g  enough t o  be de tec ted  immediate ly  w i l l  be r e f e r r e d  t o  as gross 
de fec t s .  
I f  immediate d e t e c t i o n  o f  gross de fec t s  i s  r equ i red ,  a  sampl ing p l an  and 
sample s i z e  separate f rom t h e  o v e r a l l  sampl ing p l a n  t o  d e t e c t  l a r g e  d i v e r s i o n s  
are  required.  I f  t h e  t ime l iness  o f  gross de fec t  de tec t i on  i s  n o t  required,  o n l y  
one sampling p lan  and sample s i z e  f o r  de tec t i ng  l a rge  defec ts  i s  requ i red  
(because d e s t r u c t i v e  techniques w i l l  de tec t  any l a r g e  de fec t ) .  
Assume a l a r g e  de fec t  i s  detectable by a measurement device which i s  sensi-  
t i v e  t o  removals from a conta iner  l a r g e r  than YOA (where Yo i s  a f r a c t i o n  o f  t he  
amount A i n  a conta iner ) .  Assume a gross de fec t  i s  detectable by a measurement 
device which i s  s e n s i t i v e  t o  removals from a conta iner  l a r g e r  than YIA (where 
y1 > Yo i s  a f r a c t i o n  o f  the  amount A i n  a conta iner ) .  
It i s  c l e a r  t h a t  a t t r i b u t e  sample s izes  t o  detec t  l a r g e  ( i n c l u d i n g  gross) 
de fec ts  should be chosen t o  combat a d i v e r t e r ' s  opt imal s t ra tegy .  Since by 
d e f i n i t i o n  a l a r g e  de fec t  can be detected w i t h  c e r t a i n t y  by a simple observa- 
t i o n  o r  a s i n g l e  measurement, t he  d i v e r t e r  should minimize t h e  number o f  remov- 
a l s  made w i t h i n  a stratum. Equivalent ly ,  the  f r a c t i o n  Y removed from each 
conta iner  should be maximized. For gross defects,  t h i s  imp l i es  Y = 1 and 
Y = Y1 f o r  a l l  l a r g e  defects.  The s p e c i f i c  value f o r  Y1 w i l l  depend on t h e  
s e n s i t i v i t y  o f  t he  a t t r i b u t e s  measurements device t o  be employed. Hough, 
Schneider, Stewart, e t  a1 . (1 974) suggest: 
where oT i s  t h e  combined systematic and random e r r o r  standard dev ia t i on  o f  t he  
a t t r i b u t e s  measurement instrument and A i s  the  amount o f  SNM i n  a conta iner .  
The amount A o f  SNM i n  a conta iner  p lays an important  r o l e  i n  sample s i z e  
ca l cu la t i on .  Hough, Schneider, Stewart, e t  a1 . (1974) suggest choosing A t o  be 
the average amount o f  SNM f o r  a l l  conta iners i n  a stratum, where i t i s  assumed 
a l l  conta iners are  w i t h i n  +25% o f  t h i s  average. More conservat ive ( l a r g e r )  
sample s izes  are obta ined from formulas (3.1) and (3.2) by choosing A t o  be 
the  l a r g e s t  amount i n  any conta iner  i n  the  stratum. 
The sample s i z e  formulas (3.1 ) and (3.2) are based on an acceptance number 
o f  zero,(a) which means t h a t  one de fec t  i n  the  sample i s  s u f f i c i e n t  t o  i n d i c a t e  
(a)  This bas is  w i  11 a1 so be r e f e r r e d  t o  as "zero defec t  1 eve1 " . 
3.4 
a d i v e r s i o n  o f  t h e  goal q u a n t i t y  G. Such a sampling scheme c o n t r o l s  t h e  r i s k  o f  
making one o f  t h e  two types o f  s t a t i s t i c a l  e r ro rs- - the  e r r o r  o f  concluding every-  
t h i n g  i s  i n  o rder  when i n  f a c t  something i s  wrong. Th is  i s  t he  8 i n  formulas 
(3.1 ) and (3.2) and w i l l  be equal t o  o r  l e s s  than 10% f o r  t h i s  r e p o r t .  I n  s ta-  
t i s t i c a l  qual i t y  c o n t r o l ,  t h i s  r i s k  has many names; some o f  t he  more common are  
beta e r r o r ,  type I 1  e r r o r  and acceptance qual i t y  l e v e l  (AQL). The second type 
o f  s t a t i s t i c a l  e r r o r  i s  t h a t  o f  concluding something i s  wrong when i n  f a c t  every-  
t h i n g  i s  i n  o rder .  Names used f o r  t h i s  type o f  e r r o r  a re  alpha e r r o r ,  type I 
e r r o r ,  and r e j e c t i o n  qual i ty 1 evel  (RQL) . I n  choosing a zero de fec t  1  evel , we 
ignore  t h e  e f f e c t s  o f  t h i s  type o f  e r r o r .  Emphasis i s  placed o n l y  on the  power 
o f  t h e  t e s t  (1-8) and sample s i zes  are  minimized as a r e s u l t .  I n  most SNM 
account ing systems, even a s i n g l e  gross o r  p a r t i a l  d e f e c t  i s  n o t  acceptable. 
I f  an e r r o r  i s  made by i d e n t i f y i n g  a nonex is ten t  de fec t ,  i t  can be reconc i l ed  
and sampling may cont inue. However, i f  the  t ime o r  expense o f  r e c o n c i l i a t i o n  
i s  excessive, a  p lan  which a l lows sampling t o  immediately cont inue may be of 
i n t e r e s t .  
Sample Size Determinat ion - One o r  More Defects 
Sampling schemes t h a t  a l l o w  one t o  c o n t r o l  t he  alpha e r r o r  as we l l  as t h e  
beta e r r o r  are w ide ly  used i n  i n d u s t r i a l  q u a l i t y  c o n t r o l .  These are  a l so  based 
on hypergeometric o r  b inomia l  d i s t r i b u t i o n s .  The sample s i z e  c a l c u l a t i o n s  are 
q u i t e  complex, and hence pub1 ished tab les  a re  a v a i l a b l e  (Sherr, 1972; 
M i l  Std-105D, 1963). I f  the  tab les  do n o t  cover a p a r t i c u l a r  case o f  i n t e r e s t ,  
approximation formulas are a v a i l a b l e  (Jaech 1973, pp. 320-321 ). 
Table 3.1 i l l u s t r a t e s  the  e f f e c t  on sample s i z e  o f  c o n t r o l l i n g  the  type I 
(alpha)  e r r o r .  Sample s i zes  f o r  zero d e f e c t  (acceptance number = 0 )  were c a l -  
cu l  a ted  us ing  formula (3. l ) 
w i t h  (3 = 0.10 and d = 5. Non- integer r e s u l t s  are rounded up t o  t h e  nex t  i n tege r .  
The t a b l e  values taken from Sherr (1972) are based on the  hypergeometric d i s t r i -  
b u t i o n  w i t h  a - < 0.05, f3 = 0.10 and the  d e t e c t i o n  goal o f  f i v e  de fec t i ves  i n  each 
TABLE 3.1. Sample Size Required f o r  Detect ion o f  F ive Defects 
a t  90% P r o b a b i l i t y  
Sample Size Sample S i  e  
Calculated f o r  Table Valuesfa) f o r  
Populat ion Acceptance Number = 0 Acceptance Number = 1 
Size, N ( a  n o t  s p e c i f i a b l e )  (a I 5%) 
(a )  Values f o r  N = 50, 100 from Sherr (1 972), Tables 
V I  .A and X1V.B respec t i ve l y .  
o f  t he  populat ions. A t  these popu la t ion  sizes, one de fec t  i n  t h e  sample i s  
acceptable b u t  two defec ts  are not.  Note t h a t  t he  sample s izes  requ i red  t o  
achieve a 1 i m i t a t i o n  o f  a < 5% are considerably l a r g e r  than those from t h e  
- 
zero defect formul a. 
The p r o b a b i l i t i e s  o f  a type I e r r o r  (a) f o r  sample s izes  based on a zero 
acceptance number can be ca l cu la ted  using t h e  formula(a) g iven by Jaech (1973, 
p. 321): 
where D i s  the  number o f  de fec ts  i n  the  populat ion.  An i l l u s t r a t i o n  f o r  several 
values o f  D (us ing  the  example o f  Table 3.1 ) i s  g iven i n  Table 3.2. The a values 
are 
a = P [ re jec t i ng  Ho i n  favor of HA g iven Ho i s  t rue ]  
where Ho: Number de fec t i ve  = D 
HA: Number de fec t i ve  = 5 
(a)  Based on the  hypergeometric d i s t r i b u t i o n .  
TABLE 3.2. P r o b a b i l i t i e s  o f  Type I E r r o r  (a) f o r  Acceptance 
Numbers o f  0 and 1 
Acceptance Number = 0 











Acceptance Number = 1 
a f o r  D = 
N 1 2 
- 
n 





Although the  r e s u l t s  i n  Table 3.2 are o n l y  an example, increas ing the  
acceptance number o f  the  sampling p lan  w i l l  genera l ly  decrease a through 
increased sample s izes.  The increase i n  sample s i z e  can be substant ia l  and 
hence the  greater  sampling costs must be compared t o  the  r e s u l t a n t  costs asso- 
c i a t e d  w i t h  i n v e s t i g a t i n g  a type I e r r o r .  I n  SNM accounting, any confirmed 
defects, even i f  on ly  a f r a c t i o n  o f  t he  de tec t i on  goal , are usual l y  n o t  accept- 
able. Since we assume l a r g e  defects w i t h i n  the  sample are detected w i t h  100% 
c e r t a i n t y ,  t he  zero defec t  (acceptance number = 0) sampling p lan  should usua l l y  
be chosen. 
When compari ng zero acceptance sampl i ng t o  sampl i ng w i  t h  h igher  acceptance 
numbers, one add i t i ona l  p o i n t  should be considered. Appendix A . l  shows, t h a t  
f o r  zero acceptance sampling, t he  p r o b a b i l i t y  o f  de tec t i ng  d i ve rs ion  by the  
s t ra tegy  o f  removing p a r t  o f  t he  goal q u a n t i t y  from each o f  several s t r a t a  i s  
a t  l e a s t  as h igh  as de tec t i ng  the  d i ve rs ion  o f  t he  e n t i r e  goal q u a n t i t y  from a 
s i n g l e  stratum. This i s  n o t  necessar i l y  t r u e  f o r  sampling schemes w i t h  accept- 
ance numbers o f  one o r  higher. Thus, zero acceptance sampling b e t t e r  combats 
the  d i ve rs ion  s t ra tegy  o f  t ak ing  a p o r t i o n  o f  t he  goal q u a n t i t y  G from each o f  
several s t r a t a .  
A1 1 oca t ion  o f  Sampl e 
Refer r ing  t o  Sect ion 1.4, steps 3-6 o f  developing a sampl i n g  p lan  have 
been discussed f o r  s t r a t i f i e d  a t t r i b u t e  sampling. Options on the  choice o f  
d i s t r i b u t i o n  (hypergeometric o r  b inomia l  ) , acceptance number (0, 1  , o r  more), 
and conta iner  con ten t  (average conta iner  con ten t  o r  1 a rges t  con ten t )  and e f f e c t s  
on sample s i z e  were discussed. The nex t  s tep  i n  developing the  sampling p lan  i s  
t o  a1 l o c a t e  t he  sample s i z e  n w i t h i n  a stratum. 
The sample s i z e  formulas p rev ious l y  discussed are  based on t h e  b inomia l  o r  
hypergeometric d i s t r i b u t i o n ,  and thus a re  i n h e r e n t l y  based on simple random 
sampling. Simple random sampling may be q u i t e  t ime consuming and expensive 
as discussed below. 
Most o f  a  f a c i l i t y ' s  i nven to ry  may be l oca ted  i n  storerooms, where con- 
t a i n e r s  are s to red  on shelves o r  p a l l e t s ,  o r  i n  cabinets,  cub i c les  o r  b ins .  
An important  c h a r a c t e r i s t i c  o f  SNM storage systems i s  t h a t  t h e  i nven to ry  records 
show which cab ine t ,  b in ,  o r  she l v ing  u n i t  conta ins any s p e c i f i c  con ta iner  o r  i tem. 
Since i n d i v i d u a l  con ta iner  l o c a t i o n  i s  i d e n t i f i e d  o n l y  by s torage u n i t  i n  t he  
i nven to ry  records, t h e  e n t i r e  storage u n i t  must be i n v e n t o r i e d  t o  con f i rm  t h a t  
an i t e m  i s  miss ing.  Also, t o  l o c a t e  one s p e c i f i c  i t em t h a t  i s  n o t  miss ing,  h a l f  
t he  s torage u n i t ,  on the  average, w i l l  be i n v e n t o r i e d  before t h e  i t e m  i s  found. 
Thus, s i g n i f i c a n t  e f f o r t  may be requ i red  f o r  s imple random -sampling when i tems 
are  s to red  i n  groups ( c l u s t e r s ) .  The storage mode and c h a r a c t e r i s t i c s  o f  con- 
t a i n e r s  i n  t h e  s t ra tum may suggest o t h e r  sampling techniques (such as c l u s t e r  
sampling i n  t h i s  type o f  s i t u a t i o n ) .  
Before cons ider ing  methods o the r  than simple random sampling f o r  a l l o c a t -  
i n g  a sample s i ze ,  no te  t h a t  they may n o t  y i e l d  t he  same p r o b a b i l i t y  o f  detec-  
t i o n  s p e c i f i e d  i n  t h e  sample s i z e  c a l c u l a t i o n .  This  i s  because t h e  p rev ious l y  
discussed sample s i z e  c a l c u l a t i o n s  imp1 i c i t l y  assume s imple random sampl ing.  
L e t  us consider  one c l u s t e r  sampling a l l o c a t i o n  p lan  i n  which t h e  sample 
s i z e  and t h e  number o f  i tems per  s torage u n i t  determine the  number o f  u n i t s  
( c l u s t e r s )  t o  sample, i .e., t he  number t h a t  con ta in  a t  l e a s t  t he  requ i red  sample 
s i ze .  The s p e c i f i c  s torage u n i t s  are chosen by a randomizat ion procedure. The 
i nven to ry  f i l e s  a re  then examined t o  o b t a i n  a complete l i s t  o f  i tems i n  each o f  
t h e  chosen u n i t s ,  a  t r i v i a l  t ask  f o r  a  computerized system. The i nven to ry  teams 
then per form t h e  ac tua l  v e r i f i c a t i o n s  f o r  every conta iner  i n  each c l u s t e r  chosen. 
While a  c e r t a i n  e f f i c i e n c y  i s  achieved by sampling a l l  conta iners i n  a  s t o r -  
age u n i t ,  a l o s s  o f  de tec t i on  c a p a b i l i t y  may r e s u l t  f o r  some d i v e r s i o n  s t ra teg ies .  
For example, i t  i s  c l e a r  t h a t  a  d i v e r t e r ' s  opt imal  s t ra tegy  aga ins t  the above 
c l u s t e r  a1 l o c a t i o n  p lan  i s  t o  take a l l  o f  t he  conta iners  desi red from as few 
storage u n i t s  as possib le.  The f o l l o w i n g  simple numerical example shows t h a t  
the  power o f  de tec t i on  s p e c i f i e d  i n  the  sample s i z e  c a l c u l a t i o n  i s  n o t  re ta ined  
us ing  the  above c l u s t e r  sample s i z e  a l l o c a t i o n .  
Le t  a  s t ratum conta in  N = 100 i tems s tored i n  k  storage u n i t s  ( c l u s t e r s )  
w i t h  100 i tems i n  each c l u s t e r .  It i s  des i red  t o  de tec t  a t  l e a s t  one o f  10 k  
de fec t i ve  i tems w i t h  90% p r o b a b i l i t y .  Using the  c l u s t e r  a l l o c a t i o n  p lan  
described above, the  p r o b a b i l i t y  o f  de tec t i on  w i l l  be i nves t i ga ted  f o r  several 
values o f  k (note t h a t  k  = 100 i s  equ iva len t  t o  simple random sampling) : 
where d  = 10 
6 = 0.1 
n  = 19.64 = 20 
The p r o b a b i l i t i e s  o f  de tec t i ng  a t  l e a s t  one de fec t  a re  summarized i n  Table 3.3. 
Note t h a t  the  p r o b a b i l i t y  o f  de tec t i on  i s  much lower than 90% when the  number 
of c l u s t e r s  i n  a  s t ratum i s  smal l .  The p r o b a b i l i t y  o f  de tec t i on  increases as 
the  numbers o f  c l u s t e r s  increases. The case when each conta iner  i s  a  c l u s t e r  
i s  equ iva len t  t o  simple random sampling and y i e l d s  90% p r o b a b i l i t y  o f  de tec t ion .  
The above example has po in ted  o u t  a  d i v e r s i o n  s t ra tegy  where the  p r o b a b i l i t y  
of  de tec t i on  may be much l e s s  than s p e c i f i e d  i f  the  p rev ious l y  ca l cu la ted  sample 
s i z e  i s  d i s t r i b u t e d  us ing  c l u s t e r  sampling a l l o c a t i o n .  The d i v e r s i o n  s t ra tegy  
assumed the  d i v e r t e r  would take a l l  o f  the  SNM from every conta iner  i n  a  storage 
u n i t  ( c l u s t e r )  and would do so f o r  as many c l u s t e r s  as necessary t o  o b t a i n  the  
goal q u a n t i t y  G. While t h i s  i s  an opt imal  s t ra tegy  aga ins t  c l u s t e r  sampling 
a l l o c a t i o n ,  i t  may n o t  be p re fe r red  i f  o the r  methods are  employed which e a s i l y  
TABLE 3.3. Probabilities of Detecting at Least One Defect 
for Cluster Sample A1 location Example 
Number Number Number 
o f o f of Probabil i ty 
Clusters I terns/ Clusters of 
(kg) Cluster in Sample Detection 
(a) Equivalent to simple random sampl ing . 
detect concentrated large losses of this type. Other reasonable diversion stra- 
tegies exist for which the cluster sampling allocation would provide probabilities 
of detection higher than the prespecified 90%. 
To summarize, allocation of a predetermined stratum sample size by cluster 
sampling can significantly reduce sample location and collection times. How- 
ever, since the original sample size was calculated based on simple random 
sampling, the probability of detection may suffer using a cluster sampling allo- 
cation scheme. The choice of whether to use this scheme requires consideration 
of the benefits and risks mentioned above. In addition, the structure of other 
portions of the verification effort will impact this decision. 
Other a1 location schemes can be considered (see Section 1 . 3 ) .  Systematic 
sampling offers no advantages over simple random sampling in this application 
and is hence rejected. Given the assumption of homogeneous strata with respect 
to SNM content, allocation with PPS is basically equivalent to simple random 
sampl ing . 
While not true a1 location schemes, sequential sampl ing techniques are 
appl icabl e. Specif ical ly, curtailed sequential sampl ing appears most appro- 
priate. A maximum sample size is calculated and an allocation scheme specified. 
One at a time, containers are sampled according to the allocation scheme and 
v e r i f i c a t i o n  t e s t i n g  ( e i t h e r  f o r  gross o r  a l l  l a r g e  defec ts )  i s  performed. I f  
a de fec t  i s  found, sampling stops a t  t h a t  p o i n t  f o r  c o r r e c t i v e  ac t i on .  I f  not ,  
sampl i n g  proceeds. I f  no de fec ts (a )  are found by the  t ime the  maximum sample 
s i z e  i s  reached, t he  r i s k  l e v e l  f o r  the  s p e c i f i e d  goal q u a n t i t y  G i s  s a t i s f i e d .  
Since v e r i f i c a t i o n  stops whenever one de fec t (a )  i s  found o r  when a t o t a l  number 
of conta iners  i s  v e r i f i e d  w i thou t  defects,  t h i s  scheme i s  s t a t i s t i c a l l y  a type 
o f  c u r t a i l e d  sequent ia l  sampl i n g  (Cohen, 1970; Guenther , 1969). More informa- 
t i o n  on sequent ia l  sampling can be found i n  Wald (1947). 
3.1.2 S t r a t i f i e d - C l  u s t e r  A t t r i b u t e  Sam~ l  i n a  Plans 
This type o f  sampling p lan  assumes t h e  popu la t ion  i s  composed o f  c l u s t e r s  
o f  elements and s t r a t i f i e d  based on type and content  o f  SNM (as spe l l ed  o u t  i n  
Sect ion 3.1 . I ) .  Fur ther ,  i t  i s  assumed t h a t  a l l  c l u s t e r s  w i l l  con ta in  the  same 
( o r  approximately the same) number o f  conta iners.  A sample s i z e  f o r  each s t r a -  
tum w i l l  be ca l cu la ted  based on a simple one-stage c l u s t e r  sampl i n g  a l l o c a t i o n  
scheme. This i s  i n  con t ras t  t o  the  sampling p lan  discussed i n  Sect ion 3.1 .l, 
where a simple one-stage c l u s t e r  sampling a l l o c a t i o n  was used bu t  the  sample 
s i z e  n was ca l cu la ted  based on a simple random sample. Some add i t i ona l  nota-  
t i o n  beyond t h a t  u t i l i z e d  i n  Sect ion 3.1.1 i s  requ i red :  
M = number o f  c l u s t e r s  i n  the  stratum, 
m = number o f  c l u s t e r s  sampled from the  stratum, 
Nc = number o f  conta iners per  c l u s t e r .  
Each c l u s t e r  i s  assumed t o  have approximately the  same number o f  conta iners,  
thus the  problem of c a l c u l a t i n g  n reduces t o  t h a t  o f  determining m, because 
Since a s i  ng l  e-stage c l u s t e r  sampl e invo lves  v e r i f y i n g  every conta iner  i n  a 
c l u s t e r ,  the  ex is tence o f  a t  l e a s t  one d e f e c t i v e  conta iner  i n  a c l u s t e r  imp l i es  
(a )  Assuming a zero acceptance number sampling plan. The acceptance and 
r e j e c t i o n  numbers w i l l  be h igher  f o r  o the r  plans. 
t h a t  t he  c l u s t e r  i s  de fec t i ve .  Thus, t he  p r o b a b i l i t y  o f  n o t  ob ta in ing  a t  l e a s t  
one d e f e c t i v e  conta iner  (ou t  o f  d  i n  t he  popu la t ion  o f  N conta iners )  i n  a  sample 
o f  n  conta iners  i s  equal t o  the  p r o b a b i l i t y  o f  n o t  ob ta in ing  a t  l e a s t  one defec-  
t i v e  c l u s t e r  ( o u t  o f  c  i n  t he  popu la t ion  o f  M c l u s t e r s )  i n  a  sample o f  m c l u s t e r s .  
Hence, based on formula (3.1 ) and the  hypergeometric d i s t r i b u t i o n ,  t he  number o f  
c l u s t e r s  m requ i red  f o r  the  sample i s  
A conservat ive approximation based on formula (3.2) and the  binominal d i s t r i  bu- 
t i o n  i s  
where B = p r o b a b i l i t y  o f  n o t  ob ta in ing  a t  l e a s t  one d e f e c t i v e  c l u s t e r  ( o u t  
o f  c )  i n  the sample, 
c  = d/Nc = G/VANc = number o f  c l u s t e r s  needed t o  o b t a i n  G u n i t s  o f  SNM 
by removing YANc u n i t s  from each c l u s t e r .  I f  G/YANc i s  n o t  an 
i n tege r ,  round t o  the  n e x t  h ighes t  i n tege r .  
I f  m i nc ludes  a  f r a c t i o n a l  amount, t he  nex t  h igher  i n t e g e r  i s  used f o r  m. Note 
t h a t  the  form f o r  c, 
assumes t h a t  i f  a  c l u s t e r  i s  de fec t i ve ,  every conta iner  i n  t he  c l u s t e r  i s  
de fec t i ve .  C lea r l y  t h i s  i s  the  opt imal  s t ra tegy  f o r  a  d i v e r t e r  g iven the  
one-stage c l u s t e r  sampl i n g  plan. 
A t  t h i s  p o i n t ,  the  s i t u a t i o n  i s  analogous t o  t h a t  f o r  s t r a t i f i e d  a t t r i b u t e  
sampling (discussed i n  Sect ion 3.1.1 ) .  The major po in t s  a re  r e i t e r a t e d  here 
w i t h  a d d i t i o n a l  comments based on the  c l u s t e r  s t r u c t u r e .  
a I f  required,  a separate sample s i z e  f o r  the  t i m e l y  detec t ion  o f  gross 
defects i s  computed by choosing y = 1 i n  formula (3.3) o r  (3.4). This 
provides a sample s i z e  l a rge  enough t o  combat the  opt imal d j ve rs ion  s t ra tegy  
f o r  gross defec ts  which invo lves  d i v e r t i n g  the  t o t a l  contents o f  each con- 
t a i n e r  i n  a c l u s t e r  f o r  enough c l u s t e r s  t o  a t t a i n  the  desi red goal q u a n t i t y  
G. 
a I f  the  t i m e l y  de tec t i on  of gross defects i s  n o t  required,  a s i n g l e  sample 
s i z e  i s  ca l cu la ted  by choosing y ( the  f r a c t i o n  o f  each conta iner  t o  be 
d i ve r ted )  according t o  the  s e n s i t i v i t y  o f  t he  a t t r i b u t e s  measurement 
device (see Sect ion 3.1.1). 
a The amount o f  SNM i n  a conta iner  (A) can be chosen t o  be the  average amount 
i n  a l l  conta iners i n  a c lus te r ,  o r  the  amount i n  the  l a r g e s t  conta iner  
(which y i e l d s  a more conservat ive sample s i z e ) .  Likewise, i f  the  number 
o f  conta iners i n  each c l u s t e r  i s  n o t  t he  same, Nc may be chosen t o  be 
e i t h e r  the  average o r  l a r g e s t  number. Choosing the  l a r g e s t  number y i e l d s  
a more conservat ive ( l a r g e r )  sample s i ze  than does the  average. 
a The c l u s t e r  sample s i z e  formulas (3.3) and (3.4) are based on an acceptance 
number o f  zero. Sample s izes  f o r  l a r g e r  acceptance numbers are a v a i l a b l e  
by modi fy ing the  techniques referenced i n  Sect ion 3.1.1. 
A l l o c a t i o n  o f  C lus ter  Sample Size 
Once the  c l u s t e r  sample s i z e  m i s  computed, the  m c l u s t e r s  t o  be sampled 
must be chosen. One p o s s i b i l i t y  i s  t o  choose the  c l u s t e r s  by simple random 
sampling. This i s  the  most reasonable choice when the  number o f  conta iners 
per  c l u s t e r  i s  approximately the  same. 
I f  the  number o f  conta iners per c l u s t e r  var ies  widely, the  preceding 
techniques may be appl ied, t ak ing  care t h a t  a s u f f i c e n t  number o f  c l u s t e r s  
are  chosen t o  preserve the  chosen value o f  6. This may requ i re  a mod i f i ca t i on  
o f  t h e  value o f  m obtained from formula (3.3) o r  (3.4). A PPS a l l o c a t i o n  scheme 
i s  suggested i n  t h i s  s i t u a t i o n  (see Sect ion 3.1.3 o r  r e f e r  t o  Levy and Lemeshow 
1980, p. 247). 
Whichever situation or allocation scheme, a curtailed sequential sampling 
technique is applicable. Sampling of clusters proceeds until too many defects 
are observed or until the maximum sample size is reached. 
3.1.3 A Probability Proportional to Size Sampling Plan - Verification by 
Population Total 
The attribute sampling plans considered in Sections 3.1.1 and 3.1.2 re1 ied 
on having a stratified population of containers. However, stratification may 
not always be possible or desirable. Good, Griffith and Haml in (1978) and 
Hamlin (1981) present examples of such situations and suggest sampling plans 
which involve sampl ing with probabi 1 i ty proportional to size (PPS) . In other 
situations, stratification may be part of the sampling plan, but allocation 
schemes which assume equal weighting for containers or clusters of containers 
may not be appropriate. Such an example was noted in Section 3.1.2. Natural 
clusters of containers may exist in a facility, where the number of containers 
per cluster varies widely. Sampl ing clusters with probabil ity proportional to 
size (number of containers in the cluster) may be applicable. 
The development of a sampling plan with probability proportional to size 
proceeds as follows. The first requirement is a listing of all containers in 
the population (or stratum) showing the identity and location of all containers, 
the amounts of SNM in each container, and the cumulative sum for the total amount 
(T) present. 
The next step in developing the sampling plan i s  to select the variable 
which will measure "size." Variables such as the quantity or strategic value 
of SNM might be used to measure the size of a container. For a cluster of con- 
tainers, the same variables or the number of containers in the cluster could be 
used to measure size. While these variables are often measured in common units, 
Good, Griffith and Haml in (1978) suggest it can be meaningful to use the small - 
est defect size detectable with certainty as the measurement unit. Both the 
size variable and its measurement unit significantly impact the sample size 
calculation and selection of the sample. 
Once the  s i z e  va r iab le  measurement u n i t  (U) i s  chosen, the  i n d i v i d u a l  and 
cumulat ive conta iner  contents are expressed i n  terms o f  measurement u n i t s .  The 
populat ion s i z e  i n  measurement u n i t s  i s  g iven by N* = T/U. 
Sample Size Determinat ion 
The PPS a t t r i b u t e  sample s i z e  should be la rge  enough t o  provide a h igh  pro-  
b a b i l  i t y  o f  i nc lud ing  a t  l e a s t  one de fec t  when the  number of l a r g e  defects i s  
such t h a t  t he  t o t a l  amount removed i s  G. Formulas (3.1 ) and (3.2) are s t i l l  
appl icable,  given t h a t  t he  ca l cu la t i ons  must be performed i n  the  new u n i t s  o f  
measurement. Speci f i c a l  l y  , we have sample s i z e  formulas analogous t o  (3.1 ) and 
t h e  conservat ive approximation (3.2): 
and 
where n* = sample s i z e  o f  new populat ion u n i t s ,  
N* = T/U = popu la t ion  s i z e  i n  new u n i t s  o f  measurement, 
T = t o t a l  amount SNM present i n  populat ion ( o r  stratum) i n  o r g i n a l  
u n i t s  o f  measurement, 
U = new u n i t  o f  measurement, 
f3* = p r o b a b i l i t y  o f  n o t  ob ta in ing  a t  l e a s t  one defec t  (ou t  o f  d* new 
u n i t  defects)  i n  the  sample, 
d* = G/U = number o f  new u n i t s  o f  SNM needed t o  ob ta in  G o r i g i n a l  un i t s ,  
G = goal q u a n t i t y  i n  o r i g i n a l  u n i t s .  
I f  t i m e l y  de tec t i on  o f  gross defec ts  i s  required, a separate sample s i z e  
(and sampling p lan)  i s  developed by choosing a new u n i t  o f  measurement t o  be 
the  de fec t  s i z e  detectable w i t h  c e r t a i n t y  by the  instrument used f o r  de tec t i on  
of gross defects.  
A1 l o c a t i o n  o f  Sample Size 
The f i r s t  s tep  i n  the  a l l o c a t i o n  o f  t he  sample s i z e  i s  t o  randomly s e l e c t  
n* d i f f e r e n t  numbers between 1 and N* and arrange them i n  ascending order .  
Using the  cumulat ive l i s t  o f  SNM u n i t s ,  t he  conta iners associated w i t h  the  n* 
nurrlbers are  determined. There i s  no need t o  s e l e c t  an a l t e r n a t i v e  conta iner  
i f  more than one o f  the  n* numbers i s  associated w i t h  any conta iner .  
The number o f  conta iners ( n )  sampled w i t h  t h i s  sampling p lan  and a l l o c a t i o n  
scheme i s  random, depending upon the  s i z e  o f  each conta iner  and t h e  measurement 
u n i t  chosen. Sequential  and c u r t a i l e d  sequent ia l  sampling techniques are  a p p l i c -  
ab le  as the  v e r i f i c a t i o n  inspect ion  e f f o r t  progresses. 
3.1.4 A P r o b a b i l i t y  Propor t iona l  t o  Size Sampling Plan - V e r i f i c a t i o n  by 
Containers 
The PPS sampling approach considered i n  Sect ion 3.1.3 d i f f e r s  s i g n i f i c a n t l y  
from the  prev ious sampling plans we have considered. By n o t  assuming s t r a t i f i -  
ca t ion ,  i t  was na tu ra l  t o  v e r i f y  the  t o t a l  amount o f  SNM i n  the  popu la t ion .  I n  
doing so, l i t t l e  a t t e n t i o n  was g iven t o  i n d i v i d u a l  conta iners.  This  i s  i n  con- 
t r a s t  t o  t he  approaches o f  sampling plans i n  Sections 3.1.1 and 3.1.2 which seek 
t o  v e r i f y  SNM by conta iner .  There i s  a s u b t l e  d i f f e r e n c e  between the  two 
approaches, which can a f f e c t  sample s ize .  A PPS sampling p lan  based on 
conta iner  v e r i f i c a t i o n  i s  presented i n  t h i s  sec t ion .  
Sample Size Determinat ion 
Formulas (3.1) and (3.2) have been the  bas is  o f  a l l  the  a t t r i b u t e  sampling 
p lan  sample s izes  discussed thus f a r .  I n  t h e i r  development (Sect ion  3.1.1 ) , i t  
was assumed t h a t  the  importance o f  each conta iner  i n  t he  popu la t ion  o r  s t ra tum 
was approximately t he  same. A PPS sampl i n g  plan, however, imp1 i c i  t l y  assumes 
t h a t  some conta iners  are  more " important"  than others.  While the re  i s  c l e a r l y  
a c o n f l i c t , ( a )  l e t  us consider the  i m p l i c a t i o n s  o f  i gno r ing  t h i s  c o n f l i c t  and 
u t i l i z i n g  formula (3.1) o r  (3.2) t o  determine a PPS sample s i ze .  
(a )  Note t h a t  there  i s  no c o n f l i c t  i n  Sect ion 3.1.3 s ince the re  the  new measure- 
ment u n i t s  a re  the  i tems t o  be sampled, and they are  equa l l y  impor tan t  due 
t o  t h e i r  common s ize .  
I n  u t i l i z i n g  formula (3.1) o r  (3.2), a value must be chosen f o r  A, t he  
amount o f  SNM i n  each container.(a) Here the  amount i s  n o t  uniform, bu t  va r ies  
w ide ly  across t h e  popu la t ion  ( o r  s t ratum).  Choosing A as the  amount i n  the  
l a r g e s t  conta iner  y i e l d s  a conservat ive sample s i z e  ( i  .e., 6 - < chosen value).  
However, if the  d i f f e rence  between the  l a r g e s t  and smal les t  conta iners i s  great ,  
then the  requ i red  sample s i z e  may be q u i t e  a b i t  l a r g e r  than i s  needed f o r  t he  
smal ler  containers. On the  o the r  hand, i f  A i s  chosen t o  be the  average amount 
of ma te r ia l  i n  a container,  t h e  sample s i z e  may be too small t o  provide the  
des i red  probab i l  i ty o f  de tec t ion .  The probab i l  i ty  o f  de tec t i on  depends upon 
t h e  goal q u a n t i t y  G, and t h e  d i ve rs ion  s t ra tegy .  I n  t h i s  s i t u a t i o n  the  opt imal  
d i ve rs ion  s t ra tegy  i s  t o  d i v e r t  from the  l e s s  important  containers, s ince they 
are  n o t  as 1 i k e l y  t o  be inc luded i n  the  sample. 
Formulas (3.1 ) and (3.2) may be used t o  c a l c u l a t e  sample s izes  when i t  i s  
des i red  t o  v e r i f y  conta iner  in format ion  by PPS sampling. However, there  are  
some sub jec t i ve  decis ions required,  such as choosing a value f o r  A. Choosing 
A t o  be the  amount i n  the  l a r g e s t  conta iner  w i l l  y i e l d  a conservat ive sample 
size, i .e.  one t h a t  provides a t  l e a s t  t he  des i red  p r o b a b i l i t y  o f  de tec t ion .  
Depending upon the  s p e c i f i c  populat ion and the  v a r i a t i o n  i n  containers, t he  
above choice f o r  A may y i e l d  a very conservat ive sample s i z e  ( too  l a rge ) .  I n  
such a case, the  inspector  could choose a smal ler  sample s i z e  (by choosing A 
t o  be the  average conta iner  amount o r  some value between the  average and the  
maximum amount). I n  making t h i s  choice, the  nominal p r o b a b i l i t y  o f  de tec t i on  
w i l l  be l e s s  s ince fewer conta iners w i l l  be v e r i f i e d .  However, i f  there  i s  
l i t t l e  chance o r  concern t h a t  a d i ve rs ion  took p lace i n  l ess  important  con- 
ta iners ,  then t h i s  l oss  i n  p r o b a b i l i t y  o f  de tec t i on  may n o t  be o f  concern. 
If the sample s i z e  i s  reduced, an est imate o f  the  new p r o b a b i l i t y  o f  detec- 
t i o n  i s  given by 
where n i s  now the  reduced sample s i z e  (Jaech 1973, pg. 327). 
(a )  Recall t h a t  d = GlyA i n  formulas (3.1) and (3.2). 
A l l o c a t i o n  o f  Sample Size 
Once the  number o f  conta iners t o  sample i s  determined, t he  PPS a l l o c a t i o n  
scheme must be out1 ined. The p r e l  im inary  requirements are  i d e n t i c a l  t o  those 
i n  Sect ion 3.1.3: 1)  a measure o f  s i z e  o r  importance f o r  each conta iner ,  2)  a  
l i s t i n g  o f  a l l  con ta iners  w i t h  t h e i r  associated s i z e  and cumulat ive s ize,  and 
3)  the t o t a l  combined s i z e  o f  a l l  conta iners.  
To s e l e c t  t he  sample, begin by l e t t i n g  N* represent  t he  number o f  measure- 
ment u n i t s  i n  t h e  t o t a l  combined s i z e  o f  a l l  conta iners.  Then a number between 
1 and N* i s  randomly se lec ted  and i t s  associated conta iner  i s  found us ing  the  
cumulat ive s i z e  column i n  the  l i s t i n g .  This  conta iner  i s  then i n  the  sample. 
The process cont inues as numbers between 1 and N* are randomly selected.  I f  
a se lec ted  number i s  associated w i t h  a conta iner  a l ready  i n  the  sample, another 
number i s  se lected.  This  procedure(a) cont inues u n t i l  t he  sample s i z e  n i s  
reached, where n d i f f e r e n t  conta iners are  i n  t he  sample. 
Agai n , sequent ia l  and c u r t a i l e d  sequenti  a1 techniques are  appl i cab le .  I n  
most s i t u a t i o n s  the  sample s i z e  and sample conta iners  w i l l  be determined p r i o r  
t o  beginning the  v e r i f i c a t i o n  e f f o r t .  It i s  the  actual  v e r i f i c a t i o n  e f f o r t  t h a t  
i s  sequent ia l .  There are  th ree  choices on how t o  v e r i f y  t he  conta iners  i n  t he  
sample: 1 ) i n  random order ,  2) i n  t he  order  selected, o r  3)  i n  t he  order  de te r-  
mined by the  s i z e  o r  importance o f  each. Options 2 and 3 w i l l  be s i m i l a r  and 
can even be i d e n t i c a l .  With any choice, sampling stops when a de fec t  i s  found 
o r  when the  maximum sample s i z e  i s  reached. The b e n e f i t  o f  choosing 2 o r  3 i s  
the  p o t e n t i a l  f o r  more t i m e l y  de tec t i on  o f  a de fec t  i f  a d i v e r t e r  i s  indeed 
i n t e r e s t e d  i n  t he  more important  conta iners.  
There i s  one f i n a l  p o i n t  which should be made. Any sampling p lan  i n v o l v -  
i n g  sampling w i t h  PPS inc ludes the  i m p l i c i t  assumption t h a t  some conta iners  are  
more " important"  than o thers  i n  v e r i f y i n g  the  t o t a l  populat ion.  The " importance" 
may be measured by physical  o r  s t r a t e g i c  s i ze .  I f  a l l  con ta iners  o f  a popula- 
t i o n  ( o r  stratum) a re  equa l l y  important ,  sampling w i t h  PPS i s  equ iva len t  t o  
simp1 e random sampl i ng . 
(a)  I f  a computer i s  ava i l ab le ,  a more e f f i c i e n t  a lgo r i t hm can be devised. 
3.1 .5 Other A t t r i b u t e  Sampl i ng P l  ans 
The a t t r i b u t e  sampling plans discussed thus f a r  are by no,means exhaust ive 
o f  a l l  poss ib le  a t t r i b u t e  sampling plans. Many o the r  v a r i a t i o n s  could be devel-  
oped w i t h  s l i g h t  mod i f i ca t i ons  i n  e x i s t i n g  plans. The plans we have considered 
i n v o l v e  the  bas ic  sampling techniques most app l i cab le  t o  SNM v e r i f i c a t i o n  work: 
s t r a t i f i c a t i o n ,  c l u s t e r i n g  , PPS, s imple random, and sequent ia l  techniques. 
Through the  i l l u s t r a t i o n  o f  these techniques i n  t he  sampling plans discussed, 
the  development o f  o the r  plans should be c l e a r .  
3.1.6 Comparison o f  S t r a t i f i e d  A t t r i b u t e  Sampl i n g  Plans 
The sampling plans discussed i n  Sect ions 3.1.1 and 3.1.2 w i l l  be compared 
here i n  terms o f  requ i red  sample s ize .  S p e c i f i c a l l y ,  a zero defect ,  s imple ran-  
dom sampl i ng p lan  (Sect ion 3.1 . l )  w i  1 1 be compared t o  a one-stage c l  u s t e r  sampl- 
i n g  p lan  (Sect ion 3.1.2), where c l u s t e r s  are chosen by simple random sampl ing .  
To s i m p l i f y  the  comparisons, the conservat ive approximation sample s i z e  formulas 
(3.2) and (3.4) w i l l  be used. With these formulas, i t  i s  easy t o  compute the 
sampling f r a c t i o n  and thus avoid dependence on N. The sampling f r a c t i o n  ( o f  N )  
f o r  formula (3.2) i s  g iven by 
and 
f o r  formula (3.4). The symbol d e f i n i t i o n s  are  as g iven i n  Sections 3.1.1 and 
3.1.2 respec t i ve l y .  Recal l  t h a t  d and c are  i n tege rs  and may be approximated 
by GIYA and G/VANc respec t i ve l y .  I f  these q u a n t i t i e s  are  n o t  in tegers ,  they 
are  rounded t o  t h e  nex t  h ighes t  i n tege r .  The f o l l o w i n g  example w i l l  be used 
t o  p rov ide  a basis  f o r  the comparisons. 
An Example 
A popu la t ion  o f  conta iners i s  s t r a t i f i e d  according t o  t h e  content  o f  235u 
i n  h igh  enr iched uranium (HEU) i n  each conta iner .  Consider one st ratum i n  which 
there  are Ni conta iners,  each conta in ing  approximately the  same amount (A) o f  
HEU. The conta iners are  stored i n  storage cabinets, each o f  which holds Nc con- 
ta iners .  It i s  des i red  t o  v e r i f y  t h i s  s t ratum so t h a t  a  d i v e r s i o n  o f  q u a n t i t y  
G would be detected w i t h  h igh  p r o b a b i l i t y  (1-  f3 - > 0.90). 
Sampl i ng f r a c t i o n s  ( o f  Ni ) f o r  de tec t i ng  removal o f  G = 5  kg o f  2 3 5 ~  i n  
HEU fo r  var ious combinations o f  B, y, and A are g iven i n  Table 3.4 (based on 
TABLE 3.4. Sampl i n g  Frac t ions  f o r  a  Simple Random Sampling 
A t t r i b u t e  V e r i f i c a t i o n  Example 
(a)  Note t h a t  t he  sampling f r a c t i o n s  i n  
t h i s  t a b l e  are the  same fo r  any pro-  
blem where the  A/G [see formula (3.8)] 
r a t i o s  are the  same as those u t i l i z e d  
here. 
Section 3.1 . I ,  simple random sampling) and Table 3.5 (based on Section 3.1.2, 
simple random c lu s t e r  sampling). I t  i s  c l ea r  when comparing the  tables  t ha t  
many more containers must be sampled using simple random c lu s t e r  sampling than 
w i t h  simple random sampling t o  maintain the  desired value of 8.  
TABLE 3.5. Sampling Fractions fo r  a Simple Random Cluster 
Sampl ing At t r ibute  Verif ication Example 
( a )  Note t h a t  the  sampling f rac t ions  i n  this tab le  a re  the same 
f o r  any problem where the  A/.G r a t i o s  a re  the  same as  those 
u t i l i z ed  here. 
Comparison of Nonstratified At t r ibute  Sampl ing Plans 
The two PPS sampling plans discussed i n  Sections 3.1.3 and 3.1.4 will be 
compared now i n  terms o f  sample s i ze s  required f o r  ver i f i ca t ion  applications.  
Recall t h a t  the ver i f i ca t ion  by population to ta l  plan i n  Section 3.1.3 u t i l i z e s  
new measurement units as  the basic sampling u n i t  and ve r i f i e s  the population as  
a whole. The number of containers sampled is random. The plan in Section 3.1.4 
utilizes a container as the basic sampling unit and verifies the population by 
individual container. Formulas (3.5) and (3.1) [or (3.6) and (3.2)] provide the 
sample sizes. The following example will be used to provide a basis for the com- 
parisons and will also serve to illustrate the application of the sampling 
techni ques . 
An Example 
A population consists of 200 containers of various scrap, waste and cleanup 
materials. Each container contains up to 14 kg of 235~ in low enriched uranium 
(LEU), with the following summary of a1 1 containers. 
Range (kg) 
0 - 2  
2 - 4  
4 - 6  
6 - 8  
8 - 10 
10 - 12 
12 - 14 
Number of 
Containers 
A sampling plan with a high probability of detecting 75 kg of 235~ in LEU is 
desired. 
To simplify the problem, assume prior records show that the containers in 
each class above contain the midpoint amount of 235~. That is, assume the prior 
records show the 10 containers in the 0-2 kg class contain 1 kg, the 15 containers 
in the 2-4 kg class contain 3 kg, etc. Due to the measurement device used, a 
measurement unit of 0.1 kg will be used to indicate the importance or "size" of 
each container. 
First the calculation of the PPS sample size for the sampling plan of 
Section 3.1.3 is presented. The following table summarizes some of the 
information necessary to illustrate the technique. 
Cumul a t i  ve 
Number o f  SNM Con t Size Size 
Range (kg)  Containers (kg  o f  $gglJ) (0.1 kg) (0.1 kg) 
Table 3.6 g ives  t h e  cumulat ive conta iner  s i z e  used t o  determine which con- 
t a i  ners a re  sampled. 















































































































# Size - 
--
# 
101 6110 126 
102 6220 127 
103 6330 128 
104 6440 129 
105 6550 130 
106 6660 131 
107 6770 132 
108 6880 133 
109 6990 134 
110 7100 135 
111 7210 136 
112 7320 137 
1 1 3 7 4 3 0  138 
1 1 4 7 5 4 0  139 
1 1 5 7 6 5 0  140 
116 7760 141 
117 7870 142 
1 1 8 7 9 8 0  143 
119 8090 144 
120 8200 145 
121 8310 146 
122 8420 147 
123 8530 148 
124 8640 149 





























# Size - 
--
# 
151 11630 176 
1 5 2 1 1 7 6 0  177 
1 5 3 1 1 8 9 0  178 
154 12020 179 
1 5 5 1 2 1 5 0  180 
156 12280 181 
1 5 7 1 2 4 1 0  182 
158 12540 183 
159 12670 184 
1 6 0 1 2 8 0 0  185 
161 12930 186 
1 6 2 1 3 0 6 0  187 
1 6 3 1 3 1 9 0  188 
164 13320 189 
165 13450 190 
166 13580 191 
167 13710 192 
168 13840 193 
169 13970 194 
170 14100 195 
171 14230 196 
172 14360 197 
173 14490 198 
174 14620 199 




























Formula (3.5) provides t h e  sample s i z e  o f  measurement u n i t s ;  where 
d* = G/U = (75 kglO.1 kg) = 750 u n i t s :  
and 
For each o f  th ree values o f  B*, a  sample s i z e  n* was generated, and the  con- 
t a i n e r s  t o  be sampled were determined using the  1 i s t i n g  i n  Table 3.6. The 
values o f  n* and n, f o r  each o f  th ree values o f  B*, are g iven i n  Table 3.7. 
Note t h a t  n i s  random, due t o  repeated sampl i n g  o f  some conta iners.  The 
values i n  Table 3.7 are  the  r e s u l t  o f  one s imulat ion.  
TABLE 3.7. Sample Sizes f o r  PPS Sampling Plan-- 
V e r i f i c a t i o n  by Populat ion Tota l  
Now the  c a l c u l a t i o n  o f  sample s i z e  f o r  t he  sampling p lan  o f  Sect ion 3.1.4 
i s  presented. Formula (3.1 ) may be used t o  c a l c u l a t e  sample s ize,  where some 
care must be taken i n  the  choice o f  A ,  t he  amount o f  SNM i n  a conta iner .  Choos- 
i n g  A t o  be the  l a r g e s t  amount i n  any conta iner  (13 kg) y i e l d s  a conservat ive 
sample s i z e  f o r  t he  B chosen. The choice o f  A as the  average amount ( 9  kg) w i l l  
a lso  be considered. Using formula (3.1) w i t h  var ious values o f  Y and the  two 
values o f  A noted above, the  sample s izes  found i n  Table 3.8 are obtained. 
TABLE 3.8. Sample Sizes f o r  PPS Sampling Plan-- 
V e r i f i c a t i o n  by Containers 
I n  comparing the  sample s izes  o f  the  two methods, the  r e s u l t s  i n  Table 3.8 
f o r  A = 9 kg and Y = 1 are  almost the  same as the  r e s u l t s  i n  Table 3.7. This 
observat ion i s  somewhat expected, s ince the  method used f o r  Table 3.7 (as devel-  
oped i n  Sect ion 3.1.3) assumes a d i v e r t e r  w i l l  n o t  make removals smal ler  than 
the  u n i t  o f  measurement chosen t o  measure s ize,  an equ iva len t  assumption t o  
choosing Y = 1 i n  Table 3.8. Table 3.8 i l l u s t r a t e s  t h a t  smal ler  sample s izes  
are  requ i red  when Y < 1. The method o f  Sect ion 3.1.3 cou ld  be mod i f ied  t o  i nco r-  
porate values o f  Y l e s s  than one and the  r e s u l t s  could be expected t o  be s i m i l a r  
t o  those i n  Table 3.8 when A = 9 kg. The conservat ive sample s izes  i n  Table 3.8 
f o r  A = 13 kg are  l a r g e r  as expected, b u t  s t i l l  considerably l e s s  than 100% 
sampl i ng . 
I n  summary, g iven equ iva len t  assumptions, the  two PPS sampling plans o f  
Sect ions 3.1.3 and 3.1.4 perform s i m i l a r l y .  The sampling p lan  o f  Sect ion 3.1.4 
i s  presented i n  a more general manner. While t h i s  g e n e r a l i t y  provides more 
f l e x i b i l i t y ,  the  f l e x i b i l i t y  requ i res  the  i n v e s t i g a t o r  t o  make add i t i ona l  
decis ions.  
3.2 VARIABLES SAMPLING PLANS 
Two d i s t i n c t  types o f  va r i ab les  sampling plans w i l l  be considered i n  t h i s  
sect ion.  One type i nves t i ga tes  whether a goal q u a n t i t y  G o f  SNM has been 
removed from a  f a c i l  i t y  ( o r  p o r t i o n  the reo f )  by small d i ve rs ions  from several 
conta iners .  Recal l  t h a t  a  small d i v e r s i o n  i s  de f ined as a  d i v e r s i o n  too  small 
t o  be detected by a  simple observat ion o r  a  s i n g l e  i tem measurement. The second 
type o f  v a r i a b l e  sampl i n g  p lan  i nves t i ga tes  whether a  d i v e r t e r  has i n f l a t e d  the  
random e r r o r  var iance ( o f  an i n d i v i d u a l  conta iner  d i f f e r e n c e )  i n  o rder  t o  reduce 
the  p r o b a b i l i t y  of de tec t i ng  a  l o s s  of the goal q u a n t i t y  through small d i ve rs ions .  
The development o f  any sampling plan, e s p e c i a l l y  sample s i z e  determinat ion,  
depends s t r o n g l y  on the  under ly ing  s t a t i s t i c a l  t e s t .  The f i r s t  type o f  va r i ab les  
sampling p lan  considers removal o f  G by small d ivers ions  from several conta iners.  
Jaech (1973, pp. 331 -350) and Hough, Schneider, Stewart, e t  a1 . (1974, pp. 51 -55) 
develop and d iscuss the  app l i cab le  s t a t i s t i c a l  t e s t .  The t e s t  can be considered 
as a  hypothesis t e s t  
w i t h  t e s t  s t a t i s t i c  
where uD = t r u e  unknown popu la t ion  mean of the d i f f e r e n c e  between the  p r i o r  
and c u r r e n t  SNM content  o f  a  conta iner ,  
A 
D = an est imate o f  pD based on a  sample, 
A 
6 ,  = sample est imate o f  the standard d e v i a t i o n  o f  D. 
D 
The t e s t  s t a t i s t i c  D* i s  assumed t o  be normal ly  d i s t r i b u t e d  w i t h  zero mean and 
u n i t  standard d e v i a t i o n  under the  n u l l  hypothesis.(a) The t e s t  cons i s t s  o f  
c a l c u l a t i n g  the  t e s t  s t a t i s t i c  from the  sample c o l l e c t e d  and comparing the  
(a )  Note t h a t  t he  n u l l  hypothesis i s  equ iva len t  t o  s t a t i n g  t h a t  t h e  goal q u a n t i t y  
G has n o t  been d i ve r ted .  
resul  t t o  a tabu1 ated value (z, -a/2 ) o f  the  standard normal d i s t r i b u t i o n .  If 
the  absolute value o f  D* exceeds z 1 -a/2' t he  n u l l  hypothesis Ho i s  r e j e c t e d  
i n  favo r  o f  t he  a l t e r n a t i v e  HA, w i t h  p r o b a b i l i t y  a o f  a type I e r r o r .  I f  the 
absolute value of D* does n o t  exceed t h e  t a b l e  value, f a i l  t o  r e j e c t  Ho w i t h  
p r o b a b i l i t y  f3 of a type I1  e r r o r .  A sample s i z e  formula w i l l  be developed 
based on the  t e s t  s t a t i s t i c  D* and choices f o r  a, B and G ( t h e  de tec t i on  goal ) . 
The second type of var iab les  sampling p lan  inves t iga tes  whether a d i v e r t e r  
has i n f l  ated the  random e r r o r  variance ( o f  an i n d i v i d u a l  conta iner  d i f f e rence)  
i n  order  t o  reduce the  p r o b a b i l i t y  o f  de tec t ion  o f  G through small d ivers ions.  
Hough, Schneider, Stewart, e t  a l .  (1974, pp. 48-50) develop and discuss the  
appl i c a b l e  s t a t i s t i c a l  t e s t .  The hypotheses 
are tes ted w i t h  t e s t  s t a t i s t i c  
where j = d i f fe rence between p r i o r  and cu r ren t  SNM content value fo r  t he  
jth conta iner  i n  the  sample, 
a =  sample mean o f  the  d i = l ,  2, ..., n, j ' 
n = sample size, 
2 
d r  = sample variance of the  d .  values, 
3 J 
~ ~ d r  = expected variance of the  d.  values from p r i o r  in format ion.  J 
Under the  n u l l  hypothesis X* i s  d i s t r i b u t e d  as a chi-square d i s t r i b u t i o n  w i t h  
(n-1) degrees o f  freedom. The ca lcu la ted value o f  X* i s  compared w i t h  the  
2 c r i t i c a l  value X:-, i n  a chi-square t a b l e  t o  see i f  s dr= 0 dr. I f  t h i s  i s  
re jec ted,  there  i s  p r o b a b i l i t y  a o f  a type I e r r o r ,  wh i l e  there  i s  p r o b a b i l i t y  
B o f  a type I 1  e r r o r  i f  i t  i s  n o t  re jec ted.  A sample s i z e  formula w i l l  be 
developed based on a, 6 ,  and the  t e s t  s t a t i s t i c .  
The two s i t u a t i o n s  above have a comnon element: t h e  under ly ing  s t a t i s t i c a l  
t e s t s  r e q u i r e  data and measurements over several containers. I n  t h i s  sense con- 
t a i n e r s  cannot be i n d i v i d u a l l y  v e r i f i e d .  The v e r i f i c a t i o n  e f f o r t  i s  d i r e c t e d  
a t  a group o f  conta iners,  such as a st ratum o r  the  e n t i r e  populat ion.  
As w i t h  t h e  a t t r i b u t e s  sampling plans, i t  may o r  may n o t  be poss ib le  t o  
s t r a t i f y -  a  popu la t ion  o f  conta iners on the  basis o f  type and amount o f  SNM. 
S t r a t i f i c a t i o n  o f  t h i s  type i s  f requen t l y  appropr ia te  and c a r r i e s  favorab le  
sampling p roper t i es  (see Table 1.1 ) ; s t r a t i f i e d  var iab les  sampling plans w i l l  
be considered i n  Sections 3.2.1-3.2.2. Sampling plans when s t r a t i f i c a t i o n  i s  
n o t  appropr ia te  are  discussed i n  Sect ion 3.2.3. 
A S t r a t i f i e d  Variables Sampl i n g  Plan f o r  Small Divers ions - V e r i f i c a t i o n  
by Populat ion Tota l  
It i s  assumed t h a t  t he  popu la t ion  o f  conta iners i n  a f a c i l i t y  i s  s t r a t i f i e d  
according t o  type and content  o f  SNM. The conta iners i n  each st ratum a re  assumed 
t o  have a uni form SNM content  w i t h i n  a reasonable l i m i t ,  such as +25%. This 
assumption i s  requ i red  t o  assure the  homogeneity o f  measurement variances o f  
conta iners w i t h i n  a stratum, so t h a t  est imates o f  d i ve rs ion  and variances o f  
these est imates can be obta ined f o r  each stratum. 
Sample Size Determinat ion 
The sample s i z e  f o r  de tec t i ng  d i v e r s i o n  o f  a goal q u a n t i t y  G o f  SNM through 
small d ivers ions  i s  based on the  use o f  t h e  t e s t  s t a t i s t i c  
A 
For a s t r a t i f i e d  populat ion,  t he  d i f f e r e n c e  s t a t i s t i c  D over the  whole popu la t ion  
where Ni = number o f  conta iners i n  s t ratum i ( i  = 1 , 2, . . . , L)  , 
- 
i A 
di = dij/ni = the  mean c o n t r i b u t i o n  t o  D from stratum i, j = l  
dij = d i f f e r e n c e  between cu r ren t  and p r i o r  content  values f o r  the  j t h  
conta iner  i n  stratum i, 
ni = sample s i z e  f o r  s t ratum i, 
n = Eni = sample s i z e  f o r  populat ion. 
The sample s i z e  n i s  chosen t o  de tec t  w i t h  h igh  p r o b a b i l i t y  (1-f3) a t o t a l  d i f -  
ference G over a l l  s t r a t a .  
An equation f o r  c a l c u l a t i n g  the  t o t a l  sample s i z e  over a1 1 s t r a t a  i s  
where zv = the  v
th p e r c e n t i l e  o f  t he  standard normal d i s t r i b u t i o n ,  
2 A 8 A = systematic component o f  D variance, 
D s  
oLA , oLA = random component o f  D var iance which may change from Ho t o  HA, 
D r  l HO D r  l HA 
G = goal quant i ty ,  
a = p r o b a b i l i t y  o f  r e j e c t i n g  Ho when Ho i s  t rue,  
f3 = p r o b a b i l i t y  o f  accepting Ho when HA i s  t rue .  
An equ iva lent  form o f  equation (3.12) i s  
where Ni = number o f  conta iners i n  s t ratum i, 
ni = sample s i z e  i n  s t ratum i, 
6' = est imate o f  random e r r o r  variance f o r  i n d i v i d u a l  conta iner  d i f -  dri 
ferences i n  stratum i, 
L = number o f  s t r a t a  i n  the  populat ion, 
f = random e r r o r  variance i n f l a t i o n  f a c t o r  i f  perpetrated by d i v e r t e r .  
The d e t a i l s  o f  t he  development o f  equations (3.12) and (3.13) are g iven i n  
Appendix A.2. Equation (3.13) can be solved given a, B, and G o n l y  i f  
This r e s t r i c t i o n  i s  developed i n  Appendix A.2. I f  i t  i s  s a t i s f i e d ,  equat ion 
2 (3.13) can be solved f o r  6 , , a func t ion  o f  t he  ni. The s o l u t i o n  i s  
D r  
where 2 2 A = '('1 -a/2) ('1 - f 3 )  - ) 4 f 2  
Note t h a t  t he  des i red  ni (and n  = zni) are i m p l i c i t  i n  
and cannot be e x p l i c i t l y  and un ique ly  so lved f o r .  Formula (3.16) can be solved 
by t r i a l  and e r r o r  f o r  t he  sample s i z e  ni r equ i red  i n  each stratum. Any o f  a  
number o f  nonunique sets o f  ni may be obtained. The quest ion o f  how t o  a l l o c a t e  
t he  t o t a l  sample s i z e  n  [ i m p l i c i t  i n  (3.16)] i s  thus ra ised ;  a re  any o f  the  non- 
unique se ts  " b e t t e r "  than t h e  o thers?  The answer i s  c e r t a i n l y  yes, b u t  depends 
upon the  c r i t e r i o n  chosen. One c r i t e r i o n  i s  t o  a l l o c a t e  n  among t h e  s t r a t a  t o  
min imize the  denominator o f  t he  t e s t  s t a t i s t i c  
This  i s  equ i va len t  t o  min imiz ing  8'ir over  t h e  s t r a t a  sub jec t  t o  t h e  c o n s t r a i n t  
n = C n  T h i s y i e l d s  i ' 
2 
where 6 , i s  given by equat ion (3.15). 
D r  
The a l l o c a t i o n  o f  n  i n t o  s t r a t a  i s  g iven  by 
The formulas f o r  n  and a l l o c a t i o n  o f  n  among s t r a t a  s p e c i f i e d  i n  equat ions 
(3.17) and (3.18) do n o t  consider  t he  cos t  o f  sampling a  conta iner  from a  s t r a -  
tum. "Cost," as used here, inc ludes both the  cos t  o f  l o c a t i n g  the  conta iner  
and c o l l e c t i n g  the  sample as we l l  as the  cos t  o f  subsequent a n a l y t i c a l  work 
requ i red  t o  v e r i f y  i t s  contents. Of ten t h i s  cos t  may vary  w ide l y  from st ratum 
t o  stratum, so i t  may be reasonable t o  choose an a l l o c a t i o n  scheme which con- 
s ide rs  the  cos t  o f  sampling w i t h i n  a  stratum. Cochran (1977) suggests the f o l -  
lowing cos t  equat ion f o r  many appl i c a t i o n s  : 
where C = t o t a l  c o s t  o f  sample o f  s i z e  n, 
0 = overhead cost ,  
ci = cos t  per  sample u n i t  i n  s t ra tum i. 
With t h i s  cos t  func t ion ,  two a l l o c a t i o n  c r i t e r i a  a re  poss ib le :  1 )  choosing the  
ni t o  minimize the  var iance 8'^  (equat ion 3.15) f o r  a  f i x e d  cos t  C o r  2) choos- D r 
i n g  the  ni t o  minimize the  cos t  C f o r  a  f i x e d  var iance 8*&. For bo th  c r i t e r i a ,  
t h e  a l l o c a t i o n ( a )  o f  ni i s  g iven by 
b u t  n  i s  computed d i f f e r e n t l y .  I f  cos t  i s  f i xed ,  
(a )  It i s  noted t h a t  formulas (3.18) and (3.20) may y i e l d  n i  > Ni . I n  t h i s  
case n i  i s  s e t  equal t o  Ni and the  remaining (n -n i )  i tems are  o p t i m a l l y  
a l l oca ted  among the  o the r  s t r a t a  as discussed by Cochran (1977, p. 104). 
while 
i f  02ir i s  fixed. See Cochran (1 977, pp. 96-98) for additional details.  
The previous formulas for determining n and allocating i t  into n i  are 
based on satisfying equation (3.14). When G i s  no t  much larger than the 
systematic error variance 8'iS, close t o  100% sampl ing may be required. 
Appendix A.2 considers this case where the sample sizes required may be 
reduced by accepting larger values of a and B .  Imposing the constraint 
1 imits n because ODr decreases with increased sample size. This point i s  chosen 
as one of diminishing returns. This i s  explained in more detail in Appendix A.2. 
Restriction (3.23) imp1 ies that 
must be satisfied for equation (3.13) t o  have a solution. If i t  i s  satisfied, 
formulas (3.17) through (3.22) are applicable. If not, then 8" Dr 1 H A  i s  set  equal 
to +8, , resul ting in 
Ds 
as  the  solut ion f o r  oZtr. Then n and i t s  a l locat ion i n to  s t r a t a  a r e  determined 
as d i rected by equations (3.17) through (3.22).  
As noted e a r l i e r ,  when i t  i s  necessary t o  s e t  6fi 
Dr 1 = $t?sS, the prespeci - 
f i ed  values f o r  a and 6 are  not re ta ined.  This r e s t r i c t i o n  lowers the  sample 
s i z e ,  causing e i t h e r  one o r  both of a and 6 t o  increase.  Some f l e x i b i l i t y  
e x i s t s  s ince  the person performing the  t e s t  can choose a and B within the 
bounds allowed by r e s t r i c t i on  (3 .23) :  
Before leaving the  topic  of a l locat ion of n among the  s t r a t a ,  a l locat ion 
with probabi l i ty  proportional t o  s i z e  (PPS) of the s t r a t a  is  considered. Note 
t h a t  the  a l locat ion schemes based on the  cos t  function (3.19) a r e  PPS schemes. 
S t r a t a  containing more containers a r e  sampled more, while s t r a t a  where i t  i s  
expensive t o  sample a re  sampled l e s s .  Both cost  per container and the number 
of containers per s t r a t a  a re  used as measures of " s ize . "  I t  i s  possible t o  
base other  PPS a l locat ion schemes on the s t r a t e g i c  value o r  o ther  measures of 
s i z e .  
Consider the following s t r a t i f i e d  population of containers containing 
2 3 5 ~  in h i g h  enriched uranium ( H E U ) .  
1. Feed and Intermediate Oxides 900 0.004 3.60 
2 .  Product 4000 0.002 8.00 
3. Scrap 450 0.04 18.00 
4. Fuel Rods 3000 0.0015 4.50 
Total s 8350 34.10 
A 
Assuming that the systematic component of the variance of D is 
2 B , = 1.32 (kg 235" 2 Y 
D s 
we want to verify that an amount G = 5 kg 235~ has not been diverted from the 
population through small defects, with a = 0.05 and B = 0.05. Assume that if 
a diverter has inflated the random error variance component 8'fjr, the inflation 
factor is two or less ( f  = 2). 
The required sample size is given by formula (3.17), given restriction 
(3.24) is satisfied. Since 
is greater than or equal to 
restriction (3.24) is satisfied. Note also that restriction (3.14) is satisfied, 
2 and equation (3.15) provides a solution for B , [required as input for formula 
(3.17)] as follows: D r 
where 4 2 A = 2(1 .96)2(1.645)2(2) - (1.96)~ - (1.645) (2) = -2.47 
Then 
The des i red  answer i s  82i r  = 0142, the  o the r  value being an extraneous r o o t  o f  
t he  a lgebra ic  process used t o  solve equation (3.13). 
Thus, us ing  formulas (3.17) and (3.18), the  sample s i z e  n  and i t s  a l l oca-  
t i o n  i n t o  s t r a t a  are  
Stratum 'I - i 
1 900 292 
2 4000 650 
3  450 1462 
4  3000 365 
N=8350 n=2769 
Note t h a t  n3>N3 (see the  foo tnote  on p. 3.32). To reso lve  t h i s ,  n3 i s  s e t  
equal t o  N3 and the  remaining (n-n3) conta iners are  o p t i m a l l y  a l l o c a t e d  as i n  
Cochran (1977, p. 104). This produces the  f o l l o w i n g  rev ised tab le .  
Stratum i i 
A l l o c a t i o n  o f  Stratum Sample Sizes 
Once the  t o t a l  popu la t ion  sample s i z e  n  and i t s  a l l o c a t i o n  o f  ni t o  each 
st ratum i s  determined, t he  quest ion a r i ses  o f  how t o  a l l o c a t e  ( o r  s e l e c t )  the  
ni conta iners  w i t h i n  each stratum. The desi red p r o b a b i l i t i e s  o f  type I and I1  
e r r o r s  are known t o  ho ld  f o r  simple random sampling w i t h i n  each stratum. How- 
ever, as noted i n  Sect ion 3.1 .l, c l u s t e r  sampling a l l o c a t i o n  may be l e s s  c o s t l y  
and t ime consuming. The e f f e c t s  o f  c l u s t e r  sampling a l l o c a t i o n  on the power o f  
the  t e s t ( a )  under opt imal  small d i v e r s i o n  s t r a t e g i e s  are  unknown. While these 
e f f e c t s  a re  o f  i n t e r e s t ,  t h e i r  i n v e s t i g a t i o n  i s  beyond the  scope o f  t h i s  study. 
The e f f e c t s  would be expected t o  be smal les t  when the  goal q u a n t i t y  G i s  removed 
through small d ivers ions  spread over many s t r a t a .  
Sequential Sampling Techniques 
Sequential sampl i n g  techniques can be very  usefu l  i n  va r i ab les  sampl i n g  
plans f o r  small d ivers ions .  I f  a  d i v e r t e r  has taken more than G, the  goal quan- 
t i t y  t o  be detected, i t  i s  h i g h l y  des i rab le  t o  know t h a t  a  t o t a l  d i v e r s i o n  o f  
a t  l e a s t  G has occurred w i thou t  c o l l e c t i n g  the t o t a l  sample. A c u r t a i l e d  
sequent ia l  sampling supers t ruc ture  can be imposed on any o f  t he  prev ious ly  d i s -  
cussed techniques f o r  determin ing n  and the  ni. One drawback t o  t h i s  i s  t he  
t ime requ i red  t o  ob ta in  the  d i f f e r e n c e  est imate dii ( j t h  conta iner  i n  ith s t r a -  
tum) f o r  each conta iner  sampled. Weighing and chemical ana lys is  t imes can be 
s i g n i f i c a n t  f o r  nontamper-safed conta iners.  Further,  t he  ca l cu la t i ons  t o  per-  
form the  s t a t i s t i c a l  t e s t  r e q u i r e  a  computer w i t h  te rmina ls  r e a d i l y  a v a i l a b l e  
t o  v e r i f i c a t i o n  personnel a f t e r  each conta iner  i s  sampled. However, i f  these 
drawbacks a re  n o t  ser ious f o r  a  g iven f a c i l i t y ,  a  c u r t a i l e d  sequent ia l  sampling 
p l  an framework i s  c e r t a i n l y  recommended. 
3.2.2 A S t r a t i f i e d  Var iables Sampl i n g  Plan f o r  Small Divers ions - V e r i f i c a t i o n  
by Stratum 
The sampling p lan  i n  t he  prev ious sec t i on  approached the  v e r i f i c a t i o n  pro-  
blem from a  popu la t ion  v iewpoint .  That i s ,  the  p lan  was developed t o  de tec t  a  
(a )  The t e s t  de f ined by the  t e s t  s t a t i s t i c  g iven i n  equat ion (3.10). 
removal o f  G u n i t s  taken by smal l  d i v e r s i o n s  from the  popu la t i on  o f  con ta ine rs .  
However, i f  i t  i s  p o s s i b l e  f o r  a  d i v e r t e r  t o  acqu i re  t he  goal q u a n t i t y  G f rom 
a  s i n g l e  s t r a tum o r  a  smal l  number o f  s t r a t a ,  then t h e  sampl ing p l a n  presented 
i n  Sec t ion  3.2.1 may be more conserva t i ve  than s p e c i f i e d  by t h e  des i r ed  a and 6. 
Thus, i t  i s  necessary t o  develop a  sampl ing p l an  f rom t h e  s t r a tum v iewpo in t ,  so 
t h a t  each s t r a tum w i l l  be v e r i f i e d .  
Sample S ize  Dete rmina t ion  
The sample s i z e  f o r  d e t e c t i n g  d i v e r s i o n  o f  a  goal q u a n t i t y  G o f  SNM through 
smal l  d i v e r s i o n s  i n  a  s i n g l e  s t r a tum i s  based on t h e  use o f  t h e  t e s t  s t a t i s t i c  
A 
where Di = ~~r~ = d i f f e r e n c e  s t a t i s t i c  f o r  s t ra tum i, 
Ni = number o f  con ta ine rs  i n  s t r a tum i, 
i 
- 
di = d .  . In i  = average d i f fe rence  f o r  con ta ine rs  i n  t he  s t ra tum,  j = 1  1 J 
dij = d i f f e r e n c e  between p r i o r  and c u r r e n t  con ten t  va lues f o r  t h e  j t h  
c o n t a i n e r  i n  s t ra tum i, 
ni = sample s i z e  f o r  s t r a tum i. 
Analogous t o  equa t ions  (3.12) and (3.13) i n  Sect ion 3.2.1, a  fo rmu la  f o r  c a l -  
c u l a t i n g  t h e  sample s i z e  ni i s  
which i s  e q u i v a l e n t  t o  
where N i  = number of containers in stratum i ,  
n i  = sample s i ze  in stratum i ,  
8' = estimate of random e r ro r  variance fo r  individual container d i f -  dr,  
I ferences i n  stratum i , 
A 
8' = systematic component of variance of D l ,  ds 
L = number of s t r a t a  i n  the population, 
f = random e r ro r  variance in f la t ion  fac tor  i f  perpetrated by d iver te r .  
Note t ha t  equation (3.28) i s  identical  t o  equation (3.13) except f o r  the missing 
summation sign ( 2 ) .  T h u s ,  equation (3.15) can be used t o  solve (3.28) f o r  8'iri, 
where 
i n  equation (3.28). A formula f o r  n i  i s  obtained by solving (3.29), 
2 
where 8 , i s  the solution obtained from (3.15). 
Dri 
An Example 
Consider the example i n  Section 3.2.1, where we wish t o  ver i fy  t ha t  an 
amount G = 5 kg of 2 3 5 ~  i n  H E U  has not been diverted from each stratum. For 
i l l u s t r a t i o n  we will choose stratum 3 (scrap).  Again, we choose a = 0.05, 
B = 0.05, f = 2 and assume 8' = 0.70 (kg 235u 2 
ds3 
U t i l i z i n g  a modi f ied  formula (3.24), note t h a t  
i s  g reater  than 
Hence, formula (3.28) can be solved f o r  82" us ing formula (3.1 5), where the  
Dr3 2 e2 iS i n - t h e  formulas fo r  B and C are replaced by B . Then 
ds3 
The des i red  value i s  8''' = 0.86. Using formula (3.30), n j  i s  obtained: 
Dr3 
Since we are  s t i l l  l ook ing  f o r  a l o s s  of G bu t  r e s t r i c t i n g  our  search t o  s t r a -  
tum 3, we should expect t o  see a lower sample s i ze  than t h a t  obta ined i n  the  
example from Sect ion 3.2.1. 
A l l o c a t i o n  o f  Stratum Sample Size 
We now consider  t he  a l l o c a t i o n  of the  st ratum sample s i z e  w i t h i n  the s t r a -  
tum. The des i red  values o f  a and B are known t o  be supported by simple random 
sampling w i t h i n  a  stratum. It has been p rev ious l y  noted t h a t  c l u s t e r  sampling 
can o f t e n  be l e s s  c o s t l y  and t ime consuming, bu t  f o r  the  framework under which 
the  sample s i z e  was developed, i t s  e f f e c t s  on a and B have n o t  been studied.  
I f  a  st ratum conta ins a  l a r g e  number o f  c l u s t e r s  and the  goal q u a n t i t y  G could 
be removed through small d i ve rs ions  i n  one c l u s t e r ,  c l u s t e r  sampl i n g  cou ld  sub- 
s t a n t i a l l y  a f f e c t  the  power o f  t he  t e s t  as noted i n  Table 3.3. On the  o the r  
hand, if a d i v e r t e r  i s  fo rced t o  make removals from many c l u s t e r s  i n  a  s t ratum 
t o  accumulate the  goal q u a n t i t y  G, then c l u s t e r  sampling cou ld  be expected t o  
n o t  s e r i o u s l y  a f f e c t  t he  s p e c i f i e d  a and B. 
Sequential Sampl i n g  Techniques 
The comments made under t h i s  heading i n  Sect ion 3.2.1 are  val  i d  here. The 
change from v e r i f y i n g  the  popu la t ion  as a  whole t o  v e r i f y i n g  i t  by s t r a t a  does 
n o t  a1 t e r  the  e f fec t i veness  o f  the  c u r t a i l e d  sequent ia l  sampl i n g  framework 
suggested there. 
3.2.3 A Probabi l  i ty Propor t iona l  t o  Size Variables Sampl i n g  Plan 
The va r iab les  sampling plans considered i n  Sections 3.2.1 and 3.2.2 r e l i e d  
on having a  s t r a t i f i e d  popu la t ion  o f  conta iners.  S t r a t i f i c a t i o n ,  however, may 
n o t  always be poss ib le  o r  des i rab le .  A sampling p lan  which se lec ts  conta iners  
t o  be sampled w i t h  PPS w i l l  be considered. This  p lan  cou ld  a l so  be app l ied  t o  
a  popu la t ion  o f  conta iners  grouped i n  c lus te rs ,  where the  c l u s t e r s  a re  sampled 
w i t h  PPS. 
The development o f  a  va r iab les  PPS sampling p lan  fo r  de tec t i ng  removal o f  
G through small d i ve rs ions  i n  a  popu la t ion  proceeds as fo l lows.  The f i r s t  
requirement i s  a  l i s t i n g  o f  a l l  con ta iners  i n  the  populat ion.  I n  a d d i t i o n  t o  
the  i d e n t i t y  and l o c a t i o n  o f  a l l  conta iners,  t he  l i s t i n g  should inc lude the  
amounts o f  SNM i n  each conta iner  and the  cumulat ive sum f o r  the  t o t a l  amount 
(T) present. The next  s tep  i n  developing the  sampling p lan  i s  t o  s e l e c t  t he  
v a r i a b l e  which w i l l  measure "s ize."  Variables such as the  q u a n t i t y  o r  s t r a t e g i c  
value o f  SNM could be used t o  measure t h e  s i z e  o f  a  conta iner .  For a  c l u s t e r  
o f  conta iners,  t h e  same var iab les  o r  t h e  number o f  conta iners i n  the  c l u s t e r  
could be used t o  measure s ize .  While these var iab les  are o f t e n  measured i n  
common u n i t s ,  i t  can be meaningful t o  use the  smal lest  de fec t  s i z e  detec tab le  
w i t h  c e r t a i n t y  as the  measurement u n i t .  This de fec t  detectable w i t h  c e r t a i n t y  
i s  by d e f i n i t i o n  a  l a r g e  defect .  Although we are c u r r e n t l y  i n t e r e s t e d  i n  removals 
due t o  small defects, t h i s  measurement u n i t  s t i l l  has some appeal ing features.  
(See Hough, Schneider, Stewart, e t  a l .  1973, p. 51 . )  Both t h e  s i z e  v a r i a b l e  
and i t s  measurement u n i t  s i g n i f i c a n t l y  impact the  sample s i z e  c a l c u l a t i o n  and 
s e l e c t i o n  o f  the  sample. 
Once t h e  s i z e  va r iab le  measurement u n i t  (U)  i s  chosen, express t h e  con- 
t a i n e r  contents, i n d i v i d u a l l y  and cumulat ive ly ,  i n  terms o f  measurement u n i t s .  
The popu la t ion  s i z e  i n  measurement u n i t s  i s  given by N* = T/U. 
Sample Size Determinat ion 
A l l  of the  formulas i n  Sect ion 3.2.2 are app l icab le  here, g iven t h a t  t he  
ca l cu la t i ons  are performed i n  the  new u n i t s  o f  measurement. Hence 
where n* = sample s i z e  i n  new popu la t ion  un i t s ,  
N* = popu la t ion  s i z e  i n  new popu la t ion  u n i t s ,  
2 * 8 dr = sample est imate of v a r i a b i l i t y  o f  conta iner  d i f f e rences  from 
p r i o r  content  in format ion ,  
2  * 6 , = s o l u t i o n  o f  equation (3.28) us ing equation (3.15), where new 
Or measurement u n i t s  are used. 
A1 1  oca t ion  o f  Sample Size 
The f i r s t  s tep i n  the  a l l o c a t i o n  of the  sample s i z e  i s  t o  randomly s e l e c t  
n* d i f f e r e n t  numbers between 1  and N* and arrange them i n  ascending order .  
Then, using the cumulative list of SNM units, the containers associated with 
the n* numbers are determined. There is no need to select an alternative con- 
tainer if more than one of the n* numbers is associated with any container. 
The number of containers (n) sampled with this sampling plan and allocation 
scheme is random, depending upon the number of containers selected more than 
once. This duplication depends on the measurement unit chosen and the size of 
each container. Sequential and curtailed sequential sampling techniques are 
applicable as the verification inspection effort progresses. 
3.2.4 A Variables Sampling Plan for the Detection of Inflated Random Error 
Variance 
It was seen in the previous three sections that the ability to detect 
A 
small diversions 1 ies in minimizing the random error variance of D through 
increased sample size. As noted in the introductory comments of Section 3.2, 
there is a need to protect against the possibility that a diverter may inflate 
A 
the random error variance of D, thus lowering the probability of detecting a 
removal through small diversions. A sampling plan for this purpose is developed 
here. 
A sample size n is desired which provides high probability of detecting a 
ratio 
as large as 4.0, for specified a and 6. The sample size n is that which satisfies 
2 2 
where ~ ~ - ~ ( n - l )  and x (n-1) are 1-a and 6 percentiles respectively from a chi- B 
square distribution with (n-1) degrees of freedom. This is easily solved with 
a  t a b l e  o f  p e r c e n t i l e  va lues f o r  t h e  ch i- square d i s t r i b u t i o n  such as t h e  
one i n  Appendix C.  Values o f  n  [ob ta ined  by s o l v i n g  (3 .32) ]  f o r  severa l  
combinat ions o f  a and B a re  g iven  i n  Table 3.9.  
TABLE 3.9. Sample Sizes Required t o  Detect  an 
I n f  1  a ted  Random E r r o r  Var iance 
I f  t h e  p o p u l a t i o n  i s  s t r a t i f i e d ,  then  t h e  n  ob ta ined  above i s  t h e  sample 
s i z e  t o  be c o l l e c t e d  i n  each s t r a tum t o  v e r i f y  t h a t  t h e  random e r r o r  va r iance  
component has n o t  been i n f l a t e d .  I f  t h e  popu la t i on  i s  n o t  s t r a t i f i e d ,  then 
o n l y  n  con ta ine rs  need be se lec ted  f rom the  e n t i r e  popu la t i on .  
3.3 OVERALL VERIFICATION SAMPLING PLAN 
I n d i v i d u a l  sampl i n g  p lans  f o r  t h e  f o l  1 owing v e r i f i c a t i o n  a c t i v i t i e s  have 
been discussed: 
1 .  d e t e c t i o n  o f  gross de fec t s  w i t h  an a t t r i b u t e s  sampl ing p l a n  
2. d e t e c t i o n  o f  l a r g e  de fec t s  w i t h  an a t t r i b u t e s  sampl ing p l a n  
3. d e t e c t i o n  o f  a  removal by smal l  de fec t s  w i t h  a  v a r i a b l e s  sampl i n g  p l a n  
4. d e t e c t i o n  o f  an i n f l a t e d  random e r r o r  va r iance  ( o f  D )  w i t h  a  v a r i a b l e s  
sampl i ng p l  an. 
I n  t h e  f o r m u l a t i o n  o f  an o v e r a l l  v e r i f i c a t i o n  sampl i n g  p l a n  i t  i s  n o t  necessary 
t o  c o l l e c t  separate samples t o  per form each of t he  above v e r i f i c a t i o n  a c t i v i t i e s .  
The f i r s t  a c t i v i t y  i n v o l v e s  t he  t i m e l y  d e t e c t i o n  o f  ve ry  l a r g e  d e f e c t s .  I f  t h i s  
i s  des i red ,  a  separate sample s i z e  i s  u s u a l l y  chosen. S ince t h e  l a s t  t h r e e  a c t i v -  
i t i e s  a l l  r e l y  on t h e  same type o f  measurements, t h e  maximum o f  t h e  sample s i z e s  
from individual sampling plans for act ivi t ies 2-4 i s  chosen. An overall alloca- 
tion plan can be worked o u t  by referring to the relevant discussions and examples 
i n  the preceding sections of this  chapter. 
As an example of overall sampling size choice, consider the problem in 
Hough, Schneider, Stewart, e t  a l .  (1974, Section D ) ,  which has the following 
sample sizes for one stratum: 
Sampl e 
Purpose Size 
Gross Defects 2 6 
All Large Defects 8 
Small Defects 37 
Infl ated Random Error 13 
From these values, the inventory sample sizes for that stratum would be 26 
at tr ibute samples and 37 variables samples. 
4.0 DETERMINING THE SNM CONTENT OF A POPULATION OF CONTAINERS 
4.1 AN OUTLINE OF THE INVENTORY ESTIMATION PROCESS 
Given t h a t  a  nuc lear  ma te r i a l s  accounting system i s  i n  p lace a t  a  f a c i l i t y ,  
an est imate o f  t he  amount o f  SNM i n  a  popu la t ion  o f  conta iners  i s  desi red.  The 
cu r ren t  p r a c t i c e  i s  t o  conduct an i nven to ry  by census, i .e. ,  measure every con- 
t a i n e r .  This p o r t i o n  o f  the  study w i l l  i nves t i ga te  sampling approaches t o  
i nven to ry  determinat ion ; s p e c i f  i c a l  l y  i t  w i l l  show how t o  
s e l e c t  a  sample s i z e  
o b t a i n  an es t imator  f o r  the  amount o f  SNM i n  the  popu la t ion  o f  conta iners  
determine the  variance o f  the  es t imator  
develop conf idence i n t e r v a l s  based on the  es t imator .  
The physical  c o l l e c t i o n  o f  data w i l l  depend upon the  nature o f  each con- 
t a i n e r .  I f  a conta iner  i s  sealed and tamper-safed, the  amount o f  SNM f o r  t h a t  
conta iner  i s  t he  recorded amount (assuming i t  cou ld  n o t  be f a l s i f i e d ) .  I f  a  
conta iner  i s  n o t  sealed o r  tamper-safed, the  data c o l l e c t i o n  may i nvo l ve  weigh- 
i n g  and assay measurements t o  determine the  amount o f  SNM. 
4.2 CHARACTERISTICS OF A POPULATION OF CONTAINERS 
The reader may want t o  r e f e r  back t o  Sect ion 2.2; t he  c h a r a c t e r i s t i c s  o f  
a  popu la t ion  o f  conta iners g iven there  are s t i l l  app l icab le .  I n  general, con- 
t a i n e r s  may come i n  var ious shapes and s izes  and con ta in  vary ing  amounts o f  
SNM. Containers can o f t e n  be s t r a t i f i e d  i n t o  groups by s i m i l a r  types and amount 
of SNM. Other groupings ( c l u s t e r s )  o f  conta iners may occur n a t u r a l l y  due t o  
physical  p rox imi ty .  Most o f  a  t y p i c a l  inventory  i s  l oca ted  i n  v a u l t s  o r  s to re-  
rooms. I n d i v i d u a l  conta iners are  s to red on shelves, racks, and p a l l e t s  o r  i n  
cabinets,  cub ic les  and bins. As noted e a r l  i e r ,  i n d i v i d u a l  conta iners o r  groups 
o f  conta iners  may be secured and tamper-safed w h i l e  o thers  may n o t  be. 
4.3 INVENTORY ACCURACY REOUIREMENTS 
The accuracy requ i red  o f  an inventory  est imate may depend upon the  s i z e  
and c h a r a c t e r i s t i c s  o f  the  s p e c i f i c  popu la t ion  o f  conta iners.  A general 
framework w i l l  be adopted, a l lowing the  user t o  choose the  accuracy requ i red  f o r  
the  s p e c i f i c  app l i ca t i on .  We choose the  general requirement t o  be a  l i m i t  E on 
t h e  maximum r e l a t i v e  d i f f e r e n c e  allowed between the  est imate and the  t r u e  unknown 
populat ion value. That i s ,  i f  X i s  the  t r u e  populat ion value and x our  est imate, 
we r e q u i r e  
5.0 INVENTORY DETERMINATION SAMPLING PLANS 
A l l  o f  t he  inventory  sampling plans discussed i n  t h i s  sec t ion  are der ived 
from a s i n g l e  p r o b a b i l i s t i c  statement: 
where x = sample est imate o f  t o t a l  SNM content o f  t he  populat ion, 
X = t r u e  unknown SNM content  o f  the  populat ion, 
E = maximum r e l a t i v e  d i f f e rence  l i m i t ,  
a = p r o b a b i l i t y  t h a t  t he  absolute r e l a t i v e  d i f f e r e n c e  between the  
sample est imate and popu la t ion  value i s  g reater  than E. 
Equation (5.1) may a l so  be w r i t t e n  as 
Formulas f o r  sample s i z e  w i l l  be developed from equation (5.2), i n  which 
n i s  i m p l i c i t  i n  the  sample est imate x. The sample est imate x w i l l  be a func- 
t i o n  o f  t he  sum o f  the  est imates f o r  each sampled conta iner ;  hence the  i m p l i c i t  
ex is tence o f  n i n  equation (5.2). Since x w i l l  be obtained by surmation o f  com- 
ponent estimates, i t  w i l l  be assumed t o  be approximately normal ly  d i s t r i b u t e d .  
This assumption a l lows c a l c u l a t i o n  o f  the  probabi l  i t y  a i n  equation (5.2). The 
s p e c i f i c  sample s i z e  formulas w i l l  depend upon the  type o f  basic sampling tech-  
niques (see Sect ion 1.3) u t i l i z e d .  
The inventory  sampling plans w i l l  be c l a s s i f i e d  i n t o  two major classes 
determined by whether i t  i s  poss ib le  o r  appropr iate t o  s t r a t i f y  the  populat ion 
of containers. 
5.1 NONSTRATI FIED INVENTORY SAMPLING PLANS 
It may n o t  always be poss ib le  t o  e f f i c i e n t l y  s t r a t i f y  a popu la t ion  of con- 
t a i n e r s  according t o  amount o f  SNM. Amounts i n  conta iners may vary widely,  i n  
which case the  variance of an inventory  est imator  based on nonhomogeneous s t r a t a  
cou ld  be q u i t e  la rge ;  i n  f a c t ,  l a r g e r  than the  variance o f  es t imators  based on 
o the r  sampl i n g  techniques. N o n s t r a t i f i e d  inventory  sampl i n g  p l  ans are consid-  
ered below. 
5.1.1 A Simple Random Sampling Plan f o r  Est imat ing a Populat ion Inventory  
Simple random sampling has the  advantages o f  being very easy t o  perform and 
y i e l d i n g  easy formulas f o r  the  inventory  es t imator ,  i t s  var iance, and sample 
s i ze .  When the  popu la t ion  i s  n o t  amenable t o  o ther  sampling techniques, simple 
random sampl i ng i s  t he  p re fe r red  technique. 
The es t imator  fo r  t o t a l  popu la t ion  inventory  and i t s  est imated standard 
e r r o r  ( i ~ ) ( ~ )  under simple random sampling are given by Levy and Lemeshow (1980, 
Chapter 3) : 
where n = number o f  conta iners i n  sample, 
N = number o f  conta iners i n  populat ion,  
x = es t ima to r  of t o t a l  popu la t ion  inventory ,  
xi = est imated inventory  o f  the  ith sample conta iner ,  
n  
= ( ( ~ ~ - ) ~ ( n - l )  = standard d e v i a t i o n  o f  t he  sample xi, 
s~ 1'1 
(a )  The term standard e r r o r  r e f e r s  t o  the  v a r i a b i l i t y  o f  an es t imator  formed 
by summing o r  averagi ng random v a r i  a  b l  es . 
A (1 -a)% conf idence i n t e r v a l  on the  popu la t ion  i nven to ry  X i s  g iven by 
N-n % s  X * Z  l - a / Z N i ~ )  2 
where '1 i s  the  (1 - a / ~ ) ~ ~  p e r c e n t i l e  o f  t h e  standard normal d i s t r i b u t i o n .  
A sample s i z e  formula t o  achieve p respec i f i ed  a and E i s  
2 
where ?: = an est imate o f  - ' t h e  popu la t ion  c o e f f i c i e n t  o f  v a r i a t i o n  
x2' 
squared ( f rom previ,ous knowledge o r  t he  most recent  sample 
es t imate) ,  
E = maximum r e l a t i v e  d i f f e r e n c e  l i m i t  on ly j:( , 
a = p r o b a b i l i t y  t h a t  the  absolute r e l a t i v e  d i f f e r e n c e  between t h e  
sample es t imate  and popu la t ion  va lue i s  g rea te r  than E. 
The d e t a i l s  o f  the  development o f  equat ion (5.6) a re  found i n  Appendix B.1. An 
example i l l u s t r a t i n g  the  use o f  formulas 5.3, 5.4 and 5.6 i s  found i n  Sect ion 6.2. 
Extending t h i s  example t o  i n v e s t i g a t e  t h e  e f f e c t s  o f  a and E on sample s i z e  y i e l d s  
t h e  fo l l ow ing  sample s izes  ( o u t  o f  the  popu la t ion  o f  1000 conta iners ) .  
( a )  These values o f  E co r res-  
pond t o  be ing w i th in235  
20, 10, 5, a n d 1  kg U 
o f  t h e  popu la t i on  t o t a l  
o f  1500 kg. 
Assuming a computer i s  available,  the simple random sample of s ize n given 
in equation (5.6) i s  easi ly  chosen. If not, the sample can be chosen using 
random number tables or some other random device to  select  containers from a 
1 i s t ing  of a l l  containers i n  the population. 
5.1.2 Cluster Sampling Plans for  Estimating a Population Inventory 
I t  was noted in Section 4 .2  that  c lusters  of containers naturally occur in 
f a c i l i t i e s  due to physical storage methods. In addition, as was pointed out in 
Section 3.1.1 , i t  can be very time consuming to locate individual containers in 
a population. Records for  each container usually only identify the cluster  
(room, she l f ,  e t c . )  i t  i s  located in and not the precise position of the con- 
tainer  within the cluster .  Hence, using clusters  as the sampling units and 
performing an inventory of a l l  containers in each cluster  sampled can provide 
large savings i n  the time and cost required to  perform an inventory of a 
population. 
Many types of c luster  sampling are possible. The technique outlined above 
where a l l  containers in a selected cluster  are sampled i s  called a one-stage 
cluster  sampling technique. Two-stage cluster  sampling involves sampling only 
a portion of the containers in each cluster  selected in the f i r s t  stage. For 
both one and two-stage cluster  sampling, any of the other sampling techniques 
may be used to  se lec t  the subclusters or containers within clusters  to  be sam- 
pled. For example, simp1 e random or PPS sampl ing i s  often used to  select  
c lusters  in one-stage cluster  sampling (or the f i r s t  stage of two-stage cluster  
sampl i n g )  . These same sampl i ng techniques are common for  selecting containers 
in the second stage of two-stage cluster  sampling. One- and two-stage c lus te r  
sampling plans based on simple random sampling are discussed and variations of 
these are considered. 
Simp1 e One-Stage Cl uster Sampl i ng 
Simple one-stage cluster  sampling selects  the clusters  from the population 
of c lusters  by simple random sampling. The estimators for  total  population 
inventory and i t s  standard error  are given by Levy and Lemeshow (1980, pg. 178): 
and 
a 
where m = number o f  c lus te rs  i n  sample, 
M = number o f  c lus te rs  i n  the population, 
x = est imator o f  t o t a l  populat ion inventory, 
xi = inventory o f  c l us te r  i , 
Note t h a t  formulas (5.7) and (5.8) do not  requ i re  the number o f  containers 
i n  each c l us te r  be the same. I n  fac t ,  the number o f  containers sampled 
i s  random and depends upon the m c lus te rs  chosen. This scheme gives equal 
weight t o  each c lus ter ,  regardless o f  the number Ni o f  containers i n  each 
c lus ter .  Clusters can be chosen w i t h  unequal weights; often they are chosen 
w i t h  p robab i l i t y  proport ional  t o  some measure o f  s i ze  (such as the number o f  
containers per c l us te r ) .  P robab i l i t y  proport ional  t o  s ize (PPS) sampl ing  plans 
f o r  containers o r  c lus ters  are discussed i n  Section 5.1.3. 
A (1-a)% confidence i n te r va l  on the populat ion inventory X i s  given by 
where '1 i s  t he  (1 - a / ~ ) ~ ~  p e r c e n t i l e  o f  the  standard normal d i s t r i b u t i o n .  
A sample s i z e  formula t o  achieve p respec i f i ed  a and E w i t h  simple s i n g l e  
stage c l u s t e r  sampling i s  
0 
2 2  
where 2 1x - 1X v l x  = 7 = popu la t ion  c o e f f i c i e n t  o f  v a r i a t i o n  squared, ( f  1 = I  Xi/M) 
M C ( x i - q 2  
2  - i = l  
a 1X - 7 = popu la t ion  var iance o f  i nven to ry  over a l l  c l us te rs ,  
Xi = popu la t ion  i nven to ry  o f  c l u s t e r  i, 
E = maximum r e l a t i v e  d i f f e r e n c e  l i m i t  on 1 ~ 1  , 
a = p r o b a b i l i t y  t h a t  t he  absolute r e l a t i v e  d i f f e r e n c e  between the  
sample est imate and popu la t ion  value i s  g rea ter  than E, 
and 
f u  1  
'9 M y  Z1-a/2s and X are as p rev ious l y  def ined.  Formula (5.10) i s  n o t  use- n 
p r a c t i c a l l y  s ince  i t  conta ins the  popu la t ion  c o e f f i c i e n t  o f  v a r i a t i o n  ~ 7 ~ .  
A 2 I n  p r a c t i c e  i t  should be replaced w i t h  a  good est imate VIX from past  knowledge 
o r  a  sample ( o r  census) est imate from a  recent  inventory .  The a p p l i c a t i o n  o f  
equat ion (5.10) p a r a l l e l s  t h a t  o f  equat ion (5.6), s ince  the  equat ions a re  the  
same except f o r  t he  c l u s t e r  basis  o f  (5.10). 
Simp1 e  Two-Stage C l  u s t e r  Sampl i n g  
Simple two-stage c l u s t e r  sampling se lec ts  c l u s t e r s  from the  popu la t ion  by 
simple random sampling, and then se lec ts  p a r t  o f  the  conta iners w i t h i n  each 
c l u s t e r  t o  sample by simple random sampling. This type o f  p lan  i s  n o t  as eco- 
nomical i n  saving t ime requ i red  t o  l o c a t e  s p e c i f i c  conta iners  as i s  a  simple 
one-stage cluster  sampling plan, b u t  i t  does provide the f l ex ib i l i t y  to  inven- 
tory, a t  l eas t  par t ia l ly ,  more clusters  for  the same fixed number of containers 
to be sampled. 
The estimators for  total  population inventory and i t s  standard error  are 
given by Levy and Lemeshow (1980, p. 204) : 
where m = number of c lusters  i n  the sample, 
M = number of c lusters  in the population, 
N = m1 = number of containers in the population, 
- N N = - =  
M average number of containers per c luster  in the population, 
n = nm = total  number of containers in the sample, 
- 
n = number of containers sampled from each c lus te r ,  
xi  = sample total  inventory for  c luster  i ,  
- 
m 
x = xi/m = sample average inventory over clusters  in the sample. 
i =l 
A (1-a)% confidence interval on the population inventory X i s  given by 
where zl i s  as previously defined and & ( x )  i s  given i n  equation (5.12). 
A sample s ize formula to  achieve prespecified a and E with simple two- 
stage cluster  sampling requires choosing the number m of c lusters  to  sample in 
t he  f i r s t  stage and ii, the number o f  conta iners  t o  sample ( i n  the  second stage) 
from each c l u s t e r  chosen i n  the  f i r s t  stage. The development o f  these formulas 
and the  formulas themselves are q u i t e  complicated, and thus are n o t  given here. 
I f  i n t e r e s t e d  r e f e r  t o  the  work o f  Levy and Lemeshow (1 98'0, pp. 21 2-221 ) , 
Cochran (1 977, pp. 280-285), and Beet1 e (1 978). 
I n  general, one should exerc ise care i n  s e l e c t i n g  the  c o r r e c t  sampling 
techniques f o r  the  problem a t  hand. For example, the  simple two-stage c l u s t e r  
sampling p lan  discussed above i s  designed f o r  populat ions which have c l u s t e r s  
conta in ing  approximately the  same number o f  conta iners.  (a )  I n  add i t i on ,  t he  
technique assumes each conta iner  w i t h i n  a c l u s t e r  i s  equa l l y  important .  I f  
t h i s  i s  n o t  the  case, some s o r t  o f  two-stage technique u t i l i z i n g  PPS sampling 
should be employed. 
5.1.3 Probabi l  i t y  Propor t iona l  t o  Size Sampl i n g  Plans f o r  Es t imat ing  a 
Populat ion Inventory  
P r o b a b i l i t y  p ropo r t i ona l  t o  s i z e  (PPS) sampling plans choose conta iners  o r  
c l u s t e r s  o f  conta iners  f o r  the  sample based on some measure o f  s i ze .  The " s i ze"  
of a conta iner  might  be i t s  SNM content  o r  s t r a t e g i c  value. E i t h e r  o f  these 
va r iab les  cou ld  be used t o  measure the  s i z e  o f  a c l u s t e r ;  a l so  the  number o f  
conta iners  i n  the  c l u s t e r  i s  sometimes used. 
The development o f  an i nven to ry  sampl i n g  p lan  w i t h  PPS f o l l ows .  The f i r s t  
requirement i s  a l i s t i n g  o f  a l l  conta iners ( o r  c l u s t e r s )  i n  the  popu la t ion .  I n  
a d d i t i o n  t o  i n fo rma t ion  concerning the  i d e n t i t y  and l o c a t i o n  o f  a l l  conta iners,  
t he  l i s t i n g  should i nc lude  the  amounts o f  SNM i n  each conta iner  and t h e  cumula- 
t i v e  sum f o r  t he  t o t a l  amount ( T )  present.  Then us ing  the  s i z e  v a r i a b l e  measure- 
ment u n i t  ( U )  , the  i n d i v i d u a l  and cumulat ive conta iner  contents a re  expressed 
i n  terms o f  measurement u n i t s .  The popu la t ion  s i z e  i n  measurement u n i t s  i s  
g iven by N* = T/U. 
(a )  Two-stage sampling plans t h a t  a re  v a l i d  when there  a re  unequal numbers o f  
i tems i n  c l u s t e r s  a re  discussed by Levy and Lemeshow (1980, Chapter 12) 
and by Cochran (1977, Chapters 9A, 10, 11 ). 
Sampl ing begins by randomly selecting a number between 1 and N*. Then, 
using the cumulative l i s t  of SNM units,  the container associated with the chosen 
random number i s  found. This container i s  in the sample. A t  t h i s  point, the 
question of how to proceed ar ises .  The same procedure used to select  the f i r s t  
container could be used, with the possibil i ty that  the same container might be 
chosen again. This i s  commonly referred to as sampling with replacement. 
Sampling without replacement does not allow the same container to  be chosen 
again, and requires generating a new cumulative l i s t  w i t h  the selected con- 
tainer  deleted. 
Sampl ing with replacement i s  easy to  perform and provides a relat ively 
simple theoretical background for the development of the desired formulas. 
Allowing a container to  be sampled more than once(a) reduces the number of 
containers i n  the sample. This i s  desirable because sampling costs are reduced, 
b u t  undesirable because the variance of the population inventory estimator i s  
increased(b) over the case when sampling i s  without replacement. Formulas for 
inventory estimators, estimated standard errors ,  and confidence intervals are 
presented for  each type of sampling method. 
Sampling W i t h  Replacement 
The estimator for  total  population inventory and i t s  estimated standard 
error  under PPS sampling with replacement are ( c )  
and 
( a )  When a specific container i s  selected more than once, i t  i s  not necessary 
to  reinventory i t .  I t s  one inventory resu l t  i s  given increased influence 
in the final total  population estimate due to  i t s  multiple selection. 
( b )  For a fixed sample s ize  n .  
( c )  These formulas can be developed using resul ts  i n  Cochran (1977, Chapter 9A). 
where x  = es t imator  o f  t o t a l  popu la t ion  inventory ,  
xi = est imated inventory  o f  the ith sample conta iner ,  
n  = number o f  conta iners i n  t he  sample, 
- Yi - p r o b a b i l i t y  o f  s e l e c t i n g  the  ith container ,  P i  - Y -  
i = "s ize"  o f  the  ith conta iner  ( i n  new measurement u n i t s )  
n  
Y = yi = t o t a l  s i z e  o f  the  populat ion,  
i = l  
N = number o f  conta iners i n  t he  populat ion.  
A (1 -a)% conf idence i n t e r v a l  on the t r u e  popu la t ion  inventory  X i s  given by 
where x  and <E(x) are g iven i n  formulas (5.14) and (5.15). 
A sample s i z e  formula t o  achieve p respec i f i ed  a and E f o r  PPS sampl i n g  
w i t h  replacement i s  
where E = maximum r e l a t i v e  d i f f e r e n c e  l i m i t  on 1q1 , 
a = probab i l  i t y  t h a t  t he  absolute r e l a t i v e  d i f f e r e n c e  between the  
sample est imate and popu la t ion  value i s  g rea ter  than E. 
The d e t a i l s  o f  the  development are g iven i n  Appendix B.2. 
Formula (5.17) i s  n o t  p r a c t i c a l  because i t  conta ins X and xi, i - 1  , 2, . . . , 
N, t he  unknown popu la t i on  inventory  and i t s  components. However, reasonable 
est imates from p r i o r  knowledge (such as from a recent  census) may be subs t i t u ted  
t o  make formula (5.17) usefu l .  The use o f  formula (5.17) i s  i l l u s t r a t e d  i n  the  
f o l  1 owing exampl e . 
An Example 
A populat ion cons is ts  o f  500 conta iners o f  var ious scrap, waste and cleanup 
mater ia ls .  Each conta iner  contains up t o  10 kg o f  2 3 5 ~  i n  low enriched uranium 
(LEU), w i t h  the  fo l l ow ing  summary o f  conta iner  contents. 
Number 
Range o f 
(kg) Containers 
Assume t h a t  the  popu la t ion  a c t u a l l y  contains 3444 kg o f  2 3 5 ~ ,  and t h a t  the  s i z e  
o f  each conta iner  w i l l  be measured i n  u n i t s  o f  1 kg. 
Formula (5.17) provides the  sample s i z e  requ i red  t o  s a t i s f y  the  prespec i f ied  
accuracy and confidence values E and a. Using a simulated populat ion,  and a 
census est imate o f  t he  inventory,  the  fo l l ow ing  q u a n t i t y  was obtained 
Then formula (5.17) y i e l d s  the  f o l l o w i n g  values o f  n f o r  var ious combinations 
o f  a and E. 
(a )  These values o f  E corre-  
pond t o  being w i t h i n  20, 
10, and 5 kg o f  the  popu- 
1 a t i o n  t o t a l  o f  3444 kg. 
Sampling Without Replacement 
The c a l c u l a t i o n  o f  the  desi red formulas f o r  PPS sampling w i thout  replace-  
ment i s  n o t  s t r a i g h t  forward, s ince the  p r o b a b i l i t y  o f  s e l e c t i n g  each conta iner  
changes each t ime some o the r  conta iner  i s  chosen t o  be i n  the  sample. Several 
methods t o  s i m p l i f y  the  development have been proposed (Cochran 1977, pp. 258- 
270). The Rao, Har t ley ,  Cochran (RHC) method has several favorable features 
and i s  presented here. 
The RHC method cons is ts  o f  two steps: 
( i )  S p l i t  t he  popu la t ion  a t  random i n t o  n groups, each o f  s i z e  Ni, where 
n 
( i  i ) Draw one conta iner  from each group w i t h  probab i l  i t y  p ropor t i ona l  t o  
s i z e  ( w i t h i n  the  group). The s e l e c t i o n  o f  a conta iner  w i t h i n  each 
group i s  performed independently. 
These two steps provide a simple c a l c u l a t i o n a l  foundat ion s ince t h e  p r o b a b i l i t y  
o f  s e l e c t i n g  any conta iner  remains f i x e d  throughout the  sample se lec t i on .  Other 
methods which s k i p  s tep  ( i )  are simple t o  c a r r y  out,  bu t  provide a very d i f f i c u l t  
ca l  c u l a t i o n a l  foundation. 
The es t imator  and i t s  est imated standard e r r o r  f o r  t he  t o t a l  popu la t ion  
i nven to ry  us ing  the  RHC method are  (a 
where x = es t imator  o f  t o t a l  popu la t ion  inventory,  
= est imated i nven to ry  o f  t he  conta iner  sampled from the  ith group, 
n = number o f  conta iners i n  the  sample, 
N = number o f  conta iners  i n  t he  populat ion,  
Ni = number o f  conta iners  i n  t he  group f rom which the  ith conta iner  
was selected, 
pi = p r o b a b i l i t y  o f  s e l e c t i o n  (over the  popu la t ion)  o f  t he  conta iner  
se lec ted  from the  ith group, 
i 
Pi = C 
Pj = the  sum o f  the  probab i l  i t i e s  o f  s e l e c t i o n  f o r  a1 1 con- j = I  
t a i n e r s  i n  group i . 
It can be shown t h a t  the  standard e r r o r  given i n  equat ion (5.19) i s  minimized by 
choosing the  Ni such t h a t  
i f  R i s  an i n t e g e r  
(a )  These formulas can be developed us ing  r e s u l t s  i n  Cochran (1 977, pg. 266-267). 
b)  N1 = ... = Nk = [R] + 1 i f  R i s  n o t  an i n tege r ,  where (5.20) 
N = nR+k and 0 < k < n, and 
- 
k+l - . . . = Nn = [R]  [R]  i s  the  greates t  i n t e g e r  i n  R. 
Note the  RHC method does n o t  choose the sample w i t h  PPS over the  whole 
popu la t ion  d i r e c t l y ,  bu t  w i t h i n  the  randomly formed groups. The method i s  
s imple and always prov ides an es t imator  w i t h  smal ler  standard e r r o r  than obta ined 
by sampling w i t h  replacement. I n  add i t i on ,  the standard e r r o r  o f  t he  es t imator  
becomes small when the  measure o f  s i z e  i s  p ropor t iona l  t o  the  t r u e  i nven to ry  
f o r  a g iven conta iner .  This i s  very h e l p f u l  s ince the  previous recorded inven-  
t o r i e s  o f  conta iners are  o f t e n  used t o  measure "size;"  hence the  measure o f  s i z e  
and i nven to ry  are  approximately equal when no d i ve rs ion  has occurred. 
A (1 -a)% conf idence i n t e r v a l  on the  t o t a l  popu la t ion  i nven to ry  X us ing  the  
RHC method i s  g iven by 
where x and <E(x) a re  g iven i n  formulas (5.18) and (5.19). 
A sample s i z e  formula t o  achieve p respec i f i ed  a and E f o r  PPS sampling 
w i thou t  replacement us ing  the  RHC method i s  g iven by 
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w i t h  a l l  n o t a t i o n  as p rev ious l y  def ined.  This  formula i s  based on the  opt imal  
choice o f  t he  Ni [as presented i n  equat ion (5.20)] t o  minimize equat ion (5.19). 
The d e t a i l s  o f  i t s  development are g iven i n  Appendix B.3. Again, t h i s  formula 
i s  n o t  p r a c t i c a l ;  s ince  k and the q u a n t i t y  
a r e  unknown. The q u a n t i t y  i n  formula ( 5 . 2 3 )  must be rep laced  by a reasonable 
es t imate .  I n  p r a c t i c e ,  k  can be s e t  equal t o  zero t o  p rov ide  an approximate 
sample s i ze .  The use o f  formula ( 5 . 2 2 )  i s  i l l u s t r a t e d  i n  t h e  f o l l o w i n g  example. 
An Example 
The example out1 i ned  e a r l  i e r  i n  t h i s  subsect ion w i l l  be u t i l  i z e d  here t o  
i l l u s t r a t e  t he  use o f  formula ( 5 . 2 2 ) .  An es t ima te  o f  0.00032 f o r  formula ( 5 . 2 3 )  
was ob ta ined  i n  t h a t  example. The e f f e c t  o f  assor ted  choices o f  k on t h e  sample 
s i z e  can be cons idered and a conserva t i ve  sample s i z e  chosen. Consider t h e  
va lues a = 0.05 and E = 0.0029;  t h e  f o l l o w i n g  va lues o f  n  a re  ob ta ined  f rom 
formula ( 5 . 2 2 ) .  
The range of sample s i zes  ob ta ined  i s  n o t  l a r g e .  A cho ice  o f  n  = 115 i s  reason- 
ab le  and would be conserva t i ve  f o r  some s p e c i f i c  s i t u a t i o n s .  I n  genera l ,  k can 
be chosen as zero i n  formula ( 5 . 2 2 )  t o  p rov ide  an approximate sa.niple s i ze .  For 
k = 0 ,  t h e  e f f e c t s  o f  a and e on sample s i z e  a re  d i sp layed  i n  t h e  f o l l o w i n g  
tab1 e . 
5.2 STRATIFIED INVENTORY SAMPLING PLANS 
Often i t  i s  poss ib le  t o  s t r a t i f y  a popu la t ion  o f  conta iners  on the  bas is  
o f  type and amount o f  SNM. S t r a t i f i c a t i o n  has favorab le  sampling p rope r t i es  
when s t r a t a  are homogeneous (see Table 1 . l )  , hence s t r a t i f i e d  i nven to ry  Sam- 
p l i n g  plans are  considered i n  t h i s  sect ion.  
5.2.1 S i m ~ l e  S t r a t i f i e d  Random Sam~ l  i n a  
Simple s t r a t i f i e d  random sampl i ng i s  merely simple random sampl i n g  w i t h i n  
each s t ra tum o f  t he  populat ion.  The es t imator  f o r  t o t a l  popu la t ion  i nven to ry  
and i t s  est imated standard e r r o r  a re  g iven by Levy and Lemeshow (1980, pp. 104, 
110): 
where x = es t imator  o f  t o t a l  popu la t ion  inventory ,  
'ij = est imated inventory  o f  t he  jth conta iner  i n  the  ith stratum, 
L = number o f  s t r a t a ,  
Ni = number o f  conta iners i n  ith stratum, 
i = number o f  conta iners sampled from the  ith stratum, 
I 
- 2 C (xij-xi) 
2  - j = l  
= sampl ed conta iner  i nven to ry  var iance f o r  i t h  
' i x  ni - 1 
stratum. 
A (1 -a)% confidence i n t e r v a l  on the  t o t a l  populat ion inventory  X using simple 
s t r a t i f i e d  random sampling i s  g iven by 
X f Z  1 -a12 G ( x )  
h 
where x and SE(x) are g iven i n  formulas (5.24) and (5.25). 
A sample s i z e  formula t o  achieve prespec i f ied  a and E f o r  simple s t r a t i f i e d  
random sampling i s  given by 
where E = maximum r e l a t i v e  d i f f e rence  l i m i t  on 
a = p r o b a b i l i t y  t h a t  t he  absolute r e l a t i v e  d i f f e rence  between the  
sample est imate and populat ion value i s  greater  than E. 
This formula i s  n o t  p r a c t i c a l l y  usefu l  f o r  two reasons. The f i r s t  i s  t h a t  X 
( t h e  populat ion inventory)  and o:X ( t h e  variance f o r  each stratum) are unknown. 
The second reason i s  t h a t  n (where n=Zni) cannot be solved f o r  e x p l i c i t l y .  
Further,  there  are  many sets o f  ni which solve (5.27). Thus the  quest ion 
a r i ses  whether any one o f  the  nonunique sets o f  ni i s  " be t te r "  than the  others.  
The answer i s  c e r t a i n l y  yes, b u t  depends upon the  c r i t e r i o n  chosen t o  make the  
decis ion.  One c r i t e r i o n  i s  t o  a l l o c a t e  n among the  s t r a t a  t o  minimize the  popu- 
l a t i o n  variance o f  t he  es t imator  x. The a1 l o c a t i o n  o f  n t o  the  ni i s  then 
g iven by 
where 
The d e t a i l s  o f  t h e  development o f  formulas (5.27) through (5.29) a r e  g i ven  i n  
Appendix B .4 .  To use formulas (5.28) and (5 .29) ,  the  popu la t i on  parameters X 
and oiX must be rep1 aced w i t h  reasonable va lues.  
Formulas (5.28) and (5.29) do n o t  take  i n t o  account t h e  c o s t  o f  sampl ing 
and measuring a con ta ine r  i n  each s t ra tum.  I f  des i red,  a c o s t  f u n c t i o n  and 
r e l a t e d  formulas can be developed [see Sec t ion  3.2.1 o r  Cochran (1977, p. 98.11 
5.2.2 Other S t r a t i f i e d  Sampl i n g  Plans 
I n  Sec t i on  5.2.1, a s t r a t i f i e d  sampl ing p l a n  based on s imp le  random sampl- 
i n g  w i t h i n  t h e  s t r a t a  was considered. The f o l l o w i n g  ques t i on  a r i s e s :  Can 
o t h e r  sampl ing techniques be used t o  a l l o c a t e  n i n t o  ni [where n and t h e  ni 
a re  g i ven  by formulas (5.28) and (5.29)]? The answer t o  t h i s  ques t i on  i s  gen- 
e r a l l y  "no". A l though es t imato rs ,  conf idence i n t e r v a l s ,  and sample s i z e  f o r -  
mulas can be developed f o r  any sampl ing p l a n  imaginable,  these equat ions can be 
q u i t e  d i f f i c u l t  and t ime  consuming t o  de r i ve .  Thus, t h e  p r a c t i c e  o f  us i ng  t h e  
formulas a t  hand w h i l e  mod i f y i ng  t h e  sample ga the r i ng  techniques l ooks  i n v i t i n g .  
However, t h i s  p r a c t i c e  has n o t  been s tud ied  i n  depth and i n  general  should be 
avoided . 
S t r a t i f i e d  sampl ing p lans  us ing  s i n g l e  o r  m u l t i - s t a g e  c l u s t e r  techniques 
o r  us i ng  PPS techniques a r e  c e r t a i n l y  t o  be cons idered and n o t  d ismissed due 
t o  t h e  e f f o r t  r e q u i r e d  t o  d e r i v e  t h e  formulas f o r  t h e  popu la t i on  i n v e n t o r y  
est imate,  i t s  es t imated  s tandard e r r o r ,  i n v e n t o r y  conf idence i n t e r v a l ,  and 
sample s i ze .  F a m i l i a r i t y  w i t h  t he  techniques i s  s u f f i c i e n t  f o r  a user  t o  
formulate a sampling plan tailored to  a specific f a c i l i t y ;  a s t a t i s t i c i an  can 
then derive the formulas for  such a sampling plan. The following s t r a t i f i ed  
sampling plans and extensions thereof appear suited to  inventory determination 
probl ems : 
1 ) probabil i ty  proportional to s ize (PPS) sampl ing of containers w i t h i n  s t r a t a  
2) single-stage cluster  sampling within s t r a t a  and: a )  c lusters  chosen by 
simple random sampling, or b )  clusters chosen with PPS 
3) two-stage cluster  sampling within s t r a t a / f i r s t  stage cluster  sampled as in 
(2a) or ( 2 b )  and: a )  second stage sample of containers chosen by simple 
random sampl ing, or  b) second stage sample of containers chosen with PPS 
Many other sampling plans may also be suitable.  
CHOOSING AN INVENTORY SAMPLING PLAN 
Several sampling plans for  estimating the SNM inventory of a population of 
containers have been presented and discussed in Sections 5.1 and 5.2. This sec- 
tion will discuss how to  choose a sampling plan to f i t  a specific s i tuat ion.  
Several factors impact the choosing of a sampling plan. These factors can 
be grouped into four major areas, which are described below. 
Characteristics of the population of containers - Are there several types 
of SNM in the population? For each type of SNM, are there many containers 
w i t h  approximately the same amount of SNM, or  do the amounts vary widely? 
How are the containers physically stored? Are there natural groupings of 
containers such as rooms or storage units? 
o Sampling Cost - How expensive i s  i t  to  locate and inventory a specific 
container? Does th i s  cost vary by container or groups of containers? 
If so,  how much variabi l i ty  i s  there? 
Accuracy Requirement - How accurate an inventory estimate i s  required? 
Confidence Requirement - How much confidence i s  required that  the accuracy 
requirement i s  met? 
The f i r s t  two areas are concerned w i t h  which sampling techniques are appropr iate 
o r  preferable,  wh i l e  the l a s t  two incorpora te  confidence and accuracy requ i re-  
ments f o r  the  sample inventory  est imate. Note t h a t  sample s i z e  comes t o  p lay  
i n  the  l a s t  two areas; more conta iners must be sampled to ,ach ieve h igher  con- 
f idence and/or accuracy. Thus sample s i z e  i s  o f t e n  one o f  the  f a c t o r s  decid ing 
which o f  several sampling plans i s  chosen. I n  prac t ice ,  a l l  o f  the  major fac to rs  
impact ing the  choice o f  a sampling p lan must be weighed, and o f t e n  compromises 
must be made i n  some areas t o  meet needs i n  the  others.  
An o u t l i n e  o f  t he  steps i n  choosing a sampling p lan  are g iven below. 
1. State the  populat ion o f  i n t e r e s t .  
If a f a c i l i t y  contains more than one type o f  SNM, each type may be s p e c i f i e d  
as a popu la t ion  t o  be inven to r ied  separate ly .  
2. Decide i f  a s t r a t i f i e d  sampling p lan  i s  ind ica ted.  
I f  the populat ion conta ins groups o f  many conta iners where each conta iner  
i n  a group has approximately the  same amount o f  SNM, then a s t r a t i f i e d  
sampl i n g  p lan  should be chosen. Bene f i t s  ( i n  reduced standard e r r o r s )  
are greates t  w i t h  a small number o f  homogeneous s t r a t a .  
3 .  Consider sampl i n g  and inventory  costs. 
I f  the  cos t  o f  l o c a t i n g  i n d i v i d u a l  conta iners i s  high, sampling plans 
i n v o l v i n g  c l u s t e r  sampling may be ind ica ted.  This must be weighed aga ins t  
the  disadvantage o f  c l u s t e r  sampling, which i s  increased standard e r r o r s  
f o r  a f i x e d  sample s ize.  This disadvantage i s  the  greates t  when t h e  con- 
t a i n e r s  w i t h i n  the  c l u s t e r s  are homogeneous. 
If t h e  cos t  o f  l o c a t i n g  and inventory ing  conta iners changes by conta iner  
o r  groups o f  containers, then a sampling p lan  i n v o l v i n g  the  PPS technique 
i s  ind ica ted.  
4 .  Decide i f  a1 1 conta iners o r  groups o f  conta iners are equa l l y  important.  
I f  some conta iners o r  groups o f  conta iners are more important  (maybe much 
l a r g e r )  than others,  then a sampling p lan  i n v o l v i n g  PPS sampling i s  
ind ica ted.  
5. State accuracy and confidence requirements. 
Steps 1-4 will basically indicate the form of the sampling plan required. 
Accuracy and confidence requirements will define the sample size required. 
Often this is an iterative process; if the required sample size is too 
1 arge it may be reduced by modifying the accuracy and or confidence 
requirements. 
SAMPLING VERSUS CENSUS 
Sampling has some favorable aspects for  the tasks of estimating the SNM 
inventory and verifying prior content information for  a population of containers. 
For both, sampling involves a savings in time and money since fewer containers 
are handled and measured. In addition, sampling may reduce the impact of cer- 
tain errors ,  since no errors are made for  containers not sampled. However, 
each of these positive aspects has a companion negative aspect. Compared t o  
a complete census, additional time and cost may be incurred to locate and handle 
only part of the containers instead of a l l  of them. Further, although no measure- 
ment or transcription errors are made on containers not sampled, errors due to  
inferences about the whole population based on a sample occur. 
A general point made above should be kept in mind; even though performing 
an inventory or verification by census involves a l l  containers, errors can s t i l l  
occur. These may be measurement errors ,  transcription errors ,  or many others. 
These errors  and the fac t  that  sampling may reduce some of these errors (and 
not affect  others) should be kept in mind in the following discussions. 
Sampl i ng and census resul t s  wi 11 be compared separately for  inventory 
determination and verification. Since precise comparisons based on general 
si tuations are hard to  make, examples will be ut i l ized to  provide numerical 
comparisons. 
6.1 COMPARISON FOR PRIOR MEASUREMENT VERI FICATION 
The purpose of prior measurement verification i s  to  detect i f  a diversion 
has taken place. For the verification e f f o r t ,  diversions are classif ied as 
stemming from large or small defects. A large defect i s  a removal detectable 
by a simple observation or a single measurement, while a small defect can not 
be detected by investigating a single container. Let us consider large defects 
f i r s t .  
For both census and sampling methods, i t  i s  assumed by the definit ion of 
a large defect tha t  a defective container will be detected with certainty.  If 
it is not, because of instrument errors for example, then the failure to detect 
a defect is as likely for a container chosen by sampling as by complete census. 
That is, sampling does not increase the chance of detection errors for containers 
under investigation. For containers not chosen in a sampling plan, there is no 
chance of detection errors; on the other hand there is no chance of detecting a 
defect either. The increase in the probabil ity of nondetection due to not includ- 
ing a defective container in the sample usually far outweighs the small decrease 
in the probability of detection errors when sampling. 
An analytic comparison of probability of detection for sampling versus 
census methods is now considered. The following notation will be useful: 
N = number of containers in the population, 
n = number of containers in the sample, 
f = = the fraction of containers sampled, 
d = the number of large defects in the population, 
p = probability that a defective container in the sample will be detected, 
B = probability that the sample does not contain a defective container, 
6' = probability of not detecting at least one defective container in the 
population. 
For illustration, assume a simple random sampling plan with rep1 acement. Then 
and 
Note that f = 1 represents a complete census, and that B' = 6 when p = 1. The 
probabilities of nondetection for census and sampling methods are 
= (1 - p f )  d @'samp1 i n g  
Often f3 i s  mis taken ly  considered as the  probab i l  i t y  o f  nondetect ion ( 6 ' ) .  It 
i s  o f  i n t e r e s t  t o  see how f a r  apa r t  B and B' can be, and a t  the  same t ime 
i n v e s t i g a t e  the  d i f f e r e n c e  i n  p r o b a b i l i t y  o f  de tec t i on  f o r  sampling and f o r  
complete census methods. An example f o r  a popu la t ion  o f  100 and vary ing values 
o f  p, f, and d i s  presented i n  Table 6.1. As expected, the  l ower the  val  ue o f  
P, the  f u r t h e r  B'sampl ng i s  from 6. The d i f f e rences  between B'census and 
B'sampl i ng are  re1 a t i v e l y  small f o r  1 arger  values o f  p, f, and d. For example, 
r e f e r r i n g  t o  Table 6.1 ( c )  when d = 10 and p = 0.95, a sampling f r a c t i o n  o f  0.37 
o n l y  causes a 0.01 increase i n  the  probab i l  i t y  o f  nondetect ion over the  complete 
census s i t u a t i o n .  
The above example i l l u s t r a t e s  several general conclusions. 
Higher p r o b a b i l i t i e s  o f  nondetect ion f o r  both sampling and census methods 
r e s u l t  from i n e f f i c i e n t  de tec t i on  techniques (techniques w i t h  low p values) .  
Sampling compares poo r l y  w i t h  a complete census fo r  small sampling f r a c t i o n s  
when de tec t i on  techniques are i n e f f i c i e n t .  
As expected, sampling compares more favorab ly  w i t h  a complete census as 
the  sampling f r a c t i o n  i s  increased. The sampling f r a c t i o n  requ i red  f o r  a 
h igh  p r o b a b i l i t y  o f  de tec t i on  w i l l  depend upon f a c t o r s  such as the  detec-  
t i o n  e f f i c i e n c y  and number o f  de fec t ives  i n  the  populat ion.  
Assuming e f f i c i e n t  de tec t i on  techniques are  used, sampling compares q u i t e  
we l l  w i t h  a complete census when the  number o f  defects i n  the  popu la t ion  
i s  la rge .  It can a l so  compare q u i t e  we l l  when the  number o f  defects i n  
the  popu la t ion  i s  smal l ,  i f  l a r g e r  sampling f r a c t i o n s  are used. 
6.2 COMPARISON FOR INVENTORY DETERMI NATION 
Inventory  determinat ion invo lves  the  es t ima t ion  o f  t h e  SNM content  o f  a 
populat ion.  For a popu la t ion  o f  conta iners,  est imates o f  the  SNM i n  each con- 
t a i n e r  i nves t i ga ted  must be made. This  invo lves  performing weight and assay 
TABLE 6.1. A Comparison o f  P r o b a b i l i t i e s  o f  Non-Detection 
f o r  Sampling Versus Census V e r i f i c a t i o n  
(a)  d = 2 
P 
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measurements, which are  sub jec t  t o  e r r o r .  Hence, even i nven to ry  est imates based 
on a  complete census w i l l  be i n  e r r o r .  We are i n t e r e s t e d  i n  how much a d d i t i o n a l  
e r r o r  i s  i nvo l ved  when choosing t o  sample ins tead o f  per forming a  complete census. 
This  w i l l  depend upon the  sampling p lan  and sample s i ze .  
Recal l  t h a t  f o r  any p a r t i c u l a r  sampling technique, t he  sample s i z e  i s  c a l -  
cu la ted  based on a  requirement t h a t  t he  r e l a t i v e  d i f f e r e n c e  between the  sample 
est imate ( x )  and the  t r u e  popu la t ion  va lue ( X )  of t he  i nven to ry  i s  l e s s  than 
some s p e c i f i e d  va lue E w i t h  p r o b a b i l i t y  1  - a, i .e . ,  
Assuming measurement v a r i a b i l i t y  i s  small compared t o  sampling v a r i a b i l i t y ,  
t he  a d d i t i o n a l  u n c e r t a i n t y  i n  t he  est imate (over  measurement u n c e r t a i n t y )  due 
t o  sampling i s  obta ined i n d i r e c t l y  from formula (6.5).  It i s  obta ined d i r e c t l y  
from t h e  standard e r r o r  formulas f o r  a  s p e c i f i c  sampling p lan  found i n  Chapter 5. 
Recal l  t h a t  t he  standard e r r o r  formulas a re  dependent upon the  choice o f  a and E 
i n  formula (6.5). 
An Example 
As a  simple example, consider  a  popu la t ion  o f  1000 t r a y s  o f  h igh  enr iched 
uranium (HEU) f u e l  p e l l e t s .  Assume the  t r a y s  con ta in  between 1.4 and 1.6 kg o f  
2 3 5 ~  i n  HEU w i t h  a  mean conten t  o f  1.5 kg and a  standard d e v i a t i o n  o f  0.057 kg. ( a )  
For a  complete census o f  t h e  popu la t ion  assume the  i nven to ry  est imate i s  1500 kg 
w i t h  standard e r r o r  0.1 kg. We are  i n t e r e s t e d  i n  how much a d d i t i o n a l  v a r i a b i l i t y  
r e s u l t s  from t a k i n g  a  sample. Again, keeping t h e  example simple, consider  a  
simple random sampl i n g  p lan  where we want an i nven to ry  est imate w i t h i n  10 kg 
o f  t he  t r u e  va lue w i t h  p r o b a b i l i t y  0.95. Then, 
(a )  I n  general ,  t h e  popu la t i on  mean and standard d e v i a t i o n  a re  n o t  known. I n  
p r a c t i c e  reasonable est imates are  used, o f t e n  being based on pas t  informa- 
t i o n .  
and from formula (5.6) 
A popu la t ion  meeting the  above assumptions was simulated and a sample o f  s i z e  111 
chosen w i thou t  rep1 acement. The f o l l o w i n g  was produced using formulas (5.3-5.4) : 
Thus, f o r  t he  sample chosen, an add i t i ona l  standard e r r o r  o f  5.28 kg i s  e s t i -  
mated due t o  sampling and measurement and ana lys is  e r r o r  (whic.h was inc luded 
i n  the  s imula t ion) .  The l a t t e r  e r r o r s  amount t o  0.03 kg, i n d i c a t i n g  sampling 
reduced the  census standard e r r o r  by 0.07 kg (due t o  fewer measurements and 
analyses). Sampl i ng increased the  census standard e r r o r  by 5.25 kg, y i e l d i n g  
the  n e t  e f f e c t  standard e r r o r  o f  5.28 kg. Before leav ing the  example, note 
t h a t  x = 1496.13 kg i s  w i t h i n  10 kg o f  X = 1500 kg as s p e c i f i e d  ( w i t h  a = 0.05). 
I n  consider ing the  above example, t he  5.25 kg increase i n  the  standard 
e r r o r  ( f rom the  i n i t i a l  0.1 kg) seems la rge .  Yet, on l y  s l  i g h t l y  more than 
one- tenth o f  t he  popu la t ion  was inventor ied .  The advantages and disadvantages 
o f  sanipl i n g  must be weighed i n  dec id ing  what i s  needed. Note t h a t  the  above i s  
on l y  one example and even i t  would have looked d i f f e r e n t  f o r  d i f f e r e n t  values 
o f  E, a and the  popu la t ion  standard e r r o r  (0.1 kg used above). The methodology 
o f  comparing sampling and census r e s u l t s  i l l u s t r a t e d  above i s  important  however, 
and can be used as a  guide f o r  o ther  s i t u a t i o n s  and the  i n v e s t i g a t i o n  o f  o the r  
sampl i ng p l  ans . 
6.3 THE EFFECT OF SAMPLING ON INVENTORY DIFFERENCE 
One o f  the  uses o f  i nven to ry  est imates i s  i n  the  c o n t r o l  o f  SNM, where 
Inventory  D i f fe rence ( ID)  i s  a  bas ic  q u a n t i t y  o f  i n t e r e s t .  For any one mate- 
r i a l  balance per iod,  ID i s  de f ined as 
where B = beginning inventory,  
A  = add i t ions ,  
R = removals, 
E  = ending inventory.  
It i s  the  beginning and ending i nven to r i es  which would be a f f e c t e d  by sampling 
ins tead o f  a  complete census; add i t i ons  and removals must be checked by a  com- 
p l  e t e  census. 
O f  i n t e r e s t  i s  t he  q u a n t i t a t i v e  impact o f  sampl i n g  on the  variance o f  ID. 
The impact w i l l  come from us ing  a  sampl i n g  p lan  t o  est imate the  beginning and 
ending inventor ies ,  i .e .  
Var ( ID) - Var(1D) = Var(B-E) - Var(B-E) . (6.6) 
sampl i ng census sampl i ng census 
Formula (6.6) assumes t h a t  a r r i v a l s  and removals are independent o f  t he  begin- 
n ing  and ending inventor ies ;  t h i s  i s  o f t e n  a reasonable assumption. I f  B and 
E are independent ,(a) formula (6.6) becomes 
Var ( ID) - Var(1D) = ( ~ a r ( ~ )  - Var(B) - Var(E) r 6 . 7 )  
sampl i ng census sampl i ng census sampl i ng censu c 
Formula (6.7) shows t h a t  t he  e f f e c t  o f  sampling on the  variance o f  I D  i s  f e l t  
twice, once f o r  t he  beginning inventory  sampling and once f o r  t he  ending inven- 
t o r y  sampling. I f  the  variances o f  B and E a re  equal f o r  sampling and f o r  a 
census, formula (6.7) becomes 
Var(1D) - V a r ( I D )  = 2  - Var(B) 
sampl i ng census sampl i ng census 
L i t e r a l l y  then, the  sampling impact on the  variance o f  I D  i s  tw ice  the  impact 
on the  variance o f  an i n d i v i d u a l  inventory  est imate. The standard e r r o r  f a c t o r  
i s  then = 1.4. 
The ac tua l  magnitude o f  t he  impacts i n  formulas (6.7) o r  (6.8) w i l l  depend 
upon the  sampling p lan  and the  values o f  n, a and E selected f o r  es t ima t ing  a 
g iven i nven to ry .  
(a )  While t h i s  i s  n o t  as reasonable an assumption as the  previous one, i n  prac- 
t i c e  I D  i s  o f t e n  ca l cu la ted  w i t h  values o f  B, A, R and E modi f ied  t o  reduce 
o r  e l im ina te  sources o f  covariance. 
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APPENDIX A 
DEVELOPMENT OF V E R I F I C A T I O N  SAMPLING RESULTS 
APPENDIX A 
DEVELOPMENT OF VERIFICATION SAMPLING RESULTS 
A.l THE PROBABILITY OF DETECTING DIVERSION FROM SEVERAL STRATA WHEN INSPECTING 
INVENTORIES BY ATTRIBUTE  SAMPLING(^) 
When zero d e f e c t  a t t r i b u t e  sampl ing i s  used t o  s e l e c t  sample s i zes  f o r  
v e r i f i c a t i o n  o f  i n v e n t o r i e s  t o  d e t e c t  losses  equal t o  o r  exceeding a  s p e c i f i e d  
goal  q u a n t i t y  G, each s t r a tum o r  c l a s s  o f  m a t e r i a l  i s  sampled on t he  premise 
t h a t  t h e  e n t i r e  goal q u a n t i t y  i s  taken f rom t h a t  c l ass .  It can be shown t h a t  
t h e  p r o b a b i l i t y  o f  d e t e c t i n g  d i v e r s i o n  by t h e  s t r a t e g y  of  removing p a r t  o f  G 
f rom each o f  severa l  s t r a t a  i s  a t  l e a s t  as h i g h  as d e t e c t i n g  t he  d i v e r s i o n  o f  
t h e  e n t i r e  q u a n t i t y  G f rom a  s i n g l e  s t ra tum.  
L e t  t h e  i n s p e c t i o n  sample s i z e  f o r  each o f  i i n v e n t o r y  s t r a t a  be chosen 
w i t h  t h e  b inomia l  sample s i z e  equa t ion  as f o l l o w s :  
where ni = sample s i z e  f rom s t ra tum i, 
Ni = t o t a l  number o f  con ta ine rs  i n  ith stratum, 
6 = t h e  p r o b a b i l i t y  o f  n o t  o b t a i n i n g  a t  l e a s t  one d e f e c t  ( o u t  o f  di) 
i n  t h e  sample, 
di = G/YA = number o f  con ta ine rs  needed t o  o b t a i n  G u n i t s  f rom t h e  i t h 
s t ra tum (by removing YA u n i t s  f rom each c o n t a i n e r ) ,  
G = t h e  goal q u a n t i t y ,  
A  = t h e  amount o f  SNM per  con ta ine r  i n  t h e  ith stratum, 
y = f r a c t i o n  o f  A  removed f rom each con ta ine r .  
Assume t h e r e  a r e  L  s t r a t a  and G i s  ob ta ined  by d i v e r s i o n  o f  vi i tems f rom each, 
where t h e  vi a r e  n o t  n e c e s s a r i l y  equal.  Then: 
( a )  Based on work by K. B. Stewar t  o f  P a c i f i c  Northwest Labora to ry  (see Stewar t  
and Jung 1980). 
G = vlylAl + v2y2A2 + ... + v y A L L L  
I f  ni i tems from each st ratum are  inspected, as s p e c i f i e d  by the  binomial 
equation, t he  p r o b a b i l i t y  o f  n o t  de tec t i ng  the  l o s s  o f  G i s  equal t o  o r  l e s s  
than B since:  
Probabi l  i t y  I 'i Ni-ni-j+l i i of Nondetection . = Qi = ll ( Ni-j+l ) = j;l ( 1  - v) i n  Stratum i j = l  
Probabi l  i t y  L 
o f  Nondetection 





A.2 DEVELOPMENT OF A SAMPLE SIZE EQUATION FOR VERIFICATION WITH A VARIABLES 
SAMPLING PLAN 
The sample' s i ze  equation f o r  the v e r i f i c a t i o n  var iables sampl i ng  plan given 
i n  Section 3.2.1 i s  developed here. The sample s i ze  equation i s  based on the 
hypothesis t o  be tested: 
w i t h  t e s t  s t a t i s t i c  
where uD = t r ue  unknown populat ion mean o f  the d i f ference between the p r i o r  
and cur rent  SNM content o f  a container, 
A 
D = an estimate o f  pD based on a sample, 
A 
6, = sample estimate o f  the standard dev ia t ion o f  D. 
D 
Under the n u l l  hypothesis, D* i s  assumed t o  be d i s t r i bu ted  approximately stand- 
ard normal (mean = 0, variance = 1 ). We are in terested i n  a two- ta i l  ed t e s t  
w i t h  the p robab i l i t y  o f  a type I e r r o r  equal t o  a and w i t h  p robab i l i t y  1 - ,6 o f  
detect ing a d i f ference o f  G. For a pos i t i ve  G (removal o f  SNM) the t e s t  i s  
represented graphica l ly  i n  Figure A.1. 
An equation which involves n, a, and B i s  eas i l y  obtained by not ing 
FIGURE A. 1  . Graphical Development o f  Variables V e r i f i c a t i o n  
Sample Size Equation 
where z = the  vth p e r c e n t i l e  o f  t he  standard normal d i s t r i b u t i o n ,  v  
2 n 6' , = systematic component o f  D var iance, 
3s 
, aLA = random component o f  D var iance which may change from Ho t o  HAY 
DrlHO DrlHA 
G = goal q u a n t i t y  t o  be detected, 
a = p r o b a b i l i t y  o f  a type I e r r o r ,  
B = p r o b a b i l i t y  o f  a type I 1  e r r o r .  
Because o f  symnetry o f  t he  normal d i s t r i b u t i o n ,  equat ion (A.2) i s  a l so  appro- 
p r i a t e  f o r  t he  o the r  t a i l  t e s t  (when the  t r u e  d i f f e r e n c e  G i s  negat ive) .  
Now, expressing a2^ 
Dr 1 HA as some mu1 t i p l e  f o f  8''' D r  l Ho i n  equat ion (A.2) and 
l e t t i n g  8'6, = 8 ' ~  ,,.I Ho , We have 
and 
where 
I t  i s  assumed t h a t  1 < f < 4 ,  i .e. ,  t h a t  a diverter will not  inflate the random 
- - 
error variance by more t h a n  a factor of four, since beyond a certain point a 
small diversion would become a large diiersion. 
Note t h a t  equation (A.3) contains the desired sample size n implictly 
A 
through the random error vari ance component. Si nce D = Z N ~ ~ ~  , the random 
A 
error variance of D i s  
where Ni = number o f  conta iners i n  s t ratum i, 
ni = sample s i z e  i n  s t ratum i, 
L = number o f  s t r a t a  i n  t he  populat ion,  
= est imate o f  random e r r o r  var iance f o r  i n d i v i d u a l  conta iner  ' dri 
d i f f e rences  i n  s t ratum i. 
The problem o f  s o l v i n g  equat ion (A.3) f o r  n  and the  ni y e t  remains. I n  
t he  i d e a l  case where R = 0, equat ion (A.3) can on l y  be solved (g iven a, B ,  
and G )  i f  
Otherwise the  goal G i s  too  small r e l a t i v e  t o  systematic e r r o r  f o r  even 100% 
sampling t o  p rov ide  a  t e s t  w i t h  power 1  -B fo r  the  chosen value o f  a. 
The power t o  de tec t  small d i ve rs ions  i s  d i r e c t l y  r e l a t e d  t o  the  var iance 
A 
o f  the  d i f f e r e n c e  s t a t i s t i c  (D) . Since the  variance i s  made up o f  both random 
and systematic e r r o r  components, both components i n f l uence  the  p r o b a b i l i t y  o f  
de tec t ion .  However, o n l y  the  random component reduces w i t h  i nc reas ing  sample 
s i ze .  As a  r e s u l t ,  there  i s  a  p o i n t  where a  f u r t h e r  reduc t ion  i n  t h e  s i z e  o f  
t he  random e r r o r  var iance component has l i t t l e  e f f e c t  on the  o v e r a l l  measurement 
unce r ta in t y  o f  t he  d i f f e r e n c e  s t a t i s t i c .  The r e l a t i o n s h i p  
U 
t random 
' to ta l  = 4"systemat ic  n  
where n i s  the verification sample s ize ,  shows how the random error component 
decreases with increasing n while the systematic error  component remains con- 
s tan t .  Hough, Schneider, Stewart, e t  a l .  (1974) suggest the point of diminish- 
ing returns i s  when the random error  component standard deviation i s  one-half 
the systematic error  standard deviation, since th is  point i s  within 1 2  percent 
of the minimum, e.g. 
' total  
'systematic 
If the lower l imit  for  total  error  given in equation (A.6) i s  adopted and 
i t  i s  assumed that  1 - < f - < 4 ,  then equation (A.3) can only be solved (given 
a ,  B and G )  i f  
If equation (A.3) can not eventually be solved for  n because of restr ic t ion (A.7), 
then a and/or B must be reduced or G increased. This assumes 80, i s  fixed. A 
specific example of th is  general solution was presented by Hough, Schneider, 
Stewart, e t  a1 . ( 1  974), who suggested solving the equation 
i n  place of equation (A.3). This equation i s  obtained by choosing 
as discussed ea r l i e r  in th i s  section. 
APPENDIX B 
DEVELOPMENT OF INVENTORY SAMPLING PLAN SAMPLE S I Z E S  
APPENDIX B 
DEVELOPMENT OF INVENTORY SAMPLING PLAN SAMPLE SIZES 
B.l SAMPLE SIZE FOR SIMPLE RANDOM SAMPLING 
I n  general, we des i re  a sample s i z e  n which s a t i s f i e s  
where X = t o t a l  populat ion inventory,  
x  = es t imator  o f  X based on a sample, 
E = p respec i f i ed  accuracy requirement on x, 
a = pvespeci f i e d  confidence 1 eve1 on accuracy requ i r e m e ~ t  . 
Given a populat ion and values o f  a and E, n  i s  obta ined by so l v ing  
where SE(x) i s  the  populat ion standard e r r o r  f o r  t he  t o t a l  inventory  est imator .  
For simple random sampl ing,  we have from Levy and Lemeshow (1 980, p. 43). 
where ox i s  t he  popu la t ion  standard dev ia t ion .  Then formula (8.2) may be used 
f o r  c a l c u l a t i n g  the  sample s i z e  n given a, E and ox: 
Solv ing t h i s  f o r  n g ives 
where 2 v = - =  i t he  popu la t ion  c o e f f i c i e n t  o f  v a r i a t i o n  squared. 
2 2 This equat ion i s  n o t  use fu l  due t o  the  presence o f  VX;  i f  X and ox were known, 
we would n o t  need a sample t o  est imate them. However, from previous inventor ies ,  
2 "2 a reasonable est imate o f  V X  should be ava i l ab le .  L e t t i n g  V X  represent  t h i s  e s t i -  
mate, equat ion (B.4) becomes 
This i s  formula (5.6) i n  Sect ion 5.1 .l. 
B.2 SAMPLE S I Z E  FOR PPS SAMPLING WITH REPLACEMENT 
The desi red sample s i z e  i s  given by formula (B.2) o r ,  equ iva lent ly ,  
where, f o r  PPS w i t h  replacement, (a  
Then, s u b s t i t u t i n g  equation (B.8) i n t o  (B.7) and so lv ing  we have 
This i s  formula (5.17) i n  Sect ion 5.1.3. 
(a )  This formula can be developed using r e s u l t s  i n  Cochran (1 977, Chapter 9A). 
B.3 SAMPLE S I Z E  FOR PPS SAMPLING WITHOUT REPLACEMENT USING THE RHC METHOD 
The des i red  sample s i z e  formula f o r  PPS sampling w i thout  replacement us ing  
the  Rao, Har t ley ,  Cochran (RHC) method i s  given by formula (8.7) where (a)  
Then, s u b s t i t u t i n g  formula (B.lO) i n t o  (B.7) and solv ing,  we have 
This i s  formula (5.22) i n  Sect ion 5.1.3. 
B.4 SAMPLE SIZE FOR SIMPLE STRATIFIED RANDOM SAMPLING 
The des i red  sample s i z e  formula fo r  simple s t r a t i f e d  random sampling i s  
g iven by formula (B.7) where, from Levy and Lemeshow (1980, p. 108) 
(a) This formula can be developed using r e s u l t s  i n  Cochran (1977, Chapter 9A). 
B. 4 
Subs t i t u t i ng  (8.12) i n t o  (8.7) y i e l d s  
Formula (B.13) does n o t  have a  unique so lu t i on .  Choosing the  c r i t e r i o n  t h a t  a  
sample s i z e  n  i s  des i red  which minimizes the populat ion variance o f  the es t imator  
x y i e l d s  (see Cochran 1977, pp. 96-98) the  a l l o c a t i o n  scheme 
This i s  formula (5.28) i n  Sect ion 5.2.1. Subs t i t u t i ng  (6.14) i n t o  (B.12), the  
minimum variance becomes 
Subs t i t u t i ng  (0.15) i n  formula (B.7) and so l v ing  f o r  n y i e l d s  
Th is  i s  formula (5.29) i n  Sec t ion  5.2.1. 
APPENDIX C 
SELECTED STATISTICAL DISTRIBUTION TABLES 
APPENDIX C 
SELECTED STATISTICAL DISTRIBUTION TABLES 
TABLE C.1. Percent i le  Values ( z  ) f o r  the Standard Normal D i s t r i b u t i o n  
P 
2 TABLE C.2. Percentile Values (X ) for the Chi-Square Distribution with v 





D. 1  SAMPLING TERMINOLOGY AND NOTATION 
A t t r i b u t e s  Sampl i n g  Plan: A v e r i f i c a t i o n  sampling p lan  designed t o  detec t  
conta iners w i t h  1 arge defects.  
Census : 
Clus ter  : 
A complete accounting o f  a populat ion,  i .e. 100% 
sampl i ng . 
A group o f  elements from a populat ion r e l a t e d  
by physical  p rox imi ty .  The elements may o r  may 
no t  have s i m i l a r  cha rac te r i s t i cs .  
Cur ta i l ed  Sequenti a1 A sequent ia l  sampling p lan  w i t h  a predetermined 
Sampl i ng : maximum sample s ize.  A dec is ion  f o r  t he  r e l a t e d  
t e s t  i s  made a f t e r  c o l l e c t i n g  the  l a s t  sample 
u n i t  i f  n o t  done so prev ious ly .  
Inventory Sampl i ng P l  an : A sampling p lan  designed t o  produce a quant i ta -  
t i v e  est imate o f  t he  SNM content  ( inventory)  o f  
a popu la t ion  o f  conta iners.  
One-stage Clus ter  Sample: A sample composed o f  groups of popu la t ion  e l e -  
ments. Every element i n  each group ( c l u s t e r )  
i s  contained i n  the  sample. 
Populat ion: The o r i g i n a l  s e t  o f  elements o f  i n t e r e s t .  
P r o b a b i l i t y  Proport ional  t o  A procedure i n  which populat ion elements o r  c lus-  
Size (PPS) Sampl i n g  : t e r s  o f  elements are chosen w i t h  p r o b a b i l i t y  pro- 
po r t i ona l  t o  t h e i r  s ize .  Size may be i n  terms 
o f  a measurable o r  countable va r iab le  . 
Random Sampl e : A sample i n  which each element i s  selected from 
the popu la t ion  by chance. 
Sampl e : A subset o f  elements from the populat ion. 
Sampling With Replacement: A sample s e l e c t i o n  technique which permits a 
populat ion element t o  be inc luded i n  the  sample 
more than once. 
Sampling Without 
Rep1 acement : 
A sample s e l e c t i o n  technique which does no t  
permi t  a populat ion element t o  be inc luded 
i n  the  sample more than once. 
Sequenti a1 Sampl i n g  : An i t e r a t i v e  procedure app l ied  a f t e r  t he  s e l e c t i o n  
o f  a sample p o i n t  which decides t o  e i t h e r  s top  
sampl i n g  o r  t o  choose an add i t i ona l  sample p o i n t  
based on a predetermined dec is ion  r u l e .  
Simp1 e Random Sample : A random sample i n  which each element has an 
equal chance o f  being selected. 
S t r a t i f i e d  Random Sample : A s t r a t i f i e d  sample i n  which a simple random 
sample i s  selected w i t h i n  each stratum. 
Stratum: A group o f  elements from a popu la t ion  w i t h  s i m i l a r  
c h a r a c t e r i s i t i c s .  
S t r a t i f i e d  Sample: A sample composed o f  samples from each o f  several 
mutua l ly  exc lus ive  and exhaust ive s t r a t a  i n t o  
which a popu la t ion  has been d iv ided.  
Systematic Sampl e : A sample i n  which the  f i r s t  element i s  randomly 
selected from t h e  f i r s t  k elements o f  the  popula- 
t i o n ,  and every k t h  element o f  t h e  popu la t ion  
f o l l o w i n g  the  f i r s t  element i s  subsequently 
sel  ected. 
Two-stage Clus ter  Sample : A sample selected i n  two stages. I n  the  f i r s t  
stage, a sample o f  c l u s t e r s  o f  elements i s  chosen 
from a popu la t ion  o f  c lus ters .  I n  t h e  second 
stage, elements are  sampled from each o f  t he  
c l u s t e r s  chosen i n  t h e  f i r s t  stage. 
Variables Sampl i n g  Plan : A v e r i f i c a t i o n  sampling p lan  designed t o  de tec t  
a removal (obtained through small de fec ts  i n  sev- 
e r a l  conta iners)  o f  SNM i n  a popu la t ion  o f  con- 
ta iners .  
The probabi 1 i ty  o f  a type I e r r o r .  For inventory  
determinat ion, i t  i s  a lso  i n t e r p r e t e d  as t h e  prob- 
a b i l i t y  t h a t  t h e  sample est imate ( x )  i s  f u r t h e r  
from the  popu la t ion  value (X) than EX. 
The p r o b a b i l i t y  o f  n o t  ob ta in ing  a detec tab le  
removal i n  a sample. For v e r i f i c a t i o n  a t t r i b u t e  
sampling i t  i s  t h e  p r o b a b i l i t y  o f  n o t  ob ta in ing  
a t  l e a s t  one l a r g e  de fec t  i n  a sample. 
The p r o b a b i l i t y  o f  a type I 1  e r r o r .  This i s  
equal t o  8 assuming the  p r o b a b i l i t y  o f  i d e n t i f y -  
i n g  a defect ,  g iven i t  i s  i n  t h e  sample, i s  one. 
N, Ni: 
n*, N*, B*: 
The number o f  elements t be sampled from a 
popu la t ion  o r  from the  iPh group (s t ra tum o r  
c l u s t e r )  w i t h i n  the  populat ion.  
The number o f  elements i n  the  popu la t ion  o r  i t h 
group (s t ra tum o r  c l u s t e r )  w i t h i n  the  populat ion.  
These symbols have the  same meanings as n, N, and 
where the  a s t e r i s k  i nd i ca tes  values f o r  a PPS 
sampling p lan  where a measure o f  s i z e  d i f f e r e n t  
than the  o r i g i n a l  u n i t s  i s  u t i l i z e d .  
L:  Number o f  s t r a t a  i n  a s t r a t i f i e d  populat ion.  
The number o f  c l u s t e r s  t o  be sampled f o r  a 
c l  u s t e r  sampl i ng p l  an. 
The number o f  c l u s t e r s  i n  a popu la t ion  ( o r  s t r a -  
tum, f o r  a s t r a t i f i e d  popu la t ion) .  
The number o f  conta iners per  c l u s t e r  (when t h i s  
number i s  t h e  same fo r  each c l u s t e r ) .  
D. 2 MISCELLANEOUS TERMINOLOGY AND NOTATION 
Gross Defect : 
Large Defect:  
Small Defect:  
SNM : 
SSNM : 
Larger " l a rge  defec ts"  which a re  de tec tab le  w i t h  
nondestruct ive techniques. 
Any removal o f  SNM from a conta iner  de tec tab le  
by a simple observat ion o r  s i n g l e  measurement. 
Any removal o f  SNM from a conta iner  which cannot 
be detected by a simple observat ion o r  s i n g l e  
measurement. 
Special  nuclear  ma te r i a l ,  which i s  any enr iched 
f i s s i l e  isotope.  
S t r a t e g i c  spec ia l  nuc lear  ma te r i a l ,  which i s  t he  
iso tope uranium-235 (conta ined i n  uranium enr iched 
t o  20% o r  more i n  t he  uranium-235 iso tope)  , the 
iso tope uranium-233, o r  plutonium. SSNM i s  a 
subset o f  SNM. 
The proper ty  o f  a conta iner  sealed so t h a t  t he  
seal cannot be tampered w i t h  w i thou t  de tec t ion .  
Nu1 1 hypothesis i n  a s t a t i s t i c a l  hypothesis t e s t .  
D*: 
A1 t e r n a t i v e  hypothesis i n  a  s t a t i s t i c a l  hypothesis 
t e s t .  
The goal q u a n t i t y  under the  a1 t e r n a t i v e  hypothesis 
t h a t  a  d i v e r s i o n  has occurred. The q u a n t i t y  i s  
used i n  designing a t t r i b u t e  and va r iab les  sample 
s izes so t h a t  a  d i ve rs ion  o f  amount G w i l l  be 
detected a t  a  preassigned p r o b a b i l i t y  l e v e l .  
Amount o f  SNM i n  each conta iner  i n  a  populat ion,  
stratum, o r  c l  us te r  . 
y (gamma) i s  a  f r a c t i o n  o f  SNM i n  a  conta iner  
hypothesized t o  be removed i n  a  d i ve rs ion .  yo i s  
the  c u t o f f  p o i n t  f o r  de tec t i ng  gross defec ts  w i t h  
c e r t a i n t y ,  wh i l e  yl i s  the  c u t o f f  p o i n t  f o r  de tec t-  
i n g  any l a r g e  defect w i t h  c e r t a i n t y .  
The d i f f e r e n c e  b  tween cu r ren t  and p r i o r  content  
values f o r  t h e  jeh conta iner  i n  s t ratum i . 
1 A 
d. ./ni = the  mean c o n t r i b u t i o n  t o  D from 
j = I  1J 
stratum i. 
Corresponding values o f  t he  above two i tems i f  
the  popu la t ion  i s  n o t  s t r a t i f i e d .  
Sample est imate o f  the  random e r r o r  var iance o f  
the  d  . values . 
J 
An est imate o f  the  populat ion mean d i f f e r e n c e  
between p r i o r  and cu r ren t  SNM content  based on a  
sample. 
The t e s t  s t a t i s t i c  $6, used t o  t e s t  f o r  a  
D d i ve rs ion  i n  the  populat ion through small defects.  
A sample based est imate o f  the  variance of 6 where 
2 2 2 8, = 6, + 8, . 
D Ds D r  
The systematic and random e r r o r  var iance compon- 
ents respect ive ly ,  of the  est imated variance o f  
A 
An est imate o f  t h ~  random e r r o r  variance component 
o f  the s t a t i s t i c  D under the n u l l  hypothesis t h a t  
the mater ia l  i s  i n  cont ro l .  
An estimate o f  the random e r r o r  variance component 
of the s t a t i s t i c  6 under the a1 te rna t i ve  hypothesis 
t h a t  the mater ia l  i s  no t  i n  contol  . 
The respect ive notat ions f o r  the previous items 
when the populat ion i s  s t r a t i f '  d. The subscr ip t  t E ind icates  the values f o r  the i stratum. 
True populat ion inventory.  
Estimator o f  t o t a l  popul a t i o n  i nventory based on 
sample informat ion . 
Estimated standard e r r o r  o f  x. 
Prespeci f ied accuracy 1 im i  t on the r e l a t i v e  d i f -  
ference o f  x and X ,  i .e. - 
The (1 - 4 2 )  th pe rcen t i l e  o f  the standard normal 
d i s t r i b u t i o n  ( the normal d i s t r i b u t i o n  w i t h  mean 
zero and variance one). 
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