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giving formulas for the often pesky case of characteristic two. The code he wrote was usually intended to be most general in the sense that it should allow to be compiled and run efficiently and securely on a wide variety of possible processors. And he produced side-channel resistant implementations without even mentioning the existence of such attacks. In his implementations of elliptic curve cryptography, Peter often used Montgomery multiplication for the base field arithmetic, assuming operations would be carried out modulo general primes, and would not rely on generalized Mersenne primes or other primes with special reduction, for example. Peter used to significantly speed up modular inversion in his implementations, which led to a low ratio for the cost of inversion to multiplication.
Several other signature ideas from Peter's work played a role in optimizing algorithms for pairing computation. In addition to fast modular inversion, Peter also introduced the widely used simultaneous inversion trick [52, Section 10.3.1.] (see Chapter 1), which can be applied to pairing computation as explained in Section 9.3 on page 14. In general, achieving a low ratio of inversion to multiplication cost through this collection of tricks in various settings favors affine coordinates, which is relevant, for example, in application scenarios such as the computation of multiple pairings, products of pairings, and parallelized pairings, as well as for pairings at very high security levels. These applications are all explained in Section 9.3.
In another direction, the Montgomery ladder [52] (see Chapter 4) used in the ECM factoring method (see Chapter 8) does not need the y-coordinate of the elliptic curve points and allows the efficient computation of scalar multiplication using x-coordinates only. In Section 9.4 on page 22, we present the double-and-add trick from [27] , which saves a multiplication in combined operations by not computing the intermediate y-coordinate. Also, the squared Weil and Tate pairings, presented in Section 9.5 on page 26, achieve cancellation of vertical line function contributions because they only depend on the x-coordinates, which are equal for a point and its negative.
A common theme throughout this chapter is the comparison of affine versus projective coordinates in the elliptic curve operations involved during a pairing computation. While early papers on pairing implementation naturally started out using affine coordinates [8, 33] , it is now understood that for a single pairing computation at the 128-bit and 192-bit security levels, projective coordinates are advantageous, see the results in [12, 3, 1, 2] .
Preliminaries
We start by introducing notation and describing the basic concepts needed to talk about cryptographic pairings and their computation, such as elliptic curves, their group law, pairings and pairing-friendly elliptic curves. To ease the exposition, the material is not presented in the most general setting, but rather focused on special cases that are most common and representative of the general ideas. For more details, we point the reader to [60, 13, 25, 26, 32] .
Elliptic curves
Let p > 3 be a prime and F q be a finite field of characteristic p. Throughout the whole chapter, we consider E to be an elliptic curve defined over F q , given by a short Weierstrass equation E : y 2 = x 3 +ax+b, where a, b ∈ F q and 4a 3 +27b 2 0. The point at infinity on E is denoted by O. The curve E can be viewed as the set of affine solutions (x, y) of the curve equation with coordinates in an algebraic closure of F q together with the special point O. The set of F q -rational points on E is given by E(F q ) = {(x, y) ∈ F q × F q | y 2 = x 3 + ax + b} ∪ {O}, and the number of such points is n = #E(F q ) = q + 1 − t, where t is bounded by |t| ≤ 2 √ q.
The group law There exists an abelian group law + on E, which is given as follows. The point O is the neutral element, i.e., P 1 +O = P 1 for any point P 1 ∈ E. If P 1 O, write P 1 = (x 1 , y 1 ). Then, the inverse element of P 1 is the point −P 1 = (x 1 , −y 1 ), i.e., (x 1 , y 1 ) + (x 1 , −y 1 ) = O. Given another point P 2 = (x 2 , y 2 ) ∈ E \ {O, −P 1 }, define
(y 2 − y 1 )/(x 2 − x 1 ) if P 1 P 2 , (3x 2 1 + a)/(2y 1 ) if P 1 = P 2 . (9.1) Then P 3 = (x 3 , y 3 ) = P 1 +P 2 is given by x 3 = λ 2 −x 1 −x 2 and y 3 = λ(x 1 −x 3 )−y 1 . Computing the sum of two affine F q -rational points requires a division in the field F q . This operation is usually significantly more costly than all the other operations, such as addition, subtraction and multiplication. Therefore, elliptic curve group operations are often computed using a projective coordinate system, in which an additional third coordinate keeps track of all denominators such that field inversions are avoided altogether until the very end of the computation. This comes at the cost of additional field multiplications and other lower-cost operations. There are various forms of projective coordinate systems suitable for different scenarios.
Embedding degree and torsion points Let r be a prime with r | n, and let k be the embedding degree of E with respect to r, i. e. k is the smallest positive integer with r | q k − 1. This means that the multiplicative group F * q k contains as a subgroup the group µ r of rth roots of unity. The embedding degree k is an important parameter, since it determines the field extensions over which the groups that are involved in pairing computation are defined.
For m ∈ Z, let [m] : E → E be the multiplication-by-m map, which maps a point P ∈ E to the sum of m copies of P. The kernel of [m] is the set of m-torsion points on E; it is denoted by E[m] and we write E(F q )[m] for the set of F q -rational m-torsion points ( > 0). From now on it is assumed that k > 1, in which case E[r] ⊆ E(F q k ), i.e., all r-torsion points are defined over F q k .
Pairings
In order to describe the pairing functions relevant to cryptography, we need to introduce divisors on E. A divisor D on E is a formal sum of points with integer coefficients, i.e., D = P∈E n P (P) with only finitely many of the n P different from zero; this finite set of non-zero n P -values is the support of the divisor D. A divisor is called a principal divisor, if it is the divisor of a function f on E. In that case the coefficient n P reflects the multiplicity of P as a zero (if n P > 0) or pole (n P < 0) of f . Two divisors are equivalent if they differ by a principal divisor. For P 1 ∈ E, let D P 1 be a divisor that is equivalent to (P 1 ) − (O). Let f r,P 1 be a function on E with divisor r(P 1 ) − r(O). Evaluating a function f at a divisor n P (P) means to evaluate f (P) n p .
The Weil pairing The first applications of pairings in cryptography used the Weil pairing
For the computation of f r,Q (D P ), we can take D Q = (Q) − (O) and need to choose a suitable point R such that D P = (P + R) − (R) has support disjoint from {O, Q} (and similarly for f r,P (D Q )).
The Tate pairing Most pairings that are suitable for use in practical cryptographic applications are derived from the reduced Tate pairing
In the case k > 1, to which we restrict in this chapter, one can omit the auxiliary point in the divisor D Q and compute f r,P (Q) (q k −1)/r instead (see [8, 9, Thm. 1] ).
Miller's algorithm
To evaluate the functions occurring in the Weil and the Tate pairing, one follows an iterative approach based on Miller's formulas [50] . For an integer m ∈ Z and a point P ∈ E(F q k )[r] define the function f m,P to be a function with divisor m(P) − ([m]P) − (m − 1)(O). Note that this notation coincides with the one used above for m = r because then [r]P = O. The value of the function f r,P at the point Q can be computed in a square-and-multiply-like fashion via function values f m,P (Q) for m < r with the help of certain line functions. Let P 1 , P 2 , Q ∈ E such that P 1 O, P 2 {O, −P 1 }, and E O. Then the line through P 1 = (x 1 , y 1 ) and P 2 = (x 2 , y 2 ), evaluated at Q = (x Q , y Q ) is given by
where λ is the value of the slope computed during the computation of P 1 +P 2 as in Equation (9.1) on page 3. In the case that P 2 = −P 1 , we have the vertical line function value v P 1 (Q) = l P 1 ,−P 1 (Q) = x Q − x 1 . Define the quotient g P 1 ,P 2 (Q) = l P 1 ,P 2 (Q)/v P 1 +P 2 (Q). Then, for m 1 , m 2 ∈ Z, Miller's formulas hold as follows:
Specializations of these formulas yield f m+1,P (Q) = f m,P (Q)g [m]P,P (Q), and
, which lead to Miller's algorithm to compute f r,P (Q) as shown in Algorithm 1 on page 5. Note that as written here, in the last iteration of the algorithm, since r 0 = 1, the point addition in line 5 computes the point at infinity O in an exceptional case. The value of the function g R,P in this step is defined as g R,P (Q) = v P (Q).
Algorithm 1 Miller's algorithm
if (m i = 1) then 5:
end if 7: end for 8: return f Unlike scalar multiplication algorithms for exponentiation in elliptic curve groups, which multiply curve points by varying scalars that are often secret values in the respective cryptographic protocols, Miller's algorithm works alongside a scalar multiplication with a fixed scalar, namely r. In other words, the exponentiation carried out in Miller's algorithm is always to the same public number. Significant savings can be obtained by choosing this system parameter with a low Hamming weight (or low weight in a signed binary representation) in order to have as few as possible of the addition steps in line 5 of Algorithm 1.
The final exponentiation to the power (q k − 1)/r in the Tate pairing after the Miller loop represents a large part of the computation. It maps classes in F * q k /(F * q k ) r to unique representatives in µ r and is an exponentiation with a known fixed, special exponent. Parts of it are carried out in special subgroups of the multiplicative group F * q k . This leads to various improvements over a general exponentiation with an exponent of that size, leading to a significant speedup (see, for example [59, 35, 39] ).
The ate pairing
Often the most efficient choices for implementation are variants of the ate pairing [41] , which is a certain power of the reduced Tate pairing and is defined on special subgroups of E[r].
Let φ q be the q-power Frobenius endomorphism on E, i.e., φ q (x, y) = (x q , y q ). Define two groups of prime order r by
. The group G 1 contains only points defined over the base field F q , while the points in G 2 are minimally defined over F q k . The ate pairing is the map
where T = t − 1. The group G 2 has a nice representation by an isomorphic group of points on a twist E of E, which is a curve that is isomorphic to E. Here, we are interested in those twists which are defined over a subfield of F q k such that the twisting isomorphism is defined over F q k . Such a twist E of E is given by an equation E :
If ψ is minimally defined over
. Then the map ψ is a group isomorphism G 2 → G 2 and we can represent all elements in G 2 by the corresponding preimages in G 2 . Likewise, all arithmetic that needs to be done in G 2 can be carried out in G 2 . The advantage of this is that points in G 2 are defined over a smaller field than those in G 2 . Using G 2 , we may now view the ate pairing as a map
Algorithm 2 shows Miller's algorithm in the just described setting for an atelike pairing to compute f m,ψ(Q ) (P) for some integer m > 0. In this algorithm and throughout the rest of this chapter, we assume that k is even and therefore the denominator elimination technique applies (see [8, 9] ), which means that the denominators in the above defined fraction g Q 1 ,Q 2 (P) of line functions can be omitted without changing the pairing value. This is why Algorithm 2 only uses the line functions l Q 1 ,Q 2 (P).
Algorithm 2 Miller's algorithm for even k and ate-like pairings
if
end if 7: end for 8: return f Miller's algorithm builds up the function value f m,ψ(Q ) (P) along a scalar multiplication computing [m]Q (which is the value of R after the Miller loop).
Step 3 is called a doubling step, it consists of squaring the intermediate value f ∈ F q k , multiplying it with the function value given by the tangent to E at R = ψ(R ), and doubling the point R . Similarly, an addition step is computed in step 5 of Algorithm 2.
The most efficient variants of the ate pairing are so-called optimal ate pairings [61] . They are optimal in the sense that they minimize the size of m and with that the number of iterations in Miller's algorithm to log(r)/ϕ(k), where ϕ is the Euler totient function and log is the logarithm to base 2. For such minimal values of m, the function f m,ψ(Q ) alone usually does not give a bilinear map. To get a pairing, these functions need to be adjusted by multiplying with a small number of line function values (see [61] for details).
Pairing-friendly elliptic curves
Secure and efficient implementation of pairings can be done only with a careful choice of the underlying elliptic curve. The curve needs to be pairing-friendly, i.e., the embedding degree k needs to be small, while r should be larger than √ q. A survey of methods to construct such curves can be found in [29] . For security reasons, the parameters need to have certain minimal sizes which imply suitable values for the embedding degree k for specific security levels.
The requirement for an elliptic curve to have small embedding degree is a strong condition that restricts the set of possible curves to a small subset of elliptic curves. Because of the possibility of a transfer attack on the discrete logarithm problem like the Menezes-Okamoto-Vanstone [49] or the FreyRück [31, 30] attacks, such curves are excluded from being used in elliptic curve-based protocols that do not require a pairing function. In general, an arbitrary elliptic curve over a finite field with a large prime divisor of the group order will have a large embedding degree. This means that pairing-friendly curves are special and rare and finding a curve that satisfies the required properties can be a challenge.
The most popular choices for pairing-friendly curves come from polynomial families of curves. In these families, the base field prime and the prime group order are parameterized by rational polynomials that ensure all conditions are satisfied. Concrete parameters are obtained by searching for an integer parameter such that the above polynomials evaluate to prime integers at the parameter. A corresponding elliptic curve can then be constructed using the complex multiplication method, or a simpler algorithm that tests for the correct group order in certain special cases.
As explained in subsection 9.1.2 on page 6, it is often advantageous to choose curves with twists of degree 4 or 6, so-called high-degree twists, since this results in higher efficiency due to the more compact representation of the group G 2 . To achieve security levels of 128 bits or higher, embedding degrees of 12 and larger are advantageous. Because the degree of the twist E is at most 6, this means that when computing ate-like pairings at such security levels, all field arithmetic in the doubling and addition steps in Miller's algorithm takes place over a proper extension field of F q .
Finite field arithmetic for pairings
This section takes a closer look at the field arithmetic needed for pairing algorithms. As above, let F q be a finite field of characteristic p > 3, and let F q m be an extension of degree m of F q for m | k. Note that mostly, pairing-friendly elliptic curves are defined over a prime field, i.e., q = p. Algorithm 2 on page 7 shows that a pairing algorithm requires arithmetic in the base field and also in some of the field extensions F q m . A crucial building block with major influence on the overall efficiency of pairing-based protocols is multiplication modulo the prime p. An obvious influence of Peter's work is the use of Montgomery arithmetic for modular operations.
Another aspect that has been inspired by Peter's way of thinking is the treatment of inversions. As indicated above, usually the cost for a field inversion is larger than that for a field multiplication, which in turn is larger than that for an addition and a subtraction. What the exact ratios between these are, depends on the setting, i.e., the shape of the base field prime, the extension degree, the algorithms used, and the computer architecture they are implemented for. When writing code that has to have a constant execution time, independent of secret input data, inversions are often even computed using a field exponentiation based on Fermat's little theorem. Thus, in implementations of prime fields, inversions are usually very expensive, in which case it does not make sense to use affine coordinates. Pairing implementations using some form of projective coordinates can get away with a single inversion in a pairing evaluation. But still, there are certain scenarios discussed later, in which it is more efficient to work in affine coordinates when doing the elliptic curve operations during the pairing algorithm. Furthermore, divisions are still needed, for example, to scale curve points to a unique affine representation in the non-pairing operations. After a brief discussion on multiplication, this section describes in some detail the circumstances that allow to achieve relatively low inversion costs.
Montgomery multiplication
The base field primes for pairing-friendly elliptic curves can generally not be chosen to have a specific implementation-friendly form as is done for plain elliptic curve cryptography to obtain faster modular multiplications. For example, elliptic curve implementations for key exchange or digital signatures often use curves defined over fields with special prime shapes such as Solinas primes, Montgomery-friendly primes or pseudo-Mersenne primes. Such choices make modular reduction very efficient. Since the parameters of pairingfriendly curves have to satisfy the additional embedding degree condition, adding a condition on the prime shape would be too restrictive. Therefore, base field primes for those curves do not have a special structure that can be exploited to speed up modular reduction.
As a consequence, Montgomery multiplication and Montgomery reduction (see Chapter 2) are a good choice for efficient implementation of modular arithmetic, and are the method used in speed-record pairing implementations [12, 3, 1] .
Multiplication in extension fields
The field extension F q k required in the pairing algorithm is usually constructed as a tower of small-degree field extensions (preferably extensions of degree 2 and 3, see the notion of pairing-friendly fields in [47] ), depending on the factorization of the embedding degree k. Benger and Scott [10] discuss how to best choose such towers in the pairing setting. Multiplication in each intermediate extension is implemented using the Karatsuba or the Toom-Cook method [47] .
The line function values that occur in Miller's algorithm when using the group G 2 on a high-degree twist are sparse elements of F q k , i.e., some of their coefficients when written as a polynomial over F q are always zero. Therefore, multiplications with these values can exploit special, more efficient multiplication routines.
Finite field inversions
Itoh and Tsujii [43] describe a method for computing the inverse of an element in a binary field using normal bases and Kobayashi et al. [46] generalize the technique to large-characteristic fields in polynomial basis and use it for elliptic-curve arithmetic. It is a standard way to compute inverses in optimal extension fields (see [6, 38] and [24, Sections 11.3.4 and 11.3.6]).
It can be applied in the following setting. Let F q = F q (α) where α has minimal polynomial X − ω for some ω ∈ F * q and assume gcd( , q) = 1. Then, the inverse of β ∈ F * q can be computed as
Note that β v is the norm of β and thus lies in the base field F q . So the cost for computing the inverse of β is the cost for computing β v−1 and β v , one inversion in the base field F q to obtain β −v , and the multiplication of β v−1 with β −v . The powers of β are obtained by using the q-power Frobenius automorphism on F q .
We give a brief estimate of the cost of the above. Let M q m , S q m , I q m , add q m , sub q m , and neg q m denote the costs for multiplication, squaring, inversion, addition, subtraction, and negation in the field F q m . The cost for a multiplication by a constant ω ∈ F q m is denoted by M (ω) . We assume the same costs for addition of a constant as for a general addition. Denote the inversion to multiplication cost ratio by R q m = I q m /M q m .
A Frobenius computation using a look-up table of − 1 precomputed values in F q consisting of powers of ω costs at most − 1 multiplications in F q (see can be done in base field multiplications. This leads to the following upper bound for the cost of an inversion in F q :
Let M( ) be the minimal number of multiplications in F q needed to multiply two different, non-trivial elements in F q not lying in a proper subfield of F q . Then the following lemma bounds the ratio of inversion to multiplication costs in F q from above by 1/M( ) times the ratio in F q plus an explicit constant. Thus the ratio in the extension improves by roughly a factor of M( ).
Lemma 9.1 Let F q be a finite field, > 1, F q = F q (α) with α = ω ∈ F * q . Then using the above inversion algorithm in F q leads to
Proof Since M( ) is the minimal number of multiplications in F q needed for multiplying two elements in F q , we can assume that the actual cost for the latter is M q ≥ M( )M q . Using Inequality (9.3), we deduce
In Table 9 .1 we give values for the factor 1/M( ) and the additive constant C( ) that determine the improvements of R q over R q for several small extension degrees . We take the numbers for M( ) from the formulas given in [53] .
For small-degree extensions, the inversion method can be easily made explicit. We state and analyze it for quadratic and cubic extensions in the following two examples. 
In this case the norm of β is given explicitly by
The inverse of β thus can be computed in one inversion, two multiplications, two squarings, one multiplication by ω, one subtraction and one negation, all in F q , i.e.,
We assume that we multiply F q 2 -elements with Karatsuba multiplication, which costs M q 2 = 3M q + M (ω) + 2add q + 2sub q . As in the general case above, we assume that the cost for a full multiplication in the quadratic extension is at least M q 2 ≥ 3M q , i.e., we restrict to the average case where both elements have both of their coefficients different from 0. Thus we can give an upper bound on the I/M-ratio in F q 2 depending on the ratio in F q as
where we roughly assume that I q 2 ≤ I q + 6M q . This bound shows that for R q > 3 the ratio becomes smaller in F q 2 . For large ratios in F q it becomes roughly R q /3.
We start by computing ωb 1 and ωb 2 as well as b 
Inversions in towers of field extensions Baktir and Sunar [7] introduce optimal tower fields as an alternative for optimal extension fields, where they build a large field extension as a tower of small extensions instead of one big extension. They describe how to use the above inversion technique recursively by passing down the inversion in the tower, finally arriving at the base field. They show that this method is more efficient than computing the inversion in the corresponding large extension with the Itoh-Tsujii inversion directly. For towers of field extensions of degree two and three as those occurring in pairing-friendly fields, the inversion can be done using the two examples given above.
Simultaneous inversions
The inverses of s field elements a 1 , . . . , a s can be computed simultaneously with Montgomery's well-known inversion-sharing trick [52, Section 10.3. Since this method works for general field elements, i.e., it is not restricted to a specific extension degree, we leave out the indices in the notation of the inversion and multiplication costs and their ratio. The cost for s inversions is replaced by I + 3(s − 1)M. Let R avg,s denote the ratio of the cost of s inversions to the cost of s multiplications. It is bounded above by
i.e., when the number s of elements to be inverted grows, the ratio R avg,s gets closer to 3. Note that most of the time, this method improves the efficiency of an implementation whenever applicable. However, in large field extensions, the inversion method described above in Section 9.2.3 on page 10 might lead to an I/M-ratio that already is less than 3. In this case using the sharing trick at the highest level of the field extension would make the average ratio worse. But a combination of both methods, such as reducing the inversions down to the ground field and sharing them there, can further increase efficiency.
Affine coordinates for pairing computation
The previous section elaborated on two techniques that achieve a low inversion to multiplication cost ratio, namely working in extension fields and doing several inversions at once if possible. There exist scenarios in which one of the two or both techniques can be applied and lead to affine coordinates being the most efficient choice. Affine coordinates are useful for curve operations in the group G 2 including those needed in the Miller loop, whenever a pairingfriendly curve is chosen such that G 2 is defined over an extension field of larger degree. This might occur for high security pairings or whenever highdegree twists cannot be used. The second technique of simultaneous inversion becomes possible whenever several pairings or a product of several pairings is computed such that inversions can be synchronized and be done simultaneously. This section states the costs for the doubling and addition steps in Miller's algorithm for affine coordinates and explains use cases of the above two techniques for achieving low inversion cost.
Costs for doubling and addition steps
We begin by describing the evaluation of line functions in affine coordinates for ate-like pairings as in Section 9.1.2 on page 6, i.e., a point P on E, P O, is given by two affine coordinates as P = (x P , y P ). Let R 1 , R 2 , S ∈ E with R 1 −R 2 and R 1 , R 2 , S O. Then the function of the line through R 1 and R 2 (tangent to E if R 1 = R 2 ) evaluated at S is given by
The value λ is also used to compute
Let the notation be as described in Section 9.1.2, in particular we use a twist E of degree d to represent the group G 2 by the group G 2 . Let e = k/d, then
Furthermore, we assume that the field extension F q k is given by F q k = F q e (α) where α ∈ F q k is the same element as the one defining the twist E , and we have
Doubling steps in affine coordinates
We need to compute
The slope λ can be computed with I q e + M q e + S q e + 4add q e , assuming that we compute 3x 2 R and 2y R by additions. To compute the double of R from the slope λ , we need at most M q e + S q e + 4sub q e . We obtain the line function value with a cost of eM q to compute λ x P and M q e +sub q e +neg q e for d ∈ {4, 6}. When d = 2, note that α 2 = ω ∈ F q e and thus we need (k/2)M q +M q k/2 +M (ω) +2sub q k/2 for the line.
We summarize the operation counts in Table 9 .2 on page 16. We restrict to even embedding degree and 4 | k for b = 0 as well as to 6 | k for a = 0 because these cases allow using the maximal-degree twists and are likely to be used in practice. We compare the affine counts to costs of the fastest formulas using projective coordinates taken from [42] and [23] . For an overview of the most efficient explicit formulas known for elliptic-curve operations see the Explicit-Formulas Database [11] . We transfer the formulas in [42] to the ate pairing using the trick in [23] where the ate pairing is computed entirely on the twist. In this setting we assume field extensions are constructed in a way that favors the representation of line function values. This means that the twist isomorphism can be different from the one described in this chapter. Still, in the case d = 2, evaluation of the line function cannot be done in kM q ; instead two multiplications in F q k/2 need to be done (see also the discussion in the respective sections of [23] ). Furthermore, we assume that all precomputations are done as described in the above papers and small multiples are computed by additions.
Addition steps in affine coordinates
The line function value has the same shape as for doubling steps. Note that we can replace R by Q in the line and compute l R,Q (P) = y P − α 3 y Q − λ(x P − α 2 x Q ) = y P − αλ x P + α 3 (λ x Q − y Q ) Table 9 .2 Operation counts for the doubling step in the ate-like Miller loop omitting 1S q k + 1M q k . The elements a, b ∈ F q are the curve coefficients, k is the embedding degree with respect to the prime subgroup order r, and d is the degree of the twist such that the group G 2 is defined over F q e where e = k/d.
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and R 3 = R + Q , where x R 3 = λ 2 − x R − x Q and y R 3 = λ (x R − x R 3 ) − y R . The slope λ now is different, namely λ = (y R − y Q )/(x R − x Q ). Note that R = −Q does not occur when computing Miller function values of degree less than r. The cost for doing an addition step is the same as that for a doubling step, except that the cost to compute the slope λ is now I q e + M q e + 2sub q e . Table 9 .3 compares the costs for affine addition steps to those in projective coordinates. Again, we take these operation counts from the literature (see [4, 23, 22] for the explicit formulas and details on the computation). Concerning the field and twist representations and line function evaluation, similar remarks as for doubling steps apply here.
The multiplication with ω in the case d = 2 can be done as a precomputation, since Q is fixed throughout the pairing algorithm. Since other formulas do not have multiplications by constants, we omit this column in Table 9 .3.
Affine versus projective
Doubling and addition steps for computing pairings in affine coordinates include one inversion in F q e per step. The various projective formulas avoid the inversion, but at the cost of doing more of the other operations. How much higher these costs are exactly, depends on the underlying field implementation and the ratio of the costs for squaring to multiplication.
A rough estimate of the counts in Table 9 .3 shows that the cost traded for the inversion in the projective addition formulas is equivalent to at least several M q e . For doubling steps, it is smaller, but still equivalent to a few M q e in all cases. Since doubling steps are much more frequent in the pairing computation (especially when a low Hamming weight for the degree of the used Miller Table 9 .3 Operation counts for the addition step in the ate-like Miller loop omitting 1M q k . The elements a, b ∈ F q are the curve coefficients, k is the embedding degree with respect to the prime subgroup order r, and d is the degree of the twist such that the group G 2 is defined over F q e where e = k/d.
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function is chosen), the traded cost in the doubling case is the most relevant to consider. The subsection concludes with two examples that give specific upper bounds on I q e such that affine coordinates are more efficient than projective ones.
Example 9.4 Let ab 0, i.e., d = 2. The cost that has to be weighed against the inversion cost for a doubling step is
, and we assume M (ω) ≈ M (a/ω 2 ) and add q k/2 ≈ sub q k/2 . We see that if an inversion costs less than 8S q k/2 + 13add q k/2 , then affine coordinates are better than Jacobian.
Example 9.5 In the case a = 0, d = 6, similar to the previous example, we deduce that if an inversion in F q k/6 is less than 5S q k/6 −M q k/6 +(k/6)M q +M (b/ω) + 12add q k/6 , then affine coordinates beat the projective ones.
In order to fully assess the effect of using affine instead of projective coordinates, one needs to know the exact cost that is traded for the inversion. This strongly depends on the specific algorithms chosen to implement the operations in the extension fields. For example, the relative costs between multiplications and squarings can differ significantly. Commonly used values in the literature are S q = M q or S q = 0.8M q when q is a prime, see [11] . Using Karatsuba multiplication and squaring in a quadratic extension leads to a ratio of S q 2 ≈ (2/3)M q 2 . Therefore, we do not specify these costs any further and leave the evaluation for a point when a specific scenario and an implementation is chosen.
Working over extension fields
This subsection illustrates the usefulness of affine coordinates when the extension degree e is relatively large.
To implement pairings at a given security level, on the one hand one needs to find a pairing-friendly elliptic curve such that r and q k have a certain minimal size (e.g. given by current estimates for the runtimes of algorithms to solve the ECDLP). On the other hand, for efficiency it is desirable that they are not much larger than necessary. For a pairing-friendly elliptic curve E over F q with embedding degree k with respect to a prime divisor r | #E(F q ), we define the ρ-value of E as ρ = log(q)/ log(r). This value is a measure of the base field size relative to the size of the prime-order subgroup on the curve. The value ρk is the ratio of the sizes of q k and r. For a given curve the value ρk describes how well security is balanced between the curve groups and the finite field group.
An overview of construction methods for pairing-friendly elliptic curves is given in [29] . In Table 9 .4, we list suggestions for curve families by their construction in [29] for high-security levels of 128, 192, and 256 bits. The last column in Table 9 .4 shows the field extensions in which inversions are done to compute the line function slopes. We not only give families of curves with twists of degree 4 and 6, but also more generic families such that the curves only have a twist of degree 2. Of course, in the latter case the extension field, in which inversions for the affine ate pairing need to be computed, is larger than when dealing with higher-degree twists. Because curves with twists of degree 4 and 6 are special (they have j-invariants 1728 and 0), there might be reasons to choose the more generic curves. Note that curves from the given constructions are all defined over prime fields. Therefore we use the notation F p in Table 9 .4.
Remark The conclusion to underline from the discussion in this section, is that, using the improved inversions in towers of extension fields described here, there are at least two scenarios where most implementations of the ate pairing would be more efficient using affine coordinates.
When higher security levels are required, so that k is large. For example 256-bit security with k = 28, so that most of the computations for the ate pairing take place in the field extension of degree 7, even using a degree-4 twist (second-to-last line of Table 9 .4). In that case, the I/M ratio in the degree-7 extension field would be roughly 22 times less (plus 6) than the ratio in the base field (see the last entry in Table 9 .1 on page 12). The costs for doubling and addition steps given in the second lines of Tables 9.2 on page 16 and 9.3 on the previous page for degree-4 twists show that the cost of the inversion avoided in a projective implementation should be compared with roughly 6S q 7 + 5add q 7 + 5sub q 7 extra for a doubling (and an extra 6M q 7 + 4S q 7 + 7add q 7 + sub q 7 for an addition step). In most implementations of the base field arithmetic, the cost of these 16 or 17 operations in the extension field would outweigh the cost of one improved inversion in the extension field. When special high-degree twists are not being used. In this scenario there are two reasons why affine coordinates will be better under most circumstances. First, the costs for doubling and addition steps given in the first lines of Tables 9.2 and 9.3 for degree-2 twists are not nearly as favorable towards projective coordinates as the formulas in the case of higher degree twists. For degree-2 twists, both the doubling and addition steps require roughly at least 9 extra squarings and 13 or 15 extra field extension additions or subtractions for the projective formulas. Second, the degree of the extension field where the operations take place is larger. See the bottom row for each security level in Table 9 .4, so we have extension degree 6 for 128-bit security up to extension degree 13 for 256-bit security.
Simultaneous inversions in pairing computation
This subsection discusses different scenarios, in which the simultaneous inversion technique from Section 9.2.4 on page 13 can be applied and might lead to a low-enough I/M ratio to favor affine coordinates.
Sharing inversions in a single pairing computation Schroeppel and Beaver [56] demonstrate the use of the inversion-sharing trick to speed up a single scalar multiplication on an elliptic curve in affine coordi-nates. They suggest postponing addition steps in the double-and-add algorithm to exploit the inversion sharing. In order to do that, the double-and-add algorithm must be carried out by going through the binary representation of the scalar from right to left. First, all doublings are carried out and the points that will be used to add up to the final result are stored. When all these points have been collected, several additions can be done at once, sharing the computation of inversions among them.
Miller's algorithm can also be done from right to left. The doubling steps are computed without doing the addition steps. The required field elements and points are stored in lists and addition steps are done in the end. The algorithm is summarized in Algorithm 3. Unfortunately, addition steps cost much more than in the conventional left-to-right algorithm as it is given in Algorithm 2 on page 7. In the right-to-left version, each addition step in line 10 needs a general F q k -multiplication and a multiplication with a line function value. The conventional algorithm only needs a multiplication with a line. These huge costs cannot be compensated for by using affine coordinates with the inversionsharing trick.
Algorithm 3 Right-to-left version of Miller's algorithm with postponed addition steps for even k and ate-like pairings
if (m i = 1) then 4:
Parallelizing a single pairing However, the right-to-left algorithm can be parallelized, and this could lead to more efficient implementations by taking advantage of many-core machines. Grabher, Großschädl, and Page [34, Algorithm 2] use a version of Algorithm 3 to compute a single pairing by doing addition steps in parallel on two different cores. They divide the lists with the saved function values and points into two halves and compute two intermediate values which are in the end combined in a single addition step. For their specific implementation, they conclude that this is not faster than the conventional non-parallel algorithm. Still, this idea might be useful for two or more cores, in case multiple cores can be used with less overhead. It is straightforward to extend this algorithm to more cores.
The parallelized algorithm can be combined with the shared inversion trick when doing the addition steps in the end. The improvements achieved by this approach strongly depend on the Hamming weight of the value m in Miller's algorithm. If it is large, then savings are large, while for very sparse m there is almost no improvement. Therefore, when it is not possible to choose m with low Hamming weight, combining the parallelized right-to-left algorithm for pairings with the shared inversion trick can speed up the computation. The communication overhead in order to gather data from intermediate computations on different cores to compute the inverse at one core imposes a non-trivial performance penalty and it remains to be seen whether this approach is worthwhile. Grabher et al. [34] note that when multiple pairings are computed, it is better to parallelize by performing one pairing on each core.
Multiple pairings and products of pairings
Many protocols involve the computation of multiple pairings or products of pairings. For example, multiple pairings need to be computed in the searchable encryption scheme of Boneh et al. [15] ; and the non-interactive proof systems proposed by Groth and Sahai [37] need to check pairing product equations. In these scenarios, we propose sharing inversions when computing pairings with affine coordinates. In the case of products of pairings, this has already been proposed and investigated by Scott [57, Section 4.3] and Granger and Smart [36] . See also the more recent work [58] by Scott.
Multiple pairings
Assume we want to compute s pairings on points Q i and P i , i.e., a priori we have s Miller loops to compute f m,ψ(Q i ) (P i ). We carry out these loops simultaneously, doing all steps up to the first inversion computation for a line function slope for all of them. Only after that, all slope denominators are inverted simultaneously, and we continue with the computation for all pairings until the next inversion occurs. The s Miller loops are not computed sequentially, but rather sliced at the slope denominator inversions. The costs stay the same, except that now the average inversion-to-multiplication cost ratio is 3 + R q e /s, where e = k/d and d is the twist degree.
So when computing sufficiently many pairings so that the average cost of an inversion is small enough, using the sliced-Miller approach with inversion sharing in affine coordinates is faster than using the projective coordinates explicit formulas described in Section 9.3.1 on page 14.
Products of pairings
For computing a product of pairings, more optimizations can be applied, including the above inversion-sharing. Scott [57, Section 4.3] suggests using affine coordinates and sharing the inversions for computing the line function slopes as described above for multiple pairings. Furthermore, since the Miller function of the pairing product is the product of the Miller functions of the single pairings, in each doubling and addition step the line functions can already be multiplied together. In this way, we only need one intermediate variable f and only one squaring per iteration of the product Miller loop. Of course in the end, there is only one final exponentiation on the product of the Miller function values. Granger and Smart [36] show that by using these optimizations the cost for introducing an additional ate pairing to the product can be as low as 13% of the cost of a single ate pairing.
The double-add operation and parabolas
This section consists largely of lightly edited material from Sections 3, 5, and 6 of [27] . In [27] , an improvement to the double-and-add operation on an elliptic curve was introduced, and a related idea was applied to improve the analogous operation in pairing computations on elliptic curves. In affine coordinates, the technique allows one to perform a doubling and an addition, 2P + Q, on an elliptic curve E using only 1M + 2S + 2I (plus an extra squaring when P = Q). This is achieved as follows: to compute 2P + Q, where P = (x 1 , y 1 ) and Q = (x 2 , y 2 ), first find (P + Q), but omit its y-coordinate since it is not needed for the next stage. This saves one field multiplication. Next compute (P+Q)+P. This way, two point additions are performed while saving one multiplication. This trick also works when P = Q, i.e., when tripling a point.
Description of the algorithm
Suppose P = (x 1 , y 1 ) and Q = (x 2 , y 2 ) are distinct points on E different from O, and x 1 x 2 . The details for other cases are given in Figure 1 of [27] . That figure also covers special cases, where an input or an intermediate result is the point O. Recall from Section 9.1.1 and Equation (9.1) on page 3 that the point P + Q is then given by (x 3 , y 3 ), where x 3 = λ 2 1 − x 1 − x 2 and y 3 = (x 1 − x 3 )λ 1 − y 1 with λ 1 = (y 2 − y 1 )/(x 2 − x 1 ).
To add (P + Q) to P, add (x 1 , y 1 ) to (x 3 , y 3 ) using the above rule (assuming x 3 x 1 ). The result has coordinates (x 4 , y 4 ), where x 4 = λ 2 2 − x 1 − x 3 and y 4 = (x 1 − x 4 )λ 2 − y 1 with λ 2 = (y 3 − y 1 )/(x 3 − x 1 ).
The computation of y 3 can be omitted because it is used only in the computation of λ 2 , which can be computed without knowing y 3 as
Omitting the y 3 computation saves one field multiplication. Each λ 2 formula requires a field division, so the overall saving is this one field multiplication.
This trick can also be applied to save one multiplication when computing 3P, the triple of a point P O, where the λ 2 computation will need the slope of a line through two distinct points 2P and P. It can be used twice to save two multiplications when computing 3P+Q = ((P+Q)+P)+P. Thus 3P+Q can be computed using one multiplication, three squarings, and three divisions. Such a sequence of operations would be performed repeatedly if an exponent were written in ternary form and left-to-right exponentiation were used. Ternary representation performs worse than binary representation for large random exponents k, but the operation of triple and add was explored further in the context of double-base chains in [21, Section 5].
Application to scalar multiplication
The above double-and-add operation can be applied to scalar multiplications on an elliptic curve in affine coordinates. In the naive left-to-right method of binary exponentiation, the double-and-add trick can be applied repeatedly at each stage of the computation. More efficient variants could use a combination of the left-to-right or right-to-left m-ary exponentiation with sliding window methods, addition-subtraction chains, signed representations, etc. When using affine coordinates, the double-and-add trick can be used on top of these methods for m = 2 to obtain savings, depending upon the window size that is used.
Note that we discuss the double-and-add technique in a historic manner and neglect the protection of scalar multiplication against side channels such as making sure that the algorithm runs in constant time.
Another application, in which the double-and-add operation occurs more frequently than in single scalar multiplication is multi-exponentiation, for example a simultaneous three-fold scalar multiplication k 1 P 1 +k 2 P 2 +k 3 P 3 , where the three exponents k 1 , k 2 , and k 3 have approximately the same length. One algorithm creates an 8-entry table with the precomputed points O, P 1 , P 2 , P 2 + P 1 , P 3 , P 3 + P 1 , P 3 + P 2 , P 3 + P 2 + P 1 . Subsequently it uses one elliptic curve doubling followed by the addition of a table entry, for each bit in the exponents [51] . For random scalars k i and a binary scalar decomposition, about 7/8 of the doublings will be followed by an addition other than O.
Application to pairings
The double-and-add technique can be extended to the function evaluation in Miller's algorithm and thus can be applied to pairing computation as well. The key observation is that one can replace consecutive evaluations of line functions by the evaluation of a parabola, and thus obtain an analogue to the double-and-add operation in the form of a Miller formula.
Using the double-and-add trick with parabolas
We use notation as in the paragraph on Miller's algorithm in Section 9. To form f 2b+c,P (Q), combine forming f b+c,P (Q) with f b+c+b,P (Q) as follows. We omit the notation for evaluation at Q and simply write f 2b+c etc. and use the notation l P for the vertical line function l P,−P through P and −P. We have
Now, one can replace the second fraction
P by the parabola whose formula is given in the next paragraph.
Equation for the parabola If R and S are points on E, then there is a (possibly degenerate) parabolic equation passing through R twice (i.e., tangent at R) and also passing through S and −[2]R − S . Using the notation R = (x 1 , y 1 ) and S = (x 2 , y 2 ) with R + S = (x 3 , y 3 ) and 2R + S = (x 4 , y 4 ), a formula for this parabola is
The left half of the numerator of (9.4) is a line passing through R, S , and −R−S whose slope is λ 1 . The second half of the numerator is a line passing through R + S , R, and −[2]R − S , whose slope is λ 2 . The denominator is a (vertical) line through R + S and −R − S . The quotient has zeros at R, R, S , −[2]R − S and a pole of order four at O. One can simplify Equation (9.4) by expanding it in powers of x − x 3 , using the Weierstrass equation for E to eliminate references to y 2 and y 2 3 .
. Knowing that (9.5) passes through R = (x 1 , y 1 ), one succinct formula for the parabola is
In the previous section we can now replace
P by the parabola (9.6) with R = [b]P and S = [c]P. Formula (9.6) for the parabola does not reference y 3 and is never identically zero since its x 2 coefficient is 1. The following example shows how in the case of affine coordinates, the double-and-add operation can help to make the pairing algorithm more efficient.
Example 9.6 Assume that we are computing an ate-like pairing in the same setting as in Section 9.3.1 on page 14. Let ab 0, i.e., d = 2, let k be even such that we can use denominator elimination, and note that ω = α 2 . Now, assume that we are at a position in the Miller loop, where we are computing a doubling step followed by an addition step. This means that the two steps compute f [2] R +Q ,ψ(Q ) (P) from f R ,ψ(Q ) (P) and R . Let us first analyse the cost when doing this the usual way. We simply add the costs for doubling and addition from Tables 9.2 on page 16 and 9.3 on page 17, respectively. The resulting cost is kM q + 2I q k/2 + 6M q k/w + 3S q k/2 + 1M (ω) + 4add q k/2 + 14sub q k/2 plus the squaring cost S q k for the standard Miller loop squaring and two multiplications 2M q k with line functions, which are regular field multiplications in F q k because line functions are not sparse in this case.
Next assume that we are using the parabola technique instead of the usual two steps. The squaring cost S q k in the large field remains, but we only have to do one multiplication M q k with the parabola. Carrying out the analysis the same way as in Section 9.3.1, one sees that it is possible to compute the parabola and the point [2] R + Q with cost (k/2)M q + 2I q k/2 + 6M q k/w + 2S q k/2 + 2M (ω) + M (ω 2 ) + 5add q k/2 + 8sub q k/2 + add q + sub q . Overall, the parabola technique saves M q k + (k/2)M q k/2 + S q k/2 , clearly the add and sub costs are lower, but it uses two more multiplications by ω and ω 2 , respectively. In this specific setting, the parabola method is indeed more efficient than the standard Miller loop with only doubling and addition steps. This effect becomes more pronounced for larger embedding degrees.
Squared pairings
For applications to cryptography, the idea of using the squared Weil or Tate pairing instead of the usual pairings was introduced in [28] . Peter was very fond of the idea of squared pairings. The denominator cancellation, which improves efficiency, was one very nice consequence, but that was also achieved independently in a different way in [8, 9] . However, an often unrecognized part of the history is that the squared Weil pairing may be viewed as a precursor to the definition of the ate pairing and optimal pairings which are in the same vein as the squared pairing. Namely, those more recent definitions consider a higher power of the Tate pairing and achieve greater efficiency by reducing the Miller loop length. The following exposition of the squared Weil and Tate pairings is a lightly edited version of Sections 2 and 3 from [28] .
The squared Weil pairing
The squared pairing idea was introduced in [28] as a construction of new pairings, called the squared Weil pairing and squared Tate pairing. An analogous pairing for hyperelliptic curves was also introduced. In each case, a direct formula for evaluating the pairing was given, along with proofs that the values coincide with the value of the original pairing (Weil or Tate) squared. Here we present only the construction of the new pairing, and omit the proofs of correctness. These alternate pairings had the advantage of being more efficient to compute than Miller's algorithm for the original Weil and Tate pairings. The squared pairing also has the advantage that it is guaranteed to output the correct answer and does not depend on inputting a randomly chosen point. In contrast, Miller's algorithm may restart, since the randomly chosen point can cause the algorithm to fail.
Algorithm for e r (P, Q) 2 Given two r-torsion points P and Q on E, we want to compute e r (P, Q) 2 . Start with an addition-subtraction chain for r. That is, after an initial 1, every element in the chain is a sum or difference of two earlier elements, until an r appears. Well-known techniques give a chain of length O(log(r)). In all of these cases Q will be a multiple of P, ensuring e r (P, Q) = 1. Overall, the squared Weil pairing advances from t i and t j to t i+ j with 12 field multiplications and 2 field divisions in the generic case, compared to 18 field multiplications and 2 field divisions for Miller's general method. When i = j, each algorithm needs 2 additional field multiplications due to the elliptic curve doublings.
The squared Tate pairing
Assume P ∈ E(F q )[r], and Q ∈ E(F q k ), with neither being the identity and P not equal to a multiple of Q. Define v r (P, Q) := f r,P (Q) f r,P (−Q)
, where f r,P is as above, and call v r the squared Tate pairing. To justify this terminology, it was shown in [28] that v r (P, Q) = t r (P, Q) 2 .
Algorithm for v r (P, Q) Given an r-torsion point P on E and a point Q on E, we want to compute v r (P, Q). As before, start with an addition-subtraction chain for r. For each j in the addition-subtraction chain, form a tuple t j = [[ j]P, n j , d j ] such that n j d j = f j,P (Q) f j,P (−Q) . A similar construction gives t j−k from t j and t k . The vertical lines through [ j + k]P and [ j + k]Q do not appear in the formulas for n j+k and d j+k , because the contributions from Q and −Q are equal. When j + k = r, one can further simplify this to n j+k = n j · n k and d j+k = d j · d k , since c 2 will be zero. When n r and d r are non-zero, then the computation of (9.8) with j = r is successful, and after raising to the (q k − 1)/r-th power, we have the correct output. If some n r or d r were zero, then some factor such as c 0 + c 1 x(Q) + c 2 y(Q) must have vanished. That line was chosen to pass through [ j]P, [k]P, and −[ j + k]P, for some j and k. It does not vanish at any other point on the elliptic curve. Therefore this factor can vanish only if Q = [ j]P or Q = [k]P or Q = −[ j + k]P for some j and k. In all of these cases Q would be a multiple of P, contrary to our assumption. 
