The solvability for a class of abstract two-point boundary value problems derived from optimal control is discussed. By homotopy technique existence and uniqueness results are established under some monotonic conditions. Several examples are given to illustrate the application of the obtained results.
Introduction
This paper deals with the solvability of the following abstract two-point boundary value problem (BVP):ẋ is obtained when the Pontryagin maximum principle is used to get optimal state feedback control. Here, H(x, p,t) is a Hamiltonian function. Clearly, the solvability of system (1.2) is crucial for the discussion of optimal control. System (1.2) is also important in many applications such as mathematical finance, differential games, economics, and so on. The solvability of system (1.1), a nontrivial generalization of system (1.2), as far as I know, only a few results have been obtained in the literature; Lions [1, page 133] provided an existence and uniqueness result for a linear BVP:
(t) = A(t)x(t) + F x(t), p(t),t , x(a)
= x 0 ,
p(t) = −A * (t)p(t) + G x(t), p(t),t , p(b) = ξ x(b

x(t) = A(t)x(t) + B(t)p(t) + ϕ(t), x(a)
p(t) = −A * (t)p(t) + C(t)x(t) + ψ(t), p(b)
= 0,(1.
3) where ϕ(·),ψ(·) ∈ L 2 (a,b;X), B(t),C(t) ∈ ᏸ[X]
are self-adjoint for each t ∈ [a,b] . Using homotopy approach, Hu and Peng [2] and Peng [3] discussed the existence and uniqueness of solutions for a class of forward-backward stochastic differential equations in finite dimensional spaces; that is, in the case dim X < ∞. The deterministic version of stochastic systems discussed in [2, 3] has the forṁ
x(t) = F(x(t), p(t),t), x(a)
p(t) = G(x(t), p(t),t), p(b) = ξ(x(b)). (1.4)
Note that systems (1.1) and (1.4) are equivalent in finite dimensional spaces since we may let A(t) ≡ 0 without loss of generality. However, in infinite dimensional spaces, (1.1) is more general than (1.4) because operators A(t) and A * (t) are usually unbounded and hence A(t)x and A * (t)p are not Lipschitz continuous with respect to x and p in X which is a typical assumption for F and G; see Section 2. Based on the idea of [2, 3] , Wu [4] considered the solvability of (1.4) in finite spaces. Peng and Wu [5] dealt with the solvability for a class of forward-backward stochastic differential equations in finite dimensional spaces under G-monotonic conditions. In particular, x(t) and p(t) could take values in different spaces. In this paper, solvability of solutions of (1.1) are studied, some existence and uniqueness results are established. The obtained results extends some results of [2, 4] to infinite dimensional spaces. The technique used in this paper follows that of developed in [2, 3, 5] .
The paper is organized as follows. In Section 2, main assumptions are imposed. In Section 3, an existence and uniqueness result of (1.1) with constant functions ξ is established. An existence and uniqueness result of (1.1) with general functions ξ is obtained in Section 4. Finally, some examples are given in Section 5 to illustrate the application of our results.
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Assumptions
The inner product and the norm in the Hilbert space X are denoted by ·, · and · , respectively. Solutions of system (1.1) are always referred to mild solutions; that is, solution pairs (
The following assumptions are imposed throughout the paper. (A1) F and G are Lipschitz continuous with respect to x and p and uniformly in t ∈ [a,b] ; that is, there exists a number L > 0 such that for all x 1 ,p 1 ,x 2 ,p 2 ∈ X and t ∈ [a,b], one has
There exist two nonnegative numbers α 1 and α 2 with α 1 + α 2 > 0 such that
for all x 1 ,p 1 ,x 2 ,p 2 ∈ X and t ∈ [a,b]. (A3) There exists a number c > 0 such that
for all x 1 ,x 2 ∈ X.
Existence and uniqueness: constant function ξ
In this section, we consider system (1.1) with a constant function ξ(x) = ξ; that is,
Two lemmas are proved first in this section and the solvability result follows.
Lemma 3.1. Consider the following BVP:
where 
, and δ > 0. Consider the following BVP:
. By the assumptions of Lemma 3.1, system (3.4) has a solution (X(·),
We will show that J is a contraction mapping for sufficiently small δ > 0. Indeed, let J(x 1 (t), p 1 (t)) = (X 1 (t),P 1 (t)) and J(x 2 (t), p 2 (t)) = (X 2 (t),P 2 (t)). Note that (3.5) and that We have from assumption (A2) that
where
Integrating between a and b yields
Now, we consider three cases of the combinations of α 1 and α 2 .
Case 1 (α 1 > 0 and α 2 > 0). Let α = min{α 1 ,α 2 }. From (3.9) we have Case 2 (α 1 = 0 and α 2 > 0). Apply the variation of constants formula to the equation
and recall that β 0 ∈ [0,1) and
(3.12) From Gronwall's inequality, we have
(3.13)
Consequently, there exists a constant C 2 ≥ 1 dependent of M, L, and α 2 such that
(3.14)
Choose a sufficiently small number δ > 0 such that
Taking into account (3.14), we have
Combine (3.9) and (3.15), then we have
(3.16) Let δ be small further that 4(C 1 + α 2 )C 2 δ/α 2 < 1/2. Then J is a contraction.
Case 3 (α 1 > 0 and α 2 = 0). Consider the following differential equation derived from system (3.4):
Apply the variation of constants formula to (3.17), then we have 
Similar to Case 2, we can show that J is a contraction.
Since we assume α 1 + α 2 > 0, we can summarize that there exists δ 0 > 0 independent of β 0 such that J is a contraction whenever δ ∈ (0,δ 0 ). Hence, J has a unique fixed point (x(·), p(·)) that is a solution of (3.2). Therefore, (3.2) has a solution for any β ∈ [β 0 ,β 0 + δ]. The proof of the lemma is complete. Proof. We may assume ν = 0 without loss of generality.
Case 1 (α 1 > 0 and α 2 > 0). Consider the following quadratic linear optimal control system:
subject to the constraintṡ
The corresponding Hamiltonian function is
Clearly, the related Hamiltonian system is (3.20). By the well-known quadratic linear optimal control theory, the above control problem has a unique optimal control. Therefore, system (3.20) has a unique solution.
Case 2 (α 1 > 0 and α 2 = 0). Note thaṫ
has a unique solution x, then the equatioṅ
has a unique solution p. Therefore, (x, p) is the unique solution of system (3.20).
Case 3 (α 1 = 0 and α 2 > 0). If λ = 0, sincė
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has a unique solution x. Hence, system (3.20) has a unique solution (x, p).
If λ > 0, we may assume 0 < λ < 1/ (M 2 α 2 (b − a) ). Otherwise, choose a sufficient large number N such that λ/N < 1/ (M 2 α 2 (b − a) ) and let p(t) = p(t)/N. Then we reduce to the desired case.
For any
has a unique solution p:
Note thatẋ (t) = A(t)x(t) − α 2 p(t) + ϕ(t), x(a) = x 0 (3.30) has a unique solution x(·) ∈ C([a,b];X). Hence, we can define a mapping C([a,b];X) →C([a, b];X) by
We will prove that J is a contraction and hence has a unique fixed point that is the unique solution of (3.20).
For any x 1 (·), x 2 (·) ∈ C([a,b];X), taking into account that
we have
Therefore, Clearly, after finitely many steps, we can prove that system (3.2) has a solution for β = 1. Therefore, system (3.1) has a solution.
Uniqueness. Let (x 1 , p 1 ) and (x 2 , p 2 ) be any two solutions of system (3.1). Then
Integrating between a and b yields 
It follows that
Gronwall's inequality implies that p 1 = p 2 , and hence (x 1 , p 1 ) = (x 2 , p 2 ). The discussion for the case α 1 = 0 and α 2 > 0 is similar to the previous case. The proof is complete.
Existence and uniqueness: general function ξ
In this section, we consider the solvability of system (1.1) with general functions ξ. Although the proof of the next lemma follows from that of Lemma 3.1, more technical considerations are needed because p(b) depends on x(b) in this case. In particular, the apriori estimate for solutions of the family of BVPs is more complicated.
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Lemma 4.1. Consider the following BVP: 
Proof. For any ϕ(·), ψ(·), x(·), p(·)
∈ L 2 (a,b;X), ν ∈ X, and δ > 0, we consider the following BVP:
X(t) = A(t)X(t) + F β0 (X(t),P(t),t) + α 2 δ p(t) + δF(x(t), p(t),t) + ϕ(t),
X(a) = x 0 ,
P(t) = −A * (t)P(t) + G β0 (X(t),P(t),t) + α 1 δx(t) + δG(x(t), p(t),t) + ψ(t),
Similar to the proof of Lemma 3.1, we know that system (4.2) has a solution (X(·),P(·),
Take into account (A3), we have from (4.2) that
Here, γ > 0 is a constant for small δ and the constant c 1 = (c + 1)/2. Combine (3.8) and the above discussion, then we have 
(4.5)
Case 2 (α 1 = 0 and α 2 > 0). Similar to the proof in case 1 of Lemma 3.1, there exists a
Choose a sufficiently small number δ > 0 such that (α 2 − δC 1 )/2 > α 2 /4C 2 and (α 2 − δC 1 )/2C 2 − δC 1 > α 2 /4C 2 . From (4.6), we have
(4.7)
By (4.4) and (4.7), we have
(4.8)
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Let ρ = min{α 2 /4C 2 ,γ}. Then we have from (4.8) that
(4.9) Let δ be small further that (C 1 + α 2 )δ/ρ < 1/2 and c 1 δ/ρ < 1/2. Then J is a contraction.
Case 3 (α 1 > 0 and α 2 = 0). To prove this case, we need to carefully deal with the terminal condition. From system (4.2), we have
Apply the variation of constants formula to (4.10) and use Gronwall's inequality, then we have
(4.11)
Therefore, there exists a number C 2 > 1 dependent of M, L, and α 1 such that
(4.12) 
(4.13)
We have by combining (4.4) and (4.13) that
(4.14) Existence. The same argument as the proof of Theorem 3.3.
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Uniqueness. Assume (x 1 , p 1 ) and (x 2 , p 2 ) are any two solutions of system (1.1). Note that
Obviously, (x 1 , p 1 ) = (x 2 , p 2 ) in the case α 1 > 0 and α 2 > 0. If α 1 > 0 and α 2 = 0, then Consider a special case of (1.1) which is a linear BVP in the forṁ 
Proof. Indeed, we have 
Examples
Example 5.1. Consider the linear control systeṁ 
Q(t)x(t),x(t) + R(t)u(t),u(t) dt.
