ABSTRACT In terms of biometrics, a human finger itself is with trimodal traits including fingerprint, finger-vein, and finger-knuckle-print, which provides convenience and practicality for finger trimodal fusion recognition. The scale inconsistency of finger trimodal images is an important reason affecting effective fusion. It is therefore very important to developing a theory of giving a unified expression of finger trimodal features. In this paper, a graph-based feature extraction method for finger biometric images is proposed. The feature expression based on graph structure can well solve the problem of feature space mismatch for the finger three modalities. We provide two fusion frameworks to integrate the finger trimodal graph features together, the serial fusion and coding fusion. The research results can not only promote the advancement of finger multimodal biometrics technology but also provide a scientific solution framework for other multimodal feature fusion problems. The experimental results show that the proposed graph fusion recognition approach obtains a better and more effective recognition performance in finger biometrics.
I. INTRODUCTION
Biometrics is a type of technology which allows a person to be identified and authenticated according to a set of recognizable and specific data [1] . Due to the high user acceptance and convenience, the biometric authentication is taking over the traditional recognition technologies. With the increasing demand of accurate human authentication, however, using only unimodal biometric feature for person identification often fails to achieve satisfactory results [2] . In contrast, multimodal fusion biometrics technology, by integrating unimodal feature information, usually behaves better in terms of universality, accuracy and security [3] , [4] .
Fingers contain rich biometric information, and the finger-based biometrics technology has been developing for a long time [5] , [6] . There are three biometric patterns dwelling in a finger, fingerprint(FP), finger-vein(FV) and finger-knuckle-print(FKP). With convenient collection and relatively compact distribution of trimodal sources of a finger, finger-based multimodal biometric fusion recognition has more universal and practical advantages [7] , [8] . Because of the mismatch of finger trimodal feature spaces, to explore a The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. reliable and effective finger multimodal features expression and fusion recognition approach, however, has still been a challenging problem in practice [9] , [10] .
There are four levels of fusion in a multimodal biometric system, pixel level [11] , feature level [12] , [13] , matching score level [14] and decision level [15] . The fusion at the pixel level, also called as sensor fusion, refers to direct fusion of multi-modal images acquired by sensors. Since large differences exist between different modal images in content, noise, etc., it is unstable and infeasible to make fusion for the trimodal biometrics of fingers at pixel level [16] . The fusion at matching level and decision level are respectively based on the matching results and the recognition results of the single-modal biometric features. Although these strategies are easy to implement on the system, there are many inherent defects, such as strong algorithm dependence, low efficiency and limited recognition performance. More critically, the fusion at matching layer or decision layer ignores the discriminating power of multimodal biometrics [17] , [18] . Therefore, such fusion strategy is not optimal in nature. The fusion at feature level aims to extract more accurate feature information by performing a series of processing on the biometric images. Compared with other fusion strategies, the fusion at feature level can improve the discriminating ability of fusion features, and presents much more stable and effective fusion performance [4] , [9] .
Recently, some relative research works about the fusion of finger biometrics have been reported. Alajlan et al. [14] proposed a biometric identification method based on the fusion of FP and heartbeat at the decision level. Reference [19] introduced a biometric system that integrates face and FP. Evangelin and Fred [20] proposed the fusion identification frame of FP, palm print and FKP on feature level. In 2016, Khellat-Kihel et al. [12] proposed a recognition framework for the fusion of trimodal biometrics on the finger on the feature and decision level. Reference [21] developed a magnitude-preserved competitive coding feature extraction method for FV and FKP images, and obtained robust recognition performance after fusion of two biometric features. In addition, some feature extraction methods can promote efficient fusion of finger trimodal images on the feature layer, such as GOM method [39] and MRRID method [38] . It is worth mentioning that in our previous work, we discussed the granulation fusion method of finger trimodal biological features, and solved the basic theoretical problems of fusion by using particle computing as a methodology [13] , [22] . The existing fusion algorithms have some shortcomings:
♦ Unreasonable image scale consistency. Finger trimodal scale inconsistency is still an important factor affecting effective fusion. The straightforward scale normalization is easy to destroy image structure information, and stable feature fusion cannot be achieved.
♦ Large storage space and long recognition time. Practicality is a factor that should be considered in finger trimodal fusion recognition.
The scale inconsistency or incompatibility of finger trimodal images is the most critical problem that causes fusion difficulties. It is very important to develop a theory of giving a unified expression of the trimodal features of the finger [23] . The rapid development of graph-based image analysis technology motivates us extracting graph structure features for the finger trimodalities. The related research of graph theory began in 1736, which is an important branch of mathematics [24] , [25] . Graphs are often used to describe a certain connection between objects, or a specific relationship between various parts of a corresponding object. As an image description method, the graph can well describe the various structural relationships in the image. In the past decades, many graph-based methods have been proposed for dealing with pattern recognition problems [26] . Luo et al. [27] employed the graph embedding method for 3D image clustering. Some graph-based coding operators have been well applied in feature coding, like LGS and WLGS operators [28] , [29] . Reference [30] overviews the recent graph spectral techniques in graph signal processing (GSP) specifically for image and video processing, including image compression, image restoration, image filtering and image segmentation.
In this paper, we explore the description of finger trimodal features based on graph theory, and propose the reasonable fusion framework. First, a directional weighted graph is established for each modality of finger, where a block-wise operation is done to generated the vertices. The Steerable filter is applied to extract the oriented energy distribution (OED) of each block, and the weighted function of vertexes and edges of graph is calculated. Based on different block partitioning strategies, the trimodal graph features can solve the problem of dimensional incompatibility, which lays the foundation for trimodal fusion. Then we propose two finger trimodal feature fusion frameworks named serial and coding fusions, which can integrate trimodal features of finger together. The serial fusion refers to splicing the graph features of finger three modalities, while in coding fusion framework, the competitive coding way is applied to combine the three graph features to a comprehensive feature. In addition, any famous classifies connected after the fusion feature can be used for pattern recognition.
In order to demonstrate the validity of the proposed fusion recognition frameworks for finger trimodal biometrics, we design a finger trimodal images acquisition device simultaneously, and construct a homemade finger trimodal database. Simulation results have demonstrated the effective and satisfied performance of the proposed finger biometric fusion recognition frameworks.
II. TRIMODAL IMAGE ACQUISITION
To obtain FP, FV and FKP images, we have designed a homemade finger trimodal imaging system [31] , as is shown in Fig. 1 . The proposed imaging system, which can simultaneously collect FP, FV and FKP images, integrates modal acquisition, image storage, image processing and recognition modules. Then we constructed a finger trimodal database. In order to reduce the finger pose variations, a fixed collection groove is designed in the image acquisition device. It can avoid the image distortion problems due to finger offset and rotation as much as possible. In the proposed imaging system, the collection of FP image is relatively simple, which can be obtained through the FP collector at the bottom. For FV modality imaging, the used array luminaire is made of near infrared (NIR) light-emitting diodes (LEDs) with a wavelength of 850nm. The light source which can penetrate a finger is on the palm side of the finger, while the imaging lens is on the back side of the finger. Based on the principle of reflection of visible light source on the skin surface on finger, the FKP modality is imaged by reflected lights.
By a software interface, as shown in Fig. 2 , the finger trimodal image acquisition task can be implemented conveniently. From the left of Fig. 2 , we can see that the captured image contains not only the useful region but also some uninformative parts. Hence, the region of interest (ROI) localization for the original trimodal images is critical. The ROI localization strategy of three modalities is presented in the appendix. In addition, the original images are often blurred due to the influence of light and noise. The image enhancement can highlight more texture information for finger three modality images, which is very helpful to improve recognition accuracy. The image enhancement method and some results are presented in Sec. III during the introduction of graph establishment. 
III. GRAPH FEATURE EXTRACTION AND FUSION FRAMEWORK
In this section, we establish the weighted graph structure model to characterize the finger biometrics, and present the fusion frameworks for the trimodal images of finger. We divide the original modal image into many blocks, and the Steerable filters with arbitrary orientations is applied to describe the randomness energy consisting in the local blocks. Based on the graph features, we design two fusion frameworks named serial fusion and coding fusion, which can fully integrate trimodal information and improve the recognition accuracy and robustness.
A. GRAPH FEATURE EXTRACTION
The weighted graph for the finger biometric image can be represented as G (V , E, W ), where V represents the vertex set, E represents the edge set, and W are the weights of the edges representing the relationships among the vertexes [32] , [42] .
There are usually two main ways to select the vertexes of the graph. One can treat the pixels as the vertices of the graph. However, it will result in a larger graph and a larger amount of computation, when the size of image is relatively large. For another way, the locations and types of minutiae, such as the crossovers, bifurcations and terminations, can be selected as the vertices of the graph. The selection of minutiae points is often heavily influenced by humans and lack of robustness when image quality is poor.
Here for the graph establishment, we divide the image into blocks and select the features of blocks as the vertices of the graph, as shown in Fig. 3 . For an image with size of M × N , we design a sliding window with size of h × w, which would traverse the entire image. The striding steps along the right and down directions are recorded as r and d respectively. Then one can get the number of vertices of the graph as
where round (·) is the rounding operator, which means if
is not an integer, round it up to the nearest integer. For one finger biometric image, the local region has high correlation with its adjacent region, while the correlation is relatively low for the two regions with relatively large distance. Therefore, we take only the relationships between the corresponding vertex with the surrounding vertices of specific directions, as shown in Fig. 4 . It is worth mentioning that compared with the undirected graph, directed graph is better in describing the local relations of an image. Based on the triangulation algorithm, one would establish the edges between the target vertex with the ones along its down, right and bottom right directions. The weighted function is used to describe the connotation expression between vertices, which can attach the details of image for the graph through determine the appropriate calculation method for the weighted function. We define the weighted function as
where W (V i ) represents the comprehensive feature in the block containing vertex (V i ), while S V i , V j is the similarity degree of two block features.
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In order to reliably strength the finger texture information, finger three modalities images need to be enhanced effectively. Here, a bank of Gabor filters with 8 orientations [33] and Weberąŕs Law Descriptor (WLD) [34] are combined for images enhancement and light attenuation elimination. In order to extract reliable finger skeletons, a multi-threshold method [35] is used to obtain the binary results of the enhanced finger image. A thinning algorithm proposed in [36] is used to extract the finger skeletons of the binary images, some results are shown in Fig. 5(a)(b)(c) . The value of the vertex represents the comprehensive feature in the corresponding block region, while the weighted function of two connected vertices represents their similarity. We make the selection of vertex features and the calculation of weighted functions using the oriented energy distribution feature based on Steerable filter.
The Steerable filter has good performance for the analysis of the curve structure of the image. By integrating a set of base filter banks in different directions, the image can be convolved in any direction to extract the image texture in the corresponding direction. The Oriented Energy Distribution (OED) represents the convolution results of the Steerable filter and the image region in different directions. The OED feature is calculated as
where h θ (x, y) represents the Steerable filter in the direction of θ. h j (x, y) is a set of base filter banks and K is the total number base filters. k j (θ ) is the interpolation function, which is only related with θ . I (x, y) represents the corresponding image region. E (θ) is the convolution energy in the direction of θ . Fig. 5 (e) illustrates an obtained energy map corresponding to a block located at Fig. 5(d) . The maximum energy feature is selected as the vertex weight, while the similarity of OEDs of two connected vertices is treated as the weighted function. Such that
The adjacency matrix can be used to describe graph structure of finger modalities, where the elements in the adjacency matrix represents the weighted functions. Then any classifiers can make pattern recognition based on the adjacency matrix expression of finger modalities.
B. FEATURE FUSION
In the above subsection, we present a novel feature extraction frame based on the graph structure for the finger biometric images. Following shows two fusion frameworks for three modalities of finger.
1) SERIAL FUSION STRATEGY
Considering a weighted graph with Num vertices, the adjacency matrix (abbreviated to M ) is a Num × Num matrix, of which the (i, j) term is the weighted function of the ith and jth vertex, such that
Because we only take the relationship between adjacent vertices into consideration when establishing feature graph, most of the elements in the adjacency matrix are zero. Therefore, the adjacency matrix is a sparse matrix. For the sparse adjacency matrix, there is no need to save the entire matrix elements. The compressed sparse row (CSR, also called compressed row storage (CRS)) format is an effective expression for the sparse matrix, which contains three (one-dimensional) arrays, representing nonzero values, row indices, and column indices respectively. Fig. 6 presents a simple example for the CSR expression of sparse matrix. Since we have set the rules for graph establishment for finger biometrics image, the position of the non-zero elements are determined in the adjacency matrix. In the CSR expression, we only need to retain array A and ignore I and J . The serial fusion strategy refers to the tandem splicing of trimodal CSR vectors and gets a fused vector. Fig. 7 presents the serial fusion framework. A p , A v and A kp are feature vectors extracted through three adjacency matrixes after graph feature extraction. Then we apply the serial fusion strategy to integrate three feature vectors into one feature fused vector, such that V = A p A v A kp . The adjacency matrix based fusion framework is simple. Under the premise of ensuring complete features, the matrix dimension is reduced and the computational efficiency is improved. For the feature learning and matching process, one would apply the famous classification algorithms in machine learning fields, such as Support Vector Machine (SVM), Extreme Learning Machine (ELM) and Softmax classifier. 
2) CODING FUSION STRATEGY
Another fusion framework for trimodal graph features based on competitive coding is presented. When establishing the graph, the block segmentation operation is applied to generate the vertex expression. By properly setting the segmentation sizes and sliding steps, it is easy to make normalization for the trimodal feature graphs. We would obtain three adjacency matrixes with the same size. Then the competitive coding fusion method is applied to combine the three adjacency matrixes into one integrated matrix. Fig. 8 presents the fusion strategy based on competitive coding. For the target pixels in the same position of the trimodal adjacency matrixes, we employ a seven-bit binary code ([c 1 , c 2 , c 3 , c 4 , c 5 , c 6 , c 7 ] ) to represent the feature information. Considering the (i, j)th pixels of trimodal graphs, FV i,j+1 , (c 3 , c 5 ) = (1, 0) . It is worth mentioning that the trimodal image pixels should be normalized before coding fusion. A general coding way for trimodal fusion is as follows.
where F represents the trimodal biometric images (FP, FV , FKP) and i = 1, 2, 3. Through the proposed fusion strategy based on competitive coding, we integrate three adjacency matrices together. For the feature matching process, one may apply the traditional classifier, or the similarity of two matrices (named Matrix Matching method). The computational formula for the similarity of two matrices is as follows.
whereĀ andB represent the mean values of fusion adjacency matrix A and B respectively. The matrix matching method is easy to operate and to be understood. However, the recognition efficiency of matrix matching method is related to the dimension of the matrix. When the scale of the graph increases, the dimension of the adjacency matrix rises sharply, which will greatly increase the matching computational burden.
IV. SIMULATION RESULTS
In this section, we present the simulation results for the unimodal recognition and trimodal fusion recognition of fingers. In our homemade finger trimodal database, there are 17550 images in total from 585 fingers. For one finger of one category, we collect 10 FP, FV and FKP images respectively.
A. UNIMODAL RECOGNITION
The graph features of finger three modalities can be used for identification separately. Here the simulation results of finger unimodal recognition is presented. Before presenting the results, we show some necessary explanations of some common statistical variables. FAR, fault acceptance rate for short, measures a recognition result of incorrectly identifying an individual, while FRR is the abbreviated form fault rejection rate, which indicates the result of incorrectly denying an individual. The receiver operating characteristic (ROC) curve is created by plotting the FAR against the FRR at various threshold settings.
The size of divided block of finger modal images for the establishment of graph is an important parameter. Fig. 9 shows the ROC curves of different block partitioning sizes without overlap during the sliding. The ROC curves of trimodel features of finger show consistent changes. The smaller block size corresponds to the better ROC curve, as well as smaller equal error rate (EER). The size of sliding block affects the number of vertices in the graph. The smaller the size of the sliding block, the more encrypted the set of graph vertices, which leads to the longer time of graph establishment. Fig. 10 presents the time of graph establishment of trimodal features of finger based on different sliding block sizes. with the increase of the size of sliding block, the time of graph establishment of trimodal features of finger decreases.
For the finger unimodal biometric recognition, one can link any classifier after the graph features. In the simulations, we apply four discriminant algorithms for the recognition, ELM [37] , SVM [38] , softmax [39] and matrix matching. In ELM algorithm, we set 1000 hidden nodes with the 'Sigmoid' activation function. Some important parameters in SVM algorithm are set default values. The parameter specifying the scaling factor in the Gaussian radial basis function kernel is set as 1. We use the Quadratic Programming method to find the separating hyperplane. The max iterative step is 15000, and the 'rbf' kernel function is applied. In softmax algorithm, the weight decay parameter lambda is set as 10 −4 , while the max iterative step is 50.
Considering the accuracy and efficiency are two important indicators for measuring the performance of biometric algorithms, we compare the recognition accuracy and recognition time (the same as testing time) among the four classification algorithms. In the simulation, nine images of one finger are used for training, while the rest one for testing. Tab. 1 presents the simulation results for recognition accuracy of FV, FKP and FP patterns respectively based on the four classifiers. The recognition performances of the three modalities of finger based on four classifiers are consistent. ELM algorithm shows the best recognition performance, while the performance of matrix matching method is not very satisfactory. As the size of the block becomes larger, the recognition accuracy of each algorithm decreases, which is consistent with the results shown by ROC curves. Fig. 11 shows the testing time of four classifiers. In order to show a more visual gap for the testing time of four classifiers in the same figure, we made a slight modification to the position of the curve. For example, the value of the green curve plus 150 is the final result for the matrix matching method in the first subfigure. Because of the random selection of hidden nodes, the testing time of ELM algorithm is most satisfactory. In comparison, the testing time of matrix matching presents a gap of several hundred times. 
B. TRIMODAL FUSION RECOGNITION
This subsection presents the recognition performance of serial fusion and coding fusion of trimodal graph features of finger. In the serial fusion, three graph features are stitched together. Coding fusion makes feature information more complex and has consistent dimensions compared with unimodal graph feature, which is more conducive to anti-counterfeiting and storage. Considering the classification performance of four classifiers, ELM algorithm with 1000 hidden nodes and 'sin' activation function is applied for trimodal fusion recognition of finger. The recognition accuracy is 99.9% for serial fusion and 99.8% for coding fusion, which is approximately the same as the recognition accuracy of unimodal graph feature.
In order to verify the stable and robust performance of the fusion recognition frame, we added the white noise with 20 as the mean and 10 as the variance to the trimodal features of the finger respectively. Tab. 2 presents the simulation results for the comparison between unimodal and trimodal fusion recognition of finger. Due to the interference of external noise, the recognition performances of both unimodal and trimodal features decrease to some extent. However, the performance of trimodal fusion recognition is more robust and stable compared with that of unimodal recognition of finger. The coding fusion shows slightly better results compared with serial fusion. For the testing time, the trimodal fusion recognition takes a relatively long time. However, it is within the allowable range.
Fusion at the feature layer is the most stable and accurate way of trimodal fusion in biometrics. Here we conduct some comparison experiments between the proposed fusion frames and two fusion strategies at the feature layer [13] [22] . In addition, three feature extraction methods, Oricode [37] , MRRID [40] and GOM [41] , are employed in finger trimodal images, and ELM algorithm with the same learning parameters is applied to make recognition after feature fusion. Table 3 presents the simulation results where we can see the proposed fusion frames for finger trimodal biometric features have more accurate and efficient performance compared with other fusion methods. In construct, the performance of the graph coding fusion frame is slightly better than the graph series fusion frame. For the recognition time, the graph coding fusion frame obtains the best recognition efficiency. In addition, we present the ROC lines in Fig. 12 , which proves the superiority of the proposed fusion frames from another point of view. In summary, the proposed graph fusion strategies can make more effective and stable fusion and recognition for the finger trimodal biometric images with relatively less recognition time.
V. CONCLUSION
This paper focuses on the finger biometric multimodal fusion recognition. The finger contains three biometric modality, fingerprint, finger-vein and finger-knuckle-print, which all have certain discriminative properties and are capable of identification. In this paper, a feature extraction model based on graph structure presentation is established, which can be solve the problem that the finger trimodal feature space does not match. Two fusion frameworks for finger multimodal features are provided. The serial fusion stitches the trimodal graph features together, while coding fusion integrates trimodal graph features into one comprehensive feature based on competitive coding. Finger trimodal fusion recognition can improve recognition accuracy and robustness. In the experiment, a homemade finger trimodal dataset has been applied to demonstrate the better performance of the proposed finger trimodal fusion recognition frameworks.
Future Work: Extraction the graph features for the finger trimodal images solves the problem of scale inconsistency, which is the key for the effective and stable fusion recognition for finger biometrics. This attempt is not only effective for finger multimodal fusion, but also universal for other biomodalities. The related future work is as follows:
(1) Finger biometric image enhancement is the premise of extracting graph features. Inappropriate filter parameters or filter structure without generalization can cause damage to the finger biometric images. Texture breaks are very common. Thus, in the future work, we would establish the image repainting model in order to improve graph feature accuracy.
(2) Recently, the Graph Convolutional Neural Network (GCNNs) shows satisfactory results in processing graph structure data, which motivates us to employ GCNNs to make recognition based on graph features of finger trimodal images. In addition, establishing a deep fusion model based on GCNNs for finger trimodalities is also the future work.
APPENDIX ROI LOCALIZATOIN
In the appendix, we present the ROI localization method for the finger trimodal images. FP image collection is relatively mature and the collection area is highly targeted. One can directly use the real acquired image as the ROI. For FV and FKP images, we design the corresponding ROI localization strategy. Fig. 13 presents the main results of ROI localization for FV and FKP images, while (a) presents the FV images, (b) shows the outlines of FV pattern, while (c) are the FKP images. The joint cavity of finger is filled with biological tissue effusion, where the light transmittance is higher than that through the surrounding tissue. We apply the difference in light transmission to conduct ROI localization of the FV image. Due to the finger blocking the light-transmitting plate, it is easy to localize the left and right outline of the finger. After the determination of the outlines of FV image, we make rotation for the image to keep correct direction. Additionally, ROI would also be acquired by the outlines of the image.
The FKP images have no obvious characteristic marks, resulting that it is difficult to locate the ROI in the vertical direction. According to the biological structure of the finger, the ROI of FKP locates on the back side of proximal joint. During the ROI localization of FV, we have obtained the position of the proximal joint region. Through spatial mapping, the position of the proximal joint can be mapped to the knuckle imaging spece from the FV imaging space.
