Abstract. We show that there is a generalization of Rodrigues's formula for computing the exponential map exp: so(n) ! SO(n) from skew symmetric matrices to orthogonal matrices when n 4, and we give a method for computing the function log: SO(n) ! so(n). The case where ?1 is an eigenvalue of R 2 SO(n) requires a special treatment. The key idea is the decomposition of a skew symmetric n n matrix B in terms of skew symmetric matrices B 1 ; : : : ; B m such that
Introduction
Given a real skew symmetric n n matrix B, it is well known that R = e B is a rotation matrix, where e B = I n + 1 X k=1 B k k! is the exponential of B (for instance, see Chevalley 4 ], Marsden and Ratiu 14], or Warner 23] ). Conversely, given any rotation matrix R 2 SO(n), there is some skew symmetric matrix B such that R = e B . These two facts can be expressed by saying that the map exp: so(n) ! SO(n) from the Lie algebra so(n) of skew symmetric n n matrices to the Lie group SO(n) is surjective (see Br ocker and tom Dieck 3] ). The surjectivity of exp is an important property. Indeed, it implies the existence of a function log: SO(n) ! so(n) (only locally a function, log is really a multi-valued function), and this has interesting applications. For example, exp and log can be used for motion interpolation, as illustrated in Kim, M.-J., Kim, M.-S. and Shin 11, 12] , and Park and Ravani 18, 19] . Motion interpolation and rational motions have also been investigated by J uttler 7, 8] , J uttler and Wagner 9, 10], Horsch and J uttler 6], and R oschel 20]. In its simplest form, the problem is as follows:
given two rotation matrices R 1 ; R 2 2 SO(n), nd a \natural" interpolating rotation R(t), where 0 t 1. Of course, it would be necessary to clarify what we mean by natural, but note that we have the following solution:
R(t) = exp((1 ? t) log R 1 + t log R 2 ):
In theory, the problem is solved. However, it is still necessary to compute exp(B) and log R e ectively.
When n = 2, a skew symmetric matrix B can be written as B = J, where J = 0 ?1
and it is easily shown that e B = e J = cos I 2 + sin J:
Given R 2 SO(2), we can nd cos since tr(R) = 2 cos (where tr(R) denotes the trace of R). Thus, the problem is completely solved. When n = 3, a real skew symmetric matrix B is of the form Also, given R 2 SO(3), we can nd cos since tr(R) = 1 + 2 cos , and we can nd B 1 by observing that 1 2 ? R + R > = sin B 1 :
Actually, the above formula cannot be used when = 0 or = , since sin = 0 in these cases. When = 0, we have R = I 3 and B 1 = 0, and when = , we need to nd B 1 or equivalently, B 3 1 = ?B 1 . Unfortunately, for n 4, given any nonnull skew symmetric n n matrix B, it is generally false that B 3 = ? 2 B, and the reasoning used in the 3D case does not apply.
In this paper, we show that there is a generalization of Rodrigues's formula for computing the exponential map exp: so(n) ! SO(n), when n 4, and we give a method for computing the log function log: SO(n) ! so(n). The case where ?1 is an eigenvalue of R 2 SO(n) requires a special treatment. The key to the solution is that given a skew symmetric n n matrix B, there are m skew symmetric matrices B This reduces the problem to the case of 3 3 matrices. We also consider the exponential map exp: se(n) ! SE(n), where se(n) is the Lie algebra of the Lie group SE(n) of (a ne) rigid 3 motions. We show that there is a Rodrigues-like formula for computing this exponential map, and we give a method for computing log: SE(n) ! se(n).
The general problem of computing the exponential of a matrix is discussed in Moler and Van Loan 16] . However, more general types of matrices are considered, and Moler and Van Loan's investigations have basically no bearing on the results of this paper.
The paper is organized as follows. In Section 2, we give a Rodrigues-like formula for computing exp: so(n) ! SO(n). In Section 3, we show how to compute log: SO(4) ! so (4) in the special case of SO(4), which is simpler. In Section 4, we show how to compute log: SO(n) ! so(n) in general (n 4). In Section 5, we give a Rodrigues-like formula for computing exp: se(n) ! SE(n). In Section 6, we show how to compute log: SE(n) ! se(n). Our method yields a simple proof of the surjectivity of exp: se(n) ! SE(n). In Section 7, we show how to deal with the special case where ?1 is an eigenvalue of R 2 SO(n). Section 8 is the conclusion.
2 A Rodrigues-Like Formula For exp: so(n) ! SO(n)
In this section, we give a Rodrigues-like formula showing how to compute the exponential e B of a skew symmetric n n matrix B, where n 4. As we said in Section 1, the key fact In the above, we used the fact that the eigenvalues of a skew symmetric matrix are null or pure imaginary. A quick way to see this is that if B is skew symmetric, then iB is Hermitian, and Hermitian matrices have real eigenvalues (Lang 13], Strang 21] Generally, the matrices B 1 ; : : : ; B m are not unique. This is due to the fact that some i may occur more than once in the sequence ( 1 ; : : : ; m ), or equivalently, to the fact that B may have nonnull eigenvalues of multiplicity greater than one. Interestingly, given B, Lemma 2.2 can be slightly modi ed so that the matrices B 1 ; : : : ; B m are uniquely determined. First, we give the modi ed version of Lemma 2.2, and next, we prove that the matrices B 1 ; : : : ; B m are unique. there is a nonempty set S j = fi 1 ; : : : ; i k j g of indices (in the set f1; : : : ; mg) corresponding to all the occurrences of j in the sequence ( 1 ; : : : ; m ), where k j is the multiplicity of j . We let F j be the matrix obtained by deleting from E the blocks E k where k = 2 S j . Again, B j = PF j P > ; and it is obvious by construction that the three equations (4){(6) hold. The rest of the proof is as before.
We now prove the uniqueness of the B i 's. We rst look at the special cases in which sin 1 = 0 or sin 2 = 0.
Assume that 1 = and 2 6 = , the case where 1 Since we also know that tr(R) = 2 cos 1 + 2 cos 2 ; we easily get the desired expression for p = cos 1 + cos 2 and q = cos 1 cos 2 .
Note in passing that we also have cos 2 A method for computing B p is presented in Section 7. Note that B p is generally not unique.
5 A Rodrigues-Like Formula For exp: se(n) ! SE(n)
In this section, we give a Rodrigues-like formula showing how to compute the exponential e of an element of the Lie algebra se(n) of the Lie group SE(n) of (a ne) rigid motions, where n 3. First, we review the usual way of representing a ne maps of R n in terms of (n+1) (n+1) matrices. where R is a rotation matrix (R 2 SO(n)) and U is some vector in R n , is a group under composition called the group of direct a ne isometries, or rigid motions, denoted as SE(n).
Every rigid motion can be represented by the (n + 1) (n + 1) matrix
De nition 5.2 The vector space of real (n + 1) (n + 1) matrices of the form = B U 0 0 ; where B is a skew symmetric matrix and U is a vector in R n is denoted as se(n).
The group SE(n) is a Lie group, and se(n) is its Lie algebra. In order to give a Rodrigueslike formula for computing the exponential map exp: se(n) ! SE(n), we need the following key lemma. If A = 0 (the null matrix), then B = 0. Otherwise, proceed as follows. Let (e 1 ; : : : ; e n ) be any basis of R n , for instance, the canonical basis (where the ith entry of e i is 1, and all other entries are 0). Let U 1 be any nonnull column of A (for instance, the leftmost nonnull column). Since U 1 is nonnull, let i be the index of some nonnull entry in U 1 (for instance, the least index i, or the least index such that the ith entry is maximum). We now form the new basis (U 1 ; e 1 ; : : : ; e i?1 ; e i+1 ; : : : ; e n ) obtained from (e 1 ; : : : ; e n ) by replacing e i by U 1 and reordering the vectors so that U 1 is now the rst vector. This new basis is generally not orthonormal, and we apply Gram{Schmidt (or any of its variants, such as modi ed Gram{Schmidt, see Golub We can now repeat the above procedure inductively on A 0 1 , which is an (n ? 1) (n ? 1) matrix. This will yield an orthogonal (n ? 1) (n ? In forming the matrix E, instead of using the matrix J = 0 ?1 1 0 ;
we can use the matrix K = ?J, since we also have K 2 = ?I 2 . This is the reason why B is not unique. In fact, if A has the eigenvalue 1 with multiplicity 2q, there are 2 q possibilities for B.
The above method was implemented.
8 Conclusion
We have given a generalization of Rodrigues's formula for computing the exponential map exp: so(n) ! SO(n) when n 4, and we have also gievn a method for computing the log function log: SO(n) ! so(n). The case where ?1 is an eigenvalue of R 2 SO(n) reduces to the problem of nding a skew symmetric matrix B, given the matrix B 2 , and knowing that B 2 has eigenvalues ?1 and 0. Technically, the key result is the decomposition of a skew symmetric n n matrix B in terms of some skew symmetric matrices having some special properties. We also showed that there is a Rodrigues-like formula for computing this exponential map exp: se(n) ! SE(n), and we gave a method for computing log: SE(n) ! se(n). As a corollary we obtained a direct proof of the surjectivity of exp: se(n) ! SE(n).
The method for computing log: SO(4) ! so (4) has been implemented. It has applications to a locomotion problem, where the parameter space is modeled by R 4 . The problem of interpolating between two rotations R 1 ; R 2 2 SO(4) comes up naturally. Our methods can be used to perform motion interpolation in SO(n) or SE(n) for fairly large n, but we are unaware of practical applications for n 5. We are hoping that such problems will arise in the future, perhaps in robotics or even physics.
