Abstract
Introduction
The first part of this work deals with fitting surfaces to points and curves in 3D space, and at the same time, fitting the projections of surface contours to apparent contours in the images. The approach taken here is a variational onewe define a functional which we will try to minimize with respect to some parameters describing the geometry of the surfaces. This variational problem leads to a surface evolution, driven by a PDE. The surface is represented implicitly as the level set of a real-valued function. Since the introduction in [17] , the level set method has received much attention in a number of areas such as imaging, computer vision, computer graphics and fluid mechanics, cf. [20, 18] .
The second part concerns a priori statistical models. The motivations for introducing such models are several:
• We are interested in automatically recovering a surface model given new image data of the object of interest.
It is a hard problem to robustly extract curves and apparent contours without any a priori model.
• Many objects (e.g. faces) are hard to reliably reconstruct due to specularities and illumination effects. Another problem is textureless areas, and more generally, lack of information in the input. Our a priori model will work as a domain-specific regularizer.
When designing the statistical model, we have had the following requirements in mind:
• The observation variables of the model should be image quantities only. The inferred variables should be points, curves and apparent contours.
• The model should be probabilistic -one reason being the missing data problem. Some parts of the object may be occluded, or some input images may not be available.
• It should be possible to estimate the (hyper-)parameters of the statistical model from image data.
Related Work
In the area of using level set surface representations for fitting surfaces to 3D data, this paper is related to the work in [26] where surfaces are fitted to points using a distance potential. The surface is moved using the gradient of the distance potential. Surfaces can also be estimated using 2D data, i.e. image information, as in [8] . In this case, a measure of photo-consistency is used to evolve the surface. A recent paper combining these two methods is [14] . Work has also been done on reconstructing non-Lambertian surfaces from calibrated cameras using a rank constraint on the radiance tensor field [11] .
In the area of statistical shape models, our work is related to and inspired by Active Shape Models (ASM) [5] . One distinction compared to our model is that we will model both 2D and 3D data, while ASM have mainly have been applied to 2D objects. In contrast to standard ASM, our observations are from multiple views. In [6] a multi-view model is utilized, but no explicit 3D data is maintained within the model. Another related work is [24] where Probabilistic PCA (PPCA) is introduced. In order to do inference on our model, we have adopted the ideas of PPCA.
In [1] , a complete 3D model is built from a database of 200 laser scans of faces. The so-called morphable model can be fitted to an image with very impressive results. Similar to ASM, the model has two components -one for the geometry and one for the grey-level intensities of the surface. The model itself is quite complex in terms of number of 3D vertices (approximately 70000), resulting in long computation times. Although advances have been made recently in terms of algorithmic efficiency, their method still requires manual intervention [19] . No contour information is utilized.
The apparent contours of three-dimensional surfaces are known to be a rich source of information. Under known viewer motion, reliable descriptions of curved surfaces can be recovered from the apparent contours, cf. [9, 4, 25, 23, 3] . It is even possible to get estimates of the camera motion [16] or both scene structure and camera motion [2, 12] . However, these reconstruction techniques have not been combined with other geometric features and they generally rely on manually extracted (or easily tracked) contours.
Contribution of the Paper
Using the level set framework, we show how to evolve a surface in order to minimize a functional which not only tries to fit the surface to a set of 3D points, but also includes constraints on the surface normal and on the projection of the surface contour in images. This makes it possible to include, for instance, apparent contours in the reconstruction process.
One key advantage which the current scheme has compared to surface reconstruction methods based on imagecorrelation is that, to a large extent, it is insensitive to specularities and other illumination effects. In particular in the case of face modelling, this is known to cause problems due to the complexity of the BRDF for human skin.
Background

Camera Model
Throughout the paper, the perspective (or pinhole) camera will be used. A point in space with coordinate vector x ∈ R 3 is projected to the image point with coordinate vector m ∈ R 2 according to
where P is a 3 × 4 matrix representing the internal calibration and the pose of the camera. Given corresponding image points (or curves) in several views, it is possible to calculate the camera matrices as well as a representation of the 3D features. This is known as the structure from motion problem. If the cameras are pre-or self-calibrated, it is possible to get a reconstruction of the 3D features up to an unknown similarity [10] .
Level Set Formulation
Let x be a point in the open set Ω ⊂ R 3 . The time dependent surface Γ(t) is represented implicitly as the zero level set of a function φ(x, t) : Ω × R + → R as
where φ is defined such that
Using the definition above gives the outward unit normal n and the mean curvature κ as
One important, frequently used example is the signed distance function, where the requirement |∇φ(x)| = 1 is imposed. The zero set of φ(x, t) represents Γ(t) at all times t. This means that φ(x(t), t) ≡ 0 for a point on the curve x(t) ∈ Γ(t). Differentiating with respect to t gives
where v = dx(t)/dt and v n is the velocity normal to the surface. This PDE is solved in order to move the surface according to some derived velocity v. For a more thorough treatment of level set surfaces, see [20, 18] .
Part I: Surface Reconstruction Using Level Sets
Surface Fitting to Points
In [26] surfaces are fitted to a point set S using the level set method. An initial surface is deformed in the gradient direction of an energy functional which involves elastic energy and potential energy. The energy is the L p norm of a distance potential as
where Γ is the surface, dS surface area and d(x) = dist(x, S) is the distance from the point x to S. Setting Γ as the zero set of φ(x) gives,
where δ(·) is the one-dimensional delta function, and δ(φ(x))|∇φ(x)|dx is the surface area element at the zero set of φ. The gradient descent of (7) for p = 1 is then, cf.
[26],
where we have substituted the expressions for the surface normal n and the mean curvature κ.
It is possible to modify (9) by weighting the regularization. It can be shown that if 0 ≤ f (x, t) ≤ d(x) ∀ t and ∀ x ∈ Ω, the motion equation
will still minimize (6), cf. [21] . We will use f (x, t) = αd(x) where α ∈ [0, 1] is a constant.
Surface Fitting to Apparent Contours
Let γ be an apparent contour in an image parameterized as γ(s) : R ⊃ I → R 2 . The back-projected cone, written in homogeneous coordinates,
(where c is the camera center and P + the pseudo-inverse of the camera matrix) should graze the surface at the location of the contour generator. It is undesirable to attract the surface to the entire back-projected cone of the apparent contour. The cone should only touch the surface along a curve -the so called contour generator, cf. Figure 1 .
We propose to solve this in the following manner. For each point on the curve m = γ(s), let x * denote the point closest to Γ (If there are several, then choose the one with smallest depth). The function φ is kept close to a signed distance function, i.e. |∇φ| = 1. This means that the point x * is easily found by checking the values of φ along the line of sight given by (11) . The set of these points, S , will be a (possibly discontinuous) space curve γ * (λ, s). This set is then added to the distance potential as
where d (x) = dist(x, S ) is updated at appropriate intervals as the surface evolves.
contour generator camera centre apparent contour Figure 1 : The projection of a contour generator to an apparent contour.
Normal Alignment of the Contour Generator
The tangent vector γ of the apparent contour γ in an image together with the camera center define a plane π(m) for each point m on γ. For each point m on the apparent contour it is also clear that the point of intersection of the ray trough m and the surface Γ must have the same normal as π(m), see Figure 1 . Denote this set of normals N and the set of corresponding intersection points X . Introduce an energy functional as the L 1 norm of the normal deviation
where N (x) is an extension of the desired normals to the whole domain Ω, Γ is the surface and n(x) is the surface normal. Representing Γ as the zero level set of φ, (13) becomes
The Euler-Lagrange equation for the functional (14) gives a motion equation as, cf. [22] ,
The Combined Motion PDE
Combining all the components (9), (12) and (15) above leads to a PDE for the motion of the surface as
where d(x) is defined as in (12) and α ∈ [0, 1] is a constant determining the amount of regularization used. This PDE is solved iteratively until a steady state is reached. This will then be a (local) minimum of the sum of the functionals in the sections above.
Using a mixture of 3D data and image data, we have derived a reconstruction method which is purely geometric. Therefore, it is easy to handle both Lambertian and specular surfaces since no image based correlation or matching is performed. This gives robustness to the reconstruction. However, the drawback is that we will loose detailed information which might be captured using an approach like [8] .
Part II: A Statistical Shape Model
In this section, we develop a statistical model which is needed in order to be able to automatically extract and compute features and apparent contours from input images. It is a two-layer model similar to the ASM [5] using PPCA for dimensionality reduction [24] .
The model is fully probabilistic and therefore it will be possible to infer output features even if there is missing data in the input. For example, a single input image will suffice if the other images are regarded as missing data. The output from the model will serve as input to the level set reconstruction algorithm in order to get a complete surface model.
Suppose we have a number of elements in a ddimensional vector t, for example, a collection of 3D points in some normalized coordinate system. The starting point for the derivation of our model is that the elements in t can be related to some latent vector u of dimension q where the relationship is linear:
where W is a matrix of size d×q and µ is d-vector allowing for non-zero mean. Once the model parameters W and µ have been learned from examples, they are kept fix.
Feature Representation
There are three different types of geometric features embedded in the model.
Points.
A 3D point which is visible in m > 1 images will be represented in the vector t with its 3D coordinates (X, Y, Z). For points visible in only one image, m = 1, see the paragraph on apparent contours.
Curves.
A curve will be represented in the model by a number of points along the curve. In the training of the model, it is important to parameterize each 3D curve such that each point on the curve approximately corresponds to the same point on the corresponding curve in the other examples. This has been the subject of intense research and the state-of-the-art is to choose parametrization according to an MDL-criteria [7] . However, we choose for simplicity to keep the 3D curve parametrization at arc-length.
Apparent contours.
As for curves, we sample the apparent contours (in the images) using arc-length parametrization. However, there is no 3D information available for the apparent contours as they are view-dependent, cf. Figure 1 . A simple way is to treat points of the apparent contours as 3D points with a constant, approximate (but crude) depth estimate.
We have chosen to parameterize all 2D/3D curves by Bsplines which additionally enforce some smoothness. The model points of the curves are evenly sampled by arclength.
The Grey-Level Model
In the on-line event of a new input sample, we want to automatically find the latent variables u and, in turn, compute estimates of the 3D features t through (17) .
The missing component in the model is the relationship between 2D image features and the underlying grey-level (or color) values at these pixels. Again, we adopt a linear model (PPCA). Using the same notation as in (17), but now with the subscript gl for grey-level, the model can be written
where t gl is a vector containing the grey-level values of all the 2D image features and gl is Gaussian noise in the measurements. In the training phase, each data sample of greylevels is normalized by subtracting the mean and scaling to unit variance. The ML-estimate of W gl and µ gl is computed with the EM-algorithm [24] .
The complete statistical two-layer model with one feature model and one grey-level model is very similar to the concept of ASM [5] . In principle, the same techniques as used for ASM can be applied to automatically compute the latent variables of the system, i.e. u and u gl . 
Experiments
In this section, the theoretical developments are demonstrated on real images of faces. The results should not be regarded as the final output of the system. However, they do demonstrate the potential of the proposed approach. See Section 6 for current limitations and future extensions.
Setup and Database
All images were taken by a stereo setup with three (synchronized) cameras. The setup was pre-calibrated for both extrinsic and intrinsic camera parameters. Examples of triplets of images are given in Figure 4 .
In total a database of 28 image triplets were collected of faces from different persons (23 males and 5 females of ages ranging from 7 to 65). 25 of these were used for training and 3 for testing.
Building the Model
The 25 triplets in the training set were manually labelled -36 points, 8 curves and 5 apparent contours were extracted. See Figure 2 for an example of the manually extracted image data.
The resulting two-layer model has q = 12 elements in the latent variable u for the geometrical part and q gl = 15 elements in u gl for the grey-level model. These numbers were found empirically in order to capture most of the variations in the data. The model is able to adopt quite well to the test set. In fact, even for one (frontal) input image of the test set, the model predicts the other two images remarkably well. This is in agreement with the work presented in [6] .
A full evaluation of the statistical model is not possible here. A more thorough treatment including implementation details can be found in [13] .
Reconstructing Surface Models
Once 3D data has been obtained by fitting the two-layer statistical model to the input images (as described in Section 4), surfaces are fitted to this data by solving the PDE (16) . In the standard level set formulation, the surface must be closed in the computational domain in order to make φ continuous. We use the technique in [21] for initializing and evolving open implicit surfaces. The method uses two level set functions to represent the surface and the surface border. Since we are not interested in extrapolating surface geometry outside the points, curves and contours of the face, the surface is cut at the border and only the interior is used.
An example of the reconstructed 3D data is shown in Figure 3 together with a surface reconstruction. Surfaces were reconstructed for a number of persons. The parameter α was set to 0.5. Some of the results are shown in Figure 4 , where the zero set is visualized and triangulated using the marching cubes algorithm [15] .
Conclusions, Limitations and Future Work
In this paper, a framework for reconstructing surface models based on level sets and statistical shape has been presented. The approach relies solely on images, and the output of the system is a geometric surface model consistent with the input images. Being in its initial phase of development, there are a number of limitations of the current scheme which we address here. Some are inherent and others will be dealt with in future work.
• The level set potential includes only constraints on the geometric features. These features are often sparse and hence the recovered surfaces are not so detailed. Our current work focuses on incorporating a (robust) photo-consistency measure in the energy potential (6), cf. [8] , to enable more detailed geometric reconstructions.
• The coverage of the surface is limited compared to the input images. This is also due to the sparsity of the features.
• The total number of faces is quite small in the database and we will collect and label more images with more variations of expressions and illumination.
• Currently, only images taken with the tri-stereo setup have been used with heads facing the middle camera (cf. Figure 4) . Once the statistical model has been learned, it can be utilized for other (nearby) poses as well.
• Some of the parameters of the reconstructed surface model can also be learned by the statistical model, for example, the depths of the apparent contours. This would speed up the convergence of the surface evolution. On the other hand, the level set can be initialized close to the solution by pre-calculating the surface for the mean features.
