The paper illustrates a method for the design of suitable controllers of chaotic systems characterized by complex peak-to-peak dynamics, namely by a recursive relationship between consecutive peaks (relative maxima) of a scalar output variable. For such systems, a reduced model can be defined which, in general, is a hybrid model composed of a one-dimensional map and a finite-state automaton. The issues related to the identification and control of such a reduced model are discussed with the help of three applications: the Chua's circuit, a market with advertizing, and a CO 2 laser.
Introduction
A chaotic system with a single output variable y(t) is said to display Peak-to-Peak Dynamics (PPD) when the set {(y k , y k+1 )} of the pairs of consecutive peaks (relative maxima) y k can be approximated by one or more curves in the plane (y k , y k+1 ) [Candaten & Rinaldi, 2000] . This property is strictly related to the low-dimensionality of the chaotic attractor. After the pioneering paper of Lorenz [1963] , several authors have pointed out examples of systems with PPD in many fields of science and engineering (e.g. [Olsen & Degn, 1985; Basset & Hudson, 1988; Albahadily et al., 1989; Funasaki & Kot, 1993; Hübner et al., 1993; Abarbanel et al., 1997] ). The notion of PPD has been recently reviewed, and peak-to-peak analysis of time series has been proposed as a systematic tool for deriving simplified models of chaotic systems [Candaten & Rinaldi, 2000] .
Sometimes the curves approximating the set {(y k , y k+1 )} (called the Peak-to-Peak Plot (PPP)) define a single one-dimensional map (simple PPD).
In this case the dynamics within the attractor are essentially captured by such a map, regardless of the order of the system. More often, however, the PPP suggests a finite set of maps (complex PPD). In both cases, the maps provide a reduced (approximate) model of the system, that can effectively be exploited for prediction and control.
While the control of systems displaying simple PPD has already been analyzed by Piccardi and Rinaldi [2000] , the case of complex PPD poses several interesting problems. As a matter of fact, it can be shown that in this case the system behavior on the attractor can be described by a hybrid system, composed of a one-dimensional map and a finite-state automaton [Candaten & Rinaldi, 2000] . Therefore one is faced with some nontrivial issues, such as the identification of the hybrid model, the formulation and solution of a suitable control problem, and the real-time application of the resulting control policies.
The aim of this paper is to analyze in detail such problems, with the help of three examples of application taken from the literature: the Chua's circuit [Pivka et al., 1996] , a market with advertizing [Feichtinger et al., 1995] , and a CO 2 laser [Stanghini et al., 1996] . It will be shown that the proposed control methodology is successful in the first and second cases, but fails in the third one. The reason for that will be discussed in detail to establish the limits of application of the proposed approach.
The paper is organized as follows. Complex PPD are introduced in Sec. 2 assuming that the control is constant, and the reduced model which approximately describes the dynamics within the attractor is discussed. In Sec. 3 such a reduced model is heuristically adapted to the time-varying control case, while in Sec. 4 the problem of stabilizing an unstable periodic orbit of the system is set up and solved using the reduced model. Section 5 illustrates and discusses the three examples of application. Concluding remarks are in Sec. 6.
Complex Peak-to-Peak Dynamics
We consider a continuous-time dynamical systeṁ
where t ≥ 0 is time, x ∈ R n is the state vector, u ∈ R is the control variable, and f is a smooth function. In the paper we will consider time-invariant systems (f does not explicitly depend on t) and periodic systems (f is a periodic function of t).
In this section we restrict our attention to the case of constant control, i.e. u(t) = u ∀ t ≥ 0, so that Eq. (1) becomes 1
We assume that (2) is in a chaotic regime on an attractor Γ, so that x(t) is continuous and bounded. Moreover, the system is observed through a scalar output variable
where g is a smooth function. From the above assumptions it follows that y(t) is continuous and bounded too. Moreover, in order to rule out pathological situations, we assume thatẏ(t) = 0 almost everywhere for t ≥ 0 (i.e. y(t) cannot be constant for a time interval of finite length).
Denote by t k and y k , respectively, the time instant and the amplitude of the kth relative maximum (peak) of y(t) (0 < t 1 < t 2 < · · · ), namely
Then a PPP, namely the set S of all pairs (y k , y k+1 ), is associated with the output record. In accordance with the definition given in [Candaten & Rinaldi, 2000] , we say that system (2) and (3) has PPD when the PPP (approximately) defines a (possibly multivalue) function y k+1 = Ψ(y k ). This requires that the PPP can be fairly well approximated by one or more curves: it can be shown that this happens when the dimension of the attractor is close to 2. Many of the most popular chaotic systems display this property [Candaten & Rinaldi, 2000] .
The PPD are said to be complex when Ψ(·) is a multivalue function, namely when more than one value of y k+1 is associated to y k . Figure 1 presents three examples of PPPs (details can be found in Sec. 5). The inspection of the plots reveals that the PPD are complex since, in all cases, a two-value function y k+1 = Ψ(y k ) is associated to the PPP.
Generally speaking, if y k+1 = Ψ(y k ) is an mvalue function, then the set S = {(y k , y k+1 )} can be partitioned into m subsets S α , α = 1, 2, . . . , m, in such a way that a single-value function
is associated to each subset. Thus the next peak y k+1 is univocally predicted by y k and by the knowledge of the index α of the map to be used. It can be shown [Candaten & Rinaldi, 2000] that the latter information depends only on the predecessor pair (y k−1 , y k ), i.e. α = α(y k−1 , y k ), so that, in conclusion, y k+1 is a function of the two previous peaks
To clarify this point, let us consider again the three PPPs of Fig. 1 . As shown in the first row of Fig. 2 , the set S = {(y k , y k+1 )} can be partitioned into two subsets S 1 and S 2 , each one described by a single-value function y k+1 = Y (y k , α), α = 1, 2. But this partition induces a corresponding partition S 1 To simplify the notation, we drop the dependence on u as long as a constant control is considered. Graphically, if a point (y k , y k+1 ) is green [red] in the plot of the first row, then the point (y k−1 , y k ) in the plot of the second row is also green [red] . Thus, given y k , the next peak y k+1 is given by
Graphically, at time t k one can read out from the plot of the second row the color of the predecessor pair (y k−1 , y k ), and then predict y k+1 by using the map of the same color in the plot of the first row.
To clarify further, the third row of Fig. 2 shows the "cobwebs" corresponding to 10 steps of the time evolution of (4) starting from an arbitrary pair (y 0 , y 1 ) (denoted by a small green square in the figure). Each iteration (y k−1 , y k ) → (y k , y k+1 ) consists of two segments (one horizontal and one vertical). If (y k−1 , y k ) ∈ S − 1 then the two segments are green and terminate on (y k , y k+1 ) ∈ S 1 . Vice versa, if (y k−1 , y k ) ∈ S − 2 then the two segments are red and terminate on (y k , y k+1 ) ∈ S 2 . As a byproduct, by the above procedure one can easily verify that, for each example, the map (4) has only one (unstable) fixed-point, denoted by a small circle in the figure (notice that a point of S can be on the line y k+1 = y k without being a fixed point).
To summarize, by complementing (4) with the equation for updating α, a system with complex PPD can be described by a hybrid system of the form
whose state at step k is the pair (y k , α k ) ∈ R × {1, 2, . . . , m}. Notice that the knowledge of the value α of the index α k allows one to know the predecessor's set S − α to which the pair (y k−1 , y k ) belongs to. Together with y k this allows the computation of y k+1 [Eq. (5a)] and then the identification of the index α k+1 of the next pair (y k , y k+1 ).
The identification of model (5) from a time series requires to derive the PPP and the m maps y k+1 = Y (y k , α), α = 1, 2, . . . , m, through some standard fitting method, and the relationship α = α(y k−1 , y k ) as discussed above by means of the examples.
Equation (5) (b) (c)
y k+1 y k+1 Fig. 2 . A partition of the set S = {(y k , y k+1 )} into two subsets S1, S2, (first row) induces a partition of the set S − = {(y k−1 , y k )} of the predecessor pairs into two corresponding subsets S − 1 , S − 2 (second row). The third row shows 10 steps of the time evolution of (4) starting from an arbitrary pair (y0, y1) (green square). (a) Chua's circuit; (b) market with advertizing; (c) CO2 laser.
n of the continuous-time system, the model (5) is composed of a finite (often very low) number of firstorder maps. As shown in the next sections, such a reduced model can effectively be exploited for control purposes by suitably extending it to the case of time-varying control.
A Reduced Model with
Piecewise-Constant Control
Consider first system (1) and (3) with constant con-
and assume that such a system has complex PPD for some u = u * . By perturbing u in a sufficiently small neighborhood of u * , say u ∈ U = [u min , u max ], the PPP is (roughly speaking) continuously deformed, so that a family of models (5), parame-terized in u, can be identified:
Each one of these models describes the PPD of system (6) in the chaotic regime corresponding to u(t) = u.
Although not fully justified conceptually, the use of Eq. (7) can be heuristically extended to the case of piecewise-constant control. Indeed, assume that u(t) is kept constant between two consecutive peaks of y(t), i.e.
By simply replacing u with u k in (7) we obtain
which is a reduced (approximate) model of system (1) and (3) with piecewise-constant control. It must be stressed that the use of Eq. (8) is justified only if the transient time from the chaotic attractor Γ(u k−1 ) to Γ(u k ) is much shorter than the average time between consecutive peaks. Although it is difficult to rigorously assess whether this property is owned by the system, a rough but significant a priori evaluation can be based on the knowledge of negative Lyapunov exponents which, in the neighborhood of the attractor, correspond to the rate of convergence toward the attractor itself. If the control set U is sufficiently small then any variation (u k − u k−1 ) of the control is small too, so that it is reasonable to assume that Γ(u k−1 ) and Γ(u k ) are close to each other. It follows that, when the control is switched from u k−1 to u k at time t k , the system state is already in the neighborhood of Γ(u k ).
More precisely, one can compute the Lyapunov exponents λ i of system (6a) and, in particular, the largest (dominant) negative exponent λ − = max{λ i |λ i < 0}, and then compare the corresponding time constant τ − = 1/|λ − | with the average time τ p between consecutive peaks. By extending a well-known practice regarding linear systems, we can estimate the transient time to be roughly equal to 5τ − , so that if
we can expect that (8) provides a good description of system (1) and (3) even with piecewiseconstant control. Indeed, the examples of application will confirm the validity of this rule of thumb (see Sec. 5).
The reduced model (8) can be numerically derived by simulating (6) for a dense grid of values of u ∈ U and by identifying, for each u, the functions Y (·, ·, u) and A(·, ·, u) as described in Sec. 2. Figure 3 shows the graphs of the functions Y (·, ·, u) for u = u min and u = u max in the three examples of applications. with u k ∈ U for all k, must be designed in order to pursue the most classical goal in chaos control, namely the stabilization of an Unstable Periodic Orbit (UPO) (see e.g. [Chen & Dong, 1998 ] and [Fradkov & Pogromsky, 1998 ] for recent surveys). Indeed, if we fix a control value u ∈ U , a fixed point of (8) is a pair (y, α) satisfying
The Control Problem
Such a fixed-point corresponds to an UPO of system (6) characterized by one single output peak per period at y. To stabilize the UPO, the following optimal control problem can be formulated: find the control law u k = q(y k , α k ) that minimizes the cost functional
Such a problem belongs to a class that is extensively treated in the literature (e.g. [Bertsekas, 1995] ). If the optimal cost J opt (y 0 , α 0 ) is bounded for all (y 0 , α 0 ) then y k → y for all initial conditions, i.e. y is globally stable in the controlled system. Notice that the control law is not constrained to belong to any prespecified class of functions.
By discretizing the variables u and y, the optimal control law can be numerically obtained through the following Dynamic Programming algorithm, which is an extension of the one used for simple PPD [Piccardi & Rinaldi, 2000] :
The optimal cost J opt (y 0 , α 0 ) is the limit of the sequence L k (y 0 , α 0 ), and is obtained by stopping the algorithm with a suitable convergence criterion. In order to control system (1) and (3) with the control law u k = q(y k , α k ), the amplitude y k of each peak must be measured. This information, together with the previous peak amplitude y k−1 (that must be stored), defines the current α k . Then u k = q(y k , α k ) is applied to system (1) and (3) during the interval (t k , t k+1 ], namely until the next peak occurs.
Examples of Application
Three different systems are considered in this section to illustrate the above described methodology. While the results are satisfactory for the first two systems, the controller fails in stabilizing the UPO of the third system. In Sec. 5.4 it will be shown that this result is perfectly consistent with the rule of thumb (9).
Chua's circuit
We consider Chua's circuit in the version with cubic nonlinearity and with an extra linear term in the third equation:
The behavior of this system for u = 0 has been thoroughly surveyed by Pivka et al. [1996] . The system displays a rich variety of attractors (periodic, quasi-periodic, and chaotic): a list of 34 of them can be found in [Pivka et al., 1996] . As discussed in Secs. 2 and 3, a reduced model of the form (8), with α k ∈ {1, 2}, can be associated to the system. Figure 2(a) shows that for u = 0 (the central value of the control range) such a model has an unstable fixed point at (y, α) = (0.656, 1), which corresponds to an UPO of (10) with a peak value y = 0.656. A control law u k = q(y k , α k ) has been derived to stabilize the UPO, as described in Sec. 4. Its application yields the scenario of Fig. 4(a) . After the control law is switched on at time t = 30, the required UPO is reached quite rapidly. Note that a small residual oscillation affects u(t) and y(t) after transient. The reason for this lies in the numerical approximations introduced in deriving the reduced model and in solving the control problem.
Market with advertizing
The following model, describing the diffusion of a low-cost, frequently repurchased product in a market, was analyzed in detail by Feichtinger et al. [1995] :ẋ
The state variables x 1 and x 2 denote the number of potential and actual buyers, respectively, whereas b is proportional to the advertizing effort. By considering a seasonally varying effort (typical of several seasonal products) we have
where the time unit is the year, b is the average effort and the control variable u is the "degree of seasonality" of the advertizing effort. System (11) The aim of the control law is to replace, by means of small variations of u, the irregular (chaotic) pattern with a regular (periodic) one, in order to facilitate the production and advertizing planning. Figure 2(b) shows that, for the nominal value u = 0.653 of the control, the reduced model has a unique (unstable) fixed point at (y, α) = (5.409, 1). By deriving the control law that stabilizes the corresponding UPO and by applying it to system (11), the scenario of Fig. 4(b) is obtained. As in the previous example, the UPO is rapidly stabilized after the control law is switched on.
CO 2 laser
The following model of a single-mode CO 2 laser with modulated cavity losses was recently proposed and analyzed by Stanghini et al. [1996] (see also [Basso et al., 1997] ):
x 2 = −dx 2 + ex 3 − 2ax 2 exp(x 1 ) + e(f + g) (12b)
In Eq. (12), x 1 is proportional to the logarithm of the laser intensity, and is the variable that can actually be measured. We set y(t) = −x 1 (t), since the minima of x 1 are considered. System (12) Figure 2(c) shows that for u = 0 (the central value of the control range) the reduced model has a unique (unstable) fixed point at (y, α) = (18.669, 1). In order to stabilize the corresponding UPO, a control law has been derived as described in Sec. 4. However, in this case, the control law does not stabilize the UPO, as shown in Fig. 4(c) : after the control law is switched on, the signals y(t) and u(t) remain highly irregular. The reason for this is discussed below.
Lyapunov exponents
The Lyapunov exponents of the three examples of applications have been computed by means of the standard method involving the Gram-Schmidt reorthonormalization of the "tangent" vector (see [Ramasubramanian & Sriram, 2000] for a recent critical review): the results are in Table 1 . This computation allows one to get a rough estimate of Table 1 . The Lyapunov exponents λi, the dominant time constant τ − , the average time between consecutive peaks τp, and the ratio between τp and the estimated transient time 5τ
− , for the three examples of application. the time needed to move from a chaotic attractor Γ(u ) to another one Γ(u ) associated to a (slightly) different control value. As discussed in Sec. 3 [see Eq. (9)], such a transient time should be much smaller than the average time between consecutive peaks in order to extend the validity of the model from the constant to the time-varying control case. The last row of Table 1 shows that the rule of thumb (9) is met for the first two examples but not for the third one. This is perfectly consistent with the simulation results of Fig. 4. 
Concluding Remarks
The paper has presented a method for deriving a controller for a class of chaotic systems. The method is based on the existence of a reduced model which describes the peak-to-peak dynamics of the system, namely the relationship between consecutive peaks (relative maxima) of a suitably defined scalar output variable. In general, such a reduced model is composed of a one-dimensional map and a finite-state automaton. By means of three examples, it has been shown that the proposed control method is successful if the reduced model, valid for constant control, can be heuristically extended to the case of piecewise-constant control. This extension is justified when the transient time from one chaotic attractor to another, corresponding to a different control value, is sufficiently short. A rule of thumb, involving the Lyapunov exponents of the system, has been suggested to assess a priori whether this requirement is met.
The proposed method is a special example of the general philosophy of model reduction in control design. For a continuous-time chaotic system, methods involving some form of model reduction are those based on the Poincaré map, among which the so-called OGY method is certainly the most popular one ( [Ott et al., 1990] ; see also [Chen & Dong, 1998 ] for other related control methods). In this respect, both Poincaré map-based methods and our approach eventually yield a piecewise-constant control. The former can be applied in general, but require the numerical evaluation of the Poincaré map and the design of the controller on such a multidimensional map. By contrast, the latter applies only when the system displays peak-to-peak dynamics, but simply involves a family of one-dimensional maps and requires a very moderate effort in control design.
It is worth noticing that the approach described in this paper is essentially a model-free method. In fact, in order to determine the reduced model of a given system, one has only to be able to perform experiments with different (constant) control values. As a consequence, the method can be extended to classes of systems other than those considered in the paper. For example, interesting results have already been obtained with delay-differential systems [Piccardi, 2001] , a specific class of infinite-dimensional systems.
