Abstract. Approximate solutions to elliptic partial differential equations with known kernel can be obtained via the boundary element method (BEM) by discretizing the corresponding boundary integral operators and solving the resulting linear system of algebraic equations. Due to the presence of singular and hypersingular integrals, the evaluation of the operator matrix entries requires the use of regularization techniques. In this work, the singular and hypersingular integrals associated with firstorder Galerkin discrete boundary operators for the two-dimensional Helmholtz equation are reduced to quasi-closed-form expressions. The obtained formulas may prove useful for the implementation of the BEM in two-dimensional electromagnetic, acoustic and quantum mechanical problems.
Introduction
The boundary element method (BEM) is one of the most common numerical techniques to solve elliptic boundary value problems [1, 2] . Making use of the kernel of the considered partial differential equation, integral theorems are employed to express the solution in terms of bounded operators on Sobolev spaces. The Cauchy data of the problem is then obtained by applying an appropriate discretization scheme, which consists in projecting the solution onto finite dimensional trial spaces, and by numerically solving the resulting algebraic equations. Among the possible discretization strategies, the weak formulation known as the symmetric Galerkin method has been largely considered in the literature (see [3] and references therein).
In contrast to the finite element method (FEM), the BEM has the advantage of only requiring the discretization of the boundary of the physical domain without the need to introduce any truncation in open-region problems. However, since most boundary integral operators are singular, regularization procedures must be taken into account. In the present study, a semi-analytical approach is proposed to evaluate all the possible singular integrals arising from the first-order Galerkin discretization of the boundary operators for the two-dimensional Helmholtz equation. These results may be relevant for BEM applications in electromagnetism and acoustics [4, 5] as well as in quantum mechanics [6] .
The manuscript is organized as follows. In Section 2, the boundary integral operators are introduced in both their continuous and discrete forms; the two-dimensional Helmholtz kernel derivatives and the linear basis functions are consequently defined. Section 3 is concerned with the calculation of the singular integrals occurring in the discrete single layer operator. In Section 4 and 5, the same analysis is carried out for the discrete double layer operators and for the discrete hypersingular operator,
respectively. An alternative approach based on the variational formulation for the hypersingular operator is reported in Section 6. Finally, Section 7 is devoted to the conclusions.
Problem statement
Let g (r, r ) be the kernel of an elliptic partial differential equation over the domain Ω and f (r) a well-behaved function defined on S ≡ ∂Ω. The four boundary integral operators known as single layer, double layer, adjoint double layer and hypersingular are defined, respectively, as follows [1, 4] :
(1)
where the symbol ffl stands for the Cauchy principal value integral and n, n are the outward pointing unit normals to S evaluated at r and r , respectively. A formal solution to the considered elliptic partial differential equation is often provided in terms of (1)- (4) . In order to numerically implement these integral operators, a common strategy is to discretize the surface S into a collection of simplices {S n }. The unknown solution f (r) is then expanded over a set of basis functions defined on specific groups of neighbor simplices. For instance, when the basis functions are a given set of interpolation polynomials {p j (r)}, we have:
with α j representing the value of the function f (r) at the j-th mesh node. The j-th basis function p j (r) is defined on the set of simplices {S n } that share the j-th mesh node, hereinafter referred to as {n ∈ j}, and vanishes out of its defining domain, so that:
where p n j (r ) is the restriction of the j-th basis function to the n-th simplex. According to the wellknown Galerkin approach [5, 7] , the same set of basis functions may be used to symmetrize the discrete version of the surface integral operators, leading to: Figure 1 . Collection of segments {S n } resulting from the discretization of a 2D curve.
Let us now focus on the Helmholtz equation over the 2D region Ω ⊂ R 2 whose boundary S is a piecewise smooth closed curve. The kernel of the equation is expressed in terms of the Hankel function [8] :
and its normal derivatives are given by:
with R ≡ r − r = (x − x , y − y ) and k representing the wave number. The boundary curve S can be discretized into a collection of segments {S n } with lengths {l n } and extrema {r n A ; r n B } = {(x n A , y n A ) ; (x n B , y n B )}, as depicted in Figure 1 . First order basis functions (triangular functions) are defined over pairs of adjacent segments and vary linearly from zero at the outer extrema to unity at the common vertex [5, 7] . By introducing the local variable t n ∈ [0, 1], which makes it possible to represent an arbitrary point r = (x, y) on the n-th segment in parametric form:
the restriction of the j-th triangular basis function to the n-th segment can be written as follows:
where r j = (x j , y j ) identifies the coordinates of the j-th mesh node. In the present scenario, each of the discrete operators S ij , D ij , D † ij and N ij defined in (7)-(10) consists of a sum of four double integrals over the pairs of segments (S m , S n ) ∈ {m ∈ i} × {n ∈ j}. A graphical representation of these four terms is reported in Figure 2 for three different choices of the mesh nodes i and j. When S m and S n do not share any vertex, all such double integrals can be computed by Gauss-Legendre quadrature rules [8] . The remaining double integrals with S m = S n in (7) and (10) as well as some of the cases where S m and S n share only one vertex (i.e., adjacent segments) are singular and must be treated with due care. In the following, analytical integration formulas will be applied to each of these singular double integrals in order to recast them into a quasiclosed-form expression involving Bessel-related functions and two regular single integrals that can be easily solved numerically. (7)- (10) when the i-th and j-th mesh nodes coincide (left column), when they are first neighbors (central column) and when they are second-neighbors (right column). Angles between segments are not displayed here (the reader is referred to Figure 1 ).
Single layer operator

Integration over coincident elements
When S m = S n , the singular double integrals in (7) are of the form:
where the linear functions p n i (r), p n j (r ) are defined in (16) via (15). A useful choice for the reference frames Oxy, O x y relative to the two integration coordinates r and r is to have both the x-axis and the x -axis lie along the segment S n , with origins O, O at (x n A , y n A ) and r, respectively (see the left side of Figure 3 ). With this convention, the y and y coordinates become unnecessary and the integral (17) reduces to:
where:
Four kinds of integrals are obtained from (18), (19) and (20), namely: Figure 3 . Sketches of the reference frames Oxy, O x y relative to the coordinates r and r for the double integration over coincident (left) and adjacent (right) segments S m and S n , respectively.
The integrals I n 11 and I n 22 may be linked to the graphical representations in the second and first row of the left column of Figure 2 , respectively. In other words, both I n 11 and I n 22 will only arise when the mesh nodes i and j coincide. Similarly, I n 12 can be associated to the first sketch in the central column of Figure 2 , as would be for I n 21 if we exchanged the node labels: these two integrals come into play when i and j are first neighbors.
Making use of the following definitions:
the above integrals are rewritten as:
Let us focus on I n α (x):
where the changes of variable x → −kx and x → kx have been employed to transform the first and second integrals, respectively. Now, applying the same strategy to (26)-(28) and introducing the useful definitions:
we get:
In order to determine a closed-form expression for the integrals (34) and (35), reference is made to some tabulated formulas for Bessel functions of the first and second kind [9] :
where H ν represents the Struve function of order ν and Γ is the Gamma function. If we combine the previous formulas using H (1, 2 ) ν ≡ J ν ± iY ν , we obtain:
which give us the sought results for ν = 0: 
0 (x ) is considered.
It is fundamental to note that both I 0 (σ) and I 1 (σ) are regular functions with removable singularity at σ = 0, as displayed in Figure 4 . That is to say, the remaining integrals in (29)-(32) are no longer singular and can be approximated with good accuracy by standard Gauss-Legendre quadrature formulas.
Let us now try to further simplify the resulting expressions.
For the next integral, it is useful to note that:
Therefore:ˆl
The last integral can be arrived at by considering the followings:
As the careful reader may notice, integrations involving I 1 (x) and x I 1 (x) can still be evaluated analytically with the help of (44) and (45):
so that:
Gathering together the results in (48), (49), (51) and (56), we are finally able to rewrite (29)-(32) as follows:
where the remaining integrals:
are left to Gauss-Legendre quadrature formulas. To summarize, the singular double integrals (21)- (24) have been rewritten through (57) and (58) as a combination of the regular single integrals (59)-(60) and of some well-known analytic functions.
Integration over adjacent elements
Whenever the elements S m and S n in (7) are adjacent, the Green function (11) diverges in correspondence of the common vertex. As it is clear from Figure 2 , this can happen when the ith and j-th mesh nodes coincide as well as when they are first or second neighbors. In order to establish the strength of the singularity, the following expansion of the zeroth order Hankel function for small argument must be considered [8] :
where γ is the Euler's constant. It is important to note that the integrand in (7) is well-behaved when the product of the functions p m i (r) and p n j (r ) is zero at the common vertex, since it cancels the singularity of the Green function. Standard Gauss-Legendre quadrature applies even when both p m i (r) and p n j (r ) are one at the common vertex, i.e. for i ≡ j, as the logarithmic divergence is weak enough to be integrable and the singular end point is not considered. To improve the accuracy of the results, adaptive integration algorithms can be used in this case (see, for instance, [6] ).
Double layer and adjoint double layer operators
Integration over coincident elements
When S m = S n , the double integrals appearing in (8) and (9) vanish identically, as follows from the fact that R ⊥ n when both r and r lie on the same segment with unit normal n.
Integration over adjacent elements
Making use of the following expansion of the first order Hankel function for small argument [8] :
it is easy to see that the only singular contribution to the integrations over adjacent segments in (8) and (9) is achieved, once again, when both p m i (r) and p n j (r ) are one at the common vertex. In this case, however, the singularity is stronger than that in Section 3.2 and direct use of Gauss-Legendre quadrature formulas may lead to inaccurate results. In order to avoid this issue, a viable technique consists in introducing a coordinate transformation with vanishing Jacobian at the common vertex to cancel the singularity [3] . In Appendix A, this method is applied to the double layer integral; of course, the same procedure can be used in the adjoint double layer case with the appropriate changes.
Hypersingular operator: direct method
Integration over coincident elements
When S m = S n , the singular double integrals in (10) are of the form:
Adopting the same convention introduced in Section 3.1, we have:
Making use of the recurrence relations for Hankel functions [9] :
This last equation, together with (19), (20) and (21)- (24), gives rise to four expressions:
which can be recast in the following form:
where (57), (58) have been used and:
As in Section 3.1, these integrals will be split in order to get rid of absolute values. For instance:
and similarly for the other three integrals. Then, we define:
Unfortunately, both (81) and (82) are singular. A regularization for Υ 0 (σ) can be achieved by analytic continuation:
where the expansion (62) has been employed in the last step. Now, exploiting the fact that the divergent integral (82) only appears through the difference
Each of the two terms in the last expression can be integrated by parts:
where, using (66):
Then, taking the difference:
Let us apply the above results to simplify expressions (83)-(86):
In order to be able to rewrite (72)-(75) in closed form, the previous equations will be integrated analytically between ε and l n − ε and the limit ε → 0 will be taken explicitly whenever possible, otherwise implicitly assumed. Starting with Υ n α (x), making use of the changes of variable x → kx, x → k (l n − x) and of formula (90), we have:
The integral of Υ n β (x) is treated analogously:
To compute the integral of Υ n γ (x), we notice that: 
The following results prove useful for the evaluation of the last integral: Table 1 . Numerical comparison between the direct method presented in Section 5 and the variational approach of Section 6 by evaluation of an arbitrary hypersingular matrix entry N ij over a mesh like that shown in figures 1 and 2 (average length of the segments ≈ 2.26). The number of integration points has been set to 20 for all Gauss-Legendre quadratures.
