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CONCENTRATION OF EIGENFUNCTIONS OF THE
LAPLACIAN ON A CLOSED RIEMANNIAN
MANIFOLD
KEI FUNANO AND YOHEI SAKURAI
Abstract. We study concentration phenomena of eigenfunctions
of the Laplacian on closed Riemannian manifolds. We prove that
the volume measure of a closed manifold concentrates around nodal
sets of eigenfunctions exponentially. Applying the method of Cold-
ing and Minicozzi we also prove restricted exponential concentra-
tion inequalities and restricted Sogge-type Lp moment estimates
of eigenfunctions.
1. Introduction
Eigenfunctions of the Laplacian naturally appeared as an important
object in analysis and geometry ([19]). Their global behavior was vastly
investigated in several literature. In this paper we study the global
feature of eigenfunctions with focus on their concentration properties.
Let (M, g) be a closed Riemannian manifold and ϕλ be an eigenfunc-
tion corresponding to an eigenvalue λ of the Laplacian on M . Bru¨ning
[1, Proposition 1] proved that there exists some constant C = C(M, g)
depending only on (M, g) such that the (C/
√
λ)-neighborhood of the
nodal set ϕ−1λ (0) covers the whole manifold M (see also [2, Theorem
4], [19, Theorem 4.1]), whose primitive version has been established
by Courant (cf. [6, Chapter VI, Section 6]). One might wonder how
much the measure of M concentrates around the (r/
√
λ)-neighborhood
of ϕ−1λ (0) for any given r > 0. One of our main results answers this
question. For r > 0 and Ω ⊂ M , let Br(Ω) denote the closed r-
neighborhood of Ω. We denote by mg the uniform volume measure on
M normalized as mg(M) = 1, i.e., mg := vg/vg(M), where vg is the
metric volume measure induced from g.
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Theorem 1.1. Let M be a closed Riemannian manifold. Then for all
r > 0 we have
mg(M \Br(ϕ−1λ (0))) ≤ exp
(
1−
√
λ r
)
.
In [11] Jakobson and Mangoubi gave upper and lower bounds for
the volumes of tubular neighborhoods at “subwavelength” scales in the
real analytic setting. Recently Georgiev and Mukherjee [8] estimated
the volumes of tubular neighborhoods at “subwavelength” scales in the
smooth setting. In Remark 3.1 we compare Theorem 1.1 with these
two results and with the Bru¨ning result.
Let Ricg denote the infimum of the Ricci curvature over M . Under
a lower Ricci curvature bound, we also consider how much the eigen-
function ϕλ concentrates to zero and obtain the following exponential
concentration inequality on large subsets:
Theorem 1.2. Let M be an n-dimensional closed Riemannian mani-
fold with Ricg ≥ −(n−1). Then there exists a constant Cn > 0 depend-
ing only on n such that the following holds: If the eigenvalue λ is at least
Cn, then for every ξ ∈ (0, 1), there is a Borel subset Ω = Ωϕλ,ξ ⊂ M
with mg(Ω) ≥ 1− ξ such that
(1.1) mg
(
Ω ∩ {|ϕλ| > r}
)≤ exp(1− Cn√ξ‖ϕλ‖2 r
)
for every r > 0, where Cn > 0 is a constant depending only on n, and
‖ · ‖2 denotes the standard L2 norm on (M,mg).
Remark 1.1. The inequality (1.1) is meaningful for large r > 0. In fact,
if r ≤ ‖ϕλ‖2(Cn
√
ξ)−1, then (1.1) is trivial since the left hand side is at
most 1. The Chebyshev inequality implies that (without the curvature
assumption and the largeness of λ) for every r > 0,
mg
({|ϕλ| > r})≤ ‖ϕλ‖22
r2
.
The inequality (1.1) gives a refinement of this inequality with respect
to the decay order of the upper bound as r →∞ on a large subset Ω.
From the above theorem the standard argument yields the following.
Corollary 1.3. Under the same setting and notation of Theorem 1.2,
there exists a constant Cn > 0 such that the following holds: If λ ≥ Cn,
then for every ξ ∈ (0, 1), there is a Borel subset Ω = Ωϕλ,ξ ⊂ M with
mg(Ω) ≥ 1− ξ such that
(1.2)
(∫
Ω
|ϕλ|p dmg
) 1
p
≤ eΓ(p+ 1) 1p ‖ϕλ‖2
Cn
√
ξ
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for any p ≥ 1, where Γ is the gamma function.
Remark 1.2. The Stirling formula tells us that the ratio of the right
hand side of (1.2) to p ‖ϕλ‖2 (Cn
√
ξ)−1 tends to 1 as p→∞.
Let us mention the result due to Sogge. In [18] (see also [19, Theorem
9.2]) Sogge obtained a global Lp moment estimate for eigenfunctions:
‖ϕλ‖p ≤ O(λδ(n,p))‖ϕλ‖2, where δ(n, p) is a function of n and p. This
inequality is sharp for the round sphere Sn. The crucial point of Corol-
lary 1.3 is that once we restrict the eigenfunction ϕλ on some large
subset Ω then we do not need the λ-term of the Sogge inequality to
bound the Lp moment of ϕλ1Ω in terms of ‖ϕλ‖2.
2. Dirichlet eigenvalues
Throughout this section, let (M, g) be a connected compact Rie-
mannian manifold with boundary. We denote by ∂M its boundary
and by dg the Riemannian distance.
2.1. Key estimates. The key ingredient of the proof of our main re-
sults is the following concentration inequality around the boundary in
terms of the first Dirichlet eigenvalue of the Laplacian. In the proof we
closely follows the argument of Gromov and Milman ([9], [12, Theo-
rem 3.1]). Their context was the first nontrivial eigenvalue on a closed
manifold, and Neumann eigenvalue.
Proposition 2.1. For every r > 0 we have
(2.1) mg(M \Br(∂M)) ≤ exp
(
1−
√
λD1 (M) r
)
,
where λD1 (M) is the first Dirichlet eigenvalue of the Laplacian on M .
Proof. First, we show that for all , r > 0 we have
(2.2) (1 + 2 λD1 (M))mg(M \Br+(∂M)) ≤ mg(M \Br(∂M)).
We set Ω1 := Br(∂M), Ω2 := M \ Br+(∂M), and put vα := mg(Ωα)
for each α = 1, 2. Let us define a Lipschitz function ϕ : M → R by
ϕ(x) := min
{
1

dg(x,Ω1), 1
}
.
The function ϕ satisfies the following properties:
(1) ϕ ≡ 0 on Ω1, and ϕ ≡ 1 on Ω2;
(2) ‖∇ϕ‖ ≤ −1 mg-almost everywhere on M ,
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where ∇ϕ denotes the gradient of ϕ, and ‖ · ‖ denotes the canonical
norm induced from the Riemannian metric on M . It follows that∫
M
ϕ2 dmg ≥ v2,
∫
M
‖∇ϕ‖2 dmg ≤ 1
2
(1− v1 − v2).
The min-max principle leads us to
λD1 (M) ≤
∫
M
‖∇ϕ‖2 dmg∫
M
ϕ2 dmg
≤ 1
2 v2
(1− v1 − v2).
This implies (2.2).
Now, let us prove (2.1). We put 0 := λ
D
1 (M)
− 1
2 . We first consider
the case where r ∈ (0, 0). Let l ≥ 1 denote the integer determined by
0 r
−1 ∈ [(l+ 1)−1, l−1). Using the inequality (2.2) l times, we arrive at
mg(M \Br(∂M)) ≤ mg(M \Bl 0(∂M))
≤ 2−1mg(M \B(l−1) 0(∂M)) ≤ 2−l ≤ 21−
r
0 .
This proves (2.1). In the case where r ∈ [0,∞), it holds that
mg(M \Br(∂M)) ≤ exp
(
1− r
0
)
since the right hand side is at least 1. Therefore, we conclude (2.1). 2
2.2. Boundary separation distances. We call X = (X, dX , µX) a
metric measure space with boundary when X is a connected complete
Riemannian manifold with boundary, dX is the Riemannian distance,
and µX is a Borel probability measure on X. Let X = (X, dX , µX) be
a metric measure space with boundary, and let k ≥ 1 be an integer.
For positive numbers η1, . . . , ηk > 0, we denote by SX(η1, . . . , ηk) the
set of all sequences {Ωα}kα=1 of Borel subsets Ωα with µX(Ωα) ≥ ηα.
For a sequence {Ωα}kα=1 ∈ SX(η1, . . . , ηk), we define
DX
({Ωα}kα=1):= min{min
α 6=β
dX(Ωα,Ωβ), min
α
dX(Ωα, ∂X)
}
.
The author [17] has introduced the (η1, . . . , ηk)-boundary separation
distance BSep(X; η1, . . . , ηk) of X as follows (see Definition 3.2 in [17]):
If SX(η1, . . . , ηk) 6= ∅, then
BSep(X; η1, . . . , ηk) := sup DX
({Ωα}kα=1),
where the supremum is taken over all {Ωα}kα=1 ∈ SX(η1, . . . , ηk); oth-
erwise, BSep(X; η1, . . . , ηk) := 0. The second author [17] has presented
the following relation with the Dirichlet eigenvalue:
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Lemma 2.2 ([17, Lemma 4.1]). For all η1, . . . , ηk > 0, we have
BSep ((M,dg,mg); η1, . . . , ηk) ≤ 2√
λDk (M) minα=1,...,k ηα
,
where λDk (M) is the k-th Dirichlet eigenvalue of the Laplacian on M .
By applying Proposition 2.1 to our setting, we obtain the following
refined estimate in the case where k = 1:
Theorem 2.3. For every η > 0, we have
BSep ((M,dg,mg); η) ≤ 1√
λD1 (M)
log
e
η
.
Proof. We may assume that the left hand side is positive. Fix a Borel
subset Ω ⊂ M with mg(Ω) ≥ η. From Proposition 2.1, for every
r > 0 with r > λD1 (M)
− 1
2 (1 − log η), we derive mg(Br(∂M)) > 1 − η;
in particular, Br(∂M) ∩ Ω 6= ∅ and dg(Ω, ∂M) ≤ r. By letting r →
λD1 (M)
− 1
2 (1−log η), we obtain dg(Ω, ∂M) ≤ λD1 (M)−
1
2 (1−log η). Since
Ω is arbitrary, we complete the proof. 2
3. Proof of the main results
In this section, we will prove the main results. In what follows,
let M be an n-dimensional closed Riemannian manifold and ϕλ be an
eigenfunction corresponding to an eigenvalue λ of the Laplacian on M .
For a Borel subset Ω ⊂ M , let mΩ stand for the normalized volume
measure on Ω defined as
(3.1) mΩ :=
1
vg(Ω)
vg|Ω,
where vg is the volume measure of M .
3.1. Proof of Theorem 1.1. Let us prove Theorem 1.1.
Proof of Theorem 1.1. We fix a nodal domain Ω of ϕλ, i.e., a connected
component of M \ ϕ−1λ (0). Applying the same argument in the proof
of Proposition 2.1 to Ω, we see
mg(Ω \Br(∂Ω))
mg(Ω)
= mΩ(Ω \Br(∂Ω)) ≤ exp
(
1−
√
λD1 (Ω) r
)
,
where ∂Ω is the boundary of Ω, and λD1 (Ω) is the first Dirichlet eigen-
value of the Laplacian on Ω. It is well-known that λD1 (Ω) is equal to λ
([3, Lemma 1 in Chapter 1]). Hence,
(3.2) mg(Ω \Br(∂Ω)) ≤ exp
(
1−
√
λ r
)
mg(Ω).
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We now decompose the set M \ ϕ−1λ (0) into the nodal domains Ωα
of ϕλ as M \ ϕ−1λ (0) = unionsqα Ωα. From (3.2) we derive
mg(M \Br(ϕ−1λ (0))) =
∑
α
mg(Ωα \Br(∂Ωα))
≤ exp(1−√λ r)∑
α
mg(Ωα).
By
∑
α mg(Ωα) ≤ 1, we obtain the desired inequality. 2
Remark 3.1. Let us compare our estimate of the volumes of tubular
neighborhoods of the nodal sets
1− exp(1−√λ r)≤ mg(Br(ϕ−1λ (0)))(3.3)
with the other known results.
First recall that the nodal set is C/
√
λ-dense for some constant C =
C(M, g). Thus the right-hand side of (3.3) is always 1 whenever r ≥
C/
√
λ. For r ≤ 1/√λ the left-hand side of (3.3) is at most zero. Thus
the inequality (3.3) has meanings only in the range 1/
√
λ < r < C/
√
λ
and is meaningless unless C = C(M, g) > 1. There are several proofs
for the C/
√
λ-denseness of the nodal set (see [1, 4, 5, 10, 13, 16] and
consult [19, 20] for example), however to the author’s knowledge, no
explicit quantitative estimate for the constant C = C(M, g) are known.
In the case of the n-dimensional unit round sphere Sn the first nontrivial
eigenvalue n is given by restriction of n+ 1 coordinate projections and
hence C(Sn) ≥ pi√n/2 > 1.
In [11, Theorem 1.2] following the work of Donnelly and Fefferman
[7] Jakobson and Mangoubi proved that if (M, g) is real analytic, then
C1
√
λr ≤ vg(Br(ϕ−1λ (0))) ≤ C2
√
λr(3.4)
provided that r ≤ C3/
√
λ, where C1, C2, C3 are constants depending on
(M, g), and vg is the (unnormalized) metric volume measure induced
from g. No explicit quantitative estimate for the constants C1, C2, C3
were given in their proof (and hence we cannot compare the left-most
inequality in (3.4) with our inequality (3.3)). One reason for this is
that they focused on local neighborhoods so that the metric can be
developed in power series.
In the smooth setting, modifying the work of Logunov [13, 14] and
Logunov and Malinnikova [15], Georgiev and Mukherjee [8, Theorem
1.2] proved the following: For any sufficiently small ε > 0 it holds
C1λ
1/2−εr ≤ vg(Br(ϕ−1λ (0))) ≤ C2λκr
CONCENTRATION OF EIGENFUNCTIONS OF THE LAPLACIAN 7
for any r ∈ (0, r0/
√
λ), where r0 = r0(M, g), C1 = C1(M, g, ε), C2 =
C2(M, g), and κ = κ(M, g) are some constants. Again no explicit
quantitative estimate for the constants r0, C1, C2 were given in their
proof but they remarked that their constant C1 goes to zero as ε tends
to zero.
3.2. Proof of Theorem 1.2. In the present subsection, we will give a
proof of Theorem 1.2 by applying Theorem 1.1. In order to apply the
theorem we need to control the gradient of an eigenfunction on large
subsets on M . To do so we shall follow the argument of Colding and
Minicozzi in [4].
We first recall the following (see the proof of [4, Theorem 1.1]):
Lemma 3.1 ([4]). If Ricg ≥ −(n− 1), then there is a constant Cn > 0
depending only on n such that M = BR(ϕ
−1
λ (0)), where R := Cn λ
− 1
2 .
In the proof of [4, Theorem 1.1] Colding and Minicozzi have also
obtained the following fact by combining the mean value inequality
with the Bochner formula:
Lemma 3.2 ([4]). If Ricg ≥ −(n − 1), then there exists a constant
Cn > 0 depending only on n such that for all x ∈M and r ∈ (0, 1], the
supremum of ‖∇ϕλ‖2 over Br(x) is at most
exp
(
Cn
(
1 + r
√
2(λ+ n− 1))) ∫
B2r(x)
‖∇ϕλ‖2 dmB2r(x),
where mB2r(x) is the normalized measure on B2r(x) defined as (3.1).
In order to prove Theorem 1.2, we show the following assertion based
on the above two lemmas. The idea goes back to Colding and Minicozzi
([4, Theorem 1.1]).
Lemma 3.3. We assume Ricg ≥ −(n−1). Then there exists a constant
Cn > 0 depending only on n such that the following holds: If λ ≥ Cn,
then for every ξ ∈ (0, 1), there exists a Borel subset Ω = Ωϕλ,ξ ⊂ M
with mg(Ω) ≥ 1− ξ such that
(3.5) Ω ∩Br(ϕ−1λ (0)) ⊂ Ω ∩
{
|ϕλ| ≤ Cn
√
λ
ξ
‖ϕλ‖2 r
}
for every r > 0, where Cn > 0 is a constant depending only on n.
Proof. By Lemma 3.1, there exists a constant C1,n > 0 depending only
on n such that M = BR(ϕ
−1
λ (0)), where R := C1,n λ
− 1
2 . We define Cn :=
max{(10C1,n)2, n − 1}, and suppose λ ≥ Cn. Then 10R ∈ (0, 1], and
hence Lemma 3.2 implies that there is a constant C2,n > 0 depending
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only on n such that for every x ∈ M , the supremum of ‖∇ϕλ‖2 over
B10R(x) is smaller than or equal to
exp
(
C2,n
(
1 + 10R
√
2(λ+ n− 1))) ∫
B20R(x)
‖∇ϕλ‖2 dmB20R(x).
From λ ≥ n− 1, it follows that for every x ∈M we have
(3.6) sup
B10R(x)
‖∇ϕλ‖2 ≤ C3,n
∫
B20R(x)
‖∇ϕλ‖2 dmB20R(x),
where C3,n := exp(C2,n (1 + 20C1,n)).
Let us take a maximal family {BR(xi)}i∈I of disjoint balls centered at
ϕ−1λ (0). The maximality leads to ϕ
−1
λ (0) ⊂
⋃
i∈I B2R(xi); in particular,
(3.7) M = BR(ϕ
−1
λ (0)) =
⋃
i∈I
B3R(xi).
By the Bishop-Gromov volume comparison, there is a constant C4,n > 0
depending only on n such that the multiplicity of {B20R(xi)}i∈I is at
most C4,n. Furthermore, the standard covering argument tells us that∑
i∈I
∫
B20R(xi)
‖∇ϕλ‖2 dvg ≤ C4,n
∫
M
‖∇ϕλ‖2 dvg(3.8)
= C4,n λ
∫
M
ϕ2λ dvg.
We define J ⊂ I by the set of all i ∈ I satisfying
(3.9)
∫
B20R(xi)
‖∇ϕλ‖2 dmB20R(xi) ≤ C4,n
λ
ξ
∫
M
ϕ2λ dmg,
and J ′ := I \ J . Note that if i ∈ J , then we deduce
(3.10) sup
B10R(xi)
‖∇ϕλ‖2 ≤ C5,n Λ
from (3.6) and (3.9), where C5,n := (C3,nC4,n)
1
2 and Λ := (λ ξ−1)
1
2 ‖ϕλ‖2.
We set
Ω :=
⋃
i∈J
B3R(xi), Ω
′ :=
⋃
i∈J ′
B3R(xi).
We will verify that Ω is a desired Borel subset. By the definition of J ′,
C4,n
λ
ξ
∫
M
ϕ2λ dvg
∑
i∈J ′
mg(B20R(xi)) ≤
∑
i∈J ′
∫
B20R(xi)
‖∇ϕλ‖2 dvg.
This together with (3.8) implies
∑
i∈J ′ mg(B20R(xi)) ≤ ξ, and hence
mg(Ω
′) ≤ ξ. On the other hand, M = Ω ∪ Ω′ since (3.7). Therefore,
one can conclude mg(Ω) ≥ 1− ξ.
CONCENTRATION OF EIGENFUNCTIONS OF THE LAPLACIAN 9
Now, we check the inclusion (3.5) for Cn = C5,n. For r > 0, we fix
x ∈ Br(ϕ−1λ (0)) ∩ Ω. Then the following hold:
(1) there exists x0 ∈M with ϕλ(x0) = 0 such that dg(x, x0) ≤ r;
(2) there is i0 ∈ J with ϕλ(xi0) = 0 such that dg(x, xi0) ≤ 3R.
Let us consider the case where r ∈ (0, 3R]. We take a minimal geodesic
γ : [0, dg(x, x0)] → M from x to x0. Using the triangle inequality and
dg(x, x0) ≤ 3R, we see that γ lies in B10R(xi0). By ϕλ(x0) = 0, the
Cauchy-Schwarz inequality, dg(x, x0) ≤ r and (3.10), we obtain
|ϕλ(x)| ≤
∫ dg(x,x0)
0
‖∇ϕλ‖(γ(t)) dt ≤ r sup
B10R(xi0 )
‖∇ϕλ‖ ≤ C5,n Λ r,
and this proves (3.5). When r ∈ (3R,∞), one can prove (3.5) by taking
a minimal geodesic from x to xi0 , and by a similar argument to that in
the case where r ∈ (0, 3R]. We complete the proof. 2
We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. We assume Ricg ≥ −(n − 1). By Lemma 3.3,
there is a constant Cn > 0 depending only on n such that the following
holds: If we have λ ≥ Cn, then for every ξ ∈ (0, 1), there exists a Borel
subset Ω = Ωϕλ,ξ ⊂M with mg(Ω) ≥ 1− ξ such that for every r > 0
(3.11) Ω ∩Br(ϕ−1λ (0)) ⊂ Ω ∩
{
|ϕλ| ≤ Cn
√
λ
ξ
‖ϕλ‖2 r
}
,
where Cn > 0 is a constant depending only on n.
By (3.11), for every r > 0 we see
Ω ∩B(Cn Λ)−1 r(ϕ−1λ (0)) ⊂ Ω ∩ {|ϕλ| ≤ r} ,
where Λ := (λ ξ−1)
1
2 ‖ϕλ‖2. It follows that
mg
(
Ω ∩ {|ϕλ| > r}
) ≤ mg(Ω \B(Cn Λ)−1 r(ϕ−1λ (0)))
≤ mg
(
M \B(Cn Λ)−1 r(ϕ−1λ (0))
)
.
Due to Theorem 1.1, we arrive at the desired inequality
mg
(
Ω ∩ {|ϕλ| > r}
) ≤ exp(1−√λ (Cn Λ)−1 r)
= exp
(
1− C
−1
n
√
ξ
‖ϕλ‖2 r
)
.
This completes the proof of Theorem 1.2. 2
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3.3. Proof of Corollary 1.3. We finally prove Corollary 1.3.
Proof of Corollary 1.3. Let p ∈ [1,∞). We assume Ricg ≥ −(n − 1).
By Theorem 1.1, there exists a constant Cn > 0 depending only on n
such that the following holds: If λ ≥ Cn, then for every ξ ∈ (0, 1), there
exists a Borel subset Ω = Ωϕλ,ξ ⊂M with mg(Ω) ≥ 1− ξ such that
(3.12) mg
(
Ω ∩ {|ϕλ| > r}
)≤ exp(1− Cn√ξ‖ϕλ‖2 r
)
for every r > 0, where Cn > 0 is a constant depending only on n.
The Cavalieri principle yields∫
Ω
|ϕλ|p dmg =
∫ ∞
0
mg(Ω ∩ {|ϕλ|p > t}) dt.
By letting r := t
1
p , and by change of variables, we have∫
Ω
|ϕλ|p dmg = p
∫ ∞
0
mg(Ω ∩ {|ϕλ| > r}) rp−1 dr.
Using (3.12), and change of variables again, we arrive at∫
Ω
|ϕλ|p dmg ≤ e p
∫ ∞
0
exp
(
−Cn
√
ξ
‖ϕλ‖2 r
)
rp−1 dr
= e p
( ‖ϕλ‖2
Cn
√
ξ
)p ∫ ∞
0
exp (−s) sp−1 ds,
where s := (Cn
√
ξ ‖ϕλ‖−12 ) r. Hence we have(∫
Ω
|ϕλ|p dmg
) 1
p
≤ e 1p (pΓ(p)) 1p ‖ϕλ‖2
Cn
√
ξ
≤ eΓ(p+ 1) 1p ‖ϕλ‖2
Cn
√
ξ
.
Thus, we complete the proof of Corollary 1.3. 2
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