This paper is concerned with the semi-stable reduction of p-cyclic covers of the projective p-adic line C −→ P 1 K . We start by providing a new characterization of the semi-stable reduction of C in the case of an equidistant branch locus. If the cover is given by a Kummer equation
Introduction
This work is about semi-stable reduction of p-cyclic covers of the projective p-adic line. It is a continuation of a series of papers on this topic starting with work of Coleman who used rigid geometry in [Co] . Our approach is closer to ideas of Raynaud introduced in [Ra1] . Both [Le] and [Ma] dealt with computational aspects of the semi-stable reduction of such a cover C −→ P 1 K in the case that the branch locus has equidistant geometry. What has been left open so far is the determination of the finite monodromy, i.e. the minimal extension K ′ /K such that C K ′ has semi-stable reduction.
In section 2 we review the definitions of the semi-stable models we shall be concerned with. Associated to this models is the finite monodromy and other Galois groups which will be discussed briefly.
Section 3 is the technical heart of the paper. Here we introduce the logarithmic pseudo derivative L(Y ). If the cover is given birationally by the Kummer equation Next, in section 4, we provide the needed results on the degeneration of µ p -torsors. These results are not new and have already appeared in [Gr-Ma] , [Le] and many other places. The way they are stated here is with a view towards the later use in conjunction with the logarithmic pseudo derivative and equidistant geometry of the branch locus. Remark 4.3 explains this connection in some detail and we will often refer to it later.
Section 5 contains the main result, Theorem 5.1. It is a new characterization of the semi-stable reduction of p-cyclic covers of the affine line using the logarithmic pseudo derivative. Corollary 5.2 is an important step towards understanding the finite monodromy extension, namely the minimal extension over which C has stable reduction.
In a sense Theorem 5.1 is optimal if one makes no assumptions on the special fiber of the stable model. On the other hand if one assumes that the cover has potentially good reduction then this theorem can be improved. This is the contents of section 6 and the guiding light in doing so is the finite monodromy together with the bounds on automorphism groups in positive characteristic p that were obtained in [Le-Ma] .
The Galois group of the finite monodromy acts on the special fiber C
• k of the stable model:
The bounds obtained in [Le-Ma] for the right hand side also limit the possible size of Gal(K ′ /K). Hence one can ask if |Gal(K ′ /K)| can reach this bounds, i.e. if the above injection can be an isomorphism? We study this question in sections 6.2 and 7 for covers that are defined over Q tame p . The reason for working over this ground field is that we are mainly interested in the wild part of the monodromy. We give various examples where the answer to the above question is yes.
The finite monodromy extensions occurring in these examples give interesting realizations of certain p-groups as Galois groups over p-adic fields (see Corollaries 7.5 and 7.7).
Stable models and finite monodromy
Let R be a complete mixed characteristic (0, p) DVR with field of fractions K and algebraically closed residue field k. Denote by v the valuation defined by R on K. We will always assume that R contains a primitive p-th root of unity ζ and define λ = ζ − 1. Then λ p−1 = −1 modulo p. Let C −→ P and (n, p) = 1. Then any two distinct zeros of f (X 0 ) specialize to distinct elements in k. We denote by K(C)/K(X 0 ) the function field extension corresponding to the cover C −→ P 1 K .
Stably marked models
Definition 2.2. The minimal semi-stable model of C over R such that the points in the ramification locus of C −→ P 1 K specialize to distinct smooth points on the special fiber is called the stably marked model. The component to which specialize the branch points we refer to as original component.
The following result is due to Deligne and Mumford (cf. [De-Mu] and [Des] ) and is true in a more general setting.
Theorem 2.3 (Deligne-Mumford). With the above notation there exists a minimal extension K
′ /K such that C K ′ has a stable model C
K is Galois and acts faithfully on the special fiber via
The following result is due to Raynaud. For an effective proof we refer to [Ma] , Theorem 3.2.2.
As said above we shall always assume that the branch locus of C −→ P 1 K has equidistant geometry and consists of rational points. This has consequences for the image of the injection (2). Namely any element of its image will have trivial action on the original component of the stably marked model. The group of such automorphisms we denote by Aut k (C R ′ ⊗ R ′ k)
# . Hence we have
The following section is the technical heart of the paper and introduces the logarithmic pseudo derivative.
The logarithmic pseudo derivative
For this section let R be a DVR as defined in the introduction and f (X 0 ) ∈ R[X 0 ] a monic polynomial of degree n prime to the residue characteristic p of R. Further r is defined to be the greatest integer such that rp < n. For X 0 = X + Y Taylor expansion yields
which we view as a polynomial in two variables.
Definition 3.1. If f (X 0 ) as above can be written
with
Y ) and r as introduced earlier, we call this a special decomposition of f (X 0 ).
The existence and properties of such a decomposition are established in Lemma 3.3. There we will consider the ring
which we endow with a grading given by weight(s i (Y )) = n−i. In a suitable algebraic extension of
Also, for t ∈ N, we will use the following notation
For later use we note that the p-adic value of these binomial coefficients is given by
where v p (p) = 1. The following lemma has its motivation in Artin-Schreier Theory.
Lemma 3.2. Let n be a positive integer, not divisible by p and r the greatest integer such that rp < n. Consider the equivalence relation R on M = {1, 2, . . . , n} that identifies a with b if a = pb or b = pa. Then the set M 0 = {r + 1, r + 2, . . . , n} is a minimal complete system of representatives for the quotient M/R. In particular M 0 contains exactly one power of p.
Proof. In M exactly r integers are divisible by p, call the set of these M ′ . Then M − M ′ is a minimal system of representatives for M/R with cardinality n − r. Now |M 0 | = n − r and with m ∈ M 0 we have that no integer of the form p i m for i > 0 is in M 0 . We conclude that M 0 is a minimal system of representatives for the quotient. 
where t 1 (Y ) = 0 and for 1 < i ≤ r, t i (Y ) ∈ Ω is homogeneous of weight i(n − 1) and
and p α is the power determined by Lemma 3.2.
Proof. i) First observe that for r = 0 we take H(X, Y ) = 1 and then the statement is true. Remains to consider the case r > 0. One computes the functions a i (Y ) recursively from equation (5) starting with a 1 (Y ) = s 1 (Y )/(ps 0 (Y )). This requires only solving linear equations and therefore the existence and uniqueness are obvious. For later use we shall show the following property:
We proceed by induction on i. For i = 1 this is immediate from the expression for a 1 (Y ) given above. We therefore assume that the property holds for all i with 1 ≤ i ≤ l < r. From (5) we get
Comparing the coefficients of X l+1 on each side we get an expression for a l+1 (Y ). Now taking into account that
. ii) To derive these properties another approach as under i) is more advantageous. From (5) we get the following identity in K(Y ) [[X] ]:
We can develop this in K(Y ) [[X] ] to get (1 + F (X)) 1/p with value 1 at X = 0
we can compute modulo X r+1 and therefore only need to evaluate the following expansion
Now from this one reads the coefficients of H(X, Y ). Notice that
This justifies the binomial coefficient in the first expression for a i (Y ). Under i) we have seen that
which allows us to write the second expression given for a i (Y ) with T i (Y ) a polynomial.
iii) Now that an expression for H(X, Y ) is determined we can use (5) to compute
Using (6) it is straightforward to check that the other terms all have higher divisibility by p than a p α−1 (Y ) p . Again by comparing coefficients in (5) we can write
where
. This yields the term T (Y ) in the formula for A p α (Y ). 
Degeneration of µ p -torsors
In this section we have collected various results on the degeneration of µ p -torsors. These are not new but have appeared already in various places such as [Gr-Ma] , [Le] and [Ma] to name a few.
The general case
Let R be a complete mixed characteristic (0, p) DVR with algebraically closed residue field k, uniformizer π and K = frac(R). Unlike in the rest of the paper, in section 4.1 we make no assumptions on the branch locus of the cover
Notice that a change of coordinates X = (X 0 − y)/ρ for ρ, y ∈ R gives rise to a Gauss valuation v X . It is equivalent to v X 0 iff the change of coordinates is in PGL 2 (R). Further these valuations are exactly those that come from the local rings at generic points of components in the semi-stable models for
Suppose the cover is given birationally by an equation
and that for h(X) ∈ R[X] this maximum is attained. Consider the coordinate Z 1 with Z = λZ 1 + h(X). For this we get
After dividing by λ p this yields in reduction
which is an Artin-Schreier equation and therefore defines a separable cover. We claim that the equation is also irreducible. Assume it was reducible, i.e.
where a(X) ∈ k(X). We write a(
and again the fraction on the right hand side is reduced in
Dividing by λ p and reducing to k yields
This contradicts the assumption that v max = v(λ p ). We conclude that (7) is irreducible.
Conversely assume the cover of the special fibers is separable and irreducible. Let h(X) ∈ R[X] be such that the valuation v max = v X (h(X) p − f (X)) ∈ Z is maximal and consider the equation for
Notice that the local rings at the generic points of the irreducible components of C R ⊗ R k are exactly the DVRs in K(C) that dominate the DVR of v X in K(X). We have assumed that C R ⊗ R k is irreducible and separable which implies that the valuation v X on K(X) has exactly one extension to K(C) for which we also write v X . Further this extension is unramified because C R ⊗ R k is assumed to be reduced. We denote by N the norm in the extension
we consider a new coordinate Z 2 with Z = λ 0 Z 2 + h(X) and its equation
Assume v(λ 0 ) < v(λ). Then the last equation divided by λ p 0 and reduced to k gives
As the cover of special fibers is assumed to be separable we conclude that right hand side of this equation is in k[X] p , say equal toh 1 (X) p where h 1 (X) ∈ R[X]. Furthermore it is not zero. Now consider H(X) = h(X) − λ 0 h 1 (X) and compute
Dividing by λ p 0 and reducing to k we get
Hence h(X) did not realize the maximal valuation -a contradiction. We conclude (7)).
The equidistant case
In this section we work under the hypothesis of section 2, i.e. let C −→ P 1 K be a p-cyclic cover with K-rational branch locus B and assume that B has equidistant geometry with respect to the coordinate X 0 . We suppose that the cover is given by
We will also use the notation introduced in Definition 3.1.
Remark 4.3. a) In the above situation consider the R-model C R for C obtained by normalizing Proj(R [u, v] ) in the function field K(C). From C R we obtain the stably marked model C R ′ for C by a series of blow ups after passing to a finite extension R ′ . The p-cyclic group action on C extends to C R ′ and the quotient by this action is a semi-stable model for
) by a series of blow ups. By construction these are all centered on the affine patch Spec(R ′ [X 0 ]) and hence correspond to ideals of the form
. We call y the center and ρ the radius and often speak of the Gauss valuation v X with X = (X 0 −y)/ρ instead. All blow ups we will consider are of this type and on Proj(R alg [u, v] ). Blowing up
gives an exceptional divisor which in turn, by normalization in K ′ (C), yields irreducible components of the stably marked model. The DVRs at their generic points are the ones that dominate the DVR of v X . An interesting case, when there is only one, is treated in Proposition 4.4.
A local computation shows that the centers specialize to points below the singularities and are outside the specialization of the branch locus. Their X 0 -coordinates are zeros off ′ (X 0 ); hence also zeros ofS 1 (X 0 ) =f
In particular if X 0 = y is such a center then y ∈ R alg andf (ȳ) ∈ k − {0}. A schematic picture of this situation is given in figure 1 .
b) It is immediate from the equation that the cover of special fibers C R ⊗ R k −→ P 
Proposition 4.4. The Gauss valuation corresponding to
X = (X 0 − y)/ρ for ρ, y ∈ R alg ,f 0 (ȳ) = 0 induces a separable and irreducible component in the semi-stable reduction of C iff i) H(ρX, y) ∈ R alg [X] ii) v X f (ρX + y) s 0 (y) − H(ρX, y) p = v(λ p ).
In this case and with the change of coordinates
which, for v(ρ) > 0, gives in reduction the irreducible Artin-Schreier equation
Proof. Assuming conditions i) and ii) the equations given show that X = (X 0 − y)/ρ induces a separable component in a suitable semi-stable model. Equation (9) is also irreducible as Lemma 3.2 prevents the sum from being of the form b − b p for some b ∈ k[X] and so the component is irreducible.
Conversely assume X = (X 0 −y)/ρ induces a separable and irreducible component in a suitable semi-stable model. Then, because we assumed the branch locus to have equidistant geometry, Remark 4.3 yieldsf (ȳ) = 0 and v(ρ) > 0. We depart from the equation
From Lemma 4.2 it follows that there exists
Now consider the special decomposition of f (X 0 ) as given by Definition 3.1. Replacing X with ρX and specializing Y to y we obtain
which a priori has K-coefficients. The identity (11) yields an expression for f (ρX + y)/s 0 (y) which we substitute into equation (10) to obtain
From this one concludes
We have H(ρX, y) = 1+a 1 (y)ρX +· · ·+a r (y)ρ r X r . From (12) we get b
. Substituting into (10) we obtain ii), taking into account that the valuation cannot exceed v(λ p ) by Lemma 4.2.
We add the following elementary result which will be used throughout the paper (cf. [St3] , III, 7.8).
Proposition 4.5. Let k be an algebraically closed field of characteristic p > 0 and
Characterization of the stably marked model
We can now state the theorem characterizing the stably marked reduction. Let C −→ P 1 K be a p-cyclic cover with branch locus B, having equidistant geometry. Suppose that the cover is given birationally by Z p 0 = f (X 0 ) with f (X 0 ) monic of degree n prime to p and such that with respect to X 0 the branch points have distinct specializations. Let r be the greatest integer such that rp < n and denote by p α the p-power as determined for n and r by Lemma 3.2.
Theorem 5.1. The stably marked model of C has tree-like special fiber. Its components of positive genus correspond bijectively to the Gauss valuations v X j with ρ j X j = X 0 − y j where y j is a zero of the logarithmic pseudo derivative L(Y ) and
Proof. The fact that the special fiber is tree-like is a consequence of Proposition 2.4. Let y j be a zero of L(Y ). By Remark 4.3 y j ∈ R and s 0 (y j ) = f 0 (y j ) ∈ R * . We will show that for ρ j as defined above one obtains a component of positive genus. In a first step we need to show that v(
Using equation (5) of Definition 3.1 we conclude that H(X, y j ) ∈ R[X] and therefore equation (9) in Proposition 4.4 applies to show that the Gauss valuation corresponding to ρ = 1 and y = y j induces a separable (not necessarily irreducible) component in the semi-stable reduction of C. Now this Gauss valuation is PGL 2 (R)-equivalent to the one given by X 0 so both induce the same component in the semi-stable reduction. This is a contradiction as we know that the latter induces a µ p -torsor. We conclude v(ρ j ) > 0. Next consider the equation (8) in Proposition 4.4 for y = y j and ρ = ρ j :
Then by definition of ρ j the polynomial
and s 0 (y j ) is a unit as the branch locus has equidistant geometry. Now the relation (5) implies the same for H(ρ j X, y j ). Altogether we see that the above equation is in
. Now taking into account Proposition 4.4 we conclude that in reduction we get an irreducible Artin-Schreier equation. Further, using Artin-Schreier theory (Proposition 4.5), Lemma 3.2 implies that the equation can not have genus zero because by definition of L(Y ) we have A p α (y j ) = 0. This fact is the motivation for the definition of L(Y ).
Conversely, suppose the Gauss valuation corresponding to X = (X 0 − y)/ρ induces a component of positive genus in the stable reduction of C. Then by Remark 4.3 y ∈ R alg , v(ρ) > 0 and s 0 (y) ∈ R alg is a unit. By Proposition 4.4 an ArtinSchreier equation for the component will be given by reducing equation (8) to k. By assumption the conductor of this equation is strictly bigger than 1 and in turn corresponds by Lemma 3.2 to a unique integer t with r + 1 ≤ t ≤ n and t = p α . Notice though that it is possible for t to be a multiple of p. Now for any y 1 with v(y 1 − y) ≥ v(ρ) the Gauss valuation corresponding to X 1 = (X 0 − y 1 )/ρ yields the same component in the stable reduction. In particular the associated Artin-Schreier equation has to have the same conductor and hence the same value of t as defined above. We conclude that v(A t (y)) = v(A t (y 1 )) and v(A t (y)ρ t ) = v(λ p ) for any y 1 with v(y 1 − y) ≥ v(ρ). Using Lemma 3.3 iii) and observing that s 0 (y) and s 0 (y 1 ) are units we get v(N t (y)) = v(N t (y 1 )).
This implies that for all zeros z of
has only finitely many zeros. Furthermore we can assume that ρ ′ has been chosen such that for allỹ with v(ρ) > v(y −ỹ) > v(ρ ′ ) the pointỹ is not a center for a component of positive genus in the stable reduction of C. Now pickρ ∈ R alg such that
Also by construction equation (8) of Proposition 4.4 for y =ỹ and ρ =ρ will have integral coefficients and be irreducible in reduction. We already know that the corresponding component in the semi-stable reduction must have genus zero. Therefore
Further, using Lemma 3.3 iii), genus zero implies
By assumption the component corresponding to X = (X 0 − y)/ρ has positive genus consequently
Altogether one concludes that
This implies that there exists a zero z of L(Y ) with v(z − y) ≥ v(ρ). 
In particular the stable reduction is defined over E.
Proof. Observe that all the blow-ups needed to obtain the stably marked model are defined over E and the sum of the genera of the exceptional divisors is equal to the genus of the generic fiber. (cf. Propositions 2.4 and 2.5). Now the statement is standard and in particular the stable model is defined over E. 2) If r = 1 and
[ Le-Ma] , Thm.1, II.d)). In this case the polynomial L(Y ) has degree lp s+α which is easily seen from its construction. (Recall that α is defined by p α < n < p α+1 ).
Point 3, together with Corollary 5.2, shows that L(Y ) has the smallest degree one could expect as it has been defined independently of m and of the type of degeneration of the model.
6 Potentially good reduction and wild monodromy 6.1 Potentially good reduction with m = 1 + lp s , l > 1
As explained in Remark 5.3 the polynomial L(Y ) has the smallest degree one could expect considering that we made no additional hypothesis on the special fiber. In case 3 of the remark the degree of L(Y ) is p 2s while in case 2 it still depends on l. This leaves the possibility for the finite monodromy to depend on l rather than only on s. We keep the notation of the previous section and Remark 5.3 and consider the case m = lp s + 1 with (l, p) = 1 and l = 1. Further we assume that C has potentially good reduction. In this case we show that the polynomial L(Y ) can be replaced by a polynomial of degree p s and we still have the same type of criterion as in Theorem
). We need the following result which has first appeared in [Gr-Ma] . For the proof we refer to [Ma] Theorem 3.3.1 and its proof. 
is a center for the Gauss valuation which together with the radius ρ = λ p/m induces the good reduction of C.
Proof. By assumption there exists a center y ∈ R alg and a radius ρ such that the Gauss valuation corresponding to X defined by X 0 = ρX + y induces the good reduction. From Proposition 6.1 we know that the radius is ρ = λ p/m . Now consider
By Lemma 4.2 there exists
Let r be the greatest integer such that rp < n. Write h(X) = h 0 +h 1 X +· · ·+h t X t and assume t > r. Then it is elementary to see that
. On the other hand by Lemma 4.2 the last inequality has to be an equality. We conclude that we can assume t ≤ r and write h(X)
. For similar reasons we can assume that either
The proof works by descending induction. First observe that from (13) we get v(ρ
. Now assume we have shown v(h i ) ≥ v(ρ i ) for 0 ≤ i ≤ a for some a with 0 ≤ a < r. Again from (13) we obtain v(h
where c ∈ R. If h a−1 = 0 there is nothing to prove so we assume v(h a−1 ) < v(λ). This implies that 
We now claim
We will use the factorization f ′ (X 0 ) = F (X 0 )S 1 (X 0 ) and
1 (y)/t!) ≥ min{v(p), v(ρ m−1−t )} for some t with 0 ≤ t ≤ m − 2. Then the above summation formula yields
We rewrite this as
The valuation of the left hand side is v(f (t+2) (y)/(t + 1)!) ≥ min{v(p), v(ρ m−t−2 )}. Looking at the right hand side we get that all the terms under the Σ have orders ≥ min{v(p), v(ρ m−t−1 )} by induction hypothesis, and therefore v(S ) is a unit. This shows the claim.
From (16) and for
which is a unit and the polynomial has degree p s . Factoring into linear factors and plugging y into this polynomial we conclude that there is at least one zero of S 
for the range of i above. We conclude that the Newton polygon has slopes at least v(ρ). This shows the theorem.
Remark 6.3. In the light of Remark 5.3 part 2) the polynomial
s )! has the smallest degree (namely p s ) one could expect for general p. However, for p = 2, the same remark suggests that we find a polynomial of degree p s−1 = 2
having the same properties.
In the situation of Theorem 6.2 and for p = 2 we have the following Proposition 6.4. For p = 2
where 
Proof. We have m = l2 s + 1 and f (X 0 ) = a 0 + a 1 X 0 + · · · + X m 0 and compute
s is odd then i is even and hence
Hence the above polynomial is a square mod 2. This is the polynomial q(X 0 ) 2 of the proposition which we choose of degree p s−1 . Remains to see that the zeros of q(X 0 ) have the required properties. Denote by y i the zeros of S (m−1−2 s ) 1 (X 0 )/(m − 1 − 2 s )! counted with multiplicities and let z be a zero of q(X 0 ). Then
Now assume that for all i we have v(z − y i ) < (2/m)v(2). Then v(2) < 2 s 2/mv(2) and hence m < 2 s+1 -a contradiction. We conclude that v(z − y i ) ≥ (2/m)v(2) for some i. As any zero of S (m−1−2 s ) 1
s )! is a center for the Gauss valuation inducing the good reduction so is z.
Keeping the notation of this section, in the following result we have gathered what we can say in the case of potentially good reduction and for arbitrary conductor m. We first observe that under these assumptions necessarily m ≡ 0 modulo p. 
A center is any zero of the degree-2 s−1 -polynomial q(X 0 ).
In all four cases the radius for the Gauss valuation is
Proof. The statement of b) is a special case of Theorem 5.1. It is also valid under the hypothesis of the other cases but here we know stronger results. Part a) is [Le] Theorem 1 and Remark 3. Finally c1) is Theorem 6.2 and c2) follows from Proposition 6.4. The radius is obtained from Proposition 6.1.
As apparent from Theorem 6.5 there are various situations where we have polynomials of degree smaller than that of L(Y ). Like for L(Y ) the zeros of these polynomials give centers for the blow ups yielding the stably marked model. In general many zero of L(Y ) give the same component. In Theorem 6.5 we have collected the cases where we have polynomials of degree smaller than deg(L(Y )) and which reflect the bounds given by Remark 5.3. Also in the the following sections we will encounter examples where we can choose more manageable polynomials than L(Y ).
Potentially good reduction with m = 1 + p s
To give examples, in this section we analyze the finite monodromy for a family of curves with potentially good reduction. We will see that the wild finite monodromy can but needs not to be maximal with respect to the injection (3). Let K = Q tame p and R the valuation ring in K. We denote by m the maximal ideal of R alg and assume that C −→ P 1 K is given birationally by the equation
for c ∈ R, q = p n and n ≥ 1.
Clearly the branch locus has equidistant geometry and m = 1+q. In the following, when considering α ∈ R alg , we will write α 1/p for a p-th root of α; the formulas we get will be valid independently of the choice of p-th roots.
. These are the two non-abelian p-groups of order p 3 . E(p 3 ) has exponent p and M(p 3 ) has exponent p 2 . We write Q 8 and D 8 for the quaternion and dihedral groups of order 8. If G is an extraspecial p-group then |G| = p 2n+1 for some n > 0 and the following four types occur: I.a) If p > 2 and exponent(G) = p then G is isomorphic to the central product of n copies of E(p 3 ). I.b) If p > 2 and exponent(G) = p 2 then G is isomorphic to the central product of
For the purposes of [Le-Ma] and this paper we call this groups extraspecial group of type I.a, I.b, II.a and II.b.
) then C has good reduction over K and the wild monodromy is trivial. 
). In this case consider X = λ p/(q+1) T and Z 0 = λZ 1 + 1. With T and Z 1 the defining equation of the cover becomes
The assumption made on c implies that this equation is divisible by λ p and after reducing it to k we get Z p 1 − Z 1 = aT q + T q+1 for some a ∈ k. Using Proposition 4.5 we see that this equation has the same geometric genus as the generic fiber. By Proposition 2.5 we conclude that C has good reduction over K. Therefore in this case the finite monodromy is trivial. b) The claim is that the cover has potentially good reduction. We therefore look for y ∈ R alg such that T defined by X 0 = y + λ p/m T , with m = q + 1 induces the good reduction. We do not know how to do this using L(Y ) and hence use the simpler polynomial L(Y ) (cp. the comment after Theorem 6.5). The proof is divided in several steps:
I. If y is a root of L(Y ) we claim that v(y) = v(a n c)/q 2 . One has
q − a n (q + 1)]Y q 2 + · · · − a n (q + 1)Y − a n c and we look at its Newton Polygon. The coefficient of Y q 2 is a unit, the coefficients of the linear and the constant term have valuation v(a n ) and v(ca n ), respectively. Moreover for 0 < i ≤ q the coefficient of Y q 2 −i has valuation ≥ min{v((cq) i ), v(a n )} and for q < i < q 2 it has valuation ≥ v(a n ). By assumption v(c) < v(λ p/(q+1) ) = v(a n )/(q 2 − 1), hence v(a n c)/q 2 ≤ v(a n )/(q 2 − 1) and it follows that the Newton Polygon is the line joining the points (0, 0) and (q 2 , v(a n c)/q 2 ). We conclude that v(y) = v(a n c)/q 2 . II. We show the irreducibility of L(Y ) if v(c) = (a/b)v(p) with a, b prime to p. Under these hypothesis we have v(y) = ((p + ... + p n ) + (a/b))/q 2 v(p). Therefore the ramification index in L/K is q 2 and so L is irreducible in this case. III. We claim that for y a root of L(Y ) one has
V. Still denoting by y a root of L(Y ) we claim that C has good reduction over M := K(y, f (y) 1/p ). We apply IV. formula (17) for i = n. Then we get
with r n ∈ λ p m[T ]. Note that in (19) one can replace B n (y) by ζ n B n (y) where ζ q n = 1 as v((ζ n − 1)B n (y)) ≥ v(λ p ). Recall that B 0 (y) = s q (y) and B i+1 (y) = −ps 0 (y)
By definition of L(Y ) we have s 1 (y) q = (−B n (y)) q and it follows that (19) can be written in the following way:
It follows that the Gauss valuation for T = (X 0 −y)/λ p/(q+1) induces at the special fiber the cover
whose genus is g(C) and the corresponding model is
Further the unicity of the model yielding good reduction implies that for all the roots y of L(Y ), (X 0 − y)/λ p/(q+1) defines the same Gauss valuation. It follows that if y i , y j are two such roots then v(
is irreducible we will show that the extension M/K is the finite monodromy. Further the extension is Galois with group the extraspecial of order pq 2 and exponent p if p > 2 and type II. b. if p = 2. Denote by y i , for 0 ≤ i < q 2 , the q 2 roots of L. As L(Y ) is assumed to be irreducible over K we can consider elements σ i ∈ Gal(K alg /K) for which σ i (y 0 ) = y i for 0 < i < q 2 . Then σ i = σ j for i = j. Consider the equation
By Proposition 4.4 we know that the change of coordinates
induces the component of positive genus in the stably marked model. We now look at the action of σ i on this component.
We conclude that the σ i act non-trivially on the special fiber and so K(y i , 0 ≤ i < q 2 ) ⊂ K ′ where K ′ is the minimal extension of K such that C has a stably marked model.
By V. we know that K ′ ⊆ M := K(y 0 , s 0 (y 0 ) 1/p ) and so we also have K(y i , 0 ≤ i < q 2 ) ⊆ M. In V. we have seen that the curve C R ′ ⊗ R ′ k is isomorphic to the curve
We denote by G ∞ the inertia group of C f at infinity and by G ∞,1 its p-Sylow subgroup. The image of (3) fixes ∞ and is a p-group. Therefore we have
We will use a group theoretic argument in order to prove that the injection is actually surjective onto G ∞,1 and hence [K ′ : K] = pq 2 . In [Le-Ma] we have shown that the group G ∞,1 is an extension of Z/pZ = τ (normal subgroup) by (Z/pZ) 2n , where τ (x) = x and τ (w) = w + 1 further τ generates the center Z(G ∞,1 ). The quotient (Z/pZ) 2n is the group of translations x → x + y which extend to elements of G ∞,1 . The above injection therefore induces a homomorphism
whose image contains the translations by the q 2 elements (y i − y 0 )/λ p/(q+1) . It follows that this map is surjective and so that Gal(K ′ /K) is a subgroup of G ∞,1 of index p or 1. Then it is a maximal subgroup (strict or not) of G ∞,1 and so it contains the Frattini subgroup which in this case is the center. This implies the surjectivity of (3).
Remark 6.8. Let us denoteτ ∈ Gal(M/K) the automorphism corresponding to τ ∈ G ∞,1 . Thenτ (y i ) = y i for all i and soτ (s 0 (y 0 ) 1/p ) = ζs 0 (y 0 ) 1/p where ζ is a primitive p-th root of 1 (we use the surjectivity of (3)).
To obtain the component of positive genus we could have also made the change of coordinates (21) with respect to y i . This follows from Theorem 5.1. We can therefore assume i = 0. We look at the action ofτ on the special fiber and therefore consider its action on Z 1 . One obtains
Bad reduction and wild monodromy
In this section let C −→ P 1 K be a p-cyclic cover of the affine line with K-rational branch locus B having equidistant geometry. By Theorem 2.3 there exists a minimal extension K ′ /K such that C has stably marked reduction C R ′ over the integral closure R ′ of R in K. We consider the injection (3) and ask if it can be surjective onto the
If this is the case we say that the cover has maximal wild monodromy. Recall that in section 2 by Aut k (C R ′ ⊗ R ′ k)
# we have denoted the automorphisms group letting the original component fix. In the following we shall also write C k for the special fiber of the stably marked model.
For a given genus g = p−1 2 (m − 1) there are several types of degeneration and for each type there is an upper bound for the cardinality of the wild automorphism group Syl p (Aut k (C k ) # ) of the special fiber. We can ask if for a given type of degeneration the wild monodromy group Gal(K ′ /K) w can be maximal? In other words we are looking for a p-cyclic cover of the projective line over Q tame p which degenerates to the given type and for which the image under (3) of the wild monodromy group Gal(K ′ /K) w attains the upper bound. In this case Gal(
is an isomorphism. Note that by Proposition 6.7 the answer to this question is yes in the case of potentially good reduction. In the following we will answer positively in the case where p = 2 and m = 5, i.e. genus 2 curves over a 2-adic field. In this case there are three types of degeneration as shown in figure 3 . We assume that the cover is given birationally by Z figure 1 ). Therefore we have two cusps iffb 3 = 0. This case we call type 1 and the stably marked reduction consists of the original component intersected by two elliptic curves E 1 and E 2 which are isomorphic to the unique supersingular curve E in characteristic 2 given by:
The p-Sylow of the group of automorphisms of E leaving ∞ fixed is
2 is the group of induced translations x → x + y for y a constant. We have Syl
Type 2 is the case where C has one cusp and the stably marked reduction C k has two components of genus zero and two of genus one, isomorphic to E. In this case
because the crossing points with the rational components and the original component are left fixed.
Type 3 is the case of potentially good reduction with group Q 8 * D 8 and has been treated in more generality in section 6.2.
The following is a group theoretical lemma we shall need at various places.
Lemma 7.1. i) Let H ⊆ Q 8 be a subgroup of index smaller or equal to 2 and assume that the natural projection
ii) Let H ⊆ Q 8 × Q 8 be a subgroup of index smaller or equal to 2 and assume that the projection
(Here the action of Z/2Z is the one exchanging the factors Q 8 ).
Proof. i) If the index is equal to 1 there is nothing to show. We hence assume that H has index 2. Then H is a maximal subgroup and therefore contains the Frattini subgroup Φ(Q 8 ) which is Z(Q 8 ). This proves the claim. ii) We point out that the Frattini subgroup Φ(Q 8 × Q 8 ) = Z(Q 8 ) × Z(Q 8 ) and the same proof as in i) works. iii) By ii) H contains Q 8 × Q 8 . On the other hand it has to be strictly bigger.
Degeneration of type 1
We show that the wild monodromy can be maximal in the case of degeneration of type 1.
Proposition 7.2. Let C −→ P 1 K be given by the Kummer equation
. We write u for a uniformizer of K and assume Proof. Choose y ∈K with T (y) = 0. Then for X 0 = X 1 + y we get
where s 3 (y) = b 3 + 4b 4 y + 10y 2 , s 4 (y) = b 4 + 5y and we have chosen the roots s 0 (y)
and s 2 (y) 1/2 such that 2s 0 (y) 1/2 s 2 (y) 1/2 = s 1 (y). We write X = X 1 /ρ and obtain
With W = Z/2 we get
This last equation defines a model over K(y, s 0 (y) 1/2 ) with special fiber given by W 2 +s 0 (y) 1/2 W =b 3 X 3 . This equation has genus 1 and therefore also defines a component in the stable reduction. NowT 1 (Y ) = Y 4 and using the unicity of the stable reduction we conclude that the four roots of T 1 (Y ) induce the same ideal of blowing up (ρ, X 0 − y) ⊂ R alg [X 0 ]. The corresponding statement for the roots of
This implies disc(T i (Y )) ≥ 12v(ρ) = 8v(2) for i = 1, 2 and we have equality iff (23) are all equalities. On the other hand 2
4 mod 2 using Maple. Now observe that disc(T 1 (Y )) + disc(T 2 (Y )) = disc(T (Y )) and hence disc(T i (Y )) = 8v(2) and so (23) are all equalities. (This geometry is illustrated in figure 4 ). Therefore we have that 0,
Hensel's Lemma therefore shows that K(y 1 )/K is Galois, i.e. T 1 (Y ) is totally split over K(y 1 ). The same holds for K(y 5 ) and T 2 (Y ). By Proposition 2.5 the stably marked model is defined over
and we will show that L is equal to the finite monodromy extension. Let E 1 and E 2 be the two elliptic curves that are the components of positive genus in the stably marked model. Let i 1 , i 2 be their hyperelliptic involutions and ∞ 1 , ∞ 2 be the crossing points of E 1 and E 2 with the original component. We have the following diagram where j is given by the action on the special fiber of the stably marked model defined over L.
Here the index ∞ means that we consider only automorphisms that leave the infinite points ∞ 1 and ∞ 2 fixed. We claim that pr • j is onto. By assumption K(y 1 ) and K(y 5 ) are linearly disjoint. Hence there exist σ i,j ∈ Gal(L/K) for i ∈ {1, 2, 3, 4} and j ∈ {5, 6, 7, 8} such that σ i,j (y 1 ) = y i and σ i,j (y 5 ) = y j . Now pr • j operates on E 1 / i 1 × E 2 / i 2 in the following way.
Notice that
are local coordinates on E 1 / i 1 and E 2 / i 2 and that the action is non trivial. This shows the claim and in particular we have 2 4 |Im(j). Now consider the obvious maps
Their composition is surjective by what was said about the σ i,j above. Now applying Lemma 7.1 i) to the second arrow shows that pr 1 is onto. We conclude that 2 5 |Im(j). Now Lemma 7.1 ii) applied to pr implies that j is onto. This shows that the curve C has maximal monodromy.
We proceed to show that j is an isomorphism. Let σ ∈ ker(j). By what was said above about the σ i,j we know that σ(y i ) = y i for all i ∈ {0, 1, . . .
1/2 for some i then, from the equation of the model (22), we get
Note that the action on s 2 (y i ) 1/2 is known via the above equality 2s 0 (y) 1/2 s 2 (y) 1/2 = s 1 (y) which now holds for y = y i . Residually this yields
Hence such a σ would induce a non-trivial action on the special fiber of the stably marked model. We conclude that σ acts trivially on all s 0 (y i ) 1/2 and hence σ = id and so j is injective.
We next give an example where the conditions of Proposition 7.2 hold. We verify these conditions using Magma and Maple. The two degree 4 factors obtained from the above program are Eisenstein polynomials for the extensions defined by the polynomials T 1 (Y ) and T 2 (Y ). We calculate the resultant res(Y ) of the Eisenstein polynomial for T 1 (Y ) and pi 15 − 2 using Maple. This resultant gives an equation over Q 2 for the compositum of the extensions defined by T 1 (Y ) and pi 15 − 2. This polynomial has too big coefficients to be worked with in Magma and so we use a theorem of Krasner ([Pa-Ro] Theorem 5.2) in order to get an Eisenstein polynomial with smaller coefficients and defining the same extension. We first calculate the 2-adic valuation of the discriminant of res(Y ) using Maple. In the notation of [Pa-Ro] we get v 2 (res(Y )) = 62 = n + j − 1 where n is the degree of the polynomial res(Y ). This gives j = 3. Let c be the smallest integer such that c > (n + 2j)/n = 66/60, i.e. c = 2. Then the polynomial eis(Y ) := res(Y ) mod 2 c will define the same extension. Here we get:
Degeneration of type 2
This case is more subtle and so we only give an example of a cover that has maximal finite monodromy. Proposition 7.6. Let K = Q 2 (a) with a 9 = 2. Consider the cover C −→ P 
In reduction we obtain a curve of genus 1 and hence the curve C has stably marked reduction of type 2.
We proceed to compute its finite monodromy using Magma and Maple. The following Magma program shows that T (Y ) is irreducible over K: This is an Eisenstein polynomial, say T e (Y ), for the extension defined by T (Y ). Next we calculate the resultant res(Y ) of T e (Y ) and pi 9 − 2. As in example 7.4 this resultant has too big coefficients and so we use Krasner's theorem with c = 3 to obtain eis(Y ) which defines the same extension.
eis:=x^72+2*x^69+4*x^60+6*x^57+4*x^51+4*x^48+2*x^45+2*x^36 +4*x^33+4*x^30+2*x^24+2*x^12+4*x^9+4*x^6+6
We need to know the expression for a 3 over the splitting field of this resultant: This shows that pr • j is onto and hence, by Lemma 7.1 iii), j is onto. To obtain the injectivity of j one follows the same way as in the case of degeneration of type 1.
As before we have a corollary in Inverse Galois Theory. 
Degeneration of type 3
This is the case of potentially good reduction and, as said above, we have treated it in some generality already in section 6.2. Here we add an example that has not been included earlier.
Example 7.8. Let C −→ P (i.e. c = 1 in Prop. 6.6.). We claim that this cover has maximal wild monodromy with group Q 8 * D 8 .
Let a n = (−1) q (−p) p+p 2 +···+p n = 64. Considering Proposition 6.6. it is sufficient to prove that the modified pseudo derivative L(Y ) = s 1 (Y ) q − a n s 0 (Y ) q2 := pAdicField(2,128); q2x<x> := PolynomialAlgebra(q2); k<pi> := TotallyRamifiedExtension(q2,x^5-2); K<rho> := UnramifiedExtension(k,16); Ky<y> := PolynomialAlgebra(K); L:=305*y^16+976*y^15+1248*y^14+768*y^13+192*y^12-960*y^11 -2112*y^10-1344*y^9-192*y^8-960*y^6-1152*y^5-192*y^4-320*y-64;
