We point to the ability of noncontact measurements of electron transport via self-assembled monolayers to provide chemical, Å-resolved information about the underlying molecule. A conceptual framework is presented to model a current flow of soft electrons through a molecular monolayer to a substrate and explore the information content of this and other emerging noncontact measurements. A numerical scheme is developed where advantage is taken of the split-operator formalism to propagate the incident electronic wave function over a suitable periodic potential energy surface representing the self-assembled monolayer. The ͑experimentally observable͒ potential difference introduced by the transmitted electrons is extracted from the time-averaged electron density using the Poisson equation of classical electrostatics.
I. INTRODUCTION
Self-assembled monolayers ͑SAMs͒ of organic molecules on surfaces spawned considerable interest thanks to potential applications ranging from biological and chemical sensors 1,2 to solar cells. 3, 4 In particular, their application to molecular electronics has been the topic of growing research 5, 6 and technological application. [7] [8] [9] [10] [11] In related material research, SAMs are frequently applied to modify the electrical properties of surfaces with a variety of new and exciting applications. 12 Here, the ability of synthetic organic chemistry to design molecules with predetermined properties translates into the possibility to fine tune desired electronic properties at surfaces and interfaces. 11, 13 Likewise interesting is the application of SAMs in regenerative medicine, [14] [15] [16] in structural determination of molecules that do not crystallize readily, and in fundamental studies of solvent-solute interactions and of self-organization.
The electric transport properties of SAMs in contact with metals have been of particular interest. Perhaps the first measurements of current through monolayers were performed as early as 1971, well before the advent of modern molecular electronics on fatty acid salts. 17 More recent studies of charge transport through monolayers of atomic and molecular systems are reviewed in Refs. 18 and 19 . The interaction of transmitted electrons with layers of adsorbed molecules attracts interest also as a means of exploring molecular properties. 20, 21 The possibility of probing the electric transport properties of individual molecules embedded in a SAM of nonconducting molecules has been demonstrated by several groups. [22] [23] [24] It has been realized, however, that the transport signals in conventional molecular junctions are generally dominated by the molecule-substrates contact, rather than by the molecular properties.
Pertinent to the last problem, and relevant also to the theme of the present paper, are the developments made by Laue 25 in surface charge spectroscopy, which exploited a flood of external electrons to obtain controlled differential charging effects. Extension of the charging concept into generalized electrical measurements has been subsequently proposed in Refs. 26-30, where the current at the rear of the sample is correlated with the electrostatic-potential information derived from the x-ray photoelectron spectroscopy ͑XPS͒ at specific ͑chemical͒ addresses. Here, an external source of electrons is used, which itself makes no contact with the sample, to transmit soft ͑sub-eV͒ electrons over the surface and thus create a current through the molecules ͑see Fig. 1͒ . XPS is then applied to measure the kinetic energies of the ejected photoelectrons. These spectroscopically determined energies are sensitive to the local potential, i.e., the potential in proximity to individual atoms within the mola͒ Electronic mail: p-sherratt@northwestern.edu. b͒ Electronic mail: t-seideman@northwestern.edu. ecule. A comparison between spectra in the presence and the absence of current therefore shows a difference in electron energies, which can be directly attributed to a change in the potential local to the individual atomic site probed. The current measured via a connection to the rear of the sample can be thus correlated with the potential difference. It is suggested that such experiments can, in principle, resolve different regions within heterostructures and, in properly designed systems, even approach atomic resolution of the electrical data. Numerical simulations of electric transport through molecules are an interesting challenge. The case of single molecule conductance junctions has been extensively researched during the past two decades [31] [32] [33] and continues to make the topic of theoretical and numerical inquiry. In the elastic limit, transport is typically calculated on the basis of theory ͓pre-dominantly the nonequilibrium Green function ͑NEGF͒ theory͔ combined with electronic structure methodologies such as the Extended Hückel, Hartree-Fock, and density functional theory ͑DFT͒. Although approximate, these methods reached the maturity required to make quantitative comparison with experiments, at least for certain classes of molecules ͑see, e.g., Refs. 34-36 for examples, Refs. 33 and 37 for reviews, and Refs. 38 and 39 for comprehensive books͒. The monolayers case has been studied in much less detail ͑see, e.g., Refs. 40-44͒ but is of equal fundamental and practical interest.
The numerical simulations presented in the present paper aim primarily to explore the type and quality of information that can be extracted from the class of emerging noncontact transport measurements 21, [26] [27] [28] 45, 46 by giving both timedependent pictures of the electron flow through molecular layers and the static observables of the experiment. The latter are the relative charge density between atomic sites and the potential differences at the atomic sites in the absence and the presence of the injected electron. Our method is applicable also to the study of other experiments involving electron transmission through molecular layers, including low energy electron transmission ͑LEET͒ and low energy photoelectron transmission ͑LEPT͒ ͑for a recent and comprehensive review see Ref. 45͒ .
Noncontact experiments to date focused on monolayers of small benzene derivatives chemisorbed to a silicon oxide surface that are, in turn, layered upon a metal. We have thus chosen chloromethylbenzene as a test case for our numerical methodology. To test the sensitivity of the noncontact technique to fine molecular details, we examine also a modified chloromethylbenzene model, in which a small defect was introduced. Several extensions and other potential applications are suggested in closing.
The next section develops our numerical approach and provides the numerical details. Section III discusses the results of a test study and the final section concludes, with an outlook to future research.
II. METHODOLOGY
Although the experiments in mind are currently conducted in the energy domain, it is advantageous to model the problem using a time-dependent technique. The time domain offers useful insight into underlying dynamics not resolved by the experiments as well as a simple and efficient implementation. The transformation to compute energy domain observables is straightforward ͑vide infra͒.
We use recently computed three-dimensional ͑3D͒ ab initio grid data for the potential energy for motion of the electron ͑described by Hamiltonian H = T + V͒ via the SAM and the silicon oxide support, introducing a separability approximation wherein the surface potential is treated as static on the time scale of the interaction with the incident electron. The extent to which this approximation is valid depends on the relative time scales of the electron transmission and the adsorbed monolayer response and hence on the nature of the molecules. While validity of the separability assumption is case dependent, for the class of systems considered it is supported by the experimental result that, under steady-state current, the layer accommodates approximately 0.001-0.01 electrons per molecule, 30, 47 very small in comparison with the number of electrons in the system. Future work that will go beyond this approximation is considered briefly in Sec. IV.
Recent advances in DFT allowed computation of periodic potential energy surfaces for self-adsorbed monolayers of molecules of tens of atoms. 48, 49 These methods were used to calculate a potential surface for the electron motion via chloromethylbenzene monolayer chemisorbed to silicon oxide with a unit cell size/a.u. ͑x = 14.5, y = 12.6, z = 337.5͒, where the Cartesian coordinate system is defined in Fig. 1 . The DFT approach to generating the potential is not reproduced here; the reader is directed to Refs. 48 and 49 for details. The metal substrate is accounted for by the addition of an absorbing potential, V A , as discussed below.
A. Propagation
The soft electrons in the class of experiments considered are usually energetically well resolved, hence the initial electron wave function is an energy-resolved plane wave,
extending across a static potential. Here r is the coordinate vector and k is the momentum vector of the incident electron. Propagation of the plane wave electronic wave function subject to the organic layer/surface effective potential is carried out using the simple split-operator propagation scheme 50 over a discrete, 3D Cartesian grid. The implicit periodicity of this approach in all three directions imposes the physically correct boundary conditions in the directions lateral to the surface ͑x , y͒; any part of the wave function leaving the grid will automatically alias to the opposite edge, effectively creating the required infinite surface from a unit-cell potential pertaining to a single molecule.
In the direction normal to the surface, propagation of plane waves, which are effectively infinite in extent, over a finite grid, poses an interesting problem. Here one requires no discontinuity, continuous generation to represent the infinite wave train, no implicit periodicity, and exponential de-cay in the z → ϱ limit, corresponding to absorption of the waves by the metal substrate. These requirements are met using a scheme in which the plane waves are smoothed ͑to eliminate the discontinuity caused by representing a finite portion of a plane wave͒, continuously generated ͑"spawned"͒ at the edge of the grid, and subsequently, after propagation through the physically relevant portion of space, absorbed. It is assumed, but not required, that the electrons are incident perpendicular to the surface. This scheme is shown in Fig. 2 , where the initial condition is presented in the top portion and details of the partitioning of the grid in the perpendicular direction are indicated at the bottom and discussed in what follows.
To avoid singularities in the kinetic energy operator, the wave function must be free of discontinuities at all times. As previously mentioned, a plane wave is not capable of describing the wave function over a finite grid because no choice of beginning and end results in both the real and imaginary parts simultaneously vanishing. To overcome this difficulty, an approximation to a plane wave is introduced, in which a finite wave train is smoothed at both the rear 0 Յ z Ͻ z a and front z d Յ z Ͻ z e portions of the grid ͑see Fig. 2͒ . In practice this is accomplished by introducing smooth envelope functions s͑z͒ centered at z a and z d . A Gaussian function is suitable, with the desired feature of converging to the exact plane wave in the limit of infinite width. Here we prefer an alternative, which matches the wave function more closely,
where the constants ␣ and ␤ are chosen to satisfy the requirement
. ͑2͒
Choice of the initial condition ⌿͑z , t =0͒ to include an integer number of half wavelengths, such that the real part vanishes at its edge, leads to a turn-on region,
where z e is fixed as the zero of the real part of the wave function at the wavefront.
Our requirement of total absorption in the z → ϱ limit is readily met by introducing an absorbing ͑negative imaginary͒ potential V A =−i⑀͑z͒ at the edge of the grid ͑z f Ͻ z Յ L in Fig. 2͒ . Absorbing boundaries are commonly applied in both time-dependent and time-independent L 2 calculations of light and matter and a variety of functional forms that satisfy the requirements of minimizing transmission and reflection been developed. We use the form proposed in Ref. 51 ,
where
K is an elliptic integral, and cn denotes an elliptic function.
52
Equation ͑4͒ effectively eliminates transmission and is optimized to minimize reflection using a single parameter, the length of the absorbing region, ⌬z.
Continuous generation of plane waves defines a spawning region 0 Յ z Ͻ z b where, at each time step, the analytical form for the plane wave is written onto the grid,
A sufficiently long region z c − z b is allowed between the spawning region and the onset of the physical potential to prevent waves that are reflected from the potential from entering the spawning domain. Although the seemingly most appropriate placement of the wavefront is in front of the potential, ͑z Յ z c , in Fig. 2͒ , to correctly simulate the steady state current this choice would require a prohibitively long propagation time. A viable alternative is to place the beginning of the wavefront at z d and switch on the potential. Both methodologies have been investigated, but only the latter scheme is used for the remainder of this work. Numerical tests have shown that the results are invariant to the rate of turn-on of the potential.
To quantify the accuracy of the approximation of the plane wave over the physically relevant region, and to optimize the parameters of the simulations ͑lengths of the spawning region z a , rear smoothing region z b , front smoothing region z e − z d , and absorbing region L − z f ͒, we compute the root mean difference between the analytical and numerical forms for a propagating plane wave over a region of the size of the potential,
͑7͒
The model parameters are optimized in ͑1D, the propagation direction, to minimize both the magnitude of the error and its fluctuations. An example of e͑t͒ is shown in Fig. 3 for different choices of the envelope function s͑z͒ and its extent. Initially the error increases, but after a short period of time, it stabilizes on an essentially constant value e Ͻ 10 −3 . The initial 
B. Observables
An observable of general interest is the charge density at the atomic sites, given in terms of the wave function, ⌿͑r , t͒, as ͑r,t͒ ϰ q͉⌿͑r,t͉͒ 2 , ͑8͒
where q is the charge, in this case that of the electron, and the proportionality is expressed to remind the reader that the wave function is not normalized in this scheme. Rapid fluctuations of ͑r , t͒ take place on an attosecond time scale and are not observable with relevant experimental techniques at present. We thus average the charge density over a short propagation time, approximately that associated with a typical x-ray induced photoemission, after allowing for the error to stabilize ͑see Fig. 3͒ ,
The resulting density has been found to be broadly insensitive to the period over which ͑r , t͒ is averaged. A related observable of specific interest to the noncontact experiment is the potential change introduced upon injection of an electron. This potential change can be extracted from the density via the Poisson equation,
Solution through a simple finite-difference scheme is computationally expensive and not naturally tailored to the periodic arrangement of interest here. Instead, a much faster scheme, based on Fourier series, is used, which potentially is able to compute the change in potential on the fly. The required boundary conditions are periodic parallel to the surface-v͑0, y , z͒ = v͑L x , y , z͒ ∀ y, z and v͑x ,0,z͒ = v͑x , L y , z͒ ∀ x, z. In the perpendicular direction the Dirichlet condition is applied as zero at both the vacuum and the metal boundary v͑x , y ,0͒ = v͑x , y , L z ͒ = 0. The potential difference is arbitrarily chosen as zero at the rear of the absorbing region, where the density vanishes, as a point of reference. The potential at the edge of the grid in the vacuum region is immaterial ͑as it is sufficiently remote from the physically relevant region of the surface potential to have no effect on the observables͒ and set as zero also. Invariance of the results with changes in this potential has been confirmed numerically. The Poisson equation is solved by first expanding v͑r͒ and ͑r͒ as Fourier series,
Substitution into the Poisson equation translates the problem into a series of n x ϫ n y one-dimensional equations,
which are solved by a finite-difference routine. With that the solution reduces to a tridiagonal problem, which scales linearly with the number of points.
III. A MODEL STUDY
Before proceeding to discuss the 3D problem, we briefly consider a simple 1D model that is capable of extracting the essential physics and will also provide useful insights for setting up the 3D calculations and interpreting their results. As such we use the computed potential for a monolayer of adsorbed chloromethyl benzene, averaged over the spatial coordinates parallel to the surface. The resulting x-and y-averaged potential ͓Fig. 4͑b͔͒ is applied to compute a 1D wave function, and the corresponding charge distribution, determined using Eq. ͑9͒, is shown in Fig. 4͑a͒ versus the coordinate normal to the surface z. The density clearly accumulates in the regions corresponding to the potential minima from the planes containing the atomic centers. Outside the region illustrated in the figure, density also builds up at the front of the potential. ͑The resulting change in potential is not shown as, due to the reduced dimensionality, it does not give physical results.͒ With the gross features of the model determined via the simple 1D calculation, we proceed to the 3D case, using the realistic ͑3D͒ chloromethyl benzene potential as a relevant model. The density was averaged over a single cycle of the plane wave after allowing for the error in plane wave propagation to stabilize ͑a period of 400 a.u., in excess of the period that was found necessary for stabilization in the 1D simulation, was allowed, see Fig. 3͒ . The remaining parameters of the simulation were determined via 1D tests, as discussed in Sec. II A ͓see also Fig. 4͑a͔͒ . We verified that the results are stable with respect to small variations in each of the parameters of the calculation while ensuring that plane wave propagation in the absence of the potential remains accurate.
The simulation results ͑Fig. 5, top͒ show a build up of charge at the surface that also biases the balance of density on the ring carbons. As expected, the atoms with highest nuclear charge, Cl, Si, and O, are the sites of highest charge density. Figure 5 ͑bottom͒ shows the potential change induced by the presence of the extra charge and tests the extent to which this experimental observable reflects the density distribution, whose extraction is the goal of the experiment.
A second observable of relevance, where quantitative comparison of measurements with calculations is possible, is the potential change and the extra charge density associated with specific electronic orbitals. The latter attributes are particularly interesting for the present study since they test the ability of the measurement to go beyond chemical specificity and provide subatomic resolution. The orbital-specific potential change is computed as
where orbital ͑r͒ is the functional form of the spatial part of the specific inner shell atomic orbital that the XPS measurement probes ͑for C-and O-atoms, the 1s orbital, for Si-and Cl-atoms, the 2p orbitals͒. The corresponding extra charge density is given analogously as orbital = e ͵ ͉ orbital ͑r͉͒ 2 ͑r͒dxdydz. ͑15͒
The resulting relative charges and associated ͑sub-͒atomically resolved potential changes are given in Table I . Note that only relative charges are presented, given that within this framework we cannot determine the exact normalization of the wave function that would be required to ascertain the absolute charges.
To test the sensitivity of the noncontact technique to small defects in the monolayer, we repeated the calculation with a slightly modified potential, in which one of the carbon atoms ͑atom 7 in Fig. 1͒ was removed. The resulting averaged density and extracted potential are shown in Fig. 6 and the corresponding integrated charge densities ͑ orbital ͒ and potential changes ͑v orbital ͒ and given in columns 4 and 5 of Table I . Evidently, the perturbation of the molecular layer gave rise to a qualitative change in the observable. It is interesting that the local modification of the layer gave rise to a rather global change in the charge density and hence the observable potential difference. 
IV. CONCLUSIONS
We illustrated the ability of noncontact electron transport measurements via SAMs to provide atomic and subatomic chemical information. To that end we developed a numerical methodology for simulation of a current of low energy electrons transmitted through a molecular monolayer adsorbed onto a substrate. The method is computationally tractable and sufficiently general to be applied to a broad range of systems and experiments. Its computational efficiency enables one to track both the charge density and the ͑observ-able͒ changes in the potential upon injection of an electron as a function of time. Numerical results for the example of a chloromethylbenzene monolayer chemisorbed to a siliconoxide surface on a metal substrate are in accord with our expectations. In particular, a charge density builds up at the edge of the layer, and, at a given distance from the surface, the atoms with highest electron affinities accumulate the highest densities. The integrated densities and the potential energy differences extracted are of the order of a few hundred millivolts, in good correspondence with experiment. 27, 28 In the context of chemically resolved experiments, the correlation between the extracted potential change and the underlying charge density will assist in inverting the observable potential change into molecular properties. More generally, the approach could benefit the interpretation of various experiments that probe electron transmission via molecular layers.
This work leaves much to be accomplished in further research. One objective of future work will be to go beyond the major approximation of the present study, namely, the assumption that the potential remains fixed as the electrons are transmitted. An iterative scheme, whereby the system dynamics and the potential change are propagated selfconsistently, may prove fruitful. Likewise helpful would be consideration of systems where the response of the molecular layer is much slower or much faster than in the case of the chloromethylbenzene/silicon-oxide system. A case of interest, for which experimental data are available, is the alkyl derivative. The potential used in the present model study takes the steric effect of the oxide surface into account by saturating the bonds at the rear of the layer with oxygen atoms. This simplification is expected to underestimate the surface reflection. It would thus be helpful to compare the results of this approximation with those of a complete potential, where the silicon-oxide substrate and the metal support are fully accounted for. The complementary case of a metal surface is of clear interest from a fundamental perspective.
Transient charging of a molecule is often associated with configurational changes. Upon relaxation of the ͑partially͒ charged resonance to the neutral state, the system is displaced from the neutral state equilibrium configuration and dynamical events are likely to ensue. The effect of configurational changes are assumed negligible in the present system, due to electron delocalization, and are not considered in the above. It would be interesting, however, to include the effects of charge-driven dynamics in future work and explore when and why it plays a role. Finally, of immediate interest is the application of our results to an experiment. Fig. 5 for a modified system where C 7 has been removed.
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