Abstract-In finite dimensions, controllability of bilinear quantum control systems can be decided quite easily in terms of the "Lie algebra rank condition" (LARC), such that only the systems Lie algebra has to be determined from a set of generators. In this paper we study how this idea can be lifted to infinite dimensions. To this end we look at control systems on an infinite dimensional Hilbert space which are given by an unbounded drift Hamiltonian H0 and bounded control Hamiltonians H1, . . . , HN . The drift H0 is assumed to have empty continuous spectrum. We use recurrence methods and the theory of Abelian von Neumann algebras to develop a scheme, which allows us to use an approximate version of LARC, in order to check approximate controllability of the control system in question.
I. INTRODUCTION
One of the most fundamental, mathematical questions in quantum control theory is controllability: can one reach a particular target state, or implement a particular unitary gate (unitary operator) by manipulating a given set of control vector fields (controls Hamiltonians)? For closed quantum systems modeled on finite dimensional Hilbert spaces this question can be answered in a very systematic way using appropriately assigned Lie subalgebras and the Lie-algebra rank condition (LARC) [1] - [5] . The only mathematical desideratum are efficient ways to determine a Lie algebra from its generators. In this area, symmetry based techniques led to quite complete solutions for spin systems and lattice Fermions [6] - [9] .
Moving from finite to infinite dimensions makes the situation substantially more difficult. One may compare it to changing from ordinary to partial differential equations. A fundamental observation is that (in general) exact controllability becomes impossible and has to be replaced by an approximate version [10] . In other words, states or unitary operators can usually not be reached exactly but, if at all, only approximately (within a given topology). Even with this generalization challenging difficulties remain.
One way of addressing them is to take the PDE picture seriously by casting the Schrödinger equation into the standard framework of PDE control and asking whether a wave function is approximately reachable from a given initial state. Virtually all studies on infinite dimensional quantum systems treat the controllability problem within this wave function picture. Among the methods used are adiabatic evolution [11] - [13] , Lyapunov methods [14] - [18] , applications of the Nash-Moser implicit function theorem [19] , [20] , and finally Lie algebraic methods in connection with finite dimensional subspaces which are either invariant [21] - [27] or, in an appropriate way, approximately invariant [28] - [35] . While most of the work is dedicated to systems the Hamiltonians of which possess a discrete spectrum, one of the few exceptions is [36] .
Yet there is an alternative point of view: we can look at the outlined control problem as part of operator theory, where we are no longer interested in states (represented by wave functions or density operators) but rather in the operator lift in terms of the structure of the underlying groups (and semigroups) generated by the unitary operators one can reach approximately from the identity operator 1. Closely related is again a Lie algebraic picture, now in terms of Banach-Lie algebras consisting of bounded operators and being generated -possibly in an indirect way -by the Hamiltonians of the system. The central task is to establish an appropriate generalization of the LARC and to discuss the limitations, arising from infinite dimensions.
The purpose of this paper is to make first steps into this direction. To this end we present in Section II a general setup, within which we will discuss our questions. There are two technical problems which block a straightforward generalization of LARC within this setting. They are dealt with in Sections III and IV. This leads in Sect. V to an approximate version of LARC, which we will apply to several setups. Possible generalizations are discussed in Sect. VI. Conclusions are finally drawn in Sect. VII.
Please note that this paper is mostly a summarized version of a more detailed analysis done in [37] . Therefore we will drop in particular proofs if they are already contained in [37] .
II. SETUP
Let us start with a separable Hilbert space H, the corresponding von Neumann algebra B(H) of bounded operators, the group U(H) of unitary elements of B(H), and its Lie algebra u(H) consisting of bounded, anti-selfadjoint operators. We equip all spaces with the strong topology, and this turns U(H) into a topological group [38] . The central object we are interested in is the time-dependent Schrödinger equation
which is further described by the following additional assumption. Assumption 2.1:
is a unitary propagator, the H j , j = 0, . . . , N are selfadjoint (possibly unbounded) operators on H, the u j : R → R, j = 1, . . . , N are piecewise constant control functions, and the time differential has to be understood in the strong sense. For j = 1, . . . , N the H j are bounded and called control Hamiltonians, while H 0 is unbounded with domain D and denoted the drift.
A special role is played in the following by linear combination of the H j , j = 0, . . . , N . But since H 0 is unbounded, they are not defined on all of H but only on the domain D. For ψ ∈ D ⊂ H we write The control functions u j , j = 1, . . . , N are assumed to be "piecewise" constant. This means more precisely that the ranges u j (R) are finite sets, and the inverse images u −1 j (y) are for all y ∈ R and all j = 1, . . . , N either empty or a union of finitely many intervals. Furthermore, we assume that the supports of all u j are contained in an interval [0, T ]. The number T ∈ R is called the control time.
With the given assumptions it is easy to see that the propagator U exists and is unique. It is even possible to express it in terms of exponentials. To see the latter note first that we can find a partition a = t 0 < t 1 < · · · < t M = b of the interval [a, b] such that all u j are constant on the subintervals (t k−1 , t k ], k = 1, . . . , M . The latter property is shared by the Hamiltonians H(t) and therefore we get
Also note that outside of the interval [0, T ] the time evolution is given alone by the drift, i.e. U (a, 0) = exp iaH 0 and U (b, T ) = exp i(b − T )H 0 for a < 0 and b > T . This defines the propagators U (a, b) explicitly for all a, b ∈ R, and we can use them together with Eq. (3) to introduce a number of additional objects. Definition 2.2: On a separable Hilbert space H consider selfadjoint operators H 0 , . . . , H N as just described. We define 1) R(H 0 ; H 1 , . . . , H N ) as the smallest, strongly closed subsemigroup of U(H) containing all unitaries exp iτ H(y) with τ > 0 and y ∈ R N . It is called the strongly reachable set.
2) Similarly we define the dynamical group G(H 0 , . . . , H 1 ) as the smallest, strongly closed subgroup of U(H) containing all unitaries exp(iτ H(y)) with τ ∈ R and y ∈ R N . If confusion can be avoided, we frequently drop the arguments and write R and G.
Using the reasoning of Eq. (3) we see that R can be defined alternatively as the strong closure of the smallest set of all unitaries arising as propagators U (T, 0) for a certain control time and with appropriate control functions. This is the reason for the name "strongly reachable set". It contains all unitaries which can be reached (approximately; in the strong topology) by following the time evolution (1) from the initial condition U (0, 0) = 1 up to time T .
The definition of the dynamical group G can be rewritten as well. The following proposition is taken from [37] and relies on the validity of Trotter's formula. Proposition 2.3: The dynamical group G(H 0 , . . . , H N ) coincides with the smallest strongly closed subgroup of U(H) containing all exp(itH j ) for j = 0, . . . , N .
The group G is a topological group but in general not a Lie group. Nevertheless, we can associate a Lie algebra to it (which might be trivial, i.e. might contain only the zero element). The next proposition (taken from [37] ) states that.
Proposition 2.4: The equation
defines a strongly closed Lie subalgebra of u(H), which is called the dynamical Lie algebra. As with G we just write g without arguments if confusion can be avoided.
Our goal is to relate -as in finite dimensions -controllability of Eq. (1) to properties of the Lie algebra g. Since we are in infinite dimensions we have to define controllability in an approximate way [10] .
Definition 2.5: The control system (1) satisfying Assumption 2.1 is called strongly operator controllable, if
The idea behind this definition is that all unitaries on H can appear as (strong approximations of) solutions U (0, T ) to the differential equation (1) with initial data U (0, 0) = 1 and appropriately chosen control functions. In the language of physics, we can rephrase this as: all unitary "gates" can be realized in a good approximation (with respect to the strong topology) by controlling the Schrödinger equation (1) appropriately.
Our knowledge about finite dimensional systems lets us hope for a theorem like: "The control system (1) is strongly operator controllable iff g = u(H) holds." While the latter condition is clearly necessary for the former, it is not clear whether it is sufficient, too. In general we expect the answer to be: no. However, if we are a bit more restrictive with our assumptions, a theorem which matches our expectations can be given. To present the details is the purpose of the rest of this paper. The first step is to narrow the class of systems we are looking at by the following additional assumption. Assumption 2.6: The continuous spectrum of the drift Hamiltonian H 0 is empty.
This condition is satisfied by all operators with a compact resolvent, including in particular most Schrödinger operators with an unbounded potential. They describe bound systems, while dynamics with a non-trivial scattering behavior seems to be excluded, because this is related to the continuous spectrum. A closer look, however, shows that the situation is not that easy. Often it is possible to replace H 0 -e.g. by one of the H(y) -without changing the controllability behavior. Whenever such a replacement satisfies Assumption 2.6 the discussion of this paper remains applicable. It is even difficult to find examples where such a strategy does not work.
III. RECURRENCE
The Lie algebra g can be used to determine properties of the dynamical group G. Strong controllability, however, is defined in terms of the reachable set R, which is by definition only a subsemigroup of G. Hence, to use conditions on g as criteria for controllability, we need additional information about the relation between G and R. The first step is the following lemma, which is another application of Trotter's formula; cf. [37] .
Lemma 3.1: If there is a y ∈ R N satisfying exp itH(y) ∈ R for all t ∈ R, then R = G holds.
In other words if R contains at least one unitary oneparameter group of the special form completely (instead of only the semigroup belonging to positive times) it has to coincide with G. What remains, is to identify such a subgroup. Here, known recurrence results will help.
In finite dimension a one parameter unitary group exp(itK) with selfadjoint generator K ∈ B(H) always revisits its own past -either exactly (if the group is periodic) or at least approximately. The latter means that for all t − < 0 and all > 0 there is a t + > 0 with
This statement can be easily proved from two simple facts: 1. If the eigenvalues λ k , k = 1, . . . , dim(H) of K are of the form λ k = 2πq k with q k ∈ Q the group exp(itK) is periodic. 2. In the general case the eigenvalues can be approximated with arbitrary precision by numbers of the given rational form. If we go to infinite dimensions this statement can be generalized without big effort if the spectrum of K consists only of eigenvalues. We only have to replace the norm approximation from Eq. (5) by a strong approximation.
Results of this form are available from several authors, e.g.: [40] , [41] . The following version is taken from [26] . Proposition 3.2: Consider a selfadjoint (possibly unbounded) operator K on H, which has only eigenvalues in its spectrum (not necessarily isolated). For all t − ∈ R, t − ≤ 0 and all strong neighborhoods N of exp(it − K) in the unitary group U(H) of H, there is a time t + ∈ R, t + > 0 with exp(it + K) ∈ N .
In our case we have assumed that the spectrum of the drift H 0 has no continuous part. Therefore it contains only eigenvalues as required. Since H 0 = H(y) holds with y = 0, we can apply the above lemma to conclude that in our case R = G holds. Let us summarize this intermediate result as a Theorem.
Theorem 3.3: For a control system (1) satisfying Ass. 2.1 and 2.6, the strongly reachable set R and the dynamical group G coincide.
As a consequence of this theorem we can show that an approximate version of LARC is equivalent to strong operator controllability.
Corollary 3.4: The control system (1) with Hamiltonians H 0 , . . . , H N satisfying Ass. 2.1 and 2.6 is strongly operator controllable, iff g = u(H) holds.
Proof: This follows immediately from Thm. 3.3, the definition of g in Prop. 2.4, and the definition of strong operator controllability in Def. 2.5.
IV. THE MAXIMAL TORUS
Our next step is to find methods which allows us to determine the Lie algebra g from the Hamiltonians H 0 , · · · H N , or at least to find conditions leading to g = u(H). This is not as easy as it looks at a first glance. Since H 0 is unbounded, but g is an algebra of bounded operators, simple strategies like: "just calculate commutators," do not work. On the other hand, the drift is the only unbounded Hamiltonian. If we can replace it with a set of equivalent generators, the "calculate commutators" idea will work again. To find such "replacement generators" let us have a look at the spectral representation of H 0 . Since its continuous spectrum is (by assumption) empty, it is a strongly convergent, infinite sum of the form
where the λ k ∈ R, k ∈ N denote the eigenvalues (in no particular order), E k ∈ B(H), k ∈ N are the corresponding eigenprojections and strong − stands for: strongly convergent infinite sum. With this information at hand we can introduce a number of derived objects. Definition 4.1: We define M ⊂ B(H) as the strong closure of the (complex) span of the projections E k , k ∈ N. The set of unitary elements in M is denoted by T and called the maximal torus of H 0 . Likewise we look at the set of antiselfadjoint elements of M and denote it by t.
The set M is an Abelian von Neumann algebra, and can alternatively be defined as
where the "double prime" ( · ) denotes the double commutant. This observation indicates that the structures we are going to develop here admits a very natural generalization in terms of Abelian von Neumann algebras. This route is discussed in detail in [37] . In the present text we want to keep the operator algebraic aspects more low key, but we can not avoid it completely. A standard reference are the textbooks of Kadison and Ringrose [42] . Of special importance for us are the maximal torus T , which is an Abelian Banach-Lie subgroup of U(H), and its Lie algebra t. The latter contains in particular all operators iE k . Hence, if we can show that t ⊂ g holds, we have found our replacement generators in form of the spectral projections E k .
This brings us to the crucial question, how the oneparameter group {exp(itH 0 ) | t ∈ R} is embedded into the torus T . In finite dimensions the answer is: either an embedded Lie subgroup isomorphic to U(1), or a subgroup isomorphic to R which is, however, not embedded but densely fills an embedded subtorus. Which case is realized can be seen from the eigenvalues of H 0 . If the λ k are rationally independent, Kronecker's theorem about diophantine approximations [43, Thm 7.9 ] tells us that the whole torus T is densely filled by {exp(itH 0 ) | t ∈ R}. This finite dimensional result can be generalized to infinite dimensions. The following result from [37] completely covers our situation. Theorem 4.2: If the eigenvalues of H 0 are rationally independent, the unitary one parameter group generated by H 0 is a strongly dense subgroup of the maximal torus T .
V. CONTROLLABILITY
We are now ready to combine the insight from the last two paragraphs and present a version of the Lie algebra rank condition which is substantially stronger (and easier to apply) than the one given in Corollary 3.4.
Theorem 5.1: Consider H 0 , . . . H N such that Ass. 2.1 and 2.6 are satisifed, and the eigenvalues of H 0 are rationally independent. If the smallest strongly closed (real) Lie algebra l generated by iH 1 , . . . , iH N and the eigenprojections iE k , k ∈ N coincides with u(H), the control system (1) is strongly operator controllable.
Proof: From Thm. 4.2 we know that the torus T is a subgroup of the dynamical group G. Hence the Lie algebra t is a Lie subalgebra of the dynamical Lie algebra g, and this shows that all spectral projections iE k , k ∈ N of H 0 are elements of g. So are the (bounded) control Hamiltonians iH 1 , · · · iH N . Since g is strongly closed, we get l ⊂ g, and if l coincides with u(H), the dynamical Lie algebra g shares this property. This shows that G = U(H) holds. With Thm. 3.3 we can conclude that (1) is strongly operator controllable, as stated.
The theorem immediately raises the question whether the given condition is not just sufficient, but even necessary for strong controllability. The answer is not settled yet, with a small bias towards "no". The reason is that G = U(H) implies g = u(H), but l can still be smaller than g.
By our experiences from finite dimensions, we are tempted to replace the strongly closed Lie algebra l by somethink like
which is the strong closure (given by the bar with index s) of the Lie algebra algebraically generated by the E k and the H j . Unfortunately this is in general not identical to l, which was defined as the smallest, strongly closed Lie algebra containing E k , H 1 , ..., H N ; k ∈ N Lie . The problem arising here is a lack of joint, strong continuity of the operator product in both arguments. As a result the strong closure of a Lie algebra is not necessarily a Lie algebra again. A general strategy to use Thm. 5.1 is to calculate com-
] to see that all operators E v H l E w for v, w ∈ N and l = 1, . . . , N are elements of g. Strong controllability arises iff the smallest Lie subalgebra of u(H) containing all these operators is all of u(H). This can still be difficult to check, but if the degeneracies of the eigenvalues are finite, and the projections E k therefore finite dimensional, many methods from finite dimensions become applicable and the controllability proof therefore turns into a family of finite dimensional problems.
The idea just sketched leads to a very explicit characterization, if the eigenvalues of H 0 are non-degenerate with a complete set φ k , k ∈ N of eigenvectors. To formulate the additional condition we need on the control Hamiltonians, we associate to the set of operators {H 1 , . . . , H N } a graph Γ with vertices Vert(Γ) = N and edges
A graph Γ is called connected, if for all pairs of vertices v, ω ∈ Vert(Γ), v = w there is a path which connects v with w. We use this construction in the following definition (taken from [29] ): Definition 5.2: We say that a finite set F ⊂ B(H) of bounded operators on a separable Hilbert H is connected with respect to a complete orthonormal system φ k ∈ H, k ∈ N of H, if the graph Γ defined by Vert(Γ) = N and Eq. (9) is connected.
With this definition and Thm. 5.1 we can proceed by calculating (repeated) commutators between the spectral projections E k = |φ k ψ k | and the bounded operators H j , j = 1, . . . , N , to prove with a simple strong convergence argument the following theorem [37, Thm. 5.2].
Theorem 5.3: Assume in addition to Ass. 2.1 and 2.6 that the eigenvalues of H 0 are rationally independent and nondegenerate, and that the set of operators {H 1 , . . . , H N } is connected. Then the control system (1) is strongly operator controllable.
A very similar result was shown (with substantially greater effort) earlier [29] using Galerkin methods; cf. also [44] for a more recent publication along the same line, which includes in particular more general results.
VI. NON-ABELIAN GENERALIZATIONS
The crucial condition needed for the machinery of the last section to work is rational independence of the eigenvalues of H 0 . Unfortunately, it is (usually) not satisfied by explicit models, e.g. in quantum optics. In those cases we need a different strategy, because now we can not guarantee that the spectral projections of H 0 are in g. A possible direction to go is to replace the Abelian von Neumann algebra M from Def. 4.1 by something non-Abelian. A possible choice is
i.e. the von Neumann algebra generated by the projections E k and the control Hamiltonian H 1 . Instead of H 1 we can add any other of the H 1 , . . . , H N as an extra generator, or we can add even more than one. The general rule we have to follow is that M should still be "very close" to the Abelian case. More precisely, the center C = M ∩ M of M should be spanned by a countable family X k , k ∈ N of finite dimensional minimal projections:
The projections X k commute with all A ∈ M and all B ∈ M . Therefore all those A and B are block-diagonal with respect to the X k . More precisely, H, M and M decomposes into a direct sum
where H k and K k denote families of finite dimensional Hilbert spaces and 1 k the unit operators on them. This is a special case of a more general result known as the central decomposition of M. Details (including in particular precise statements about the type of convergence involved) can be found in [42] .
If we can prove that the X k are elements of g we are basically in the same situation as in Sect. V with the E k and can proceed accordingly. However, showing X k ∈ g can be hard. They can not appear as commutators of finite rank operators and therefore we need convergence arguments (as in Sect. IV). An alternative way is to look at the drift Hamiltonian directly. Since it is unbounded, it is not an element of M and therefore the decomposition in (13) does not apply. Nevertheless H 0 is block-diagonal, too. We just have to argue a little bit indirectly. This is done in the next proposition.
Proposition 6.1: For all ψ ∈ H and all k ∈ N the vectors X k ψ are in the domain of H 0 . Therefore, the operators
are well defined. The series of finite sums
converges in the strong resolvent sense to H 0 . Proof: Since E k ∈ M holds for all k ∈ N the unitaries U t = exp(itH 0 ), t ∈ R commute with the central projections X k . Hence, the family of operators
defines a one-parameter unitary group on the finite dimensional Hilbert space X k H. This implies that the differential
exists for all ψ ∈ H. By Stone's theorem [39, Thm. VIII.8] we can conclude that X k ψ is in the domain of H 0 (as claimed) and that the Q k from Eq. (14) are identical with the Q k from Eq. (17) .
To prove the convergence statement we define the subspace D 0 ⊂ H generated algebraically by the vectors X k ψ with arbitrary ψ ∈ H and k ∈ N. A simple application of Nelson's analytic vector theorem [39, Thm. X.39] implies that D 0 is a domain of essential selfadjointness for H 0 . Therefore we only have to show pointwise convergence on D 0 , in order to prove convergence in the strong resolvent sense [39, Thm. 8.25] . This pointwise convergence is easily seen from the fact that by definition of D 0 there is for each ψ ∈ D 0 a K(ψ) ∈ N with X k ψ = 0 for all k > K(ψ). This leads to
This concludes the proof. The take away message from this result is that the Q k are well defined finite rank operators which "sum up" to H 0 -provided we restrict the sum to the domain D 0 . The obvious idea for a generalization of the scheme from Sect. V is therefore to look for arguments for Q k ∈ g. The Q k can be trace free (or they can be made trace free by just subtracting the trace). Therefore they can arise as commutators of other operators (or can be approximated by linear combinations thereof). This makes a direct proof of Q k ∈ g. more feasible than X k ∈ g.
The structure just discussed arises typically, if the operators H 0 , H 1 share a joint symmetry given by a representation of a compact topological group. In that case this symmetry can help to show that Q k ∈ g holds. Ideas of this form are exploited in [25] - [27] to prove controllability of the Jaynes-Cummings model and some of its relatives. It is a straightforward exercise to rewrite the results from these papers such that they fit into the scheme just developed. Some of the proofs will even become much simpler. A systematic way to show that Q k ∈ g holds (as with the E k in Sect. IV) is on the other hand still missing. To fill this gap is the highest priority for future research; and this brings us already to the conclusions.
VII. CONCLUSIONS
Within our assumption about the Hamiltonians H 0 , · · · , H N , we have seen that an approximate version of LARC can be used as a test for controllability of infinite dimensional control problems. Compared to finite dimensions, two new, technical tasks arise: Firstly we have to calculate strong closures. This is often quite easy, as we have seen in the proof of Prop. 6.1. Secondly, we need a detailed spectral analysis of the drift Hamiltonian H 0 . This is much harder and even if all eigenvalues of H 0 can be determined, it might happen that the strongly closed group G(H 0 ) generated by the exp(itH 0 ) does not admit a non-trivial Lie algebra and in that case the scheme developed so far fails. Nevertheless, even in its current shape the proposed methods provide already powerful tools to handle controllability problems, which complement other techniques like Galerkin approximations [29] , [31] , [44] and the other methods mentioned in the introduction. Furthermore, the proposed procedure can be generalized to cover more cases. Some of the more straightforward ideas are already sketched in Section VI. Along that lines a rather comprehensive treatment of systems with a pure point spectrum drift will be possible. More challenging is of course the continuous spectrum case. Here the recurrence arguments from Sect. III do not apply and systems can occur where the reachable set R is not a group. The study of the dynamical group G and its Lie algebra is of limited use in that case, and new ideas have to be developed. This should, however, not be considered as a hurdle. If we take the challenge we can expect insight into qualitative new behavior of quantum control systems, which is not possible in finite dimensions.
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