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Introduction
Single index models (SIMs) are widely used in the applied quantitative sciences. Although the context of applications for SIMs almost never prescribes the functional or distributional form of the involved statistical error, the SIM is commonly fitted with (low dimensional) likelihood principles. Both from a theoretical and practical point of view such fitting approach has been criticized and has led to semiparametric modelling.
This approach involves high dimensional parameters (nonparametric functions) and a finite dimensional index parameter. Consider the following single-index model,
where E(ε|X) = 0 almost surely, g is an unknown link function, and θ 0 is a single-index parameter with length one and first element positive for identification. In this model there is a single linear combination of covariates X that can capture most information about the relation between response variable Y and covariates X, thereby avoiding the "curse of dimensionality". Estimation of the single-index model is very attractive both in theory and in practice. In the last decade a series of papers has considered estimation of the parametric index and the nonparametric part with focus on root-n estimability and efficiency issues, see Carroll, Fan, Gijbels and Wand (1997) for an overview. There are numerous methods proposed or can be used for the estimation of the model. Amongst them, the most popular ones are the average derivative estimation (ADE) method investigated by Härdle and Stoker (1989) , the sliced inverse regression (SIR) method proposed by Li (1989) ; the semiparametric least squares (SLS) method of Ichimura (1993) and the simultaneous minimization method of Härdle, Hall and Ichimura (1993) .
The existing estimation methods are all subject to some or other of the following four critiques: (1) Heavy computational burden: see, for example, Härdle, Hall and Ichimura (1993), Delecroix, Härdle and
Hristache (2003), Xia and Li (1999) and Xia et al. (1999) . These methods include complicated optimization techniques (iteration between bandwidth choice and parameter estimation) for which no simple and effective algorithm is available up to now. Hall and Ichimura (1993) investigated this problem for the first time and proved that the optimal bandwidth for the estimation of the link function in the sense of MISE can be used for the estimation of the single-index to achieve root-n consistency. As mentioned above, for its computational complexity the method of Härdle,
Hall and Ichimura (1993) is hard to implement in practice.
This paper presents a method of joint estimation of the parametric and nonparametric parts. It avoids undersmoothing and the computational complexity of former procedures and achieves the semiparametric efficiency bound. It is based on the MAVE method of Xia et al (2002) , which we outline in the next section.
Using local linear approximation and global minimization, we give a very simple iterative algorithm. The proposed method has the following advantages: (i) the algorithm only involves one-dimensional smoothing and is proved to converge at a geometric rate; (ii) with normal errors in the model, the estimator of θ 0 is asymptotically normal and efficient in the semiparametric sense; (iii) the optimal bandwidth for the estimation of the link function in the sense of MISE can be used to estimate θ 0 with root-n consistency;
(iv) by a second order expansion, we further show that the optimal bandwidth for the estimation of the single-index θ 0 , h opt θ , is of the same magnitude as h opt g .
Therefore, the commonly used "under-smoothing" approach is inefficient in the sense of second order approximation. Powell and Stoker (1996) investigated bandwidth selection for the ADE methods. We also propose an automatic bandwidth selection method for our estimator of θ. Xia (2006) has recently shown the first order asymptotic properties of this method. Our theoretical results are proven under weak moment conditions.
In section 3 we present our main results. We show the speed of convergence, give the asymptotic estimation and derive a smoothing parameter selection procedure. In the following section we investigate the proposed estimator in simulation and application. Technical details are deferred to the appendix. 
where a = g(θ 0 x) and d = g (θ 0 x). With fixed θ, the local estimator of the conditional variance is then
where K is a univariate density function, h is the bandwidth and Fan et al (1996) . The value σ 2 n (x|θ) can also be understood as the local departure of Y i with X i close to x from a local linear model with given θ. Obviously, the best approximation of θ 4 should minimize the overall departure at all x = X j , j = 1, · · · , n. Thus, our estimator of θ 0 is to minimize
with respect to θ : |θ| = 1. This is the so-called minimum average conditional variance estimation (MAVE)
in Xia et al (2002) . In practice it is necessary to include some trimming in covariate regions where density is low, so we weight σ 2 n (X j |θ) by a sequenceρ θ j , whereρ θ j = ρ n {f θ (X j )}, that is discussed further below. The corresponding algorithm can be stated as follows. Suppose θ 1 is an initial estimate of θ 0 . Set the number iteration τ = 1 and bandwidth h 1 . We also set a final bandwidth h. Let X ij = X i − X j .
Step 1: 
Step 1 with θ X j replaced by v. In the algorithm, ρ n (.) is a trimming function employed to handle the boundary points. There are many choices for the estimator to achieve the root-n consistency; see e.g. Härdle and Stocker (1989) and HHI (1993) . However, to achieve the efficiency bound, ρ n (v) must tend to 1 for all v. In this paper, we take ρ n (v) as a bounded function with third order derivatives on R such that
if v ≤ c 0 n −ς for some constants ς > 0 and c 0 > 0. As an example, we can take
The choice of ς will be given below.
Main Results
We impose the following conditions to obtain the asymptotics of the estimators.
The density function f θ (v) of θ X and its derivatives up to 6th order are bounded on R for all θ ∈ Θ n , E|X| 6 
and their derivatives up to 6th order are bounded for all θ : |θ − θ 0 | < δ where δ > 0.
is a symmetric density function with finite moments of all orders. Assumption (C1) is feasible because such an initial estimate is obtainable using existing methods, such as
Härdle and Stoker (1989), Powell et al. (1989) and Horowitz and Härdle (1996) . Actually, Härdle, Hall and Ichimura (1993) even assumed that the initial value is in a root-n neighborhood of θ 0 , {θ :
Assumption (C2) means that X may have discrete components providing that θ X is continuous for θ in a 6 small neighborhood of θ 0 ; see also Ichimura (1993) . The moment requirement on X is not strong. Härdle,
Hall and Ichimura (1993) obtained their estimator in a bounded area of R p , which is equivalent to assume that X is bounded; see also Härdle and Stoker (1989) . We impose slightly higher order moment requirement than second moment for Y to ensure the optimal bandwidth in (C5) can be used in applying Lemma 6.1 in section 6. The smoothness requirements on the link function in (C3) can be relaxed to the existence of a bounded second order derivative at the cost of more complicated proofs and smaller bandwidth. Assumption (C4) includes the Gaussian kernel and the quadratic kernel. Assumption (C5) includes the commonly used optimal bandwidth in both the estimation of the link function and the estimation of the index θ 0 . Actually, imposing these constraints on the bandwidth is for ease of exposition in the proofs.
Let A + denote the Moore-Penrose inverse of a symmetric matrix A. Recall that K is a symmetric density function. Thus, K(v)dv = 1 and vK(v)dv = 0. For ease of exposition, we further assume that
We have the following asymptotic results for the estimators. 
Theorem 3.1 indicates that the algorithm converges at a geometric rate, i.e. after each iteration, the estimation error reduces by half approximately. By Theorem 3.1 and the bandwidth requirement in the algorithm, we have
Starting with |θ 1 −θ 0 | = Cn −α , in order to achieve root-n consistency, say
, the number of iterations k can be calculated roughly by
Based on Theorem 3.1, we immediately have the following limiting distribution.
Theorem 3.2 (Efficiency of estimator) Under the conditions (C1)-(C5), we have
By choosing a similar trimming function, the estimators in Härdle, Hall and Ichimura (1993) and Ichimura (1993) have the same asymptotic covariance matrix as Theorem 3.2. If we further assume that the conditional distribution of Y given X belongs to a canonical exponential family
for some known functions B, C and η, then Σ 0 is the lower information bound in the semiparametric sense (Bickel, Klaassen, Ritov and Wellner, 1993) . See also the proofs in Carroll, Fan, Gijbels and Wand (1997) and Härdle, Hall and Ichimura (1993) . In other words, our estimator is the most efficient in the semiparametric sense.
For the estimation of the single-index model, it was generally believed that undersmoothing the link function must be employed in order to allow the estimator of the parameters to achieve root-n consistency.
However, Härdle, Hall and Ichimura (1993) established that undersmoothing the link function is not necessary. They derived an asymptotic expansion of the sum of squared residuals. We also derive an asymptotic expansion but of the estimator θ itself. This allows us to measure the higher order cost of estimating the link function. We use the expansion to propose an automatic bandwidth selection procedure for the index.
Let f θ 0 (.) be the density function of θ 0 X.
Theorem 3.3 (Higher Order Expansion) Under conditions (C1)-(C5) and ε i is independent of X i , we
have almost surelyθ
where
Because K(v) is a density function and we constrain that
In the expansion ofθ − θ 0 , the first term E n does not depend on h. The second and third terms are the leading term among the remainders. The higher order properties of this estimator are better than those of the AD method, see Nishiyama and Robinson (2000) , and indeed do not reflect a curse of dimensionality.
To minimize the stochastic expansion, it is easy to see that the bandwidth should be proportional to n −1/5 . Moreover, by Theorem 3.2 we consider the Mahalanobis distance
is the leading term. We have by Theorem 3.3 that
Note that E(E n Σ + 0 E n ) does not depend on h. By minimizing ET n with respective to h, the optimal bandwidth should be
As a comparison, we consider the optimal bandwidth for the estimation of the link function g. By Lemma 5.1 and Theorem 3.
In other words, the link function can be estimated with the efficiency as if the index parameter vector is known. A brief proof for (6) is given in section 5. It follows that
where the leading term is S n (v) = [ 
It is noticeable that the optimal bandwidth for the estimation of the parameter vector θ 0 is of the same order as that for the estimation of the link function. In other words, under-smoothing may lose efficiency for the estimation of θ 0 in the higher order sense. These optimal bandwidth h opt θ and h opt g can be consistently
estimated by plug-in methods; see Ruppert et al (1995) .
Although the optimal bandwidth for the estimation of θ is different from that for the link function, its estimation such as the plug-in method may be very unstable because of the estimation of second order derivatives. Moreover, its estimation needs another pilot parameter which is again hard to choose. In practice it is convenient to apply h 
is the delete-one-observation estimator of the link function, i.e. the estimator ofĝ θ (v) in (3) using data {(X i , Y i ), i = j}. Another advantage for this approach is that we can also obtain the estimator for the link function.
Numerical Results
In the following calculation, the Gaussian kernel function and the trimming function (4) 
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In the first example, we check the behavior of bandwidths h g and h θ . We consider two sets of simulations to investigate the finite performance of our estimation method, and to compare the bandwidths for the 
. With 200 replications, we calculate the mean errors mean(err θ ) and mean(err g ). The results are shown in Figure 1 .
We have the following observations. (1) Notice that n 1/2 mean(err θ ) tends to decrease as n increases, which means the estimation error err θ enjoys a root-n consistency (and slightly faster for finite sample size).
(2) Notice that the U-shape curves of err θ has a wider bottom than those of err g . Thus, the estimation of θ 0 is more robust to the bandwidth than the estimation of g. Li (1991 Li ( , 1992 and SLS in Ichimura (1993) . For SLS, we use the algorithm in Friedman (1984) in the calculation. The algorithm has best performance among those proposed for the minimization of SLS, such as Weisberg and Welsh (1994) and Fan and Yao (2003) . We consider the following model used in
where Table 1 . We have 
Proof of Theorems
Let f θ (v) be the density function of θ X and Λ n = {x :
and ς > 0 is defined in (C5). Suppose A n is a random matrix depending on x and θ. By A n = O(a n ) (or A n = O (a n )) we mean that all elements in A n are O a.s. (a n ) (or o a.s. (a n )) uniformly for θ ∈ Θ n and x ∈ Λ n .
. .. For any random variable Z and its random observations
By the Taylor expansion of g(θ 0 X i ) at θ 0 x, we have
13
For ease of exposition, we simplify the notation and abbreviate g for g(θ 0 x) and g , g , g for g (θ 0 x), g (θ 0 x), g (θ 0 x) respectively. Without causing confusion, we write f θ (θ x) as f θ , f θ (θ X j ) as f θ (X j ) and
. Similar notations are used for the other functions.
Lemma 5.1 (Link function) Let
Σ 1 θ 1 ) − µ 4 f −2 θ f θ h 3 e θ 1 + {f −2 θ (f θ ) 2 − (µ 4 + 1)f −1 θ f θ }{f −1 θ h 2 e θ 0 − f −2 θ f θ h 3 e θ 1 }−f −1 θ ( θ 0 + θ 1 ){f −1 θ e θ 0 −f −2 θ f θ e θ 1 }+2f −2 θ f θ h θ 1 f −1 θ e θ 0 andṼ θ n (x) = f −1 θ e θ 1 +f −2 θ f θ h 2 e θ 1 /2+f −2 θ ( θ 0 e θ 1 − θ 1 e θ 0 ) − f −2 θ f θ he θ 0 + f −1 θ θ 0 [−(µ 4 + 1)f −1 θ f θ h 2 /2 − f −1 θ ( θ 0 + θ 1 ) + f −2 θ (f θ ) 2 h 2 ]. Lemma 5.2 (Summations) Let η θ n (x)=n −1 n i=1 K θ h (X ix )X ix ε i .
Under conditions (C1)-(C5), we have
is an orthogonal matrix. Then under (C1)-(C5), we have almost surely
Proof of Lemma 5.3 Let (θ, B) be an orthogonal matrix. It is easy to see that
By the matrix inversion formula in blocks (Schott, 1997), we have the equation in Lemma 5.3 with
. By Lemma 6.1, we have
Thus, Lemma 5.3 follows.
Under assumptions (C1)-(C5), we have almost surely
where 
Proof of Theorem 3.1 By assumption (C2), we have
for any c > 1/3. It follows from the Borel-Cantelli lemma that
LetΛ n = {x :
Thus, we can exchange summations over
Λ n , j = 1, · · · , n} in the sense of almost surely consistency. On the other hand, we have by (C2)
By the notation in Lemmas 5.3 and 5.4, after one iteration of Steps 1-3, the new θ is
. By (C3) and Lemma 6.1, we have
Let θ (k) be the value of θ after k iteration. Because h k+1 = max{h k /c h , h}. Therefore,
for all k > 1. We have
Recursing the above equation, we have
Thus as the number of iterations k → ∞, Theorem 3.1 follows immediately from the above equation and the central limit theorem.
Proof of Theorem 3.3 Based on Theorem 3.2, we can assume δ θ = (log n/n) 1/2 . Note that θ {E θ n + c 1,n (nh) −1 + c 2,n h 4 } = 0. We consider the product of each term in (D θ n ) −1 with N θ n . We have
Lemma 5.3 and 5.4, we havẽ
It is easy to see that |θ|
where c n = O (1). Similar to the proof of Theorem 3.1, we complete the proof with c 1,n = W −1 n c 1,n and c 2,n = W −1 n c 2,n .
Proofs of the Lemmas
In this section, we first give some results about the uniform consistency. Based on these results, the Lemmas are proved.
is a martingale with respect to F i = σ{G n, (χ), ≤ i} with χ ∈ X and X is a compact region in a multidimensional space such that (I) |G n,i (χ)| < ξ i , where ξ i are IID and sup Eξ 2r 1 < ∞ for some r > 2; (II) EG 2 n,k (χ) < a n s(χ) with inf s(χ) positive, and (
If and a n = cn −δ with 0 ≤ δ < 1 − 2/r, then for any α 1 > 0 we have
surely. Suppose for any fixed n and k, G n,i,k (θ) is a martingale with respect to
Proof of Lemma 6.1 We give the details for the second part of the Lemma. The first part is easier and can be proved similarly. Let ∆ n (θ) be the expression between the absolute symbols in the equation.
By (III) and the strong low of large numbers, it is easy to see that there are n 1 = n α 3 balls centered at
By the strong law of large numbers, we have
. Next, we show that there is a constant c 1 such that
Note
. If a n = cn −δ with 0 ≤ δ < 1 − 2/r and k ≤ n, we have
Note that
For fixed T , by the strong law of large numbers, we have
almost surely. The right hand side above is dominated by E{|ξ 1 | r } and → 0 as T → ∞. Note that T n increase to ∞ with n. For large n such that T n > T , we have
almost surely. Thus by (15) and (16), if c 1 > CE|ξ 1 | r we have
By condition (II), if k ≤ n we have
where c 2 is a constant. By the condition on a n and the definition of G I n,i,k (θ ι ), we have constants c 3 and c 4 such that
Let N 3 = c 5 {na n log n} 1/2 with c 2 5 > 2(α 3 + 3)(c 2 + c 4 c 5 ). By the Bernstein's inequality (cf. DE LA Peña, 1999), we have from (18) and (19) that for any k ≤ n,
By (14), (17) and (20) and the Borel-Cantelli lemma, we have
Therefore (13) follows.
It is easy to see from (13) that for the second part on the right hand side above,
almost surely, since for any constant c > 0,
Now consider the first term. Let T
1/2
n / log n,
. Similar to the proof of (15) and (16), we have almost surely
and by (II), Var{U I (θ ι )} = c 2 2 a n def = N 5 , where c 2 is a constant. Let N 6 = c 3 n(a n log n) 1/2 with c 3 2 > 2(α 3 + 3) (2c 1 c 3 + c 2 ) . By the Berenstein's inequality, we have
By the Borel-Cantelli lemma, we have
almost surely. Lemma 6.1 follows from (21), (22), (23) and (24) .
. By Taylor expansion, we have and
Lemma 5.1 follows from simple calculations based on the above equations.
Proof of Lemma 5.2 It follows from Lemma 6.1 that
Thus
Simple calculations lead to EẼ
By the first part of Lemma 6.1, we havẽ
where v * is a value between θ x and θ 0 x. LetR θ n be the first term on the right hand side above. Theñ
If ε is independent of X, then
whereμ k = K 2 (v)v k dv. By Lemma 6.1, we have (27) It is easy to check that E{E θ n R θ n,0 } = 0. Write
where E{R θ n,1 E θ n } = 0 and
Note that E{ρ n (f θ (X))ν θ (X)} = 0. We have By the second part of Lemma 6.1, we havẽ
Similarly, we haveR 
Lemma 5.4 follows from the above equations with R θ n = R θ n,1 + R θ n,2 + R θ n, 3 and B θ n = B θ n,2 + B θ n,3 + B θ n,4 = W θ n + O{n 2ς (γ n + δ θ )/h}.
