Single image dehazing has been a classic topic in computer vision for years. Motivated by the atmospheric scattering model, the key to satisfactory single image dehazing relies on an estimation of two physical parameters, i.e., the global atmospheric light and the transmission coefficient. Most existing methods employ a two-step pipeline to estimate these two parameters with heuristics which accumulate errors and compromise dehazing quality. Inspired by differentiable programming, we reformulate the atmospheric scattering model into a novel generative adversarial network (Dehaze-GAN). Such a reformulation and adversarial learning allow the two parameters to be learned simultaneously and automatically from data by optimizing the final dehazing performance so that clean images with faithful color and structures are directly produced. Moreover, our reformulation also greatly improves the GAN's interpretability and quality for single image dehazing. To the best of our knowledge, our method is one of the first works to explore the connection among generative adversarial models, image dehazing, and differentiable programming, which advance the theories and application of these areas. Extensive experiments on synthetic and realistic data show that our method outperforms state-of-the-art methods in terms of PSNR, SSIM, and subjective visual quality.
Introduction
Haze is a typical atmospheric phenomenon in which dust, smoke, and other particles which greatly reduces the quality and visibility of captured images, thus making difficulty in further perception and understanding. Therefore, haze removal, especially, single image dehazing is highly practical and realistic with wide academic and industry value Zhang et al., 2017b; Qin et al., 2016; Zhu et al., 2018; .
Almost all existing methods typically adopt a wellreceived physical model (see Section III for details) which * Corresponding author: X. Peng is parametrized by the global atmospheric light and the pixel-wise transmission coefficient. To recover the transmission map, various prior-based methods have been proposed, e.g. constant albedo prior [Fattal, 2008] , dark channel prior (DCP) [He et al., 2011; Tang et al., 2014] , colorline prior [Fattal, 2014] , boundary constraint [Meng et al., 2013] , statistically independent assumption [Nishino et al., 2012] , and color attenuation prior [Zhu et al., 2015] . Despite the remarkable performance achieved by these methods, the adopted priors or assumptions are easily violated in practice, especially when the scene contains complex or irregular illumination or corruption.
To overcome the disadvantages of these prior-based methods, recent focus has shifted to developing data-driven methods which are based on deep learning [Cai et al., 2016; Yang et al., 2017] . The basic idea of these methods is utilizing convolutional neural networks (CNNs) to explicitly learn discriminative features from raw data and regress some or all of physical parameters which are further used to recover the clean images. One major disadvantage of these methods is that they employ a two-step rather than end-to-end optimization to produce clean images. Hence the errors within these steps will accumulate, which further results in performance degradation.
On the other side, generative adversarial networks (GAN) have achieved remarkable progress in recent image-to-image translation tasks [Goodfellow et al., 2014; Isola et al., 2017] using a convolutional neural network as image generator and discriminator. Therefore, it is tempting to bridge GAN and singe image dehazing. However, image dehazing is different from other image restoration tasks as haze is a kind of nonuniform and signal-dependent noise. To be specific, the magnitude of haze depends on the depth between a surface and camera, as well as the atmospheric light and the material of objects in the scene. Neglecting such compositional factors will lead to unsatisfactory performance if simply using GAN to generate dehazed outputs. Furthermore, it is difficult to get the ground-truth to learn these parameters as expensive external sensors are typically required. Recently, differentiable programming (DP) [Joey Tianyi Zhou and Goh, 2018] have become popular to formulate the optimization process as a recurrent neural network so that all parameters can be automatically learnt from data without using ground-truths, which have been widely applied in various tasks.
Based on the above observations, we propose a novel single image dehazing method by elaborately reformulating the atmospheric scattering model into a novel generative adversarial network (a.k.a DehazeGAN), inspired by and beyond existing differential programming. The proposed Dehaze-GAN works in an end-to-end manner, which not only learns the transmission map and the atmospheric light magnitude by embracing adversarial learning, but also explicitly outputs the recovered image. Instead of modeling the physical parameters in two steps as [Cai et al., 2016; Yang et al., 2017] did, the DehazedGAN introduces a composition generator using convolutional neural network to simultaneously learn these parameters from raw data and further composite them together with hazy images to generate clean ones. The discriminator of DehazeGAN regularize the recovered image to have faithful color and structures.
The contributions of this work is given in following aspects. On the one hand, we specifically design a novel GAN for single image dehazing, which significantly improves the interpretability of GAN because the intermediate variables directly model two physical parameters in a data-driven way.
To the best of our knowledge, this is one of the first works to marry image dehazing and GAN. On the other hand, this work remarkably advances the boundary of differentiable programming in theory and applications. To be specific, almost all existing differentiable programming studies recast an existing optimization process (e.g. L1-optimization) as a recurrent neural network, whereas this work directly models the physical variables as a GAN. Clearly, our idea is more close to the essence of differentiable programming, namely, treating the neural network as a language instead of a machine learning method and describing the physical world in it. Extensive experiments on synthesized and real hazy image datasets prove that our method can learn accurate intermediate parameters from data to recover clean images with faithful color and structures and achieved state-of-the-art dehazing performance.
Related Works
Our work mainly relates to three topics, i.e., single image dehazing, generative adversarial networks and differentiable programming which are briefly discussed in this section.
Single Image Dehazing
In very recent, interests in single image dehazing have shifted to data-driven methods which estimate the atmospheric light and the transmission map induced by depth from raw data without the help of priors. These approaches could be further divided into sequential method and approximation method. Sequential method [Cai et al., 2016; Yang et al., 2017] first learns a mapping from hazy images to the transmission map and then estimates the atmospheric light using a heuristic approach. As the whole pipeline is not optimized for dehazing, the error in these two separate steps will accumulate and potentially amplify each other, thus resulting in undesirable performance. In recent, proposed an approximation method which absorbs the transmission map and the global atmospheric light coefficient into an intermediate parameter and adopts a neural network to learn it. As the approximation quality is not theoretically guaranteed, sub-optimal performance would be given.
Different from these existing works, we propose a holistic approach that can simultaneously learn these parameters including the recovered images by optimizing the final dehazing quality and preserving the perceptual details.
Generative Adversarial Networks
Recent developments have witnessed the promising performance of generative adversarial networks [Goodfellow et al., 2014; Arjovsky et al., 2017; in unsupervised learning [Peng et al., 2017; . GAN implicitly learns rich distributions over various data such as images and text, whose basic idea is transforming the white noise (or other specified prior) through a parametric model to generate candidate samples with the help of a discriminator and a generator. By optimizing a minimax two-player game, the generator aims to learn the training data distribution, and the discriminator aims to judge that a sample comes from the training data or the generator. Different from these works, this is one of the first works to introduce adversarial learning into single image dehazing. Our work is remarkably distinct from GAN and its variants [Isola et al., 2017] . Specifically, [Isola et al., 2017] proposes a generator using the U-Net architecture by directly mapping input images to output ones. As discussed in Introduction, such an architecture is useful for recovering signal independent noise, whereas the haze is dependent on the underlying scene depth and other physical factors. Hence, a generator without explicit modeling the signal-dependent parameters probably lead to unsatisfactory dehazing results.
Differentiable Programming
Our work belongs to the family of differentiable programming which treats the neural network as a language such that the physical phenomenon could be modeled and parametrized by a neural network, and the model is further optimized in a data-driven way. The first well-known work of differentiable programming may be the Learned ISTA (LISTA) [Gregor and LeCun, 2010] which unfolds a popular 1 -solver (i.e. ISTA) as a simple RNN such that the number of layers corresponds to the iteration number and the weight corresponds to dictionary. LISTA-like paradigms have been explored and applied in a wide range of tasks, e.g. hashing [Wang et al., 2016a] , et al., 2015] , data reconstruction [Joey Tianyi Zhou and Goh, 2018] , etc. Different from existing differentiable programming, our method reformulate the atmospheric scattering physical model instead of existing statistical inference models as a feed-forward convolutional neural network with prior knowledge rather than a recurrent neural network.
End-to-End Adversarial Dehazing
We first introduce the atmospheric scattering model based on which our DehazeGAN is specifically designed, and then further explain the architecture of our network.
Physical Model for DehazeGAN
The proposed DehazeGAN is based on the following atmospheric scattering model:
where I(x) denotes the observed hazy image, J(x) denotes the corresponding clean image, A is the atmospheric light and the transmission map t(x) is induced by the scene depth via
More specifically, t(x) follows an exponential decay of the distance to the camera (i.e., d(x)) and β denotes the scatter coefficient. The formulation shows that if the atmospheric light A and the transmission map t(x) are known, one could easily recover J(x) for I(x). In other words, the key of image dehazing is estimating A and t(x) given J(x).
To estimate A and t(x), most existing methods employ an alternative optimization framework which first estimates t(x) from J(x) with various priors (e.g. dark channel), and then computes A by solving a regression problem. Such a twostep optimization may lead to accumulation of errors, thus resulting in undesirable recovery.
To overcome these drawbacks, we propose DehazeGAN (see Fig. 2 ) which proposes a novel composition generator. The generator is specifically designed to explicitly estimate the transmission matrix T and global atmospheric light coefficient A which are further composited to generate the dehazed image via:
Network Architecture
Our novel generator consists of four modules, namely, a feature extractor G f , a transmission map estimator G t , a global atmospheric light estimator G a and a compositional module.
In details, G f extracts rich features to support accurate estimation of T (i.e., t(x)) and A from G t and G a . The composition module absorbs the input image I and the obtained A and T to generate the dehazed image.
To embrace state-of-the-art neural network, our feature extractor G f consists of four densely connected convolutional blocks is in the form of C(1)-C(3)-C(5)-C(7), where C(k) denotes the convolution with a Relu function, a filter of size k × k and a stride of 1. Fig. 2 illustrates how the dense connections connect from lower layers to higher ones.
The transmission map estimator G t is a fully convolutional network (FCN). To be specific, to estimate the pixel-wise transmission map t, a convolutional layer with the sigmoid function is added on the output of G f . The global atmosphere light estimator is modeled as a classification network which first performs global average pooling on the output of G f and then passes the obtained result into a fully connected layer with three neurons and the sigmoid function.
Our discriminator is similar to [Isola et al., 2017] , which consists of four convolutional layers with a stride of two, which classifies if each N × N patch in an image comes from the ground truth or the generator. Each convolutional feature map will be passed through a batch normalization layer and a leaky-relu to feed into the next convolutional layer. The motivation is that performing regularization to make the generated image as realistic as the ground-truth image in terms of low-level details and high-level structures. Fig. 3 shows the effectiveness of using discriminator in helping yield a sharper image. 
Objective Function
The objective function of our method consists of two terms, i.e., the dehazing loss L r and the adversarial learning loss L g which are used to minimize the reconstruction error and enhance the details, respectively. In mathematical,
where γ is a trade-off factor. Dehazing Loss: To encourage the network recover the image as close as possible to the ground-truth, we minimize the discrepancy between the recovered image I h and the groundtruth I l via
The W , H, and C are the width, height, and channel number of the input image I h . Adversarial Loss In addition to the content losses described so far, we also consider the loss of adversarial learning. More specifically, it encourages the generator G to recover image G(x) as realistic as the ground-truth image y so that the discriminator D is fooled. To the end, the loss is defined based on the probabilities of the discriminator overall training samples as:
Implementation Details
The entire network is trained on a Nvidia Titan X GPU in PyTorch. For training, we employ the ADAM [Kingma and Ba, 2015] optimizer with a learning rate of 0.002 and a batch size of eight. We set γ = 10 −4 through the cross-validation.
Experiments
To demonstrate the effectiveness of our approach, we conduct experiments on both synthetic and natural hazy image datasets which are with a variety of haze conditions. On synthetic datasets, we quantitatively compare the proposed DehazeGAN and seven state of the arts on the indoor and outdoor image subsets of our synthesized dataset in terms of PSNR and SSIM. We also report the running time of our method and the baselines. On natural hazy image dataset, we provide qualitative results to illustrate our superior performance on generating perceptually pleasant recovered images.
Synthesized Dataset
Existing data-driven methods are usually trained on synthesized images that are converted from RGB-D indoor images. However, the colors and texture patterns appeared in indoor images only take a small portion of the natural visual world, which may be insufficient to learning discriminative features for dehazing. Moreover, the depths of indoor images are relatively shallower than that of the natural scene.
To facilitate further research and benchmarking, we create the HazeCOCO dataset (see Fig. 4 ) which consists of 0.7 million synthetic indoor and outdoor images. The dataset is synthesized using the indoor images from the SUN-RGBD dataset [Song et al., 2015] , NYU-Depth dataset [Silberman et al., 2012] and natural images from the COCO dataset [Lin et al., 2014] . 
Metrics
L r L r + L g PSNR 24.56 24.94 SSIM 0.8098 0.9169 Table 1 : Quantitative studies on different losses.
As COCO does not contain the depth information, we generate the depth for the COCO images by using the method presented in . With the images with depth and clean images, we synthesize hazy images using the physical model of Eq. 1 as did. Specifically, we generate the random atmospheric light A = [k, k, k] with k ∈ [0.6, 1.0] and determine the value of β from {0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6}. After generating the hazy images, we randomly choose 85% data for training, 10% data for validation, and a small number of test images to form the indoor and outdoor subsets.
Baselines
Seven state-of-the-art methods are used as baselines in our experiments, which are divided into two groups: prior-based approach and data-driven approach. The first group consists of DCP [He et al., 2011] , BCCR [Meng et al., 2013] , ATM [Fattal, 2014] , and CAP [Zhu et al., 2015] . For the recent proposed data-driven approach, we investigate the performance of DehazeNet [Cai et al., 2016] , MSCNN [Ren et al., 2016] and AOD-Net .
Ablation Study
To better demonstrate the effectiveness of our objective function, we conduct an ablation study by considering the combinations of the proposed dehazing loss L r and the adversarial loss L g . Figure 5 and Table 1 demonstrate qualitative and quantitative results on the HazeCOCO indoor testing data, respectively.
From Fig. 5 , one could see that by further considering the adversarial loss L g , our method obtains images which are sharper and preserve more details. Table 1 shows that the performance of DehazeGAN is consistently improved when more terms are adopted.
Comparisons with State of the Arts
In this section, we conduct comparisons with seven recently proposed methods on synthetic testing data and a natural hazy dataset.
On synthetic dataset: Table 2 reports the average PSNR, SSIM and running time of all methods on the synthesized indoor and outdoor testing sets. From the result, one could see that our method consistently outperforms existing methods by a large margin thanks to our explicit physical modeling and adversarial learning.
On the indoor dataset, our method outperforms the other methods at least 1% in terms of PSNR. The gap between our method and the second best method (DCP) is about 7% in terms of SSIM. On the outdoor dataset, our method again outperforms the second best method by 1.04% and 2.15% in PSNR and SSIM, respectively.
In terms of running time, our method ranks the second best place, which takes about 0.72s for handling one image. Actually, one can observe that end-to-end methods (ours and AOD-Net) are remarkably faster than the off-the-shelf dehazing methods (DCP, BCCR, ATM, MSCNN and DehazeNet). Fig. 6 provides a qualitative comparison on the synthesized Indoor and Outdoor testing dataset. One can observe that • Prior-based methods such as DCP, ATM, and BCCR shows a strong color distortion. The potential reason for such a result may attribute to the inaccurate estimation of the transmission map.
• Although CAP, MSCNN, DehazeNet, and AOD-Net perform better than prior-based methods in quantitative comparisons, the output still contains haze in some scenarios. This could be attributed to their under-estimation of haze level.
• The proposed DehazeGAN shows the best look compared with the ground-truth, which suggests the physical parameters learned by our method is accurate to help recover the clean image. The perceptual loss and adversarial loss regularize the recovered image to have a faithful color with subtle details, as verified in Sec.4.3. Comparisons on real dataset: To demonstrate the generalization ability of the proposed method, we evaluate De-hazeGAN and other methods on three real-world hazy images used by previous works .
From Fig. 7 , one could observe that DCP, ATM, and BCCR show color distortions in foreground regions and background sky. Moreover, the sky of recovered images given by De-hazeNet and AOD-Net still contains haze, which could be blamed by their under-estimation of sky region's haze level. Overall, the proposed method avoids these issues and achieve the best visual result.
Conclusion
This paper proposed a novel method for end-to-end single image dehazing. The proposed DehazeGAN automatically learns the mappings between hazy images and clean images using a novel adversarial composition network. More interestingly, the atmospheric light and the transmission map are explicitly learned during optimizing our generator. Extensive experiments show the promising performance of our method in terms of PSNR, SSIM, running time and visual quality. 
