Abstract-The class imbalance issue has been a persistent problem in machine learning that hinders the accurate predictive analysis of data in many real-world applications. The class imbalance problem exists when the number of instances present in a class (or classes) is significantly fewer than the number of instances belonging to another class (or classes). Sufficiently recognizing the minority class during classification is a problem as most algorithms employed to learn from data input are biased toward the majority class. The underlying issue is made more complex with the presence of data difficult factors embedded in such data input. This paper presents a novel and effective ensemble-based method for dealing with the class imbalance problem. This paper is motivated by the idea of moving the oversampling from the data level to the algorithm level, instead of increasing the minority instances in the data sets, the algorithms in this paper aims to "oversample the classification ensemble" by increasing the number of classifiers that represent the minority class in the ensemble, i.e., random forest. The proposed biased random forest algorithm employs the nearest neighbor algorithm to identify the critical areas in a given data set. The standard random forest is then fed with more random trees generated based on the critical areas. The results show that the proposed algorithm is very effective in dealing with the class imbalance problem.
I. INTRODUCTION

C
LASSIFICATION algorithms have aided the analysis and prediction of data in many real-world application domains. However, learning algorithms encounter difficulties of assigning correct labels to instances when learning from imbalanced data distribution schemes, this is generally referred to as the "class imbalance problem." The class imbalance problem exists when a class(es) commonly referred to as the minority class(es) is under represented when compared against the other class(es), also known as the majority class(es). Such scenario exists in many real-life applications [1] , [2] .
Several approaches initiated to deal with the imbalance problem ranging from externally rebalancing the class distribution to internally tweaking the learning algorithms to adapt to the imbalanced nature, have all accentuated success in varying degrees. Notwithstanding, some researchers have argued that learning algorithms adequately learn from the minority class when they are linearly separable from their majority counterparts [3] . The points at which the minority instances are positioned within the majority instances in an imbalance scheme contributes to the increase in misclassification rate, thus commonly referred to as data difficult factors [4] , but will be referred to as critical or difficult areas in this paper. These factors include, but are not limited to: small disjuncts, class overlap, borderline, noise, outliers, and rare instances [1] . This paper is motivated by the idea of moving the oversampling from the data level to the algorithm level. In other words, instead of increasing the minority instances, the proposed algorithms aims to "oversample the ensemble" by increasing the number of classifiers that represent the minority class in the ensemble (random forest in this paper). Therefore, this paper introduces a hybrid ensemble method-biased random forest (BRAF)-aimed at adequately representing the minority class during classification. BRAF employs the nearest neighbor algorithm to identify the difficult areas in the data set which are the minority instances with their k-nearest majority neighbors. The standard random forest is then fed with more random trees generated based on the critical or difficult areas, resulting in a more diverse ensemble/forest and at the same time biased toward the minority class. The bias in the forest aims to overcome the low presence of the minority class(es).
"Given a data set with imbalanced classes, can extending the decision trees of a random forest to not only learn from the original training set but also from the critical/difficult areas of a given imbalanced data set improve the recognition of the minority instances during classification? How could these difficult areas be discovered? What is the impact of feeding these trees on the ensemble diversity? Thus, the objectives of this paper are as follows. 1) Design a hybrid framework that generates an ensemble that is biased toward the minority class(es). 2) Select a mechanism for defining difficult/critical areas in the input data set. 3) Evaluate and compare BRAF against other state of the art methods using several artificial and real-world binary class-imbalanced data sets. 4) Evaluate the diversity of the new biased forests.
The rest of this paper is structured as follows. Section II briefly explains and reviews some of the related state-of-the-art 2162-237X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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approaches developed to tackle the class imbalance problem. Section III describes the proposed approach, BRAF. Section IV encompasses various measures used in this paper for evaluating BRAF's performance and its experimental outcomes. Finally, Section V summarizes this paper.
II. BACKGROUND
A. Dealing With Imbalance Problems
Methods employed to tackle class imbalance are generally categorized as follows: data-level approaches that aim to reduce the imbalanced data ratio by adding more minority instances (oversampling) or discarding some of the majority instances (undersampling) [5] . These techniques are mostly employed during the data preprocessing phases and are independent of the succeeding learning algorithms. Approaches at the algorithmic level aim at internally modifying algorithms used for classification to sufficiently learn from the minority instances [6] . A detailed understanding of the corresponding algorithm and domain is required when employing methods from this category. Algorithmic approaches include, but are not limited to one class learning [7] , and changing the internal bias [8] , [9] . Also, classified as a category is cost-sensitive learning which could be referred to as a hybrid approach, as it integrates the inclusion of cost to instances (data level), and adjusting the succeeding training processes to accept cost (algorithmic level) [10] . Furthermore, ensemble learning methods learn from data by employing several base classifiers and systemically combining their outcome to produce a single predictive decision.
While the existing methods have emanated varying degrees of success when applied in imbalanced data schemes, this paper concentrates more on the data level and the ensemble categories. The reason is because the motivation of BRAF's concept was deduced from both categories.
Most data-level approaches embed the nearest neighbor rule (NNR) concept which emanates from the hypotheses on the role of the mutual positions of the learning instances in the feature space. Some of such data-level approaches include but are not limited to: synthetic minority over-sampling technique (SMOTE). It creates synthetic minority instances from a chosen point of the line that links a selected minority instance (seed) to its nearest minority neighbor [11] . Borderline-SMOTE creates artificial instances from only those minority instances that are located near the decision border [12] . Safe-level SMOTE [13] and local neighborhood SMOTE [14] generate synthetic minority instances only from examples located in safe areas. Furthermore, adaptive synthetic sampling generates more synthetic instances from the identified difficult regions and lesser instances from safe areas [15] . Also, edited nearest neighbor (ENN) discards majority instances where their two or three nearest neighbors belong to the minority class [16] . Nearest cleaning rule is similar to ENN, but further discards majority instances that surround a minority instance [17] .
B. Random Forest
Ensemble learning systemically combines the learning outcomes of several base classifiers so as to deduce a single prediction that outperforms the outcome of individual base classifiers [1] . The underlying concept centers around analyzing the opinion of different individuals so as to deduce a single sound opinion. An ensemble learning method's effectiveness is mainly dependent on the distinctiveness of the individual base classifiers. Two popular ensemble learning techniques are Baggi ng (Bootstrap Aggregation) [18] and Boosti ng [19] . In bagging, classifiers are trained in parallel on each bootstrap sample generated from the training set. The predictive outcomes made by each classifier are systematically analyzed and a single decision is deduced using majority voting. On the other hand, boosting trains classifiers in a sequential manner. Each succeeding classifier is trained on a reweighted data subset that was misclassified in the preceding phase. A popular boosting method is AdaBoost [20] .
Random forest is a learning algorithm developed by Breiman [21] , which conforms to the bagging concept. It is an ensemble of decision trees; each tree representing a base classifier. Its classification process is implemented by taking a majority vote of the predictions that emanates from the individual trees trained on data subsets generated from the parent training set [22] .
C. Related Work
Several methods that entail the modification of the random forest learning concept have been proposed to deal with the class imbalance problem. Chen [23] proposed weighed random forest (WRF) which embeds the cost-sensitive learning concept. It assigns weight to both classes (minority and majority) of a training set; the minority instances having a larger weight. The weights are embedded in two phases. First to calculate the gini criterion when finding the split of instances. Second, class weights are fixed in each decision tree's terminal node which aids in determining the weighted majority vote. The weighted vote of each decision tree is aggregated so as to deduce a conclusive forest prediction model.
Chen [23] also introduced a balanced random forest (BRF) which incorporates a sampling technique. BRF was proposed to tackle the possibility that some of the generated bootstrap samples might contain fewer or none of the minority instances. The underlying idea of BRF is to systematically undersample the majority class during the generation of bootstrap samples. Furthermore, Chin et al. [23] proposed imbalanced BRF (IBRF) that systematically combined both BRF and WRF while trying to tackle the churn prediction issue in Chinese banks. IBRF's underlying idea was aimed at harnessing the strengths of WRF and BRF. While BRF is more tolerant to noise and also more efficient on large imbalanced data schemes, the cost-sensitive learning embeded in WRF proved to be more effective on classifiers that emanate from decision tree learning methods.
Another related concept employed to tackle class imbalance is UnderBagging [24] . UnderBagging is a combination of undersampling and bagging. The underlying idea can be implemented in two ways. Either the majority class is undersampled before bagging is applied or it is undersampled in each of Pictorially illustrates BRAF's concept for a binary class imbalance scheme. The difficult/critical areas of the Subclus70 data set are identified using k = 5 when defining the nearest majority neighbor parameter. Bootstrap samples are generated from the original training set, T as well as the derived training set, T c . The random trees of the forest are then employed to not only learn from T but also extended to learn from the derived data input T c . the bootstrap sample generation stages. The UnderBagging concept has been applied to varying degrees using dissimilar titles such as QuasiBagging [25] , asymmetric bagging [26] , and roughly-balanced bagging [27] .
The minority class, which is the point of interest, is always under represented in any imbalanced data scheme. A similar scenario is also apparent during the random forest learning process. There exists a high probability that fewer or no minority instances will be present in the generated bootstrap samples, which in-turn, contributes to the insufficient recognition of the minority class [23] .
III. BIASED RANDOM FOREST
This section presents the BRAF which is a simple and effective method that can be combined with any ensemble method. BRAF is motivated by the idea of moving the oversampling from the data level to the algorithm level. In other words, instead of increasing the minority instances in the data set, the algorithm in this paper aims to "oversample the classification ensemble" by increasing the number of classifiers that represent the minority class in the ensemble. This oversampling of the classification ensemble aims to generate an ensemble biased toward the minority class to compensate its low presence in the data set.
The overall structure of the BRAF algorithm is shown in Fig. 1 . First, the nearest neighbor algorithm is employed by the BRAF algorithm to identify the difficult/critical areas in the data set, which are the minority instances and their k-nearest majority neighbors. Second, a standard random forest is generated from all the records in the data set. Third, the standard random forest is then fed with more random trees generated based on the difficult areas, hopefully resulting in a more diverse ensemble/forest and at the same time, biased toward the minority class. The bias in the forest aims to overcome the low presence of instances belonging to the minority class(es).
Another interesting way of looking at BRAF is to consider the first step in which the difficult areas are defined as an aggressive undersampling of the main data input using k-nearest neighbor algorithm. In this scenario, an undersampled subtraining set that contains all the minority instances and their k-nearest majority neighbors are generated from the original training set. Then, the random forest's decision trees are employed to learn from the bootstrap samples generated from the original training set, as well as those generated from the subtraining set.
The BRAF algorithm is detailed in Algorithm 1; given a binary imbalanced training set T , BRAF first divides the data set into: (a) a majority set T maj containing the records from the majority class(es) and (b) a minority set T min containing the records from the minority class(es). Then, the potential difficult areas affecting the minority instances are defined and stored in T c . This is done by finding the k-nearest majority neighbors for each record in T min . The k-nearest majority neighbors shared by two or more minority instances are extracted only once so as to avoid duplication. The decision trees of the forest are applied to not only learn from the bootstrap samples generated from T but are also extended to learn from those generated from T c ; this is done by combing two separate random forests. The first forest R F 1 is generated based on the full data set, T while the second forest R F s is generated based on the under-sampled data set, T c . BRAF uses two parameters to define the size of the generated random forest. The first parameter is s which defines the size of the combined forest, while the second parameter is p, where 0 ≤ p ≤ 1 which is the ratio used to define the size of R F 2 and R F 1 , i.e., the size of R F 2 = p * s and consequently the size of R F 1 = (1− p) * s. 
{Build a first forest based on the critical data set data set of size S × p.} R F = R F1 + R F2 {Combine the two forests to generate the main forest R F.} In the training phase, a random forest applies the bagging concept to iteratively generate subtraining sets (bootstrap samples) with replacements. The generated bootstrap samples contain the same number of records present in their parent training sets. These records are chosen at random. An average of 64% of instances in the parent training sets is available in the bootstrap samples. Randomly choosing instances accentuates a high possibility that some instances will be repeated multiple times while some might not appear at all. This is the point where BRAF's effectiveness is accentuated as the generated bootstrap samples are likely to contain fewer or none of the minority instances. BRAF's concept serves as a boost to enhance random forest's capability to effectively recognize the minority instances in the sense that extracting bootstrap samples from T c (depending on the chosen k-parameter) increases the chances of more minority instances to be present, thereby improving the accuracy of the outcome of the individual trees. This is controlled by the parameter p; the high value of p increases the number of decision trees learning from the difficult/critical areas T c or decreases the number of those learning from the full training set T . The prediction of each individual tree is systematically analyzed to produce a single outcome by applying majority voting. The built classification model is further used to assign labels to unlabelled instances belonging to the test set T s.
IV. EXPERIMENTAL STUDY
This section shows the performance of the proposed BRAF method. The aim of this section is as follows. 1) Analyze the performance of BRAF using different parameters, i.e., k the number of neighbors and p the ratio of difficult areas T c . 2) Show the performance gain of BRAF when compared to the standard assemble methods. 3) To compare the performance of BRAF with similar methods, in particular, data-level oversampling methods (BRAF could be seen as a method for over sampling the assignable instead oversampling the data). 4) Analyze the diversity of the proposed BRAF methods, as diversity has been used to explain the success of several ensemble methods, theoretically and practically [28] .
A. Evaluative Performance Metrics
In classification, accuracy is commonly used as a performance metric for measuring the percentage of correct predictions made. Accuracy has, however, proven not to be a suitable metric to be exerted in a class imbalance scenario as it is biased toward the majority instances and maintains a high percentage of accuracy even when all the minority examples are misclassified. Being that the minority class is the point of interest, other performance measurement metrics such as receiver operating characteristic, area under curve, F-measure (FM), and G-mean which is adopted in this paper.
B. Data Sets
Experiments were carried out using 21 imbalanced binary data sets. 12 of these data sets are artificial data sets from the Knowledge Extraction based on Evolutionary Learning (KEEL) repository [29] . They all have 800 examples with an imbalance ratio (IR) of 1:7. Their majority instances were invariably spread around the minority instances taking the shapes of a paw, several subclusters, and a clover as depicted in Fig. 2 . The minority instances in the paw data set were decomposed into three elliptic smaller regions with two of its regions situated near each other. The minority instances in the clover data set are organized in an order that portrays a flower with elliptic petals which make them nonlinear and more difficult for an algorithm to learn from. While in the subcluster data set, minority instances are placed in rectangular shapes which are uniformly surrounded by the majority instances. To increase their difficulty, the disturbance ratio of their underlying borderline and small disjunt examples were increased by 30%, 50%, and 70%, respectively. Furthermore, nine real-world application data sets were downloaded from the University of California Irvine (UCI) Machine Learning Repository repository [30] . These data sets have varying degrees of IRs, and contain few or no safe minority examples [31] . For example, the minority examples in the Herbaman data set are made up of 10 safe, 21 outlier, and 51 borderline instances. See Table I for their description, including the number of instances, number of features, and IR.
C. Experimental Setup and Analysis
In order to analyze and understand the performance of the proposed BRAF method, different sets of experiments were carried out, where the performance of the BRAF was compared against the performance of some other state of the art methods. Also, we tested BRAF (with and without SMOTE) using different k-parameters. Furthermore, in order to understand the behavior of the BRAF, diversity analysis was also carried out. In this analysis, we measured BRAF's level of diversity between the decision trees as compared against a base random forest algorithm.
In all experiments, the algorithms were run using 10-fold cross validation. The knn employed ranged between 1 and 50, while 100 decision trees were interchangeably used to learn from each of the training sets. Each experiment was run 10× using 21 data sets. Geometric mean (GM) and FM were used to evaluate the classification performance. Furthermore, BRAF's diversity was evaluated using the dis-agreement measure [32] . The base random forest classifier parameters were tuned by evaluating the RF parameters, the same parameters have been used for both the RF and BRAF.
1) Performance Analysis: Table II shows the performance comparison between BRAF's k values and the random forest base classifier. BRAF's results were generated using the size of the forest s = 100 and k = 1, 10, and 20. In all the experiments p = 0.50, which means that half of the forest is build based on the original training data T , while the second half is based of the difficult areas data set T c . G-mean and FM are used as evaluative measurement metrics. The results depicted are the average of 10 runs ± standard deviation. The best overall results for each data set are marked with (*). The aim of this experiment is to ascertain the effectiveness of different K s applied in BRAF when selecting the nearest majority neighbors for the difficult areas set. A total of 19 data sets were used; 7 real-world and 12 artificial data sets from the KEEL and UCI repositories, respectively.
BRAF performed better when compared against the random forest base classifier across all data sets when using FM as a performance metric. However, when using Gmean, random forest performed slightly better than BRAF on Breast, Clover0, Haberman, and Pima data sets.
As mentioned earlier, the target of the experiments is not to show that BRAF outperform other state-of-the-art methods, instead the target is to: 1) show that it is possible to improve the performance of an assignable on imbalanced data sets by making it biased toward the minority class and 2) compare the performance of BRAF with similar methods, in particular, data-level oversampling methods (BRAF could be seen as method for over sampling the assignable instead oversampling the data). In order to achieve the second point, the BRAF was compared with SMOTE as it is a widely used over sampling method. SMOTE, as any sampling method is not a stand-alone classifier, but it can be used in conjunction with any classifier. Table III compares the performance of BRAF (with and without SMOTE) against the base classifier RF with SMOTE. Several configurations of SMOTE were tested and best settings were used for both RF and BRAF. Unlike RF, and as expected, BRAF did not perform well when combined with SMOTE as the data became more balanced. Moreover, as given in Table III , the performance of BRAF decreases with the increase in the number of neighbors k. However, the performance of the BRAF without SMOTE is very competitive and has outperformed RF+SMOTE on several occasions, especially on the GM measure.
BRAF's best results were also compared against other stateof-the-art methods that have proven to improve classification performance in difficult class imbalance scenarios. They include, SMOTE [11] , TempC [33] , and AdaBoost [20] . The experiment was carried out on nine real-world application data sets using G-mean as an evaluative performance metric. BRAF's best results were selected from K = 1 − 50. As can be deduced in Table IV , BRAF performed better than the random forest base classifier, SMOTE, and AdaBoost on all data sets except on Breast where AdaBoost performed slightly better. TempC was slightly competitive against BRAF as it performed better on the Bupa, Car, and Yeast data sets. As shown in the results, the k value could have an impact on the and performance of BRAF may vary from one data set to another because, different data sets may have different landscapes. In order to demonstrate this, Fig. 2 pictorially illustrates the impact of k on two data sets; Colver70 and Paw70. These data sets were selected as both are artificial data sets with two attributes each which makes it is easier to visualize. Based on the experiments in this paper, the default recommended values for our BRAF method are (k = 10 and p = 0.5). Also, the imbalance ratio between the majority and minority labels should be taken in consideration when selecting the k value, as in SMOTE and other oversampling methods, it might be useful to increase the k value with the increase in the imbalance ration to compensate the difference between the labels. Moreover, BRAF could be easily combined with almost any parameter tuning and hyperparameters optimization methods suitable for random forest, in particular, or machine learning in general [10] , [34] .
2) Execution Time Analysis: This section provides a computational cost analysis of the proposed BRAF approach in comparison with SMOTE and RF as given in Table V . The results are in milliseconds and based on "system time" which is not very accurate but gives a good indication of the execution time. Also, the results are the average of 100 runs to compensate the inaccuracy of the method. A number of neighbors k or 1 are used for both BRAF and SMOTE. BRAF training time is similar to SMOTE but slightly higher than RF as expected. With respect to the testing/operational time which is the most important factor as training is done offline, BRAF and RF testing times are almost identical as given in Table V , this is because BRAF generates a set forest of random trees as in RF and SMOTE.
3) Statistical Significance: Paired t-test is one of the common ways to show that the superiority of one set of results over the second set against a set of data set is nonrandom. However, in the context of classification, Demsar [35] shows the t-test suffers from a few weaknesses; the main point is related to the size of the sample, unless the two classifiers are compared on a large number of data sets or in dependant runs (30 data sets or more), the t-test is valid only if the differences between the two compared results are distributed normally. Therefore, assumptions of the paired t-test are not met in this paper. It is important to mention here, repeating 10-cross validation three times on the same data set does not satisfy the t-test condition as the runs should be independent.
Demsar [35] suggests the Wilcoxon signed-rank test as a suitable alternative to the paired t-test if the t-test conditions are not satisfied. Wilcoxon signed-rank test is a nonparametric test, hence does not require the difference in the results to be normally distributed. The test is based on the rank of the difference in the performance between the two classifiers on each data set. 
4) Diversity Analysis:
Diversity is one of the most important properties of a classifier ensemble [36] . Diversity has been used to explain the success of several ensemble methods, both in theory and in practice [28] . In addition, Wang and Yao [37] analyzed the impact of diversity on ensemble performance against the class imbalance problem.
Diversity, in its basic form, is the degree to which the classifiers of each ensemble take different decisions on the same set of instances. Several methods for measuring diversity between base classifiers have been proposed [38] . One of the widely used methods is the disagreement measure [32] which was employed in this paper. It measures the diversity between individual decision trees based on the assertion that two decision trees are divergent when trained on same training set. Given two decision trees c i and c j , let n(a, b) be the size of the training set on which the classification decision of c i and c j is a and b, respectively, e.g., n(1, 1) means the number of classifiers that agreed on the same label 1. The diversity between the two decision trees is measured by
Diversity between the entire set of the decision trees is then determined by taking the average of the pairs of the decision trees
Since for any two of the decision trees
Random forest implicitly enforces diversity by employing the random subspace algorithm to deduce splitting features from the attribute space for each root node of the individual Fig. 3 . BRAF's diversity, the y access is diversity of the assemble, the x excess shows the p ratio, p = 0 is equivalent to the standard RF, while ratio p = 0.5 means half of the trees in the assemble are generated form the difficult areas T c .
trees [39] . BRAF boosts the already existing implicit diversity by externally generating more bootstrap samples from the difficult areas data set, T c . It could be logically ascertained that the bootstrap samples generated from T c would be different from those generated from the full data set T thereby creating diversity among the individual learning trees. The diversity between the individual trees was measured using di sagr eement measur e. Table VII shows the result of BRAF compared against the random forest base classifier. 19 data sets were used; 7 real-world application and 12 artificial data sets. As could be deduced from Table VII, BRAF enforced higher diversity across all data sets. Also, it was noted that there was BRAF's increase in diversity as p (the parameter for defining the number of trees learning from the difficult areas, T c ) increases. An extension of this observation is pictorially illustrated in Fig. 3 shows BRAF's diversity, the y access is diversity of the assemble, the x excess shows the p ratio, p = 0 is equivalent to the standard RF, while ratio p = 0.5 means half of the trees in the ensemble are generated form the difficult areas T c .
V. CONCLUSION
Class imbalance is one of the main data challenges in classification, sampling (i.e., undersampling and oversampling) is one of the widely used methods which is applied on the data level. In this paper, we presented a novel, simple and effective approach for dealing with class imbalance. Rather than increasing the minority instances in the data set, the algorithm proposed in this paper aims to "oversample the classification ensemble" by increasing the number of classifiers that represent the minority class in the ensemble. The proposed approach could be combined with any ensemble classification method. In this paper, we adopted the random forest as it is one of the most successful and widely used classification ensemble methods. The proposed BRAF algorithm uses the nearest neighbor algorithm, which is employed by the BRAF algorithm to identify the difficult/critical areas. Then, a standard set of random forest trees is fed with more trees generated from difficult/critical areas only.
In our future work, we will investigate the relationship between the number of neighbors k and the characteristics/structure of the data set. We will look at applying BRAF concept on other ensemble classification methods. In the future, we also aim to investigate to use optimization methods to automatically discover the best performing parameters. Also, we intend to employ a genetic algorithm aimed at optimizing the best k value.
