A sharp generalization of a result of Rudin and Anderson on divergent sums of the Taylor coefficients for functions in the disk algebra is obtained.
Introduction
In a paper of Rudin [3] , he pointed out the isometric embedding of the Hardy space H 1 on the open unit disk into the Lebesgue space L 1 on the unit circle. Along the way, he coined the terms Hadamard and Paley sequences and pointed out the theorem of Paley in [2] can be interpreted as every Hadamard sequence is a Paley sequence.
In that paper, he proved four theorems about relations between Fourier coefficients and Paley sequences using Parseval and Hahn-Banach theorems.
Let A denote the disk algebra, that is the space of all functions analytic on D = {z : |z| < 1} and continuous on D with supremum norm. In the last result, he proved the following Theorem 1 For any increasing sequence {n k } of positive integers, there exists a function
This is in sharp contrast with the theorem of Paley [2] , which states that ∞ k=0 |c n k | 2 < ∞ for any h(z) = ∞ n=0 c n z n ∈ H 1 and for any gap sequence {n k } of positive integers.
Later, Anderson [1] provided a constructive proof of theorem 1 with the condition
replaced by a stronger one, namely
where ε is an arbitrary positive number. Anderson also remarked that indeed we can get even stronger results, such as
and so on. Instead of logarithmic or power functions or specific types of functions, it is more desirable to ask whether we can have
where φ is an arbitrary function which goes to 0 slower than x 2 as x → 0. The answer is affirmative. Our main result is Theorem 2 For any increasing sequence {n k } of positive integers, and for any function φ :
We will follow the approach in [1] . The crucial part of the proof is in coming up with the right ψ and η functions of the Anderson approach for an arbitrary φ function. However, unlike the proof in [1] , there will be some delicate inequalities involving different epsilon powers.
Proof of Theorem 2
Let m 0 = 2. Since lim x→0 + φ(x)/x 2 = ∞, we can define a sequence of positive integers {m k } ∞ k=1 inductively such that for k = 1, 2, . . . , we have m k ≥ m 2 k−1 and
Then
Since for every h(z) = ∞ n=0 c n z n ∈ A, we have c n → 0, it suffices to find a function h(z) ∈ A such that ∞ k=1 ψ(|c n k |) = ∞.
For n = 1, 2, . . . , define
. So for k = 1, 2, . . . ,
Note also that for k = 2, 3, . . . ,
Let B 1 = 1. We can obtain an increasing sequence of positive integers {B n } inductively such that for n = 2, 3, . . . , we have B n > m n 3 and
Suppose n ≥ 2 and r > B n . Then m k < r ≤ m k+1 for some k ≥ n 3 . Note that
Hence, 1/m k+1 < n −2 η(r) < η(r) < 1/m k . This implies that
Next, we define two sequences of polynomials {f n }, {g n } by
where {ν n } is an increasing sequence of integers satisfying ν 1 = 1, ν n > n−1 j=1 ν j and α(n) = n j=1 ν j ∈ {n k } for n ≥ 2. For |z| = 1,
Since n k=0 (1 + η 2 (k + 1)) converges, say to M 2 , we have |f n (z)|, |g n (z)| ≤ M for all n ≥ 1 and |z| ≤ 1. Define
for |z| ≤ 1, h(z) converges uniformly on D and so h ∈ A. Note that g n (z) = z α(n) + terms of lower degree, so the coefficient of z α(r) in h(z) is n −2 η(r) for B n + 1 ≤ r ≤ B n+1 . Write h(z) = Since 2 n+1 /n 4 → ∞ as n → ∞, we conclude that ∞ k=1 ψ(|c n k |) = ∞.
