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Quantum systems, when interacting with their environments, can exhibit complex non-equilibrium
states that are tempting to be interpreted as quantum versions of chaotic attractors. Here we propose
an approach to open cavity dynamics based on the unraveling of the corresponding master equation
into an ensemble of quantum trajectories. By using the concept of “quantum Lyapunov exponents”
[I. I. Yusipov et al., arxiv: 1806.09295], we demonstrate that ‘chaotic’ and ‘regular’ regimes of
the intra-cavity dynamics can be identified. The chaotic regimes are marked by the emergence
of power-law intermediate asymptotics in the distribution of photon waiting times. The photon
counting statistics can be retrieved by monitoring photon emission in experiment. Therefore, chaotic
regimes can be identified without additional measurements (and thus disturbance) of the intra-cavity
dynamics.
Dissipative quantum chaos has remained in the shadow
until relatively recent time. That is, attention has been
focused on investigation and implementation of coher-
ent (unitary) quantum dynamics, defining the long term
trend in quantum technology. The situation is dramat-
ically changing now, due to the recent progress in such
experimental fields as cavity quantum electrodynamics
[1], quantum optical systems [2], artificial atoms [3] and
polaritonic devices [4]. All these systems are open, i.e.,
they interact with their environments, and Hamiltonian
description is not longer valid to model their dynamics
[5, 6].
As a result of the dominance of ‘unitary’ quantum
paradigm, a theory of dissipative Quantum Chaos, i.e.,
the relation between classical dissipative chaos and the
properties of corresponding open quantum systems is not
yet established. This is in a sharp contrast to the profound
understanding of the spectral signatures of Hamiltonian
quantum chaos [7–10].
There is ample evidence that asymptotic states of open
quantum systems driven out of equilibrium can exhibit
structures similar to classical chaotic attractors, when pro-
jected onto a classical phase space. Such projections can
be realized, for example, by means of quantum trajectories
or implementing Husimi or Wigner distributions [11–16].
However, quantification of dissipative quantum chaos is
remaining a controversial issue. One of the most recent
approaches attempts to match variations in the spectral
properties of Lindblad generators or its zero-eigenvalue el-
ement (that is a asymptotic density matrix [17, 18]) with
transitions between regular and chaotic regimes in the
corresponding mean-field models [13, 14, 19, 20]. How-
ever, despite yielding interesting results, it still remains
essentially empirical.
Generalizing the concept of Lyapunov exponents (LE)
to open quantum systems is a promising alternative. The
starting point here is calculation of the largest exponent,
based on the quantum analogue of the classical effect of
local instability. This program implies unraveling of the
solution of the master equation into a set of quantum
trajectories and estimating the divergence rate between
two initially close trajectories or, similar to the classical
case, performing a time-series analysis of a single quantum
trajectory.
For a long time the only realization of this idea has been
restricted to the framework of ‘continuous measurements’,
which deals with trajectories of the stochastic Schro¨dinger
equation [21–26]. Recently, we introduced the quantum
LE based on the so-called ‘quantum trajectory’ unraveling
[27], represented by an ensemble of quantum trajectories
marked by discrete, jump-like dissipative events [28–31].
While this opens the way to theoretical characterization of
quantum chaos in physically relevant setups, for example,
in the context of quantum optics and cavity systems [6],
the experimental estimation of LE presents a challenge.
In this paper we propose an alternative and experimen-
tally feasible approach to hallmark chaos in open quantum
systems. We find that the transition to quantum chaos
in the periodically modulated quantum Kerr cavity is
associated with the appearance of intermediate power-law
asymptotics in the statistics of waiting times between
successive ‘quantum jumps’, which are events of photon
emission from the cavity. We provide an analytical esti-
mate for the waiting time distribution, and demonstrate
that deviation from the Poisson statistics, characteristic
of regular dynamics, can be understood by the random-
like evolution anzatz for dynamics on quantum chaotic
attractors.
Models.– In the Markovian approximation framework
(weak coupling limit to environment), the evolution of an
open quantum system can be described by the Lindblad
master equation [5, 18],
%˙ = L(%) = −i[H, %] +D(%), (1)
where the first term in the r.h.s. captures the unitary
evolution of the system, and the second one describes
the action of the environment. We consider a photonic
mode in an open cavity, periodically modulated by an
external coherent field. Its unitary dynamics is governed
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2by a Hamiltonian
H(t) =
1
2
χaˆ†2aˆ2 + iF (t)(aˆ† − aˆ), (2)
Here, χ is the photon interaction strength, aˆ† and aˆ are
photon creation and annihilation operators, and nˆ = aˆ†aˆ
is the photon number operator. F (t) = F (t+ T ) presents
periodic modulation. In particular, we choose a two-
valued quench-function within one full period T ; more
specifically, F (t) = A within 0 < t ≤ T/2 and F (t) = 0
for the second half period T/2 < t ≤ T . We limit the
possible number of photons in the cavity mode to N , thus
the system Hilbert space has dimension N + 1 and can
be spanned with the N Fock basis vectors, {|n + 1〉},
n = 0, ..., N .
The dissipative term involves a single jump operator:
D(%) = V %V † − 1
2
{V †V, %},
V =
√
γaˆ,
(3)
which describes interaction of the mode with the zero-
temperature bath, in other words, emission of photons by
the cavity. The dissipative coupling constant γ is assumed
to be time-independent. Throughout the paper we will
take χ = 5 and γ = 0.05.
We employ quantum Monte-Carlo wave function (‘quan-
tum jump’) method to unravel deterministic equation (1)
into an ensemble of quantum trajectories [28–31]. It re-
casts the evolution of the model system in terms of pure
states and wave function, ψ(t), governed by an effective
non-Hermitian Hamiltonian,
ψ˙ = Hψ − i
2
V †V ψ. (4)
The norm of the wave function decays according to
d
dt
||ψ|| = −ψ∗V †V ψ, (5)
and as it reaches a threshold η, repeatedly chosen as
i.i.d. random number from [0, 1], a random jump is cal-
culated, that is scattering in the dissipation channel as-
cribed by V , and the norm is reset to ||ψ(t)|| = 1. Evo-
lution under Eq.(4) is repeated until the next quantum
jump. For the model Eqs.(2,3), the quantum jumps cor-
responds to emission of a photon by the cavity and is
an experimentally measurable event. The density matrix
can then be sampled from a set of Mr realizations as
%(tp;Mr) =
1
Mr
∑Mr
j=1 |ψj(tp)〉 〈ψj(tp)|, which, given an
initial pure state ψinit for Eq. (4), converges towards the
solution of Eq. (1) at time tp for the initial density matrix
%init = |ψinit〉 〈ψinit|.
An observable, that can be calculated for each trajec-
tory
ξ(t) = 〈ψ†(t)|aˆ|ψ(t)〉, (6)
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FIG. 1. (Color online) Classical-quantum correspondence in
chaos development and Lyapunov spectrum in dependence
on modulation amplitude A. Mean-field model (a) top panel:
color-coded histogram for the generated stroboscopic map,
bottom panel: Lyapunov spectrum (includes λ = 0 for a time
variable, horizontal dashed line). Quantum model (b) top
panel: color-coded probability distribution for Re(ξ) in the
asymptotic regime (the maximal element normalized to 1),
T = 1, N = 200.
has a phase variable counterpart in the nonlinear equa-
tion for the classical model, obtained in the mean-field
approximation N →∞
ξ˙ = −1
2
γξ + F (t)− iχ|ξ|2ξ, (7)
that will be further used to match quantum and classical
dynamical regimes. Both models display chaotic attrac-
tors, that are typically of good correspondence (see an
example in Fig. 1).
Quantum Lyapunov exponent. – To calculate the largest
LE we employ the recently proposed method [27], where
one evolves a fiducial and auxiliary trajectories, ψf (t)
and ψa(t), under Eq. (4), in the spirit of the classical
LE calculation [32]. The latter trajectory is initialized
as a normalized perturbed vector ψinita = ψ
init
f + εψr,
produced with random i.i.d. entries in ψr and ε  1.
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FIG. 2. (Color online) Finite time LEs converging to λ = 0
(regular) and λ ≈ 0.3 (chaotic regime) for three individual
trajectories per case. Based on observable ξ(t): A = 0.05, T =
0.05 (blue), A = 4.0, T = 2.0 (red) and n(t): A = 0.05, T =
0.05 (green), A = 4.0, T = 2.0 (orange). Here N = 200.
The fiducial and perturbed observables, ξf (t) and ξa(t),
typically remain close to each other over many quantum
jump events; as the difference in the observables gets
over a threshold, ∆(tk) = |ξf (tk) − ξa(tk)| > ∆max ,
the perturbed state is set back closer to the fiducial one
along the mismatch direction ψf (tk) − ψa(tk), so that
|ξf (tk)− ξa(tk)| = ∆0; the wave vector gets normalized
and the occurred growth rate recorded, dk = ∆(tk)/∆0
[33]. The largest LE is routinely estimated following the
divergence of a chosen observable as λ(t) = 1t
∑
k ln dk
[32].
We make use of a recent high-performance realization
of the quantum jumps method [34], generate Mr = 10
2
different trajectories for averaging, leave t0 = 2·103T time
for relaxation towards an asymptotic state, and follow
the dynamics of fiducial and auxiliary trajectories for up
to t = 103T . We demonstrate convergence of LEs to
asymptotic values in the regular and chaotic regimes and
confirm that the result is essentially independent on the
choice of observable, also following the dynamics of cavity
population number, n(t) = 〈ψ†(t)|nˆ|ψ(t)〉 (Fig. 2).
Upon tuning parameter values, the nonlinear mean-field
equations display complex dynamics, including period-
double route to chaos, cf. Fig. 1(a). There a representative
diagram is constructed by means of the stroboscopic map,
ξk = ξ(t0 + kT ), generated by the flow, Eq.(7). The
largest classical LE becomes positive with emergence of
the chaotic attractor, while another is remaining negative,
and the one corresponding to the time variable is simply
zero.
Depending on parameter values, interaction with the
environment can strongly localize quantum trajectories
on the classical ones [11, 12, 22, 23]. Our case is notably
different, so that the resulting structure of the probabil-
ity distribution for ξ has only a qualitative resemblance,
see Fig. 1(b), top. Nevertheless, working in the essen-
tially quantum regime, we reproduce the emergence of
the positive largest quantum LE following the structural
chaotization of the asymptotic solution, see Fig. 1(b).
To obtain a general picture, we performed an extensive
calculation of the classical and quantum largest LEs and
obtained the phase diagrams for the amplitude – mod-
ulation period parameter plane (Fig. 3(a,b)). Both the
mean-field and quantum models produce similar complex
structures of regular and chaotic regimes.
Waiting time distribution. – The quantum Lyapunov
exponent is insightful for theoretical analysis, but its ex-
perimental estimation, e.g. by time series analysis, would
be a hard problem, if solvable at all. Therefore, it is worth
turning attention on the measurable quantities, that could
bear footprints of quantum dissipative chaos. Emission of
photons by a cavity mode due to interaction with a bath,
a keyhole in the cavity dynamics [35–38], is the natural
candidate for investigation. In the studied system it is
the only dissipation channel and corresponds to quan-
tum jumps. In the following we derive the distribution
of waiting times between successive jumps and estab-
lish hallmarks of regular and chaotic quantum dynamics,
analytically and numerically.
Evolution of the wave vector norm between quantum
jumps at times {tk} is governed by Eq.(5). The norm
decay from ||ψ(tk−1)|| = 1 to the random jump thresh-
old ||ψ(tk)|| = ηk is approximately exponential with an
average rate sk, so that τk = tk− tk−1 = − ln(ηk)/sk. De-
noting ζ = − ln(ηk), we get the probability distribution
Wζ(ζ) = exp(−ζ). If an asymptotic density distribution
has a regular structure (e.g. unity matrix or unimodal
distribution) then s ≈ const, and the intervals between
jumps also follow Poisson distribution, Wτ (τ) = exp(−τ).
Another example is a bimodal asymptotic solution, a
result of the quantum analogue of period doubling bifur-
cation [14], also a regular one, that would produce just a
superposition of two exponents.
However, when a system is in the chaotic regime, the
evolution on the quantum attractor should produce a
random-like behavior of sk with some probability distri-
bution Ws(s). This conclusion is particularly transparent
for the system under study, Eqs.(2,3), as V †V = γnˆ, and
d
dt
||ψ|| = −γn(t)||ψ||, (8)
subject to chaotic evolution of the observable n(t), cf.
Fig.4(a). Taking into account that ηk and sk are indepen-
dent, one obtains
Wτ (τ) =
∞∫
0
se−τsWs(s)ds. (9)
Assuming for simplicity that Ws(s) is evenly distributed
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FIG. 3. (Color online) Phase diagram in the driving – period of modulation parameter plane for the periodically modulated (a)
mean-field and (b) open quantum cavity models. The color-coded quantum LE indicates regular and chaotic regimes. Here
N = 200.
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FIG. 4. (Color online) (a) Quantum trajectory wave function evolution for A = 4.0, T = 2.0 (color) and expectation n(t) (blue
line). (b) PDF of average decay rates, Ws(s), between quantum jumps. Here N = 200.
in a finite interval [s0; s0 + ∆s], and s0  ∆s (cf. the
actual distribution, Fig.4(b)) one arrives at
Wτ (τ) ∼ e−s0τ
(
s0
τ
+
1
τ2
)
. (10)
It recovers the non-Poissonian scaling for τ < 1/s0, which
in numerics is observed as a power law Wτ (τ) ∼ τ−α, or
a mixture of power laws α ∼ 2, followed by a crossover to
an exponential cutoff for τ  1/s0.
We now give numerical support to our result. The
key finding concerns the probability distribution of the
time intervals between successive quantum jumps, that
becomes strongly non-Poissonian with the power-law in-
terval for positive quantum Lyapunov exponent (Fig. 5).
The two-parameter plane screening confirms the obser-
vation in a wide region of quantum chaos, yielding the
power law exponent range of α ∼ 1 . . . 3, in accordance
with the analytical estimate (10).
In conclusion, we demonstrated that the power-law in-
termediate asymptotics in the photon waiting time statis-
tics is a ‘symptom’ of dissipative quantum chaos, which
is characterized by the positive quantum Lyapunov expo-
nent. This phenomenon originates from the random-like
dynamics of an effective norm decay rate during evolution
on the quantum chaotic attractor. Our findings give a new
outlook on the dynamics of open quantum systems, espe-
cially in such fields as quantum electrodynamics, quantum
optics, and polaritonic devices, where photon emission
statistics is a well established tool to monitor dynamics
of a system [35–38], thus paving a way to experimental
quantification of dissipative quantum chaos. Potential
5(a)
10-1 100 101
10-4
10-2
100
(b)
1 2 3 4 5
1
2
3
4
5
0
1
2
3
4
FIG. 5. (Color online) (a) PDF of time intervals between quantum jumps for selected parameter values, A = 0.1, T = 0.1 (blue),
A = 2.3, T = 2.3 (cyan), and A = 4.8T = 4.8, cf. color matched points in (b), power-law and exponential fits. (b) the heat map
for the power law exponent on the amplitude–period of modulation parameter plane, black color indicates its failure. Here
N = 200.
links to self-organized criticality [39, 40] and Le´vy flights
(a concept recently used to model power-law flip statis-
tics of open spin systems [41]) is a promising direction of
research.
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