Abstract-Shot boundary detection (SBD) is an important preprocessing step for video manipulation. Here, each segment of frames is classified as either sharp, gradual or no transition. Current SBD techniques analyze hand-crafted features and attempt to optimize both detection accuracy and processing speed. However, the heavy computations of optical flow prevents this from happening. To achieve this aim, we present an SBD technique based on spatio-temporal Convolutional Neural Networks (CNN). Since current datasets are not large enough to train an accurate SBD CNN, we are the first to present a very large SBD dataset that allows deep neural networks techniques to be effectively applied. Our dataset contains more than 3.5 million frames of sharp and gradual transitions. The transitions are generated synthetically using image compositing models. Our dataset contain additional 70,000 frames of important hardnegative no transitions. We perform the largest evaluation to date for one SBD algorithm, on real and synthetic data, containing more than 4.85 million frames. In comparison to the state of the art, we outperform dissolve gradual detection, generate competitive performance for sharp detections and produce significant improvement in wipes. In addition, we are up to 11 times faster than the state of the art.
I. INTRODUCTION
With the wide adoption of digital video, the demand for editing and manipulating video content is in continuous rise. This, however, requires better understanding of videos and their composition. Videos are composed of different camera shots placed after each other. A video shot transitions into another through several forms of visual effect. These visual effects can be classified into two main categories: sharp and gradual [1] as shown in Figure 1 . The former is a sudden change of the shot over 1 frame, while gradual transitions occur over multiple frames. Gradual transitions are further classified into dissolve and non-dissolve. The former includes cases such as semi-transparent graduals, fade in and fade out (see Figure 1 ). Non-dissolve are dominated by wipes (see Figure 1 ). Wipe graduals have a much wider variety than the dissolve graduals.
Video post-processing techniques are in rising popularity and they cover a wide range of applications. This includes video coding [2] , visual quality enhancement [3] , [4] , graphics rendering [5] - [7] , video understanding [8] , [9] and many others [10] , [11] . Such post-processing techniques, however, are based on assumptions, some of which can be violated during shot transitions. For instance, many techniques assume the presence of one layer at one spatial point, an assumption heavily violated during dissolve transitions. This can lead to unpleasant artifacts as in the case of 2D-to-3D conversion (see Figure 2) . Here, the disparity maps can undergo strong artifacts during gradual transitions. Hence, detecting video transitions and assigning a special treatment for them during post-production is an important and desirable step. However, with the high computational demand of many post-production techniques, as well as the real-time requirement of some, shot boundaries detection (SBD) needs to be performed with both high detection accuracy and very fast processing speed.
Current SBD techniques analyze hand-crafted features [1] , [12] - [20] . Fast techniques analyze only spatial information such as intensity histogram [13] , [19] , edges [15] , mutual information and others [16] - [18] , [20] . Such techniques, while being fast, generate poor detection. To boost detection, motion information is incorporated through optical flow [1] , [12] , [21] , [22] . However, the heavy computations of optical flow [23] - [25] make such techniques slow. As SBD techniques are commonly used as a pre-processing step for video manipulation, optimizing both their detection accuracy and processing speed is important. This, however, remains a challenging problem.
We present DeepSBD, a fast and accurate shot boundary detection through convolutional neural networks (CNN). We exploit big data to achieve high detection performance. In addition, we exploit the parallelizable nature and common GPU implementations of CNNs to achieve fast processing speed. Our technique takes a segment of 16 frames as input, and classifies it as either gradual, sharp or no-transition. It analysis both spatial and temporal information through an effective 3D convolutional network for video processing, inspired by C3D [26] .
To train our network, we need a well-annotated very large dataset. Despite datasets already exist from the TRECVID challenge and others [1] , [27] , experiments show they are not sufficient to train a high accuracy CNN solution. In addition, the vast majority of these datasets are used for testing and evaluating different techniques, and hence should not be used for training. To overcome this problem, we present a very large SBD dataset with clean and accurate annotations capable of training a highly accurate CNN SBD solution. This also allows us to test on all available TRECVID data (3.9 million frames) [1] . The first dataset portion, SBD Syn, is generated synthetically using image compositing models. It contains 220,339 sharp and gradual segments, each segment contains 16 frames. The second portion, SBD BT, contains 4,427 no transition segments. They are carefully manually annotated in a way to improve detector's precision; they act as hardnegatives. We optionally use 1 TRECVID release (2005) and another SBD dataset of Baraldi et al. [27] to further improve performance. These datasets have 18,027 total transitions with prior annotations. That is only 7% of all training datasets.
Aspects of novelty of our work include:
1) The first CNN SBD technique. We outperform dissolve gradual detection, generate competitive performance for sharp detections and produce significant improvement in wipes. In addition, we are up to 11 times faster than the state of the art. 2) Introduction of a new very large SBD dataset for training an accurate CNN model. Our dataset contains 3.5 million frames of synthetic transitions and 70,000 frames of hard negative no-transitions. 3) A large wipes dataset containing 1.1 million frames.
We will release all our data-sets and code to encourage future research. 4) The largest SBD evaluation to date on 4.85 million frames. 3.9 million frames are from all TRECVID years [1] while most of the rest are synthetically generated. The next section reviews the state of the art. Here, we discuss the main components of our solution including current SBD techniques, current available SBD datasets and CNN solutions for video spatio-temporal analysis. We then present our SBD solution with emphasize on our detection system and our dataset generation process. Section IV presents detailed Fig. 2 . A figure illustrating the importance of shot boundary detection during 2D-to-3D conversion. Here, we show consecutive frames from two sequences. For each frame we show its original RGB image (left) and the corresponding disparity map (right) as estimated by the 2D-to-3D conversion technique of Bae et al. [7] . The disparity maps is a gray-scale image where white represents objects close to the screen. Note how the disparity captures the humans outlines before and after transitions (first and last frame). During gradual transition, however, the outline is severely destroyed. This is because gradual transitions violate the single layer model used by many video processing techniques. Hence, it is desirable to detect such gradual transitions and to give them a special treatment during post-processing. For this, shot boundary detection is essential.
results and analysis. The results are also supported by a supplementary material (in .pdf format, please examine). Section V is conclusion.
II. STATE OF THE ART
A. Shot Boundary Detection Techniques SBD techniques [1] , [12] , [13] , [22] extract features and analyze them temporally. Detection is then performed by finding temporal profiles that fit the examined transition model. Sharp transitions undergo a sudden change in the temporal profile over one frame. Gradual transitions exhibit a more stretched change in time. Current SBD techniques are classified into two main categories: spatial-only and spatio-temporal analysis based. The former estimates the temporal profile by comparing only spatial features [1] , [12] - [20] . A number of spatial features are used such as color histograms [13] , [19] , edges [15] , mutual information and Entropy [16] , wavelet representations [12] , SURF [28] and many others [17] , [18] , [20] , [29] .
Spatial-only SBD methods generate conservative detection accuracy with fast processing speed. Spatio-temporal techniques use optical flow to make detection more robust to scene and camera motions [12] , [14] , [30] , [31] , [31] . Such motions can arise due to camera movements and shakiness and often confuse the detection process. Hence, optical flow [23] - [25] between neighboring frames is estimated and removed through frame interpolation. Analysis of the temporal profile is then proceeded as in the spatial-only techniques. Here, motion compensation often reduces false detections of SBD. The main drawback of spatio-temporal techniques, however, is the heavy computations of optical flow.
Among the rich SBD literature, four of the best performing and/or most recent techniques are Liu et al. [22] , Yuan et al. [32] , Lu et al. [13] and Priya et al. [12] . Lu et al. focuses more on generating fast results and hence they do not incorporate motion information. Their technique is based on assessing temporal discontinuities through HSV histogram. Priya et al. [12] proposed a wavelet based feature vector that measures four main quantities: color, edge, texture, and motion strength. The feature vector is extracted for each frame of a sequence and the temporal profile is estimated through frame differencing. Liu et al. [22] uses a large number of features including color, histogram, edge, motion and related statistical features. Liu et al., Priya et al. and Yuan et al. all focus on high detection accuracy. This, however, comes with the high cost of optical flow. Furthermore, the techniques of Apostolidis et al. [28] and Berladi et al. [29] were recently released. They analyze only spatial information such as SUFR and HSV/color histogram and hence often generate conservative performance with fast processing speed.
To the best of our knowledge, Liu et al. [22] is the latest wipe detector. A candidate transition segment is proposed and the difference between each frame and the start and end frame is calculated. This generates two curves, one for the start and another for the end of the segment. For wipes, the curves should have opposing gradients and somewhat linear. Furthermore, to reduce errors due to camera and object movements, motion compensated frame differencing is used.
B. SBD Datasets
Between the years 2001 to 2007, the National Institute of Standards and Technology (NIST) [33] maintained data for the TRECVID shot boundary detection (SBD) challenge [1] . The dataset contains a wide variety of content including color, gray-scale, indoor, outdoor, outer-space and different levels of noise. The dataset has a total of 4,333,153 frames with 24,423 transitions, 64% of which are sharp. The rest are gradual. Transitions were manually annotated in a way to distinguish between sharp and graduals. Four more releases from a different challenge were maintained by NIST that contain data relevant to SBD. The releases are T2007t, T2007d, T2008 and T2009, containing 34,765,424 frames with 155,902 transitions. The annotations of these data, however, do not distinguish between sharp and graduals. Finally, one more data release related to SBD was generated by Baraldi et al. [27] . Here, the authors addressed the different application of video scene segmentation.
We collected all the SBD related dataset. However, some TRECVID data appear not to exist anymore and/or they can not be tracked. Despite being a large dataset, several factors prevent them to be used for training. First, most of T2001 and T2002 should be removed due to their poor annotations. In addition, at least T2007 and the rest of T2001 should be removed as they are commonly used for evaluation [12] , [13] , [22] . This leaves at most 15,163 sharp and 7,274 gradual annotations from TRECVID and Baraldi et al. [27] . Experiments show this is not sufficient to train an accurate SBD CNN.
C. Spatio-temporal analysis using CNN Our solution analyzes both spatial and temporal information through CNN. Hence, our network is related to the literature on video classification. Karpathy et al. [34] proposed multiple approaches for extending the connectivity of CNN to take advantage of the spatio-temporal information. Results show that CNN can generate strong improvement over handcrafted features. However, the multiple frame models showed a modest improvement compared to the single-frame model. Next, Simonyan et al. [35] proposed a two stream CNN network for video classification. One network analyzes the spatial information while the second analyzes the optical flow field. Their approach generates significant improvement over the single frame model of [34] .
Tran et al. [26] presented the first single stream CNN that incorporate both spatial and temporal information at once. Their approach takes multiple frames as input and examines them with 3D spatio-temporal convolutional filters. They handle the problem of activity recognition and performed evaluation on the UCF101 dataset. They outperformed all previous work, including [34] , [35] . In addition, their technique is fast as does not require optical flow estimation.
Our solution is a full Shot Boundary Detection (SBD) system consisting of a CNN-based classification step, a merging step and a post-processing step. At the core of our CNNclassification is a spatio-temporal architecture inspired by Tran et al. [26] . Unlike Tran et al. [26] , however, our architecture uses batch normalization. Furthermore, our solution contains a component for generating very large well annotated datasets for training our SBD. Results show that all components of our solution, including dataset generation and our full SBD system, play an important role in outperforming the state of the art, both in detection accuracy and processing speed. Table I ). The output of fc8 is fed to an SVM and labels are assigned. Consecutive segments with the same labeling are merged. Finally, false alarms of gradual transitions are reduced through a histogram-driven temporal differencing. 
III. OUR APPROACH

A. Algorithm Design
We present a technique for automatic detection and classification of shot boundaries. We name our technique DeepSBD. A video is divided into segment of frames. Each segment is assigned one of three labels: 1) sharp transition, 2) gradual transition or 3) no transition. We use segments of length 16, with an overlap of 8. Each segment is fed to a deep 3D-CNN that analysis both spatial and temporal information. Our network, C3D sbd, is inspired by [26] and is trained from scratch for shot boundary detection. The last feature layer is fed to an SVM classifier. This gives the first labeling estimate. Consecutive segments with the same labeling are merged and the result is passed to a post-processing step. The step reduces false positives with little motion. For such segments, we estimate the color histogram of the first and end frame. We measure the Bhattacharyya distance between these histograms. If the distance is small, we declare this segment as no-transition. We use an OpenCV implementation for both color histogram and Bhattacharyya distance, which is very fast. Figure 3 shows an overview of our detection system. Our network, C3D sbd, consists of five 3D convolutional layers (see Table I ). All convolutional layers are followed by Rectified Linear Unit (ReLU) and pooling layers. The first two convolutional layers are followed by Local Response Normalization (LRN). Two fully connected layers exist, fc6 and fc7, each containing 2049 neurons. The last fully connected layer fc8 contain only 3 neurons, one for each class (sharp, gradual and no transition). In comparison to [26] , C3D sbd uses batch normalization after the first two convolutional layers.
Label - 
B. Dataset Generation
Training an SBD CNN requires a large and well-annotated dataset. We present two datasets, SBD Syn (Table II) and SBD BT (Table III) . SBD Syn is generated synthetically while SBD BT is generated in a way to improve detector's precision, through bootstrapping. Figure 4 shows the process of generating both datasets. We first use SBD Syn with T2005 and Baraldi et al. to train from scratch our solution. We run this solution on data from T2007t/d, T2008 and T2009. Due to the massive size of these datasets, however, we only examine segments originally annotated as any form of transition. Note that original annotations here do not distinguish between sharp or gradual. We closely examine segments detected as graduals. We manually filter them into three classes: gradual, sharp and no transitions. The no-transition represent complicated hard-negative cases such as illumination variation and fast motion (see Figure 5 ). Finally, we train from scratch a final solution using both SBD Syn and SBD BT. We optionally use T2005 and Baraldi et al. to further improve performance. Results show that SBD BT has a great impact in reducing false detections and improving the overall performance. The supplementary material shows images from the datasets of SBD Syn and SBD BT in Figure 1 and Figure 2 .
SBD Syn: Table II shows the content of SBD Syn. Images from this dataset is shown in the supplementary material ( Figure 1 ). The dataset is generated synthetically through image compositing models [36] . A transition is modeled as a linear combination between the underlying shots
Here, I t denotes the observed frame at time t, while B and F are the content from the previous and next shots respectively. α is the mixing parameter between both shots while x denotes image pixels. The values and distribution of α define the type of shot transition. If no transition exist, then (α t , α t+1 ) = (1, 1). A sharp transition, however, have a sudden temporal change with (α t , α t+1 ) = (1, 0). For gradual transitions, α changes over time from 1 to 0. This change occurs over a set of frames and hence (α t , .....α t + N ) = (1, ., ., 1 − t/N, ., 0). N is the transition duration and t is the frame index where t = 0 denotes the last frame of the previous shot. Here, the inbetween α values are non-binary. This generates the dissolve nature of most gradual transitions ( Figure 1 ). For wipes, α is spatially-varying aswell as temporally-varying.
To generate SBD Syn we need to define F , B and α in Eq. 1. F and B must not contain any shot transitions. We use the T2007t/d, T2008, T2009 and their annotations to find such frames. We sample F and B in a way to ensure a large offset from the nearest transition. Sharp transitions are generated by applying Eq. 1 with (α t , α t+1 ) = (1, 0). Gradual transition generation, however, is more complex. For SBD Syn we focus on dissolve gradual generation. We randomly select the transition duration N , where N <= 16. We also randomly select the transition start and end frames for both B and F . We draw N α samples, where α is modeled with a uniform distribution. We sort all α values in descending order and apply Eq. 1 for each of the N frames.
We train C3D sbd using balanced data for sharp, gradual and no-transition. We experimented with different data sizes. We found 40,000 segments for each class generate good results. We also train the SVM for sharp and gradual using 110,000 segments for each. For CNN, we use a step learning policy. Learning rate starts with a value of 0.0001 and is reduced gradually by a factor of 10 every two epochs. We use a batch size of 20, and train the model for 6 epochs. That is two epochs for each learning rate of 1e-4, 1e-5, and 1e-6. The momentum value is 0.9. All these values were set empirically to optimize performance. We also found empirically that SVM works better with features from fc8 as opposed to fc6 and fc7. T2007t  19398  19439  T2007d  13656  19607  T2008  39047  32456  T2009  44158  32578  Total  116259  104080  TABLE II 
Datasets Synthetic Gradual Synthetic Real
IV. RESULTS
We performed experiments on real data as well as on synthetically generated data. We examined 4,683,552 frames, 81.8% of which are real. Our work is the largest SBD evaluation to date for one algorithm. We asses performance quantitatively using precision (P), recall (R) and F-score (F). Here, we use the standard TRECVID evaluation metric [1] where a transition is detected if it overlaps with the annotations by at least one frame. We report the per-transition performances. During comparison we highlight the best performing technique in bold. To account for possible mis-annotations and system error in such large experiment, we claim a technique is superior only if it achieves more then 0.5% P, R, or F improvement over the second best performing technique. Techniques with 0.5% difference are claimed as competitive. We train two models, both using our datasets DSB Syn and SBD BT. One of them uses few real data from T2005 and Barladi et al. , denoted by r, at most 7% of the total training data. Both models are competitive to each other. We report results with r in the paper and report the other model in the supplementary material.
We compare against the latest techniques (Lu et al. [13] , Priya et al. [12] , Apostolidis et al. [28] and Berladi et al. [29] ) as well as the best performers in the 7 years of the TRECVID challenge (Yuan et al. [21] and Liu et al. [22] ). These tech- videos names  T2001a BOR10 001, BOR10 002, NAD57, NAD58,  anni001, anni005, anni006, anni007, anni00,  anni009, anni010  T2001b BOR03, BOR08, BOR10, BOR12, BOR17   TABLE IV  VIDEOS OF T2001A AND T2001B niques show the compromise between detection accuracy and processing speed commonly present in SBD. Lu et al. [13] is the fastest of all, but generates conservative performance. Priya et al. [12] , Liu et al. [22] and Yuan et al. [21] generate better performance. However, at the cost of heavy optical flow computation. Our results show that DeepSBD optimizes both detection accuracy and processing speed over all current techniques. That is, we outperform gradual detection, generate competitive performance for sharp transitions and produce significant improvement in wipes detection. In addition, we are up to 11 times faster than the state of the art. More detailed results are reported in the supplementary material.
A. Real Sequences
We evaluated our technique on all seven TRECVID releases, from 2001 to 2007. They have a total of 3,831,648 frames, with 8,545 gradual and 14,602 sharp transitions. No test data was included in the training. Table V shows performance evaluation on 6 sequences commonly used in Lu et al. [13] and Priya et al. [12] . The sequences are from T2001a (see Table IV ) and present challenging videos from outer-space. The videos include cases such as global illumination variation, smoke, fire and fast non-rigid motion. We outperform Lu et al. in all sequences for both gradual and sharp transition. Furthermore, we outperform Priya et al. in the vast majority of sequences in both transition types. [12] used a slightly different approach for evaluation than the one recommended by TRECVID [1] . TRECVID recommends estimating the average performance per transition. However, [12] estimated the average performance per sequence. Furthermore, Priya et al. tested on 17 sequences, 7 of which were included in their training set. This biases the results towards Priya et al. [12] . Hence, for fair comparison these 7 sequences should be removed from the 17 test sequences and the comparison should be done on at most 10 sequences. To illustrate this point, we examined our technique with different sizes of the test dataset. Each column of Table VI Figure 6 (a) shows the precision-recall curves for our DeepSBD on all real TRECVID sequences. Table XVI shows the combined fscore for the RAI dataset [37] . Here, we compare against the techniques of Apostolidis et al. [28] and Berladi et al. [29] . Results show that we significantly outperform both techniques. The supplementary material (Table II-XVI) shows the per sequence results for each of the TRECVID and RAI dataset examined by our technique. This includes much more statistics e.g. true positives (TP), false positives (FP), false negative (FN) and so on.
Table X examines different test configurations for DeepSBD. SVM on fc8 generates better results than on fc6. The post-processing (pp) step improves the performance, especially for T2007. The best performance is obtained with fc8+svm+pp. Figure 7 shows failure cases in gradual transition detection. Too long transitions can get misclassified as False negatives (FN). Here, no enough temporal difference is captured over our 16 frames window. FN can also be generated when both shots have similar texture and color. False positives are largely generated by computer graphics content. Such content have a gradual-like effect. However, they are not semantically classified as a shot transition. Table I shows the significance and importance of our datasets SBD Syn and SBD BT in generating high accuracy detections. We evaluate DeepSBD on T2007 with six different training sets: 1) R 3-5 2) R 3-6 3) R 3-6 + BT, 4) S + r, 5) S + r + BT and 6) and S + BT. S and BT is short for our datasets SBD Syn and SBD BT. R 3-6 represent TRECVID real videos and annotations from 2003 to 2006. r is T2005 and Baraldi [27] . Results show that training with R 3-5 generate poor performance. In addition, it limits us to testing on just 3 data-sets (T2001a, T2006 and T2007). Adding T2006 to training improves performance but limits our testing further to 2 data-sets (T2001a and T2007). Adding our bootstrapping data SBD BT (BT) improves precision and performance significantly. This shows the high quality and importance of our SBD BT. The best performance, however, is D1-anni5 D2-anni6 D3-anni9 D4-anni10 D5-NAD57 D6-NAD58 Lu et al. [ this option allow us to test on all TRECVID videos, except T2005. Removing r from the training generates the second best performance. This, however, allow us to test on all TRECVID videos, including T2005. The experiment shows the significance and importance of our data-sets. We performed this experiment on several test sets and we found S + r + BT and S + BT are always the top and competitive to each other (see supplementary material, Table. 1). This shows the significance of our datasets and their generation process (Section III-B).
B. The importance of our datasets
C. Controlled Experiments
We generated a synthetic test-set. Our dataset contain 53,324 segments, divided equally between gradual, sharp, wipes and no-transitions. Each segment is 16 frames long. We generated gradual and sharp transition using image compositing as we did for SDB Syn (see Eq. 1). Here, we constrain the shots to come from two different UCF101 videos [38] . We present the first large wipes dataset, containing 1.1 million wipe frames (20% test). They are also generated using Eq. 1. Here, however, the opacity values α have more complicated spatiotemporal patterns than sharp and gradual transitions. Figure 8 shows some of the 196 α mattes we used. The supplementary material, Figure 3 , show frames from our wipes dataset. We call our synthetic UCF dataset UCF101 SBD. We train the model using SBD Syn, SBD BT and the synthetic wipes. This model generates 4 classes. Table XII evaluates DeepSBD on UCF101 SBD. We generate high performance for all classes, including wipes. Performance is higher than the ones previously reported on the TRECVID sequences. This could be due to the highly accurate annotations of UCF101 SBD. Figure 6 (b) compares our wipe detector against the state of the art of Liu et al. [22] . We evaluate Liu et al. using two strategies. The first examines all frames of UCF101 SBD. The second, '+', examines only frames not detected as gradual nor sharp transitions by DeepSBD. Our technique outperform both approaches significantly.
D. Processing Speed
We examined a TRECVID video of duration 4,096 seconds containing 102,400 frames. We ran the test-phase of DeepSBD with different batch sizes as input. The GPU performs n Real-time speed-up factor DeepSBD 19.3 Liu et al. [1] , [22] 3.24 Priya et al. [12] 1.76 Yuan et al. [32] 2.43 iterations until all 102,400 frames are processed. The smaller the batch size, the more iterations required and hence the more time required to process all frames. However, the less memory required. Experiments shows that the processing speed gain from 10 to 100 batch size is not significant. That is between 16-19.3 real-time speed up factor. We use Titan X, a GPU commonly used for deep learning applications. [32] . The supplementary material shows more analysis of the processing speed in Figure 4 -5 (Section II).
E. Deep Analysis on Network Responses
We randomly selected two segments (16 frames) from UCF101 and synthetically generated a sharp and gradual transition using Eq. 1. We treated one of the two sequences as no-transition. We examined all segments using DeepSBD. 
V. CONCLUSION
We presented the first CNN technique for shot boundary detection. Current techniques compromise between detection accuracy and processing speed and use hand-crafted features. We exploit big data to optimize both accuracy and speed. This is important as SBD is a common pre-processing step for video manipulation. We present two large datasets containing 3.57 million frames. One set is generated synthetically while the other is carefully annotated through bootstrapping. We outperform state of the art gradual transition detections, generate competitive performance in sharp transitions and produce significant improvement in wipes detections. Our approach is up to 11 times faster than the state of the art. Future work can examine computer graphics content more closely. We will release our datasets and code to encourage future research. Figure 1 shows samples from the gradual transitions class of our dataset (SBD Syn). Our data is synthetically generated through image compositing. It is diverse, containing a wide variety of colors, texture, objects, motion and so on. Figure 2 shows hard negative samples from our bootstrapping data (SBD BT). The samples contain challenging cases that commonly confuse gradual transition detectors e.g. fast motion, fast zoom in, illumination changes, object occlusion, strong lighting, and so on. Figure 3 shows 10 sequences from our synthetically generated wipes dataset. The sequences show some variety of the alpha mattes used to generate wipes.
Tab. I shows the significance and importance of our synthetic SBD Syn and bootstrapping SBD BT datasets in generating high accuracy detections. We evaluate our technique, DeepSBD, on different datasets with six different training sets: 1) R 3-5 2) R 3-6 3) R 3-6 + BT, 4) S + r, 5) S + r + BT and 6) and S + BT. S and BT is short for our datasets SBD Syn and SBD BT. R 3-6 represent TRECVID real videos and annotations from 2003 to 2006. r is T2005 and Baraldi. Results show that training with R 3-5 generate poor performance. In addition, it limits us to testing on just 3 data-sets (T2001a, T2006 and T2007). Adding T2006 to training improves performance but limits our testing further to 2 data-sets (T2001a and T2007). Adding our bootstrapping data SBD BT (BT) improves precision and performance significantly. This shows the high quality and importance of our SBD BT. The best performance, however, is generated when both our datasets SBD Syn and SBD BT with r are used for training. In addition to the highest performance, this option allow us to test on all TRECVID videos, except T2005. Removing r from the training generates a competitive performance. This, however, allow us to test on all TRECVID videos, including T2005. The experiment shows the significance and importance of our data-sets. We performed this experiment on several test sets and we found S + r + BT and S + BT are always the top and competitive to each other. This shows the significance of our datasets.
Tab. II-XVI shows detailed per video results for different testing sets. For each testing dataset, we report the results using two different training-sets (S+r+BT and S+BT). We show: the number of transitions (#T), true positives (TP), false positives (FP), false negatives (FN), precision (P), recall (R) and Fmeasure (F). Figure 4 -5 examines the processing speed (test-phase) of our technique with different batch sizes as input. We ran our model on 6,394 segments. Each segment is 16 frames long, and hence our test-set contains 102,304 frames. Figure 4 reports the total processing speed in seconds while Figure 5 reports the real-time speed up factor. Tab. XVII shows detailed analysis of this experiment. For each batch size we ran our technique twice to ensure consistency. Results show that the processing speed gain from 10 to 100 batch size is not significant. Thats between 16-19.3 real-time speed up factor. Figure 6 visualizes the feature response of our technique. We show the visualization of two different image sequences. For each sequence, we randomly selected two segments (16 frames) from UCF101 and synthetically generated a sharp and gradual transition using image compositing models. We treated one of the two sequences as no-transition. We examined all segments using our technique, DeepSBD. Figure 6 shows the heat map of some Conv5 filter responses for each transition type. The filters are stacked next to each other, in blocks. The green grid shows some filters' borders. Time is the y-axis and space is the x-axis. Vertical space is averaged over the horizontal space. Sharp transitions have abrupt responses in the time axis in form of bright horizontal lines. Gradual transitions have blurred responses in the time axis. No transitions do not show a specific response pattern. The learned patterns of the three classes capture meaningful and discriminative information for the different types of shot transitions. Such information generate high detection accuracy as shown through out our results. Fig. 1 . 100 frames from the gradual transition class of our dataset. This data is generated synthetically through image compositing. Fig. 2 . Hard negative samples from our bootstrapping dataset. We carefully selected these samples through a semi-automated process. They represent complicated cases such as illumination variation, fast motion, occlusion and so on. Fig. 3 . 10 sequences from our synthetically generated wipes data-set. Each row shows frames from one sequence. The dataset is generated using image compositing models with a wide variety of alpha mattes. 
II. PROCESSING SPEED
III. DEEP ANALYSIS ON NETWORK RESPONSES
