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1.1 Supercooled liquids and the glass transition
Glasses are disordered materials that lack the periodicity of crystals but behave mechanically
similar to solids. Such disordered solids are ubiquitous in our world, e.g., window glass, optical
ber, plastics, photovoltaic cells, and so on. Window glass is primarily composed of sand, lime, and
soda and is important in building applications. Most optical bers are composed of highly puried
silica. Amorphous silicon is now used in almost all photovoltaic cells. Most engineering plastics are
amorphous solids. In addition, amorphous metal alloys are used in industrial applications. Glasses
clearly play a signicant role in modern life.
The most common way of making a glass is to cool a liquid, while simultaneously avoiding
crystallization. Figure 1.1 shows the specic volume (or enthalpy) as a function of temperature for
a typical liquid at a constant pressure [32]. Cooling a liquid from high temperatures may cause
crystallization to occur at the melting point Tm. This rst-order phase transition usually results
in a decrease in the specic volume (or the enthalpy). However, if the liquid is cooled suciently
fast, then crystallization can be avoided [4]. A liquid at a temperature below the melting point,
i.e., a liquid in the supercooled state, is called a supercooled liquid. As shown in Fig. 1.1, the
specic volume, enthalpy, and other thermodynamic properties of a supercooled liquid can be
obtained by extrapolation: the properties of a liquid at temperatures below the Tm are determined
using the properties of a liquid at temperatures above the Tm. Thermodynamically, the crystal is
regarded as the equilibrium state below the melting point Tm, whereas the supercooled liquid state
is considered to be metastable. Nevertheless, the supercooled liquid can be regarded as being in the
equilibrium state as long as no crystal nuclei are present. When the supercooled liquid is further
cooled, the motion of the molecules decreases until the glass transition temperature (Tg) is reached,
at which point the molecules no longer rearrange signicantly. Molecular liquids near the Tg may
require minutes or hours to reorient for molecules less than 10 A in diameter. Liquids require a
rearrangement of the molecules to nd the equilibrium specic volume, which results in a deviation
of the experimentally measured value of the specic volume from the equilibrium value, as shown
1
Figure 1.1: Thermodynamic properties of a typical liquid. Specic volume (or enthalpy) versus
temperature at constant pressure is plotted. A slow cooling rate produces a glass transition at Tga,
whereas a fast cooling rate leads to a glass transition at Tgb. (Adapted from Ref. [32].)
in Fig. 1.1. At temperatures below the Tg, the time scale for molecular rearrangement exceeds the
time scale of the experimental observation. Therefore, the structure of the liquid appears to be
frozen for all practical purposes and is called a glass. It is important to emphasize that the glass
transition is not a rst-order phase transition dierent from crystallization. The glass transition
is not a phase transition. The glass transition is a kinetic event with a time scale for molecular
rearrangement that is longer than the experimental time scale. Glass is therefore not a crystal or
liquid crystal but remains a liquid with a structure that is frozen on the time scale of experimental
observation. Thermodynamically, the glass is considered to be out of equilibrium. In contrast to
a supercooled liquid, a glass is continually relaxing toward a more stable state, i.e., a local free
energy minimum, which is too slow to measure.
Figure 1.2 shows the temperature dependence of the viscosity  for various supercooled liquids.
As the T approaches the Tg, the viscosity  increases dramatically. At temperatures near the Tg,
 is extraordinarily sensitive to temperature T . In Fig. 1.2, Tg is dened as the temperature at
which the viscosity  reaches 1013 poise. For SiO2 and GeO2, the temperature dependence of  is
well described by the Arrhenius functionality:






where A and E are temperature-independent, and kB is the Boltzmann constant.  is reasonably
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Figure 1.2: Dynamical properties of supercooled liquids. The logarithm of viscosity versus the
inverse of temperature is plotted for various materials. Temperature T is scaled by glass transition
temperature Tg. (Adapted from Ref. [32].)
well represented for other liquids using the Vogel-Tammann-Fulcher (VTF) equation:






where A, B, and T0 are temperature-independent. When T0 = 0, the VTF equation reduces to the
Arrhenius functionality. On the basis of the temperature dependence of the viscosity , supercooled
liquids have been classied as strong or fragile [4; 5]. Strong liquids (e.g., SiO2) show Arrhenius
dependencies for the viscosities  and typically have a network structure of covalent bonds. In
contrast, fragile liquids (e.g., o-terphenyl) show non-Arrhenius behavior and typically consist of
molecules interacting through nondirectional and noncovalent interactions. In this dissertation, a
fragile model liquid (soft-sphere liquid as described in Sec. 1.2.B) was used.
In addition to the equilibrium properties of the glass or the supercooled liquid, as described
above, the properties that are far from equilibrium are also important and valuable. One way
to make a glass or a supercooled liquid in the non-equilibrium state is to apply a steady shear
ow [102; 131]. As the shear rate _ increases, the viscosity decreases dramatically. This non-
Newtonian behavior is known as shear-thinning [17; 90; 131]. The examination of the properties
of a liquid in the sheared non-equilibrium state is valuable because a broad understanding of the
glass transition and the rheological behavior of dissipative system (e.g., granular materials and
foams) is provided [85]. Figure 1.3 shows a schematic illustration of the phase diagram of glass
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Figure 1.3: A schematic illustration of the phase diagram of glass and jamming transitions. The
glass transition occurs in the inverse density and temperature plane. The jamming transition occurs
in the inverse density and load plane. (Adapted from Ref. [85].)
and jamming transitions. Here, the load is also considered in addition to the temperature and the
density. The load is, for example, the shear stress applied on the materials. The glass transition
occurs in the (inverse) density and temperature plane. In contrast, in a dissipative system, the
thermal uctuations can be ignored, and the jamming transition occurs in the (inverse) density
and load plane. Studies of a glass or supercooled liquid in the sheared non-equilibrium state can
contribute to the understanding of both the glass and jamming transitions. Furthermore, studies
of non-equilibrium properties can also contribute to the development of non-equilibrium statistical
mechanics.
The glass transition phenomenon is well known. However, the fundamental mechanism of the
glass transition is not fully understood, although a large number of theoretical, experimental, and
numerical studies attempted to further our understanding [24; 32; 37]. To contribute to under-
standing the molecular process in the glass transition, the focus of this dissertation is the dynami-
cal properties of a supercooled fragile liquid using molecular dynamics simulations. The quiescent
equilibrium and sheared non-equilibrium states were considered to provide a broad understanding
of supercooled liquids. It should be noted that in this dissertation, liquids near the Tg, i.e., the
glass transition, were examined from the point of view of the liquid; however, the point of view of
the solid, including the glassy state far below Tg, is also an important subject of research [6].
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1.2 Simulation methods and models
1.2.A Molecular dynamics simulation
Computer simulations are very powerful tools that aid in the understanding of the properties of
liquids, solids, and dense gases at the microscopic level. Simulations provide essentially the exact
results for a given potential model. There are two classic approaches to computer modeling: the
Monte Carlo simulation and the molecular dynamics simulation [3; 39]. The Monte Carlo simula-
tion is designed to generate static congurations of the system, whereas the molecular dynamics
simulation solves the classical equations of the motion of the particles. The Monte Carlo simulation
is often more ecient for investigating the static properties of a glass, while the molecular dynamics
simulation allows time-dependent phenomena to be studied. Molecular dynamics simulations were
used extensively in this dissertation to examine the dynamical properties of a supercooled liquid.
The dynamics of liquids become very slow in the supercooled state. Therefore, simulations were
performed on the supercooled liquid over a long duration of time.
For the simulations, the system was rst carefully equilibrated under canonical conditions. A
duration of at least ve times the structural relaxation time  was used as the equilibration period
to minimize the aging eects for various parameters, including the pressure and density correlation
functions. Once equilibrium was established, the data were acquired under the microcanonical












where ri and pi denote the position and the momentum of the ith particle, and F i is the force acting
on the ith particle. Figure 1.4 shows a schematic picture of the molecular dynamics simulation.
In the sheared non-equilibrium state where a steady shear ow was applied, the Lees-Edwards
boundary condition was used to maintain the shear ow on the supercooled liquid. The following






+ ri  ru;
dp0i
dt
= F i   p0i  ru;
(1.4)
where u is the streaming velocity, and p0i = pi  miri  ru are the momentum deviations relative
to the mean Couette ow of the ith particle. By using a Gaussian constraint thermostat, viscous
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Figure 1.4: Illustration of the particle conguration in the molecular dynamics simulation. The red
particles and the blue particles are the particle species 1 and 2, respectively.










The data were acquired and accumulated in the steady state, which can be realized after transient
waiting periods. A detailed description of the molecular dynamics simulation method can be found
in references [3; 39].
1.2.B Soft-sphere binary mixture
The liquid used in the simulation model was a three-dimensional soft-sphere binary mixture com-
posed of two dierent atomic species, 1 and 2, with N = N1 +N2 particles. The particles interact











where r is the distance between two particles, a is the particle size, and a; b 2 1; 2. The interaction
was truncated at r = 3ab. Note that this model liquid is a fragile liquid. Many studies have
performed molecular dynamics studies on the soft-sphere model liquids since early times [10; 11;















































Figure 1.5: The T temperature dependence of (a) energy and (b) pressure in the equilibrium state.
The size ratio 2=1 = 1:2 prevents crystallization and produces an amorphous state at low tem-





The system was an equimolar mixture, i.e., 1 = 2 = 0:5. The volume fraction  of the particles






22) = 0:57; (1.9)
where the overlapped regions are doubly counted. The system was in a densely packed state as is
visually demonstrated in Fig. 1.4. According to the Henderson and Leonard theory [10; 11; 53], a
binary mixture may be fairly well mapped onto a one-component soft-sphere liquid with an eective







where x1 = 1= = 0:5 and x2 = 2= = 0:5 are the compositions of the two components. As in
the one-component case, the thermodynamic state is characterized by a single parameter (eective







The freezing point of a one component system is approximately T = 0:772 ( e = 1:15) [89]. For the
simulations in this dissertation, the temperature was set to be T = 0:772 0:253 ( e = 1:15 1:52).














































(b) Density time correlation function
Figure 1.6: Plots of (a) the static structure factor S(k) versus wavenumber k and (b) density time
correlation function F(k; t) at k = 2 versus time t. The temperature was T = 0:772  0:253.
Figure 1.5 shows plots of the macroscopic variables, energy and pressure. Distances, times, and
temperature were measured with units of 1, 0 = (m1
2
1=)
1=2, and =kB, respectively. In this
system, the potential energy is much larger than the kinetic energy, and the pressure is very high.
In addition, gure 1.6 shows the static structure factor S(k) and the density correlation function




he(k; 0)e( k; 0)i ;
F(k; t) = he(k; t)e( k; 0)i ;
(1.12)
where e(k; t) is a density variable representing the degree of particle packing [131] and is dened
as the following:





exp( ik  r1j) + 32
N2X
j=1
exp( ik  r2j): (1.13)
The static structure factor S(k) has a rst peak value at approximately the wavenumber k = 2,
as can be seen in Fig. 1.6(a). At small wavenumbers k, S(k) is much smaller. In this sense,
the system is highly incompressible over long distances. In Fig. 1.6(b), the decay of F(k; t)
is plotted at the wavenumber k = 2 (the rst-peak wavenumber of the static structure factor).
The relaxation time of F(k; t) increases dramatically with decreasing temperature T , whereas
the static structure factor does not signicantly change with temperature. Thus, the calculations
successfully simulated the dramatic decrease in molecular motion and glassy behavior.
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1.3 Thesis objectives




The quiescent equilibrium state and the sheared non-equilibrium state were considered to broadly
understand the dynamical properties of a supercooled liquid. This dissertation is composed of six
chapters, which are described below.
In Chapter 2 and 3, the dynamical heterogeneities in the equilibrium state (Chapter 2) and
the sheared non-equilibrium state (Chapter 3) were examined. Dynamical heterogeneity can be
characterized by three quantities: the correlation length 4, the intensity 4, and the lifetime hetero.
All three quantities were successfully evaluated by using the correlation functions of the particle
dynamics, i.e., the four-point correlation functions. In these works, the temperature dependencies
of the three quantities as well as the shear rate dependencies of the three quantities were revealed.
The validity of the mapping concept was also demonstrated: three quantities in the sheared state
can be mapped onto those in the equilibrium state.
In Chapter 4, the mechanical properties in both the equilibrium and sheared non-equilibrium
states were examined. The shear stress responses to the oscillating shear strains were investigated in
detail. Using the simulation results, the constitutive equation describing the mechanical properties
of the supercooled liquid was constructed. The relaxation behaviors of the correlation functions of
the shear stress uctuations were also examined. Furthermore, the obtained results of the shear
stress responses and uctuations allowed the uctuation-dissipation relation in the non-equilibrium
state to be discussed and the concept of an eective temperature to be tested, which the equilibrium
form of the uctuation-dissipation theorem holds when the temperature T is replaced by an eective
temperature Te.
In Chapter 5, the acoustic properties of both the equilibrium and sheared non-equilibrium
states were examined. The behavior of the transverse sound wave was investigated in detail. By
using the transverse current spectrum, the quantication of the dispersion relation and the sound
attenuation was possible. A physical explanation of the obtained simulation results was provided
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using the continuum mechanics with the constitutive equation constructed in Chapter 4 and
related the acoustic properties and the mechanical properties.
In Chapter 6, the thesis is summarized.
Through these investigations of the dynamical properties mentioned above, the major interests
were the following:
 Length and time scales in supercooled liquids
 Non-equilibrium properties of supercooled liquids
The rst subject, length and time scales in supercooled liquids, was investigated in Chapter 2




Dynamical heterogeneity in a supercooled liquid under
quiescent condition
2.1 Introduction
As liquids are cooled toward the glass transition temperature Tg, a drastic slowing occurs for
dynamical properties such as the structural relaxation time, the diusion constant, and the viscosity,
while only small changes are detected in static properties [32; 37]. Despite the extremely widespread
use of glass in industry, the formation process and dynamic properties of this material are still
poorly understood. The goal of theoretical investigations of the glass transition is to understand
the universal mechanism that gives rise to the drastic slowing of dynamical properties. Numerous
studies have attempted to explain the fundamental mechanisms of the slowing of the dynamics
observed in fragile glass (i.e., the sharp increase in viscosity near the glass transition). However,
the physical mechanisms behind this slowing have not been successfully identied.
Recently, \dynamical heterogeneities" in glass-forming liquids have attracted much attention.
The dynamics of glass-forming liquids are not only drastically slow but also become progressively
more heterogeneous upon approaching the glass transition. Dynamical heterogeneities have been
detected and visualized through simulations of soft-sphere systems [65; 96; 104; 128; 131; 132], hard-
sphere systems [34], and Lennard-Jones (LJ) systems [35], and through experiments performed on
colloidal dispersions using particle-tracking techniques [71; 87; 127]. Insight into the mechanisms of
dynamical heterogeneities will lead to a better understanding of the slowing of the dynamics near
the glass transition.
The properties of dynamical heterogeneity can be characterized by the following three quan-
tities: the correlation length, the intensity, and the lifetime. In a system displaying dynamical
heterogeneity, the particles can be divided into \slow" and \fast" sub-sets. The slow and fast
particles form cooperative correlated regions, and these slow and fast regions migrate in space over
time. The three quantities (the correlation length, the intensity, and the lifetime) can describe the
static and dynamic properties of the slow and fast regions. The intensity measures the average
variance of the slow and fast regions, and the correlation length characterizes the spatial extent of
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the slow and fast regions. The lifetime represents the time scale at which the slow and fast regions
migrate in the space.
The correlation length, intensity, and lifetime can be investigated using the correlation functions
of the particle dynamics. In fact, we can evaluate the correlation length 4 and the intensity 4 by
calculating the four-point correlation functions that correspond to the static structure factors of
the particle dynamics. Several simulations [12; 25; 33; 41; 42; 49; 69; 70; 80; 104; 117; 119; 131], ex-
periments [15; 28; 36; 97], and mode-coupling theories [20; 21; 118] have estimated 4 and 4 using
four-point correlation functions and have revealed that 4 and 4 increase with decreasing tem-
perature (or an increase in the volume fraction in the case of hard-sphere systems). Furthermore,
we can quantify the lifetime hetero using the multiple-time extensions of the four-point correla-
tion functions (i.e., the multi-time correlation functions) that correspond to the time correlation
functions of the particle dynamics. Recent simulations have quantied hetero using multi-time cor-
relation functions [40; 72; 73; 81; 132]. Various experiments, including photobleaching techniques
and nuclear magnetic resonance, have also measured hetero [9; 36; 108; 110; 111; 125; 126]. It
was reported that hetero increases dramatically with decreasing temperature or an increase in the
volume fraction and can exceed the -relaxation time near the glass transition.
As mentioned above, there have been many studies on the correlation length, the intensity,
and the lifetime of dynamical heterogeneity near the glass transition. However, knowledge of and
measurements relating to the lifetime are still limited. Moreover, individual studies have been
restricted to only the correlation length and the intensity or only the lifetime, and the relationship
between the length and time scales of dynamical heterogeneity remains controversial despite its
importance [72; 73].
The aim of the present study is to examine all the three quantities (the correlation length, the
intensity, and the lifetime of dynamical heterogeneity) consistently from a single order parameter.
We performed molecular-dynamics (MD) simulations and investigated dynamical heterogeneity
using the correlation functions of the particle dynamics. We quantied the correlation length 4(t),
the intensity 4(t), and the lifetime hetero(t) in two dierent time intervals: the -relaxation time
 and the time ngp at which the non-Gaussian parameter of the Van Hove self-correlation function
is maximized. Furthermore, we examined the time-interval dependence of the lifetime hetero(t) to
understand the lifetime and the dynamic properties of dynamical heterogeneity in more detail.
The chapter is organized as follows. In Sec. 2.2, we explain the correlation functions of the
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particle dynamics. We show that dynamical heterogeneity can be systematically examined using
the correlation functions of the particle dynamics. In Sec. 2.3, we briey review our MD simulation
and present some results from conventional density correlation functions. In Secs. 2.4 and 2.5, the
results for dynamical heterogeneity are presented. In Sec. 2.4, we rst show three quantities, the
correlation length, the intensity, and the lifetime, which are consistently calculated from a single
order parameter. In Sec. 2.5, we next present the time-interval dependence of the lifetime hetero(t).
In Sec. 2.6, we summarize our results.
2.2 Correlation functions of particle dynamics
As we mentioned, dynamical heterogeneity can be characterized by three quantities: the correlation
length, the intensity, and the lifetime. In this section, we introduce the correlation functions of the
particle dynamics and demonstrate that these three quantities can be systematically evaluated in
terms of the correlation functions of the particle dynamics.
The conventional two-point correlation function F (k; t) represents the correlation of local uc-
tuations n(k; t) with some order parameter, such as particle density. The expression n(k; t) is
the Fourier component k of the uctuations at time t, and F (k; t) = hn(k; t)n( k; 0)i, where
k = jkj. When t = 0, S(k)  F (k; t = 0) is the spatial correlation of n(k; 0) (i.e., the static struc-
ture factor), and we can examine the static structure of the order parameter by the wavenumber
dependence of S(k). When t > 0, F (k; t) describes the particle dynamics in the time interval [0; t],












where (k) is the relaxation time of the two-point correlation function that represents the charac-
teristic time scale of the average particle dynamics.
To examine the structure and motion of spatially heterogeneous dynamics, we must calculate
the correlation of the local uctuations, Qk(q; t0; t), in the particle dynamics. The expression
Qk(q; t0; t) is the Fourier component q of the uctuations in the particle dynamics that are associ-
ated with a microscopic wavenumber k in the time interval [t0; t0+ t]. F (k; t) is equal to Qk(q; t0; t)
averaged over the initial time t0 and space, i.e., F (k; t)  hQk(q; t0; t)i. The correlation function
dened by





















Figure 2.1: Schematic illustration of the time conguration of the correlation functions of the
particle dynamics: (a) the spatial correlation function of the particle dynamics in the time interval
[0; t] and (b) the time correlation function of the particle dynamics between the two time intervals
[0; t] and [ts + t; ts + 2t].
represents the spatial correlation of the particle dynamics in the time interval [0; t]. The time
conguration of S4;k(q; t) is schematically illustrated in Fig. 2.1(a). S4;k(q; t) is the four-point
correlation function. We can examine the structure of the particle dynamics by the wavenumber
dependence of S4;k(q; t). At small wavenumbers of q, S4;k(q; t) can be approximated by the simple





where 4;k(t) is the correlation length of the heterogeneous dynamics and 4;k(t) is the intensity
of the heterogeneous dynamics, which is the long-wavelength limit of S4;k(q; t), i.e., 4;k(t) =
limq!0 S4;k(q; t). Note that 4;k(t) is termed the four-point dynamical susceptibility. According
to previous studies [41; 42; 69; 70], to quantify 4;k(t) and 4;k(t) accurately, we need to use a
large system or determine 4;k(t) through other means (not OZ tting). In their work [41; 42], E.
Flenner et al. claimed that accurate determinations of 4;k(t) and 4;k(t) can be made by tting
S4;k(q; t) to the OZ form in the range of q4;k(t) < 1:5. They used a large system composed of
8  104 particles to obtain accurate ts for the OZ form. In the present study, we used a large
system with 105 particles to t S4;k(q; t) to the OZ form accurately and obtain the values of 4;k(t)
and 4;k(t).
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Furthermore, the time correlation function dened by
F4;k(q; ts; t) = hQk(q; ts + t; t)Qk( q; 0; t)i; (2.4)
represents the correlation of the particle dynamics between the two time intervals [0; t] and [ts +
t; ts+2t]. The value ts is the time separation between the two time intervals [0; t] and [ts+t; ts+2t].
The time conguration of F4;k(q; ts; t) is schematically illustrated in Fig. 2.1(b). F4;k(q; ts; t) is the
multiple-time extension of the four-point correlation function [72; 73]. As the time separation ts











where 4;k(q; t) is the relaxation time of the correlation of the particle dynamics. We determined
the lifetime hetero(t) of the heterogeneous dynamics as 4;k(q; t) at q = 0:38. We need longer
trajectories of the simulations to quantify hetero(t) than to quantify 4;k(t) and 4;k(t). In the
present study, we used a smaller system with 104 particles to calculate hetero(t). As explained
above, we can systematically evaluate the correlation length, the intensity, and the lifetime of
dynamical heterogeneity by calculating the correlation functions of the particle dynamics.
2.3 Simulation model and results from density correlation func-
tions
2.3.A Simulation model
We performed MD simulations in three dimensions on binary mixtures of two dierent atomic
species, 1 and 2, with a cube of constant volume V as the basic cell, surrounded by periodic
boundary image cells. The particles interacted via their soft-sphere potentials, vab(r) = (ab=r)
12;
where r is the distance between two particles, ab = (a+b)=2, and a; b 2 1; 2. The interaction was
truncated at r = 3ab. The mass ratio was m2=m1 = 2, and the diameter ratio was 2=1 = 1:2.
This diameter ratio avoided system crystallization and ensured that an amorphous supercooled state
formed at low temperatures [89]. As mentioned in Sec. 2.2, we used two systems: a small system
with N1 = N2 = 5103 (N = N1+N2 = 104) particles and a large system with N1 = N2 = 5104
(N = N1+N2 = 10
5) particles. The large system was used to quantify the correlation length 4;k(t)
and the intensity 4;k(t), and the small system was used to quantify the lifetime hetero(t). In the




1=2. The particle density was xed at the high value of  = N=V = 0:8. The system
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lengths were L = V 1=3 = 23:2 and 50:0 for the small and large systems, respectively. Simulations
were performed at T = 0:772; 0:473; 0:352; 0:306; 0:289; 0:267, and 0:253. Note that the freezing
point of the corresponding one-component model is approximately T = 0:772 ( e = 1:15) [89].
Here,  e is the eective density, which is a single parameter characterizing this model. At T =
0:253 ( e = 1:52), the system is in a highly supercooled state. We used the leapfrog algorithm with
time steps of 0:005 when integrating the Newtonian equation of motion. At each temperature, the
system was carefully equilibrated under the canonical condition so that no appreciable aging eect
was detected for various quantities, including the pressure and the density correlation function.
Once equilibrium was established, data were taken under the microcanonical condition. The length
of the data collection runs was at least 100 times the -relaxation time, , for the small system
and 10 times  for the large system. Information regarding this model, such as the static structure
factor, the intermediate scattering function, and the mean square displacement, can be found in
previous works [75; 131].
2.3.B Single-particle and collective-particle diusive motion
Before showing the results for dynamical heterogeneity in supercooled liquids, we present some
results from an investigation of the average particle dynamics using conventional density correlation











Fa(k; t) = hna(k; t)na( k; 0)i;
(2.6)
where naj(k; t) = exp[ ik  raj(t)] is the Fourier component k of the tagged particle density
uctuations of particle species a, and na(k; t) =
PNa
j=1 exp[ ik  raj(t)] is the Fourier component
k of the density uctuations of particle species a. The terms Fsa(k; t) and Fa(k; t) describe the
single-particle and collective-particle motion, respectively [53]. We calculated Fsa(k; t) and Fa(k; t)
for a wide range of wavenumbers, k = 0:35  40. As seen in Eq. (2.1), Fsa(k; t) and Fa(k; t) decay

































































Figure 2.2: The wavenumber dependence of (a) sa(k) and (b) ca(k) for particle species a = 1




 2, where Dsa is the diusion constant of the single-particle motion calculated from
the mean square displacement.
where sa(k) and ca(k) are the wavenumber-dependent relaxation times of Fsa(k; t) and Fa(k; t),
respectively.
In Fig. 2.2, sa(k) and ca(k) are plotted for particle species 1 and 2 as functions of the
wavenumber k. In Fig. 2.2(a), sa(k) approaches sa(k) = D
 1
sa k
 2 at small wavenumbers k, where
Dsa is the diusion constant of the single-particle motion of particle species a. The term Dsa is
calculated by Dsa = limt!1h[ra(t)]2i=6t; where h[ra(t)]2i is the mean square displacement of
particle species a; h[ra(t)]2i = h
PNa
j=1[raj(t)]
2=Nai; raj(t) = raj(t)   raj(0). The diusion
constant of particle species 1 is larger than that of particle species 2 at every temperature. However,
ca(k) also approaches ca(k)  k 2 at small k in Fig. 2.2(b). This behavior indicates that the
collective-particle motion is also diusive at large length scales, and we can dene the diusion





We can see that D1 and D2 are almost identical between Ds1 and Ds2 in Fig. 2.2(b).
2.3.C Correlation between static structure factor and relaxation time
Next, we consider a density variable dened by
e(k; t) = 
3
1n1(k; t) + 
3
2n2(k; t); (2.9)
that represents the degree of particle packing and is the eective one-component density of our







































Figure 2.3: The wavenumber dependence of (a) S(k) and (b) (k). The temperatures are
0:772  0:253 from the lowest curve to the highest.





F(k; t) = he(k; t)e( k; 0)i:
(2.10)
The terms S(k) and F(k; t) represent the static structure and the average particle dynamics
of the eective one-component uids, respectively. Note that F(k; t) decays in the stretched
exponential form with the relaxation time (k), as in Eq. (2.1).
Figure 2.3 shows the wavenumber dependence of S(k) in (a) and (k) in (b). We can see
that S(k) and (k) are maximized and minimized at almost the same wavenumbers k. For
example, both S(k) and (k) have rst-peak values around k = 2. Thus, there is a correlation
between S(k) and (k), i.e., between the static structure and the particle dynamics. A similar
correlation was found in the Lennard-Jones (LJ) model [79], water [113], and the polymer model
[27]. According to Ref. [27], (k) is modulated by S(k), and this modulation can be understood
as a consequence of \de Gennes narrowing" [31].
2.4 Results I: Correlation length, intensity, and lifetime
In this section, we present the results of three quantities: the correlation length 4(t), the intensity
4(t), and the lifetime hetero(t). To dene the local dynamics, we consider the two time intervals,
 and ngp. The value  is the -relaxation time dened by Fs1(km; ) = e
 1, where Fs1(k; t) is
the self-part of the density time correlation function for particle species 1 as dened in Eq. (2.6)






















Figure 2.4: Time intervals  and ngp versus the inverse temperature 1=T . We use these two time
intervals to dene the local dynamics.
time at which the non-Gaussian parameter 2(t) [107] of the Van Hove self-correlation function
dened as 2(t) = 3h[r1(t)]4i=5h[r1(t)]2i2   1 is maximized. In Fig. 2.4, we show  and ngp
as functions of the inverse temperature 1=T . At T = 0:306,  ' ngp, and  grows exponentially
larger than ngp with decreasing temperature at T < 0:306. This trend agrees with other simulation
results for LJ systems [76; 77].
2.4.A Structure of heterogeneous dynamics
We rst examined the structure of the heterogeneous dynamics. We calculated the displacement
of each particle of species 1 in the time interval [t0; t0 + t]; r1j(t0; t) = r1j(t0 + t)  r1j(t0) (j =
1; 2; :::; N1), and the particle mobility a
2




h[r1j(t0; t)]2i : (2.11)
In Fig. 2.5, we show the spatial distribution of the particle mobility at T = 0:772, 0:306, and 0:253.




[r1j(t0) + r1j(t0 + t)]: (2.12)
Notice that a21j(t0; t)  1 (a21j(t0; t) < 1) means that the particle j moves more (less) than the
mean value of the single-particle displacement, i.e., particle j is mobile (immobile). In Fig. 2.5,
the red (blue) spheres represent a2j (t0; t)  1 (a2j (t0; t) < 1). We can see that the heterogeneities of
both  and ngp increase with decreasing temperature and are signicant at T = 0:253, the lowest
temperature in our simulations. At T = 0:253, the two heterogeneities structures in  and ngp
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(a) T = 0:772 (b) T = 0:306 (c) T = 0:253
(d) T = 0:772 (e) T = 0:306 (f) T = 0:253
Figure 2.5: The distribution of the particle mobility a21j(t0; t) for particle species 1. The temper-
atures are 0:772 in (a) and (d), 0:306 in (b) and (e), and 0:253 in (c) and (f). The time intervals
are [t0; t0 + ] in (a), (b), and (c), [t0; t0 + ngp] in (d), (e), and (f). The radii of the spheres are
[r1j(t0; t)]
2=h[r1j(t0; t)]2i, and the centers are at 12 [r1j(t0)+r1j(t0+t)]. The red and blue spheres
represent [r1j(t0; t)]
2=h[r1j(t0; t)]2i  1 (mobile particles) and [r1j(t0; t)]2=h[r1j(t0; t)]2i < 1
(immobile particles), respectively.
are both signicant but dier considerably. There are many more red spheres in 2.5(c) than in
2.5(f), but there are much larger red spheres in 2.5(f) than in 2.5(c). This pattern means that many
mobile particles contribute to the heterogeneity in the time interval , but in the time interval
ngp, relatively few particles are mobile and contribute to the heterogeneity.
We also calculated the spatial correlation function of the particle dynamics expressed in Eq.
(2.2). We considered the local uctuations in the particle mobility of particle species 1 dened by
D^1(r; t0; t) =
N1X
j=1
a21j(t0; t)(r  R1j(t0; t)); (2.13)
or the Fourier component q of D^1(r; t0; t),
D1(q; t0; t) =
N1X
j=1
a21j(t0; t) exp[ iq R1j(t0; t)]; (2.14)
where a21j(t0; t) = a
2
1j(t0; t)   1 is the uctuation of the particle mobility of the particle j. The
order parameter D1(q; t0; t) represents the local uctuations in the particle dynamics in the time


















































Figure 2.6: The wavenumber dependence of S4(q; t) for particle species 1 at T = 0:772 0:253. The






hD1(q; 0; t)D1( q; 0; t)i; (2.15)
corresponds to S4;k(q; t). The term S4(q; t) represents the spatial correlation of the particle dy-
namics in the time interval [0; t]. The time conguration of S4(q; t) is schematically illustrated
in Fig. 2.1(a). We were able to examine the structure of the heterogeneous dynamics using the
wavenumber dependence of S4(q; t).
Figure 2.6 shows the wavenumber dependence of S4(q; t) of particle species 1 for t =  and
ngp. We calculated S4(q; t) using a larger system with N = 10
5 to quantify the correlation length
and the intensity accurately. At small wavenumbers of q (long-distance scales), the correlations
in  and ngp both become large with decreasing temperature in a similar manner. However,
at large wavenumbers of q (short-distance scales), S4(q; ngp) grows larger than S4(q; ) at low
temperatures, which reects that more highly mobile particles exist in the time interval ngp, as
can be seen in the visualization shown in Fig. 2.5.
2.4.B Correlation length and intensity of heterogeneous dynamics
We next quantied the correlation length and the intensity of the heterogeneous dynamics in 
and ngp. As mentioned for Eq. (2.3), at small wavenumbers of q, S4(q; t) can be approximated by

























































Figure 2.7: (a) The correlation length 4(t) versus . (b) The intensity 4(t) versus the correlation
length 4(t). The time intervals are t =  and ngp. The straight lines are power law ts:
4()  0:10:01 and 4()  4()3:20:1. The dashed curve is a t to 4()  (ln )0:770:12.
where 4(t) is the correlation length and 4(t) is the intensity. The values 4(t) and 4(t) correspond
to 4;k(t) and 4;k(t) in Eq. (2.3), respectively. To obtain accurate values of 4(t) and 4(t), S4(q; t)
was carefully tted to the OZ form in the range of q4(t) < 1:5 [41; 42].
Figure 2.7 shows 4(t) versus  in 2.7(a) and 4(t) versus 4(t) in 2.7(b) for t =  and ngp.
For the time interval t = , we examined the scaling relationships between , 4(), and 4().
As in Fig. 2.7(a), we obtained a power law t 4()  1=z with 1=z = 0:1. The scaling exponent
0:1 is very small. We also found that a t to 4()  (ln )1= with 1= = 0:77 provides a better
description of the data over a larger range of , so there is a slower-than-power law increase of
4() with . Therefore, 4() increases much more slowly compared to  as the temperature
decreases. This result is consistent with the most recent results [41; 42]. Furthermore, we obtained
the scaling relationship 4()  4()2  with 2    = 3:2 in Fig. 2.7(b). Our scaling exponent
3:2 agrees well with Ref. [41; 42].
On the other hand, when the time interval t is ngp, 4(ngp) reaches a value near  ' 250 and
then plateaus as  increases in Fig. 2.7(a), while 4(ngp) monotonically gets large in Fig. 2.7(b).
Here, we remark that even in the range where 4(ngp) plateaus, 4(ngp) continues to increase
with . This behavior of 4(ngp) and 4(ngp) may be due to the choice of the order parameter
D^1(r; t0; t). D^1(r; t0; t) represents the distribution of the square particle displacements, so the
mobile particles with large displacements contribute to the structure factor S4(q; t) much more than






















































Figure 2.8: The correlation length 4(t) and the intensity 4(t) calculated by using D^log 1(r; t0; t),
i.e., the distribution of the logarithm of the square particle displacements. (a) 4(t) versus . (b)
4(t) versus 4(t). The time intervals are t =  and ngp. The straight lines are power law ts:
4()  0:10:01 and 4()  4()3:50:2. The dashed curve is a t to 4()  (ln )0:910:12.
a small number of particles tend to have very large displacements compared to the other mostly
immobile particles, which can be also seen in Fig. 2.5. In this situation, the intensity 4(ngp) can
increase from the contribution of particles with very large displacements, whereas the correlation
length 4(ngp) cannot increase because the number of mobile particles involved in the correlated
regions decreases.
So, we used an another order parameter D^log 1(r; t0; t) dened as
D^log 1(r; t0; t) =
N1X
j=1
ln a21j(t0; t)(r  R1j(t0; t)): (2.17)
The order parameter D^log 1(r; t0; t) represents the distribution of the logarithm of the square par-
ticle displacements. We quantied 4(t) and 4(t) in terms of the structure factor of D^log 1(r; t0; t).
Notice that in this case, the immobile particles with small displacements contribute to the struc-
ture factor to the same extent as the mobile particles because of the logarithm operation. Figure
2.8 shows 4(t) and 4(t) calculated by D^log 1(r; t0; t). At the time interval t = , the scaling
relationships between , 4() and 4() are almost same as those examined by D^1(r; t0; t).
On the other hand, at the time interval t = ngp, both 4(ngp) and 4(ngp) reach values near
 ' 250 and then plateau as  increases, i.e., both 4(ngp) and 4(ngp) show the plateau of the
heterogeneity. This result indicates that the behavior that 4(ngp) continues to increase in Fig.










































































Figure 2.9: The time decay of SD(q; ts; t) of particle species 1 at q = 0:38 for T = 0:772   0:253.
The time interval t is  in (a) and ngp in (b). The temperature decreases going right. The dotted
lines are the stretched exponential functions tted for SD(q; ts; t).
2.4.C Motion of heterogeneous dynamics
Next, we investigated the motion of the heterogeneous dynamics at the time intervals t =  and
ngp by the time correlation function of the particle dynamics expressed in Eq. (2.4). We used
D1(q; t0; t) as Qk(q; t0; t) in Eq. (2.4), and the correlation function SD(q; ts; t),
SD(q; ts; t) = hD1(q; ts + t; t)D1( q; 0; t)i; (2.18)
corresponds to F4;k(q; ts; t) and represents the correlation of the particle dynamics between two time
intervals [0; t] and [ts + t; ts + 2t]. The time conguration of SD(q; ts; t) is schematically illustrated
in Fig. 2.1(b). As mentioned for Eq. (2.5), when the time separation ts increases, SD(q; ts; t) with











where h(q; t) is the wavenumber-dependent relaxation time of SD(q; ts; t) and represents the time
scale at which the heterogeneous dynamics move in the space. The expression h(q; t) corresponds
to 4;k(q; t) in Eq. (2.5). We were able to examine the motion of the heterogeneous dynamics using
the wavenumber dependence of h(q; t).
Figure 2.9 shows the time decay of SD(q; ts; t) of particle species 1 for t =  and ngp at
q = 0:38. We can see that SD(q; ts; t) decays in the stretched exponential form. In Fig. 2.10, we
show the wavenumber dependence of h(q; t) for t =  and ngp. Both h(q; ) and h(q; ngp)
















































Figure 2.10: The wavenumber dependence of h(q; t) for T = 0:772  0:253. The time interval t is
 in (a) and ngp in (b). The temperature decreases going up. The dotted line is h(q; t)  q 2.
Comparing Fig. 2.10 with Fig. 2.2, h(q; t) depends on q more weakly than the wavenumber-
dependent relaxation time of the two-point density correlation functions and dramatically increases
with decreasing temperature in a wide region of q (q = 0:38 19). Furthermore, it can be seen that
h(q; t) approaches h(q; )  q a(0 < a  2) at small q. This suggests that the heterogeneous
dynamics may migrate in space with a diusion-like mechanism.
2.4.D Lifetime of heterogeneous dynamics
We determined the lifetime hetero(t) of the heterogeneous dynamics as h(q; t) at q = 0:38, which
is the time separation ts at which SD(q; ts; t)=SD(q; 0; t) at q = 0:38 equals e 1 in Fig.2.9. The
value hetero(t) increases dramatically with decreasing temperature. We plot hetero(t) versus 
in Fig.2.11, which shows that hetero()  1:080:02 and hetero(ngp)  0:910:03 . The dier-
ence between hetero() and hetero(ngp) increases with decreasing temperature. At T = 0:253,
hetero() ' 7:8, and hetero(ngp) ' 1:4. Therefore, hetero() is considerably larger than ,
while hetero(ngp) is comparable to . The existence of a slower timescale in the heterogeneous dy-
namics is consistent with Refs. [72] [73]. In Sec. 2.4.B, we used the order parameter D^log 1(r; t0; t).
So, for the conrmation purpose, we also calculated the lifetime hetero(t) by using D^log 1(r; t0; t)
and checked that the lifetimes of both D^1(r; t0; t) and D^log 1(r; t0; t) have almost same values and




































Figure 2.11: The lifetime hetero(t) for t = , ngp versus . The error bars represent the standard
deviations of averaging data over initial times. The line hetero  1:080:02 is tted for t = ,
while the line hetero  0:910:03 is tted for t = ngp.
2.4.E Scaling relationships between correlation length, intensity, and lifetime
Finally, we determined the scaling relationships between the correlation length, the intensity, and
the lifetime. At the time interval t = , the following scaling relationship between the correlation
length and the lifetime holds:
hetero()  4()10:8; (2.20)
or
hetero()  exp(k4()1:3): (2.21)
The scaling exponent 10:8 of the power law scaling is very large, and there is an exponential growth
of hetero() with 4(). Furthermore, at the time interval t = ngp, although the correlation
length 4(ngp) plateaus, the lifetime hetero(ngp) continues to increase dramatically with decreasing
temperature. Thus, we can conclude that the lifetime hetero gets large dramatically with decreasing
temperature, whereas the correlation length 4 and the intensity 4 increase slowly compared to
hetero or plateau, i.e., the time scale of dynamical heterogeneity grows faster than the length scale
and the intensity of dynamical heterogeneity.
2.5 Results II: Time-interval dependence of lifetime
In this section, we present the results for the time-interval dependence of the lifetime hetero(t). To
examine the lifetime in more detail, we evaluated the lifetime hetero(t) for various time intervals t
26
(a) t = 0:001

(b) t = 0:1

(c) t = 

(d) t = 100

Figure 2.12: The time-interval dependence of the distribution of the particle mobility a21j(t0; t)
for particle species 1. The time intervals are (a) t = 0:001, (b) t = 0:1, (c) t = , and (d)
t = 100. The temperature is 0:267. The radii of the spheres are a
2
1j(t0; t), and the centers are at
R1j(t0; t). See also the caption for Fig. 2.5.
and determine how the lifetime hetero(t) depends on the time interval.
2.5.A Structure of heterogeneous dynamics
First, we examined the time-interval dependence of the structure of the heterogeneous dynamics.
The spatial distribution of the particle mobility a21j(t0; t) for particle species 1 is shown in Fig. 2.12,
in which the time interval increases from t = 0:001 to 100. The temperature is 0:267. We can
recognize that the heterogeneity is much weaker at the short time interval t = 0:001 in 2.12(a).
As the time interval t increases, the heterogeneity increases and is maximized between t = 0:1 in
2.12(b) and t =  in 2.12(c). As the time interval t increases further, the heterogeneity decreases
and is weakened at t = 100 in 2.12(d).
We also calculated the spatial correlation function S4(q; t) dened in Eq. (2.15). Figure 2.13
shows the wavenumber dependence of S4(q; t) for various time intervals t. We can see that as the






































Figure 2.13: The wavenumber dependence of S4(q; t) at T = 0:306. The time intervals are (a)
0:05, 0:1, 0:5, and  from the lowest curve to the highest, and (b) , 5, 10, 50,
100, and 300 from the highest curve to the lowest. S4(q; t) is maximized at t = . The dashed
curve represents the static structure factor S11(q).
This behavior agrees with the visualization of the heterogeneity structure shown in Fig. 2.12. It
is also seen that at large time intervals, S4(q; t) maintains a constant value, independent of the
wavenumber q. This result indicates that at large time intervals, particle mobilities are uniformly
distributed throughout space, i.e., the structure of the particle dynamics is spatially homogeneous.
Note that the static structure factor S11(q) also becomes constant at small q (long-distance scale).
2.5.B Motion of heterogeneous dynamics
Next, the motion of heterogeneous dynamics was investigated in detail. In Sec. 2.4.C, we investi-
gated the motion of the heterogeneous dynamics at the time intervals t =  and ngp. Our results
suggested that the heterogeneous dynamics might migrate in space with a diusion-like mechanism.
In this section, we examined the motion of the heterogeneous dynamics at various time intervals t.
As in Sec. 2.4.C, we calculated the time correlation function SD(q; ts; t) dened in Eq. (2.18) and
the wavenumber-dependent relaxation time h(q; t).
In Fig. 2.14, we show the wavenumber dependence of h(q; t) for various time intervals t. As the
time interval t increases, at small wavenumbers q, h(q; t) increases monotonically and approaches
the relaxation time c1(q) of the two-point density correlation function shown in Fig. 2.2. This
result indicates that the heterogeneous dynamics at large time intervals behave like the particle
density, the motion of which is diusive at a long distance scale. Notice that h(q; t) at large t























Figure 2.14: The wavenumber dependence of h(q; t) at T = 0:306. The time intervals are 0:05,
0:1, 0:5, , 5, 10, 30, 50, 70, 100, and 300 from the lowest curve to the highest.
The dashed curve is the relaxation time c1(q) of the two-point density correlation function.
SD(q; ts; t) decays in the exponential form at large t and small q, as does the two-point density
correlation function.
Furthermore, we calculated the self-part of SD(q; ts; t), dened by:










D1j(q; t0; t) = a21j(t0; t) exp[ iq R1j(t0; t)]: (2.23)
The correlation function SDs(q; ts; t) represents the correlation of the individual particle dynamics
between two time intervals [0; t] and [ts + t; ts + 2t]. Like SD(q; ts; t), as the time separation ts
increases, SDs(q; ts; t) decays in the stretched exponential form with the relaxation time hs(q; t).
The value of hs(q; t) is the time scale at which the individual heterogeneous dynamics move in
space. Figure 2.15 shows the wavenumber dependence of hs(q; t) for various time intervals t. As the
time interval t increases, hs(q; t) increases monotonically at small q and approaches the relaxation
time s1(q) of the self-part of the two-point density correlation function shown in Fig. 2.2. Like
h(q; t), hs(q; t) is also proportional to q
 2 at large t and small q. Thus, both the collective-particle
behavior and the single-particle behavior of the heterogeneous dynamics at large time intervals are
diusive, like the motion of particle density at long-distance scales.
That h(q; t) and hs(q; t) approach the relaxation times c1(q) and s1(q) of the two-point den-
























Figure 2.15: The wavenumber dependence of hs(q; t) at T = 0:306. The time intervals are 0:05,
0:1, 0:5, , 5, 10, 30, 50, 70, 100, and 300 from the lowest curve to the highest.
The dashed curve is the relaxation time s1(q) of the self-part of the two-point density correlation
function.
can be written as





a21j(ts + t; t)a
2
1k(0; t) exp[ iq  (R1j(ts + t; t) R1k(0; t))]

: (2.24)
From this expression, there can be two types of relaxation of SD(q; ts; t) with increasing time of
separation ts. One is the relaxation due to uctuations in the particle mobility, i.e., due to the term
\a21j(ts + t; t)a
2
1k(0; t)". The other is the relaxation due to particle motion, i.e., due to the term
\exp[ iq (R1j(ts+t; t) R1k(0; t))]", which is the same as the relaxation of the density correlation
functions. So, the total relaxation time h(q; t) of SD(q; ts; t) is determined by the two times a(t)
and c1(q), where a(t) is the time scale at which particle mobility uctuates, and c1(q) is the
time scale of particle motion and is the relaxation time of the density correlation function. Here,


















The relaxation time h(q; t) is then mainly determined by the smaller time scale of a(t) and c1(q).
When the time interval t is small, particle mobilities uctuate faster than the particles move, which
means that a(t) is smaller than c1(q). In this case, h(q; t) is determined by the time a(t). As
the time interval t increases, then the uctuations in particle mobilities becomes slower, and the
lifetime h(q; t) increases accordingly. As the time interval t increases further, particle mobilities
uctuate more slowly than the particles move, which means that a(t) becomes larger than c1(q).
In this case, h(q; t) is determined by the time c1(q) instead of a(t). Thus, at large time intervals,
30
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Figure 2.16: The time-interval dependence of hetero(t). Temperatures are 0.473 in (a), 0.306 in
(b), 0.267 in (c), and 0.253 in (d). The time interval t and the lifetime hetero(t) are normalized by
. The dotted line indicates the value of c1(q) at q = 0:38, where c1(q) is the relaxation time of
the two-point density correlation function.
because particle mobilities uctuate very slowly, the relaxation time h(q; t) can be determined by
the time scale of particle motions, which is the relaxation time of the density correlation function.
2.5.C Lifetime of heterogeneous dynamics
Finally, we determined the lifetime hetero(t) of the heterogeneous dynamics as h(q; t) at q =
0:38. We show the time-interval dependence of the lifetime hetero(t) for various temperatures in
Fig. 2.16. As the time interval t increases, hetero(t) increases monotonically, and at large time
intervals, hetero(t) approaches and is limited to the relaxation time c1(q = 0:38) of the two-point
density correlation function. At large time intervals for which hetero(t) plateaus, the heterogeneous
dynamics migrate in space with a diusion mechanism like that of particle density, as we showed
in Figs. (2.14) and (2.15).
31
2.6 Conclusion
In this study, we have investigated three quantities that characterize dynamical heterogeneity: the
correlation length 4(t), the intensity 4(t), and the lifetime hetero(t). The intensity 4(t) measures
the average variance of the slow and fast regions, and the correlation length 4(t) characterizes
the spatial extent of the slow and fast regions. The lifetime hetero(t) represents the time scale
at which the slow and fast regions migrate in space. We evaluated all three quantities using
a single order parameter representing the particle dynamics and its correlation functions. To
dene the particle dynamics, we used two time intervals, t =  and ngp. We found that at
low temperatures, the lifetime hetero(t) increases dramatically with decreasing temperature. In
contrast, the correlation length 4(t) and the intensity 4(t) increase slowly compared to the lifetime
or plateau. At the time interval t = , we obtained the scaling relationships between 4(t), 4(t),
and hetero(): 4()  4()3:2 and hetero()  4()10:8 or hetero()  exp(k4()1:3). The
scaling exponent 10:8 of hetero()  4()10:8 is very large, and there is an exponential growth
of hetero() with 4(). Furthermore, at the time interval t = ngp, although the correlation
length 4(ngp) plateaus as the temperature decreases, the lifetime hetero(ngp) continues to increase
dramatically. Thus, we can conclude that the lifetime hetero gets large dramatically with decreasing
temperature, whereas the correlation length 4 and the intensity 4 increase slowly compared to
hetero or plateau, i.e., the time scale of dynamical heterogeneity grows faster than the length scale
and the intensity of dynamical heterogeneity.
Furthermore, we investigated the time-interval dependence of the lifetime hetero(t). As the time
interval t increases, hetero(t) increases monotonically. At large time intervals, the lifetime hetero(t)
approaches and is limited to the relaxation time of the two-point density correlation function.
At those large time intervals, the wavenumber-dependent lifetimes h(q; t) at small wavenumbers
q (long-distance scales) almost coincide with the relaxation time c1(q) of the two-point density
correlation function and are proportional to q 2. Therefore, the heterogeneous dynamics migrate
in space with a diusion mechanism like that of particle density. Note that at large time intervals,




Dynamical heterogeneity in a supercooled liquid under
sheared condition
3.1 Introduction
When liquids are cooled toward the glass transition temperature Tg, the dynamics not only dras-
tically slow down, but also become progressively more heterogeneous [34; 35; 65; 71; 87; 96; 104;
127; 128]. \Dynamical heterogeneity" has attracted much attention because it may lead to a bet-
ter understanding of slow dynamics [16; 36]. Dynamical heterogeneity is characterized by three
quantities: the correlation length 4, the intensity 4, and the lifetime hetero [12; 25; 33; 40; 41;
42; 49; 69; 72; 73; 80; 81; 91; 92; 117; 119]. The correlation length 4 and the intensity 4 charac-
terize the static properties of the dynamical heterogeneity and can be quantied by means of the
static structure factor of the particle dynamics, i.e., the so-called four-point correlation function
[12; 25; 33; 41; 42; 49; 69; 80; 117; 119]. The lifetime hetero measures the dynamical properties of
the dynamical heterogeneity, and we can evaluate the lifetime by the time decay of the correlation
function of the particle dynamics [40; 72; 73; 81]. In our previous studies [91; 92] (Chapter 2), we
have consistently quantied these three quantities (correlation length, intensity, and lifetime) from
a single order parameter and its correlation functions. The length scale and the time scale of the
dynamical heterogeneity tend to diverge as the temperature approaches the glass transition point.
Dynamical heterogeneity has also been investigated for a sheared situation [57; 58; 98; 120; 131].
When applying a steady shear ow to supercooled liquids, marked shear-thinning can be observed
[17; 90; 122]. In the sheared situation, the dynamics become not only much faster but also more
homogeneous; therefore, the shear ow suppresses the dynamical heterogeneity. Refs. [58; 98; 120]
found that the intensity 4 of the dynamical heterogeneity decreases with an increasing shear rate
_ as 4  _  with  = 0:3 [98; 120] or  = 0:4   0:6 [58]. To the best of our knowledge, the
lifetime hetero of the dynamical heterogeneity has not yet been examined for the sheared situation.
Dynamical heterogeneity may play an important role in the drastic change of the dynamics due
to not only the decreasing temperature but also the increasing shear rate. However, the role of
dynamical heterogeneity remains unclear and is an important question.
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Even in a strongly sheared state, supercooled liquids exhibit an almost isotropic structure and
dynamics that can be captured via two-point correlation functions [17; 90; 131]. This is in marked
contrast to common complex uids, such as polymer solutions and colloidal suspensions, which ex-
hibit anisotropic dynamics or structural changes that are induced by the shear ow [82; 101; 102].
The isotropic feature of supercooled liquids strongly supports the possibility of the \mapping con-
cept", that is, that the sheared non-equilibrium state can be mapped onto the quiescent equilibrium
state. In fact, previous studies [131; 132] have demonstrated that the shear viscosity  and the dif-
fusion constant D in the sheared state can be mapped onto those in the equilibrium state through
the -relaxation time . The research by Ref. [56] also reported that the shear stress and the
inherent structure energy can be mapped through the eective temperature Te, which is mea-
sured from the relation between the static linear response and the variance of the pressure. More
interestingly, there are some results regarding the mapping of the dynamical heterogeneity. An
earlier study [131] examined the heterogeneous structure of the bond breakages under the sheared
situation and found that the correlation length of the bond breakages is described as a function
of only the -relaxation time. Furthermore, recent research [98] has found that the number n of
particles in correlated region (equivalent to the intensity 4) can be scaled as n
  ( _4) 0:3,
where _ is the shear rate of the shear ow, and  is the distance from the random close-packing
volume fraction. This result means that the intensity can be mapped through a single parameter
_4.
In the present study, we examined the dynamical heterogeneity in the sheared non-equilibrium
situation using molecular-dynamics (MD) simulations. Three quantities (correlation length, in-
tensity, and lifetime) characterizing the dynamical heterogeneity were quantied by means of the
four-point correlation functions. We found the behaviors of decreasing of not only the correla-
tion length 4 and the intensity 4 but also the lifetime hetero with increasing the shear rate _.
Furthermore, we also examined the validity of the mapping concept for all three quantities of the
dynamical heterogeneity.
The mapping concept can lead to the concept of an eective temperature, which is also in-
teresting and important for glassy systems. For glassy systems, it has been suggested that when
considering the long time scale, the equilibrium form of the FDT holds well with the temper-
ature T , which is replaced by a dierent value denoted as Te, i.e., the eective temperature
[13; 14; 78; 86; 88; 99; 100; 106; 135]. If the concept of an eective temperature is valid, then
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the eective temperature plays a role as the temperature in the non-equilibrium situation, and the
sheared non-equilibrium state can correspond to the equilibrium state with the eective temperature
Te. However, there are diculties regarding the mapping concept and the eective temperature.
A recent numerical simulation [46] found out the anisotropic dynamics in a sheared supercooled
liquid by the four-point correlation function. This nding indicates that the sheared state can-
not completely be mapped onto the equilibrium state. Furthermore, the validity of the value Te,
which is calculated from the relation between the response function and its associated correlation
function, remains uncertain. Although several dierent observables yield a common value of Te
[13; 86; 100; 106], some observables do not provide consistent values of Te [99; 135]. Therefore, only
one value of Te may not completely describe the non-equilibrium state. Despite these diculties,
the mapping concept and the eective temperature are very attractive and interesting.
This chapter is organized as follows. In Sec. 3.2, we briey review our MD simulation and the
correlation functions of the particle dynamics. In this section, we extend the correlation functions
to the present sheared condition. In Sec. 3.3, we present our results. First, we show the shear rate
dependences of the correlation length, the intensity, and the lifetime, and then we demonstrate
whether the mapping concept is valid for these three quantities. In Sec. 3.4, we summarize our
results.
3.2 Simulation model and correlation functions of particle dynam-
ics
3.2.A Simulation model
We performed MD simulations in three dimensions. Our simulation model is a mixture of two
dierent size atomic species, 1 and 2. The particles interact via the soft-sphere potential vab(r) =
(ab=r)
12 with ab = (a + b)=2, where r is the distance between two particles, a is the particle
size, and a; b 2 1; 2. The interaction was truncated at r = 3ab. We took the mass ratio to be
m2=m1 = 2 and the size ratio to be 2=1 = 1:2. This diameter ratio avoided system crystallization
and ensured that an amorphous supercooled state occurred at low temperatures [89]. As in our
previous study [91] (Chapter 2), we used two systems: a small system with N1 = N2 = 5  103
(N = N1 + N2 = 10
4) particles and a large system with N1 = N2 = 5  104 (N = N1 + N2 =
105) particles. We quantied the correlation length 4(t) and the intensity 4(t) with the large
system, and we quantied the lifetime hetero(t) with the small system. In the following, space,
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time, and temperature were measured by 1, 0 = (m1
2
1=)
1=2, and =kB, respectively. The
particle density was xed at a value of  = (N1 + N2)=V = 0:8, and the system length was
L = V 1=3 = 23:2 and 50:0 for the small and large systems, respectively. The temperature was
set as T = 0:772; 0:473; 0:352; 0:306; 0:267, and 0:253. Note that the freezing point of the
corresponding one-component model is approximately T = 0:772 [89]. At T = 0:253, the system is
in a highly supercooled state. We applied a steady shear ow on our system with the Lees-Edwards
periodic boundary condition [39]. We integrated the so-called SLLOD equations of motion with
the Lees-Edwards periodic boundary condition, and the temperature was maintained at a desired
value using a Gaussian constraint thermostat. Here, we set the x axis and the y axis along the
ow direction and the velocity gradient direction of the steady shear ow, respectively. The mean
velocity prole is hvi = _yex, where ex is the unit vector in the x direction. The details of this
simulation model can be found in previous studies [90; 131].
3.2.B Correlation functions of particle dynamics
In our previous studies [91; 92] (Chapter 2), we investigated dynamical heterogeneity in the un-
sheared equilibrium state. With the correlation functions of the particle dynamics, we quantied
the correlation length 4(t), the intensity 4(t), and the lifetime hetero(t), three of which charac-
terize the static and dynamic properties of dynamical heterogeneity. In those studies [91; 92], we
dened an order parameter D^1(r; t0; t) and its Fourier component D1(q; t0; t) as the local uctu-
ations in the particle mobility. In the present study, we extended D^1(r; t0; t) and D1(q; t0; t) to
the sheared condition as follows [46]. A position r(t0) = (x(t0); y(t0)) on the reference frame at a
time t0 moves to r(t0) + _ty(t0)ex at a time t0 + t by the mean shear ow. Therefore, we must
dene the mobility a21j(t0; t) of the particle j by
a21j(t0; t) =
[r1j(t0 + t)  r1j(t0)  _ty1j(t0)ex]2
h[r1j(t0 + t)  r1j(t0)  _ty1j(t0)ex]2i : (3.1)
Note that when a21j(t0; t)  1 (a21j(t0; t) < 1), the particle j moves more (less) than the mean value
of the single-particle displacement, i.e., the particle j is mobile (immobile). Using this denition of
particle mobility, we extended D^1(r; t0; t) and D1(q; t0; t) to the sheared condition as
D^1(r; t0; t) =
N1X
j=1
[a21j(t0; t)  1](r  R1j(t0; t));
D1(q; t0; t) =
N1X
j=1






















Figure 3.1: Schematic illustration of the time conguration of the correlation functions of the
particle dynamics: (a) S4(q; t) (b) SD(q; ts; t).
where R1j(t0; t) = (r1j(t0) + r1j(t0 + t))=2.





hD1(q; 0; t)D1( q; 0; t)i; (3.3)
where the h   i represents the ensemble average over time 0 and the angular components of the
wave vector q. The function S4(q; t) represents the spatial correlation of the particle dynamics in
the time interval [0; t]. The time conguration of S4(q; t) is schematically illustrated in Fig. 3.1(a).
We are able to quantify the correlation length 4(t) and the intensity 4(t) by tting S4(q; t) to the





Note that to obtain accurate values of 4(t) and 4(t), S4(q; t) must be tted to the OZ form in
the range of q4(t) < 1:5 [41; 42]. We used a large system with 10
5 particles and carefully tted
S4(q; t) to the OZ form.
In addition, we also dene the time correlation function SD(q; ts; t) of the particle dynamics as
SD(q; ts; t) = hD1(q; ts + t; t)D1( q; 0; t)i; (3.5)
where the h   i represents the ensemble average over the initial time 0 and the angular components
of the wave vector q. The function SD(q; ts; t) represents the correlation of the particle dynamics












































Figure 3.2: The shear-rate dependence of (a)  and (b) ngp for various temperatures. We used
these two time intervals to dene the particle dynamics.
time conguration of SD(q; ts; t) is schematically illustrated in Fig. 3.1(b). Here, when calculating
the ensemble average over the wave vector q, we took only q perpendicular to x direction, i.e., q
perpendicular to the shear ow direction, to eliminate the time decay due to the shear ow. As











where h(q; t) is the wavenumber-dependent relaxation time of SD(q; ts; t). The lifetime hetero(t)
was determined as hetero(t) = h(q; t) at q = 0:38. We used a small system with 10
4 particles to
obtain the lifetime hetero(t).
As we mentioned previously, recent research [46] has indicated that the correlation functions
of the particle dynamics (the four-point correlation functions) depend on the direction of the wave
vector q in the sheared situation, although the two point correlation functions hardly exhibit any
anisotropy. Therefore, three quantities (4(t), 4(t), and hetero(t)) also depend on the direction of q.
In the present study, we did not examine the directional dependence of the dynamical heterogeneity,
even though it is interesting and important. Rather, we examined the dynamical heterogeneity and
its three quantities averaged over the direction of the wave vector q.
3.3 Results
To dene the particle dynamics, we used two time intervals as in our previous studies [91; 92]. One
is the -relaxation time  dened by Fs(km; ) = e
 1. Here, Fs(k; t) is the self-part of the density
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(a) t = 

and _ = 10
 5
(b) t = 

and _ = 10
 1
(c) t = 
ngp
and _ = 10
 5
(d) t = 
ngp
and _ = 10
 1
Figure 3.3: The visualization of the heterogeneous dynamics for Particle Species 1. The temperature
is 0:267. The time interval is [t0; t0 + ](t = ) in (a) and (b) and [t0; t0 + ngp](t = ngp) in (c)
and (d). The shear rates are 10 5 in (a) and (c) and 10 1 in (b) and (d). The radii of the spheres
are a21j(t0; t), and the centers are at R1j(t0; t). The red and blue spheres represent a
2
1j(t0; t)  1
(mobile particles) and a21j(t0; t) < 1 (immobile particles), respectively.
correlation function for Particle Species 1, which is dened as





, and km = 2 is the rst peak wave number
of the static structure factor. We note that, as already shown in Refs. [17; 90; 131], any angular
dependence in Fs(k; t) is barely notable despite the presence of the shear ow in the x direction.
Figure 3.2(a) shows  as a function of the shear rate _. The value  monotonically decreases with
increasing _ as   _  with  ' 0:8 [17; 90; 131]. Note that the marked shear thinning occurs
in the region of the shear rate that we considered.
The other time interval is the time ngp at which non-Gaussian parameter 2(t) of the Van Hove
self-correlation function is maximized. Here, we introduce a displacement r01j(t) of the particle
j, which is dened as r01j(t) = r1j(t)   r1j(0)   _
R t
0 dsy1j(s)ex, in which the contribution from














































Figure 3.4: The spatial correlation function S4(q; t) for Particle Species 1. The temperature is T =
0:267. The time interval t is  in (a) and ngp in (b). The shear rate _ is 0; 10
 5; 10 4; 10 3; 10 2
and 10 1 from the highest curve to the lowest. Note that S4(q; t) was calculated with a larger system
N = 105.
we dene 2(t) = 3h[r01(t)]4i=5h[r01(t)]2i2   1. In Fig. 3.2(b), we plot ngp as a function of _.
Similar to , ngp also decreases with increasing _ as ngp  _ 0:65. This behavior of ngp was also
experimentally observed in Ref. [17].
3.3.A Heterogeneous dynamics under shear ow
First, we visualized the heterogeneous dynamics under a steady shear ow. We show the spatial
distribution of the particle mobility a21j(t0; t) for Particle Species 1 in Fig. 3.3, where the particles
are drawn as spheres with radii a2j (t0; t) located atRj(t0; t). The time interval is t =  and t = ngp,
and the temperature is T = 0:267. We demonstrate that the heterogeneity is signicant at _ = 10 5
but greatly weakened at _ = 10 1 for both time intervals t =  and ngp. Therefore, the strong
shear ow suppresses the heterogeneous structure. The same observation has also been observed in
the heterogeneity of the bond breakage [131] and of the \overlapping" function [46; 57; 58; 98; 120].
3.3.B Correlation length and intensity of dynamical heterogeneity
Next, we quantied the correlation length 4(t) and the intensity 4(t) of the dynamical hetero-
geneity. We calculated the spatial correlation function S4(q; t) dened in Eq. (3.3). Note that we
used a large system with 105 particles for the calculation of S4(q; t). Figure 3.4 shows the wave
number q dependence of S4(q; t) for various shear rates _. The temperature is T = 0:267. It can be
observed that S4(q; t) at small wave numbers q (long-distance scales) for t =  and ngp decreases








































Figure 3.5: The shear rate dependence of the correlation length 4(t) for various temperatures. The











































Figure 3.6: The shear-rate dependence of the intensity 4(t) for various temperatures. The time
interval t is (a)  and (b) ngp.
shear ow as is also shown in Fig. 3.3.
We quantied the correlation length 4(t) and the intensity 4(t) by tting the function S4(q; t)
to the OZ form in Eq. (3.4). Note that S4(q; t) was carefully tted to the OZ form in the range
of q4(t) < 1:5 to obtain accurate values of 4(t) and 4(t) [41; 42]. In Figs. 3.5 and 3.6, we show
the shear rate _ dependences of the correlation length 4(t) and the intensity 4(t) for various
temperatures. It is clear that both 4(t) and 4(t) decrease as _ increases for the time intervals
t =  and ngp. For the time interval t = , 4() and 4() can be scaled as 4()  _ 0:08
and 4()  _ 0:26 in Figs. 3.5(a) and 3.6(a), respectively. The scaling component 2:6 of 4() 












































































Figure 3.7: The time decay of SD(q; ts; t) for particle species 1 at q = 0:38. The time interval t is
 in (a) and ngp in (b). Temperature is 0:267. The shear rates _ are 0; 10
 5; 10 4; 10 3; 10 2





























































Figure 3.8: The shear-rate dependence of the lifetime hetero(t) for various temperatures. The time
interval t is (a)  and (b) ngp.
3.3.C Lifetime of heterogeneous dynamics
Next, we quantied the lifetime hetero(t) of the dynamical heterogeneity in terms of the correlation
function SD(q; ts; t) dened in Eq. (3.5). We calculated SD(q; ts; t) for the time intervals t = 
and ngp. Figure 3.7 shows the time decay of SD(q; ts; t) at q = 0:38 for various shear rates _. Note
that q = 0:38 is the smallest waver number (the longest distance scale) that we used in calculating
SD(q; ts; t). SD(q; ts; t) decays in the stretched exponential form with increasing the time separation
ts. As shown in Fig. 3.7, as the shear rate _ increases, SD(q; ts; t) for both t =  and ngp decays
faster.





















































Figure 3.9: (a) The correlation length 4(t) versus the -relaxation time . (b) The intensity
4(t) versus the correlation length 4(t). The time intervals are t =  and ngp. The white
symbols are the values of 4(t) and 4(t) under shear ows. The black symbols are the values in
the equilibrium states from Ref. [92]. The straight lines are power law ts: 4()  0:10:01 in
(a) and 4()  4()3:30:1 in (b). The dashed curve is t to 4()  (ln )0:80:05.
Figure 3.8 shows hetero(t) for t =  and ngp as a function of _. Similar to  and ngp, hetero(t) also
becomes small as _ becomes large. Here, the scalings hetero()  _ 0:88 and hetero(ngp)  _ 0:74
are observed. The steady shear ow decreases the lifetime of the dynamical heterogeneity as well
as the correlation length and the intensity. By comparing three scalings 4  _ 0:08, 4  _ 0:26,
and hetero  _ 0:88 for the time interval t = , we note that the lifetime is much more sensitive
to the shear rate _ than the correlation length and the intensity. Thus, the dynamical properties
of the dynamical heterogeneity are altered much more by the shear ow than the static properties
of the dynamical heterogeneity.
3.3.D Mapping concept for correlation length, intensity, and lifetime of dynam-
ical heterogeneity
Finally, we demonstrated that three quantities, the correlation length 4(t), the intensity 4(t), and
the lifetime hetero(t), can be mapped onto those in the equilibrium state. In Fig. 3.9(a), we plot
4(t) versus  for both time intervals t =  and ngp. In the same gure, we also plot the values
in the equilibrium state. It can be observed that the values 4(t) for t =  and ngp collapse onto a
single curve as a function of . This result means that the correlation length 4(t) in the sheared
state can be mapped onto that in the equilibrium state through the -relaxation time . For the





































Figure 3.10: The lifetime hetero(t) versus the -relaxation time . The time intervals are t = 
and ngp. The white symbols are the values of hetero(t) under shear ows. The black symbols
are the values in the equilibrium states from Ref. [91]. The straight lines are power law ts:
hetero()  1:100:02 and hetero(ngp)  0:920:02 .
(a power law t) or 4()  (ln )0:80 (a slower-than-power law t). These ts are exactly the
same as the equilibrium ts within the numerical errors [92]. In addition, in Fig. 3.9(b), we show
4(t) versus 4(t) for t =  and ngp. From Fig. 3.9(b), similarly to 4(t), 4(t) also collapses
onto a single curve as function of 4(t). Therefore, the values 4(t) in the sheared state can also be
mapped onto those in the equilibrium state. For the time interval t = , we obtained the scaling
relationship between 4() and 4(). It is a power law t 4()  4()3:3, which is same
as the equilibrium t within the numerical errors [92]. It should be noted that  decreases with
increasing _ as   _ 0:8, which leads to 4()  0:1  _ 0:08 and 4()  4()3:3  _ 0:26.
These scaling relations coincide with the observations in Figs. 3.5(a) and 3.6(a), respectively.
Furthermore, gure 3.10 shows the lifetime hetero(t) versus  for t =  and ngp. This gure
shows that hetero() and hetero(ngp) fall into the lines hetero()  1:10 and hetero(ngp)  0:92 ,
similarly to 4(t) and 4(t). These lines are exactly same as the equilibrium ones within the
numerical errors [91]. We note that hetero()  1:10  _ 0:88 and hetero(ngp)  0:92  _ 0:74
coincide with the observation in Fig. 3.8. Therefore, not only the correlation length and the
intensity but also the lifetime can be mapped onto those in the equilibrium state through the -
relaxation time. As we mentioned, previous studies [56; 131; 132] have found that the material
properties, such as the shear viscosity  and the diusion constant D, under steady shear ow
can be a single function of the -relaxation time  or the eective temperature Te. Our results
44
demonstrated that the mapping concept is valid for the material properties (the shear viscosity and
the diusion constant) as well as the properties of dynamical heterogeneity (the correlation length,
the intensity, and the lifetime).
3.4 Conclusion
In conclusion, we examined the dynamical heterogeneity in a supercooled liquid under sheared
conditions. Dynamical heterogeneity can be characterized by three quantities: the correlation
length 4(t), the intensity 4(t), and the lifetime hetero(t) . Using the correlation functions of the
particle dynamics, we quantied all three quantities for two time intervals t =  and ngp. Our
results demonstrated that not only the correlation length and the intensity but also the lifetime
decrease as the shear rate _ increases. Therefore, the steady shear ow suppresses the length
scale as well as the time scale of the dynamical heterogeneity. For the time interval t = , three
quantities can be scaled as 4  _ 0:08, 4  _ 0:26, and hetero  _ 0:88, which indicates that,
due to the steady shear ow, the lifetime decreases much more than the correlation length and the
intensity.
Furthermore, we numerically demonstrated that the values of 4(t), 4(t), and hetero(t) collapse
onto a single curve as function of the -relaxation  similarly to the material properties such as
the viscosity  and the diusion constant D. For the time interval t = , we obtained exactly
the same scaling relations between the three quantities as the equilibrium ones, i.e., 4  0:1
(or 4  (ln )0:80), 4  3:34 , and hetero  1:10 . Our results indicate that three quantities of
the dynamical heterogeneity can be mapped onto those in the equilibrium state, i.e., the mapping
concept for three quantities is valid.
In the present study, we did not acknowledge the anisotropy of the dynamical heterogeneity,
and the values of 4(t), 4(t), and hetero(t) were averaged over the direction of the wave vector
q. However, as we mentioned, the dynamical heterogeneity becomes anisotropic in the sheared
situation, and the anisotropic dynamics can be related to shear-thinning [46]. How the dynamical





Mechanical properties of a supercooled liquid
4.1 Introduction
A comprehensive theory of systems driven into non-equilibrium states is still very much under con-
struction, in contrast to the well-established descriptions of equilibrium systems. Non-equilibrium
states are generally characterized by violations of the uctuation-dissipation theorem (FDT). The
FDT relates the response functions to the associated correlation functions and holds in equilib-
rium states but is generally violated in non-equilibrium states. Much work has been devoted to
understanding the relation between response functions and correlation functions in non-equilibrium
situations, but this relation remains elusive and unclear (e.g., see refs. [7; 8; 26; 54; 116; 121] for
recent works).
It has been reported that supercooled liquids exhibit simple natures even in non-equilibrium
states. A strong shear ow can drive supercooled liquids into a highly non-equilibrium state. Even
in such a highly non-equilibrium state, the structure and relaxation dynamics captured via the
two-point correlation functions exhibit very little anisotropy [17; 90; 131]. This observation is in
marked contrast to observations of other complex uids such as polymer solutions and colloidal
suspensions, in which structural changes or anisotropic dynamics are induced by a driving shear
ow [82; 102]. Furthermore, in glassy systems, including supercooled liquids, it has been suggested
that the equilibrium form of the FDT holds at long times with the temperature T replaced by
an eective temperature Te [14], which indicates that Te can play a role like the temperature
in the non-equilibrium situation and can provide a relation between the response and correlation
functions. Several numerical and theoretical works have examined the validity and the role of the
eective temperature [13; 56; 78; 100; 135].
Motivated by the above reports regarding the simple non-equilibrium properties of supercooled
liquids, we investigated the shear stress responses and uctuations of a supercooled liquid in a
non-equilibrium state. We rst drove the supercooled liquid into a non-equilibrium state using a
steady shear ow, and we then examined the shear stress responses to oscillating shear strains in the
non-equilibrium state. We also examined the correlation functions of the shear stress uctuations
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and tested the validity of the concept of an eective temperature. Shear stress responses and
uctuations are often useful for investigating non-equilibrium statistical mechanics [121]. The aim
of this study was to reveal the behaviors of the shear stress responses and uctuations of supercooled
liquids in a non-equilibrium state.
It is worth mentioning some theoretical works on the mechanical responses of glassy systems: the
soft glassy rheology model [114], the shear-transformation-zone theory [22], and the mode-coupling
theory [23]. Furthermore, in the eld of complex uid rheology, some experimental works have
examined the mechanical properties of polymer solutions under a steady shear ow [84; 115; 123]
and have proposed the constitutive equations describing their results. Constitutive equations, which
give the relations between the stress tensor and the strain tensor, play an important role in the eld
of uid dynamics or transport phenomena [18; 19; 82]. In this study, we attempted to construct a
constitutive equation for supercooled liquids from our simulation results.
The chapter is organized as follows. In Sec. 4.2, we briey review our MD simulation and show
three ways to apply an oscillating shear strain under a steady shear ow. In Sec. 4.3, the results
are presented. We rst show our MD simulation results of mechanical responses in the sheared
states and construct a constitutive equation describing simulation results. Then, we present the
results of the correlation functions of the shear stress uctuations. Finally, we show a violation of
FDT and the validity of the concept of an eective temperature. In Sec. 4.4, we summarize our
results.
4.2 Simulation model and method
4.2.A Simulation model
In this work, we performed molecular dynamics (MD) simulations in three dimensions. Our model
liquid is a mixture of two atomic species, 1 and 2, with N1 = N2 = 5; 000. The particles interact
via a soft-core potential (r) = (ab=r)
12 with ab = (a + b)=2, where r is the distance between
two particles, a is the particle size, and a; b 2 1; 2. The interaction was truncated at r = 3ab. We
set the mass and size ratios to be m2=m1 = 2 and 2=1 = 1:2, respectively. This diameter ratio
avoided system crystallization and ensured that an amorphous supercooled state formed at low
temperatures [89]. The particle density was xed at a value of  = (N1 +N2)=V = 0:8=
3
1, where
the system length was L = V 1=3 = 23:21. The temperature was xed at a value of T = 0:306=kB.





Figure 4.1: Schematic illustration of an applied steady shear ow (yellow arrow) and an oscillating
shear strain (green arrow). The steady shear ow is applied as the xy component of the strain
tensor . The oscillating shear strain is applied as the xy, xz, and yz components of  in (a), (b),
and (c), respectively.




respectively. Shear ows were implemented by means of the Lees-Edwards boundary condition. We
integrated the so-called SLLOD equations of motion with the Lees-Edwards boundary condition,
and the temperature of the system was maintained by the Gaussian constraint thermostat [39].
4.2.B Way to apply steady shear ow and oscillating shear strain
We rst applied a steady shear ow to drive the supercooled liquid into a non-equilibrium state
[17; 90; 131]. We orient the x and y axes along the ow direction and the velocity gradient direction
of the steady shear ow, respectively, as shown in Fig. 4.1. Figure 4.2 shows the shear-rate _s
dependencies of the shear viscosity  and the  relaxation time  at various temperatures T . The
values of  and  decrease with increasing _s as  /   _ s with  = 0:7  0:8, as shown by
previous works [17; 90; 131]. In the present study, we focused on two non-equilibrium states, as
indicated by the black circles in Fig. 4.2. First state is at T = 0:306 and _s = 10
 4, where the
supercooled liquid is in the weakly sheared state. Second state is at T = 0:306 and _s = 10
 2,
where the supercooled liquid is in the strongly sheared state. Notice that the marked shear thinning
occurs in the strongly sheared state ( _s = 10
 2), as we can see from Fig. 4.2.
As is shown in Fig. 4.1, we next applied an oscillating shear strain ij and examined the
shear stress response ij to ij , where ij and ij are the ij components of the strain tensor
 = ru + t(ru) and the stress tensor , respectively, and ij = xy, xz, and yz.  denotes the













































Figure 4.2: (a) The shear viscosity  and (b) the -relaxation time  versus _s for various tem-
peratures. The arrows mean the values of  and  at T = 0:306 and _s = 0 (equilibrium state). In
this study, we focused on two non-equilibrium states at T = 0:306 and _s = 10
 4 (weakly sheared
state) and T = 0:306 and _s = 10
 2 (strongly sheared state), as indicated by the black circles. At
T = 0:306 and _s = 10
 2, the marked shear-thinning is observed.
even in the absence of an oscillating strain, xy has a value s = ( _s) _s due to the steady shear
ow, and therefore, we should calculate xy as xy = xy   s. xz and yz are calculated as
xz = xz and yz = yz. We stress that there are three ways to apply an oscillating strain, as
is well demonstrated in Fig. 4.1(a), (b), and (c). The strain tensor,  = ru+ t(ru), is described
as follows.
 =
0@ 0 _st+ xy 0_st+ xy 0 0
0 0 0
1A in Fig. 4.1(a); (4.1)
 =
0@ 0 _st xz_st 0 0
xz 0 0
1A in Fig. 4.1(b); (4.2)
 =
0@ 0 _st 0_st 0 yz
0 yz 0
1A in Fig. 4.1(c): (4.3)
We examined the three stress responses: xy to xy in Fig. 4.1(a), xz to xz in Fig. 4.1(b), and
yz to yz in Fig. 4.1(c). In the present situation in which a steady shear ow is applied, these
three stress responses (xy to xy, xz to xz, and yz to yz) are generally dierent, whereas
these three stress responses are exactly the same in the equilibrium state. The oscillating shear
strain was expressed in a sinusoidal form: ij = 0 sin!t, where 0 and ! are the amplitude and
the frequency of the oscillating strain, respectively. In this study, we considered two amplitudes:
0 = 10
 2 and 10 1. We should note that the amplitude 0 = 10 2 is small enough that ij is
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linear with respect to ij . On the other hand, the amplitude 0 = 10
 1 is large so that ij is
non-linear with respect to ij .
It is useful to utilize the shear moduli G0ij_s (!) and G
00ij
_s
(!) instead of the full time history ij(t),




and G00ij_s (!) are respectively the storage modulus for the elasticity and the loss modulus for the
viscosity and are often used to measure the viscoelastic properties of the materials [23; 67; 129; 133].
G0ij_s (!) and G
00ij
_s
(!) are the Fourier transformations of ij(t), dened in Eq. (4.4), and ij(t)





















We note that G0ij_s (!) and G
00ij
_s
(!) depend on the three quantities: !, 0, and _s. If the amplitude
0 of the oscillating strain is small, and the steady shear ow s is absent, i.e., 0  1 and _s = 0,
then G0ij_s (!) and G
00ij
_s
(!) reduce to the linear shear moduli and depend on only the frequency ! of
the oscillating strain. On the other hand, when the amplitude 0 gets large, or the steady shear ow
_s is present, then the non-linearity arises, so G
0ij
_s
(!) and G00ij_s (!) becomes the non-linear shear
moduli, which depend on not only the frequency ! but also the amplitude 0 or the steady shear
rate _s. In the following sections, we present the results of the shear moduli G
0ij
_s
(!) and G00ij_s (!).
4.3 Results
4.3.A Mechanical responses in sheared states
We rst present the results of mechanical responses in the weakly and strongly sheared states
obtained from MD simulations. Figures 4.3 and 4.4 show the results of the shear moduli G0ij_s and
G00ij_s at _s = 10
 4 (weakly sheared state), and gures 4.5 and 4.6 show the results at _s = 10 2
(strongly sheared state). The amplitudes 0 of the oscillating strain are 0 = 0:01 in Figs. 4.3
and 4.5 and 0 = 0:1 in Figs. 4.4 and 4.6. Notice that the mechanical responses are linear with
respect to the oscillating strain at 0 = 0:01 and non-linear at 0 = 0:1. In the same gures, we
also show the shear moduli G0eq and G00eq in the equilibrium state to clarify the eects caused by
the steady shear ow with _s = 10
 4 or 10 2. In addition, we plotted two time scales  and .
The time scale  is the -relaxation time shown in Fig. 4.2(b), and the time scale  is called
as the  relaxation time. As is well known, supercooled liquids have these two characteristic time
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scales, a slow  and a fast  time component, which can be captured by two-point correlation
functions [32]. The value  was inuenced by the steady shear, i.e.,  is the function of _s, as
in Fig. 4.2(b), whereas the value  was almost unchanged since  is much short time scale and
comparable to the so-called Einstein period.
The shear moduli G0eq and G00eq in Figs. 4.3 and 4.5 show the typical linear viscoelastic behaviors
of supercooled liquids [82]. At low frequencies !, G00eq is larger than G0eq, which means liquid-like
behaviors. As the frequency ! gets large, G0eq gets larger thanG00eq, which means solid-like behaviors.
The time scale of the crossover from liquid-like to solid-like behaviors is around the -relaxation
time  in the equilibrium state. Notice that  indicated in Figs. 4.3 and 4.5 are the values in
the sheared state, not the equilibrium state. At the large amplitude 0 = 0:1 of the oscillating
strain (non-linear regime), this time scale of the crossover becomes shorter than that at the small
amplitude 0 = 0:01 (linear regime), as we can see from 4.4 or 4.6. Thus, the larger oscillating
strain makes the supercooled liquid more liquid-like, which has been also observed in supercooled
polymer melt [133; 134].
In the following, we examined the eects due to the steady shear ow with _s = 10
 4 (weak
shear ow) and _s = 10
 2 (strong shear ow) by comparing G0ij_s and G
00ij
_s
with G0eq and G00eq.
(i) Weakly sheared state (Figs. 4.3 and 4.4)
As in Figs. 4.3 and 4.4, although we can recognize the eects due to the steady shear ow
at the very low frequencies ! <  1 , these eects are small. In the whole frequency ! region
except for ! <  1 , all G
0ij
_s





weak steady shear ow with _s = 10
 4 makes only small eects on the mechanical responses
in the very low frequency region ! <  1 .
(ii) Strongly sheared state (Figs. 4.5 and 4.6)
As in Figs. 4.5 and 4.6, the strong steady shear ow with _s = 10
 2 inuences the mechanical
responses a lot compared to the weak steady shear ow with _s = 10
 4, as can be physically
expected. We can easily recognize the eects due to the steady shear ow at the low frequen-
cies ! <  1 for all G
0ij
_s
and G00ij_s , whereas at the very high frequencies ! > 
 1
 , these eects
are not observed. From Figs. 4.5 and 4.6, we can nd two remarkable results. First, two
components, xz and yz, of G0ij_s and G
00ij
_s
coincide with each other surprisingly well even at
the low frequencies ! <  1 where the large eects due to the steady shear ow are observed
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(see the upper and lower triangles in Figs. 4.5 and 4.6). Despite the strong steady shear
ow, two of the stress responses, xz to xz and yz to yz, are the same. This result
demonstrates the isotropic feature of this system. Second, the behaviors of the xy component
of G0ij_s and G
00ij
_s
are quite dierent from those of the xz and yz components (see the circles
in Figs. 4.5 and 4.6). The xy component becomes smaller than the xz and yz components
at the low frequencies !. In addition, as ! decreases, the storage modulus G0xy_s decreases
much more rapidly than G0xz_s and G
0yz
_s
. At low frequencies !, G0xy_s takes on negative values
(data are not shown in Figs. 4.5 and 4.6). Thus, due to the steady shear ow, the mechanical
properties of the xy component is notably dierent from those of the other components. We
will demonstrate the origin of this dierence between the xy component and the other xz
and yz components by means of the constitutive equation later in Sec. 4.3.B. It should be
mentioned that similar behaviors of G0xy_s and G
00xy
_s
have also been experimentally observed






We attempted to construct a constitutive equation describing our simulation results and obtained
the following equation:
 + ( _)
d
dt














1 + ( _xy2 + _xz2 + _yz2)=2
:
(4.6)
It was reported that the linear viscoelastic properties of supercooled liquids can be well described
by Maxwell model with two characteristic time scales  and  [82]. In our constitutive equation
(4.5), the non-linearity due to the steady shear ow or the large amplitude of the oscillating strain
are embedded in the two parameters ( _) and ( _). The parameters  and  remain constant
since according to our MD simulation results, the non-linearities are not observed in the region of



















































Figure 4.3: The shear moduli (a) G0ij_s and (b) G
00ij
_s
versus !. _s = 10
 4 (weakly sheared state) and
0 = 10
 2 (linear regime). We also show G0eq and G00eq in the equilibrium state. The symbols and
lines represent the results of MD simulations and the constitutive equation (4.5), respectively. The



















































Figure 4.4: The shear moduli (a) G0ij_s and (b) G
00ij
_s
versus !. _s = 10
 4 (weakly sheared state) and
0 = 10










































































Figure 4.5: The shear moduli (a) G0ij_s and (b) G
00ij
_s
versus !. _s = 10
 2 (strongly sheared state)
and 0 = 10









































































Figure 4.6: The shear moduli (a) G0ij_s and (b) G
00ij
_s
versus !. _s = 10
 2 (strongly sheared state)
and 0 = 10
 1 (non-linear regime). See the caption of Fig. 4.3.
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Eq. (4.5) as
( _xy2 + _xz2 + _yz2)=2 +  + 0
d
dt
= 0 _: (4.7)
According to the above equation (4.7), we can consider that the constitutive equation consists of a
Maxwell model and a nonlinear term. The non-linear term is the rst term of the left-hand side and
represents the non-linearity due to the steady shear ow or the large amplitude of the oscillating
strain. We stress that this non-linear term is isotropic with respect to the strain tensor _ and
reects the isotropic feature observed in MD simulations, i.e., the shear responses of the xz and yz
components coincide with each other.
The constitutive Eq. (4.5) and Eq. (4.6) have six parameters: 0, 0, , , , and .
The four parameters, 0, 0, , and , characterize the linear viscoelastic properties, and the
remaining two parameters,  and , characterize the non-linear properties. The four parameters




eq shown in Figs. 4.3 and 4.5, and we
obtained 0 = 430, 0 = 85,  = 2:0, and  = 0:15. On the other hand, the two parameters (
and ) can be determined from the shear-rate dependencies of ( _s) and ( _s) shown in Fig. 4.2.








1 +  _s
;
(4.8)
which produce the shear-thinning behavior. Thus, we determined the parameters,  and , by
tting Eq. (4.8) to the data of ( _s) and ( _s) in Fig. 4.2, and we obtained  = 500 and  = 0:7.
It should be noted that in the case of supercooled liquids, we can consider the shear viscosity as
 = + ' , since the slower relaxation time is extremely larger than the faster one [32; 47; 74].




constitutive Eq. (4.5) and Eq. (4.6). By comparing the lines (constitutive equation) with the
symbols (MD simulation) shown in Fig. 4.3-4.6, we can see that the constitutive equation reects
the results of the MD simulations in both the quiescent equilibrium state and the sheared non-
equilibrium state. In addition, the constitutive equation can catch not only the linear responses to
the oscillating strains (the amplitude 0 = 0:01) but also the non-linear stress responses (0 = 0:1).
We also checked the validity of the constitutive equation at larger amplitudes of 0 = 0:2, 0:3, and
0:5. We stress that the constitutive Eq. (4.5) and Eq. (4.6) are much simpler than those for typical
complex uids such as polymer solutions [82], and much more interestingly, even in the strongly
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sheared state, the mechanical responses can be t well by this simple constitutive equation.
As mentioned in Sec. 4.3.A, G0xy_s and G
00xy
_s
are much dierent from the other xz and yz
components at the low frequencies ! in the strongly sheared state (see Figs. 4.5 and 4.6). We
examined this dierence between the xy component and the other xz and yz components by using
the constitutive Eq. (4.5) and Eq. (4.6). Note that at the low frequencies, the stress tensor 
can be written as  =  +  ' , so in the following, we consider  as the stress tensor .
To reveal the eects due to the steady shear ow, we analyzed the constitutive equation with the
condition 0!  _s. This condition, 0!  _s, means that the shear rate of the steady shear ow
is much larger than that of the oscillating strain and holds well at the low frequencies !. In result,
the following two equations were obtained: Eq. (4.9) for the xy component and Eq. (4.10) for the
xz and yz components.
 _s




xy    _s 1s _xy: (4.9)
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ij ; (ij = xz; yz): (4.10)
Here,  _ij = 0! cos!t. Note that the equations for the xz and yz components are exactly identical,
which arises from constitutive equation being isotropic with respect to the strain tensor . By
comparing Eqs. (4.9) and (4.10), we see that the dierence between the xy component and the
other xz and yz components originates from the second term of the right-hand side of Eq. (4.9),
i.e., the \ _s  _
xy" term. This term arises from the coupling between the driving shear ow _s and
the oscillating strain  _xy. In the xz and yz components, such a coupling does not appear because
the driving shear ow and the oscillating strain are dierent components. However, in the xy
component, the driving shear ow _s and the oscillating strain  _
xy are the same components, and
the coupling term \ _s  _
xy" arises, which is the origin of the dierence between the xy component
and the other xz and yz components.
As we mentioned, there are some studies investigating the mechanical responses of polymer
solutions under a steady shear ow [84; 115; 121; 123], where the responses xy to xy and yz
to yz have been examined. Note that in their studies, the responses xy to xy and yz to yz
are called as the parallel superposition and orthogonal superposition, respectively. It was reported
that the steady shear ow can make the eect called as the convective constraint release eect [115]
or can induce the anisotropic mobility [121], which both accelerate the relaxation time of polymer






























































Figure 4.7: The shear stress correlation function Gij_s . (a) _s = 10
 4 (weakly sheared state) and (b)
_s = 10
 2 (strongly sheared state). We also show Geq in the equilibrium state. The labels \xy",
\xz", and \yz" denote ij = xy, xz, and yz, respectively, and the label \eq" denotes the equilibrium
state.
(4.5) and Eq. (4.6) in the way that they all accelerate the relaxation times. However, in polymer
solutions, the origin of the dierence between the xy component and the yz component is still not
clear. Furthermore, to our best knowledge, there are no studies investigating mechanical responses
of polymer solutions for the xz component. It can be expected that the mechanical responses of
polymer solutions in the xz and yz components are dierent on the contrary to glassy systems
exhibiting the surprisingly same responses.
4.3.C Stress uctuations in sheared states
We next examined the shear stress uctuations in the sheared states. We calculated the correlation
functions, Gxy_s , G
xz
_s









; (ij = xy; xz; yz); (4.11)
where ij represents the shear stress uctuations in the ij component of the stress tensor , and
hi _s denotes the ensemble average in the sheared non-equilibrium state.
Figure 4.7 shows the functions Gxy_s , G
xz
_s
, and Gyz_s for _s = 10
 4 (weakly sheared state) in
(a) and _s = 10
 2 (strongly sheared state) in (b). In the same gures, the function Geq in the
equilibrium state is also plotted.
(i) Weakly sheared state (Fig. 4.7(a))
58
As in Fig. 4.7(a), while we can recognize that Gxy_s behaves a little dierently from Geq, G
xz
_s
and Gyz_s coincide with Geq. Thus, like the mechanical responses shown in Figs. 4.3 and 4.4,
the shear stress uctuations are also caused only small eects on by the weak steady shear
ow with _s = 10
 4.
(ii) Strongly sheared state (Fig. 4.7(b))
We can easily recognize that all Gij_s relax rapidly compared to Geq due to the steady shear
ow, as in Fig. 4.7(b). The strong steady shear ow with _s = 10
 2 causes large eects on
the shear stress uctuations as well as the mechanical responses. It should be noted that even
for the small times t < , all G
ij
_s
values dier from Geq, which means that the strong steady
shear ow with _s = 10
 2 aects the uctuations even at t < , time scales much smaller
than _ 1s = 102. A similar result has been observed in sheared foam [100]. This trend is
dierent than those of the responses G0ij_s and G
00ij
_s
shown in Figs. 4.5 and 4.6, where at short
time scales (! >  1 ), all G
0ij
_s




eq, i.e., the eects




identical, while Gxy_s behaves quite dierently and has even negative values. This situation is
also observed for the responses G0ij_s and G
00ij
_s




demonstrates isotropic uctuations, and such isotropic uctuations have
been also observed in the two-point correlation functions and the mean square displacement
[17; 90; 131]. In contrast, the dierent behavior of Gxy_s demonstrates an anisotropy, which
has also been detected in the four-point correlation functions [46]. It has been reported that
Gxy_s does not decay monotonically and has negative values in sheared foam [100], which is
consistent with our result.
4.3.D Violation of uctuation-dissipation theorem
Finally, we investigated the relations between the response functions and the correlation functions,
which are of great interest and importance [7; 8; 13; 14; 26; 54; 56; 78; 100; 116; 121; 135]. When
we use G0ij_s and G
00ij
_s
as the response functions, the associated correlation function is the Fourier
transformation of Gij_s , dened as










where the subscript \cor" denotes the correlation function. We note that the response functions
have to be G0ij_s and G
00ij
_s
at the small amplitude 0 = 0:01 of the oscillating strain, i.e., the linear
responses with respect to the oscillating strain.
Figures 4.8 and 4.9 show the correlation functions G0ijcor; _s and G
00ij
_cor;s
with the response func-
tions G0ij_s and G
00ij
_s
at _s = 10
 4 (weakly sheared state) and _s = 10 2 (strongly sheared state),
respectively. The correlation and response functions in the equilibrium state are also shown in the
same gures. As well demonstrated in Figs. 4.8 and 4.9, we can see that the response function and
the correlation function coincide with each other in the equilibrium state, which means that the
FDT holds. In contrast, as in Figs. 4.8 and 4.9, the response function and the correlation function
do not coincide in the non-equilibrium sheared states, and therefore, the FDT is violated. The
violation is much large in the strong sheared case (see Fig. 4.9). Notice that the FDT is violated
even at the high frequencies ! >  1 , because the correlation functions of the shear stress uctu-
ations behave dierently from the equilibrium one even at t <  as shown in Fig. 4.7 although
the responses in the sheared state coincide with the equilibrium one as shown in Fig. 4.3 and 4.5.
The violation of the FDT is physically interpreted as entropy production [54; 116], a steady-state
probability current [26], or other related physical quantities. Recent works have strived to provide
a unifying framework for this phenomenon [7; 8].
To examine the concept of an eective temperature [13; 14; 56; 78; 100; 135], we dened the
















Note that the eective temperatures T 0e and T
00
e are dened from dierent observables, the storage
modulus and the loss modulus, respectively. Figure 4.10 and 4.11 show the frequency ! depen-
dencies of T 0e and T
00
e at _s = 10
 4 (weakly sheared state) and _s = 10 2 (strongly sheared
state), respectively. In the equilibrium state, T 0e and T
00
e are exactly the same as the tempera-
ture T = 0:306 for all frequencies !, as is well demonstrated in Figs. 4.10 and 4.11. Thus, the
temperature T exactly relates the response function to the correlation function. However, in the
non-equilibrium state, both T 0e and T
00
e dier from T = 0:306. As in Fig. 4.11, in the strong
sheared case, T 0e and T
00































































Figure 4.8: The response and correlation functions (a) G0ij_s and G
0ij
cor; _s
and (b) G00ij_s and G
00ij
cor; _s
versus !. _s = 10
 4 (weakly sheared state). We also show the functions in the equilibrium state.
The symbols and lines represent the response functions and the correlation functions, respectively.
The labels \res" and \cor" correspond to the response function and the correlation function, re-
























































































Figure 4.9: The response and correlation functions (a) G0ij_s and G
0ij
cor; _s
and (b) G00ij_s and G
00ij
cor; _s
versus !. _s = 10





















































Figure 4.10: The eective temperatures (a) T 0e and (b) T
00

























































Figure 4.11: The eective temperatures (a) T 0e and (b) T
00
e versus !. _s = 10
 2 (strongly sheared
state).
is valid, then, at low frequencies ! (long time scales), T 0e and T
00
e should coincide with each other
and have the same value for all components ij = xy; xz, and yz, i.e., one scalar quantity should
relate the response function and the correlation function of any observable and any component.
However, as shown in Figs. 4.10 and 4.11, T 0e and T
00
e dier from each other and have dierent
values between components. Note that T 0e of the xy component has negative values at low !
because of the negative G0ij_s (data are not shown in Figs. 4.10 and 4.11). This result indicates
that the use of only one eective temperature (one scalar quantity) cannot completely characterize
the relationship between the response functions and the correlation functions and calls for further
improvement and modication to the concept of an eective temperature. For the supercooled
liquid, it is notable that the eective temperatures T 0e and T
00
e have the same values for the xz
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and yz components over all !. This feature is considered as a characteristic of glassy systems. In
general, the eective temperature may depend on the direction or the component of the observable,
which has recently been observed in sheared colloidal suspensions [135].
In addition, the behaviors of T 0e and T
00
e notably dier from each other over the entire domain
of !. T 00e coincides with T = 0:306 at high ! > 
 1
 , and as ! decreases, T
00
e starts to deviate from
T = 0:306 near ! =  1 and approaches higher values: 0:350 for the xz and yz components and
0:550 for the xy component in the weakly sheared case (see Fig. 4.10) and 0:450 for the xz and
yz components and 0:800 for the xy component in the strongly sheared case (see Fig. 4.11). This
behavior of T 00e is consistent with previous results [13; 14; 78; 135], i.e., the eective temperature
can be equivalent to the bath temperature at short times (high !) and a higher temperature at long
times (low !). However, T 0e is slightly higher than T and does not coincide with T even at high
! >  1 . As ! decreases, T
0
e begins to increase near ! = 
 1
 , a much shorter time scale compared
with ! =  1 . In addition, T 0e for the xy component does not approach a positive value. These
behaviors of T 0e are clearly observed in the strongly sheared case (Fig. 4.11(a)). In the weakly
sheared case (Fig. 4.10(a)), T 0e of the xy component behaves in the manner described above,
whereas T 0e for the xz and yz components behave like T
00
e. These results for T
0
e are inconsistent
with previous results [13; 14; 78; 135]. Therefore, the eective temperature measured in previous
works [13; 14; 78; 135] may be physically similar to T 00e but dierent from T
0
e.
In order to examine whether the eective temperature measured in previous works [13; 14;
78; 135] is quantitatively same as T 00e or not, we investigated the mechanical response to a small
constant shear strain. At time t = 0, the constant small shear strain ij = 0:01 was applied on
the sheared supercooled liquid. Note that the response is linear with respect to the shear strain









where hi _s denotes the ensemble average in the sheared non-equilibrium state. In the equilibrium





Eq. (4.15) indicates that the temperature T can be obtained as (minus) the inverse slope of the









































































 4 (weakly sheared state) and (b) _s = 10 2 (strongly sheared state). We also show eq(t)
versus Geq(t) in the equilibrium state. The labels \xy", \xz", and \yz" denote ij = xy, xz, and
yz, respectively, and the label \eq" denotes the equilibrium state. In the gures, the slopes are also
written.
eective temperature is dened as the inverse slope of the susceptibility-correlation function plot








Figure 4.12 shows the susceptibility-correlation function plot for ij = xy, xz, and yz components in
the sheared state. In the same gure, the susceptibility-correlation function plot in the equilibrium
state is also plotted. In the equilibrium state, the inverse slope is exactly T = 0:306 in the whole
region. On the contrary, in the sheared non-equilibrium state, the inverse slopes for long times
take values higher than T = 0:306, and these values coincide well with T 00e(!) at low frequencies:
0:550 for the xy component in the weakly sheared case (see Fig. 4.12(a)) and 0:450 for the xz and
yz components and 0:800 for the xy component in the strongly sheared case (see Fig. 4.12(b)).
Note that in the weakly sheared case, the inverse slopes for the xz and yz components can be 0:350
(T 00e(!) at low !), although we cannot distinguish such slope numerically. Thus, we can conclude
that the eective temperature Te used in previous works [13; 14; 78; 135] and T
00
e are quantitatively
same. The eective temperatures Te and T
00
e can be mathematically connected because responses
to a small constant strain and an oscillating strain can be connected by the Fourier transformation.
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4.4 Conclusion
We examined the mechanical responses of a supercooled liquid in sheared states. We rst applied a
steady shear ow to drive the supercooled liquid into a non-equilibrium state. Then an oscillating
strain was applied on the non-equilibrium supercooled liquid. Both the linear responses and the
non-linear responses to the oscillating strains were investigated. As can be expected, the weak
steady shear ow caused small eects on the mechanical responses to the oscillating strains, whereas
the strong steady shear ow caused large eects on the mechanical responses. For the components
diering from that of the driving shear ow, the same responses were obtained, which demonstrates
the isotropic feature of supercooled liquids. In contrast, for the same component as that of the
driving shear ow, the responses are quite dierent from those of the other components. This
dierence arises from the coupling between the steady shear ow and the oscillating shear strain. We
constructed the constitutive Eq. (4.5) and Eq. (4.6) for supercooled liquids and demonstrated that
even in the strongly sheared state or even for the non-linear responses, the mechanical responses
can be t well by these equations. The constitutive equation is much simpler than those for
typical complex uids such as polymer solutions [82], which demonstrate much simple mechanical
properties of supercooled liquids.
We next examined the shear stress uctuations in the sheared non-equilibrium states. As are
the mechanical responses, the shear stress uctuations are caused large eects on by the strong
steady shear ow, whereas the weak steady shear ow causes small eects. Similar to mechanical
responses, for the components diering from that of the driving shear ow, the same correlations
of the shear stress uctuations were observed. This result demonstrates the isotropic uctuations
of this system, which have been also observed in two-point correlation functions or mean square
displacements [17; 90; 131]. In contrast, for the same component as that of the driving shear ow,
the correlations are quite dierent from those of the other components, which demonstrates the
anisotropic uctuations of the system. Anisotropic uctuations have been also found in four-point
correlation function [46].
Finally, we examined a violation of the FDT in the sheared states [7; 8; 26; 54; 116; 121]. While
the FDT holds in the equilibrium state, the FDT are violated in the sheared non-equilibrium states.
Especially the strong shear ow makes the FDT largely violated. We explored the validity of the
concept of an eective temperature [13; 14; 56; 78; 100; 135]. We dened two frequency-dependent
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eective temperatures based on the storage modulus and the loss modulus and found that the use of
only one eective temperature cannot completely characterize the relationship between the response
functions and the correlation functions. The eective temperature based on the loss modulus is
quantitatively same as that measured in previous works [13; 14; 78; 135].
As we investigated in this work, supercooled liquids have simple non-equilibrium properties
that are not observed in typical complex uids such as polymer solutions [82; 84; 115; 123]. Owing
to such simplicity, supercooled liquids (or glassy systems) composed of spherical or low-molecular-
weight molecules may be excellent materials for investigating non-equilibrium statistical mechanics.
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Chapter 5
Acoustic properties of a supercooled liquid
5.1 Introduction
The dynamics of supercooled liquids, including the slowing down, the two step relaxation, the
heterogeneous dynamics, and so on, have been the focus of interest for a long time [32; 37]. One of
the important dynamical properties is the sound wave propagation [53; 63], which is the collective
motion of atoms. Whereas the longitudinal sound waves can propagate in both solids and liquids,
the transverse sound waves can propagate in solids but not in liquids. One of the characteristics
of solids is that they can support the transverse modes, which phenomenologically leads to a nite
shear modulus at zero frequency. However, at suciently short wavelengths and high frequencies,
liquids can also support propagating transverse modes for considerable distances before decaying.
This has been experimentally demonstrated for many liquids [55; 66]. Even simple monatomic
liquids can support propagating elastic transverse modes with atomic-scale wavelengths.
In contrast to normal liquids, supercooled liquids sustain the transverse sound waves even at
long wavelengths and low frequencies due to the viscoelastic property. As well known, supercooled
liquids exhibit the viscoelastic property, i.e., not only liquid-like viscous nature but also solid-
like elastic nature, similar to complex uids such as polymer solutions [82]. As the temperature
decreases, the structural relaxation time becomes dramatically large, which indicates an increase
in the solid-like nature. The large structural relaxation time supports the transverse sound waves
to propagate in the supercooled liquids. In fact, several researches estimated the length scale lt,
called as the hydrodynamic length [95], as the largest wavelength that the transverse modes can
exist in liquids by means of molecular-dynamics (MD) simulation [95] and mode-coupling theory
(MCT) [2; 29; 30], and it was reported that the value lt increases dramatically with decreasing the
temperature and becomes extremely large in the supercooled state, which means that the transverse
sound waves can propagate even at long wavelengths and low frequencies.
It is possible to predict the behavior of the sound waves propagating in the materials by means of
the continuum mechanics [38; 53; 109; 124]. This approach, however, is dicult to perform because
the appropriate constitutive equation is necessary to characterize the mechanical properties of the
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materials. In our previous study [94] (Chapter 4), we successfully constructed a two-mode Maxwell
model as the constitutive equation for the supercooled liquids. This constitutive equation can
describe the shear stress responses of the supercooled liquid quite well in not only the quiescent
equilibrium state but also the sheared non-equilibrium state (see Chapter 4). We are therefore
able to examine the behavior of the transverse sound wave by means of the continuum mechanics
with this constitutive equation. In this work, we attempted to explain physically the behavior
of the transverse sound wave in the framework of the continuum mechanics. The most recent
works [47; 48] found out that the shear viscosity of the supercooled liquid depends notably on the
wavenumber (the distance scale). This result physically demonstrated the spatial nonlocality of
the viscous transport, which is also observed in complex uids such as entangled polymer solutions
[43; 44; 45]. We expect that the eect due to the lengthscale dependence of the viscosity can be
observed in the propagation of the transverse sound waves.
In the present study, we examined the behavior of the transverse sound wave in the supercooled
liquid by means of MD simulations. The dispersion relation and the sound attenuation time con-
stant were estimated by calculating the transverse current spectrum. To interpret the simulation
results physically, we also investigated the propagation of the transverse sound wave by using the
continuum mechanics with the constitutive equation obtained in the previous study [93] (Chapter
4). The aim of the present study is to explain the behavior of the transverse sound wave in the
framework of the continuum mechanics. We also extended the constitutive equation to the nite
wavenumber case by using the wavenumber dependent viscosity and shear modulus [38; 53]. This
extension allowed us to describe the sound waves with short wavelengths and high frequencies.
The paper is organized as follows. In Sec. 5.2, we briey review our MD simulation. We also
dene the density and current correlation functions and their Fourier transforms in this section.
In Sec. 5.3, we present our results. We rst present simulation results of the transverse sound
waves in the quiescent equilibrium and sheared non-equilibrium sates, and then the predictions of
continuum mechanics are presented. In Sec. 5.4, we summarize our result.
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5.2 Simulation model and correlation functions of density and cur-
rent
5.2.A Simulation model
We performed MD simulations in three dimensions. Our simulation model is a mixture of two
dierent size atomic species, 1 and 2, with N1 = 50; 000 and N2 = 50; 000 particles. The particles
interact via the soft-sphere potential vab(r) = (ab=r)
12 with ab = (a + b)=2, where r is the
distance between two particles, a is the particle size, and a; b 2 1; 2. The interaction was truncated
at r = 3ab. We took the mass ratio to be m2=m1 = 2 and the size ratio to be 2=1 = 1:2.
This diameter ratio avoided system crystallization and ensured that an amorphous supercooled
state formed at low temperatures [89]. In this work, we measured space, time, and temperature
by 1, 0 = (m1
2
1=)
1=2, and =kB, respectively. The particle density was xed at a value of
 = (N1 + N2)=V = 0:8, where the system length was 50:0. The temperature was set to be
T = 0:772; 0:306; 0:289, and 0:267. The freezing point of the corresponding one-component model
is around T = 0:772 ( e = 1:15) [89]. Here,  e is a single parameter characterizing this soft-
sphere liquid model, called as the eective density. At T = 0:267 ( e = 1:50), the system is in a
highly supercooled state. Simulations were carried out in not only the quiescent equilibrium state
but also the sheared non-equilibrium state. In the equilibrium state, we integrated the Newtonian
equations of motion with the periodic boundary condition. On the other hand, in the sheared state,
we integrated the so-called SLLOD equations of motion with the Lees-Edwards periodic boundary
condition [39]. The Lees-Edwards periodic boundary condition maintained a steady shear ow.
We set the x axis and the y axis along the ow direction and the velocity gradient direction of
the steady shear ow, respectively. The mean velocity prole is hvi = _yex, where ex is the unit
vector in x direction. The temperature was kept at a desired value using a Gaussian constraint
thermostat in the sheared non-equilibrium state [39]. The details of this simulation model are found
in previous works [75; 90; 131].
5.2.B Density and current correlation functions
In this section, we consider only the sheared situation with the shear rate _. However, when the
shear rate is set to be _ = 0, then the situation directly reduces to the equilibrium situation. The
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mjvj(t) exp( ik  rj(t));
(5.2)
where vj(t) = vj(t)   _yj(t)ex is the velocity deviations relative to mean Couette ow of the
particle j. Each Fourier component of the current can be separated into the longitudinal part jlk
and the transverse part jtk as
jlk(t) = (k^  jk(t))k^;
jtk(t) = jk(t)  (k^  jk(t))k^;
(5.3)
where k^ = k=k is the unit vector in k direction. The longitudinal component jlk is related to the
mass density k via the continuity equation:
dk( t)(t)
dt
+ ik( t)  jlk( t)(t) = 0; (5.4)
where k(t) is the time-dependent wave vector [90] dened as
k(t) = k + _tkxey; (5.5)
and ey is the unit vector in y direction.
Then, the correlation functions of the density k(t), the longitudinal current jlk(t), and the
transverse current jtk(t) are dened as











































The function S(k; !) is the so-called dynamical structure factor [53]. The density correlation func-
tion and the longitudinal current correlation function are related through the continuity equation




!2S(k; !) = Cl(k; !):
(5.8)
We are able to examine the behaviors of the longitudinal and transverse sound waves by means
of the current spectra Cl(k; !) and Ct(k; !), respectively. The behaviors of the sound waves are
characterized by the dispersion relations and the sound attenuations, which can be both evaluated
by means of Cl(k; !) and Ct(k; !) [53; 63]. As we mentioned, we focus on the transverse sound
wave in the present study.
5.3 Results
5.3.A Acoustic properties in equilibrium state
We rst examined the behavior of the transverse sound wave in the quiescent equilibrium state.
Figures 5.1 show the Fourier transform Ct(k; !) of the transverse current autocorrelation function.
The temperatures are T = 0:772, 0:306, 0:289, and 267. In Fig. 5.1, Ct(k; !) is normalized by the
value Ct(k; t = 0). We can clearly recognize the peak line in the region between the wavenumber
k = 0 and 3 for the transverse current spectrum. This peak line gives the dispersion relationship
[53; 63]. From Fig. 5.1, the dispersion relationship is well approximated by ! = csk, i.e., the linear
relationship, at the small wavenumbers k (long distance scales). In addition to the dispersion
relationship, we can also calculate the inverse of the attenuation time constant k from the half-
width of the peak value of the current spectrum. Note that the attenuation coecient  k is dened
as  1k divided by k
2. These two quantities, the dispersion relationship and the attenuation time
constant, describe the characteristics of plane wave propagating through materials. We have to
mention that several studies [62; 64; 83; 96] found the nite size eects in the  relaxation regime,
i.e., the time region at which the sound wave propagate. They have found the articial oscillating
behaviors of the density correlation functions in ortho terphenyl [83], amorphous SiO2 [64], and two
dimensional soft-sphere liquid [62; 96]. However, in the present study, we used three dimensional
soft-sphere liquid, as described in Sec. 5.2, and found no nite size eects or no articial oscillations.
Therefore, our results were not inuenced by nite size eects and produced the physically correct




























(k; t = 0) at T = 0:267
Figure 5.1: The Fourier transform Ct(k; !) of the transverse current autocorrelation function.
Ct(k; !) is normalized by Ct(k; t = 0). The temperature T is 0:772 in (a), 0:306 in (b), 0:289 in
(c), and 0:267 in (d).
We show the dispersion relationship ! = !(k) of the transverse sound wave in Fig. 5.2. The
straight line ! = csk can be clearly tted at low wavenumbers k. This linear relationship is
characteristic of the dispersion relationship of phonons in crystalline structures. Therefore, the
sound speed cs can be determined from the gradient of the linear relationship [53; 63]. At low
temperatures T = 0:306  0:267, the sound speed cs is nearly constant, cs ' 2:4, which agree with
the previous result [63]. As we mentioned previously, the transverse sound wave cannot exist in
liquids at short wavenumbers k and low frequencies !. In fact, the transverse dispersion relation
! = !(k) starts from the nite wavenumber k, which is clearly recognized at the high temperature
T = 0:772, i.e., the transverse dispersion relation starts from around k = 0:4 (see Fig. 5.2(a)).
It has to be noted that several studies [50; 51; 52; 112; 130] performed normal mode analysis on














































Figure 5.2: The dispersion relation ! = !(k) of the transverse sound wave. The temperature T is
(a) 0:772, (b) 0:306, (c) 0:289, and (d) 0:267. The circles represent simulation results. The dashed





















































Figure 5.3: The inverse  1k of the sound attenuation time constant versus the wavenumber k. The
temperature T is (a) 0:772, (b) 0:306, (c) 0:289, and (d) 0:267. The circles represent simulation
results. The dashed line and the solid line are predictions of the continuum mechanics (see text in
Sec. 5.3.C).
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[130], normal mode analysis was performed on the same model liquid as the present one. Our results
are quite similar as these results of quenched amorphous solids except that the transverse dispersion
relation starts from the nite wavenumber k in supercooled liquids and the zero wavenumber k = 0
in amorphous solids, since the quenched amorphous solids can support the transverse sound wave
to propagate in the hydrodynamic limit k ! 0 similar to the crystalline solids.
Figure 5.3 shows the wavenumber k dependence of the inverse  1k of the attenuation time
constant. In the supercooled state T = 0:306 0:267, the value  1k is very small at low wavenumbers
k (long distance scales), as in Fig. 5.3. This is due to the viscoelastic property of the supercooled
liquid. The large structural relaxation time supports the transverse sound wave to propagate for
long distances. On the other hand, at large wavenumbers k (short distance scales),  1k becomes
large, so the transverse sound modes with large wavenumbers attenuate fast. As we mentioned, the
previous study [130] examined the behaviors of the sound waves in the quenched amorphous solids
by using the same model liquid as ours. According to Ref. [130] and our results, not only the sound
speed but also the attenuation time constant of the transverse sound wave have quite similar values
in the quenched amorphous solid and the supercooled liquid, interestingly. Thus, the transverse
sound wave propagates in the same way through the amorphous solid and the supercooled liquid.
5.3.B Acoustic properties in sheared non-equilibrium state
Next, we investigated the acoustic properties of the supercooled liquid in the sheared non-equilibrium
state. Figures 5.4 shows the Fourier transform Ct(k; !) of the transverse current autocorrelation
function in the sheared non-equilibrium state. It has to be stressed that the function Ct(k; !) is al-
most independent of the direction of the wave vector k even in the sheared situation. The function
Ct(k; !) generally depends on the direction of k under sheared condition. However, we numerically
checked that even in the strongly sheared state, the current correlation function Ct(k; t) does not
depend on the direction of k within numerical errors, i.e., Ct(k; t) is isotropic with respect to k.
Similar isotropic natures were already found in the density correlation functions and the mean
square displacements [17; 90; 131]. We also checked such the isotropy in the longitudinal current
correlation function Cl(k; t). Thus, we conclude that the Fourier transforms Cl(k; !) and Ct(k; !)
of Cl(k; t) and Ct(k; t) are also isotropic with respect to k, which means that the acoustic properties
of supercooled liquids are isotropic even under the sheared situation.































(k; t = 0) at _ = 10
 5
Figure 5.4: The Fourier transform Ct(k; !) of the transverse current autocorrelation function.
Ct(k; !) is normalized by Ct(k; t = 0). The shear rate _ is 10
 1 in (a), 10 3 in (b), 10 4 in (c),
and 10 5 in (d).
k, instead of the wave vector k, in Fig. 5.4. As in the equilibrium case, we can easily recognize
the locations of the peaks in the region between the wavenumber k = 0 and 3, which leads to
the dispersion relationship ! = !(k). The inverse  1k of the attenuation time constant can be
also calculated from the half-width of the peak value of the current spectrum. Figures 5.5 and 5.6
show the dispersion relationship ! = !(k) and the inverse  1k of the attenuation time constant,
respectively. The temperature is T = 0:267, and the shear rates are _ = 10 1, _ = 10 3, _ = 10 4,
and 10 5. At the shear rates _ = 10 3   10 5, the sound speed cs, calculated from the slop of the
dispersion relation at low wavenumbers k, is nearly constant, cs ' 2:4, which is the same value as in
the equilibrium state. The sound speed is therefore nearly independent of not only the temperature
T but also the shear rate _ at low temperatures and low shear rates. Comparing Figs. 5.5 and














































Figure 5.5: The dispersion relation ! = !(k) of the transverse sound wave. The temperature is
T = 0:267. The shear rate _ is (a) 10 1, (b) 10 3, (c) 10 4, and (d) 10 5. The circles represent
simulation results. The dashed line and the solid line are predictions of the continuum mechanics





















































Figure 5.6: The inverse  1k of the sound attenuation time constant versus the wavenumber k.
The temperature is T = 0:267. The shear rate _ is (a) 10 1, (b) 10 3, (c) 10 4, and (d) 10 5.
The circles represent simulation results. The dashed line and the solid line are predictions of the
continuum mechanics (see text in Sec. 5.3.C).
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time constant under the strong shear ow ( _ = 10 1) are similar to those in the high temperature
state T = 0:772 rather than in the low temperature states T = 0:306   0:267. In addition, it is
clearly observed that the transverse dispersion relation starts from the nite wavenumber around
k = 0:3 at the high shear rate case _ = 0:1, which is similar to the result of T = 0:772 in Fig.
5.2(a). Thus, due to the shear ow, the acoustic properties become close to those with the higher
temperature. This result may have things common with the concept of an eective temperature
[13; 56; 78; 100; 135]: the sheared non-equilibrium state can be described by the equilibrium state
with the higher temperature, denoted as the eective temperature Te.
5.3.C Prediction of continuum mechanics
In this section, we examined the behavior of the transverse sound wave by means of the continuum
mechanics. In our previous study [94] (Chapter 4), we successfully constructed the following two-










where  =  +  is the stress tensor, and  is the strain tensor. Note that  and  are a
slower component and a faster component of the stress tensor. Here, we neglect the nonlinear eect,
i.e., we set the parameters  and  to be constant, because the sound wave can be examined by
the linearized equation. We can use the same constitutive equation (5.9) even for the sheared non-
equilibrium situation by setting  and  to be values in the sheared state. In the present work,
the continuum mechanics approach was taken by using the constitutive equation (5.9). We assumed
that the transverse sound wave propagates in the y direction. The displacement vector has only the
x component, ux, and the strain tensor has only xy component, 
xy = @ux=@y. The stress tensor
has only the xy component due to the strain xy. In the following, we denote the x component of
the displacement vector as u and the xy component of the stress tensor as  = + . Then, the
























where  is the mass density. We are able to examine the behavior of the transverse sound wave in
both the equilibrium state and the sheared non-equilibrium state by using the equation (5.10). To
solve the equation (5.10), the form of the solution was set as
u(t; y) = u0(k; ~!) exp(i(ky   ~!t));
(t; y) = 0(k; ~!) exp(i(ky   ~!t));
(t; y) = 0(k; ~!) exp(i(ky   ~!t)):
(5.11)
This solution means the propagating wave with the wavenumber k. The value ~! is generally
the complex number, and the real part and the imaginary part of ~! mean the frequency and
the attenuation rate of the wave, respectively. When we substituted the equation (5.11) into the































is the instantaneous shear modulus, and  =  +  is the shear viscosity
[94]. The cubic equation (5.12) regarding ~! has the three solutions ~! = a   ib; a + ib, and  ic,
where a, b, and c are real numbers. The rst two solutions ! = aib indicates the transverse sound
wave, and a and b are the frequency and the attenuation rate, respectively. Thus, the dispersion
relation and the sound attenuation time constant are written as ! = a(k) and k = b(k)
 1.
The equation (5.12) can be considered to have four parameters , G = =, , and
G = =. Note that G is the so called plateau modulus [48]. According to Ref. [47; 48],
these four parameters can depend on the wavenumber k (distance scale). However, we rst set
these parameters to be constant. Parameters were set to be values at the wavenumber k = 0, indi-
cated by the arrows in Figs. 5.7 and 5.8. Note that the values, , G, , and G, were determined
as tting parameters in this study, however, they are comparable with values determined in our
previous study [94] (Chapter 4) as well as in Refs. [47; 48]. Figures 5.2 and 5.3 show the results of
the continuum mechanics in the quiescent equilibrium situation by the dashed lines. Comparing the
symbols (simulations) and the dashed lines (continuum mechanics), we easily see that the contin-
uum mechanics catch the simulation results well at the small wavenumbers k (long distance scale).
This makes sense since the continuum descriptions are exact at the hydrodynamic limit k  1.
At low temperatures T = 0:306   0:267, the dispersion relation is predicted as ! = pG=k at
small wavenumbers k and low frequencies !, which means that the sound speed is determined by


























































Figure 5.7: The wavenumber dependences of the parameters, , G, , and G, in the equilibrium
state: (a) G, (b) G, (c) , and (d) . The temperatures are T = 0:772; 0:306; 0:289, and 0:267.

























































Figure 5.8: The wavenumber dependences of the parameters, , G, , and G, in the sheared
non-equilibrium state: (a) G, (b) G, (c) , and (d) . The temperature is T = 0:267, and the
shear rates are _ = 10 1; 10 3; 10 4, and 10 5. The arrows indicate the values at the wavenumber
k = 0.
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wavenumbers k and high frequencies !, the continuum mechanics predict the dispersion relation
! =
p
G1=k. As in Fig. 5.2, the slope of the dispersion relation changes around k ' 1:5 at
low temperatures T = 0:306  0:267. This tendency is consistent with simulation results, although
the results of the simulations and the continuum mechanics do not coincide quantitatively with
each other. At large wavenumbers k and high frequencies !, the instantaneous shear modulus G1
determines the sound speed instead of the plateau modulus G. Furthermore, in the supercooled
states T = 0:306  0:267, the inverse  1k of the sound attenuation time constant is quite small at
small wavenumbers k, as shown in Fig. 5.3. This is due to the large relaxation time . In fact,
the inverse of the sound attenuation time constant is predicted as  1k ' (2) 1 at k  1. As the
wavenumber k gets large,  1k increases since the relaxation time change from the larger  to the







which is quite larger than (2)
 1. Simulation results exhibit the same tendency as the continuum
mechanics. In addition to the equilibrium situation, we can consider the transverse sound wave in
the sheared non-equilibrium situation in the same way. Figures 5.5 and 5.6 show the results of the
continuum mechanics in the sheared non-equilibrium situation. The continuum mechanics catch
the simulation results at low wavenumbers k even in the sheared state. As we explained above,
the continuum mechanics predict well simulation results. However, there are some quantitative
dierences between simulation results and continuum mechanics at large wavenumbers k. To solve
the discrepancies, we next considered the wavenumber dependences of the four parameters, , G,
, and G.
Before going further, we examined the maximum length scale that the transverse mode exists,
which is called as hydrodynamic length lt [95]. As in Fig. 5.2, the dispersion relation starts from
around k = 0:4 at the high temperature T = 0:772, whereas at low temperatures T = 0:306 0:267,
the dispersion relation starts from nearly k = 0. Therefore, the hydrodynamic length lt becomes
very large at low temperatures, which is consistent with previous studies [2; 29; 30; 95]. Several
works [68; 95; 105] suggested that the length lt can be related to the size  of the cooperatively
rearranging regions [1] or the heterogeneous dynamics [16]. However, the relationship between
these two length scales lt and  still remains elusive [68; 95]. We quantied the hydrodynamic
length lt by using the continuum mechanics, i.e., the equation (5.12), and lt is predicted as lt '
2
p
G=  . The same result is predicted in the sheared situation. On the other hand, in our
previous studies [92; 93], the correlation length  of the heterogeneous dynamics was estimated as
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  0:1 . Therefore, according to these results, we can conclude that two length scales lt and  have
no relationships with each other. The increase of the hydrodynamic length lt is directly related to
the slow dynamics, i.e., the increase of the relaxation time .
We next considered the wavenumber dependences of the four parameters, , G, , and G.
As we explained, the results of the simulations (circles) and the continuum mechanics (dashed
lines) are qualitatively same but quantitatively dierent at large wavenumbers k in Figs. 5.2, 5.3,
5.5, and 5.6. The recent study [47; 48] revealed that the shear viscosity and the shear modulus
depend on the wavenumber k. It is therefore expected that the dierences between the simulations
and the continuum mechanics are due to lack of such the wavenumber dependences. In this study,



















where  , G ,  , and G are the length scales for , G, , and G, respectively. This
dependent form was found in Refs. [47; 48]. Note that the values (k) and (k) are written as
(k) = G(k)(k) and (k) = G(k)(k), respectively. To set the parameters, , G, , and











where (k) = (k) + (k) is the Fourier component of the stress tensor, and  is the Fourier
component of the strain tensor.
Figures 5.7 and 5.8 show the wavenumber dependences of , G, , and G that we considered
in the present study. The values of  andG characterizing the faster component of the constitutive
equation (5.9) depend weakly on the wavenumber k. The plateau modulus G also exhibit weak
dependence, which was demonstrated in Refs. [47; 48]. Compared with G, , and G, the
value  depend on the wavenumber k strongly. We note that  is dierent from the so-called
-relaxation time determined from the density correlation functions, although both are comparable
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at small wavenumbers k. We determined the dispersion relation and the sound attenuation time
constant by solving the equation (5.12) with Eq. (5.13). Figures 5.2 and 5.3 shows the results by
the solid lines, which coincide well with the simulation results even at large wavenumbers k. In
addition, the results for the sheared non-equilibrium situation are also shown in Figs. 5.5 and 5.6,
which demonstrate that the predictions of the continuum mechanics are also quantitatively same
as the simulation results. Therefore, we can conclude that the continuum mechanics approach
with the wavenumber dependences of the shear viscosity and modulus predicts the behavior of the
transverse sound wave well even at large wavenumbers (short wavelengths). Our result indicates
that the wavenumber dependences of the shear viscosity and the shear modulus can be observed
in the propagation of the sound waves with short wavelengths.
5.4 Conclusion
In this work, we examined the transverse sound wave propagating through the supercooled liquid
in not only the quiescent equilibrium state but also the sheared non-equilibrium state. We used
two methods: MD simulations and the continuum mechanics. Here, the continuum mechanics were
used with the two-mode Maxwell model equation [94] which can describe the mechanical properties
of the supercooled liquid well (as shown in Chapter 4). The results of the simulations and the
continuum mechanics coincide well with each other, and therefore, continuum mechanics allowed
us to explain physically the behavior of the transverse sound wave. The continuum mechanics can
predict the transverse sound mode even in the sheared non-equilibrium case in the same way as
the equilibrium case. The shear ow makes the acoustic properties become close to those with the
higher temperature, which may have things common with the concept of an eective temperature
[13].
The behavior of the transverse sound wave is characterized by the dispersion relation ! = !(k)
and the sound attenuation time constant k. At small wavenumbers and low frequencies, the
dispersion relation is written as ! =
p
G=k, which indicates that the sound speed is cs =
p
G=
and is determined by the plateau modulus G rather than the instantaneous modulus G1. As the





G1=, so the sound speed is determined by the instantaneous modulus G1
at large wavenumbers. The inverse  1k of the attenuation time constant is very small at small
wavenumbers. This means that the transverse sound wave attenuate very slowly and propagate
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for long distances, which results from the large relaxation time  of the supercooled liquid. In
contrast,  1k is large at large wavenumbers, so the transverse sound wave decays fast. This is due
to the small relaxation time . As the wavenumber and the frequency increase, the relaxation time
changes from the slower time  to the faster time , which leads to the increase of the attenuation
rate. Furthermore, by using the continuum mechanics, we also estimated the hydrodynamic length
lt as the maximum wavelength that the transverse mode can exist [95]. We obtained lt  , which
means that lt is directly related to the slow dynamics, i.e., the increase of the relaxation time ,
and has no relation with the correlation length of the cooperatively rearranging regions [1] or the
heterogeneous dynamics [16].
At large wavenumbers, the eects of the wavenumber dependences of the shear viscosity and the
shear modulus [47; 48] were observed. By considering the wavenumber-dependent shear viscosity
and shear modulus, the continuum mechanics can describe quantitatively quite well the behavior of
the transverse sound wave even with large wavenumbers and high frequencies. The shear viscosity
and the shear modulus decrease with increasing the wavenumber [47; 48]. Due to the decrease of
the shear modulus, the slope of the dispersion relation decreases at large wavenumbers, i.e., the
sound speed decreases. The decrease of the shear viscosity causes the increase of the attenuation
rate (the inverse  1k of the sound attenuation) and makes the transverse sound mode decay faster.
Supercooled liquids exhibit the nonlocal nature of viscous transport similar to complex uids such
as entangled polymer solutions [43; 44; 45]. Our results revealed that the eects of such nonlocality






Molecular dynamics simulations were performed on a supercooled model liquid in three dimensions,
and extensive and long-duration trajectory data were obtained. By using the trajectory data, the
dynamical properties of the supercooled liquid were investigated: the dynamical heterogeneities
(Chapter 2 and 3), the mechanical properties (Chapter 4), and the acoustic properties (Chapter
5). The supercooled liquid can be driven into the non-equilibrium state by applying a steady shear
ow. In addition to the quiescent equilibrium state, such the sheared non-equilibrium state was
also considered to broadly understand the dynamical properties of the supercooled liquid.
In Chapter 2, the dynamical heterogeneity in the equilibrium situation was investigated. The
property of dynamical heterogeneity can be characterized by three quantities: the correlation length
4(t), the intensity 4(t), and the lifetime hetero(t). Using a single order parameter representing
particle dynamics and its correlation functions, all three quantities were consistently evaluated in
two time intervals t =  (the -relaxation time) and ngp (the time at which the non-Gaussian
parameter 2(t) of the Van Hove self-correlation function is maximized). As the temperature T
decreased, the lifetime hetero(t) increased dramatically, whereas the correlation length 4(t) and
the intensity 4(t) increased slowly or reached a plateau compared with hetero(t). For the time
interval t = , 4()  4()3:2 and hetero()  4()10:8 or hetero()  exp(k4()1:3) were
obtained as the scaling relationships between the three quantities: 4(), 4(), and hetero().
Furthermore, the lifetime hetero(t) was investigated in further detail. Examination of the time-
interval t dependence of the lifetime hetero(t) resulted in the following relationship: as the time
interval t increased, hetero(t) monotonically became longer and reached a plateau at the relaxation
time of the two-point density correlation function. At the large time intervals where hetero(t)
reached a plateau, the heterogeneities were greatly weakened, and the heterogeneous dynamics
migrated in space with a diusion mechanism like that of the particle density.
In Chapter 3, the dynamical heterogeneity in the sheared non-equilibrium state was examined.
Extension of the correlation functions of the particle dynamics (the four-point correlation functions),
which were used in Chapter 2, was performed to the sheared condition. The three quantities (the
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correlation length 4(t), the intensity 4(t), and the lifetime hetero(t)) were quantied by using the
extended correlation functions and the method similar to that applied in Chapter 2. Two time
intervals (t =  and ngp) were used to dene the local dynamics. All three quantities decreased as
the shear rate _ of the steady shear ow increased. For the time interval t = , the three quantities
were found to decrease according to 4()  _ 0:08, 4()  _ 0:26, and hetero()  _ 0:88. The
steady shear ow suppressed the heterogeneous structure as well as the lifetime of the dynamical
heterogeneity. In addition, the results indicated that the -relaxation time  dependencies of the
three quantities coincided with those under the equilibrium conditions. For the time interval of
t = , the scaling relationships in both the equilibrium and the non-equilibrium states were the
same. This discovery means that all three quantities that characterize the dynamical heterogeneity
can be mapped onto the corresponding values in the equilibrium state through the -relaxation
time .
In Chapter 4, the shear stress responses and uctuations in the quiescent equilibrium state and
the sheared non-equilibrium state were examined. Even in the strongly sheared state, the super-
cooled liquid exhibited surprisingly simple shear stress responses to oscillating shear strains, which
were well described by a simple constitutive equation, i.e., a two-mode Maxwell model equation.
The same responses and uctuation correlations were obtained for the components that diered
from that of the driving shear ow, which demonstrates the highly isotropic feature of supercooled
liquids. In contrast, for the same component as that of the driving shear ow, the responses and the
uctuations were signicantly dierent from those of the other components, which demonstrates the
anisotropic feature of supercooled liquids. Furthermore, a violation of the uctuation-dissipation
theorem was examined, and the concept of an eective temperature was tested. The results indi-
cated that the use of only one eective temperature cannot completely characterize the relationship
between the response functions and the correlation functions. Further improvement and modi-
cation was required, which resulted in the concept of an eective temperature. In this work,
supercooled liquids were demonstrated to have simple non-equilibrium mechanical properties that
are never observed in typical complex uids in which the driving shear ow induces anisotropic
dynamics or a structural change.
In Chapter 5, the behavior of the transverse sound wave in the equilibrium state and the
sheared non-equilibrium state were investigated by two methods: MD simulations and the contin-
uum mechanics. Here, the continuum mechanics were applied with the two-mode Maxwell model
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equation which is the constitutive equation constructed in Chapter 4. The results of the sim-
ulations and the continuum mechanics coincided quantitatively well with each other in both the
equilibrium state and the sheared non-equilibrium state. It is therefore possible to explain physi-
cally the behavior of the transverse sound wave in the framework of the continuum mechanics. The
transverse sound wave showed the two propagation modes due to the two modes of the constitutive
equation. At large wavelengths and low frequencies, the transverse sound wave decayed very slowly
and propagated for long distances, and its sound speed was determined by the plateau modulus G.
On the other hand, at short wavelengths and high frequencies, the transverse mode attenuated fast,
and its sound speed was controlled by the instantaneous shear modulus G1. Furthermore, it was
demonstrated that the nonlocal nature of the viscous transport, i.e., the wavenumber dependences
of the shear viscosity and the shear modulus, makes eects on the behavior of the transverse sound
wave with short wavelengths and high frequencies.
Two major topics were the focus of this dissertation. The rst topic was growing length and
time scales in supercooled liquids, which was examined in Chapter 2 and 3. Although the glass
transition is distinct from the critical phenomenon, there are some phenomenological analogies
between the glass transition and the critical phenomenon [16; 37; 131]. In the critical phenomenon,
the length and time scales diverge as the temperature T approaches the critical point Tc. Therefore,
similar to the critical phenomenon, there may exist the length and time scales in the glass transition
phenomenon, which diverge as the temperature T reaches the glass transition point Tg. As the
growing time scale, the -relaxation time  is well known. In Chapter 2, the correlation length
4 and the lifetime hetero were successfully extracted from the dynamical heterogeneities as the
growing length scale and time scale, respectively. Both the length scale 4 and the time scale
hetero increased as the temperature T decreased. In addition, in Chapter 3, the length scale
4 and the time scale hetero in the sheared non-equilibrium situation were successfully extracted.
The scaling relation between the length scale 4 and the time scale hetero, similar to the critical
phenomenon, were obtained. Interestingly, the same scaling relation was observed in the sheared
non-equilibrium state. Note that the hydrodynamic length lt obtained in Chapter 5 was directly
associated with the slow dynamics, i.e., the structural relaxation time , so the two length scales
4 and lt have no relation with each other. According to the results, the dynamical heterogeneity
is expected to inuence the drastic change of the dynamics due to decreased temperatures and
increased shear rates. However, the role of the dynamical heterogeneity in the dynamics change
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or the glass transition remains unclear and elusive. In addition, there is still no proper theory to
bridge between an increased length scale (4) and increased time scales (hetero and ).
The second topic focused upon in this thesis is non-equilibrium properties, which were investi-
gated in Chapter 3, 4, and 5. Understanding the non-equilibrium properties of supercooled liquids
is important for not only a broader understanding of the glass transition phenomenon and but also
non-equilibrium statistical mechanics. A steady shear ow can drive supercooled liquids into the
non-equilibrium state. The mechanical and acoustic properties of the supercooled liquids were
found to be highly isotropic regardless of such the anisotropic situation (Chapter 4 and 5). The
validity of the mapping concept was also numerically demonstrated: the quantities in the sheared
non-equilibrium state were mapped onto those in the equilibrium state through the -relaxation
time . The mapping concept is valid for a wide range of quantities: the viscosity , the diusion
constant D [131; 132], the correlation length 4, the intensity 4, and the lifetime hetero of the
dynamical heterogeneity (Chapter 3). The constitutive Eq. (4.5) and Eq. (4.6) (Chapter 4),
describing the mechanical properties of supercooled liquids, were also mapped through . Fur-
thermore, the dispersion relation and the attenuation time constant of the transverse sound wave
(Chapter 5) can also be mapped because they can be derived from the constitutive Eq. (4.5)
and Eq. (4.6) in both the equilibrium state and the sheared non-equilibrium state. Therefore,
the mapping concept can be applied to a variety of situations for the dynamical heterogeneities,
the mechanical properties, and the acoustic properties. The results regarding the isotropy and the
mapping concept demonstrated the simple non-equilibrium properties of the supercooled liquid,
which are characteristic of supercooled liquids and are not observed in typical complex uids, such
as polymeric solutions. The isotropy and the mapping concept also support strongly the concept
of an eective temperature: the eective temperature Te plays a role as the temperature T in the
non-equilibrium situation. The results of the mapping concept suggest that the -relaxation time
 can behave similarly to the temperature-like role in the non-equilibrium situation. However,
there are also diculties and problems regarding scalar mapping, which are described as follows.
Anisotropies were detected in the four-point correlation functions [46] and the stress correlation
uctuations (Chapter 4), although the supercooled liquids hardly show any anisotropy in the
density correlation functions and the mean square displacement [17; 90; 131] as well as the current
correlation functions (Chapter 5). This observation indicates that the non-equilibrium state can-
not be completely mapped on the equilibrium state. Furthermore, it was reported that the eective
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temperature Te, which was evaluated from the response and correlation functions, can depend on
the observable [13; 56; 78; 100; 135]. It was also found that one eective temperature cannot com-
pletely characterize the relationships between the stress response functions and the stress correlation
functions (Chapter 4). Therefore, further investigations are required for the mapping concept and
the concept of an eective temperature and to understand the non-equilibrium properties of the
supercooled liquids.
The dynamics of supercooled liquids and the related phenomena of the glass transition have been
the focus of research and of great importance for many years. However, many of the phenomena
are still under discussion. The author hopes that this work will contribute to the understanding of
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