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Abstract
Using neural networks in a bayesian framework, a model has been derived for the
Ms temperature of steels over a wide range of compositions. By its design and by
use of a more extensive database, this model improves over existing ones, by its
accuracy and its ability to avoid wild predictions.
Keywords: martensite , thermodynamics, bayesian neural networks, linear re-
gression
1 Introduction
There is considerable industrial interest in being able to predict reliably the temper-
ature at which austenite transforms to martensite (Ms). For this reason, a signiﬁcant
amount of work has been devoted to obtaining quantitatively accurate models for
predicting Ms. This temperature is typically a function of a number of variables
which may include stress or magnetic ﬁeld. From a material point of view, the Ms
temperature is essentially controlled by the composition of the steel.
In a recent assessment of the existing models for predicting the Ms temperature
of steels as a function of their compositions, the authors showed that, from an
1
applied point of view, the neural network model due to Capdevilla et al. performed
at least as well as the thermodynamic models proposed by Ghosh and Olson [1–4].
Furthermore, the former is freely available as a standalone computer program.
However, the assessment revealed a number of weaknesses of the neural network
model proposed by Capdevilla et al. [5] (further referred to as model A), which is the
widest in scope available to date. In particular, a large amount of published data had
not been used in training this model, which was shown to perform poorly on most of
these [6]. The model also had a tendency to make very wild ‘predictions’, with some
values of Ms reaching many thousands of Kelvin on rather ordinary compositions.
Finally, we found a signiﬁcant number of errors in the database used by Capdevilla
et al. (further referred to as database A), some of them by up to 273 K as a result
or incorrect conversions.
In the present work, a new model is created for the Ms temperature of steels as
a function of composition, after verifying that the austenitisation temperature can
reasonably be neglected in most cases. We then validate it against unseen data and
compare its performance to that of model A.
2 Method
Neural network modelling is an empirical modelling method in which a very ﬂexible
function is ﬁtted to a set of data by adjusting the parameters of the network, also
known as the weights.
The neural network method used in the present investigation has been previously
reviewed in the literature (details can be found in [7–10]) and only its most important
features are presented.
2.1 Adaptative functions
Neural networks, as opposed to traditional linear or polynomial regression methods,
do not impose a shape of function on the data. The structure of a typical feedforward
network as used in the present work is illustrated in ﬁgure 1. Each hidden unit
calculates a weighted sum of the inputs and return its hyperbolic tangent. The
output of the hidden units are then linearly combined by the output neuron. The
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function corresponding to the 4 hidden-units network shown in ﬁgure 1 is:
y = ω1 tanh(w1x + h1) + ω2 tanh(w2x + h2) (1)
+ω3 tanh(w3x + h3) + ω4 tanh(w4x + h4) + θ
where the w, ω and h are the parameters to adjust, often referred to as weights and
biases.
As illustrated in ﬁgure 1, simply varying the weights of such a network allows
vastly diﬀerent functions to be represented.
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Figure 1: The structure of a feedforward neural network with one input, 4 hidden-units and one
output. Two networks with the same structure (4 hidden units) but diﬀerent weights can represent
totally diﬀerent functions.
2.2 The bayesian framework
A neural network is traditionally trained by optimising its parameters with regard
to a given error function. This results in an optimum set of weights which are in
turn used to make predictions.
In a bayesian approach however, a probability distribution of weight values is
ﬁtted to the data [8, 9]. Where data are sparse, this distribution will be wide,
indicating that a number of solutions have similar probabilities. If, on the contrary,
there are suﬃcient data, the probability distribution for the network parameters will
be narrow, indicating that one solution is signiﬁcantly more probable than others.
This uncertainty can be translated into an ‘error-bar’ on predictions, which indicates
the uncertainty of ﬁtting where the calculation is made.
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This is illustrated in ﬁgure 2. The assessment undertaken by the present authors
[6] has illustrated how powerful the technique is in limiting the danger of ‘wild’
predictions.
Figure 2: Illustration of the possibilities oﬀered by Bayesian neural networks: the prediction can
be accompanied by an error bar related to the uncertainty of ﬁtting. When data are sparse, the
uncertainty of ﬁtting is larger than in region with suﬃcient data.
For further details on the method, we point to the review by Mackay [11].
3 Database
Data were obtained from a variety of sources. The database used by Capdevilla et
al. [5] was kindly provided by this author. It is based on data published in references
[12–16]. During our assessment of existing models for Ms predictions [6], it became
apparent that some mistakes were present in this database. It was therefore decided
to check all data against the original references. This resulted in a signiﬁcant number
of corrections, sometimes by as much as 273 K when unit conversion has obviously
not been done. Additional data were also gathered from the literature [1, 17–31].
This resulted in a database containing about 1200 entries and covering a wide variety
of compositions as illustrated in table 1.
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Element Min(wt%) Max(wt%) Element Min(wt%) Max(wt%)
C 0.0 2.25 Co 0.0 30.0
Mn 0.0 10.24 Al 0.0 3.01
Si 0.0 3.8 W 0.0 18.59
Cr 0.0 17.98 Cu 0.0. 3.04
Ni 0.0 31.54 Nb 0.0 1.98
Mo 0.0 8.0 Ti 0.0 2.52
V 0.0 4.55 B 0.0 0.06
N 0.0 2.65
Table 1: Minima and maxima for each input variable included in the database.
4 Choice of inputs and output
4.1 Inclusion of strong carbonitride formers
In a number of previous attempts, it has generally been assumed that the austenitis-
ing temperature (further denoted Tγ) has only a small eﬀect on the Ms temperature.
Experiments have shown that most variations in Ms caused by changes in Tγ should
be contained within ±25K [32]. Although this is possibly true for the compositions
then investigated, it may not hold for steels with additions of Ti, Nb or V, in which
one expects to ﬁnd carbides or nitrides whose quantity depends on Tγ.
If it is the case that the constitution of such alloys changes signiﬁcantly over
the range of typical austenitisation temperatures, strong variations of Ms should be
expected as this temperature is changed.
To verify this, we ﬁrst calculated the austenite composition of a Fe-0.3C-0.6Si-
1.5Mn-0.2Ti (wt%) as a function of temperature. This was done using MTDATA [33]
and the SGTE SSOL and SSUB databases [34], allowing austenite and titanium
carbide to coexist. The composition of the austenite in equilibrium with TiC was
then fed into a computer program that calculates the Ms temperature as a function
of composition, following the method of Ghosh and Olson [1].
As illustrated in ﬁgure 3, it would be erroneous, when using thermodynamic
models, to use the bulk composition to estimate the Ms temperature. However, it is
fair to say that variations of Tγ have little impact on the expected Ms temperature
once the presence of TiC accounted for. Therefore, it is reasonable not to include
5
Tγ in a fully empirical model.
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Figure 3: TheMs temperature as predicted for Fe-0.3C-0.6Si-1.5Mn-0.2Ti (wt%) using the model
of Ghosh and Olson [1]. The dotted line represents the predictions if the bulk composition is used as
an input (therefore neglecting the presence of TiC), the plain line represents the Ms temperatures
calculated from the composition of the austenite in equilibrium with TiC at the given austenitising
temperature.
4.2 A bounded output
As emphasised by Mackay [10], it is important to ensure any knowledge about the
system is somehow present in the database, or in the network structure.
The assessment recently published by the present authors [6] illustrated the fact
that the Ms temperature should be bounded between 0 and 1000 K. While this
was naturally present in the thermodynamic approach of Ghosh and Olson [1–4],
existing neural network models are not necessarily bounded [5, 35], although as
shown by Yescas et al. [36], it is possible to formulate the output in such a way that
it has lower and upper limits. In the case of model A, this lead to wild predictions
of plus or minus thousands of Kelvin on unseen data.
One way to incorporate this knowledge is to train the model using a function of
the target which is naturally bounded in the desired interval [8–10,36].
The present network was trained using y = ln (− ln (Ms/1000)), and therefore
Ms = 1000 ∗ exp (− exp (y)) which is bounded between 0 and 1000.
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4.3 Training
In a ﬁrst instance, 124 sets were randomly selected from the database to serve as a
test. None of these sets were used in training the present network (while model A
is likely to have been trained on a number of these lines, since half of the database
is identical to that used to train that model).
The remaining data were then divided in two sets, also randomly selected. The
ﬁrst, one, containing 80% of the lines, was used to train a number of models, while
the second, containing the rest of the database, was used to validate the training and
select an optimum committee of models. As mentioned earlier, this procedure has
been described numerous times in the literature (for example, [7]). In the present
study, a commercial package [37] was used which implements the algorithm written
by Mackay [8].
5 Results
The performance of the network was assessed on the 124 sets of data unseen during
training. Predictions were also obtained for this set of data using model A. As
noted earlier, while it is likely that the latter will have seen some of these data
during training, the present model will not have seen any of these lines. Table 2
gives some examples of compositions found in this testing set.
Figure 4 compares the performance of both models on this dataset. As in our
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Figure 4: Comparison between the model proposed by Capdevilla et al. (A) and the present
model (B) on a test dataset containing a variety of compositions.
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previous assessment of existing models [6], we propose to compare models using the
average of the absolute value of the error between target and prediction (denoted ε)
and the associated standard deviation (σerr). These gave ε= 94 (σerr = 334) using
the model by Capdevilla et al. and ε= 22 (σerr = 25) for the present model.
To take into account the ‘warning’ given by the large error bars accompanying
the wild predictions made by model A, these values were recalculated only for results
accompanied by uncertainties of ﬁtting less than 100 K. This eliminates the wild
predictions made by the model A (as visible in ﬁgure 4).
C Mn Si Cr Ni Mo V Co Al W Cu Nb Ti B N
0.22 1.1 0.21 0.6 0.18 0.08 0 0 0 0.3 0 0 0 0 0
0.58 0.08 0.89 1.27 0.06 0.02 0.11 0 0 0 0.14 0 0 0 0
0.72 0.27 0.39 4.09 0 0 1.25 0 0 18.59 0 0 0 0 0
0 0.03 0.08 0 21.66 0 0 3.75 0 0 0 0 0 0 0
0.2 0.64 0.08 2.12 0.76 0.83 0.32 0.01 0 0.63 0 0.02 0 0 0.01
0.24 0 0 1.4 4.98 1.52 0 16.06 0 0 0 0 0 0 0
Table 2: Some examples of compositions found in the randomly selected test set. This set was
not used in any part of the training of the new model. All compositions in wt%.
The procedure somewhat reﬂects the fact that a user should discard such values
because of the amplitude of the accompanying error bars. In this case, values of
ε= 32 (σerr = 32) and ε= 20 (σerr = 24) were obtained for model A and the present
model respectively, which indicates signiﬁcantly better predicting performance from
the new model, in spite of the fact that some of the test data had been seen by
model A during training.
6 Conclusions
Using a large amount of published data, a neural network model has been trained
to predict the Ms temperature of steels of a wide range of compositions. By using
of a carefully selected function of Ms rather than Ms as the target, it was possible
to put bounds on the output, therefore eliminating the risk of wild predictions such
as those generated in a previous neural network model. The new model was shown
to perform signiﬁcantly better than the latter.
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The bayesian framework means that not only the knowledge present in the data-
base is reﬂected in the model, but also the absence of it, as the model will produce
large error bars for predictions where data were sparse during training.
7 Availability
This neural network model can be used on the wold-wide-web (www-map-online.
msm.cam.ac.uk).
The database is also distributed on the internet (www.msm.cam.ac.uk/map).
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