Most microarray scanning software for glass spotted arrays provides estimates for the intensity for the "foreground" and "background" of two channels for every spot. The common approach in further analyzing such data is to rst subtract the background from the foreground for each channel and to use the ratio of these two results as the estimate of the expression level. The resulting ratios are, after possible averaging over replicates, the usual inputs for further data analysis, such as clustering. If, with this background correction procedure, the foreground intensity was smaller than the background intensity for a channel, that spot (on that array) yields no usable data. In this paper it is argued that this preprocessing leads to estimates of the expression that have a much larger variance than needed when the expression levels are low.
G
ene expression regulates the production of protein, which in turn governs many cellular processes in biological systems. The knowledge of gene expression has applications ranging from basic research and trying to better understand the mechanism of protein production to applications such as diagnosing, staging, and nding treatments of diseases. With cDNA microarrays, it is now possible to measure rapidly and ef ciently the expression level of genes expressed in a biological sample.
In this paper, we focus on how to process data that arises from glass-spotted arrays. On these arrays, typically several thousand cDNA spots corresponding to different ORFs are applied. Two types of probes labeled from different isolates of messenger RNA are hybridized to this array. One of these types is labeled with Cy3 ("green") dye, the other with Cy5 ("red") dye. After the hybridization has been carried out, the intensity of the green dye and the intensity of the red dye on a particular spot indicate how much 56 KOOPERBERG ET AL.
expressed RNA of the particular type was hybridized to that spot. The relative intensities of the green and the red dyes provide an estimate of the expression ratio for the particular gene of the two tissues from which the RNAs were extracted.
Two problems associated with this procedure are that some of the probe will attach to the array, even when there is no cDNA available. This is known as "background intensity." To some extent, the data can be corrected for background intensity by combining the intensities of the dye at a particular spot with the intensities of the dye at a (nearby) area of the array where there was no cDNA spotted. Another problem is that, not only does a probe that corresponds to the "correct gene" hybridize with the cDNA, but also some probe corresponding to other genes may hybridize. This is known as cross-hybridization. It is much less clear how to correct for this problem.
In this paper, we primarily deal with the problem of background correction. As we will see, this problem is intimately related to the estimation of the expression ratio. The standard approach to background correction is to subtract an estimate of the background intensity from the intensity measured in the spot (the foreground intensity). This approach can cause problems when the foreground intensity is low, for example, of the same magnitude as the background intensity. This situation will cause estimates of the expression ratio to become very noisy, or even unde ned, when the background intensity is higher than the foreground intensity. Still, these spots do contain valuable information. In Fig. 1 we show the foreground intensity of the red channel for two repeat arrays. Triangles (crosses) in this plot have a foreground intensity that is below the background for one (two) of the arrays. As can be seen, most of these spots are as reproducible as the other spots on the array, which suggests that the intensities for these spots are real. As such, inclusion of the data of such spots in further analysis, such as clustering (e.g., Eisen et al., 1998; Hastie et al., 2000; Tibshirani et al., 1999) or analysis of variance (Kerr et al., 2000) , will improve the results of such analysis. In this paper, we introduce an alternative Bayesian method to correct for background noise. A feature of this method is that it only uses the summary statistics (mean, median, SD) for each spot that are provided by the typical scanning software and does not require analysis of the raw pixel data that is obtained from the scanner (GenePix, 1999) .
We are not aware of a method to "correct" spotted glass array data for cross-hybridization. In Section 3.2, we give an example in which we compare expression ratios estimated using glass spotted arrays and 
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estimated using northern blot. Northern blot analysis does not suffer from cross hybridization to the extent that glass spotted arrays do. We here nd out that this is the main cause of inconsistency between northern blot and glass array results.
One of the earliest papers discussing algorithms for the computing of expression ratios for glass spotted arrays is by Chen et al. (1997) . There, the background area is identi ed as a group of pixels that have a signi cantly lower (using a Wilcoxon statistics) intensity than the remaining pixels. As in this paper, they assume that the median intensity level of the foreground pixels has a normal distribution. This assumption is being used to identify spots for which the expression ratio (not the log-expression ratio) is signi cantly different from zero. It is not clear who rst proposed the method which we label as "traditional" to correct for background and compute expression ratios, though it may go back to Eisen et al. (1998) . Newton et al. (2000) propose a Bayesian approach to computing the log-ratio, after background correction has already taken place. They assume that the true foreground intensities for the red and green channels follow a Gamma distribution. Theilhaber et al. (1999) also proposes a Bayesian algorithm to estimate the fold change. Their paper also assumes that background correction of the intensities has already taken place. They do, however, acknowledge the possibility that the observed background intensity may sometimes be larger than the foreground intensity by putting a prior on the foreground intensity. Theilhaber et al. (1999) carry out the computations for the expression ratio on a regular rather than a logarithmic scale (as did Chen et al. [1997] ). We feel that this is somewhat unfortunate, since the resulting algorithm is not "symmetric" for exchanging the red and green channels.
In the next section, we discuss a Bayesian algorithm for background correction. All parameters in the proposed methodology can be estimated based on the limited number of summary statistics that are provided by most scanning/image analysis software packages. In Section 3, we apply our algorithm to a number of glass spotted arrays of yeast. We end with a brief discussion.
A BAYESIAN APPROACH TO BACKGROUND CORRECTION
Most scanning devices and software for the analysis of glass spotted arrays provide the user with estimates of a number of quantities for both channels for every spot on an array. In particular, we will have the following information: the mean of the foreground intensities X f over all pixels within a region of interest, the standard deviation S f of these intensities, the median of the intensities Y f , and the number of pixels within the foreground region n f . We will also have estimates of the same quantities over an appropriately de ned background region. We refer to the background quantities as X b , S b , Y b , and n b . The actual background region will be different depending on the scanning software used; that is, the background region could be all the pixels near the spot that are not in the foreground region, they could be all the pixels near the spot that are at least a few pixels away from the foreground region, or they could be a selected other region. The calculations that are discussed in this section are carried out for every spot and both channels separately. We omit subscripts g and r for the Cy3 dye ("green") and Cy5 dye ("red"), respectively, and an index i for the spot, whenever this causes no confusion.
It is assumed that the amount of probe that hybridizes to a particular spot has an approximate linear relation with the intensity. Within the background region, the RNA can attach to the (unprocessed) array. Within the foreground region, the RNA can hybridize to the target cDNA or to the glass itself. These two effects are assumed to be additive. Formally, the intensity of every pixel in the foreground is assumed to be a random variable with mean ¹ f D ¹ t C ¹ b , ¹ b ; ¹ t¸0 and the intensity of every pixel in the background is assumed to be a random variable with mean ¹ b . The goal of this section is to obtain a posterior distribution for the mean of the target ¹ t .
From the statistical theory on point processes (e.g., Ripley, 1981) it follows that if the number of RNA molecules that hybridize to a particular area is independent to those that hybridize at another area then the intensity of a single foreground (background) pixel i Z if (Z ib ) would be proportional to a Poisson distribution. In particular, ®Z if and ®Z ib would each have a Poisson distribution with means ¹ f =® and ¹ b =®, respectively. The proportionality constant ® could depend on the channel. We will get back to these assumptions shortly.
For the model described above, the maximum likelihood estimate for ¹ t , b ¹ t , is X f ¡ X b . In practice, either b ¹ t or the difference between the median levels of foreground and background e ¹ t D Y f ¡ Y b is used
if ¹ t¸0 and 0 otherwise, where 8.
Á .x/dx, the cumulative standard normal distribution. We now return to the assumptions and their implications. It is fairly common that in practice not all pixels in a spot show hybridization at the same level. The reason for this is that the probe may not be uniformly distributed on the array. (For example, it is not uncommon that because of the mechanics of spotting arrays the center of the spot has less target deposited. This is sometimes known as the doughnut effect. See Fig. 3 of Chen et al. [1997] .) To circumvent this problem, we propose to use the median intensities in the foreground and background region, Y f and Y b , instead of the mean intensities, X f and X b , respectively. Since the number of DNA molecules that hybridize at an individual pixel will be large, the Poisson distribution of ®Z if (and ®Z ib Thus, for each of the two channels, Equation (2), with Y 's substituted in for the X's, provides a way to compute the posterior distribution of ¹ t , provided we have estimates for ¾ f and ¾ b . It is tempting to use
(Note that the standard deviation of the median of n independent identically distributed normal random variables is ¾ p ¼ = p 2n.) However, this would be a valid approach only if the intensity levels of the individual pixels within one foreground (background) region are independent and identically distributed. While, depending on the image segmentation algorithm, the assumption of identical distributions may be questionable, it is also clear that pixel values are not independent.
1 If we assume that the intensities of the pixels do have an identical distribution, and that the correlation between the intensity of two spots depends only on the distance between these two spots, it follows that
and
for some constant a, ignoring boundary effects (Ripley, 1981) .
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An implicit assumption of background correction is that the background intensity is locally constant. If we assume that ¹ b is (approximately) constant from one spot to the next spot, the empirical standard deviation of Y b for that spot and the (four) spots that are physical neighbors of that spot is an alternative estimate e ¾ b for that spot. We estimate a separately for each channel by regression
on e ¾ b for all spots on an array. This estimate O a is then combined with both the background (4) and foreground (3) standard deviations provided by the software package to obtain estimates b ¾ f and b ¾ b .
The Bayesian approach to background correction implicitly assumes that, for pixels for which the background intensity Y b is larger than the foreground intensity Y f , this usually occurs when the target mean ¹ t is very small, and that we observe a chance event. In particular, we assume that
As ¹ t¸0 , the quantity
provides some sort of signi cance level for the assumption that ¹ t¸0 and thus that the model is in this aspect reasonable. Since we will usually compute q for both channels for all spots simultaneously, we apply a Bonferoni correction to circumvent that we will identify 5% of all spots if the model was reasonable, but only identify any spots in 5% of the experiments (e.g., Bickel and Doksum, 1977) . For example, for the yeast arrays discussed in Section 3 there are 6,309 spots. This means that we label spots for which
:05 2 £ 6309´¼ ¡ 4:5
as suspicious.
Combination of both channels
Using the methodology described in Section 2, E.¹ tg j b ¾ f g ; b ¾ bg ; Y f g ; Y bg / and E.¹ t r j b ¾ f r ; b ¾ br ; Y f r ; Y br / are obtained from (2) using numerical integration (which is straightforward assuming that Á . ¢ / and 8. ¢ / are readily available) as estimates of the posterior distribution of the mean of the target ¹ tg and ¹ t r for the green and red channels, respectively. A natural estimate for the log-ratio log.¹ tr =¹ tg / is LR D E.log.¹ t r j b ¾ f r ; b ¾ br ; Y f r ; Y br / ¡ E.log.¹ tg j b ¾ f g ; b ¾ bg ; Y f g ; Y bg //: Kerr et al. (2000) discuss analysis of variance models for combining (normalized and background corrected) estimates of the log expression for different channels in situations more complicated than the comparison of two channels on the same array.
While it is unlikely that the posterior distributions of log.¹ t r / and log.¹ tg / are independent, it is tempting to take V D var.log.¹ tr j b ¾ fr ; b ¾ br ; Y fr ; Y br / C var.log.¹ tg j b ¾ fg ; b ¾ bg ; Y fg ; Y bg / as a measure of the relative accuracy of the log-ratio for different spots on the same array and for spots of the same gene on different arrays. In our experience though, the correlation between the two channels is high (correlations between median background levels of the green and the red channels upwards of 0.95 are common), so that fairly small changes in the local correlation structure from from one spot to another spot would dominate the variation. As such, we would recommend more empirical methods to determine the variance of the logexpression ratios. For example, after appropriate preprocessing, we could use a local polynomial estimator of the variance as a function of the mean expression ratio, for example using data like that displayed in Fig. 2. An alternative approach is to estimate the variance of the log-expression ratio using repeat data, after which analysis could be made using standard t-statistics. As for the data used for the examples in the next section, nding genes with "signi cant" expression ratios was not a goal of the experiment; we do not pursue that approach further.
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Wildtype-wildtype
We applied the methodology described in the previous section to fty glass spotted yeast arrays produced by the Fred Hutchinson Cancer Research Facility array facilities. Ten of these arrays are so called "wildtypewildtype" experiments, where both channels show expression of genes in the same wildtype yeast cells, so that we know that the true expression ratio is 1. In Fig. 2 , we show for one of these arrays both the traditional estimate of the log-expression ratio log Y f r ¡ Y br Y f g ¡ Y bg´¡ (correction factor)
and an estimate based on applying the method described in the previous section LR ¡ (correction factor)':
The two correction factors in Equations (6) and (7) are chosen such that the median expression ratio for eight yeast control genes on the array is one for the particular method. One reason to correct the estimate is that the proportionality constant, ®, may be different for both channels. For the traditional method (6), we exclude spots for which either Y br¸Yf r or Y bg¸Yf r and spots that were labeled as "bad" by the investigator. For the new method (7), we exclude spots that are suspicious according to (5) and spots that were labeled as "bad" by the investigator. The effect of this is that many spots that are excluded for the traditional approach are not excluded for the new approach. These spots are shown as triangles in Fig. 2 . There were 14 spots excluded for the new proposed method; all of these spots were also excluded for the traditional approach. The zoom-in on the right side shows that the proposed methodology essentially modi es the estimates for which Y f ¡ Y b is small, while if Y f ¡ Y b is large the proposed estimate essentially equals the traditional estimate. This is partly the effect of using a noninformative uniform prior: if Y f ¡ Y b is large, the prior does not modify the traditional estimate, but if Y f ¡ Y b is small, the prior, which requires ¹ t > 0, will yield a larger estimate than the traditional approach. The results shown in Figs. 2 and 3 are typical for all ten wildtype-wildtype arrays and both channels. In Table 1 , we summarize for the ten wildtype-wildtype arrays the mean squared error between the estimated log-expression ratio and the true log-expression ratio of 1. The SD is the standard deviation of the mean squared error over the ten arrays. As can be seen from We do notice from Fig. 5 that there seems to be a systematic difference between the array measurements (independent of the computational approach) and the Northern Blot measurements. In particular, Northern Blot yields larger log-expression ratios for those gene/mutant combinations that already yield high expression ratios. We eventually determined that the reason for this apparent bias was that the standard Northern Blot analysis only measures the expression level for RNA of the correct length and excludes cross-hybridization, while for glass spotted arrays the expression level includes cross-hybridization. Effectively this "in ates" both the numerator and the denominator for the glass spotted array technique,
FIG. 6.
Traditional and Bayesian estimate of the log-expression ratio based on the average of four arrays against a Northern Blot estimate of the expression ratio that has been adjusted to include cross-hybridization. yielding somewhat smaller log-expression ratios. It is, unfortunately, not possible to exclude this crosshybridization. On the other hand, it is possible to estimate the Northern Blot expression level including cross-hybridization (something we usually would not want to do). To this extent, we reread the Northern Blot lms that were used in Fig. 5 to include cross-hybridization. Figure 6 contains these corrected results; as can be seen, now there appears to be little bias and little difference between the two approaches. Numerically, the root mean squared difference between the Northern Blot estimates and the traditional estimates is 0.411, while the squared difference between the Northern Blot estimates and the Bayesian estimates is 0.343. In total there were 24 genes for which Northern Blot was done for some of the mutants. Of these 24 genes, 20 were selected because they were of interest for biological reasons (their analysis will be reported elsewhere), the remaining four were selected because they had low expression levels, and it was suspected that we may see differences between the traditional and the Bayesian analysis method. In Table 2 , we summarize the differences between the two analysis methods separately for the two groups of genes. As can be seen, similarly to the wildtype experiments, the gain of the Bayesian approach comes from the experiments with low expression levels.
DISCUSSION
In this paper, we propose a Bayesian method for background correction and the computation of logexpression ratios. The proposed approach reduces the variation of the estimates of the expression ratio when the expression levels are low. At the same time, it keeps the estimates for expression ratios virtually unchanged when the expression levels are higher. After this preprocessing, the standard error of estimates of the log-expression ratio appears to be approximately independent of the expression level (see Fig. 2 ). This is desirable, since it allows users to informally compare estimates of expression ratios, without having to worry too much about the standard errors of these estimates.
Undoubtedly, spots with low expression levels have many problems, for example image segmentation algorithms are likely doing a poorer job on spots where the expression level is low, and such spots are more likely to be the result of faulty spotting on the array. Still, reliable estimates of the expression level will improve further analysis, such as clustering, as good clustering algorithms will not depend on the precise expression level of a single spot, but rather depend mainly on the magnitude of (groups) of log-expression ratios.
