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Abstract
The peridynamic theory reformulates the equations of continuum mechanics in terms of integro-
differential equations instead of partial differential equations. It is not trivial to directly apply
naive approach in artificial boundary conditions for continua to peridynamics modeling, because it
usually involves semi-discretization scheme. In this paper, we present a new way to construct exact
boundary conditions for semi-discretized peridynamics using kernel functions and recursive relations.
Specially, kernel functions are used to characterize one single source are combined to construct the
exact boundary conditions. The recursive relationships between the kernel functions are proposed,
therefore the kernel functions can be computed through the ordinary differential system and integral
system with high precision. The numerical results demonstrate that the boundary condition has
high accuracy. The proposed method can be applied to modeling of wave propagation of other
nonlocal theories and high dimensional cases.
Keywords: Semi-discretized peridynamic, Laplace transform, Kernel functions, Recursive
relationship
1. Introduction
The peridynamic theory reformulates the equations of classical continuum mechanics and have
shown their application in many areas. In [1] the peridynamics are used to deal with material
deformations, for instances, cracking, damage, and fracture problems [2, 3, 4, 5, 6]. In [9, 11] wave
propagation of peridynamics in an unbounded medium are considered. In some cases, analytical
methods are proposed to compute the analytical solutions for some problems [9, 13]. However, the
analytical method can not to be applied for general problems such that the numerical computation is
needed. In order to get a reliable numerical result of an unbounded domain in a finite computational
domain, one needs to truncate the infinite domain to a finite one and impose the boundary conditions
on the boundary of computational domain. In this case, designing an artificial/absorbing boundary
condition (ABC) that can well couple the numerical scheme inside the computational domain is very
critical and would lead to the success of getting no reflecting numerical solutions. For instance in
[9] the wave reflection from the artificial boundaries violate the numerical solutions. The numerical
methods and analysis of boundary conditions have so far received a great attention for a long time.
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The similar problems come from a variety of areas in science and engineering, such as fluid mechanics,
solid mechanics, acoustics, electromagnetics, quantum mechanics, etc. Extensive studies have been
shown to ABCs in continua for every kinds of equation, such as classical heat equation, wave equation
and Schro¨dinger, see [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 30, 31, 38, 50, 51, 52].
Sometimes it is not straightforward to construct the ABCs for continua models, and would
involve converting the continua model into semi-discretized version. Studies have also been devoted
to the boundary conditions of molecular dynamics. The time history treatment is a temporally
global methods, and was known as the first accurate artificial boundary in molecular dynamic
simulations [32, 33], which has been systematically extended to 2D and 3D lattices by Liu et al.
[34, 35]. The resulted bridging scale method has been widely used in many applications [36, 37].
The time history kernel treatments are temporally global. However, it is difficult to calculate its
kernel function accurately. For exact boundary conditions of non-local PDE we refer to Zhang
and Du’s work [50, 57, 58]. They deal with the non-local heat, wave equation and Schro¨dinger
equations through direct numerical Fourier transform. Direct numerical Fourier transform works
for decaying kernel functions such as nonlocal heat equation [50]. But for wave equations such as
nonlocal Schro¨dinger equation, in order to preserve the accuracy heavy computation are carried on
using the direct numerical Fourier transform [57]. However, for long term simulation the numerical
Fourier transform is hard to be implemented due to the difficulty of controlling the numerical
oscillation. In order to tackle these difficulties in developing exact boundary conditions, local ABCs
have been developed, such as [39, 40, 41, 42, 43, 44, 45, 48]. With a deep understanding of the Bessel
functions, ALmost EXact (ALEX) boundary conditions were proposed for harmonic chain [45], and
applied to similar systems including the Schro¨dinger equation [46]. Unfortunately, the local ABC is
insufficient in accuracy, it will bring apparent deviation at large time. Wang and Duan [47] develop
peridynamic transmitting boundary conditions (PTBCs) for 1D wave propagation by integrating
the idea of local ABC [48] into the peridynamic formulation. PTBCs have insufficient accuracy,
especially in large time. It is not easy to explore the theoretical numerical precision of PTBCs due
to this methods also depend on the points selection on the boundary. However PTBCs still suffers
from the inaccuracy issue.
As discussed in above, an essential task for dealing with these non-local problem is to accurately
compute the kernel function accurately, because the numerical Fourier transform takes too much
calculations and brings in the deviations in large time. In this paper we overcome the deficiency
through the idea of the previous work [53, 54], where the kernel functions of semi-discrete heat
equation and Schro¨dinger equation on 2-D domain are computed with high accuracy. We propose
the recursive relationship between the kernel functions such that the kernel functions can be com-
puted through the ordinary differential system and integral system rather than numerical Fourier
transform. Therefore the numerical kernel functions can reach high precision. The proposed kernel
function could be naturally adapted to construct the semi-discrete exact ABCs (SDEXABCs) of
peridynamics and does not depend on the parameter selection. SDEXABCs can be extended into
general cases for non-local semi-discrete system, and would be the corner stone in the broad area of
non-local problems. For example, as is pointed out by Silling [55], the governing equations of some
nonlocal theories can be expressed as the form of peridynamics. SDEXABCs could also be applied
to high dimensional problems of peridynamics by the same technique, one can refer to [53, 58].
The rest of the paper is organized as follows. In the next section, we construct the SDEXBC for
1D linear peridynamics. In Section 3, the validity of the algorithm for computing kernel functions is
demonstrated. The applications are showed in Section 4, numerical convergence will be displayed.
Finally, conclusions are drawn in Section 5.
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Figure 1: Left boundary
2. Exact boundary conditions for semi-discretized peridynamics
2.1. One dimensional continue peridynamics and semi-discrete peridynamics
For 1D linearized state-based peridynamics, in the reference configuration the motion at a ma-
terial point x and time t can be written as
ρu¨(x, t) =
∫
Nx
C(x′, x)[u(x′, t)− u(x, t)]dx′ + b(x, t), (1)
where u is the 1D longitudinal displacement and ρ is the mass density. Nx is the peridynamics
neighborhood centered at point x with a radius δ. The horizon δ is the degree of nonlocality of the
material. x′ represents a material point in the horizon. The b is the body force. The function C(x′, x)
is the micromodulus function which is related to constitutive parameters of classical elasticity. For
1D structures of isotropic elastic materials, the micromodulus functions have form of C(x′ − x) in
the state-based and bond-based formulations [56]. Specially in [9, 11], C(x′ − x) is given as
C(x′ − x) = 4E
δ3
√
pi
e−(x
′−x)2/δ2 . (2)
The discretized form of Eq. (1) is given as
u¨n =
K∑
k=1
C(xn+k − xn)∆x(un+k − un), (3)
where a uniform grid with a grid spacing ∆x is used to compute the integral in Eq. (1). Here
xn denotes the position of a material point at n∆x, and xn+k denotes the position of a material
point in the horizon of xn with k = ±1, ±2, · · · ,±K, the K represents the nonlocal degree of the
discretization. Thus, the summation in (3) is over the whole range of k. Generally if C(r) has little
effect on (1) when R ≥ r, the K = [R/∆x], we can finally rewrite Eq. (3) as
u¨n = a0un +
K∑
k=1
ak(un+k + un−k) , (4)
for all the integer n.
2.2. Exact artificial boundary conditions for semi-discrete peridynamics
We now focus on the design of ABC for (4) with the compact initial data which is confined
by 1 ≤ n ≤ L. The left and right boundary conditions of un(t) with −(K − 1) ≤ n ≤ 0 and
L + 1 ≤ n ≤ L +K are needed to close the ordinary differential system (4). For brevity, we only
depict the left boundary in Figure 1 and the right boundary condition can be obtained similarly.
From Figure 1 we need the values of un(t) from n = −(K−1) to n = 0 outside the computational
domain if we want to close the equation (4) on the left boundary layer. We may use the values of
um(t) from m = 1 to m = K in the computational domain to represent the un(t), then we close (4)
on the left boundary layer.
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To this end, we consider the semi-infinity problem with a fixed m (chosen from 1 to K) as
f¨mn = a0f
m
n +
K∑
k=1
ak
(
fmn+k + f
m
n−k
)
, (5)
fmn (0) = 0, f˙
m
n (0) = 0, n ≤ 0, (6)
fmk (t) = δ
m
k · δ(t), 1 ≤ k ≤ K. (7)
Here δmk is Kronecker symbol and δ(t) is the delta function. The f
m
n (t) (n ≤ 0) is totally decided
by the K sources fmk (t) with (1 ≤ m ≤ K). This is, the fmn (t) represents the response of the n-th
point according to the delta function at the m-th point.
In this way, we convolute all the fmn (t) with a given function Fm(t), and define u
m
n (t) = f
m
n ∗
Fm(t), we then have that the u
m
n (t) satisfies
u¨mn = a0u
m
n +
K∑
k=1
ak
(
umn+k + u
m
n−k
)
, (8)
umn (0) = 0, u˙
m
n (0) = 0, n ≤ 0, (9)
umk (t) = δ
m
k · Fm(t), 1 ≤ k ≤ K. (10)
If we further define un(t) =
∑K
m=1 u
m
n (t), we have that un(t) satisfies
u¨n = a0un +
K∑
k=1
ak
(
un+k + un−k
)
, (11)
un(0) = 0, u˙n(0) = 0, n ≤ 0, (12)
um(t) = Fm(t), 1 ≤ m ≤ K. (13)
It means that the un(t) for n ≤ 0 satisfies the governing equations of semi-discrete peridynamics
with K sources Fm(t) for 1 ≤ m ≤ K. The un(t) =
∑K
m=1 u
m
n (t) =
∑K
m=1 f
m
n ∗ Fm(t).
In Figure 1 the un(t) (n ≤ 0) outside the computational domain satisfies the governing equations
of semi-discrete peridynamics with K sources um(t) for 1 ≤ m ≤ K, therefore the un(t) can be
represented by um(t) (1 ≤ m ≤ K) in the computational domain, namely
un(t) =
K∑
m=1
fmn ∗ um(t), − (K − 1) ≤ n ≤ 0, 1 ≤ m ≤ K. (14)
If the fmn (t) is known, we take the relationship (14) as the exact ABCs on the left boundary layer.
Similarly, we also can achieve the exact ABC on the right boundary layer in the form of
uL−n+1(t) =
K∑
m=1
fmn ∗ uL−m+1(t), − (K − 1) ≤ n ≤ 0, 1 ≤ m ≤ K. (15)
In the remainder, we focus on how to determine the kernel function fmn (t). To do so, we introduce
the discrete Fourier transform U(s) with a fixed m as
U(s) =
0∑
n=−∞
einxf˜mn (s), (16)
where f˜mn (s) is the Laplace transform of f
m
n (t) in the time direction.
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Thus we have
s2U = a0U +
K∑
k=1
ak(
0∑
n=−∞
einxf˜mn+k +
n=0∑
n=−∞
einxf˜mn−k)
= a0U +
K∑
k=1
ak(e
−ikx
k∑
l=−∞
eilxf˜ml + e
ikx
−k∑
l=−∞
eilxf˜ml )
= (a0 + 2
K∑
k=1
ak cos kx)U +
K∑
k=1
ak(e
−ikx
k∑
l=1
eilxf˜ml − eikx
0∑
l=−(k−1)
eilxf˜ml )
= (a0 + 2
K∑
k=1
ak cos kx)U +
K∑
k=1
ake
−ikx
k∑
l=1
eilxf˜ml −
K∑
k=1
ake
ikx
k∑
l=1
e−i(l−1)xf˜m−l+1
= (a0 + 2
K∑
k=1
ak cos kx)U −
K∑
l=1
( K∑
k=l
ake
i(k+1)xe−ilx
)
f˜m−l+1 +
K∑
l=1
( K∑
k=l
ake
−ikxeilx
)
f˜ml
= (a0 + 2
K∑
k=1
ak cos kx)U −
K−1∑
l=0
( K∑
k=l+1
ake
i(k−l)x
)
f˜m−l +
K∑
l=1
( K∑
k=l
ake
i(l−k)x
)
f˜ml
= (a0 + 2
K∑
k=1
ak cos kx)U −
0∑
l=−(K−1)
( K∑
k=1−l
ake
i(k+l)x
)
f˜ml +
K∑
l=1
( K∑
k=l
ake
i(l−k)x
)
f˜ml .
Noting the facts that f˜ml = δ
m
l , we then have
s2U = (a0 + 2
K∑
k=1
ak cos kx)U −
K−1∑
l=0
( K∑
k=l+1
ake
i(k−l)x
)
f˜m−l +
K∑
l=1
( K∑
k=l
ake
i(l−k)x
)
f˜ml (17)
= (a0 + 2
K∑
k=1
ak cos kx)U −
0∑
l=−(K−1)
( K∑
k=1−l
ake
i(k+l)x
)
f˜ml +
K−m∑
k=0
ak+me
−ikx, (18)
which leads to
U(s) = −
0∑
l=−(K−1)
( K∑
k=1−l
ak
ei(l+k)x
s2 − a0 − 2
∑K
k=1 ak cos kx
)
f˜ml (s)
+
K−m∑
k=0
ak+m
e−ikx
s2 − a0 − 2
∑K
k=1 ak cos kx
.
By introducing
g˜m(s) =
1
2pi
∫ pi
−pi
e−imx
s2 − a0 − 2
∑K
k=1 ak cos kx
dx,
and from f˜mn (s) =
1
2pi
∫ pi
−pi
U(s)e−inxdx and g˜m(s) = g˜−m(s), we have
f˜mn = −
0∑
l=−(K−1)
( K∑
k=1−l
akg˜k+l−n
)
f˜ml +
K−m∑
k=0
ak+mg˜k+n (19)
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with 1 ≤ m ≤ K,−(K − 1) ≤ n ≤ 0, which generate a linear integral system
fmn = −
0∑
l=−(K−1)
K∑
k=1−l
ak(gk+l−n ∗ fml ) +
K−m∑
k=0
ak+mgk+n, (20)
1 ≤ m ≤ K,−(K − 1) ≤ n ≤ 0. (21)
From gm(t) = g−m(t) we only need all the gm(t)s with 0 ≤ m ≤ 2K − 1 to determine fmn (t). It
is obvious to see for any integer m,
s2g˜m − δm,0 = a0g˜m +
K∑
k=1
ak
(
g˜m+k + g˜m−k
)
, (22)
and the application of inverse Laplace transform leads to
g¨m(t) = a0gm +
K∑
k=1
ak
(
gm+k + gm−k
)
, (23)
g˙m(0) = δ
m
0 . (24)
On the other hand,
d
ds
K∑
k=1
kak(g˜m−k − g˜m+k) = d
ds
(
1
2pi
∫ pi
−pi
2i
∑K
k=1 kak sin kxe
−imx
s2 − a0 − 2
∑K
k=1 ak cos kx
dx
)
= − 2s
2pi
∫ pi
−pi
2i
∑K
k=1 kak sin kxe
−imx
(s2 − a0 − 2
∑K
k=1 kak cos kx)
2
dx
= − 2s
2pi
∫ pi
−pi
ie−imx
(s2 − a0 − 2
∑K
k=1 ak cos kx)
2
d(s2 − a0 − 2
K∑
k=1
ak cos kx)
= −2ms
2pi
∫ pi
−pi
e−imx
s2 − a0 − 2
∑K
k=1 ak cos kx
dx = −2msg˜m, (25)
which means
K∑
k=1
kak(gm+k(t)− gm−k(t)) = −2m
t
g˙m(t), (26)
we can rewrite it as
gm(t) = gm−2K(t)−
K−1∑
k=1
kak
KaK
(gm−K+k(t)− gm−K−k(t))− 2(m−K)
KaKt
g˙m−K(t). (27)
The above is the recursive relationship between gm(t) and g˙m(t).
Thus gm(t) can be computed through (23) with 0 ≤ m ≤ 2K − 1. The left boundary gm(t)
with −K ≤ m ≤ 0 can be computed by gm(t) = g−m(t) and the right boundary gm(t) with
2K ≤ m ≤ 3K − 1 can be computed by recursive relationship (27). Therefore we determine the
ordinary system of gm(t) with 0 ≤ m ≤ 2K−1. Then we can determine fmn (t) from integral system
(20). We point out that the above methodology can be extended into high dimensional case, see
[53] for the design of ABCs for two-dimensional Schro¨dinger equations.
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3. Numerical example of computing kernel functions
We now use semi-discrete Euler-Bernoulli beam to illustrate the computing method of kernel
functions. As one of the elemental objects in solid mechanics, the Euler-Bernoulli beam has wide
applications, such as in railway and bridge engineering, etc. Describing bending wave propagation
in an elastic rod, Euler-Bernoulli theory gives an equation for the transverse displacement u(x, t)
of an undriven beam along its length direction x as
ρAutt + (EIuxx)xx = 0. (28)
Here, ρ, A, E and I are the material density, the area of the beam cross section, the Young
modulus, and the bending moment of inertia, respectively. Discretizing with a uniform space grid
size ∆x, we rescale time by
√
EI
ρA
1
∆x2
to get the non-dimensionalized semi-discrete equation for
un(t) = u(n∆x, t) as follows.
u¨n = −un−2 + 4un−1 − 6un + 4un+1 − un+2. (29)
In this case, we compute an accurate numerical approximation of gn(t) for K = 2 with a0 = −6,
a1 = 4 and a2 = −1 which comes from the semi-discretized (28). Therefore
gm(t) = gm−4(t)− a1
2a2
(gm−1(t)− gm−3(t))− 2(m− 2)
2a2t
g˙m−2(t). (30)
By taking m = 4 we have
g4(t) = g0(t)− a1
2a2
(g3(t)− g1(t))− 2
a2t
g˙2(t), (31)
and
g5(t) = g1(t)− a1
2a2
(g4(t)− g2(t)) − 3
a2t
g˙3(t)
= g1(t) +
a1
2a2
g2(t)− 3
a2t
g˙3(t)− a1
2a2
g4(t). (32)
We combine the closed conditions (31), (32) together with equation
g¨m(t) = a0gm +
2∑
k=1
ak
(
gm+k + gm−k
)
,
g˙m(0) = δ
m
0 . 0 ≤ n ≤ 3,
and gm(t) = g−m(t) to get the closed ordinary differential system.
We use the Runge-Kutta 4 (RK4) scheme and closed relations (31), (32) to compute gm(t). Let
us also remark that other schemes than RK4 could be used, but of order larger than 2. After the
computation of gm(t), we can compute the f
m
n (t) through (20) by trapezoidal integral, reads
fm,jn = −
K−1∑
l=0
K∑
k=l+1
ak∆t
(
j∑
α=0
gαk+n−lf
m,j−α
l −
g0k+n−lf
m,j
l + g
j
k+n−lf
m,0
l
2
)
+
K−m∑
k=0
ak+mg
j
k−n. (33)
7
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Figure 2: Numerical solution and analytic solution for f10 (t) on [2990pi, 3000pi]
where fm,jn is the numerical solution of fmn (j∆t) and g
j
n(t) the numerical solution of gn(j∆t).
According to gn(0) = 0 for any integer n, one has g
0
k+n−l = 0 in (33), which leads to explicit
scheme,
fm,jn = −
K−1∑
l=0
K∑
k=l+1
ak(
j∑
α=1
gαk+n−lf
m,j−α
l ∆t− gjk+n−lfm,0l ∆t/2) +
K−m∑
k=0
ak+mg
j
k−n. (34)
To illustrate the validity of the algorithm, we compare the numerical f10 (t) and the analytic
solution f10 (t) =
2J1(2t)
t
sin(2t) in the large time interval [2990pi, 3000pi], the results are displayed
in Figure 2.
The l∞-error
max
−1≤n≤0,1≤m≤2
|fm,analyticn − fmn |,
is used to measure the performance. The computed convergence rates of the numerical approxi-
mation are reported in Table 1. As the time step decreases, the approximation quality of fmn (t)
increases. The convergent order is big than 2. The algorithm is then able to efficiently and ac-
curately compute fmn (t) even for large values of t. The proposed algorithm considerably enhances
the accuracy and efficiency for computing the kernel functions, avoids the numerical deviation of
numerical Fourier transform in large time.
Table 1: l∞-error and convergence rate for different time.
l∞-error ∆t = 3pi/500 ∆t = 3pi/400 ∆t = 3pi/250 ∆t = 3pi/200 rate
t = 3pi 9.26e-06 1.63e-05 4.79e-05 7.88e-04 2.32
t = 18pi 9.31e-07 1.71e-06 5.92e-06 1.11e-05 2.69
t = 300pi 3.80e-08 8.71e-08 5.15e-07 1.24e-06 3.80
t = 3000pi 8.51e-09 2.16e-08 1.52e-07 3.93e-07 4.17
4. Numerical Tests
4.1. Bar
In [9, 11], unsuitable boundary condition violate the numerical solutions. In [47], the numerical
solution deviate the analytic solution apparently at long time. Here we consider the same problem
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for an infinite bar. From [9, 11, 47], the micromodulus function can be taken as
C(x′ − x) = 4
δ3
√
pi
e−(x
′−x)2/δ2 , (35)
and the initial displacement and the initial velocity can be written as:
u(x, 0) = e−x
2
, u˙(x, 0) = 0. (36)
The peridynamic analytical solution of this initial value problem is
u(x, t) =
1√
pi
∫ ∞
0
cos(kx)e−k
2/4 cos
(
t
√
1− e−k2δ2/4
δ2/4
)
dk. (37)
As what shown in [47], the computational domain can be chosen as a non-dimensional length 20,
that is, x ∈ [−10, 10]. At the two ends of the segment we use the SDEXABC. The space step can
be chosen as ∆x = 0.1, and δ can be chosen as 0.25. The micromodulus functions (35) is used for
|x′ − x| ≤ 0.75 and 0 elsewhere, in this case K = [0.75/∆x] = 7. The inner scheme is performed
with a velocity Verlet algorithm
un+1j = u
n
j + u˙
n
j∆t+ u¨
n
j∆t
2/2, (38)
u˙n+1j = u˙
n
j +∆t/2(u¨
n
j + u¨
n+1
j ). (39)
Following (14) and (15), the boundary conditions read as
un(t) =
K∑
m=1
fmn ∗ um(t), (40)
uL−n+1(t) =
K∑
m=1
fmn ∗ uL−m+1(t), − (K − 1) ≤ n ≤ 0, 1 ≤ m ≤ K. (41)
We use the trapezoidal integral to compute the convolutions, namely
ujn = (
K∑
m=1
j−1∑
α=1
fm,αn u
j−α
m )∆t+
K∑
m=1
(fm,0n u
j
m + f
m,j
n u
0
m)∆t/2, (42)
ujL−n+1 = (
K∑
m=1
j−1∑
α=1
fm,αn u
j−α
L−m+1)∆t+
K∑
m=1
(fm,0n u
j
L−m+1 + f
m,j
n u
0
L−m+1)∆t/2,
−(K − 1) ≤ n ≤ 0, 1 ≤ m ≤ K. (43)
The numerical solutions of displacements with boundary condition (40) at different times in the
truncated finite domain are plotted in Figure 3, along with the analytical solution(37). We can
see the Gauss source splits into two humps and and then goes out of the computational domain in
different directions. At t = 40, the wave almost goes out of the computational domain. One can see
a good agreement. The similar results of velocities and analytical solution of velocities at different
times are displayed in Figure 4. In [47] Wang did the computation until T = 15, the numerical
solution had deviated the analytical solution apparently at t = 15, which illustrates the deficiency
of non-exact boundary conditions.
The l∞-error of displacement
max
1≤n≤201
|urefn − un|,
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Figure 3: Numerical solution computed: upper-left for t = 5; upper-right for t = 10; lower-left for t = 15; lower-right
for t = 40.
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Figure 4: Numerical solution computed: upper-left for t = 5; upper-right for t = 10; lower-left for t = 15; lower-right
for t = 40.
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Figure 5: Convergence rate of displacement at different time.
is used to measure the performance. The reference solution is obtained with a computational domain
large enough such that these are no boundary reflections. The l∞ error is listed in Tables 2. The
convergence rates at different times are around second order. The convergence rates of displacement
are depicted in Fig 5.
Table 2: l∞-error and convergence rate of displacement for different time.
l∞-error ∆t = 0.001 ∆t = 0.002 ∆t = 0.0025 ∆t = 0.004 ∆t = 0.005 rate
t = 5 4.03e-07 1.61e-06 2.51e-06 2.51e-06 1.01e-05 2.00
t = 10 1.06e-06 4.26e-06 6.65e-06 1.70e-05 2.66e-05 2.00
t = 15 7.57e-07 3.02e-06 4.72e-06 1.21e-05 1.88e-05 1.99
t = 40 1.67e-09 6.69e-09 1.04e-08 2.67e-08 4.17e-08 2.00
In the same way, the l∞ errors of velocity are listed in Tables 3. The convergence rates at
different times are again of second order. The convergence rates of velocity are depicted in Fig 6.
Table 3: l∞-error and convergence rate of velocity for different time.
l∞-error ∆t = 0.001 ∆t = 0.002 ∆t = 0.0025 ∆t = 0.004 ∆t = 0.005 rate
t = 5 9.87e-07 3.94e-06 6.16e-06 1.57e-05 2.46e-05 2.00
t = 10 2.25e-06 9.03e-06 1.41e-05 3.61e-05 5.64e-05 2.00
t = 15 7.94e-07 3.17e-06 4.96e-06 1.26e-05 1.98e-05 2.00
t = 40 8.87e-09 3.54e-08 5.54e-08 1.41e-07 2.21e-07 2.00
4.2. Interface
We next study propagation of a Gauss source in an infinite bar which is composed of different
materials, the truncated computational domain can be chosen as [−10, 10] shown in Figure 7 just as
[47]. In the central green domain of a length 8 the Young’s moduli is E′ and on the blue domain the
Young’s moduli is E where the Young’s moduli satisfies E′ = βE. The β < 1 means the Young’s
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Figure 6: Convergence rate of velocity at different time.
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Figure 7: A segment of an infinite composite bar with interfaces.
moduli of material in the green domain is smaller than the that of the material on the blue domain.
Therefore the green material is softer, we denote the green domain as Dsoft. In the same way we
denote the materials on the two sides as Dhard. The two materials have the same period horizon δ,
and the micromodulus function composite bar can be taken as
Cbar =
{
C(x′ − x), x′ ∈ Dhard, x ∈ Dhard,
βC(x′ − x), otherwise, (44)
where C can be taken as (35). δ have the same setting as section 3.
Under initial conditions (40), the displacements for different values of locations are plotted in
Figure 8. Because of symmetry we only plot the displacements of the origin in Figure 8 (a) and the
right end in Figure 8 (b), respectively. From the Figure 8 it is clear that different βs bring different
velocities and different size of the humps and hollows. When β = 1, this example is just same as the
test in Section 3. We see no humps or hollows as the origin evolves. If β < 1, the splitting humps of
the origin first reach the interfaces of the two materials and then generate reflection and transmission
at the interfaces. As β decreases, the difference of the two material Young’s modulis grows bigger,
the amplitudes of the reflection wave increase and those of the transmission wave decrease. On the
other hand the reflection waves have the opposite vibration direction with the transmission wave.
In Figure 8 (b) the first hump of blue line and that of red line represents transmission wave at the
interface, therefor we see in Figure 8 (b) the first hump of blue line is smaller than that of red line.
In the same way we see in Figure 8 (a) the first hollow of blue line is bigger than that of red line
because that the reflection wave increases as the β decreases when the splitting humps of the origin
first reach interface. Then the reflection waves pass through each other and reach the interface, the
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Figure 8: Displacement for evolution with respect to t (a) the origin where all peaks are due to reflection waves by
the interface (except that at t D 0); (b) the right end where all peaks are due to transmission waves.
reflection wave will generate new reflection wave at the interface, we can see the reflection wave in
the second hump of blue line in Figure 8 (a). The process goes on as before.
The errors of displacements between reference solution and numerical solution are plotted in
Figure 9. One can see a good agreement.
The l∞-errors with β = 0.5 and β = 0.1 are listed in Tables 4 and 5, respectively. The
convergence rates at different times are again of second order. The convergence rates of displacement
with β = 0.5 and β = 0.1 are depicted in Figures 10 and 11, respectively.
Table 4: l∞-error and convergence rate of displacement with β = 0.5 for different time.
l∞-error ∆t = 0.001 ∆t = 0.002 ∆t = 0.0025 ∆t = 0.004 ∆t = 0.005 rate
t = 10 2.33e-07 9.34e-07 1.46e-06 3.73e-06 5.84e-06 2.00
t = 15 6.39e-07 2.55e-06 3.99e-06 1.02e-05 1.59e-05 2.00
t = 40 2.33e-07 9.33e-06 1.45e-06 3.72e-06 5.82e-06 2.00
t = 100 9.78e-11 3.9e-10 6.11e-10 1.56e-09 2.43e-09 2.00
4.3. Seismic source
We now study a 1D semi-infinite domain perturbed by a pulse. Following [47], the computational
domain is chosen by x ∈ [−10, 10] just as Figure 12 and the micromodulus function is chosen as
(35). We use semi-discrete exact boundary at the left end, and the right end is a free boundary.
The pulse is set at origin, can be written as
u0(t) = (1− 2pi2f2p (t− tD)2)e−pi
2f2p (t−tD)
2
, (45)
where fp is the peak frequency and tD is the delay time. The dimensionless parameters are fp = 0.2,
tD = 5. Other settings are the same as section 3. We remark that the pulse works only for t ∈ [0, 5].
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Figure 10: Convergence rate of displacement at different time with β = 0.5.
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Table 5: l∞-error and convergence rate of displacement with β = 0.1 for different time.
l∞-error ∆t = 0.001 ∆t = 0.002 ∆t = 0.0025 ∆t = 0.004 ∆t = 0.005 rate
t = 10 2.44e-08 9.76e-08 1.52e-07 3.90e-07 6.10e-07 2.00
t = 15 7.90e-08 3.16e-07 4.93e-07 1.26e-06 1.97e-06 2.00
t = 40 8.13e-07 3.25e-06 5.08e-06 1.30e-05 2.03e-05 2.00
t = 100 3.90e-07 1.56e-06 2.44e-06 6.24e-06 9.75e-06 2.00
log(∆t)
-7 -6.8 -6.6 -6.4 -6.2 -6 -5.8 -5.6 -5.4 -5.2
lo
g
(l
∞
-e
rr
o
r)
-18
-17
-16
-15
-14
-13
T=10
slope=2
numerical convergence
log(∆t)
-7 -6.8 -6.6 -6.4 -6.2 -6 -5.8 -5.6 -5.4 -5.2
lo
g
(l
∞
-e
rr
o
r)
-17
-16
-15
-14
-13
-12
T=15
slope=2
numerical convergence
log(∆t)
-7 -6.8 -6.6 -6.4 -6.2 -6 -5.8 -5.6 -5.4 -5.2
lo
g
(l
∞
-e
rr
o
r)
-15
-14
-13
-12
-11
-10
-9
T=40
slope=2
numerical convergence
log(∆t)
-7 -6.8 -6.6 -6.4 -6.2 -6 -5.8 -5.6 -5.4 -5.2
lo
g
(l
∞
-e
rr
o
r)
-15
-14
-13
-12
-11
-10
T=100
slope=2
numerical convergence
Figure 11: Convergence rate of displacement at different time with β = 0.1.
When t > 5, the system will return to free vibration.
The numerical results and reference solutions are plotted in Figure 13. The displacements of
the origin, the left end, and the right end are depicted. One can see a good agreement.
At beginning, the pulse at the origin will propagates to the two sides. At t = 5 pulse will reach
its peak as shown in Figure 13(a).
Then as shown in Figure 13(b) the pulse reaches the right boundary at about t = 15. Because
of the free boundary condition, the amplitude of the right end is almost doubled. In the same time
15 the pulse which is the first peak as shown in Figure 13(c) passes through the left end.
After that the reflection wave at right end will go back and never comes again, therefore the
peak in Figure 13(b) is the only peak of right end. Then the reflection wave generated by the right
free boundary passes through the origin, the reflection wave is the second hump shown in Figure
13(a).
Then the reflection wave passes through the left boundary, the reflection wave is the second
hump shown in Figure 13(c). In Figure 13(b) there is only one hump, which means there is no
visible reflection wave from the left boundary. It clearly shows the effectiveness of exact boundary
conditions from the comparison with reference solutions in Figure 13.
The l∞-error of left end’s displacements is used to measure the performance. The l
∞ error
is listed in Tables 6. The convergence rates at different times are around second order. The
convergence rates of displacement are depicted in Fig 14.
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Figure 12: A segment of an infinite bar with a Ricker pulse.
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Table 6: l∞-error and convergence rate of displacement for different time.
l∞-error ∆t = 0.001 ∆t = 0.002 ∆t = 0.0025 ∆t = 0.004 ∆t = 0.005 rate
t = 10 8.46e-07 3.38e-06 5.29e-06 1.35e-05 2.11e-05 2.00
t = 15 2.78e-06 1.11e-05 1.74e-05 4.45e-05 6.96e-05 2.00
t = 40 1.38e-06 5.55e-06 8.67e-06 2.21e-05 3.47e-05 2.00
t = 100 1.11e-06 4.49e-06 7.03e-06 1.82e-05 2.87e-05 2.02
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Figure 14: Convergence rate of displacement at different time.
5. Conclusion and future work
Semi-discrete exact artificial boundary conditions (SDEXABCs) for peridynamics are proposed.
The kernel functions are obtained from integral system by introducing auxiliary functions gn(t).
Fortunately the gn(t) can be computed from ordinary differential system by RK4 through a recursive
relationship. The kernel functions are combined with the construct of SDEXABCs. We use the
boundary conditions and the Verlet algorithm to solve the peridynamics. Second order accuracy is
confirmed.
The algorithm for computing kernel functions avoids the numerical Fourier transform. Generally
the numerical Fourier transform for solving kernel functions brings large numerical error in long-time
simulations. The algorithm only depends on the ordinary differential system and integral system
that can be handled by high-precision algorithm.
The numerical algorithm may be extended into higher dimensional case. We further remark
that this approach may be extended for more general nonlocal PDE, as well as for more crystal
lattice systems in computational mechanics.
Though the exact boundary conditions of semi-discrete peridynamics are obtained; some ques-
tions regarding theoretical and numerical aspects of these boundary conditions remain to be an-
swered. Such as the extension of high dimensional cases which will be reported in our forthcoming
paper, and the rigorous proof of the numerical convergence rate of the CN scheme. How to reduce
the huge amount of computation is still an open question, the fast algorithms of the boundary con-
ditions are also needed to be explored. Machine learning may be used to deal with the problems,
one would refer [59, 60, 61]. We intend to address the question in future.
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