ABSTRACT. We introduce and study the median maximal function Mf , defined in the same manner as the classical Hardy-Littlewood maximal function, only replacing integral averages of f by medians throughout the definition. This change has a qualitative impact on the mapping properties of the maximal operator: in contrast with the Hardy-Littlewood operator, which is not bounded on L
INTRODUCTION
Let Q ⊂ R n be a cube. If f : Q → R is a measurable function, any number α ∈ R such that |Q ∩ {f < α}| ≤ |Q|/2 and |Q ∩ {f > α}| ≤ |Q|/2 is called a median of f on Q. Here | · | is the Lebesgue measure. One can check that the set of medians of f on Q forms a compact subinterval of R. Hence the concept of the median with the largest absolute value, denoted m f (Q), is well-defined. The notion of a median is a substitute for the average of the function on Q and exists for any measurable function with no integrability assumptions (unlike the average).
As of late, medians have proved to be very useful in the weighted theory of singular integrals. This is mainly due to a formula discovered by Lerner [6] . For results and techniques related to this, see the papers by Lerner [7] and CruzUribe, Martell and Pérez [1] . However, our purpose in this note is to study the median maximal function M on its own. This is defined by
where Q is a cube.
A weight w is a non-negative measurable function. We recall the definitions of the Muckenhoupt weight classes
Here w(Q) = Q w. Next, we have w ∈ A p , 1 < p < ∞, if
where σ is the dual weight defined by σ = w
. Finally, A ∞ = p<∞ A p . Alternatively, the class A ∞ is characterized by the finiteness of either of the quantities
Here M is the Hardy-Littlewood maximal operator. [5] ).
Our main result is a characterization of the boundedness of M in the weighted situation. Given a weight function w : R n → [0, ∞), we prove that M is bounded on L p (w) for some 0 < p < ∞, if and only if it is bounded on L p (w) for all 0 < p < ∞, if and only if w ∈ A ∞ . This is in stark contrast with the mapping properties of the classical Hardy-Littlewood maximal operator M. The characterization is qualitative in that the dependence on [w] A∞ is not tracked (and the proof is such that it has no hope of giving sharp dependence). For results of similar nature, but involving maximal operators of different type, see [2] and the references therein. On the quantitative side, we establish the bound M L 1 (w)→L 1 (w) [w] A 1 , which is best possible. We write X Y to mean X ≤ CY with some constant C. Sometimes we specify the dependence more carefully, that is,
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AUXILIARY MAXIMAL FUNCTIONS
For technical purposes, we introduce the maximal operators M τ for 0 < τ < 1.
A simple convergence argument shows that
which means that the sup in the definition in m τ f (Q) is always attained. The maximal operator M τ is now defined in the same manner as the median maximal operator:
The operators M and M
1/2
are closely related:
f (Q) always holds, and so
and if α < 0, similarly
This shows that m
f (Q) ≥ |α|, and thus m
As usual, one can control the original operators M and M τ by the maximum of the dyadic operators associated with several distinct grids D. Indeed, it is well-known that one may construct 2 n dyadic grids D 1 , . . . , D 2 n such that for any (possibly non-dyadic) cube Q ⊂ R n there exists a cube R ∈ 2 n j=1 D j with Q ⊂ R and |R| ≤ C n |Q|, where C n ≤ 6 n . We record the following easy proposition:
BOUNDEDNESS OF M AND M τ IN WEIGHTED SPACES
The A ∞ -Characterisation. The following characterisation of A ∞ is part (e) of [4, Theorem 9 .33]:
if and only if there exist constants
for all cubes Q ⊂ R n and all measurable subsets E ⊂ Q. Proof
is any cube, and E ⊂ Q is a subset with |E| ≥ τ |Q|, we have (M τ χ E )|Q ≡ 1. Hence
This shows that the condition in Lemma 3.1 is in force for w with α = τ and
. Thus w ∈ A ∞ . To prove the converse, let w ∈ A ∞ , and apply Lemma 3.1 to locate α, β ∈ (0, 1)
for all cubes Q ⊂ R n and all measurable subsets E ⊂ Q. Given η ∈ (0, 1) and a measurable subset E ⊂ R n , we will, for the rest of the proof, write M η (E) for the set satisfying M η (χ E ) = χ M η (E) . More precisely, M η (E) = {x ∈ R n : |E ∩ Q| ≥ η|Q| for some cube Q containing x}.
Lemma 3.4. Let α ∈ (0, 1) be the constant in (3.3) . Then
for all bounded measurable sets E ⊂ R n . The set M α (E) is also bounded and measurable.
Proof. For every x ∈ M α (E) we may find a cube Q ⊂ R n such that x ∈ Q and |Q ∩ E| ≥ α|Q|. Use the basic covering lemma to find a disjoint collection Q 1 , Q 1 , . . . among these cubes such that M α (E) ⊂ j 5Q j . The measure w is doubling (see [4, Proposition 9.3.2(6)]), whence
using (3.3) in the penultimate inequality. The boundedness and measurability of M α (E) are clear.
Lemma 3.5. Let η ∈ (0, 1), let Q ⊂ R n be a cube, and let E ⊂ Q be a measurable subset with |E| ≤ η|Q|. Then
Proof. Let D = D(Q), where D(Q) is the collection of dyadic subcubes of Q, obtained by repeatedly dividing into 2 n equal cubes. We may assume that 0 < |E| < η|Q|. If |E| = 0, the claim is vacuous, and if |E| = η|Q|, then Q ⊂ M η (E), whence the claim follows. Let P consist of the maximal cubes in D such that |E∩P | ≥ η|P | for every P ∈ P. By the Lebesgue differentiation theorem, such cubes exist and almost cover E, ie. P ∈P |P ∩ E| = |E|. Note that Q / ∈ P by assumption. LetP denote the parent cube of P , and letP ⊂ D consist of the maximal cubes in the collection {P : P ∈ P}. We will now demonstrate that
for every R ∈P. Summing over R ∈P will then prove the lemma. Fix R ∈P. Then R =P for some P ∈ P, which means that |E ∩ P | ≥ η|P |, but |E ∩ R| < η|R|. Let λP , λ ∈ [1, 2] , denote the cube with the same common corner as P and R and side-length ℓ(λP ) = λℓ(P ). Then the function λ → f (λ) := |E ∩ λP |/|λP | is continuous, and
Lemma 3.6. Let γ ∈ (0, 1), and let w be the A ∞ -weight satisfying (3.3) . Then |E| ≥ γ|Q| =⇒ w(E) γ,n,w w(Q)
for all cubes Q ⊂ R n and all measurable subsets E ⊂ Q. In other words, α can be essentially replaced by γ in (3.3) .
Proof. We may assume that γ ≤ α. Fix a cube Q ⊂ R n and a measurable subset
The previous lemma applied with η = α shows that either |E| ≥ α|Q| (in which case everything is clear), or then
for some large enough k ∈ N depending only on α, γ and n. Thus
according to (3.3). Lemma 3.4 then yields
as required.
Now we are prepared to prove that M τ is bounded on L p (w). Recall the discussion above Proposition 2.3, and, in particular, the dyadic grids D 1 , . . . , D 2 n and the constant C n . Applying the lemma above with γ = C −1
for all cubes Q ⊂ R n and all measurable subsets E ⊂ Q. Fix 1 ≤ i ≤ 2 n and write
f > λ} is expressible as the disjoint union of the cubes Q 1 , Q 2 , . . . ∈ D maximal with respect to the property that m
Thus E j := Q j ∩ {|f | > λ} is subset of Q j to which (3.7) applies:
We are ready to prove our main theorem. to conclude that M is bounded on L p (w).
Fujii [3] proved that if f : R n → R is a measurable function, then there holds f (x) = lim r→0 m f (Q(x, r)) for almost every x, where Q(x, r) is the cube with center x and side-length 2r (in fact, one may replace the cubes Q(x, r) by any cubes converging to x). Combining this with the above theorem and dominated convergence yields the following corollary. 
for every w ∈ A ∞ and f ∈ L p (w). 
Let us now demonstrate the sharpness of this. 
