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The concept of a defined function on the spectrULi of a given square 
L1B.trix A is given. To find any defined function such as f(A) = eA or AK, K 
pas i ti ve integer, all we need is an annihilating polynoL,ial for A. The pro-
cedure for finding the general form of f(A) is also given. This procedure 
follows fran·, the concept that an n X n Latrix can be regarded as a vector in 
n2 
a space of V of dinension n2 • If minimal pOlynomial for the given A is of 
degree m then all the defined functions of A form an m dimensional subspace 
n2 
of V • Methods for finding a basis for this subspace and coordinate vector 
for f(A) are given. These concepts have application for finding the power 01 
transition probability n1a.trices and solving the linear systems of differential 
equations. Finally several useful theorenlS and corollaries related to 
exponential and trigonOinetric functions of a square n1a.trix A are stated. 
APPLICATION OF SPECTRAL THEORY 
FOR FINDING FUNCTIONS OF SQUARE MATRICES 
BU-230-M Abdosammad Hedayat December, 1966 
INTRODUCTION: 
Since we are going to give the definition of a defined function of square 
matrix A through the behavior of this function on the point of the spectrum of 
A, and because our procedures will be based on the spectral theory, hence we 
prefer at first to give the definitions and theorems related to this subject. 
Two methods for finding the functions of square matrices will be given. The 
first method is useful if our primary interest is to find a single function 
of the given square matrix A. The second method is more general and will be 
helpful if we want to find several functions of the given square matrix A. 
The second procedure will be based on constructing a basis for the subspace of 
all defined functions of square matrix A and related coordinate vectors. 
DEFIIHTION: 
A scalar polyncmial f(A.) is called an annihilating pclyncrnial of the square 
matrix A if f(A) = o. f(i,) is not unique. 
il 2 il 
4 3/1.3 12 
! 
Ex. f(A.) = A. - - 9A.2 - 5A. is such a polyncmial for 1 2; 
!2 2 1! 
DEFIHITION: 
An annihilating polyncmial in(/..) of least degree vlith highest coefficient 1 
is called the minimal polynomial of A. m(t...) is unique and divides any annihilat-
ing polyncmial for A withcut remainder. 
r-
-2 
-2l '-1 
Ex. m(/...) = A.2 l is the minimal polyncmial for A 1 2 
-
= 1' 
-1 -1 o\ 
DEFII!ITION 
The scalar polyncmial c (A.) = \A-A. I I is called the characteristic polynon1ial 
cf the matrix A. The set of distinct roots of c(A.) is called spectrum of A. 
"' 
uXo c(A.) :;:: (A.+l) (A.-lf is the characteristic polyncmial for the matrix A in 
tf:e second definition. 
Cayley-HaLlilton Theorem: 
If 
c(r,) 
r. 
_ I: (-l)n-i 
i:;::Q 
n--: 
a .A. ~ 
l 
n 
(-l)n-i n-i 
"' I: a.A - = 0 
i=O l 
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Corollary 1 to the c. H. Theorem: 
K Any positive integral power A of the square matrix A of order n for K >- n 
is linearly expressible in terms of the unit matrix of order n and the first 
(n-1) powers of A. i.e. 
AK __ n-1 a I+ a A+ ••• +a 1A , 0 1 n- k ?:: n 
J_ 
2 [" IJ Ex. A = ~ ~ AK = O•I + (22 -K-l)A + (2-22-K)A2 4 ' 0 1-2 
2-2+2K+l 1. -2 -K-1 2 2 -2 
l ~ 1-
= 4 -2 ... 
2-2_2-K-1 l 2-2+2-K-1 2 
Corollary 2 to the c. H. Theorem: 
-K Any negative integral power A of the non-singular square matrix of order 
n is linearly expressible in terms of the unit matrix and the first (n-1) powers 
of A. i.e. 
A-K = b I 
0 
+ b A+ .. • 1 
+ b An-1 
n-1 lA\ exist , 
G ~] A•K -K -K -K -K A = = 5.2 -2.5 I + 5 -2 A ' 3 3 
DEFINITION: 
We say a square matrix A has a K-fold degeneracy for the charactieristic 
value~., if there exist K linearly independent characteristic vectors for A·· 
-~ 1 
K is also called the geometric multiplicity of A .• 
l 
Ex. Hatrix A in the second definition of pc::ge 1 has 2-fold degeneracy for !. :::: I. 
DEFINITION; 
If a square matrix A X has a total of n linearly independent c:haracterist ic 
n n 
vectors, regardless of degeneracy, ~ ~ is said to be semi-sim~le. 
,... 
-1 -~] ! 2 Ex. A = l~ 3 is not semi-simple 1 
is semi-simple 
DEFINITION: 
Generalized characteristic vector: If a square matrix A is not serni-s:ll;,ple, 
i.e. for f... with multiplicity m. > 1, related degeneracy of characteristic vecton 
l l 
associated with f... is less than rr •. , then those vectors that are annihilated by 
J.. l 
(A-LI)2 , (A-A.I) 3 , etc., until '.-Je get enough vectors, are called generalized 
l l 
characteristic vectors associated \>lith f.. .• 
l 
THEOREM: 
Every arbitrary square matrix A is always similar to sane matrix of the 
-1 form A ::::: TJT , where J is called the jordan normal form. Columns of T are 
~onstructed frcm characteristic and generalized characteristic vectors of A. 
(See j:~ering, "Linear Algebra and Matrix Theory", for a sh0rt and beautiful 
presentation.) 
rHEOREl'i: 
A N.S. ccndition under Hhich a square matrix A is simi,lar to ,:;. diagonu.J 
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matrix Dt, i.e. A can be expressed in the form of A = PDP-l, where D is a diagonal e 
matrix of all characteristic roots: A is semi-simple ..£!: multiplicity o:f all roots 
in m(A.) is 1 or rank of (A-/...I) = n- m. for alJ_ "i", where m. is the (Algebraic) 
- 1 1 1 
multiplicity of/... inc(;>...). In short, Algebraic multiplicity of/... =Geometric 
1 1 
multiplicity of/.. .• 
1 
Ex. [~ A = 
~~ A = 
1 
1 
0 
1 
0 
-4 
:J 
0 
-4 
0 
cannot be expressed as A = PDP-l 
-1 -1 
otherwise, PDP = PIP =I/=A 
4 
cannot be expressed as A = PDP -1 
0 
1 l~ 0 1 0 -1 -1 /=-otherwise, PDP = POP = 0 A 
,.....1 
-1 
-j A 4 can be -1 = 0 expressed as A = PDP 
4 -.2 
As an example 
[: 
0 ~] [~ 0 o-1 [-~ 1 -j I I A = 1 -1 ~J 0 1 0 -1 
DEFINITION: 
Given m(~) of a matrix A, 
m(/..) 
t If this is the case A is said to be diagonalizable. 
(1) 
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'i'Je say that f( •) is defined on the spectrum of A if 
(m.-1) 
f(A.. ) ) f' (A.. ) ' .•. 'f l (r... ) 
l l l 
i=l,2,· .. ,s (2) 
exist (i.e., have meaning). 
Ex. 1: 
3 l 0 0 
For A 0 3 0 0 we have m(t..) (t..-3)2 (t..-1) = = 
0 0 2 l 
0 0 l 2 
-
then, f(x) X is defined on the spectrum of A, since = e 
f(3) e3 f' (3) = e 3, f(l) l are defined. = = e 
' 
Ex. 2: 
0 l 0 0-. 
For A 0 0 0 0 we have m(t..) = A. 2 (~.2 +1) then = 
0 0 l -2 
0 0 l -1 
...1 
f(x) =-
X 
l is not defined on the spectrum of A, since 
f(O) = ~ is not defined (has no meaning). 
Lemma; 
If g(~) and h( •) have the same values on the spectrum of A, then it is 
easy to see that 
g(r,.) = h("A) [mod m(t..)]. (3) 
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Hence 
g(A) = h(A) 
Ex. 
' 
m(A.) = 1..3 
5 10 Since for g(x) = x and g(y) = y we have g(O) = h(O) = 0, g' (o) = h'(O) = o, 
g"(O) = h"(o) = o. Then 
g(A) = h(A), i.e. A5 = A10 
Formal Definition of Function of a Square Matrix 
Let g(.) be an arbitrary polynomial that assumes en the spectrum of A the 
same values as does f(•), then 
f(A) = g(A) 
THEOREM: 
Among all the polynomials with complex coefficients that assume on the 
spectrum of A the same values as f(•) there is one and only one polyncmial 
g(•) that is of degree less than m. This polyncmial is uniquely determined by 
the interpolation conditions: 
( K= l, 2, • • • , s) • (4) 
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The polyncmial g( •) is called the Lagrange-Sylvester interpolation polyncmial 
;for f( •) on the spectrum of A. lie will shew later that this is one of the best 
methods of finding one function of a square matrix at a tline. 
Corollary: 
If A is a square diagonal matrix and f(A) makes sense, then 
f( ) 
Ex. 
since X is defined on the spectrum of A, hence e 
e2 0 0 l A 0 e5 
:-, J e :;;;: 0 0 
Corollary: 
If A and B are similar, i.e. 
A :;;;: TBT-l (5) 
and if f(x) is defined on the spectrum of A, then 
f(A) = Tf(B)T-:l (6) 
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He . see that if A is semi-simple 1>1e can select T such that B is diagonal. If B 
is the jordan normal form for A we still can have a simple expression for f~3). 
Computational procedure: 
Case 1: Computation of one function at a time. 
In this case one of the best ways is using the idea of the theorem en page 6. 
Ex. 1: 
What is AK (K is a positive integer)? We find g(x) such that it agrees vlith 
f(x) = xK on the spectrum of A, since 
g(x) ;::: a0 + a1x + a2~, hence 
Ex. 2: 
K f(l) = 1 = g(l) = a0 + a1 + a2 
f'(l) = K•lK-l = g'(l) = a1 + 2a2 
f(3) = 3K = g(3) = a0 + oa1 + 9a2 
:::> a 
0 
l-6K+3 
= 4 
' ' 
K 3 -2K-l 
4 
Find the kt 1' power of the transition probability matrix A. 
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Hith the similar argument as in Example l 
Ex. 3: 
f(l) = lK = g(l) = a0 + a1 + a2 
f(O) = OK = g(O) = a0 + O•a + O•a2 1 
f(-k) = CJK = g(-);) = ao + 13-al + %a2 
2-K 2-K ~ ao = o, al = 2 -1, a2 = 2-2 . 
Find the square root of A. 
m(~) = c(~) = (2-~)(l-~) 
f(A) = /A , let f(x) = /x and related g(x) = a0 + a1x 
f(l) = /1 = g(l) = a0 + ~ 
f ( 2) = /2 = g ( 2 ) = a0 + 2 a1 
• 
. . 
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:::} a0 = 2 - /2 , a1 = /2 - 1 
[ /2 f(A) = /A = (2-/2)1 + (/2-l)A = O 
Check: 
/2-1J 1/2 
1 L 0 
Ex. 4: 
a 
Find cos H and sin H v1here 
0 2] 
1 -1 
0 0 
Hote that H2 = H. 
m(r..) = )-. ("--1) , )-.1 = 0 , "-2 = 1 • 
f(H) = cos H, let f(x) = cos x and related g(x) = a0 + a1x 
f(O) = cos o = g(o) = a0 + o 
f(l) = cos 1 = g(l) = a0+ a1 
[1 0 0-J [-1 0~ -201] f(H) =cosH= i·I +((cosl)-1)H = ~ ~ : +((cosl)-1) ~ _ 
0 2( (cos 1)-1] 
1 - cos 1 
1 
co:s 1 
0 
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b 
f(H) = sin H, let f(x) = sin x and related g(x) = a + a1x 0 
f(O) = sin 0 = g(O) = ao 
f(l) = sin l = g(l) ::;: ao + al 
~ a = 0 ' al ::;: sin l 0 
fsin l 0 2 sin l 
I 
I 
sin H ::;: sin l·H = l 0 sin l sin l 0 0 0 
As a 2-heck we like to have sin2H + cos2 H = I. 
rsin2 l 0 2 sin2 :l sin2 H 0 . 2 1 sin2 ;;;: Sill J L 0 0 0 ~ sin2 H + cos2H 
~cos2 l 0 -2 sin2 ll cos2 H cos;;_ l sin2 l = I o 
L 0 0 l 
-' 
Ex. 5: j-d -18 -6l 
~?ind H where H u 13 4J e ;;;: -12 -j 
m(\) =. ~- (\-1) .,._1 = 0 ) 
"-2 ::;: 1 
G 
0 oJ 
I 
= l· ~J 0 
f(H) H 
= e ' let f(x) 
f(O) 0 g(O) + 0 :;;;: e :;;;: = ao 
f(l) 1 g(l) = e = :o: a + al 0 
=> ao :;;;: l ' al = e - l 
1 0 0 
A 
e = I + (e-l)H ~ 0 l 0 
0 0 1 
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+ (e-l) 
;;:,_8 -18 
6 13 
-6 -l2 
Case 2: Hhen it is necessary to deal 1vith several functions of one and the same 
matrix A, or 1vhen the function f(A.) depends not only on t.., but also on some 
parameter t, the follmving procedure will be convenient. 
Since the related notaticn for the method we are going to give looks ccmpli-
cated, we prefer to give at first the idea through a numerical example. Later 
in this part the complete formula will be given. 
Ex. 
Find the general form of the function f(A) for the matrix 
m(A.) = (A.-l)(t..-2)2 A. 1 = l, A.2 = 2 w·ith multiplicity 2. 
properties of 
properties of 
h21 (.) 
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h10(A1)~ h10(1) = 1 
h10(A2) = h10(2) ~ 0 
hio(A2) ~ hio(2) ; o 
h2l(A2) = h' (2) 21 = 1 
h21(A2) = h21(2 ) = 0 
h21 (A1) · = h21 (1 ) ; 0 
Note the relation between 
subscript of functions and 
their values on the spectrum 
of A • 
(7) 
Note the relation between argu1nent of f( ·) and functions h( ·). Let us check 
how g(·) behaves on the spectrum of A. 
= f(l)'l + f(2)·o + f' (2)·o = f(l) 
= f ( 1) • 0 + f ( 2) • 1 + f' ( 2 ) • 0 ; f ( 2 ) 
- 14 -
; f(l)•O + f(2)•0 + f' (2)•1 ; f 1 (2) 
by our definition g(•) agrees with f(•) on the spectrum of A, hence 
(9) 
For the ease of notation let us denote h10 (A), h20 (A) and h21 (A) by z10, z20, 
and z21 respectively. Therefore, by these notations 
(10) 
As we see, matrices z10, z20, and z21 are independent frcm the form off(·) 
and hence we can compute them once and use them for any function f(A). It can 
be shewn that none of the Z matrices is zero matrix;·moreover, they are linearly 
independent f!re fer to the lo.s t .;ection). For our eXa.Iitple 
~ 
f(A) = f(l)z10 + f(2)z20 + f'(2)z21 
Since relation(lO) is valid for any defined function f(·) on the spectrum of A 
and because we have three unknowns z10, z20, and z21 we use three s:ilnple func-
tions f 1 (·), f2 (•), and f 3(·) to construct three equations and hence solve them 
for z10, z20, and z21 • Note that no matter what functions vre use as long as it 
is defined on the spectrum of A we get unique answers for Z matrices. Let 
f (:>-.) ; f(\) ::: 1 ~ f(A) ; I. 
l 
f2 (>.) = f(\) == A.-2 ~ f(A) ; A-2I 
f 3(A) = f(A) ::: (\-2)F ~ f(A) = (A-2I)2 
- L) -
Note e.lso vle pick f. (t..), i::::l, 2, j frcm the minimal polynomial. You can use any 
l 
function, but these are usually better choices. Using these functions and. 
substituting them in relation (lO)we get 
Solving these three ~quations and three unknowns 11e find 
r-~ 0 :J [: 0 ol 01 z1o = l J z2o :::: 0 lj -1 1 -1 
f(l) r-~ 0 ~] f(2) [~ 0 ol I f(A) :::: 1 J + 0 01 
-1 1 -1 1J 
K f..t ~ Hence, if we define f(f..) 
== t.. ' f(f..) = e f(;>..) = ;...2 
answer our questions as follows: 
f(A) = AK :;:: 
f(A) At :::: e 
I o 
lK l-1 
-1 
t r o 
= e ~-1 
L._-1 
0 
1 1 
0 
1 
1 
~l r1 0 + 2K 11 0 
ol 
_, Lo -1 
~l + e2t ~~ 
oj Lo -1 
0 
0 
f1 -1 ;] z21 :::: l~ -1 0 
\1 -1 1l 
11 11 ' +f 1 (2) -1 
oJ LO 0 
and f(\) cos !. we can 
~] K2K-1 ~~ -l fl ! + -1 1! lo I I 0 0_1 
ol l1 -1 
I 2t I ~-~ +te l~ -~ 
• (1.1) 
[
0 
1,. 
f(A) = /A = l 2 -l 
-l 
0 
1 
1 
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~l 
OJ 
f(A) = cos A = cos(l) [=; ~ ~] + Cos(2) [: -~ ~] -sin(2) [: =~ :J. 
We see how easy one can compute any defined function of A once he gets the general 
form of f(A). 
Remark: Sometimes it is easy to find f(A) once we get relation (lO)iirectly 
frcm the following determinant relation. 
f(A) f(l) f(2) f 1 (2) 
f 1 (A) fl (1) fl (2) fi (2) 
0 = 
f 2 (A) f2(1) f2(2) f2(2) 
f 3(A) f3(1) f3(2) f3(2) 
Subsitiuting related values for f. ( •) as we found on page 14 v1e get 
~ 
f(A) f(l) f(2) f' (2) 
I 1 1 0 
= 0 
A-2I -1 0 1 
1 0 0 
Evaluating this determinant we get the same answer for f(A) as 1ve got in 
relation (11). Later we give enough examples to make the above procedure clear. 
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Generalization of the Procedure: 
Suppose for the given square matrix A, the minimal polyncmial is 
To find f(A), define g(•) as follows: 
g(·) 
"ivhere functions h .. ( •) are defined on the spectrum of A as follovrs: 
~J 
h. 0 (A..) = 1 ~ ]. 
h! o<t... ) = h'.'o(A..) = ~ ~ ~ ~ 
hio (;... j) = hio (t.. j) = 
i/=j 
h. 1 (t...) = h:'1 (A..) = ~ ]. l 1 
... 
. . . 
(m.-1) 
= h. 0~ (f.. . ) = 0 ]. ]. 
(m .-1) 
= h. 0 J (A..) = 0 ~ J for j=1,2,···,s . 
(m.-1) 
= h.l~ (A..) = 0 
1 1 
i hil (A.j) = hh (A.) = 
L if=j 
(m .-1) 
= h. 1J (X.) = 0 for j=l,2,···,s 1 J 
in general h.n. (·) is defined as follows: 
1 1 
(12) 
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(n.) 
hin1 ("- . ) :;: 1 
.1 1. 
h. (f...):;: h! (/...) = ••. 1.n. 1. 1.n. 1. 
1. 1. 
(n.-1) (n.+l) 
= h. 1. 1 (A.) :;: h. 1.+1 (f... ) = l.ni- 1. l.Ui 1. 
(m. -1) 
:;:; h. 1. 
l.n. (f... )=0 
1. 1. 
h. (/...) =h: (A.)= 
l.Ui J l.ni J 
(m .-1) 
=h. J (/...) ==0 for j==l,2,···,s •• 
l.ni J 
i/=j (13) 
V!:ith the same argument as before, we can shc\v that g( ·) agrees with f( •) on 
the spectrum of A. Therefore, f(A) = g(A); therefore, 
f(A) ::::: g(A) 
s (m.-1) 
= L: [f(A. )h. 0 (A) + f' (A.. )h. 1 (A) + • • • + f 1 (A. )h. 1 (A)] i=l 1. 1. 1. 1. 1. l.mi-
(14) 
Now we can select appropriate functions frc:m the ·minimal polynomial and find 
matrices h. 0 (A), • • • ,h. 1 (A) from the system of linear equations. We think 1. llil.-1. 
the follo"ring examples will make these expressions clear. 
Before giving scme numerical examples, it is important to notice that it 
is not necessary at all to have the minimal polynomial of A. Every polyncmial 
is good as long as it vanishes on the spectrum of A. Probably in most cases 
we prefer to work with c(f..), since we knew the standard method of its deriva-
tion. The reason that we introduced and worked with minimal polynomial is 
the ease of computation since m(f..), as we knew, has the minimum degree among 
all annihilated polynomials of A. 
- 19 -
Ex. 1: 
Find f(A) where A -- [5 -4J 
4 -3 
m(A) = (A-1)2 , A = l with multiplicity 2 
f(A) = f(l)Z10 + f'(l)Z11 
We find z10 and z11 (by using particular functions f(\) = 1 and f(A) =A - l) 
from the following determinant. 
f(A) f(l) f'(l) 
I l 0 :;;: 0 
A-I 0 l 
~ f(A)- If(l) + (A-I)(-f'(l)) ""0 
~ f(A) = f(l)I + f'(l)(A-I) 
(A) A200 . f("l. ) 200 t Nov1 let us compute f = , usJ..ng 11. = A >ve ge 
A200 "" I + 200(A-I) = 200A - l99I • 
iA The follovring computation shows that e = cos A + i sin A, (i "".;:I ) . 
iA . 
To compute f(A) = e- , let f(x) = e -J..X ; therefore, 
To compute f(A) ;:::; cos A, let f(x) "" cos x; hence 
f(A) = cos A= cos (l)I - sin (l)(A-I) 
20 -
Similarly for f(A) = i sin A we have 
. 
• • 
Ex. 2: 
f(A) ; i sin A= i sin (l)I + i cos (l)(A-I) 
cos A+ i sin A= I (cos(l) + i sin(l)) + (A-I) (i cos(l) - sin(l)) · 
-i ( )( -i) -iA 
= Ie + A-I -ie = e 
Q.E.D. 
Find f(A) vrhere 
m(A.) = (A.-1)2 ('A-3), hence A. 1 = 1 vlith multiplicity 2, A.2 = 3 
f(A) = f(l)z10 + f' (l)Z11 + f(2)z 20 
':!e find z10, z11 and z 20 from the fol~owing determinant by using :particular 
functions f(t.) =1, f(A.) ; (\-1), f('A) = ('A-1)2 • 
f(A) f(l) f' (1) f(3) 
I 1 0 1 
= 0 
A-I 0 1 2 
(A-2I)2 0 0 4 
~ 4f(A)- 4f(l)I- 4f'(l)(A-I)- (f(3)-f(l)-f'(l))(A-3I)2 = 0 
21 -
l1 0 0 1 -1 ll 
=:;. f(A) = f(1) 0 1 0 + f'(1) 3 2 
-21 
0 0 1 4 1 
-1J 
2 2 
-:1 [f(1)+2f'~1)-f(3)] -1 -5 4 
-13 -7 ll 
2 -2 2 
[2: 
-4 4l 
=: f(1)~ 1 9 -9 + f' (1)t 9 -13 
13 7 -7 9 -13J 
[2 2 ~:] + f(3)~ -1 -5 
-13 -7 
As a check set f(A.) = A., i.e. f(A) = A; we see that our ccmputation is correct. 
'The trigonor;.etric t'unctmcno c:f o. matrix sati3lty the UBu.al trigonornetric 
identities except when illegal rr~trix operations are involved such as those 
identities requiring negative powers of a singular matrix function. By the 
rr-..eans of the theoreDt given in page 6 or formula (5) and in general by the 
forlimla (14) one can prove the following three corollaries. 
Corollary 1: 
The rr~trix sin TIA(cos TIA) is singular~ A has at least one eigenvalue 
1 
which is an integer (oJ.J rnultiple of ;_·) • 
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Corollary 2: 
The matrix sin TTA (cos TTA) is the null matrix if A has n distinct 
characteristic values, all of which are integers (odd multiple of~). 
Corollary 3: 
eA (A is an n X n matrix) is an invertible n X n matrix regardless of 
whather A is invertible or not. 
It is useful to observe the following relations in the context of 
exponential function. 
A+B A B 
e = e • e if AB = BA 
in particular case, B = -A 
and 
A+(-A) A -A 0 
e = e • e = e = 1 
-A 
e 
We also state the following theorem without proof. 
Theorem: 
Every n X n invertible (complex) matrix has a logarithln, i.e., given 
A invertible, can find B such that eA = B. 
-23-
Equivalently: 
V n-dirr~nsional complex vector space 
T: V ~ V 
then there is an 
S: V _. V 
s 
such that~ = T. Second form of this theorem is much better for proof. 
Subspace and a basis for all defined functions of the given matrix A: 
n2 
If we regard ann X n matrix as a vector in space V of dirr~nsion n2 , 
then from (14) if we prove that all the matrices Zij of the given matrix A 
are linearly independent, hence we can conclude that all the defined functions 
2 
of the given matrix A form an m-dimensional subspace of Vn with basis 
zij (i = 1,2,···,s; j = 1,2,···,mi-l). 
To prove Zij (1 = 1,2, • • • ,s; j = 0,1,2, • • • ,mi-1) are linearly independent, 
first we prove that hij(•) (i = 1,2,•••,s; j = 1,2,•··.~Ir'i-l) are linearly 
independent. For suppose that 
= 0· (15) 
We show this implies that C .. = .0 for all "i" and "j ". Now determine 
. . l.J 
interpolation polynomial r(h) from the m conditions; 
(j) 
r (h.) 
l. 
= (i = 1,2,•••,s; (16) 
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Then from ( 12 ) and ( 16) 
s m.-1 
r(X) = .E J..E = 0 
i=l j=O 
but then from (16) 
(i = 1,2,•••,s; j=O,l,2,•••,m.-l). 
J. 
Now it is easy to prove that 
that, 
Z .. are linearly independent. lJ For suppose 
then A(A) = 0 by definition of Zij where 
A(h) = 
s 
.E 
i=l 
(17) 
(18) 
But since the degree of A(X) is less than m, the degree of the minimal 
polynomial m(h), it follows from A(A) = 0 that A(A) = 0. Now, since the m 
polynomials h .. ( ·) are linearly independent (19) implies that lJ 
( i - 1 2 ••• s. 
- ' ' ' , 
and this is what we had to prove. 
j=l,2, • • • ,m. -1) J. 
The vector f(A) has as its coordinate the m values of the function f(A) 
on the spectrum of A with respect to Z .. basis. 
l.J 
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