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Zusammenfassung
Viele Erkrankungen des menschlichen Herzens werden heutzutage mit elektronischen
Implantaten – vorzugsweise mit Herzschrittmachern (HSM) und implantierbaren Defibrillatoren
(ICD) – therapiert. Als gängiges Therapiemittel wurden die Implantate in den letzten
Jahrzehnten ständig weiterentwickelt, so daß inzwischen hochgradig programmierbare,
prozessorgesteuerte Implantate eingesetzt werden. Die CWA GmbH, Aachen, entwickelt in
Kooperation mit der Inneren Medizin I des Klinikums Aachen und der Biotronik GmbH, Berlin,
Expertensysteme zur Programmierung von Implantaten, welche es dem Kardiologen
ermöglichen, die Implantate unter Verwendung seines medizinischen Fachjargons und ohne
tiefgreifendes technisches Detailwissen zu programmieren.
Thema der vorgestellten Arbeit ist die Modellierung und Implementierung von unscharfem
Wissen in Expertensystemen. Es wird auf bestehende Techniken eingegangen (Bayes-Theorem,
Dempster-Shafer Theorie und Certainty Factors) und etwas ausführlicher die Fuzzy-Set Theorie
mit dem Schwerpunkt Fuzzy Control vorgestellt, sowie darauf basierende Methoden zur
Implementierung von unscharfem Wissen erläutert.
Vor allem in Expertensystemen mit sehr großen, aus vielen hundert Regeln bestehenden
Wissensbasen, zeigen die bestehenden Fuzzy Methoden auch einige Nachteile, die in dieser
Arbeit ausführlich erörtert werden. Ein neuer Gedanke dieser Arbeit besteht in der Erweiterung
der bestehenden Fuzzy Set Theorie um Methoden, die eine effiziente Implementierung,
Verifikation und Wartung von unscharfem Wissen in großen Wissensbasen ermöglicht, bei
gleichzeitiger Steigerung der Genauigkeit (im Sinne des formulierten menschlichen
Expertenwissens) und Reduzierung des notwendigen Rechenaufwands. Die neue Methodik, die
als Skalare Fuzzy Control bezeichnet wird, ermöglicht es, Wissen auf reale (d.h. in der Regel
skalare) Größen ohne Transformation in einem mehrdimensionalen Raum linguistischer
Variablen zu modellieren und anzuwenden. Dazu werden unscharfe Vergleichs- und
Verknüpfungs-Operatoren hergeleitet und vorgestellt. Ausführlich werden notwendige
Eigenschaften der neuen Operatoren sowie der Skalaren Fuzzy Control erörtert und bewiesen.
Die neue Methodik zur Implementierung und Anwendung unscharfen Wissens wird an Hand
des Themengebietes eines Expertensytems zur Programmierung von HSMs und ICDs
hinsichtlich der praktischen Einsatzfähigkeit dargestellt und untersucht. Nach einer kurzen
Einführung in die Problematik der Implantatprogrammierung wird an Hand von konkreten
Beispielen die Wissensimplementierung und -anwendung unter Zuhilfenahme der Skalaren
Fuzzy Control demonstriert und mit den Techniken des "konventionellen" Fuzzy Control
verglichen. In Zusammenarbeit mit der Inneren Medizin I des Universitätsklinikum Aachen
wurde die Implementierung von Medizinern und Fachexperten für eine größere Anzahl von
Patientenfällen beurteilt. Insgesamt stellt sich die Skalare Fuzzy Control als wertvolles
Hilfsmittel für die Implementierung von unscharfem Wissen heraus.
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Abstract
Many cardiac diseases are treated with electronic implants today. Typical implants are
pacemakers and implantable cardioverter defibrillators (ICD). As a preferable therapeutic
treatment the implants have been developed to highly programmable electronic devices in the
recent decades. CWA GmbH, Aachen, Germany, develops in cooperation with the "Innere
Medizin I" of the clinical center in Aachen, Germany, and the BIOTRONIK GmbH, Berlin,
Germany, expert systems for programming such devices, enabling the physicians to program the
devices by using their medical jargon rather than in terms of technical parameters. Thus, devices
programming without detailed technical know how on the devices is possible.
Topic of this thesis is the modeling and implementation of unprecise human expert knowledge
within expert systems. Existing techniques are presented, above all the Bayes theorem, the
Dempster Shafer theory and the theory of Certainty Factors. As one of the most important
techniques to implement unprecise knowledge the Fuzzy Set Theory and Fuzzy Control in
particular are discussed more detailed.
The Fuzzy methods do not only distinguish themselves as important and suitable techniques, but
show up with some problems when dealing with huge knowledge bases with hundreds of rules
too. These problems are presented and discussed in detail. A new idea of this thesis is an
extension to the existing Fuzzy Set Theory, which provides the possibility to efficiently
implement, verify and validate unprecise knowledge in huge knowledge bases, while
simultaneously increasing the accuracy (in the sense of the formulated human knowledge) and
reducing the required calculation power. The new technique is called Scalar Fuzzy Control. It
provides the possibility to directly implement human expert knowledge which deals with real
data values (i.e. scalar values), instead of transforming them into multi-dimensional linguistic
variables and matrices. In order to implement unprecise knowledge on the scalar values,
unprecise comparison and combination operators are derived and defined. Their properties are
discussed in detail and important theorems are set up and proofed.
The subject of expert systems for programming pacemakers and ICDs is used to demonstrate the
practical usage of the new technique. The thesis gives a short introduction to cardiac diseases
and therapeutic treatments first. By using the Scalar Fuzzy Control the implementation of
unprecise knowledge is demonstrated and the results are compared to implementations using the
"conventional" Fuzzy Control. The implementation was inspected and proved in cooperation
with physicians from the "Innere Medizin I" of the clinical center in Aachen. All in all it is
shown that the Scalar Fuzzy Control is a valuable technique to implementing unprecise
knowledge.
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Verzeichnis häufig benutzter Abkürzungen und Symbole
Abkürzungen
KI Künstliche Intelligenz
ES Expertensystem
SFC Skalare Fuzzy Control
HSM Herzschrittmacher
ICD Implantierbarer Cardioverter Defibrillator
UTR Upper Tracking Rate
NYHA Klassifikation der Herzinsuffizienz gem. der New York Heart Association
Schlußfolgerungsmechanismen
→ Schlußfolgerung (WENN-DANN-Regel)
|→ Deduktiver Schluß
|⇒ Induktiver Schluß
|← Abduktiver Schluß
Operationen und Funktionen
P(A) A priori Wahrscheinlichkeit
P(A|B) Bedingte Wahrscheinlichkeit
Bel( X ) Belief Function
CF(h:e) Certainty Factor
µ(x) Zugehörigkeitsfunktion eines Fuzzy-Sets (Membership-Function)
xr Fuzzy-Vektor (Spaltenvektor)
Txr Transponierter Fuzzy-Vektor (Zeilenvektor)
xx F r→ Fuzzifizierung
xx DF→r Defuzzifizierung
Operatoren
⊗ Fuzzy-Matrixmultiplikation
⊗cp Vergleichsoperator (compare)
⊗cb Verknüpfungsoperator (combine)
⊗as Zuweisungsoperator (assign)
XII Verzeichnis häufig benutzter Abkürzungen und Symbole
= E Gleichheits-Operator
≠ NE Ungleichheits-Operator
< L Kleiner-Operator
≤ LE Kleiner-Gleich-Operator
> G Größer-Operator
≥ GE Größer-Gleich-Operator
FE= FE Fuzzy-Equal (unscharfer Vergleich auf Gleichheit)
FNE≠ FNE Fuzzy-Not-Equal (unscharfer Vergleich auf Ungleichheit)
FL< FL Fuzzy-Less (unscharfer Kleiner-Vergleich)
FG> FG Fuzzy-Greater (unscharfer Größer-Vergleich)
AND UND (scharfe bzw. bool'sche UND-Verknüpfung)
OR ODER (scharfe bzw. bool'sche ODER-Verknüpfung)
ANDλ Lambda-AND (unscharfe UND-Verknüpfung)
ORλ Lambda-OR (unscharfe ODER-Verknüpfung)
ANDδ Delta-AND (unscharfe UND-Verknüpfung)
ORδ Delta-OR (unscharfe ODER-Verknüpfung)
Regelergebnisse
r Ergebnis einer Vergleichsoperation
rTB Ergebnis einer Teilbedingung (gewichtete Vergleichsoperation)
rc Ergebnis einer Regel-Bedingung (Kombination mehrerer Teilbedingungen)
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1 Einleitung
Die biomedizinische Technik spielt im Bereich der Medizin eine immer wichtigere Rolle.
Während in den vergangenen Jahrhunderten in den Bereichen Diagnostik, Therapie und kurative
Behandlung fast ausnahmslos visuelle, medikative und operative Techniken eingesetzt wurden,
hat seit dem 20. Jahrhundert der Einsatz von biomedizinischer Technik in allen drei Bereichen
eine immer größere Bedeutung erlangt. Dies beruht vor allem auf der konsequenten
Weiterentwicklung und Miniaturisierung technischer Systeme. Gerade im Fall elektronischer
Systeme ist die Miniaturisierung inzwischen derart weit fortgeschritten, daß einerseits die
Erfassung biochemischer Vorgänge auf zellularer Ebene möglich ist, während andererseits
nunmehr leistungsstarke Rechnersysteme zur Verfügung stehen, die die Vielfalt der erfaßbaren
Signale auch verarbeiten können.
Für den Arzt wie den Patienten hat dies eine deutliche Veränderung in der Medizin bewirkt.
Technische Systeme gehören inzwischen zum Alltag in Krankenhäusern und Arztpraxen, und
sie haben geholfen, die Qualität der medizinischen Versorgung erheblich zu verbessern. Dies
gilt insbesondere auch für die Kardiologie, die sich mit der Erkrankung des menschlichen
Herzens beschäftigt.
Das menschliche Herz kann auf vielfältige Weise erkranken. Für den Betroffenen kann dies eine
– mitunter erhebliche – Beeinträchtigung der Lebensqualität bis hin zu lebensbedrohlichen
Fehlfunktionen des erkrankten Herzens bedeuten. Zwei typische Erkrankungsformen sind die
bradykarden sowie die tachykarden Rhythmusstörungen.
Im Falle bradykarder Rhythmusstörungen (auch bradykarde Arhythmien genannt) schlägt das
Herz zu langsam (brady = langsam). Dies kann in Form von wiederholten "Aussetzern" in der
Schlagfolge des Herzens als auch in Form einer regelmäßigen, jedoch verlangsamten
Schlagfolge vorliegen. Ursachen bradykarder Störungen sind u.a. Schilddrüsenunterfunktion,
erhöhter Hirndruck, Myokarditis (Entzündung des Herzmuskels), Koronarerkrankungen
(Koronarsklerose, Herzinfarkt), Sinusknotenerkrankungen (Erkrankung des autonomen Schritt-
macherzentrums im Herzen), aber auch übermäßig trainierte Herzmuskeln, beispielsweise bei
Leistungssportlern.
Tachykarde Rhythmusstörungen (bzw. tachykarde Arhythmien) zeichnen sich demgegenüber
durch zu hohe Schlagfolgen aus (tachy = schnell). Ab 100 Schlägen pro Minute (bpm = beats
per minute) spricht man von einer Tachykardie; es besteht die Gefahr, daß die Herzmuskeln ins
Flattern (ca. 200 bpm – 350 bpm) oder sogar ins Flimmern (über 350 bpm) fallen. Die
Pumpleistung des Herzens kann dabei gegen Null gehen, so daß es binnen weniger Minuten zum
Herztod kommt (plötzlicher Herztod). Ursachen tachykarder Störungen sind u.a. körperliche
und/oder seelische Belastung, Schilddrüsenüberfunktion, Schock, entzündete Herzmuskeln
(entzündliche Myokard- und Endokardprozesse) sowie Herzinfarkt aber auch
Genußmittelverzehr (beispielsweise Tee, Kaffee, Nikotin, Alkohol).
Da bei weitem nicht alle Formen bradykarder sowie tachykarder Rhythmusstörungen
medikamentös oder durch operative Eingriffe behandelt werden können, hat sich seit Anfang der
sechziger Jahre der Einsatz elektrischer Implantate zu einem festen und wesentlichen
Bestandteil kardiologischer Therapien etabliert [11], [61]. Bis in die siebziger Jahre waren dies
zunächst implantierbare Herzschrittmacher (HSM), die zur Therapie bradykarder Arhythmien
eingesetzt wurden. Anfang der achtziger Jahre kamen die implantierbaren Defibrillatoren (ICD,
Implantable Cardioverter Defibrillator) zur Therapie tachykarder Arhythmien hinzu.
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Die ersten Implantate beinhalteten recht einfache elektronische Schaltungen, mit denen im
wesentlichen lediglich das Überleben der Patienten gesichert werden konnte. Durch die
fortschreitende Miniaturisierung und dem damit einhergehenden sinkenden Stromverbrauch der
Bauelemente konnte die Funktionalität der Implantate sukzessiv erweitert werden. Seit Mitte der
achtziger Jahre werden programmierbare, mit Mikroprozessoren versehene Implantate
eingesetzt, die eine patienten-individuelle Therapie-Einstellung ermöglichen. Dementsprechend
können moderne HSMs und ICDs mehr denn je nicht nur das Überleben der Patienten
sicherstellen, sondern gleichzeitig dem Patienten eine deutliche Verbesserung der
Lebensqualität gegenüber dem Zustand vor der Implantation gewährleisten.
Mit den steigenden Möglichkeiten der (Um-) Programmierbarkeit der Implantate stiegen jedoch
auch die Anforderungen an die implantierenden Ärzte: Während die HSMs und ICDs der ersten
Generation lediglich zu implantieren und aktivieren waren, so konnten die Implantate der
folgenden Generationen mit dem wachsenden Speicher- und Funktionsangebot bei gleichzeitig
sinkendem Strombedarf immer umfangreicher programmiert werden.
Aktuelle Zweikammer Herzschrittmacher besitzen über 80 Parameter, ICDs sogar teilweise über
200 Parameter, die patienten-individuell einzustellen sind, um eine optimale Therapie zu
gewährleisten. Für den Arzt ergibt sich dadurch das Problem, daß er einen stetig wachsenden
Fortbildungsaufwand einplanen muß, um sich mit der Handhabung und der Programmierung
neuer HSMs und ICDs vertraut machen zu können [7].
Darüber hinaus ergibt sich ein erheblicher zeitlicher Aufwand bei den Nachsorge-
untersuchungen der HSM- und ICD-Patienten. Während bei den frühen Systemen lediglich die
Batterie, die Detektion von Herzeigenaktionen sowie die Stimulation durch das Implantat
überprüft werden mußten, müssen bei den aktuellen Implantaten sämtliche Parameter überprüft
werden, um sicherzustellen, daß die programmierte Therapie noch für die (event. veränderte)
kardiale Erkrankung adäquat ist. Bei allein in Deutschland über 250 000 Herzschritt-
macherpatienten mit üblicher Weise 2 Nachsorgeuntersuchungen pro Jahr ist dies ein
wachsendes Zeit- und Kostenproblem.
Die Fortschritte im Bereich der Künstlichen Intelligenz (KI) und insbesondere auf dem Gebiet
der Expertensysteme (ES) haben es daher nahegelegt, ein Expertensystem für die Pro-
grammierung von HSMs und ICDs zu entwickeln, bei denen die Dateneingabe sowie die
Datenausgabe in der Sprache der Mediziner erfolgt [7], [48].
In einem gemeinsamen Entwicklungsprojekt der Medizinische Klinik I des Klinikums der
RWTH Aachen, der BIOTRONIK GmbH sowie der CWA GmbH wurde daher zunächst die
Verwendbarkeit von Expertensystemen für die HSM- und ICD-Programmierung exemplarisch
evaluiert und danach ein Expertensystem für die Erstprogrammierung eines ICDs der Firma
BIOTRONIK entwickelt. Die Projektarbeiten zeigten schnell, daß das benötigte medizinische
Expertenwissen derart umfangreich ist, daß die Wissensbasen aus über tausend Regeln bestehen
würden. Dies lag u.a. daran, daß das zum Teil vage und unscharfe Expertenwissen mit
konventionellen Methoden implementiert wurde.
Der Versuch, vages Expertenwissen mit Techniken der Fuzzy Set Theorie – bzw. genauer der
Fuzzy-Control – zu implementieren, erbrachte keine befriedigende Lösung, da die Ergebnis-
räume der Fuzzy-Regeln nur bedingt den Erwartungen entsprachen, die Wartungsarbeiten an
umfangreichen Wissensbasen enorme Aufwände mit sich bringen und nicht zuletzt weil die
Verifikation und Validierung des implementierten Wissens durch die medizinischen Experten
kaum möglich sind, da die hierzu notwendigen tiefgreifenden mathematischen Kenntnisse i.d.R.
nicht vorhanden sind. Das Ziel der vorliegenden Arbeit war daher, erweiterte Methoden für das
unscharfe Schließen in wissensbasierten Systemen zu entwickeln und die Einsatzfähigkeit
derselben zu prüfen. Dabei wurde als wesentlicher Beitrag dieser Arbeit eine neue
mathematische Methode für unscharfe Wissensverarbeitung entwickelt, die als Skalare Fuzzy
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Control (SFC) bezeichnet wird. Die SFC zeichnet sich gegenüber konventionellen Methoden
der Fuzzy-Control dadurch aus, daß (unscharfes) Expertenwissen leichter implementiert,
verifiziert und gewartet werden kann und die Ergebnisse genauer sind (im Sinne des
formulierten menschlichen Expertenwissens) bei gleichzeitig geringerem Rechenaufwand.
Kapitel 2 bietet einen kurzen Überblick über die Künstliche Intelligenz und den Aufbau von
Expertensystemen, um dann genauer auf die Wissensrepräsentation und Wissensanwendung
einzugehen. Abschließend wird auf bestehende Techniken zur Formulierung und Anwendung
unscharfen Wissens eingegangen.
In Kapitel 3 wird etwas ausführlicher auf die Fuzzy Set Theorie und insbesondere der Fuzzy-
Control sowie auf Nachteile beim Einsatz in Expertensystemen eingegangen. Die Nachteile
werden zunächst theoretisch erörtert und danach an einem praktischen Beispiel verdeutlicht.
Den Hauptteil der Arbeit bildet Kapitel 4, in dem die Theorie der Skalaren Fuzzy Control
systematisch eingeführt wird. Dazu werden zunächst die Anforderungen an die SFC formuliert,
um danach scharfe und unscharfe Relationen sowie Kombinationsoperationen zu behandeln.
Abschließend wird auf wichtige Eigenschaften der Skalaren Fuzzy Control und die Regel-
Implementierung eingegangen.
In Kapitel 5 wird die Anwendung und der Einsatz der Skalaren Fuzzy Control behandelt.
Zunächst werden kurz die Funktionsweise des menschlichen Herzens sowie einige typische
Erkrankungsformen und die dazu geeigneten HSM- bzw. ICD-Therapien dargestellt. Dabei
werden die Funktionsweise und die Parameter von HSMs und ICDs relativ ausführlich
behandelt, da diese für das Verständnis der nachfolgenden Beispiele notwendig sind. An Hand
von zwei ausführlich behandelten Beispielen wird die Umsetzung menschlichen
Expertenwissens in SFC-Regeln dargestellt und die Ergebnisse der Wissensanwendung
untersucht.
Die Arbeit schließt in Kapitel 6 mit einer Zusammenfassung der wesentlichen Ergebnisse und
einem Ausblick auf weiterführende Arbeiten.
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2 Künstliche Intelligenz und Expertensysteme
Expertensysteme (ES) haben vor allem in der Medizin eine lange Tradition mit einer Vielzahl
von realisierten Systemen [56]. Bevor auf Expertensysteme im Detail eingegangen wird, soll
kurz auf die übergeordnete Wissenschaftsdisziplin "Künstliche Intelligenz" ("artificial
intelligence"), die Einordnung von Expertensystemen in diese Disziplin sowie den historischen
Ablauf eingegangen werden. Weiterhin werden in Abschnitt 2.2 knapp die Funktionsweise des
menschlichen Herzens, Arten von Erkrankungen sowie ICD-Therapien erläutert, um dann in den
folgenden Abschnitten praxisnahe Beispiele zu den verschiedenen ES-Techniken aus dem
Themengebiet der wissensbasierten Programmierung von medizinischen Implantaten geben zu
können. Später wird in Kapitel 5 "Anwendung der Skalaren Fuzzy Control" ausführlicher auf
die Thematik kardialer Erkrankungen und Therapien eingegangen.
2.1 Einführung
Die Wissenschaftsdisziplin der Künstlichen Intelligenz entstand in den fünfziger Jahren des
zwanzigsten Jahrhunderts. Auf einer Konferenz im Jahre 1956 schlägt John McCarthy den
Begriff "artificial intelligence" (AI) erstmalig vor. Typische Definitionen der AI sind u.a.
"creating computer software and hardware that attempt to produce results such as those
produced by people" [56] und "use computer science to build a model for behaviour, which is
examined to be intelligent for human beings" [16]. In der Folgezeit entstanden etliche
theoretische Arbeiten (hauptsächlich in den beiden Schwerpunkten "Intelligente Strategien" und
"General Problem Solver"); praktische Realisierungen fehlten hingegen fast gänzlich, u.a. auf
Grund der noch extrem limitierten Rechenkapazitäten der damaligen Computer.
In den siebziger Jahren wurden dann die ersten bedeutenden Expertensysteme entwickelt, unter
ihnen MYCIN (ES zur Diagnose von Hirnhautentzündung und anderen bakteriellen
Blutinfektionen), INTERNIST (ES für das Gebiet der inneren Medizin), DENDRAL
(Beurteilung molekularer Strukturen), XCON (automatische Konfiguration von Minicomputern)
sowie weitere.
In den folgenden Jahren wurden Kontakte zu anderen Wissenschaftsdisziplinen geknüpft, u.a.
zur Mathematik, Linguistik und Psychologie. Wichtige Schwerpunkte der Forschungstätigkeit
waren das Verständnis von Intelligenz sowie die Repräsentation von Wissen. Trotz erheblicher
Fortschritte im Forschungsbereich entstanden im Vergleich dazu nur wenige praktische
Realisierungen. Insbesondere das von den Japanern ausgerufene Projekt "The Fifth Generation"
führte letztendlich zu keinen wirklich brauchbaren Produkten, wenn auch die wissenschaftlichen
Erkenntnisse wesentlich waren [10]. Insgesamt werden in der Praxis AI-Systeme und speziell
Expertensysteme bis heute vor allem im medizinischen Bereich eingesetzt.
Die Künstliche Intelligenz unterteilt sich in verschiedene Teilbereiche, üblicherweise wie folgt
aufgeteilt:
• Natürliche Sprache bzw. Sprachverarbeitung
• Intelligente System-Schnittstellen
• Expertensysteme
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• Automatisches Lernen, automatisches Programmieren
• Robotik
Expertensysteme stellen somit eine Teildisziplin der Künstlichen Intelligenz dar. Dabei wird der
Bereich der Wissenstheorie (Wissensrepräsentation und Wissensverarbeitung) zumeist dem
Teilbereich der Expertensysteme zugeordnet.
2.2 Erläuterungen zu den Beispielen
In den folgenden Kapiteln sollen die vorgestellten Techniken an Hand von praxisnahen
Beispielen erläutert werden. Dazu wird hier kurz auf die Therapie von kardialen Erkrankungen
mit Hilfe von ICDs eingegangen; eine ausführlichere Behandlung dieser Thematik wird in
Kapitel 5 vorgenommen.
Das menschliche Herz besteht aus vier Herzhöhlen: Zwei Vorhöfe – dem linken und rechten
Atrium – sowie zwei Herzkammern – dem linken und rechten Ventrikel; rechts oben liegt der
sogenannte Sinusknoten, der durch regelmäßige Abgabe von elektrischen Impulsen für die
rhythmische Pumpleistung des Herzens sorgt (siehe Abbildung 2-1).
Abbildung 2-1: Aufbau des menschlichen Herzens
Erkrankt das menschliche Herz, so kann es u.a. zu einem zu langsamen Herzrhythmus kommen
(Bradykardie) oder zu einem zu schnellen Herzrhythmus (Tachykardie).
Im Falle einer ICD-Therapie wird dem Patienten ein "Implantable Cardioverter Defibrillator"
(ICD) implantiert (siehe Abbildung 2-2). Über zwei Elektroden wird zunächst die Herzaktivität
im Vorhof und im Ventrikel überwacht. Bleibt eine Herzaktivität aus (bradykarde Störung), so
wird durch elektrische Stimulation das Herz zum Schlagen angeregt. Verfällt das Herz in zu
schnelle Rhythmen (tachykarde Störung), so wird es durch Abgabe eines Elektroschocks wieder
in den normalen Rhythmus zurückgebracht.
Diese Therapien können bei modernen Implantaten programmiert werden. Für die Beispiele in
den folgenden Abschnitten wird hier kurz auf die UTR (upper tracking rate) und die Schock-
Programmierung eingegangen.
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Abbildung 2-2: Implantation eines ICDs
Die UTR ist die maximale Frequenz, mit der das Implantat das Herz im Falle einer bradykarden
Störung stimulieren darf. Sie hängt unter anderem von der kardialen Erkrankung, dem Alter des
Patienten und der Aktivität des Patienten ab.
Für die Programmierung der Schock-Therapie können zunächst verschiedene "Zonen"
programmiert werden. Eine Zone ist ein Frequenzbereich, in dem eine Tachykardie liegt. Für
jede Zone kann die Anzahl von abzugebenden Schocks sowie die jeweiligen Schockenergien
individuell programmiert werden1. Damit kann das Implantat auf unterschiedlich schnelle
tachykarde Störungen jeweils individuelle Schock-Therapien abgeben. Die Anzahl von Zonen,
Anzahl von Schocks je Zone sowie die jeweiligen Schock-Energien hängen unter anderem von
den beobachteten Tachykardien, der allgemeinen kardialen Erkrankung und den Ergebnissen der
sogenannten Defibrillationstests ab.
2.3 Aufbau von Expertensystemen
Unter Expertensystemen werden Systeme verstanden, die menschliches Expertenwissen
anwenden können, um Probleme zu lösen, die üblicher Weise nur von Menschen gelöst werden
können. Damit handelt es sich um mehr als nur die Speicherung und Darstellung von
Expertenwissen. Es wird ein Schlußfolgerungsmechanismus benötigt, der das implementierte
Expertenwissen auf konkrete Zustände (Eingangsdaten) anwenden kann, um Rückschlüsse
                                                
1 Dies entspricht auch der klinischen Praxis, in der durchaus mehrere Schocks abgegeben werden (müssen), um
eine Tachykardie sicher zu terminieren.
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(Ausgangsdaten) im Sinne des menschlichen Experten zu schließen. Weiterhin wird eine
sogenannte Erklärungskomponente benötigt, um die erfolgte Schlußfolgerungskette erläutern zu
können. Schließlich ist auch der Editor für die Wissensbasis eine wichtige Komponente, mit der
einerseits das Wissen implementiert und andererseits auch visualisiert wird.
Abbildung 2-3: Aufbau von Expertensystemen
Abbildung 2-3 zeigt den prinzipiellen Aufbau eines Expertensystems. Ein sogenannter
Wissensingenieur akquiriert das Wissen, d.h. er sammelt das menschliche Expertenwissen durch
Literaturstudium, Experteninterviews usw. Mit Hilfe eines Editors wird das Expertenwissen in
eine Wissensbasis implementiert; abhängig von der Art des Wissens in Form von Fakten,
Regeln, Algorithmen etc. (siehe unten). Zur Anwendung des implementierten Wissens lädt die
Schlußfolgerungs-Komponente (inference engine, siehe Kapitel 2.6) das Wissen aus der
Wissensbasis und wendet dieses auf die (event. gefilterten) Eingangsdaten an, um Rückschlüsse,
Diagnosen etc. zu ziehen. Diese Ergebnisse werden dem Benutzer angezeigt, wobei sie auf
Wunsch auch erläutert werden können.
Der Prozess der Wissensimplementierung kann von dem der Wissensanwendung üblicher Weise
nicht strikt getrennt werden. Insbesondere in der Entstehungsphase eines Expertensystems wird
die im Aufbau befindliche Wissensbasis häufig schon konkret eingesetzt. Die praktischen
Wissens-
basis
Fakten, Regeln, ...
Editor
Experte
Filter
Inference Engine
Filter
Benutzer
Eingangsdaten
Wissens-
aquirierung
Implementierung
laden (verwenden)
Pflege
Schlußfolgerungen
Aktionen
Erläuterungen
Ausgabe Ausgabe
Überprüfung des Verhaltens
Überarbeitung der Wissensbasis
laden
laden
Entwicklungsumgebung Applikation (Anwendung)
ErläuterungenErgebnisse
Filter
Literatur
Wissensingenieur
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Ergebnisse werden vom Wissensingenieur kritisch beobachtet, und die Wissensbasis
entsprechend den Erkenntnissen korrigiert und/oder erweitert. Aber auch nachdem die
Wissensbasis einen gewissen "Reifegrad" erreicht hat werden die Implementierungsarbeiten
zumeist nicht abgeschlossen, da sich das menschliche Wissen i.d.R. ständig erweitert, so daß
auch die Wissensbasen von Expertensystemen permanent erweitert werden müssen.
Die Struktur eines Expertensystems kann gegenüber Abbildung 2-3 noch beliebig erweitert
werden. Typisch ist z.B. die Rückkopplung von den Ausgangsdaten zu den Eingangsdaten, d.h.
getroffene Schlußfolgerungen dienen als Fakten für weitere Schlußfolgerungsprozesse. Damit
ist theoretisch eine unendlich lange Schlußfolgerungskette möglich. Die Ausgangsdaten können
dann auch als temporäre oder dynamische Daten aufgefaßt werden, da sie sich permanent
ändern können. Dementsprechend wird die Wissensbasis häufig auch als statische Wissensbasis
und die Eingangsdaten (bzw. temporäre Daten) als dynamische Wissensbasis bezeichnet [25],
[50].
Für die Terminierung einer endlosen Schlußfolgerungskette werden u.a. die folgenden
Mechanismen eingesetzt:
• Maximale Anzahl von Rechenschritten oder Rechenzeit
• Benutzerinteraktion
• Systeminteraktion (z.B. Erreichen spezifizierter Zustände)
Die Zielsetzung von Expertensystemen ist sehr differenziert, so daß man unterschiedliche Arten
von Expertensysteme unterscheidet. Dabei geht die Klassifizierung teilweise sehr weit – einige
Autoren identifizieren über 10 verschiedene Arten von Expertensystemen (siehe z.B. [50]). In
dieser Arbeit wird lediglich hinsichtlich der prinzipiellen Zielsetzung unterschieden, so daß man
die folgende Einteilung erhält:
• Diagnosesysteme
Die Eingangsdaten stellen einen aktuellen Zustand dar, dessen Ursache ermittelt werden soll.
Diagnosesysteme werden vor allem in der Medizin eingesetzt; typische Beispiele sind
MYCIN, INTERNIST und DENDRAL (siehe oben).
• Problemlöser
Allgemein sollen aus den Eingangsdaten Schlußfolgerungen gezogen werden, beispielsweise
wie auf Grund einer gegebenen kardialen Erkrankung ein Herzschrittmacher zu
programmieren ist. Ein anderes Beispiel ist das Expertensystem XCON (automatische
Konfiguration von Minicomputern, siehe oben).
• Prognosesystem
Es werden aus den vorhandenen Daten Aussagen über zukünftige Entwicklungen getroffen.
Beispiele sind Expertensysteme zur Berechnung einer Wettervorhersage oder des
Börsenverlaufs.
2.4 Arten von Wissensrepräsentationen
Die Wissensbasis ist eines der wesentlichen Bestandteile eines Expertensystems. In ihr wird das
menschliche Expertenwissen gespeichert, und zwar in einer Form, die die Wissensanwendung
durch die sogenannte Inference Engine ermöglicht. Man unterscheidet daher zwischen der
Wissensrepräsentation und der Wissensanwendung. Bevor im Kapitel 2.6 auf die Wissens-
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anwendung durch die Inference-Engine eingegangen wird, soll zunächst die
Wissensrepräsentation genauer untersucht werden.
Zunächst ist die Frage zu klären, was überhaupt Wissen ist. In der Informationstheorie wird
üblicherweise zwischen Daten, Information und Wissen unterschieden (siehe Abbildung 2-4).
  Grad der
Komplexität
   Wissen
Information
 Daten
Umfang
Abbildung 2-4: Daten, Information, Wissen
• Daten sind numerische oder alphanumerische Zeichenfolgen die für sich alleine, d.h.
losgelöst von jeglichem Kontext, keine Bedeutung haben.
Daten werden von Systemen (beispielsweise Algorithmen) verarbeitet, d.h. die Information
über die geeignete Verwendung der Daten steckt in den Auswerte-Systemen. Solche
Systeme werden auch Transaction Systems genannt.
• Werden Daten organisiert, so werden aus ihnen Informationen. Informationen beinhalten
somit nicht nur die Daten, sondern auch Verknüpfungen bzw. Strukturierungen.
Systeme, die Informationen verarbeiten, werden in der KI Management Information Systems
(MIS) genannt.
• Wissen ist mit Assoziationen verknüpfte Information. Neben den Informationen sind somit
weitreichende Querverweise enthalten, die bis hin zu einer Selbsterklärung reichen können.
Systeme, die Wissen verarbeiten, werden daher auch Decision Support Systems (DSS)
genannt.
Zusätzlich wird noch zwischen Wissen und Metawissen unterschieden. Während Wissen
letztendlich stets informations-orientiert ist (beispielsweise "wie geht das Alter eines Patienten
in die Programmierung der UTR eines ICDs ein"), ist Metawissen wissens-orientiert, d.h. es ist
Wissen über Wissen (beispielsweise "wie erfahre ich, in welcher Form das Alter eines Patienten
in die Programmierung der UTR eines ICDs eingeht").
Das Hauptproblem bei der Wissensrepräsentation ist Implementierung der Assoziationen. Diese
können abhängig vom Themengebiet und dem konkreten Wissen sowohl simpel als auch sehr
komplex ausfallen. Gerade bei den komplexen Assoziationen ist dabei die Gestaltung der
Inference Engine, d.h. die Steuerung der Assoziations-Anwendung, eine komplizierte Aufgabe.
Die wichtigsten Techniken zur Wissensrepräsentation sind:
• Fakten-basiert
• Regel-basiert
• Semantische Netzwerke und Frames
In den folgenden Abschnitten wird auf die verschiedenen Techniken genauer eingegangen.
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2.4.1 Fakten
Bei den Fakten-basierten Expertensystemen besteht die Wissensbasis aus einer Sammlung von
Fakten. Die Fakten beschreiben bestimmte Sachverhalte, i.d.R. Erfahrungen aus der
Vergangenheit.
Häufig werden Fakten durch OAV Tripeln dargestellt:
(Object, Attribute, Value) .
Beispiele:
Object = Patient Object = ICD
Attribut = Tachykardie Attribut = VT1_Zone_Limit
Value = 200 bpm Value = 190 bpm
Es wird unmittelbar deutlich, daß mit solchen Fakten kein umfangreiches Expertenwissen
implementiert werden kann. Im Beispiel fehlt etwa der Zusammenhang zwischen der
Tachykardie des Patienten und der Parameterprogrammierung.
Aus diesem Grund werden die Fakten häufig erweitert, indem eine Beziehung zwischen jeweils
zwei OAV-Tripeln aufgebaut wird, d.h. die beiden OAV-Tripel sollten stets paarweise auftreten.
Im obigen Beispiel würde dies bedeuten, daß ein Erfahrungswert besagt, daß bei einer
beobachteten Tachykardie von 200 bpm (beats per minute) die untere Grenze der ersten Zone
eines ICDs (VT1_Zone_Limit) auf 190 bpm programmiert werden sollte.
Der Schlußfolgerungsmechanismus bei Fakten-basierten Expertensystemen vergleicht im
wesentlichen den Eingangsdatensatz mit den in der Wissensbasis gespeicherten Fakten. Dabei
kann es zu den folgenden Situationen kommen:
• Eingangsdatensatz ist in der gespeicherten Faktensammlung vollständig vorhanden.
Der Ausgangsdatensatz ergibt sich dann direkt aus den gespeicherten Fakten.
• Für einige der Eingangsdaten gibt es in der Wissensbasis keine entsprechenden Fakten.
In diesem Fall müssen aus ähnlichen Fakten die Ausgangsdaten generiert werden.
• Die Eingangsdaten provozieren Konflikte bei den Ausgangsdaten.
Beispielsweise könnte ein anzuwendender Fakt besagen, daß VT1_Zone_Limit auf 190 bpm
zu programmieren ist, während ein anderer anzuwendender Fakt besagt, daß
VT1_Zone_Limit auf 180 bpm zu programmieren ist. Auch in diesem Fall sind die
tatsächlichen Ausgangsdaten zu berechnen.
Die drei Fälle zeigen bereits die Schwierigkeiten bzw. Nachteile von Fakten-basierten
Expertensystemen: Die Inference-Engine benötigt eine Konfliktlösungskomponente, die i.d.R.
jedoch vom Problem bzw. dem Expertenwissen abhängt. Damit müßte sie aber nicht in der
Inference-Engine, sondern in der Wissensbasis implementiert werden – mit einer reinen
Faktensammlung läßt sich die Konfliktlösung zumeist aber nicht beschreiben. Daher sind
Fakten-basierte Expertensysteme lediglich für kleine und recht simple Themengebiete geeignet.
Vorteilhaft ist dagegen die leichte Implementierung des Wissens. Fakten-basierte Wissensbasen
sind dementsprechend auch einfach zu verstehen, insbesondere für die menschlichen Experten,
die zumeist nur wenig mit Expertensystemen in Berührung kommen.
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2.4.2 Regeln
In Beziehung gebrachte Fakten stellen streng genommen schon eine simple Regel dar. Im
obigen Beispiel besagt der Erfahrungswert, daß bei einer beobachteten Tachykardie von 200
bpm die untere Grenze der ersten ICD-Zone auf 190 bpm programmiert werden sollte, oder
anders formuliert:
WENN Tachykardie = 200 bpm DANN VT1_Zone_Limit = 190 bpm  .
Regeln sind zumeist jedoch komplexer aufgebaut. So können mehrere Teilbedingungen
miteinander kombiniert werden und im Zuweisungsteil sind auch Berechnungen möglich. Auf
den genauen Aufbau von Regeln wird in Abschnitt 2.5 eingegangen. Weiterhin kann in dieser
Arbeit in der Regelbedingung nicht nur auf Identität geprüft werden, sondern es sind auch
allgemein Relationen erlaubt.
Bei einer guten Ausgestaltung einer Regel-basierten Wissensbasis existieren für jeden
möglichen Eingangsdatensatz passende Regeln, um einen vollständigen Ausgangsdatensatz
erzeugen zu können. Schwieriger ist es jedoch Konflikte zu vermeiden, d.h. daß mehrere Regeln
Ausgangsdaten auf unterschiedliche Werte zu setzen versuchen (siehe dazu Abschnitt 2.6.5).
Experten fällt es zumeist leichter, ihre Erfahrungen in Form von Fakten anstatt in Form von
Regeln zu formulieren. Daher wurden viele Methoden zur automatischen Generierung von
Regeln aus Fakten entwickelt [9], [55], [60]. Die Praxis hat jedoch gezeigt, daß sehr häufig
keine brauchbare Regel-basierte Wissensbasis aus einer Faktensammlung generiert werden kann 
[56].
Als Beispiel für einen Ausschnitt einer regelbasierten Wissensbasis soll die Programmierung der
Schock-Therapie eines ICDs betrachtet werden. Wie im Kapitel 2.2 kurz beschrieben, können
verschiedene Zonen (bei modernen ICDs bis zu drei) programmiert werden, sowie für jede Zone
u.a. die Anzahl der abzugebenden Schocks und die Energie des ersten und zweiten
abzugebenden Schocks2. Damit sind die folgenden 12 ICD-Parameter zu programmieren:
• VT1_Zone_Limit untere Grenze der ersten VT-Zone
VT1_Number_of_Shocks Anzahl abzugebender Schocks in der VT1-Zone
VT1_1st_Shock_Energy Schockenergie des 1. Schocks in der VT1-Zone
VT1_2nd_Shock_Energy Schockenergie des 2. Schocks in der VT1-Zone
• VT2_Zone_Limit untere Grenze der zweiten VT-Zone
(entspricht der oberen Grenze der ersten VT-Zone)
VT2_Number_of_Shocks Anzahl abzugebender Schocks in der VT2-Zone
VT2_1st_Shock_Energy Schockenergie des 1. Schocks in der VT2-Zone
VT2_2nd_Shock_Energy Schockenergie des 2. Schocks in der VT2-Zone
• VF_Zone_Limit untere Grenze der VF-Zone
(entspricht der oberen Grenze der zweiten VT-Zone)
VF_Number_of_Shocks Anzahl abzugebender Schocks in der VF-Zone
VF_1st_Shock_Energy Schockenergie des 1. Schocks in der VF-Zone
VF_2nd_Shock_Energy Schockenergie des 2. Schocks in der VF-Zone
Sowohl die Anzahl von Schocks als auch die Schock-Energien müssen dabei nur berechnet
werden, wenn die entsprechende Zone überhaupt aktiviert wird. Damit sieht das Grundgerüst
                                                
2 Ab dem dritten Schock wird generell mit 30 J geschockt.
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einer Regel-basierten Wissensbasis für die Programmierung der ventrikulären Antitachykardie-
Parameter wie folgt aus3:
WENN <Patientendaten ergeben VT1-Zone> DANN VT1_Zone_Limit = <Berechnung>
SONST VT1_Zone_Limit = off
WENN <Patientendaten ergeben VT2-Zone> DANN VT2_Zone_Limit = <Berechnung>
SONST VT2_Zone_Limit = off
WENN <Patientendaten ergeben VF-Zone> DANN VF_Zone_Limit = <Berechnung>
SONST VF_Zone_Limit = off
WENN VT1_Zone_Limit ≠ off DANN VT1_Number_of_Shocks = <Berechnung>
VT1_1st_Shock_Energy   = <Berechnung>
WENN VT1_Number_of_Shocks > 1 DANN VT1_2st_Shock_Energy   = <Berechnung>
WENN VT2_Zone_Limit ≠ off DANN VT2_Number_of_Shocks = <Berechnung>
VT2_1st_Shock_Energy   = <Berechnung>
WENN VT2_Number_of_Shocks > 1 DANN VT2_2st_Shock_Energy   = <Berechnung>
WENN VF_Zone_Limit ≠ off DANN VF_Number_of_Shocks = <Berechnung>
VF_1st_Shock_Energy   = <Berechnung>
WENN VF_Number_of_Shocks > 1 DANN VF_2st_Shock_Energy   = <Berechnung>
Insgesamt gilt für Regel-basierte Wissensbasen, daß recht komplexes Expertenwissen
implementiert werden kann. Gleichzeitig sind die Systeme jedoch auch komplizierter und die
Wissensakquirierung in Form von Regeln ist deutlich aufwendiger gegenüber einer
Faktensammlung.
2.4.3 Semantische Netzwerke und Frames
Wie bereits oben erläutert stehen Fakten, aber auch Regeln oder allgemein Wissen in
Beziehungen zueinander. Je komplexer das Wissen ist, desto komplexer sind auch die
Beziehungen, wobei sehr komplexe Beziehungen nur noch schwer durch WENN-DANN-
Regeln beschrieben werden können.
Ein erster Ansatz war es, Wissen und Beziehungen in Form von semantischen Netzwerken
darzustellen. Dabei repräsentieren die Knoten des Netzwerkes Objekte und speichern
Information und Wissen über sich selbst, während die (i.d.R. gerichteten) Kanten die
Beziehungen darstellen. Da es unterschiedliche Arten von Beziehungen gibt tragen die Kanten
Attribute, die die Beziehungsart definieren.
Die Anwendung von Daten auf ein semantisches Netzwerk ist recht problematisch. Aus diesem
Grund werden diese zumeist nur zur Problemanalyse eingesetzt und für die tatsächliche
Wissensimplementierung werden Frames eingesetzt [56]. An dieser Stelle soll daher nicht
weiter auf semantische Netzwerke eingegangen werden, sondern die Verwendung von Frames
genauer untersucht werden.
Die Verwendung von Frames stellt eine objektorientierte Beschreibung und Speicherung von
Wissen dar. Ein Frame ist eine Struktur, die alle Informationen und alles Wissen über ein Objekt
speichert. In der Anwendung werden Instanzen der Objekte angelegt, wobei die speziellen
                                                
3 Text in spitzen Klammern stellt nicht näher ausformulierte Bedingungen bzw. Berechnungen dar.
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Werte der Instanzen Ausprägungen der Objekteigenschaften darstellen. Außerdem können die
Frames auf andere Frames zeigen, wodurch Beziehungen unter den Objekten hergestellt werden.
Ein Frame hat bestimmte Eigenschaften, die in sogenannten Slots verwaltet werden. Jeder Slot
besteht aus einem oder mehreren Facets (auch Subslots genannt), die die genaue Ausgestaltung
der Eigenschaft beschreiben [34].
Frame Patient
Slot Facet
Alter Range: 0 – 120 Jahre
Value: <none>
Gewicht Range: 0 – 150 kg
Value: <none>
Medikation Range: Beta Blocker
Sotalol
Amiodaron
Value: <none>
Abbildung 2-5: Beispiel eines Frames
Abbildung 2-5 zeigt beispielhaft einen Frame für Patienten mit 3 Eigenschaften (den Slots Alter,
Gewicht und Medikation). Jeder dieser Slots hat die beiden Ausgestaltungen (Facets) Range und
Value. Da der Frame Patient nur das Objekt darstellt, können die Facets Value keinen konkreten
Wert haben. Erst die Instanzen des Frames (also konkrete Patienten) erhalten Werte für die
Facets Value. Für alle Instanzen des Frames Patient gilt dagegen, daß der Range für den Slot
Alter 0 – 120 Jahre beträgt, d.h. dieser Wert des Facets wird an alle Instanzen vererbt.
Die Facets eines Slots können verschiedener Art sein; die wichtigsten sind:
• Range
Beschreibt die gültigen Werte, die das Value-Facet annehmen kann.
• Default
Beschreibt einen Default-Wert (Initialisierung) des Facets.
• Value
Speichert den aktuellen Werte des Facets. Falls es für den Slot kein Default-Facet gibt, ist
das Value-Facet bei der Instanziierung leer – andernfalls erhält es den Default-Wert.
• Pointer
Zeiger auf einen anderen Frame.
• If-added
Verarbeitungsprozedur (procedural attachment bzw. action) die aufgerufen wird, wenn der
Facet-Wert gesetzt oder geändert wird.
• If-needed
Verarbeitungsprozedur (procedural attachment bzw. action) die aufgerufen wird, wenn der
Facet-Wert benötigt wird, jedoch fehlt.
• Other
Weitere Prozeduren oder Regeln.
Die Frames verweisen mit sogenannten Is-a ("is a kind of") Slots auf andere Frames, d.h. sie
können auf unmittelbar übergeordnete "Vater-Frames" zeigen. Ein "Sohn-Frame" besitzt auch
alle Slots des "Vater-Frames", d.h. auch diese Eigenschaften werden vererbt. Enstprechend gibt
es auch noch weitere Pointer-Slots (typisch sind z.B. Has-a, Builds-a).
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Die Slots eines Frames werden in zwei Arten bzw. Klassen unterteilt:
• Terminale Slots
Terminale Slots speichern deklaratives Wissen (Werte, Fakten, etc.)
• Nicht-Terminale Slots
Nicht-Terminale Slots speichern Aktionen (Prozeduren, Pointer, etc.)
Als Beispiel soll nochmals die Programmierung der Schock-Therapie eines ICDs betrachtet
werden. Bei einer Frame-basierten Wissensimplementierung wird zunächst die Struktur der
ICD-Parameter angelegt. Abbildung 2-6 zeigt das Grundgerüst.
Jeder ICD-Parameter hat einen Namen und eine Einheit, die im Vater-Frame ICD Parameter
abgelegt werden. Da die programmierbaren Werte für die Zone Limits für die 3 ventrikulären
Zonen unterschiedlich sind, muß für jeden Parameter ein eigener Frame angelegt werden (VT1
Zone, VT2 Zone, VF Zone).
Für den ICD-Parameter VT1_Zone_Limit wird eine Instanz des Frames VT1 Zone angelegt, die
über den Is-a Slot die Slots Name und Unit vom Vater-Frame erbt. Entsprechendes gilt für
VT2_Zone_Limit und VF_Zone_Limit.
Für die Anzahl von Schocks wurde der Frame V number of shocks definiert. Es wird je eine
Instanz für die ICD-Parameter VT1_Number_of_Shocks, VT2_Number_of_Shocks und
VF_Number_of_Shocks angelegt, die ebenfalls alle Slots des Vater-Frames ICD Parameter
erben. Entsprechend werden je 3 Instanzen der Frames V 1st shock energy und V 2nd shock
energy angelegt.
Zu beachten sind die If-added Facets der Frames VT1 Zone, VT2 Zone und VF Zone, deren
Prozeduren dafür sorgen, daß beim Eintrag sowie bei Änderung der Zone-Limits überprüpft
wird, ob die Zone aktiviert wurde. Ist dies der Fall, so werden die Anzahl der Schocks und die
Schock-Energien in den entsprechenden Frame-Instanzen erfragt. Dort werden sie dann durch
die If-needed Facets gem. dem implementierten Expertenwissen ermittelt.
An dieser Stelle wird deutlich, wie komplex die Abarbeitung bzw. Anwendung einer Frame-
basierten Wissensbasis im Vergleich zu einer Regel-basierten Wissensbasis ist.
Frame-basierte Wissensbasen bieten zwar den Vorteil, daß komplexe Zusammenhänge
strukturiert implementiert werden können. Damit sind jedoch zunächst nur die Beziehungen
implementiert. Für die Wissensanwendung werden weiterhin Regeln benötigt, u.a. in Form der
If-added und If-needed Prozeduren. Dementsprechend aufwendig gestaltet sich die Inference-
Engine eines Frame-basierten Expertensystems, die die Regeln, die Vererbungsmechanismen
und die Pointer verarbeiten können muß. Da jedoch keine formale Semantik für die
Beziehungen existiert ist der Schlußfolgerungsmechanismus letztendlich willkürlich [16].
Weiterhin ist der Schlußfolgerungsprozeß auch (deutlich) langsamer bzw. rechenintensiver als
bei einer vergleichbaren Regel-basierten Implementierung.
Insgesamt werden Frame-basierte Expertensysteme vor allem bei Informationssystemen (z.B.
Auskunftsysteme innerhalb von Datenbanken oder bei der Datenerfassung) eingesetzt. Ein
Beispiel dafür ist das Expertensystem CENTAUR. Für Diagnose- und Problemlöser-
Expertensysteme sind Frames eher weniger geeignet.
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Frame ICD Parameter
Slot Facet
Name Range: <none>
Value: <none>
Unit Range: ms, ppm, J, ...
Value: <none>
Frame VT1 Zone Frame V number of shocks
Slot Facet Slot Facet
Is-a Range: <pointer> Is-a Range: <pointer>
Value: ICD Parameter Value: ICD Parameter
Zone Limit Range: 300 – 600 ms Shock Num Range: 0 – 6
Value: <none> Value: <none>
If-added: get-shock-num
get-1st-shock
get-2nd-shock
If-needed: calc-num-
of-shock
Frame VT2 Zone Frame V 1st  shock energy
Slot Facet Slot Facet
Is-a Range: <pointer> Is-a Range: <pointer>
Value: ICD Parameter Value: ICD Parameter
Zone Limit Range: 300 – 590 ms Shock Energy Range: 1 – 30 J
Value: <none> Value: <none>
If-added: get-shock-num
get-1st-shock
get-2nd-shock
If-needed: calc-1st-
shock-energy
Frame VF Zone Frame V 2nd  shock energy
Slot Facet Slot Facet
Is-a Range: <pointer> Is-a Range: <pointer>
Value: ICD Parameter Value: ICD Parameter
Zone Limit Range: 250 – 400 ms Shock Energy Range: 1 – 30 J
Value: <none> Value: <none>
If-added: get-shock-num
get-1st-shock
get-2nd-shock
If-needed: calc-2nd-
shock-energy
Abbildung 2-6: Beispiel einer Frame-basierten Wissensbasis
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2.5 Aufbau von Regeln
Wie gezeigt wurde sind Regeln ein wichtiges Instrumentarium zur Implementierung von
Wissen, unabhängig davon, ob das Wissen in einer Regel-basierten oder Frame-basierten
Wissensbasis abgelegt wird4. Im folgenden wird daher der generelle Aufbau von Regeln genauer
untersucht.
Regeln sind zumeist WENN-DANN Aussagen. In der Bool'schen Logik sind auch WENN-
DANN-SONST Regeln üblich, die in dieser Arbeit jedoch eine untergeordnete Rolle spielen, da
die Unterscheidung des DANN- und des SONST-Teils bei Anwendung einer "unscharfen"
Logik (siehe unten) nicht immer eindeutig definierbar ist.
Dementsprechend gilt für eine Regel die
Definition 2-1
Eine Regel besteht aus einem Bedingungsteil (condition) und einem Aktionsteil (action).
Folgende Notationen sind üblich:
condition → action Symbolische Notation
condition ⇒ action Logische Notation
WENN condition DANN action Linguistische Notation
Es sei an dieser Stelle darauf hingewiesen, daß die unterschiedlichen Notationen nicht
zwangsläufig das Selbe implizieren müssen, obwohl man i.d.R. das Gleiche ausdrücken möchte.
Die Bedingung einer Regel kann sich aus mehreren Teilbedingungen zusammensetzen. Jede
Teilbedingung vergleicht vorliegende (Eingangs-) Daten mit einer Bedingungsvorgabe. Eine
Teilbedingung ist somit ein Tripel, gebildet aus den (Eingangs-) Daten d, einem
Vergleichsoperator ⊗cp (compare) und der Bedingungsvorgabe i (instruction):
Definition 2-2
Eine Teilbedingung wird durch das Tripel
(d, ⊗cp, i)
dargestellt, mit d = Eingangsdaten,  ⊗cp = Vergleichsoperator und i = Bedingungsvorgabe.
Das Ergebnis einer Teilbedingung ist die Aussage, ob die Teilbedingung zutrifft oder nicht
zutrifft.
Bei den klassischen Expertensystemen fehlte der Vergleichsoperator ⊗cp, da bei diesen für jede
Regel stets nur die Identität der Daten mit der Bedingungsvorgabe überprüft wurde. Für die
späteren Ausführungen wird der Vergleichsoperator in den Regelbedingungen jedoch benötigt
und aus diesem Grund hier eingeführt.
Im allgemeinen Fall kann sowohl links als auch rechts von dem Vergleichsoperator ein
(arithmetischer) Ausdruck stehen, d.h. sowohl d als auch i sind als Funktionen von einer oder
mehreren Variablen aufzufassen.
                                                
4 Auch in den If-added und If-needed Prozeduren eines Facets wird Wissen letztendlich in Form von Regeln
implementiert.
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Auch für die Verknüpfung mehrerer Teilbedingungen werden – entgegen dem Regelaufbau in
klassischen Expertensystemen – für die nachfolgenden Ausführungen Verknüpfungsoperatoren
⊗cb (combine) benötigt und daher an dieser Stelle eingeführt:
Definition 2-3
Teilbedingungen werden durch Verknüpfungsoperatoren ⊗cb (combine) verknüpft:
(d1, ⊗cp1, i1)  ⊗cb  (d2, ⊗cp2, i2)  ...  ⊗cb  (dn, ⊗cpn, in)  .
Das Ergebnis ist die Aussage, ob die verknüpften Teilbedingungen zutreffen oder nicht
zutreffen.
Für den Bedingungsteil einer Regel ergibt sich damit:
Definition 2-4
Der Bedingungsteil einer Regel besteht aus mindestens einer Teilbedingung.
Mehrere Teilbedingungen werden unter zu Hilfenahme von Verknüpfungsoperatoren und
Klammerungen verknüpft.
Ist der Bedingungsteil einer Regel erfüllt, so wird der Aktionsteil der Regel ausgeführt. Man
sagt dann auch, daß die Regel "feuert" bzw. "schießt". In der Bool'schen Logik kann eine
Regelbedingung nur erfüllt oder nicht erfüllt, d.h. "wahr" oder "falsch" sein. Bei einer
"unscharfen" Logik (siehe unten) kann eine Regelbedingung jeden Wert zwischen "vollständig
richtig" und "vollständig falsch" annehmen. Aus diesem Grund muß bei der Anwendung einer
"unscharfen" Logik ein Schwellenwert definiert werden, ab dem die Regel feuern soll:
Definition 2-5
Der Aktionsteil einer Regel wird ausgeführt, wenn das Ergebnis des Bedingungsteils der
Regel den definierten Bedingungs-Schwellenwert execute_action erreicht bzw.
überschritten hat.
Im Aktionsteil einer Regel werden allgemein Aussagen getroffen, die textueller oder
numerischer Natur sein können. Um zu späteren Zeitpunkten auf ausgeführte Aktionen beliebig
zugreifen zu können wird in dieser Arbeit definiert, daß Aussagen aus einer
Zuweisungsoperation bestehen:
Definition 2-6
Eine Aktion wird durch das Tripel
(v, ⊗as, w)
dargestellt, mit v = Variable, ⊗as = Zuweisungsoperator (assign) und w = Wert.
Die Aktion einer textuellen Schlußfolgerung (z.B. eine gefolgerte Diagnose) wird somit durch
die Zuweisung des Textes an eine Textvariable implementiert.
Auch hier gilt, daß im allgemeinen Fall der Wert w ein (arithmetischer) Ausdruck, d.h. eine
Funktion mehrerer Variablen sein kann.
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Schließlich kann der Aktionsteil einer Regel aus keiner, einer oder mehreren Aktion(en)
bestehen:
Definition 2-7
Der Aktionsteil einer Regel besteht aus keiner, einer oder mehreren Aktion(en).
2.6 Schlußfolgerungsmechanismen
Neben der Wissensrepräsentation ist die Wissensanwendung ein wesentlicher Aspekt von
Expertensystemen. Wie oben dargestellt wurde, wird Wissen häufig in Form von WENN-
DANN-Regeln dargestellt. Ist A eine (zusammengesetzte) Bedingung und B eine
Schlußfolgerung, so kann eine Regel gem. Definition 2-1 bis Definition 2-7 als:
WENN  A   DANN  B
geschrieben werden, oder in symbolischer Schreibweise
A → B
(aus A folgt B). Im folgenden werden verschiedene Varianten für die Regelanwendung
vorgestellt.
2.6.1 Deduktives Schließen
Die einfachste Form der Wissensanwendung bzw. Schlußfolgerung ist das sogenannte deduktive
Schließen (deductive reasoning) bzw. Modus Ponens [5]: Wenn  A → B  als gegeben
vorrausgesetzt werden kann und A wahr ist, dann kann geschlossen werden, daß auch B wahr ist.
Man schreibt:
[A, A → B ]   |→   B  .
Neben |→ sind weitere Notationen auch → oder |=  .
Das deduktive Schließen ist die einfachste Art der Wissensanwendung, da keinerlei
Nebenbedingungen zu berücksichtigen sind. Mit anderen Worten: Der Schluß von
A→B ist wahr und A ist wahr
auf
B ist wahr
ist immer richtig.
2.6.2 Induktives Schließen
Eine Erweiterung des deduktiven Schließens stellt das induktive Schließen (inductive reasoning)
dar: Sind einige spezielle Regeln
A(x1)→B(x1),
A(x2)→B(x2)
...
A(xn)→B(x1)
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wahr, so kann geschlossen werden, daß für alle xi gilt, daß
A(xi)→B(xi)
wahr ist:
[ A(x1) → B(x1) ,  A(x2) → B(x2) ...  A(xn) → B(xn) ]   |⇒   für ∀ xi  ist  A(xi) → B(xi)  .
Ist beispielsweise bekannt, daß
Patient A hat spontane, anhaltende ventrikuläre Tachykardien;
daraus folgt A sollte einen ICD implantiert bekommen.
und
Patient B hat spontane, anhaltende ventrikuläre Tachykardien;
daraus folgt B sollte einen ICD implantiert bekommen.
und
Patient C hat spontane, anhaltende ventrikuläre Tachykardien;
daraus folgt C sollte einen ICD implantiert bekommen.
gilt, so kann induktiv geschlossen werden, daß
Alle Patienten, die spontane, anhaltende ventrikuläre Tachykardien haben,
sollten einen ICD implantiert bekommen.
In diesem simplen Beispiel erscheint der induktive Schluß trivial. Tatsächlich wird es auch
einfacher sein, einen Kardiologen zu befragen, ob generell bei anhaltenden ventrikulären
Tachykardien ein ICD angezeigt ist, anstatt einen Algorithmus für den induktiven Schluß zu
implementieren. Liegen jedoch umfangreiche Datenmengen vor, so ist der induktive Schluß zum
Sichten der Datenmengen ein wichtiges Werkzeug. Entsprechend wird das induktive Schließen
u.a. zur automatischen Regel-Generierung aus einer Faktensammlung oder auch beim Erstellen
von Fuzzy-Inferenzmatrizen (siehe unten) verwendet.
2.6.3 Abduktives Schließen
Neben dem deduktiven und induktiven Schluß existiert noch das abduktive Schließen (abductive
reasoning), das sowohl in Form des Modus Tollens als auch als inverser Modus Ponens
angewandt wird.
Modus Tollens besagt, daß wenn  A → B  wahr ist und B nicht wahr ist, dann kann geschlossen
werden, daß auch A nicht wahr ist:
[/B, A → B ]   |←   /A  .
Beim inversen Modus Ponens wird hingegen geschlossen, daß wenn  A → B  wahr ist und B ist
wahr, daß dann auch A wahr ist:
[B, A → B ]   |←   A  .
Der Inverse Modus Ponens ist problematisch, da er nicht immer zu richtigen Ergebnissen führt,
wie an den folgenden beiden Beispielen verdeutlicht werden soll.
Aus
WENN  Lebewesen ist Fisch DANN  Lebewesen hat Kiemen ist richtig
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kann man sowohl mit Modus Tollens folgern, daß wenn ein Lebewesen keine Kiemen hat, daß
es dann auch kein Fisch ist5, als auch mit inversem Modus Ponens, daß wenn ein Lebewesen
Kiemen hat, daß es dann ein Fisch ist.
Hingegen führt für
WENN  Lebewesen ist Laubbaum  DANN  Lebewesen hat Blätter ist richtig
der inverse Modus Ponens – Lebewesen hat Blätter, also ist es ein Baum – nicht immer zu
einem richtigen Ergebnis (Gegenbeispiel: Blume); hingegen führt Modus Tollens auch hier zu
korrekten Schlußfolgerungen.
2.6.4 Forward- und Backward-Chaining
Die wichtigsten Implementierungsformen von Schlußfolgerungs-Mechanismen sind der
deduktive Schluß in Form der Vorwärtsverkettung (forward chaining) und der abduktive Schluß
in Form der Rückwärtsverkettung (backward chaining).
Gegeben seien ein Satz von Eingangsdaten
D = {d1, d2, d3, ... dd}
und eine Wissensbasis mit r Regeln:
R1: A1 →  B1
R2: A2 →  B2
...
Rr: Ar →  Br  .
Beim Forward-Chaining wird der Eingangsdatensatz D verwendet, um den Wahrheitsgehalt der
Bedingungen A1 bis Ar zu bestimmen. Durch Anwendung der Regeln R1 bis Rr gem. Modus
Ponens wird von allen wahren Ai auf wahre Bi geschlossen (siehe Abbildung 2-7).
Daten Regeln Schlußfolgerung
Abbildung 2-7: Forward-Chaining
Diese Technik wird vor allem dann eingesetzt, wenn aus Eingangsdaten Schlußfolgerungen
gezogen werden sollen, beispielsweise um ausgehend von der kardialen Erkrankung eines
Patienten auf die optimale Programmierung eines ICDs zu schließen.
Das Forward-Chaining wird an dem folgenden abstrakten Beispiel erläutert. Gegeben seien die
Regeln
Regel 1: WENN A UND C DANN E
Regel 2: WENN B UND E DANN F
Regel 3: WENN B DANN C
Regel 4: WENN D UND C DANN G
Regel 5: WENN E ODER F DANN H
Regel 6: WENN F UND G DANN H
                                                
5 Meerestiere ohne Kiemen (beispielsweise Wale) sind keine Fische!
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sowie die Eingangsdaten
A = true und B = true   .
In einem ersten Durchlauf werden alle Regeln durch die Inference-Engine ausgewertet. Für
Regel 1 ist zwar die Teilbedingung A auswertbar, aber C ist unbekannt. Entsprechendes gilt für
Regel 2. Für Regel 3 sind alle Teilbedingungen bekannt, so daß C=true geschlossen wird. Die
restlichen Regeln sind nicht auswertbar, da jeweils nicht alle Teilbedingungen bekannt sind.
Im zweiten Durchlauf werden erneut alle Regeln durchlaufen. Regel 1 ist nun auswertbar (da
C=true inzwischen bekannt), so daß E=true geschlossen wird. Damit ist dann auch Regel 2
auswertbar und es wird F=true geschlossen. Regel 3 ist anwendbar, ergibt jedoch keine neuen
Ergebnisse, Regel 4 ist nicht auswertbar, Regel 5 ergibt H=true und Regel 6 ist nicht auswertbar.
Im dritten Durchlauf werden keine neuen Datenzustände generiert, d.h. es wird ein stabiler
Zustand erreicht. Damit erhält man das Ergebnis:
Aus A = true   und   B = true
folgt C = true,   E = true,  F = true   und   H = true
D  und  G  bleiben unbekannt .
Für das Backward-Chaining existieren verschiedene Implementierungs-Varianten. Die
bekannteste Variante ist, daß der Eingangsdatensatz D Zustände beschreibt und man durch
Anwendung der Regeln auf ein ganz spezielles Ziel schließen kann (siehe Abbildung 2-8).
Daten  Regeln Schlußfolgerung?
Abbildung 2-8: Backward-Chaining, Variante 1
Für die oben aufgeführten Regeln sowie
A = true und B = true
kann zum Beispiel gefragt werden, ob G=true geschlossen werden kann.
In einem ersten Durchlauf werden alle Regeln gesucht, deren Schlußfolgerung G=true ist. Dies
ist nur für Regel 4 der Fall, die im Bedingungsteil D und C erfragt. Da weder C noch D bekannt
sind, werden in einem zweiten Durchlauf alle Regeln gesucht, die in ihrem Schlußfolgerungsteil
C und D setzen. Zunächst ist dies Regel 3 für C. Da der Bedingungsteil B bekannt ist (B=true)
kann auf C=true geschlossen werden. Hingegen wird keine Regel für D gefunden. Damit endet
der Inference-Prozeß mit dem Ergebnis, daß keine Aussage über G getroffen werden kann.
Entsprechend ist die Regelabarbeitung wenn bespielsweise gefragt wird, ob H=true geschlossen
werden kann. Das Ergebnis ist selbstverständlich identisch zum Ergebnis des Forward-Chaining
(siehe oben), wobei das Backward-Chaining jedoch ausschließlich eine Aussage über H gibt!
In einer zweiten Implementierungs-Variante des Backward-Chainings wird im Eingangs-
datensatz D nach möglichen Fakten Bi gesucht. Durch Abduktion gem. Modus Tollens wird
dann auf die Ursachen Ai geschlossen.
Ursachen Regeln Daten
Abbildung 2-9: Backward-Chaining, Variante 2
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Die Eingangsdaten sind nun also Ergebnisse, beispielsweise
G = false und H = true  .
Im ersten Durchlauf kann für Regel 4 geschlossen werden, daß
(D und C) = false
da G=false. Aus H=true kann hingegen kein Schluß gezogen werden.
Es gilt: (D und C)=false kann sowohl für D=false als auch für C=false eintreten. Im zweiten
Durchlauf wird zunächst D=false gesetzt und alle Regeln durchgearbeitet. Da keine Regel D im
Aktionsteil aufweist, können keine weiteren Schlußfolgerungen gezogen werden.
Im dritten Durchlauf wird nun C=false gesetzt. Hier kann Regel 3 angewandt werden, die ergibt,
daß B=false. Weitere Schlußfolgerungen sind nicht möglich.
Da ein stabiler Zustand erreicht wurde kann geschlossen werden, daß B=false die (oder eine)
Ursache für den Zustand G=false ist.
Wie gezeigt wurde gilt für beide Varianten des Backward-Chainings, daß der Prozeß sehr
rechenintensiv ist, da sogenannte Backtracking-Points gesetzt werden müssen, an denen der
Inference-Prozeß sich aufteilt und systematisch alle Varianten durchlaufen werden müssen.
Backward-Chaining wird vor allem dann eingesetzt, wenn nach ganz speziellen Ergebnissen
gefragt wird (Variante 1, beispielsweise um ausgehend von einigen klinischen Daten eines
Patienten auf die optimale Programmierung eines speziellen ICD-Parameter zu schließen) oder
wenn aus Eingangsdaten mögliche Ursachen für diesen Zustand ermittelt werden sollen
(Variante 2, beispielsweise was die potentielle Ursache für eine beobachtete Erkrankung ist).
2.6.5 Funktionsweise einer Inference-Engine
Der typische Mechanismus der Regelabarbeitung ist unabhängig von der Art des
Schlußfolgerungsmechanismus (forward oder backward chaining). Generell wird der (aktuelle)
Eingangsdatensatz auf alle Regeln angewandt. Dabei wurde bei den klassischen ES lediglich
überprüft, ob die Eingangsdaten mit den Bedingungsteilen der Regeln übereinstimmen, d.h.
letztendlich eine Symbolverarbeitung realisiert. Eine echte Wissensverarbeitung in dem Sinne,
daß überprüft wird, wie gut die realen Eingangsdaten mit den Bedingungen der implementierten
Regeln übereinstimmen und welcher (erweiterte!) Schluß jeweils zu ziehen ist, wurde hingegen
erst mit Einführung von Techniken zur Verarbeitung vagen und unscharfen Wissens ermöglicht.
Auf diese Techniken wird in den nachfolgenden Kapiteln näher eingegangen.
Bei der Regelabarbeitung sind typischerweise die Bedingungsteile mehrerer Regeln erfüllt,
wobei die entsprechenden Regelaktionen zu sich widersprechenden Ergebnissen führen können.
Zur Lösung dieser Konflikte werden sogenannte Konfliktlösungskomponenten implementiert,
deren Aufgabe es ist zu entscheiden, welche von in Konflikt stehenden Regeln angewandt
werden soll.
Die Konfliktlösungskomponente ist ein problematischer Bestandteil der Inference-Engine.
Einerseits soll ein Konflikt, der in der Wissensbasis für den aktuellen Eingangsdatensatz besteht,
durch die Inference-Engine gelöst werden, andererseits besteht der Konflikt nicht in der
Inference-Engine, sondern in der Wissensbasis und es ist damit offensichtlich, daß
Expertenwissen für die Konfliktlösung benötigt wird. Expertenwissen wird jedoch nicht in der
Inference-Engine implementiert, sondern in der Wissensbasis.
Nachfolgend werden typische Konfliktlösungsstrategien zusammen mit ihren Vor- und
Nachteilen dargestellt:
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• Zerstörerische Strategie
Die erste (oder letzte) Regel in der Wissensbasis wird angewandt.
Diese recht simple Konfliktlösung wurde in den ersten Versionen von MYCIN (siehe oben)
implementiert [4]. Es zeigte sich schnell, daß die Reihenfolge der Regeln in der
Wissensbasis maßgeblich das Verhalten des Expertensystems beeinflußte. Dies führte dazu,
daß die ursprüngliche Idee einer Wissensbasis mit einer losen Regelsammlung, an der
parallel mehrere Experten arbeiten sollten, fallen gelassen werden mußte.
• Tentative Strategie
Es wird die erste (oder letzte) Regel angewandt. Falls es nachfolgend jedoch zu einer
Verklemmung (Endergebnis ist nicht berechenbar) oder zur Zurückweisung des Ergebnisses
durch den Benutzer kommt, so wird zum Punkt des letzten Konflikts zurückgegangen und
die nächste anwendbare Regel ausgewählt. Dazu werden an den Konfliktpunkten zusätzliche
Backtracking-Points gesetzt.
Diese Strategie ist prinzipiell nur anwendbar, wenn das Ergebnis einer Wissensanwendung
automatisch oder vom Benutzer beurteilt werden kann. Darüber hinaus ist die Inference-
Engine deutlich komplexer (und langsamer) und es besteht nach wie vor der Nachteil, daß
die Reihenfolge der Regeln in der Wissensbasis das Verhalten des Expertensystems
maßgeblich beeinflußt.
• Mittelwert Strategie
Es werden alle Regeln angewandt und der Mittelwert der Aktionsergebnisse berechnet.
Diese Strategie setzt voraus, daß alle konkurrierenden Regeln Aktionen arithmetischer Art
besitzen. Darüber hinaus ist in keiner Weise sichergestellt, daß der Konflikt durch
Berechnung des arithmetischen Mittels im Sinne des Experten gelöst wird.
• Metawissen
In einer vereinfachten Variante erhalten die Regeln Prioritäten. Im Konfliktfall schießt die
Regel mit der höchsten Priorität. Die Vergabe der Prioritäten ist ab einigen hundert Regeln
jedoch sehr aufwendig.
Im allgemeinem Fall werden zusätzliche (spezielle) Regeln zur Konfliktlösung implemen-
tiert. Dies stellt spezielle Anforderungen an den Wissensingenieur, der diese Metaregeln
aufstellen und implementieren muß, aber auch an die Inference-Engine, die im Konfliktfall
die passenden Metaregeln anwenden muß.
Auf Grund der Problematik bei den Konfliktlösungsstrategien hat sich die Erkenntnis
durchgesetzt, daß es essentiell ist, möglichst alle erdenkbaren Konflikte bei der
Implementierung der Wissensbasen zu vermeiden, beispielsweise durch eine strukturierte
Implementierung des Wissens [39].
Nachdem sämtliche Regeln auf den Eingangsdatensatz angewandt worden sind erhält man einen
Ausgangsdatensatz, der durch die Aktionen der gefeuerten Regeln erstellt worden ist. In einigen
Anwendungen sind einige der Ausgangsdaten lediglich Zwischenergebnisse, so daß der
Ausgangsdatensatz als neuer Eingangsdatensatz betrachtet wird und erneut alle Regeln
durchlaufen werden. Dies wird solange wiederholt, bis ein statischer Zustand erreicht wird, d.h.
bis keine Regel mehr angewandt werden kann bzw. sich der neue Ausgangsdatensatz vom alten
Ausgangsdatensatz nicht mehr unterscheidet. Tatsächlich kann es aber auch passieren, daß ein
statischer Zustand nie erreicht wird – der Inferenz-Prozess würde dann endlos in einer Schleife
wiederholt. Um dies zu verhindern werden sogenannte Endlosschleifen-Terminierungen
implementiert. Dabei ist die Erkennung einer Endlosschleife noch recht einfach. Die
Bestimmung des (im Sinne des menschlichen Expertenwissens optimalen) Terminierungs-
punktes ist jedoch problematisch und wird zumeist "willkürlich" implementiert (siehe oben).
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Insgesamt hat sich auch hier die Erkenntnis durchgesetzt, daß bereits bei der Implementierung
der Wissensbasis darauf geachtet werden sollte, Endlosschleifen zu vermeiden.
2.7 Bool'sche Logik
In den vorangegangenen Abschnitten wurde – insbesondere in den Beispielen – die Bool'sche
Logik bereits erwähnt bzw. verwendet. An dieser Stelle soll aus Gründen der Vollständigkeit die
Bool'sche Logik kurz formal dargestellt werden. Ansonsten wird auf die Literatur verwiesen,
beispielsweise [12] oder [17].
Die Bool'sche Logik kennt die beiden Wahrheitswerte
wahr ( = 1) sowie
falsch ( = 0)
und wird daher als zweiwertige Logik bezeichnet.
Für ein Element a ∈ B der Bool'schen Logik gilt also, daß entweder a = 1 oder a = 0 gilt; andere
Werte können nicht angenommen werden.
Für die Bool'sche Logik werden weiterhin die folgenden zweistelligen Verknüpfungen sowie die
folgende einstellige Verknüpfung definiert
(a,b) → a ⋅ b ∈ B mit a, b ∈ B
(a,b) → a + b ∈ B mit a, b ∈ B
  a    →   /a ∈ B mit a ∈ B
und gefordert daß gilt:
1. Die zweistelligen Verknüpfungen "⋅" und "+" sind kommutativ, d.h.
 a ⋅ b = b ⋅ a und
a + b = b + a
2. Die zweistelligen Verknüpfungen "⋅" und "+" sind wechselseitig distributiv übereinander,
d.h.
 a ⋅ (b + c) = (a ⋅ b) + (a ⋅ c) und
 a + (b ⋅ c) = (a + b) ⋅ (a + c)
3. 1 ist Neutralelement für "⋅" und 0 ist Neutralelement für "+", d.h.
 a ⋅ 1 = a und
a + 0 = a
4. /a ist komplementär zu a in der Weise
 a ⋅ /a = 0 und
a + /a = 1 und
Jede Logik, die diese Forderungen erfüllt, ist eine Bool'sche Logik. Für solche lassen sich leicht
die bekannten Gesetze herleiten, u.a. die weiteren Verknüpfungsgesetze mit den Neutral-
elementen und die De Morgan'sche Gesetze.
Desweiteren lassen sich auch die Gesetzmäßigkeiten für logisches Schließen formal herleiten,
die bereits in Kapitel 2.6 erörtert wurden. Damit wird auch deutlich, daß die bool'sche
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Implementierung von WENN-DANN-Regeln stets nur zwei Ausgangszustände (Ergebnisse)
annehmen kann.
2.8 Nicht-scharfes Wissen
Menschliches Expertenwissen kann wegen der Vielzahl von individuellen Ausprägungen
oftmals nicht scharf formuliert werden [73]. Dies liegt beispielsweise daran, daß zu speziellen
Thematiken keine tiefgreifend wissenschaftliche bzw. analytische Erkenntnis erlangt werden
konnte; das exakte Wissen ist (noch) nicht bekannt oder existiert sogar gar nicht, so daß es nur
vage bzw. unscharf formuliert werden kann.
Bevor auf die Gründe und Ursachen für nicht-scharfes Wissen eingegangen wird ist zunächst zu
klären, was genau unter nicht-scharfem Wissen zu verstehen ist. In der Literatur wird diese
Frage unter Verwendung von Begriffen wie Vagheit, Unsicherheit, Unschärfe, Zufall etc. sehr
unterschiedlich beantwortet6, so daß an dieser Stelle der Versuch unternommen wird, eine
allgemeingültige Differenzierung zu finden:
• Zuversicht (confidence), Bestimmtheit (certainty)
Unter Zuversicht oder Bestimmtheit wird – zumeist im Rahmen einer Evidence-Theorie – der
Grad der Zuversicht verstanden, daß ein bestimmter Zusammenhang bzw. Hypothese richtig
ist (beispielsweise, daß die Schlußfolgerung einer Regel richtig ist, wenn die Bedingungen
der Regel erfüllt sind):
Nach [16]: "One of the complicating factors in representing knowledge ... is the issue of
confidence in the knowledge itself". Nach [4] ist die Zuversicht "... a certainty factor (CF),
which indicates (on a scale from –1 to 1) how strongly the fact has been confirmed (CF>0) or
disconfirmed (CF<0)".
Nicht-scharfes Wissen bedeutet in diesem Fall also, daß bestimmte Zusammenhänge nicht
generell gültig sind, jedoch aber in der Mehrheit der Fälle. Diese Fälle können zwar nicht
(oder nur sehr schwer) explizit aufgelistet werden, hingegen ist es aber den Experten möglich
ihre Zuversicht in die jeweiligen Zusammenhänge auszudrücken.
• Zufall und Wahrscheinlichkeit (probability)
Nach [56] wird Zuversicht zuweil auch in Form von Wahrscheinlicheiten ausgedrückt: "The
degree of belief of confidence in a premise or conclusion can be expressed as a probability".
Dies kann leicht missverstanden werden, da es nicht dem Kolmogoroffschen Verständnis von
Wahrscheinlichkeiten entspricht; entsprechend heißt es später richtiger "The probability of X
occuring, stated as P(X), is the ratio of the number of times X occurs to the total number of
events that take place".
In [72] wird richtig formuliert "Vagueness only enters the picture when considering decisions
under risk or uncertainty and then this uncertainty concerns the happening of a state or event
and not the event itself. This uncertainits is generally modelled by means of probability, ...".
Lassen sich also bestimmte (wohldefinierte!) Vorgänge nicht analytyisch beschreiben, so
spricht man dann von einem zufälligen Verhalten, wenn die Vorgänge statistischen
Gesetzmäßigkeiten folgen, d.h. wenn sie den Axiomen der Kolmogoroffschen
Wahrscheinlichkeitstheorie genügen. Man spricht dann von Wahrscheinlichkeiten, d.h. das
Wissen ist nicht-scharf in dem Sinne, daß wohldefinierte Zusammenhänge nicht analytisch,
jedoch statistisch beschrieben werden können. Die Zusammenhänge stellen Ereignisse (bzw.
                                                
6 Eine einheitliche Definition von "Unschärfe" fehlt sogar, siehe [35].
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Elemente) dar und sind wohl bekannt und definiert, daß Verhalten jedoch nicht (statistische
Unsicherheit).
• Möglichkeit (possibility)
Bzgl. Möglichkeiten heißt es in [49]: "We note that the imprecision intrinsic in natural
languages is possibilistic in nature ..." und in [74]: "Possibility theory focus primarily on
imprecision, which is intrinsic in natural lanuages and is assumed to be 'possibilistic' rather
than probabilistic."
Es werden also auch wohldefinierte Ereignisse betrachtet, zu denen jedoch keine statistische
Aussagen getroffen werden. Vielmehr ist von Experten zu formulieren, wie groß jeweils die
Möglichkeit für das Eintreten der Ereignisse eingeschätzt wird. Das nicht-scharfe Wissen
wird also nicht durch statistische Erhebungen erfaßt, sondern durch Aussagen (Erfahrungen)
von menschlichen Experten.
• Unsicherheit (uncertainty), Vagheit (vagueness) und Unschärfe (unpreciseness)
Wie oben bereits angedeutet werden für nicht-scharfes Wissen auch noch weitere Begriffe
verwendet. In [4] heißt es: "Another source of uncertainty in a knowledge base is the
imprecision in language." Hier wird unter Unsicherheit also eine linguistische Unschärfe
verstanden.
In [18] heißt es zum 'Approximate Reasoning': "The problem deals with decision making and
reasoning processes in situations where the information is deficient in one or more of the
following ways: information is partial, the information is not fully reliable, the
prepresentation language is inherently imprecise and information from multiple sources is
conflicting."
Schließlich wird in [74] formuliert: "Real situations are very often uncertain or vague in a
number of ways. ... This Kolmogoroff-type probability is essentially frequentistic and is
based on set-theoretic considerations. ... We shall call this type of uncertainity or vagueness
stochastic uncertainty in contrast to the vagueness concerning the description of the semantic
meaning of events, phenomena, or statements themselves, which we shall call fuzziness.",
d.h. hier wird Unsicherheit bzw. Vagheit sowohl für statistische als auch für semantische
Unschärfe verwendet.
Im letzten Zitat wird folgerichtig festgestellt, daß jeweils explizit gesagt werden muß, welche
Art von Unsicherheit, Vagheit oder Unschärfe gemeint ist.
Nachdem nun die "Arten" von nicht-scharfem Wissen betrachtet wurden, soll kurz auf die
Ursachen und Gründe von nicht-scharfem Wissen eingegangen werden. Für eine ausführliche
Behandlung dieses Themas wird auf die Literatur verwiesen, beispielsweise auf  [16], [56], [75].
• Ereignisse, Beobachtungen etc. sind zufällig
Experten führen i.d.R. Untersuchungen durch; auf Grund der Ergebnisse erweitern sie ihre
Erfahrung und Erkenntnis. Sind jedoch die Untersuchungen und/oder die Beobachtungen
(teilweise) dem Zufall unterworfen, so kann keine präzise Erkenntnis erlangt werden.
• Analysen (Experimente) lassen sich nicht präzise durchführen (Meßungenauigkeiten)
Der Verlauf einer Untersuchung kann frei von Zufallseinflüssen sein. Können jedoch die
Eingangs- und/oder Ausgangsgrößen nicht präzise erfaßt werden, so kann wiederum keine
präzise Erkenntnis erlangt werden.
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• Analyseergebnisse lassen sich nicht interpretieren (zu viel Information)
Untersuchungen können eine Flut von Informationen ergeben. Selbst wenn die Untersuchung
frei von stochastischem Verhalten ist und präzise durchgeführt werden kann, kann die
Informationsflut häufig nicht adäquat verarbeitet werden.
• Ursachen sind unbekannt (zu wenig Information)
Selbst wenn Untersuchungen frei von Zufallseinflüssen sind und die Eingangs- und
Ausgangsgrößen präzise erfaßt werden können, muß das Ergebnis nicht zwangsläufig
interpretierbar und durch eine analytische Formel beschreibbar sein.
• Beurteilungen lassen sich nicht objektivieren
Experten beurteilen einen Sachverhalt häufig unterschiedlich. Auch intensive
Untersuchungen können dabei oftmals keine Klärung herbeiführen, weil konkrete
Untersuchungen (Experimente) durchaus gleichzeitig mehrere (event. entgegengesetzte)
Theorien bestätigen können.
Alle Gründe führen letztendlich dazu, daß zu einem bestimmten Themengebiet keine Gewißheit
erlangt werden konnte bzw. kann. Das Wissen sollte in solchen Fällen in der Unschärfe, in der
es existiert, implementiert werden.
Dabei spielt es zunächst keine Rolle, ob eine Regel- oder Frame-basierte Wissensbasis
verwendet wird: Im Falle der Regel-basierten Wissensbasen ist das nicht-scharfe Wissen in
Form einer Regel, im Falle der Frame-basierten Wissensbasen in Form eines If-added oder If-
needed Facet zu implementieren. Wesentlich ist, daß das Wissen in der nicht-scharfen Form, in
der es existiert, implementiert werden kann.
Zur Implementierung nicht-scharfen Wissens wurden unterschiedliche Techniken entwickelt.
Die wichtigsten werden in den folgenden Abschnitten knapp dargestellt.
2.8.1 Bayes Theorem
Wie oben bereits geschildert ist die Ursache für nicht-scharfes Wissen häufig ein statistisches
bzw. zufälliges Verhalten. Wird nach möglichen Ursachen – genauer gesagt: nach der
Zuversicht in mögliche Ursachen – gefragt, so bietet sich das Bayes Theorem zur Realisierung
an [16].
Zunächst wird dazu die Bedingte Wahrscheinlichkeit (auch Übergangswahrscheinlichkeiten)
eingeführt:
)(
)()|(
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bezeichnet die Wahrscheinlichkeit, daß das Ereignis A eintritt, wenn das Ereignis B eingetreten
ist (bzw. die Bedingung B erfüllt ist).
Wird ein Ereignis A durch m unvereinbare Ereignisse Bi
Bi ∩ Bj = ∅ für i ≠ j
statistisch bedingt, so gilt:
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Die Bayessche Formel berechnet bei gegebenen Übergangswahrscheinlichkeiten P(A|Bi) die
inverse Wahrscheinlichkeit P(Bj|A), d.h. die Wahrscheinlichkeit dafür, daß das Ereignis Bj die
Ursache für das Eintreten des Ereignisses A ist:
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bzw. bei nur einem Ereignis B:
)(
)()|()|(
AP
BPBAPABP ⋅=   .
Bei der Formulierung unscharfen Wissens wird das Bayes Theorem verwendet, indem man aus
bekannten Tatsachen (Wahrscheinlichkeiten für Ereignisse Bi) sowie bekannten Zusammen-
hängen (bedingte Wahrscheinlichkeiten P(A|Bi) ) auf  mögliche Ursachen Bi für das
eingetroffene Ereignis A schließt. Je nach Fall können dabei die a priori Wahrscheinlichkeiten
P(Bi) die Eingangsdaten und bedingte Wahrscheinlichkeiten P(A|Bi) zusammen mit der Bayes
Formel das Expertenwissen darstellen, oder auch umgekehrt.
Im folgenden wird ein simples Beispiel für den ersten Fall gegeben:
Es sei bekannt, daß Stress (S) mit einer Wahrscheinlichkeit von 40% zu Kopfschmerzen (K)
führt:
P(A|B1)=P(K|S)=0.4 .
Entsprechend sei bekannt, daß Alkoholkonsum (A) in 80% der Fälle zu Kopfschmerzen und
Übermüdung (Ü) in 10% der Fälle zu Kopfschmerzen führt:
P(A|B2)=P(K|A)=0.8
P(A|B2)=P(K|Ü)=0.1 .
Dabei ist zu beachten, daß das Bayes Theorem scharfe Ereignisse vorraussetzt! Es kann also nur
zwischen Stress oder nicht Stress, zwischen Alkoholkonsum oder nicht Alkoholkonsum, usw.
unterschieden werden. Eine genauere (realitätsnahe) Differenzierung ist nicht möglich.
Ungeachtet dieser (für die Praxis sicherlich erheblichen) Einschränkung sei für einen Patienten
bekannt, wie groß die Wahrscheinlichkeiten für "Stress", "Alkoholkonsum" und "Übermüdung"
sind:
P(B1)=P(S)=0.05
P(B2)=P(A)=0.10
P(B2)=P(Ü)=0.05  .
Liegen nun Kopfschmerzen vor, so kann die potentielle Ursache derselben nach dem Bayes-
Theorem ermittelt werden:
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d.h. es gibt starken Grund zu der Annahme, daß der Alkoholkonsum Ursache für die
Kopfschmerzen ist.
Wie bereits das Beispiel zeigt, eignet sich die Anwendung des Bayes Theorems vor allem für
Diagnose-Expertensysteme, während es für Problemlösungen nur bedingt geeignet ist.
Unabhängig davon bestehen die folgenden, gravierenden Nachteile:
• Es können nur scharfe Ereignisse behandelt werden (im Beispiel "Stress" oder "kein
Stress"); in der Realität ist jedoch häufig eine differenzierte Betrachtung notwendig.
• Es müssen sämtliche a-priori Wahrscheinlichkeiten P(Bi) sowie sämtliche bedingte
Wahrscheinlichkeiten P(A|Bi) bekannt sein (jeweils Punktwahrscheinlichkeiten auf einem
absoluten Skalenniveau), was gerade für große und komplexe Wissensgebiete nicht immer
der Fall ist.
• Alle Ereignisse Bi müssen statistisch unvereinbar sein. Auch dies ist häufig nicht gegeben
oder kann nicht entschieden werden.
• Wird die (neue) Erkenntnis erlangt, daß das Ereignis A nicht nur durch die unvereinbaren
Ereignisse B1 ... Bn, sondern auch durch das zusätzliche, unvereinbare Ereignis Bn+1 bedingt
wird, so reicht es nicht aus, nur das Ereignis Bn+1 neu aufzunehmen, sondern sämtliche a
priori Wahrscheinlichkeiten P(Bi) müssen dann derart neu bestimmt werden, daß die Summe
aller P(Bi) mit i = 1 ... n+1 wieder 1 ergibt.
Insgesamt sind aus den vorgenannten Gründen die Möglichkeiten vages oder unscharfes Wissen
mit Hilfe des Bayes Theorems zu implementieren recht begrenzt.
2.8.2 Possibility Theorie
Während die Wahrscheinlichkeitstheorie statistische Aussagen über Ereignisse macht, bietet die
Possibility Theorie die Möglichkeit, den Ereignissen den Erfahrungswert von Experten zu-
zuordnen [69].
Das in der Literatur vermutlich am häufigsten zitierte Beispiel ist das folgende:
Für die Aussage (oder "Regel")
"Hans ißt X Eier zum Frühstück"
mit X ∈ U = {1, 2, 3, 4, ...} kann neben einer statistischen Aussage, die auf Grund statistischer
Erhebungen eine Aussage über die Wahrscheinlichkeit macht, daß X einen bestimmten Wert aus
U annimmt, auch eine Aussage Poss(X) gemacht werden, die den Erfahrungswert beschreibt,
daß Hans X Eier essen kann. Stellt man diese beiden Aussagen gegenüber, so könnte man
beispielsweise die folgende Tabelle erhalten:
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Eier X
1 2 3 4 5 6 7 8
P(X) 0.1 0.8 0.1 0 0 0 0 0
Poss(X) 1 1 1 1 0.8 0.6 0.4 0.2
Es ist erkenntlich, daß hohe Possibility-Grade nicht zwangsläufig mit hohen Wahrscheinlich-
keitswerten einhergehen. Entsprechendes gilt für niedrige Possibility-Grade bzw. Wahr-
scheinlichkeiten.
Hingegen muß ein unmögliches Ereignis (Poss(X) = 0) eine Wahrscheinlichkeit P(X) = 0 haben;
andernfalls hätte man Grund die Expertise des Experten, der die Möglichkeitswerte aufgestellt
hat, zu hinterfragen.
Schließlich fällt noch auf, daß die Summe über alle Möglichkeiten im Gegensatz zur Summe
über alle Wahrscheinlichkeiten nicht 1 ergeben muß.
Weiter soll und kann an dieser Stelle nicht auf die Possibility Theorie eingegangen werden, zum
einen weil sie eng mit der Fuzzy Set Theorie verknüpft ist, die erst weiter unten behandelt wird,
zum anderen weil sie den Rahmen dieser Arbeit sprengen würde. Eine umfassende Behandlung
der Theorie bietet beispielsweise [8].
2.8.3 Dempster-Shafer Theorie
Ein Problem des Bayes Theorems ist die Notwendigkeit, a priori sowie bedingte
Wahrscheinlichkeiten für scharfe Ereignisse angeben zu müssen. In der Praxis ist dies häufig
schwierig oder gar unmöglich. Auf Grund dieser Erkenntnis wurde 1960 von Dempster eine
neue Theorie entwickelt, die später von Shafer erweitert wurde [4], und die es u.a. erlaubt, auf
Mengen bzw. Bereiche zu agieren.
Zunächst wird für ein Ereignis A (z.B. "Kopfschmerzen")  die Menge θ aller möglichen
Ursachen aufgestellt, wobei sich die Ursachen nicht gegenseitig bedingen dürfen. θ wird frame
of discrenment (Erkenntnisrahmen) genannt. Jedes einzelne Element aus θ wird singleton
genannt und ist eine potentielle Ursache für das Ereignis A. Tatsächlich kann aber auch die
Kombination von zwei oder allgemein mehreren singletons die Ursache für das Ereignis A sein.
Somit ist die Menge aller praktisch denkbaren Ursachen für das Ereignis A die Potenzmenge
P(θ). Hat das Ereignis A beispielsweise insgesamt 4 sich gegenseitig ausschließende Ursachen:
θ = {a, b, c, d}
so gilt für die Summe aller Ursachen für A
P(θ) = { {a, b, c, d},
{a, b, c}, {a, b, d}, {a, c, d}, {b, c, d},
{a, b}, {a, c}, {a, d}, {b, c}, {b, d}, {c, d},
{a}, {b}, {c}, {d} , {} } .
Für die Mächtigkeit der Potenzmenge gilt
||2|)(| θθ =P
im Beispiel also 162|)(| 4 ==θP  (die leere Menge wird aus formalen Gründen mit
berücksichtigt).
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Nicht alle potentielle Ursachen für A müssen von praktischer Bedeutung sein. Daher werden den
Ursachen an Stelle von a priori und bedingte Wahrscheinlichkeiten sogenannte basic probability
assignments (bpa) zugeteilt. Diese stellen eine Verallgemeinerung von Wahrscheinlichkeiten
dar und weisen jeder Ursache eine Zahl zwischen 0 und 1 zu, wobei die Summe aller bpas 1
ergeben muß. Sei q ein Element der Potenzmenge P(θ), so schreibt man für ein basic probability
assignment
m(q)    mit    q ∈ P(θ)  .
Auf diese Weise können nicht nur einzelnen Ursachen (singletons), sondern auch
Kombinationen von Ursachen (Teilmenge q der Potenzmenge P(θ) ) "Wahrscheinlichkeiten" für
die Bewirkung des Ereignisses A zugewiesen werden.
Nun werden sogenannte Belief Functions eingeführt, die für jede Teilmenge q die bpas der
Potenzmenge von q aufsummieren; z.B.:
Bel( {a, b, c} ) = m( {a, b, c} ) + m( {a, b} ) + m( {b, c} ) + m( {a, c} )
m( {a} ) + m( {b} ) + m( {c} ) + m( {} )
wobei m({}) = 0 .
Sind auf Grund verschiedener Beobachtungen verschiedene Ursachen für das Ereignis A
bekannt, so können diese Erkenntnisse kombiniert werden.
Beispielsweise sei die Erkenntnis
m1( {a, b} ) = 0.6 ⇒ m1(θ) = 1 – 0.6 = 0.4,    m1(q) = 0  mit  q ∈ P(θ) – {a, b}
gegeben, sowie eine weitere Erkenntnis
m2( {b, c, d} ) = 0.7 ⇒ m2(θ) = 1 – 0.7 = 0.3,    m2(q) = 0  mit  q ∈ P(θ) – {b, c, d} .
Durch Multiplikation erhält man die kombinierten bpas m1⊕m2 :
m2( {b, c, d} ) = 0.7 m2(θ) =  0.3
m1( {a, b} ) = 0.6 m1⊕m2( {b} ) = 0.42 m1⊕m2( {a, b} ) = 0.18
m1(θ) = 0.4 m1⊕m2( {b, c, d} ) = 0.28 m1⊕m2(θ) = 0.12
Entsprechendes gilt für sämtliche Belief Functions, beispielsweise für
Bel1⊕Bel2( {a, b} ) = m1⊕m2( {a, b} ) + m1⊕m2( {a} ) + m1⊕m2( {b} ) = 0.60  .
Die Dempster-Shafer-Theorie wird u.a. zur Kombination von Aussagen über Ursachen
verwendet. Haben mehrere bereits ausgewertete Regeln etwa verschiedene Ursachen für ein
erkanntes Ereignis A ergeben, so werden in der oben dargestellten Weise die kombinierten
Belief Functions der einzelnen Ursachen berechnet, um so auf die wahrscheinlichste Ursache
schließen zu können. Dabei können nicht nur bestätigte Ursachen, sondern auch bestätigte sowie
zurückgewiesene Ursachen kombiniert werden.
Auch die Dempster-Shafer-Theorie eignet sich damit in erster Linie für Diagnose-
Expertensysteme. Problematisch ist – ähnlich  wie beim Bayes Theorem – daß die Dempster-
Shafer-Theorie auf der Vorraussetzung beruht, daß alle Ursachen des Ereignisses A sich
gegenseitig nicht bedingen und daß die Menge θ vollständig ist, d.h. alle Ursachen enthält. In
der Realität trifft häufig beides nicht zu bzw. ist meistens gar nicht überprüfbar oder
nachweisbar. Daher ist auch die Dempster-Shafer-Theorie nur bedingt geeignet, unscharfes
Wissen zu implementieren und anzuwenden.
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2.8.4 Certainty Factors
Sowohl beim Bayes Theorem als auch bei der Dempster-Shafer Theorie wird davon
ausgegangen, daß unsicheres Wissen durch Wahrscheinlichkeiten beschrieben werden kann.
Demgegenüber wird in der Certainty-Theorie unsicheres Wissen durch Bemessung des
Vertrauens in eine (Regel-) Aussage ausgedrückt [10].
Dazu wird für jede Aussage ein sogenannter Zuversichts-Faktor (certainty factor, CF)
eingeführt, der sich aus dem Grad der Begründung (measure of belief, MB) und dem Grad des
Zweifels (measure of disbelief, MD) zusammensetzt:
Ist h eine Annahme bzw. Vermutung (hypothesis) und e der Beweis bzw. Beleg (evidence) der
Annahme, so ist
CF(h:e)
der certainty factor für h unter der Vorraussetzung, daß e gegeben ist. Entsprechendes gilt für
MB(h:e) und MD(h:e).
Der certainty factor berechnet sich durch
CF(h:e) = MB(h:e) – MD(h:e) .
MB und MD können alle Werte zwischen 0 (widerlegt) und 1 (bewiesen) annehmen, wodurch
der Zuversichts-Faktor CF alle Werte zwischen
–1 komplett falsch bzw. Hypothese ist vollständig widerlegt
und
+1 komplett richtig bzw. Hypothese ist vollständig belegt
annehmen kann.
Durch Abarbeitung der Wissensbasis soll die Zuversicht bzw. der Zweifel an Annahmen
gemehrt werden, so daß man zu begründeten Aussagen gelangen kann. Ist die Zuversicht MB zu
einer Annahme h durch einen ersten Beleg e1 gegeben, also
MB(h:e1)
und wird die Annahme h durch Abarbeitung einer weiteren Regel durch einen zweiten Beleg e2
verstärkt, so berechnet sich der Zuversichtsfaktor MB unter beiden Belegen e1 und e2 zu
( )):(1():():(),:( 12121 ehMBehMBehMBeehMB −⋅+=
):():():():( 2121 ehMBehMBehMBehMB ⋅−+=   .
Gleiches gilt für die Zweifelfaktoren MD. Diese Kombination wird allgemein als algebraische
Summe bezeichnet (siehe Kapitel 4.4).
Die Inference Engine eines Expertensystems hat dann u.a. auch die Aufgabe, mit jeder
Regelaktion die MBs und MDs der verschiedenen Annahmen zu aktualisieren, um am Ende der
Wissensverarbeitung die Zuversichtsfaktoren CF auf Basis der kombinierten MBs und MDs zu
berechnen und Aussagen zu treffen.
Die algebraische Summe hat die folgenden wichtigen Eigenschaften (ohne Beweis):
• Die Reihenfolge der Belege e1 und e2 ist unerheblich.
Es spielt also keine Rolle, ob bei der Wissensabarbeitung zunächst der Beleg e1 und dann  e2
erlangt wird oder umgekehrt.
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• Die algebraische Summe kann rekursiv wiederholt werden.
Es können nach und nach beliebig viele Belege ei für MB (oder für MD) durch wiederholte
Anwendung der algebraischen Summe werden. Auch hier ist die Reihenfolge der Belege ei
unerheblich.
• Das Ergebnis der algebraischen Summe ist stets zwischen 0 und 1.
Werden nach und nach beliebig viele Belege ei für MB (oder für MD) erlangt, so kann der
Faktor MB (bzw. MD) nie größer als 1 und nie kleiner als 0 werden.
Als Beispiel sei die Frage nach Kopfschmerzen nochmals aufgegriffen (siehe oben), wobei hier
beispielhaft eine Aussage über das Auftreten von Kopfschmerzen getroffen werden soll
(Prognose-Exepertensystem).
Das Wissen über die Annahme h: "Kopfschmerzen werden auftreten" wird wie folgt
implementiert. Man beachte Regel 4, die Zweifel an Kopfschmerzen begründet!
Regel 1 WENN Stress groß ist (e1)
DANN werden Kopfschmerzen auftreten (MB(h:e1) = 0.4)
Regel 2 WENN Alkoholkonsum groß ist (e2)
DANN werden Kopfschmerzen auftreten (MB(h:e2) = 0.8)
Regel 3 WENN Übermüdung groß ist (e3)
DANN werden Kopfschmerzen auftreten (MB(h:e3) = 0.1)
Regel 4 WENN Aspirin genommen wurde (e4)
DANN werden Kopfschmerzen nicht auftreten (MD(h:e4) = 0.95)
Für einen Patienten mit großem Alkoholkonsum und starker Übermüdung erhält man nach
Abarbeitung der vier Regeln:
0):( 1 =ehMB
8.0):( 2 =ehMB
82.008.01.08.0):():():():(),:( 323232 =−+=⋅−+= ehMBehMBehMBehMBeehMB
0.0):( 4 =ehMD
und damit
CF(h:e2,e3) = MB(h:e2,e3) – MD(h) = 0.82 – 0.0 = 0.82
d.h. es besteht starke Zuversicht, daß der Patient Kopfschmerzen bekommen wird.
Für einen anderen Patienten, der großem Streß ausgesetzt war und viel Alkohol konsumiert
hatte, schließlich aber auch noch ein Aspirin genommen hat, erhält man nach Abarbeitung der
vier Regeln:
4.0):( 1 =ehMB
88.032.08.04.0):():():():(),:( 212121 =−+=⋅−+= ehMBehMBehMBehMBeehMB
95.0):( 4 =ehMD
CF(h:e1,e2,e4) = MB(h:e1,e2) – MD(h:e4) = 0.88 – 0.95 = – 0.07
d.h. es kann keine klare Aussage getroffen werden7.
                                                
7 Abgesehen von der Tatsache, daß die Regeln im Beispiel auf keiner medizinischen Studie beruhen, sondern nur
zu Demonstrationszwecken aufgestellt worden sind, entspricht das Ergebnis dem alltäglichen Erkenntnisgrad:
Aspirin ist kein Garant gegen Kopfschmerzen bei starkem Streß und gleichzeitig hohem Alkoholkonsum.
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In einer Erweiterung können die Faktoren MB und MD auch den Regelbedingungen vergeben
werden, was insbesondere bei zusammengesetzten Bedingungen notwendig werden kann.
Wie bereits erläutert, eignet sich die Theorie der Certainty Factors vor allem für Prognose
Systeme. Zwar werden einige der Nachteile des Bayes Theorems und der Dempster-Shafer
Theorie vermieden. Dennoch bestehen die folgenden Nachteile:
• Für die Regel-Bedingungen sind nur zwei Zustände möglich: Die Bedingung ist erfüllt oder
nicht erfüllt. Eine feinere Differenzierung ist nicht möglich.
• Bei der Regel-Abarbeitung wird lediglich die Identität zwischen den vorliegenden (Eingangs-
) Daten und der Vorgabe der Regel-Bedingung überprüft. Weichen die Daten auch nur
minimal von der Vorgabe ab, so ist die Regel-Bedingung nicht erfüllt und der Beleg dieser
Regel gilt als vollständig nicht erbracht.
• Der Grad der Zuversicht, daß ein Faktum eine Hypothese belegt (bzw. widerlegt) ist durch
eine reelle Zahl auf einer absoluten Skala auszudrücken. Dies ist oftmals nicht nur schwer,
sondern suggeriert (bzw. fordert), daß Unschärfe durch eine exakte Zahl ausgedrückt werden
kann (bzw. ausgedrückt wird).
• Der Operator zur Verknüpfung mehrerer Belege für eine Hypothese ist fest vorgegeben.
Tatsächlich hängt es oftmals jedoch vom Einzelfall ab, wie stark zwei Belege die
Gesamtzuversicht in die Hypothese bedingen sollen, d.h. der zu verwendende Operator ist
kontextabhängig.
Damit bleiben auch bei dieser Theorie wichtige Elemente zur Implementierung und Anwendung
von unscharfen Wissen unberücksichtigt.
2.8.5 Fuzzy Set Theorie
Alle bisher vorgestellten Techniken bieten nur sehr eingeschränkte Möglichkeiten zur
Implementierung nicht-scharfen Wissens. Insbesondere die Tatsache, daß Ereignisse in der
Realität nicht nur zwei Zustände (wahr oder falsch), sondern viele, fein differenzierte Zustände
annehmen können, wurde von den vorhergehend dargestellten Theorien unzureichend oder gar
nicht berücksichtigt. So kann beispielsweise ein Patient bei Verwendung der Certainty Factors
entweder starken Stress haben oder keinen starken Stress haben. Die Differenzierung in Stress
unterschiedlicher Ausprägung ist nicht möglich – es sei denn, es werden entsprechend viele
Teilregeln aufgestellt, deren Bedingungen sich dann jedoch gegenseitig ausschließen müssen.
Die Fuzzy Set Theorie erlaubt es, sowohl Bedingungen und Schlußfolgerungen als auch die
aktuellen Eingangsdaten in der Unschärfe, in der sie existieren, direkt zu implementieren bzw.
anzuwenden. Potentielle, jedoch nicht näher bekannte Faktoren müssen nicht berücksichtigt
werden und die bekannten Faktoren müssen sich nicht gegenseitig ausschließen. Weiterhin
ermöglicht es die Fuzzy Set Theorie, auch die linguistische Unschärfe in Wissen zu modellieren
und zu verarbeiten.
Damit stellt die Fuzzy Set Theorie eines der wichtigsten Mittel zur Implementierung und
Anwendung unscharfen Wissens dar und wird im folgenden Kapitel näher betrachtet.
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3 Verwendung der Fuzzy Set Theorie in Expertensystemen
Ausgehend von der Erkenntnis, daß die Bool'sche Aussagenlogik, die nur ein "wahr" und ein
"falsch" kennt, nicht ausreicht, um sämtliche Formen von Wahrheitsaussagen zu erfassen, wurde
von L. Zadeh die Fuzzy Set Theorie [66]entwickelt, die auch Wahrheitswerte zwischen "wahr"
und "falsch" ermöglicht.
In diesem Kapitel wird eine kurze Einführung in die Fuzzy Set Theorie sowie die Implemen-
tierung von Regeln in Expertensystemen mit Hilfe der Fuzzy-Control (die Inferenzmethoden zur
Verarbeitung numerischer Datengrößen zur Verfügung stellt) gegeben.
3.1 Einführung
Um den Rahmen dieser Arbeit nicht zu sprengen kann nur eine sehr knappe Einführung in die
Fuzzy Set Theorie gegeben werden. So werden hier beispielsweise Fuzzy-Sets als Abbildung
von einer Grundmenge auf die Zielmenge [0,1] definiert. Dies entspricht zwar der üblichen
Anwendung, es sei hier jedoch darauf hingewiesen, daß dies eine Einschränkung der
Allgemeinheit darstellt. Eine ausführliche Einführung in die Fuzzy Set Theorie bietet u.a. [74].
Die Fuzzy Set Theorie ist eine Theorie auf unscharfen Mengen:
Definition 3-1
Die Fuzzy Set Theorie definiert Fuzzy-Sets und Operationen auf den Fuzzy-Sets.
Im folgenden wird zunächst auf die Fuzzy-Sets und weiter unten auf die Operationen
eingegangen.
Für jede Größe, über die Aussagen getroffen werden sollen, werden zunächst sogenannte
linguistische Variablen eingeführt [3], [64], [68]. Für jede linguistische Variable werden ein
oder mehrere Fuzzy-Sets definiert, mit denen Wahrheitsaussagen getroffen werden können. Wie
oben bereits erwähnt werden an dieser Stelle Fuzzy-Sets als Abbildung einer Grundmenge G auf
das Intervall [0,1] definiert:
Definition 3-2
Ist G eine Grundmenge, so heißt die Abbildung
µ:  G → [0,1]
ein Fuzzy-Set (unscharfe Menge oder auch Fuzzy-Menge) in G.
µ wird als Zugehörigkeitsfunktion (membership function) des Fuzzy-Sets bezeichnet, die
jedem x ∈ G den Zugehörigkeitsgrad µ(x) aus dem Intervall [0,1] zuordnet.
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Die Zugehörigkeitsfunktionen der Fuzzy-Sets können zunächst beliebige Verläufe haben. Für
den praktischen Einsatz müssen jedoch alle Zugehörigkeitsfunktionen definiert werden.
Prinzipiell kann zwischen manueller und automatischer Erstellung der Zugehörigkeitsfunktionen
unterschieden werden. Für die manuelle Erstellung sind u. a. Methoden zur direkten
Implementierung sowie statistische Methoden vorgestellt worden [57], [59]. Für eine
automatische Erstellung sind neuronale Netzwerke [52], [58], genetische Algorithmen [28],
Inductive Reasoning [21] und weitere Verfahren vorgestellt worden.
In der Praxis werden häufig trapezförmige oder dreieckige Fuzzy-Sets verwendet, da die
wesentlichen Eigenschaften der Fuzzy-Sets durch ihre sogenannte Toleranz und Einflußbreite
gegeben sind [17].
Soll beispielsweise das Alter a einer Person betrachtet werden, so wird eine linguistische
Variable "Alter" definiert. Weiterhin werden mehrere Fuzzy-Sets µ(a) definiert, beispielsweise
"sehr jung", "jung", "alt" und "sehr alt" (siehe Abbildung 3-1).
   µi(a)
sehr jung jung  alt sehr alt
1
0   a
Abbildung 3-1: Fuzzy-Sets
   µi(a)
sehr jung jung  alt sehr alt
 1
0.7
0.2
 0   a
30 Jahre
Abbildung 3-2: Fuzzifizierung
Fuzzy-Sets haben also "scharf" definierte Zugehörigkeitsfunktionen. Zadeh stellte die Frage, ob
es stets möglich ist, "scharfe" Zugehörigkeitsfunktionen für an sich "nicht-scharfe" linguistische
Begriffe zu definieren. Als Antwort wurde vorgeschlagen, die Zugehörigkeitsfunktionen von
Fuzzy-Sets selbst durch Fuzzy-Sets zu definieren. Dadurch gelangt man zu den sogenannten
Typ 2 bzw. allgemein Typ m Fuzzy-Sets [74].
Aus Platzgründen können hier lediglich die Definitionen wiedergegeben werden, jedoch kann
nicht näher auf Typ m Fuzzy-Sets eingegangen werden:
Definition 3-3
Fuzzy-Sets gem. Definition 3-2 werden Typ 1 Fuzzy-Sets genannt.
Ein Typ 2 Fuzzy-Set ist eine Fuzzy-Menge in G, deren Zugehörigkeitsfunktionen Typ 1
Fuzzy-Sets auf [0,1] sind.
Ein Typ m Fuzzy-Set ist eine Fuzzy-Menge in G, deren Zugehörigkeitsfunktionen Typ
m – 1, m > 1, Fuzzy-Sets auf [0,1] sind.
Um mit realen Daten (im Beispiel das reale Alter einer Person) und den dazugehörigen
linguistischen Variablen arbeiten zu können, muß eine Transformation zwischen den beiden
Größen eingeführt werden. Dies geschieht durch die Fuzzifizierung und die Defuzzifizierung.
3 Verwendung der Fuzzy Set Theorie in Expertensystemen 39
3.2 Fuzzifizierung
Bei der Fuzzifizierung wird ein realer Wert in den Realisierungsgrad der Fuzzy-Sets der
linguistischen Variable transformiert. Abbildung 3-2 zeigt das dazu üblicherweise gewählte
Vorgehen: Der Realisierungs- bzw. Zugehörigkeitsgrad der Fuzzy-Sets ist gleich dem
Ordinatenwert der Zugehörigkeitsfunktion für den realen Wert. Abhängig vom Realisierungs-
grad eines Fuzzy-Sets kann eine diesbezügliche Aussage als "vollständig falsch" (Realisierungs-
grad 0) bis hin zu "vollständig richtig" (Realisierungsgrad 1) interpretiert werden.
Definition 3-4
Der Übergang von scharfen (Signal-) Werten x ∈ G auf zugehörige Fuzzy-Signalwerte
xr wird als Fuzzifizierung bezeichnet.
Das fuzzifizierte Signal ist ein n-Tupel (bzw. Fuzzy-Vektor der Dimension n) von
Zugehörigkeits- bzw. Realisierungsgraden:
( ))()()( 21 xxxx nT µµµ Kr =  .
Zadeh führte für die linguistischen Variablen eine listenartige Notation mit dem "+" Zeichen als
Trennung ein [66]. Heutzutage ist jedoch eine vektorielle Notation üblich [12], [20].
Für das Beispiel gem. Abbildung 3-2 wird das reale Alter a = 30 Jahre in den Fuzzy-Vektor
( ) ( )0.00.07.02.0)()()()( 4321 == aaaaaT µµµµr
fuzzifiziert. Die folgende Interpretation ist damit möglich:
"30 Jahre ist sehr jung" ist so gut wie falsch (Fuzzy-Set "sehr jung" ist nur zu 0.2 erfüllt).
"30 Jahre ist jung" ist weitestgehend richtig (Fuzzy-Set "jung" ist zu 0.7 erfüllt).
"30 Jahre ist alt" ist vollkommen falsch (Fuzzy-Set "alt" ist vollständig nicht erfüllt).
"30 Jahre ist sehr alt" ist vollkommen falsch (Fuzzy-Set "sehr alt" ist vollständig nicht erfüllt).
Für die Fuzzifizierung einer realen Größe x in einen Fuzzy-Vektor xr  wird in dieser Arbeit die
Schreibweise
xx F r→
verwendet.
3.3 Defuzzifizierung
Bei der Defuzzifizierung werden die Realisierungsgrade der Fuzzy-Sets wieder zurück in
skalare Werte der realen Größe transformiert, was in dieser Arbeit durch
xx DF→r
dargestellt wird. Es gilt die
Definition 3-5
Der Übergang von unscharfen Fuzzy-Vektoren xr  auf zugehörige scharfe (Signal-) Werte
x wird als Defuzzifizierung bezeichnet.
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Während für die Fuzzifizierung üblicher Weise nur eine Transformation vorgeschlagen wird,
werden für die Defuzzifizierung verschiedene Möglichkeiten genannt. Die häufigsten Methoden
sind [17]:
1. Maximum-Methode
Es wird lediglich der Fuzzy-Set mit dem größten Erfüllungsgrad berücksichtigt. Der
defuzzifizierte Wert entspricht dem "Mittelpunkt" dieses Fuzzy-Sets. Existieren mehrere
Fuzzy-Sets mit gleichem maximalen Erfüllungsgrad, so wird das arithmetische Mittel der zu
diesen Fuzzy-Sets gehörenden "Mittelpunkte" gebildet.
Hauptvorteil dieser Methode ist die leichte Realisierbarkeit. Nachteile sind, daß der
defuzzifizierte Wert unabhängig vom Erfüllungsgrad des Fuzzy-Sets ist und daß nur einige
wenige diskrete Werte angenommen werden können.
2. Schwerpunkt-Methode ("Center of Gravity")
Das Ergebnis der Defuzzifizierung ist der Flächenschwerpunkt der aus allen Fuzzy-Mengen
gem. des jeweiligen Realisierungsgrades gebildeten Fläche:
∫
∫
∞
∞
⋅
=
0
0
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dyy
dyyy
yres
µ
µ
Vorteile dieser Defuzzifizierung sind die
Berücksichtigung aller Fuzzy-Sets sowie
ein stetiger Verlauf der defuzzifizierten
Größe für den Fall, daß sich die Fuzzy-
Sets überlappen.
   µ
S1 S2 S3 S4 S5
1
r(y)
S
0    y
 yres
Abbildung 3-3: Defuzzifizierung
Nachteilig ist vor allem der erheblich höhere Rechenaufwand. Außerdem gilt auch hier, daß
das Ergebnis der Defuzzifizierung vom Erfüllungsgrad des Fuzzy-Sets unabhängig ist, wenn
nur ein Fuzzy-Set einen Realisierungsgrad ungleich Null hat.
3. Angenäherte Schwerpunkt-Methode
Bei der angenäherten Schwerpunkt-Methode werden die Abszissen yi der Schwerpunkte mit
den jeweiligen Erfüllungsgraden Hi als Näherung für das Produkt y⋅µ(y) verwendet:
∑
∑
∞
=
∞
==
1
1
i
i
i
ii
res
H
Hy
y
Vorteile dieser Defuzzifizierung ist der
gegenüber der Schwerpunkt-Methode
verringerte Rechenaufwand.
Die restlichen Nachteile der Schwer-
punkt-Methode bleiben hingegen erhal-
ten.
    µ
S1 S2 S3 S4 S5
H1
H2
 0    y
           y3 yres y4
Abbildung 3-4: Defuzzifizierung
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3.4 Implementierung von Regeln mit Hilfe der Fuzzy-Control
Wie bereits in den Kapiteln 2.4 und 2.5 erläutert stellen Regeln ein wichtiges Instrument zur
Implementierung und Anwendung von Wissen dar. Zunächst kann dies in Form des Modus
Ponens geschehen (siehe Abschnitt 2.6.1), also
[x=A, x=A → y=B ]   |→   y=B
bzw. anders notiert
"Regel": WENN x=A DANN y=B
Prämisse: x=A
Schlußfolgerung: y=B
Wird die Regel mit Hilfe der Bool'schen Logik (siehe Kapitel 2.7) implementiert, so können
sowohl die Fakten und Bedingungsteile als auch die Schlußfolgerungen nur die scharfen
Aussagewerte "wahr" bzw. "falsch" annehmen.
Beim unscharfen Schließen mit Hilfe der Fuzzy-Control können in einem ersten Schritt – dem
Approximate Reasoning – sowohl Fakten, Bedingungsteile sowie die Schlußfolgerungen durch
linguistische Variablen repräsentiert werden, wodurch nicht-scharfes Wissen repräsentiert und
angewandt werden kann. Dabei wird jedoch bei der Bedingungsauswertung stets auf Identität
geprüft.
In der Erweiterung des Plausible Reasoning müssen schließlich die Fakten mit den
Bedingungsteilen nicht mehr exakt übereinstimmen, d.h. es sind unscharfe Vergleiche (genauer:
unscharfe Relationen) möglich [72]:
"Regel": WENN x=A DANN y=B
Prämisse: x=A'
Schlußfolgerung: y=B'
Dies wird als Erweiteter Modus Ponens (generalized Modus Ponens) bezeichnet; der Inferenz-
Prozess auch als Calculus of Relations.
Wichtig ist, daß der Erweitete Modus Ponens alleine noch nicht genügt, um Schlußfolgerungen
auf Grund von Ähnlichkeiten zwischen Regelbedingung und Prämisse zu schließen. Im Beispiel
"Regel": WENN Tomate ist rot DANN Tomate ist reif
Prämisse: Tomate ist sehr rot
Schlußfolgerung: Tomate ist sehr reif
kann die Schlußfolgerung in Form des Erweiteter Modus Ponens nur deshalb geschlossen
werden, weil das Zusatzwissen vorhanden ist, daß ein monotoner Zusammenhang zwischen der
Bedingung A (Tomate ist rot) und der Schlußfolgerung B (Tomate ist reif) existiert [74].
Es sei an dieser Stelle nicht unerwähnt, daß es vom konkreten Anwendungsfall abhängt, ob das
Ergebnis B', das in Form einer linguistischen Variable vorliegt, durch Defuzzifizierung in einen
realen Zahlenwert rücktransformiert wird oder einem linguistischen Term zuzuordnen ist.
In den folgenden Abschnitten wird gezeigt, wie der Calculus of Relations in der Fuzzy-Control
realisiert wird.
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3.4.1 Schließen mit unscharfen Relationen
Das Verfahren des Calculus of Relations mit Hilfe unscharfer Relationen basiert auf Zadeh [67].
Wird A durch das Fuzzy-Set µA(x) und A' durch µA' (x) mit x∈X sowie B durch µB(y) mit y∈Y be-
schrieben, so berechnet sich B' unter Verwendung unscharfer Relationen wie folgt [3]:
1. Aufstellen einer Implikationsverknüpfung
I(x,y) = I(µA(x), µB(y)) ∈ X×Y  ,
die die linguistische Regel " WENN x = A DANN y = B " in Form der Relationsmatrix I
implementiert.
2. Die Prämisse A' wird auf die Implikationsverknüpfung angewandt, was durch die
Bildung der Schnittmenge erfolgt:
R(x,y) = t[µA' (x), I(x,y)] ∈ X×Y .
Dabei ist t zunächst eine beliebige t-Norm8, beispielsweise das Minimum.
3. B' berechnet sich für alle y ∈ Y gem.
B'(y) = sup R(x,y) = sup t[µA' (x), I(µA(x), µB(y))]
mit der Zusatzforderung, daß B'(y) ⊂ B(y) gilt, d.h. µB' (y) ≤ µB(y).
Für die Implikation sind verschiedene Implikationsoperatoren vorgeschlagen worden, u.a. [3],
[74]:
• Zadeh-Implikation )),min(,1max(),( yxxyxI −=
• Lukasiewicz-Implikation )1,1min(),( yxyxI +−=
• Mamdani-Implikation ),min(),( yxyxI =
• Kleene-Dienes-Implikation ),1max(),( yxyxI −=
• Gödel-Implikation 
 ≤=
sonsty
yx
yxI
1
),(
• Gaines-Implikation 
 ≤=
sonstxy
yx
yxI
/
1
),(
• Reichenbach-Implikation yxxyxI ⋅+−=1),(
• Yager-Implikation yxyxI =),(
Für eine Regel-Bedingung, die sich aus zwei Teilbedingungen zusammensetzt, beispielsweise
gem.
 (A, ⊗cp, ia) ⊗AND (B, ⊗cp, ib) → C
berechnet sich das Ergebnis C' bei gegebenen A' und B' entsprechend zu
C'(z) = sup t[µA' (x), µB' (y), I(µA(x),µB(y),µC(z)]
mit µC' (y) ≤ µC(y) .
                                                
8 Auf t-Normen wird in Kapitel 4.4.3 genauer eingegangen.
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3.4.2 Inferenz-Matrizen
Neben einer automatischen Erstellung der Relationsmatrizen (beispielsweise durch Impli-
kations-Operatoren) können diese auch manuell erstellt werden. Man spricht dann auch von
Inferenz-Matrizen, da hier der Schlußfolgerungsprozeß mittels der Matrizen implementiert wird.
Beim Einsatz von Inferenz-Matrizen erhält man das Ergebnis einer Regel-Anwendung, indem
die fuzzifizierten Eingangsdaten mit den Inferenz-Matrizen der implementierten Regeln
multipliziert werden [3], [12], [17]:
Definition 3-6
Gegeben seien die Grundmengen G1 und G2, sowie
die zweistellige Fuzzy-Relation R: G1 × G2 → [0,1] (Regel)
und der Fuzzy-Vektor d
r
mit µd: G1 → [0,1] (Faktum)
Dann wird d
r
durch R in den Fuzzy-Vektor rr abgebildet durch: (Schluß)
µr:  G2 → [0,1]
r(y) = MAX ( MIN ( d(x), R(x,y) ) ) mit (x,y) ∈ G1 × G2 ,   y ∈ G2
r heißt das Fuzzy-Inferenz-Bild von d bezüglich der Fuzzy-Relation R
Eine Teilbedingung einer Regel
(d, ⊗cp, i)
gem. Definition 2-2 wird somit durch die Fuzzy-Inferenz
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realisiert, wobei das Matrix-Produkt gem. Definition 3-6 auszuführen ist.
Dabei ist zu beachten, daß sowohl die Regelvorgabe i als auch der Operator ⊗cp in die Fuzzy-
Matrix I übergeführt werden.
Das Ergebnis der Berechnung einer solchen Teilbedingung ist ein Fuzzy-Vektor der Dimension
m, der für vorliegende fuzzifizierte Eingangsdaten d entweder eine Aussage über den
Erfüllungsgrad der Teilbedingung gibt ("vollkommen nicht erfüllt" bis "vollkommen erfüllt")
oder direkt einen Fuzzy-Vektor für eine Ausgangsgröße darstellt. Im ersten Fall muß – ggf.
abhängig vom tatsächlichen Erfüllungsgrad der Bedingung – die Regelaktion explizit ausgeführt
werden, während im zweiten Fall die Regel-Aktion bereits durch die Berechnung der Fuzzy-
Inferenz ausgeführt wird, d.h. der Ergebnisvektor stellt den Fuzzy-Vektor der zu behandelnden
Ausgangsgröße dar und muß nur noch defuzzifiziert werden.
Werden innerhalb einer Regel-Bedingung mehrere Teilbedingungen miteinander verknüpft, so
ist darauf zu achten, daß alle Teilbedingungen Ergebnisvektoren der gleichen Dimension m
erzeugen, da nur so die Teilergebnis-Vektoren zu einem Gesamtergebnis-Vektor verknüpft
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werden können. Alle Fuzzy-Matrizen einer Regel müssen dementsprechend die Dimensionen
(n1,m), (n2,m), ... (nn,m) haben.9
Für die Kombination mehrerer Teilbedingungs-Ergebnisse wird zunächst der Durchschnitt
sowie die Vereinigung von Fuzzy-Mengen definiert:
Definition 3-7
Der Durchschnitt zweier Fuzzy-Mengen µA(x) und µB(x) wird definiert als
µ A AND B(x) = min( µA(x), µB(x) ) .
Die Vereinigung zweier Fuzzy-Mengen µA(x) und µB(x) wird definiert als
µ A OR B(x) = max( µA(x), µB(x) ) .
Der Durchschnitt kann als UND-Verknüpfung ⊗AND und die Vereinigung als ODER-Ver-
knüpfung ⊗OR der Fuzzy-Mengen eingesetzt werden. Im Kapitel 4.4 wird auf weitere
Realisierungsmöglichkeiten für UND- und ODER-Verknüpfungen eingegangen.
Eine Regel-Bedingung, die sich aus zwei Teilbedingungen zusammensetzt, beispielsweise
 (a, ⊗cp, ia) ⊗AND (b, ⊗cp, ib)
wird somit durch die Fuzzy-Inferenz( ) ( ) =⊗⊗⊗ BbAa TANDT rr (3-2)
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realisiert.
3.5 Nachteile der Fuzzy-Control in Expertensystemen
Insbesondere für die Implementierung und Anwendung von Regeln in Expertensystemen
bringen die Methoden der Fuzzy-Control einige Nachteile und Probleme mit sich:
• Implementierungs-Problem
Bedingungen von Regeln lassen sich, abhängig von den Fuzzy-Sets, mitunter nur schwer
implementieren. Im Falle der Implementierung mit Inferenz-Matrizen muß die linguistisch
formulierte Regel (genauer die Regelbedingung) in Fuzzy-Matrizen überführt werden. Im
Falle der Implementierung mit unscharfen Relationen müssen geeignete (passende)
Implikationsoperatoren und t-Normen ausgewählt werden.
                                                
9 Eine Defuzzfizierung von Teilergebnissen vor der Verknüpfung der Teilergebnisse ist natürlich auch möglich
(in diesem Fall können Teilergebnisse auch Vektoren unterschiedlicher Dimension sein); dies bringt i.d.R. dann
aber eine erneute Fuzzifizierung mit sich (da das Ergebnis in weiteren Regeln als Eingangswert benutzt werden
könnte), was zumeist nicht erwünscht ist.
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• Modellierungs-Problem
Wie oben bereits bemerkt wurde, ist das Plausible Reasoning mit unscharfen Relationen nur
für solche Regeln (genauer für solches Wissen) möglich, in denen die Beziehung zwischen
den unscharfen Aussagen A und B monoton ist [74]10.
Aus der Aussage "WENN Tomate ist rot DANN Tomate ist reif" kann zwar für A' = "Tomate
ist sehr rot" richtig geschlossen werden, daß B' = "Tomate ist sehr reif" ist. Dieses gilt jedoch
nur weil eine monotone Beziehung zwischen der Tomatenfarbe und dem Reifegrad unterstellt
wird. Existiert keine monotone Beziehung, so erhält man falsche Schlußfolgerungen –
beispielsweise für einen Verbrennungsmotor mit der Regel "WENN Drehzahl groß DANN
Drehmoment groß": Für A'="Drehzahl ist sehr groß" erhält man die falsche
Schlußfolgerungen B'="Drehmoment ist sehr groß".
• Rechenaufwand
Der Rechenaufwand zur Auswertung einer Regel, die mit Hilfe von Fuzzy-Sets
implementiert wird, steigt mit der Anzahl der Fuzzy-Sets. Da eine gewisse Anzahl von
Fuzzy-Sets für eine vernünftige Implementierung von Fuzzy-Regeln unumgänglich ist und
eine Wissensbasis typischerweise aus vielen hundert Regeln besteht bedeutet dies einen
prinzipiell hohen Rechenaufwand für den Inferenz-Prozess.
• Defuzzifizierungs-Ungenauigkeit
Sind die Ergebnisse am Ende einer Schlußfolgerungskette zurück in Zahlenwerte zu wandeln,
so ist eine Defuzzifizierung notwendig. Im Falle der oben beschriebenen Fuzzifizierungs-
und Defuzzifizierungsmethoden ergibt sich dabei das Problem, daß eine Zahl aus einer
kontinuierlichen Wertemenge in eine endliche Menge von Fuzzy-Sets transformiert wird, und
zum Schluß eine endliche Menge von Fuzzy-Sets wieder zurück auf einen kontinuierlichen
Bereich abgebildet wird. Dies kann zu Unstetigkeiten in höheren Ableitungen der
Ausgangsfunktion führen, die sich in Form von "treppenförmigen" Verläufen im
Ergebnisraum darstellen (siehe z.B. [42]).
• Verifikations-Problem
Das in eine Wissensbasis implementierte Expertenwissen muß verifiziert und im Falle eines
medizinischen Einsatzes auch noch validiert und zugelassen werden. Sinnvollerweise wird
eine Wissensbasis (auch) von Experten überprüft, die häufig jedoch nicht über genügend
mathematische Kenntnisse – insbesondere der Fuzzy-Control – verfügen und somit die
Wissens-Implementierung nur ansatzweise nachvollziehen, keinesfalls jedoch verifizieren
und validieren können.
• Wartungs-Problem
Werden die definierten Fuzzy-Sets einer linguistischen Variablen nachträglich geändert (weil
beispielsweise für eine neue Regel, die in die Wissensbasis aufgenommen werden soll, die
momentan definierten Fuzzy-Sets nicht ausreichen oder ungünstig sind), so müssen sämtliche
bereits implementierten Regeln, in denen diese linguistische Variable verwendet wird,
überprüft und die Inferenz-Matrizen ggf. angepaßt werden.
In den folgenden Abschnitten werden die vorgenannten Probleme genauer untersucht und an
Hand der Implementierung mit Inferenz-Matrizen dargestellt; auf die Realisierung mit Hilfe
unscharfer Relationen wird nicht näher eingegangen, da das oben geschilderte Modellierungs-
Problem eine zu starke Einschränkung der Allgemeingültigkeit darstellt.
Dazu wird das folgende (vereinfachte) Beispiel verwendet:
                                                
10 Das Gleiche gilt auch für linguistische Modifikationsoperatoren ("sehr", "ziemlich", etc.).
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Beispiel 3-1
Expertenregel zur Bestimmung der Upper Tracking Rate (UTR) bei HSMs und ICDs:
Eingangsgrößen: a = Alter des Patienten (20  ...  100 Jahre)
b = Aktivität des Patienten (1=absolut passiv  ...  100=sehr aktiv)
Ausgansgrößen: UTR = Upper Tracking Rate (100 ppm  –  160 ppm)
Expertenwissen: Je jünger UND je aktiver der Patient, DESTO höher die UTR
⇒ Regel: WENN  Patient jung oder mittleren Alters  UND  Patient aktiv
DANN  UTR groß
Es ist unmittelbar ersichtlich, daß eine rein bool'sche Implementierung dieser Regel nur zwei
Zustände für die UTR ergeben würde. Im Sinne einer guten Modellierung ist die Regel unscharf,
beispielsweise mit Hilfe der Fuzzy-Control zu implementieren.
3.5.1 Implementierungs-Problem
Das "Implementierungs-Problem" bei der Verwendung der Fuzzy-Control äußert sich dadurch,
daß sich die Bedingungen von Regeln häufig nur schwer in Fuzzy-Matrizen übertragen lassen.
Dies wird um so schwerer, je mehr Fuzzy-Sets für die Datengrößen eingesetzt werden. Gleiches
gilt für asymmetrische Inferenz-Matrizen.
Für das Beispiel 3-1 ist der Bedingungsteil
Patient jung oder mittleren Alters  UND  Patient aktiv
in zwei Relations-Matrizen zu implementieren.
Bevor die Matrizen implementiert werden können, müssen die Fuzzy-Sets der linguistischen
Variablen "Alter", "Betätigungsgrad" und "UTR" definiert werden. Das Alter werde
beispielsweise durch 4 Fuzzy-Sets und der Betätigungsgrad durch 5 Fuzzy-Sets beschrieben
(siehe Abbildung 3-5 und Abbildung 3-6), während die UTR durch 6 Fuzzy-Sets beschrieben
wird. Dabei wurden bewußt unterschiedlich viele Fuzzy-Sets für die drei linguistischen
Variablen gewählt, da sich im praktischen Einsatz die Definition der Fuzzy-Sets nicht an den zu
implementierenden Matrizen, sondern an dem zu implementierenden Wissen orientiert, und
damit i.d.R. die Anzahl von Fuzzy-Sets für verschiedene linguistische Variablen unterschiedlich
ist.
   µ
sehr jung jung  alt sehr alt
1
0 a
  20  100
Abbildung 3-5: Fuzzy-Sets für "Alter"
   µ sehr sehr
 inaktiv  inaktiv mittel   aktiv   aktiv
1
0 b
   0   100
Abbildung 3-6: Fuzzy-Sets für "Aktivität"
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Die Bedingung der Regel wird dann in der folgenden Form implementiert:
( ) ( ) =⊗⊗⊗ BbAa TANDT rr (3-3)
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Es ist nun die Aufgabe des Wissensingenieurs, die beiden Fuzzy-Matrizen A und B aufzustellen.
Dies ist zum einen problematisch, weil eine linguistische Formulierung der Art "Patient ist jung
oder mittleren Alters" (unter Berücksichtigung der definierten Fuzzy-Sets für die linguistische
Variable "Alter") in eine Fuzzy-Matrix übertragen werden muß, und zum anderen weil die
Matrizen um so größer werden, je mehr Fuzzy-Sets für die Eingangs- und Ausgangsgrößen
definiert werden. Im Sinne einer präzisen Modellierung einer Regel kann i.A. das Kontinuum
einer Eingangsgröße jedoch nicht durch nur zwei oder drei Fuzzy-Sets nachgebildet werden,
sondern es werden mehrere Fuzzy-Sets benötigt.
Für sämtliche Teilbedingungen aller Regeln sind somit die linguistischen Formulierungen der
Bedingungen in mit unter recht große Fuzzy-Matrizen zu transferieren. Betrachtet man
Wissensbasen mit einigen wenigen bis vielen hundert Regeln so wird deutlich, daß ein
Automatismus für den Transfer Text → Fuzzy-Matrix benötigt wird. Die verschiedenen
vorgestellten Verfahren für eine automatische Regelgenerierung (siehe z.B. [13], [19], [65])
zeigen, daß sich solche Verfahren zwar stets für spezielle Probleme optimieren lassen, daß es
gleichzeitig jedoch schwierig wenn nicht gar unmöglich ist, universelle Regel-Generatoren zu
entwerfen.
Bei der Erstellung einer Wissensbasis muß daher entweder eine (zumindest teilweise) sub-
optimale Implementierung der Regeln durch Regelgeneratoren oder ein hoher Zeitaufwand für
die manuelle Regel-Implementierung bzw. Regel–Nachbearbeitung in Kauf genommen
werden11.
3.5.2 Rechenaufwand
Der Rechenaufwand ergibt sich im Wesentlichen aus den definierten Fuzzy-Sets, da diese die
Dimensionen der Inferenz-Matrizen bestimmen. Exemplarisch soll der Rechenaufwand für eine
Teilbedingung genauer betrachtet werden.
Zunächst sind die vorliegenden Eingangsdaten zu fuzzifizieren. Unabhängig von den definierten
Zugehörigkeitsfunktionen sind für die Datengröße d mit nd Fuzzy-Sets der dazugehörigen
linguistischen Variable
nd Funktionsaufrufe
für die Fuzzifizierung notwendig. Abhängig von den definierten Zugehörigkeitsfunktionen
besteht ein Funktionsaufruf aus drei Vergleichen, einer Addition und einer Multiplikation
(dreieckförmige Zugehörigkeitsfunktionen) oder aus (beliebig) komplexen mathematischen
Berechnungen.
                                                
11Werden alternative Inferenz-Strategien eingesetzt so ergeben sich entsprechende Probleme. Im Falle der im
Abschnitt 3.4 erwähnten Methode sind z.B. solche Regelbedingungen nur sehr schwer zu implementieren, bei
denen alternativ verschiedene Fuzzy-Sets einen hohen Erfüllungsgrad aufweisen sollen.
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Für die Regel-Anwendung ist der Fuzzy-Vektor mit der Inferenz-Matrix zu multiplizieren. Hat
der Ergebnisvektor der Teilbedingung die Dimension ne, so ist die Bedingungsvorgabe durch
eine (nd, ne)-Matrix aufzustellen. Bei der Berechnung der Teilbedingung sind die folgenden
Operationen notwendig:
nd ⋅ ne MIN-Operationen mit jeweils 2 Parametern
ne MAX-Operationen mit jeweils nd Parametern
Für die MIN-Operation mit 2 Parametern ist ein Vergleich notwendig. Für die MAX-Operation
mit nd Parametern sind nd - 1 Vergleiche notwendig.
Insgesamt sind somit
nd ⋅ ne + (nd –1) ⋅ ne
Vergleichsoperationen auszuführen.
Für die Defuzzifizierung gem. der angenäherten Schwerpunktmethode werden schließlich
ne Multiplikationen
2⋅(ne-1) Additionen/Subtraktionen
1 Division
benötigt. Dies ließe sich zunächst noch optimieren, indem man eine Multiplikation und die
dazugehörige Addition nur dann durchführt, wenn beide Multiplikatoren ungleich Null sind.
Weiter unten wird jedoch gezeigt, daß Inferenz-Matrizen mit vielen Null-Elementen zu
schlechten Inferenz-Ergebnissen führen, so daß die bedingte Multiplikation mit den beiden
zusätzlichen Vergleichsoperationen zu keiner Optimierung führt.
Insgesamt erhält man für die Berechnung einer Teilbedingung bei Verwendung von
dreieckförmigen Zugehörigkeitsfunktionen sowie der angenäherten Schwerpunktmethode für
beispielsweise nd = 5 und ne = 6:
nd ⋅ (3 + 2⋅ne) – ne = 69 Vergleichsoperationen
nd + ne = 11 Multiplikationen
nd + 2⋅(ne-1) = 15 Additionen/Subtraktionen
1 = 1 Division
Werden kontinuierliche Zugehörigkeitsfunktionen verwendet, so sinkt zwar die Zahl der
Vergleichsoperationen, gleichzeitig werden jedoch erheblich mehr Additionen, Subtraktionen,
Multiplikationen und Divisionen durchgeführt. Weiterhin muß i.d.R. dann die exakte
Schwerpunktmethode für die Defuzzifizierung eingesetzt werden, d.h. es muß eine numerische
Integration durchgeführt werden.
Abhängig von der Größe der Wissensbasis (Anzahl von Regeln und Teilbedingungen) und der
zur Verfügung stehenden Hardware (Rechenleistung) kann der benötigte Rechenaufwand in
ungünstigen Fällen kritische Werte erreichen oder sogar unzulässig große Wartezeiten ergeben
[3], [17], [54].
3.5.3 Defuzzifizierungs-Ungenauigkeit
Fuzzifizierung und Defuzzifizierung sind keine eineindeutig umkehrbaren Transformationen, da
ein Wert aus einem kontinuierlichen Bereich auf eine endliche Menge von Fuzzy-Sets
abgebildet wird und umgekehrt. Dies wird im folgenden an Hand der Transformation einer
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realen Größe in einen Fuzzy-Vektor sowie der Defuzzifizierung dieses Fuzzy-Vektors zurück in
eine reale Größe verdeutlicht:
'xxx DFF →→ r .
Die Fuzzy-Sets für die Fuzzifizierung seien durch Abbildung 3-7 gegeben, wobei gilt:
d ≥ (a0 – a-1)/2
a0 – a-1 = a+1 – a0 = D
g1 = g3 = – g2 = – g4    .
   y
   x-1 x0   x+1
1
  g1 g3
...  g2   g4 ...
0 x
a-1  a0   a+1
  d
 D
Abbildung 3-7: Fuzzy-Sets
Die Flanken der Fuzzy-Sets x-1, x0 und x+1 werden durch die Geradenabschnitte gi gebildet.
Im folgenden durchlaufe die reale Größe x kontinuierlich alle Werte von a-1 bis a+1. Jeder dieser
Werte wird fuzzifiziert und anschließend wieder defuzzifiziert:
)(''11 xxxxaax
DFF =→→= +− rK
Das defuzzifizierte Ergebnis x' kann als Funktion des veränderlichen Eingangswertes x
aufgefaßt werden, wobei im Idealfall x'(x) = x gilt.
Zunächst werden die Gleichungen der Geradenabschnitte gi aufgestellt:
d
daxyg ++−= −111 :
d
daxyg +−+= 022 :
d
daxyg ++−= 033 :
d
daxyg +−+= +144 :
Bei der Fuzzifizierung der Eingangsgröße x nehmen die Fuzzy-Sets den Erfüllungsgrad yi an.
Durchläuft x den Bereich a-1 ... a+1, so sind insgesamt sechs Fälle zu unterscheiden, die
nachfolgend aufgelistet werden. Dabei wird für die Defuzzifizierung die angenäherte
Schwerpunktmethode gewählt:
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In allen sechs Fällen erhält man Geradengleichungen, wobei für die Fälle I, III, IV und VI die
Steigung Null und für die Fälle II und V die Steigung (–a0+a+1)/(2d + a0 – a+1) beträgt.
Abbildung 3-8 zeigt den Verlauf von
x' = x'(x)
für x ∈ [a-1 ... a+1] ,  a0 = a-1 + D, a+1 = a0 + D und d ≥ D/2.
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Dabei sind über der x-Achse nochmals zusätzlich die drei Fuzzy-Sets eingezeichnet, um den
Fuzzizierungs- und Defuzzifizierungs-Prozess zu verdeutlichen.
   x'
Idealer Verlauf
Realer Verlauf
a+1
a0
a-1
0 x
a-1  a0   a+1
Abbildung 3-8: Idealer und Realer Verlauf von x'=DF(F(x))
Das Ergebnis zeigt, daß der reale Verlauf deutlich vom idealen Verlauf abweicht. Im
Ergebnisraum ergeben sich die erwähnten treppenartigen Verläufe (siehe auch [17], [36], [44]).
Denkbare Abhilfen sind:
1. Defuzzifizierung gem. exakter Schwerpunktmethode
Abbildung 3-8 zeigt, daß sich durch Anwendung der Defuzzifizierung gem. der exakten
Schwerpunktmethode an Stelle der angenäherten Schwerpunktmethode der Anstieg
"zwischen" zwei Fuzzy-Sets ändern wird. Die Plateaus in den Bereichen, in denen jeweils nur
ein einziger Fuzzy-Set einen Realisierungsgrad größer Null hat während alle anderen Fuzzy-
Sets den Realisierungsgrad Null haben, bleiben dagegen erhalten. Die Anwendung der
Defuzzifizierung gem. der Schwerpunktmethode erzielt also keinen nennenswerten Vorteil,
hingegen steigt der Rechenaufwand deutlich an.
2. Überlappung der Fuzzy-Sets erhöhen
Auch wenn die Überlappung der Fuzzy-Sets erhöht wird, so daß für beliebige
Eingangsgrößen stets zwei Fuzzy-Sets einen Realisierungsgrad größer Null haben (d.h. d = a0
– a-1),  verschwinden die Plateaus dennoch nicht vollständig, da nun bei der Defuzzifizierung
von Fuzzy-Set-Paar zu Fuzzy-Set-Paar "gesprungen" wird.
3. Stetig differenzierbare Zugehörigkeitsfunktionen für die Fuzzy-Sets
Werden an Stelle von trapez- oder dreieckförmigen Zugehörigkeitsfunktionen stetig
differenzierbare gewählt, die einerseits beliebig schnell gegen Null streben, andererseits
gleichzeitig eine möglichst große Überlappung der einzelnen Fuzzy-Sets gewährleisten, so
werden ebenfalls die Plateaus im Ergebnisraum reduziert, können aber dennoch nicht
vollständig verschwinden, weil auch hier durch die Defuzzifizierung letztendlich eine
endliche Anzahl diskreter Fuzzy-Sets auf einen kontinuierlichen Bereich abgebildet wird.
Gleichzeitig wächst der Rechenaufwand drastisch an, da bei der Defuzzifizierung an Stelle
einer Summenbildung über Dreieck-Schwerpunkte eine numerische Integration durch-
zuführen ist.
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Insgesamt erhält man bei der Implementierung von Regeln mit Hilfe der Fuzzy-Control stets
mehr oder weniger stark ausgeprägte Plateaus im Ergebnisraum, die um so größer sind, je
weniger Fuzzy-Sets definiert, je geringer die Überlappung der Fuzzy-Sets ist und je schlechter
die ausgewählte Defuzzifizierungsmethode ist. Werden hingegen viele Fuzzy-Sets mit großer
Überlappung und glattem Verlauf sowie eine präzise Defuzzifizierungsmethode gewählt, so
nehmen die Plateaus im Ergebnisraum zwar ab, gleichzeitig steigt jedoch der Rechenaufwand.
3.5.4 Verifikations-Problem
Das in eine Wissensbasis implementierte Expertenwissen muß verifiziert und im Falle eines
medizinischen Einsatzes auch noch validiert und zugelassen werden. Dazu ist es nicht nur
sinnvoll, sondern sogar zwingend, daß Experten die Wissensbasis überprüfen. Bei einer
Implementierung in Form der Fuzzy-Control werden dabei hohe Forderungen an die
mathematischen Kenntnisse der Experten gestellt.
In der Praxis zeigt sich, daß die involvierten Experten häufig über solche Kenntnisse nicht
verfügen und auch wenig Zeit (oder auch kein Interesse) haben, sich die Kenntnisse anzueignen.
Wissensbasen werden in solchen Fällen von den involvierten Experten daher nicht im
erforderlichen Umfang überprüft. Damit steht dann kein sinnvolles Instrumentarium zur
Verfügung, mit dem die Implementierungsarbeit des Wissensingenieurs verifiziert und validiert
werden kann.
3.5.5 Wartungs-Problem
Werden die definierten Fuzzy-Sets einer linguistischen Variablen geändert, so hat dies auch
Auswirkung auf die Regel-Implementierung durch Fuzzy-Matrizen.
Wird beispielsweise die Anzahl der Fuzzy-Sets der linguistischen Variablen "Alter" aus dem
Beispiel 3-1 auf 5 Fuzzy-Sets erhöht, so sind in sämtlichen Regeln der Wissensbasis, in der das
Alter in Teilbedingungen verwendet wird, die Matrizen neu zu implementieren, da es sich
nunmehr um (5,x)- an Stelle von (4,x)-Matrizen handelt. Entsprechendes gilt für sämtliche
Regeln der Wissensbasis, in der das Alter das Ergebnis einer Fuzzy-Inferenz ist. Ein ähnliches
Verhalten hat man, wenn zwar die Anzahl der Fuzzy-Sets einer linguistischen Variablen
beibehalten wird, jedoch die Fuzzy-Sets selbst neu definiert werden (beispielsweise in Position
und/oder Breite geändert werden).
Ist es bereits für die Regel-Implementierung schwierig einen Automatismus für die Text →
Matrix Umsetzung zu implementieren (siehe oben), so ist es offensichtlich, daß eine
automatisierte Matrizen-Überarbeitung in Folge geänderter bzw. erweiterter Fuzzy-Sets
wenigstens entsprechend problematisch ist. Expertensysteme sind zumeist "lebendige" Systeme,
bei denen die Wissensbasis ständig aktualisiert und erweitert wird. Über Jahre hinweg können
so Wissensbasen auf wenige bis einige tausend Regeln anwachsen. Es wird dabei zwar selten
vorkommen, daß für alte Regeln auf Grund neuer Erkenntnisse die definierten Fuzzy-Sets
nunmehr als unangebracht erscheinen und daher geändert werden müssen. Häufiger hingegen ist
der Fall, daß auf Grund einer neu einzubringenden Regel für bereits vorhandene linguistische
Variablen die Fuzzy-Sets neu zu definieren sind. Dies bedingt dann auch die Überprüfung und
Anpassung der bereits implementierten Regeln. Hier können zwar moderne Entwicklungstools
dahingehend unterstützen, daß die eigentliche Regelanpassung automatisiert wird. Dazu muß
das Expertenwissen jedoch in geeigneter "vorverarbeiteter" Form vorliegen, d.h. die
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ursprünglich linguistische Wissensformulierung muß verfeinert und für die letztendlich
numerische Ausführung mit Hilfe einer Fuzzy-Inferenz formuliert werden. Darauf basierend
kann dann eine automatisierte Regelanpassung erfolgen. Die geeignete "Vorverarbeitung" bleibt
bislang jedoch die Aufgabe des Wissensingenieur. Je häufiger Änderungen an der Wissensbasis
notwendig sind, desto größer werden die diesbezogenen Wartungsaufwände.
Man könnte diese Wartungs-Probleme dadurch umgehen, daß man bereits bei der Erst-
Implementierung der Wissensbasis für sämtliche linguistische Variablen sehr viele Fuzzy-Sets
definiert, in der Erwartung, daß dies auch für zukünftige Erweiterungen stets ausreichend sein
wird. Damit würde man aber einen deutlichen Anstieg des Implementierungs- sowie des
Rechenaufwands in Kauf nehmen, was i.d.R. nicht akzeptabel ist.
3.5.6 Zusammenfassung
Die Probleme und Nachteile der "klassischen" Fuzzy-Control werden nachfolgend für das
Beispiel 3-1 dargestellt.
Die Fuzzy-Sets der linguistischen Variablen "Alter" und "Betätigung (Aktivität)" werden gem.
der Abbildung 3-5 und Abbildung 3-6 definiert. Für das Ergebnis (Aktion) der Regel, die UTR,
werden die Fuzzy-Sets gem. Abbildung 3-9 definiert.
   µ sehr mäßig
    niedrig  niedrig mittel  hoch   hoch sehr hoch
1
0 d
 100  160
Abbildung 3-9: Fuzzy-Sets für "UTR"
Nun sind für die Regel-Bedingung
( ) ( )BbAa TANDT ⊗⊗⊗ rr ("Patient jung oder mittleren Alters UND Patient aktiv")
die Inferenz-Matrizen A und B aufzustellen. Die "direkte" Umsetzung der linguistischen
Formulierung ergibt die folgenden beiden Matrizen:










=
000000
000000
000000
100000
A
 
sowie










=
100000
000000
000000
000000
000000
B
(3-4)
Für alle möglichen Patientenalter zwischen 20 und 100 Jahre sowie alle Aktivitätsgrade
zwischen 1 und 100 spannt sich dann für die UTR ein Ergebnisraum gem. Abbildung 3-10 auf.
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Abbildung 3-10: Ergebnisraum für UTR-Regel
Dies verdeutlicht zunächst das Implementierungs-Problem: Die simple Umsetzung der
linguistisch formulierten Regel in Fuzzy-Matrizen ergibt nicht nur eine schlechte Regel-
Implementierung, sondern sogar eine falsche, da das Regel-Ergebnis (der Wert für die UTR) für
weite Bereiche des Eingangsraumes unzulässige Werte (nämlich 0) annimmt. Darüber hinaus
entspricht diese Regel-Implementierung nicht der unscharfen Wissensformulierung.
Um zu einer vernünftigen Regel-Implementierung zu gelangen ist daher zur Aufstellung der
Inferenz-Matrizen A und B zunächst die linguistische Form der Regel zu erweitern:
WENN  Patient sehr jung ⊗AND  Patient sehr aktiv DANN UTR sehr hoch
WENN  Patient jung ⊗AND  Patient aktiv DANN UTR hoch
WENN  Patient mittel ⊗AND  Patient mittel aktiv DANN UTR mittel
usw.
Die systematische Umsetzung dieses Satzes linguistischer Beschreibungen in Inferenz-Matrizen
der Form










=
000001
000010
000100
111000
A
 
sowie










=
110000
001000
000100
000010
000001
B
(3-5)
ergibt in der Regel-Anwendung jedoch immer noch für weite Eingangsbereiche unzulässige
Werte für die UTR. Bei der Implementierung müssen auch die Matrix-Elemente seitlich der
"Diagonalen" gesetzt werden.
Dabei hat die konkrete Matrix-Implementierung direkte Auswirkung auf den Inferenz-Prozess.
Abbildung 3-11 zeigt den Ergebnisraum über den Eingangsgrößen "Alter" und "Aktivität" für
die Matrix-Implementierung
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









=
0001.04.01
001.04.014.0
01.04.014.01.0
1114.01.00
A sowie










=
114.01.000
1.04.014.01.00
01.04.014.01.0
001.04.014.0
0001.04.01
B
(3-6)
während Abbildung 3-12 den Ergebnisraum für die Matrix-Implementierung










=
00001.001.01.01
0001.001.01.011.0
001.001.01.011.001.0
1111.001.0001.0
A sowie










=
111.001.0001.00
01.01.011.001.0001.0
001.001.01.011.001.0
0001.001.01.011.0
00001.001.01.01
B
(3-7)
zeigt.
Beide Abbildungen verdeutlichen das Problem der Defuzzifizierungs-Ungenauigkeit (Plateaus
im Ergebnisraum). Außerdem wird deutlich, daß sich die konkrete Matrix-Implementierung
direkt auf den Ergebnisraum auswirkt (man beachte den unterschiedlichen Verlauf der UTR für
beispielsweise activity=1 und age=20...100).
Abbildung 3-11: Ergebnis für UTR-Regel Abbildung 3-12: Ergebnis für UTR-Regel
Weiterhin zeigen beide Beispiele, daß die UND-Verknüpfung der beiden Teilbedingungen nur
schlecht realisiert worden ist. So sollte für einen alten Patienten unabhängig von seiner Aktivität
die UTR stets klein sein. Tatsächlich steigt die UTR für alte Patienten mit zunehmender
Aktivität deutlich an, obwohl für die UND-Verknüpfung der MIN-Operator eingesetzt wurde,
d.h. von den beiden Teilbedingungen stets das kleinere Ergebnis ausgewählt wird. Dies liegt
daran, daß die UND-Verknüpfung mit dem Fuzzy-Vektor der linguistischen Variable UTR
durchgeführt worden ist. Ergibt beispielsweise die Teilbedingung für das Alter den Ergebnis-
Vektor
( )014.0015.0017.0066.01.01=Trr
während die Teilbedingung für die Aktivität den Ergebnis-Vektor
( )111.007.002.001.0=Trr
liefert, so erhält man durch die UND-Verknüpfung als Gesamtergebnis
( )014.0015.0017.0066.002.001.0=Trr  .
56 3 Verwendung der Fuzzy Set Theorie in Expertensystemen
Die Defuzzifizierung ergibt für diesen Fuzzy-Vektor folgerichtig einen mittleren Wert für die
UTR, der laut Experten-Regel jedoch nicht gewünscht wird.
Das Problem läßt sich umgehen, indem die Ergebnisse der Teilbedingungen zunächst
defuzzifiziert werden und erst dann die skalaren Ergebnisse miteinander kombiniert werden,
wodurch jedoch der Rechenaufwand ansteigt (statt eine Defuzzifizierung für jede Regel wird
nun eine Defuzzifizierung für sämtliche Teilbedingungen jeder Regel benötigt).
Wie bereits geschildert können die Plateaus verringert werden, indem stetig differenzierbare
Zugehörigkeitsfunktionen für die Fuzzy-Sets sowie die exakte Schwerpunktmethode für die
Defuzzifizierung verwendet werden. Zunächst werden die Fuzzy-Sets für die linguistischen
Variablen "Alter" und "Aktivität" gem. Abbildung 3-13 und Abbildung 3-14 definiert.
Abbildung 3-13: Fuzzy-Sets für "Alter" Abbildung 3-14: Fuzzy-Sets für "Aktivität"
Die Fuzzy-Sets für das Regel-Ergebnis (beschrieben durch die linguistische Variable "UTR")
werden gem.  Abbildung 3-15 definiert.
Abbildung 3-15: Fuzzy-Sets für "UTR"
Wird für die Defuzzifizierung die exakte Schwerpunktmethode ausgewählt, so erhält man den
Ergebnisraum gem. Abbildung 3-16.
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Abbildung 3-16: Ergebnisraum UTR-Regel für stetig differenzierbare Fuzzy-Sets
Unter in Kaufnahme einer erheblich höheren Rechenzeit12 lassen sich also deutlich glattere
Verläufe im Ergebnisraum erzielen.
Dabei können jedoch in Abhängigkeit der Zugehörigkeitsfunktionen kleine Nebenminima im
Bereich der Plateaus entstehen (siehe Abbildung), die in dem linguistisch formulierten
Expertenwissen jedoch nicht gefordert wurden. Beispielsweise sollte bei einer Aktivität von 30
die UTR um so höher programmiert werden, je jünger der Patient ist. Tatsächlich erhält man
jedoch im Bereich 70 bis 80 Jahre kleinere UTR-Werte für jüngere Patienten.
Ein weiterer gravierender Nachteil dieser Realisierung ist, daß die UND-Verknüpfung nun
völlig unzureichend nachgebildet wird: Für sehr junge aber inaktive Patienten erhält man
deutlich überhöhte UTR-Werte (bis über 130 ppm anstatt um die 100ppm); entsprechendes gilt
für sehr aktive und sehr alte Patienten.
Das Beispiel verdeutlicht auch recht gut das Verifikations-Problem. Für einen Experten, der sich
typischerweise nicht oder nur wenig mit mathematischen Modellen beschäftigt, ist die
prinzipielle Funktionsweise der Fuzzy-Control vermutlich noch nachzuvollziehen. Die
Überprüfung und Beurteilung, ob es für die einzelnen Regeln sinnvoll ist, die Fuzzy-Sets für die
verwendeten linguistischen Variablen durch dreieckige oder stetig differenzierbare
Zugehörigkeitsfunktionen zu definieren, ob die Inferenz-Matrizen stark oder schwach zu
besetzen sind und welche Defuzzifizierungsmethode die geeigneteste ist, wird den meisten
Experten jedoch kaum möglich sein.
Schließlich wurde auch das Wartungsproblem nochmals deutlich. Eine Änderung der
Zugehörigkeitsfunktionen oder der Anzahl von Fuzzy-Sets hat unmittelbare Auswirkungen auf
den Ergebnisraum jeder einzelnen Regel. In Folge dessen müssen bei Änderungen stets
sämtliche Regeln der Wissensbasis erneut überprüft und ggf. angepaßt werden.
                                                
12 Test mit einer Maple-Implementation haben für das Beispiel einen 12-fach höheren Rechenaufwand ergeben.
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4 Skalare Fuzzy Control
Im vorangegangenen Kapitel wurde gezeigt, daß die "klassische" Fuzzy-Control insbesondere
beim Einsatz in Expertensystemen einige Nachteile mit sich bringt, die nicht alle gleichzeitig
umgangen werden können, da sie sich gegenseitig bedingen. Aus diesem Grund wurde eine neue
mathematische Methode entwickelt, die es erlaubt, unscharf ("fuzzy") zu rechnen, und dabei die
Nachteile der "klassischen" Fuzzy-Control vermeidet [31], [32].
Im Falle der Fuzzy-Control kann die Unschärfe durch Fuzzy-Sets und dem Calculus of
Relations implementiert werden13. Einher geht damit die Notwendigkeit einer "Transformation"
eindimensionaler numerischer Werte in den mehrdimensionalen Raum der linguistischen
Variablen14. Dies bringt u.a. die oben aufgeführten Nachteile mit sich. Daher wurde eine
mathematische Methode für unscharfe Logik entwickelt, die auf eine Transformation
eindimensionaler Größen in mehrdimensionale Größen vollständig verzichtet. In der Fuzzy Set
Theorie werden unter Fuzzy-Control all diejenigen Techniken verstanden, mit denen Schluß-
folgerungen auf numerischen (d.h. nicht linguistischen) Datengrößen implementiert werden
(siehe Kapitel 3 "Verwendung der Fuzzy Set Theorie in Expertensystemen"). Dementsprechend
wird die in dieser Arbeit vorgestellte unscharfe Logik auf skalaren Datengrößen als Skalare
Fuzzy Control, kurz SFC, bezeichnet.
Da im Falle der SFC die Unschärfe nicht mehr auf die numerischen Datengrößen übertragen
werden kann (diese bleiben skalar), werden unscharfe Operatoren für die skalaren Datengrößen
benötigt. Dies entspricht auch einer guten Modellierung der menschlichen Denkweise, die sehr
wohl scharfe Datengrößen erfassen kann (beispielsweise: "ein Patient ist 70 Jahre alt") und
unscharfe Aussagen auf diese anwenden kann (beispielsweise: "70 Jahre ist schon einiges größer
als der Vergleichswert 60 Jahre").
In den folgenden Abschnitten werden zunächst die allgemeinen Anforderungen an die SFC
formuliert. Nach der Einführung von Variablen und Ausdrücken wird auf scharfe und unscharfe
Relationen eingegangen, mit denen Teilbedingungen gem. Definition 2-2 implementiert werden
können. Danach werden scharfe und unscharfe Kombinationsoperationen vorgestellt, auf Regel-
Aktionen eingegangen und wichtige Eigenschaften der SFC nachgewiesen.
4.1 Geforderte Eigenschaften für die Skalare Fuzzy Control
Die folgenden Eigenschaften erscheinen für eine praxisorientierte Einsatzfähigkeit der SFC als
wichtig und sollen zur Motivation dienen.
1. Praxisorientiert
Die Methodik muß leicht zu erlernen und anzuwenden sein; das Wissen muß in
möglichst "menschen-naher" Form formuliert werden können.
                                                
13 Weitere Möglichkeiten stellen u.a. die Probabilistic Fuzzy-Sets [6] oder Typ m Fuzzy Sets (siehe Kapitel 3.1)
dar, die jedoch einen erheblichen Rechenaufwand benötigen [27] und daher für praktische Anwendungen i.d.R.
ungeeignet sind.
14 Dabei wird zwar die Mächtigkeit des Wertebereichs eingeschränkt, gleichzeitig entsteht aber auch die
Notwendigkeit, Operationen im mehrdimensionalen Raum sowie – falls die Ergebnisse des Inferenz-Prozesses
numerische Werte darstellen – eine Rücktransformation der Ergebnisse in den eindimensionalen Raum
bereitzustellen.
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Menschliches Expertenwissen muß also einfach, effizient und leicht nachvollziehbar
bzw. überprüfbar implementiert werden können.
2. Gute Modellierung der menschlichen Gedankengänge
Die Methodik muß die Denkweise menschlicher Experten derart gut modellieren, daß
die Ergebnisse der Implementierung den Erwartungen der Experten entsprechen.
3. Geringer Rechenaufwand
Die Methodik muß effizient sein, d.h. implementierte Regeln müssen mit geringem
Rechenaufwand anwendbar sein.
Diese grundsätzlichen Eigenschaften bedingen weiterführende Forderungen, die an die
einzelnen "Methoden" der SFC gestellt und in den folgenden Abschnitten präzisiert werden.
4.2 Relationen und Vergleichs-Operatoren
Variablen und Ausdrücke werden durch Vergleichsoperatoren miteinander verglichen:
Definition 4-1
Die Werte zweier Ausdrücke x und y werden durch Vergleichs-Operatoren ⊗cp (compare)
miteinander verglichen. Man spricht dann von einer Relation.
Abhängig von der Art der Relation erhält man eine Gleichung bzw. eine Ungleichung und
schreibt
x ⊗cp y
bzw. auch
⊗cp(x,y) .
Gleichungen und Ungleichungen stellen Teilbedingungen gem. Definition 2-2 dar.
Das Ergebnis einer Gleichung bzw. Ungleichung ist nun eine Aussage über den "Wahrheits-
gehalt" derselben, d.h. es wird ein Calculus of Relations im Sinne des Plausible Reasoning
eingeführt, wofür in den folgenden Abschnitten spezielle Operatoren definiert werden 15.
Definition 4-2
Das Ergebnis r einer Gleichung bzw. Ungleichung ist die Aussage, zu welchem Grad die
Gleichung bzw. Ungleichung zutrifft.
Das Ergebnis r kann alle Werte zwischen 0 ("vollständig falsch") und 1 ("vollständig
richtig") annehmen.
Wir schreiben:
[ x ⊗cp y ]r
bzw.
⊗cp(x,y) = r .
Die Relationen ⊗cp der SFC werden in den folgenden Abschnitten eingeführt.
                                                
15 Aus der Literatur sind in erster Linie Ähnlichkeitsoperatoren (similarity operators) bekannt [22], [74].
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4.2.1 Bool'sche Relationen
Aus Gründen der Vollständigkeit werden zunächst die bool'schen Relationen definiert und
einige wichtige Sätze aufgeführt (für die Beweise wird auf die Literatur verwiesen, z.B. [12]).
Definition 4-3
Der Gleichheits-Operator E(x,y) (equal) wird definiert durch:
E(x,y) = 1 falls x = y
E(x,y) = 0 falls x ≠ y .
Definition 4-4
Der Ungleichheits-Operator NE(x,y) (not equal) wird definiert durch:
NE(x,y) = 0 falls x = y
NE(x,y) = 1 falls x ≠ y .
Satz 4-1 (ohne Beweis)
Für den Gleichheits-Operator E(x,y) und den Ungleichheits-Operator NE(x,y) gilt:
1. E(x,y) ist kommutativ, d.h. es gilt E(x,y) ≡ E(y,x)
2. NE(x,y) ist kommutativ, d.h. es gilt NE(x,y) ≡ NE(y,x)
3. Es gilt die Beziehung: E(x,y) = 1– NE(y,x) .
Definition 4-5
Der Kleiner-Operator L(x,y) (less) wird definiert durch:
L(x,y) = 1 falls x < y
L(x,y) = 0 falls x ≥ y .
Der Kleiner-Gleich-Operator LE(x,y) (less or equal) wird definiert durch:
LE(x,y) = 1 falls x ≤ y
LE(x,y) = 0 falls x > y .
Definition 4-6
Der Größer-Operator G(x,y) (greater) wird definiert durch:
G(x,y) = 1 falls x > y
G(x,y) = 0 falls x ≤ y .
Der Größer-Gleich-Operator GE(x,y) (greater or equal) wird definiert durch:
GE(x,y) = 1 falls x ≥ y
GE(x,y) = 0 falls x < y .
Satz 4-2 (ohne Beweis)
Für die Operatoren L(x,y), LE(x,y), G(x,y) und GE(x,y) gilt:
1. Die Operatoren sind nicht kommutativ.
2. Es gelten die folgenden Beziehungen: L(x,y) = 1 – G(y,x)
und LE(x,y) = 1– GE(y,x) .
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4.2.2 Unscharfe Relationen
In diesem Abschnitt werden die "unscharfen" Pendante zu den bool'schen Vergleichsoperatoren
eingeführt.
Zunächst werden die beiden unscharfen Relationen FE (fuzzy equal) und FNE (fuzzy not equal)
eingeführt. Um die eingangs gestellten Eigenschaften zu realisieren werden die folgenden
Forderungen gestellt:
1. Das Ergebnis einer Relation muß stets zwischen 0 = "vollständig falsch" und 1 =
"vollständig wahr" liegen, d.h.
]1,0[),( ∈yxFE ℜ∈∀ yx,
]1,0[),( ∈yxFNE ℜ∈∀ yx,
damit bei der Regel-Implementierung auf Normierungen verzichtet werden kann
(leichte Implementierung und Wartung) und die Ergebnisse beliebiger Relationen stets
gleichwertig interpretiert werden können (leichtes Verständnis).
2. Die Relationen müssen kommutativ sein, d.h.
),(),(
!
xyFEyxFE = und
),(),(
!
xyFNEyxFNE =   ,
denn in menschlichen Gedankengängen spielt die Reihenfolge von Größen beim
Vergleich auf unscharfe Gleicheit bzw. Ungleicheit oftmals keine Rolle.
3. Der Vergleich einer Größe mit sich selbst muß 1 bzw. 0 ergeben (Reflexivität), d.h.
1),(
!=xxFE und
0),(
!=xxFNE .
Beispiel: Die Frage "Ist das Alter des Patienten ungefähr gleich 70 Jahre" wird für
einen 70-jährigen Patienten mit "vollständig wahr" beantwortet.
4. Je größer die Differenz der beiden zu vergleichenden Größen ist, desto mehr soll der
unscharfe Vergleich gegen "vollständig ungleich" streben, d.h.
0),(
!=yxFE für ∞→− || yx
1),(
!=yxFNE für ∞→− || yx  .
5. Der Grad der Unschärfe soll einstellbar sein.
6. Die Relationen sollen stetig differenzierbare Funktionen in ℜ² darstellen, damit
"Sprünge" im Ergebnisraum vermieden werden.
7. Die Zugehörigkeitsfunktionen der Relationen FE und FNE sollen möglichst einfach
sein, um eine effiziente (schnelle) Berechnung zu gewährleisten.
Neben den Eigenschaften, die in der Literatur allgemein an Ähnlichkeitsrelationen gestellt
werden (siehe [22]), wird hier zusätzlich vor allem die asymptotische Annäherung für |x–y|→∞
und die stetige Differenzierbarkeit gefordert. Weiterhin wird nicht eingeschränkt, daß die
Relationen auf dem Intervall [0,1] definiert sind.
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Entsprechend werden hier die Relationen FE und FNE eingeführt:
Definition 4-7
Die unscharfe Relation FE∆xy, ∆r(x,y) (fuzzy equal) wird für x, y ∈ ℜ definiert durch:
( ) myxyxFE rxy ⋅−+=∆∆ 2, 1
1),(
mit m > 0,   ∆xy > 0   und   0 < ∆r < 1
und
)1(2 rxy
rm ∆−⋅∆
∆=  .
Definition 4-8
Die unscharfe Relation FNE∆xy, ∆r(x,y) (fuzzy not equal) wird für x, y ∈ ℜ definiert durch:
( ) myxyxFNE rxy ⋅−+−=∆∆ 2, 1
11),(
mit m > 0,   ∆xy > 0   und   0 < ∆r < 1
und
)1(2 rxy
rm ∆−⋅∆
∆=  .
Abbildung 4-1 zeigt beispielhaft den Funktionsverlauf von FE4,0.7(x,10), Abbildung 4-2 den von
FNE4,0.7(x,10), jeweils für x ∈ [0, 20]. Mit den beiden Parametern ∆xy und ∆r wird der Grad der
"Unschärfe", d.h. der Verlauf der Flanke zwischen 0 ("vollständig falsch") und 1 ("vollständig
richtig") eingestellt. Dabei bezeichnet ∆xy die Differenz der beiden Werte x und y, während ∆r
die Abnahme bzw. Zunahme des Ergebnisses r gegenüber dem Fall x ≡ y beschreibt.
Abbildung 4-1: Verlauf von FE4,0.7(x,10) Abbildung 4-2: Verlauf von FNE4,0.7(x,10)
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Gem. den zuvor gestellten Forderungen haben die Relationen FE und FNE die folgenden,
wichtigen Eigenschaften:
Satz 4-3
Für die Relationen FE∆xy, ∆r(x,y) und FNE∆xy, ∆r(x,y) gilt:
1. FE∆xy, ∆r(x = y±∆xy, y) = 1 – ∆r und
FNE∆xy, ∆r(x = y±∆xy, y) = ∆r
2. FE∆xy, ∆r(x,y) ist kommutativ, d.h. FE∆xy, ∆r(x,y) = FE∆xy, ∆r(y,x)
FNE∆xy, ∆r(x,y) ist kommutativ, d.h. FNE∆xy, ∆r(x,y) = FNE∆xy, ∆r(y,x)
3. FE∆xy, ∆r(x,x) = 1.0
FNE∆xy, ∆r(x,x) = 0.0
4. Für m → 0 werden FE und FNE "absolut unscharf":
1),(lim ,0 =∆∆→ yxFE rxym für ∀ x, y
0),(lim ,0 =∆∆→ yxFNE rxym für ∀ x, y
Für m → ∞ werden FE und FNE "bool'sch":
),(),(lim , yxEyxFE rxym =∆∆∞→ für ∀ x, y
),(),(lim , yxNEyxFNE rxym =∆∆∞→ für ∀ x, y
5. FE∆xy, ∆r(x,y) und FNE∆xy, ∆r(x,y) sind spiegelsymmetrisch zu x=y, d.h.
FE∆xy, ∆r(y-a,y) = FE∆xy, ∆r(y+a,y) und
FNE∆xy, ∆r(y-a,y) = FNE∆xy, ∆r(y+a,y)
6. FE∆xy, ∆r(x,y) ∈ [0,1] für ∀ reellen x, y
FNE∆xy, ∆r(x,y) ∈ [0,1] für ∀ reellen x, y
7. FE∆xy, ∆r(x,y) → 0 für x >> y und FE∆xy, ∆r(x,y) → 0 für x << y
FNE∆xy, ∆r(x,y) → 1 für x >> y und FNE∆xy, ∆r(x,y) → 1 für x << y
8. FE∆xy, ∆r(x,y) ist stetig in ℜ²
FNE∆xy, ∆r(x,y) ist stetig in ℜ²
9. FE∆xy, ∆r(x,y) ist differenzierbar in ℜ²
FNE∆xy, ∆r(x,y) ist differenzierbar in ℜ²
10. FE∆xy, ∆r(x,y) ist stetig differenzierbar in ℜ²
FNE∆xy, ∆r(x,y) ist stetig differenzierbar in ℜ² .
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Beweis:
1. ryxyyxFE rxy ∆−=∆±=∆∆ 1),(, ⇒ rmyx ∆−=⋅−+ 1)(1
1
2
⇒
)1(2 rxy
rm ∆−⋅∆
∆=
ryxyyxFNE rxy ∆+=∆±=∆∆ 0),(, ⇒ rmyx ∆=⋅−+− 2)(1
11
⇒
)1(2 rxy
rm ∆−⋅∆
∆=
D.h. m wurde genau so gewählt, daß sich diese Eigenschaft ergibt.
2. ),(
)(1
1
)(1
1),( ,22, xyFEmxymyx
yxFE rxyrxy ∆∆∆∆ =⋅−+=⋅−+=
),(
)(1
11
)(1
11),( ,22, xyFNEmxymyx
yxFNE rxyrxy ∆∆∆∆ =⋅−+−=⋅−+−=
3. 1
)(1
1),( 2, =⋅−+=∆∆ mxxxxFE rxy
0
)(1
11),( 2, =⋅−+−=∆∆ mxxxxFNE rxy
4. 1
1
1lim),(lim 200 =⋅∆+=∆± →→ mxxxxFE mm ∀ ∆x ∈ ℜ "absolut unscharfes Verhalten"


 =∆=⋅∆+=∆± ∞→∞→ sonst
x
mx
xxxFE
mm 0
01
1
1lim),(lim 2 "bool'sches Verhalten"
0
1
11lim),(lim 200 =⋅∆+−=∆± →→ mxxxxFNE mm ∀ ∆x ∈ ℜ "absolut unscharfes Verhalten"


 =∆=⋅∆+−=∆± ∞→∞→ sonst
x
mx
xxxFNE
mm 1
00
1
11lim),(lim 2 "bool'sches Verhalten"
5. ),(
)(1
1
)(1
1),( ,22, yayFEmyaymyay
yayFE rxyrxy +=⋅−++=⋅−−+=− ∆∆∆∆
),(
)(1
11
)(1
11),( ,22, yayFNEmyaymyay
yayFNE rxyrxy +=⋅−++−=⋅−−+−=− ∆∆∆∆
6. Indirekte Beweisführung:
I Annahme: 1),(, >∆∆ yxFE rxy
⇒ 1
)(1
1
2 >⋅−+ myx
⇒ myx ⋅−> 2)(0
Widerspruch, da sowohl m > 0 als auch (x-y)2 > 0 .
Annahme: 0),(, <∆∆ yxFE rxy
⇒ 0
)(1
1
2 <⋅−+ myx
⇒ 1)( 2 −<⋅− myx
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Widerspruch, da sowohl m > 0 als auch (x-y)2 > 0 .
⇒ ]1,0[),(, ∈∆∆ yxFE rxy
II Annahme: 1),(, >∆∆ yxFNE rxy
⇒ 1
)(1
11 2 >⋅−+− myx
⇒ 1)( 2 −<⋅− myx
Widerspruch, da sowohl m > 0 als auch (x-y)2 > 0 .
Annahme: 0),(, <∆∆ yxFNE rxy
⇒ 0
)(1
11 2 <⋅−+− myx
⇒ myx ⋅−> 2)(0
Widerspruch, da sowohl m > 0 als auch (x-y)2 > 0 .
⇒ ]1,0[),(, ∈∆∆ yxFNE rxy
7. 0
)(1
1lim
)(1
1lim),(lim 22, →⋅++=⋅−+= ∞→>>∆∆>> mamyxyxFE ayxrxyyx
0
)(1
1lim
)(1
1lim),(lim 22, →⋅−+=⋅−+= ∞→<<∆∆<< mamyxyxFE ayxrxyyx
1
)(1
11lim
)(1
11lim),(lim 22, →⋅++−=⋅−+−= ∞→>>∆∆>> mamyxyxFNE ayxrxyyx
1
)(1
11lim
)(1
11lim),(lim 22, →⋅−+−=⋅−+−= ∞→<<∆∆<< mamyxyxFNE ayxrxyyx
8. f1(x,y) = x ist stetig in ℜ2
f2(x,y) = y ist stetig in ℜ2 ⇒
f3(x,y) = f1 − f2 = (x − y) ist stetig in ℜ2 ⇒
f4(x,y) = f32 = (x − y)2 ist stetig in ℜ2 ⇒
f5(x,y) = 1+m⋅f4 = 1 + m⋅(x − y)2 ist stetig in ℜ2
⇒  FE(x,y) = 1 / f5(x,y) ist stetig in ℜ2
⇒  FNE(x,y) = 1 – FE(x,y) ist stetig in ℜ2
9. I Partielle Ableitung von FE(x,y) nach x:
42222 )()(21
22
))(1(
220),(
yxmyxm
mxmy
myx
mymx
x
yxFE
−+−+
−=⋅−+
+−=∂
∂
=∆
−+−−∆++=∆
−∆+
→∆→∆ x
myxmyxx
x
yxFEyxxFE
xx
2
00
2
00
0
0000
0
)(1
1
)(1
1
lim),(),(lim
=−⋅−∆+⋅+−⋅+−∆+⋅+⋅∆
−∆+⋅−−−⋅+
→∆ ))()()()(1(
)(1)(1lim 2
00
2
00
22
00
2
00
2
00
2
00
0 yxyxxmyxmyxxmx
yxxmyxm
x
=−⋅−∆+⋅+−⋅+−∆+⋅+
∆⋅−⋅⋅−⋅⋅
→∆ 2
00
2
00
22
00
2
00
00
0 )()()()(1
22lim
yxyxxmyxmyxxm
xmxmym
x
x
yxFE
yxyxmyxmyxm
xmym
∂
∂=−⋅−⋅+−⋅+−⋅+
⋅⋅−⋅⋅ ),(
)()()()(1
22 00
2
00
2
00
22
00
2
00
00
für ∀ x0,y0 ∈ ℜ
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Partielle Ableitung von FE(x,y) nach y:
42222 )()(21
22
))(1(
220),(
yxmyxm
mymx
myx
mymx
y
yxFE
−+−+
−=⋅−+
−−=∂
∂
=∆
−+−∆−−+=∆
−∆+
→∆→∆ y
myxmyyx
y
yxFEyyxFE
yy
2
00
2
00
0
0000
0
)(1
1
)(1
1
lim),(),(lim
=−⋅∆−−⋅+−⋅+∆−−⋅+⋅∆
∆−−⋅−−−⋅+
→∆ ))()()()(1(
)(1)(1lim 2
00
2
00
22
00
2
00
2
00
2
00
0 yxyyxmyxmyyxmy
yyxmyxm
y
=−⋅∆−−⋅+−⋅+∆−−⋅+
∆⋅−⋅⋅−⋅⋅
→∆ 2
00
2
00
22
00
2
00
00
0 )()()()(1
22lim
yxyyxmyxmyyxm
ymymxm
y
y
yxFE
yxyxmyxmyxm
ymxm
∂
∂=−⋅−⋅+−⋅+−⋅+
⋅⋅−⋅⋅ ),(
)()()()(1
22 00
2
00
2
00
22
00
2
00
00
für ∀ x0,y0 ∈ ℜ
⇒  FE(x,y) ist differenzierbar in ℜ2
II Beweis für FNE(x,y) verläuft analog.
10. I Die partiellen Ableitungen
x
yxFE
∂
∂ ),( und
y
yxFE
∂
∂ ),(
sind stetig in ℜ2 (Beweis analog zu Punkt 8).
⇒ FE(x,y) ist stetig differenzierbar in ℜ2
II Die partiellen Ableitungen
x
yxFNE
∂
∂ ),( und
y
yxFNE
∂
∂ ),(
sind stetig in ℜ2 (Beweis analog zu Punkt 8).
⇒ FNE(x,y) ist stetig differenzierbar in ℜ2.
Die Relationen FE∆xy, ∆r(x,y) und FNE∆xy, ∆r(x,y) werden über ∆xy und ∆r parametrisiert. In der
praktischen Anwendung kann es sich als ungünstig erweisen, für jede Regel stets exakte
numerische Werte für ∆xy und ∆r angeben zu müssen. Tatsächlich wird es auch schwierig sein,
für die Formulierung einer unscharfen Regel exakte (scharfe) Werte für die Parametrisierung der
unscharfen Relation zu bestimmen. In Analogie zu den linguistischen Variablen für Fuzzy-Sets
wird daher ein Bezeichner zur Bestimmung von ∆xy und ∆r eingeführt. Die Erfahrung zeigt, daß
man wenigstens 4 und maximal 6 verschiedene Unschärfegrade unterscheiden sollte, die sich
auf den Wertebereich der (Eingangs-) Variable x beziehen sollten. Damit erhält man die
folgenden Definitionen:
Definition 4-9
Der Flankenverlauf der Relationen FE∆xy,∆r(x,y) und FNE∆xy,∆r(x,y) kann durch den
Bezeichner Flankenverlauf festgelegt werden.
Es gilt: Flankenverlauf ∈ { "sehr flach", "flach", "mittel", "steil", "sehr steil" } .
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Definition 4-10
Ist x eine reale (Eingangs-) Variable mit x ∈ [xmin, xmax], so berechnen sich ∆xy und ∆r für
die verschiedenen Werte von Flankenverlauf wie folgt:
Flankenverlauf = "sehr flach" ⇒ ∆xy = 25% ⋅ (xmax – xmin), ∆r = 0.75
Flankenverlauf = "flach" ⇒ ∆xy = 20% ⋅ (xmax – xmin), ∆r = 0.80
Flankenverlauf = "mittel" ⇒ ∆xy = 15% ⋅ (xmax – xmin), ∆r = 0.85
Flankenverlauf = "steil" ⇒ ∆xy = 10% ⋅ (xmax – xmin), ∆r = 0.90
Flankenverlauf = "sehr steil" ⇒ ∆xy =   5% ⋅ (xmax – xmin), ∆r = 0.95 .
Hierdurch wird dem Wissensingenieur, der das verbal formulierte Expertenwissen in Form einer
Regel zu implementieren hat, das Berechnen eines exakten, vom Experten i.d.R. jedoch nicht
näher spezifizierbaren Wertes, abgenommen. Darüber hinaus müssen bei Änderungen des
Wertebereichs der (Eingangs-) Daten nicht sämtliche Fuzzy-Relationen in den Regeln der
Wissensbasis neu angepaßt werden.
Unabhängig von der gewählten Flankensteilheit zeigt der funktionelle Verlauf der Relationen
FE und FNE ein langsames asymptotisches Annähern an 0 bzw. 1. Da in einigen Fällen jedoch
jenseits des Übergangs von "falsch" nach "wahr" eine schnelle Annäherung an "vollständig
falsch" bzw. "vollständig richtig" erforderlich ist, werden nachfolgend entsprechende unscharfe
Relationen mit einer schnellen asymptotischen Annäherung definiert.
Definition 4-11
Die unscharfe Relation ),(tanh, yxFE rxy ∆∆ wird für x, y ∈ ℜ definiert durch:
( )myxyxFE rxy ⋅−−=∆∆ )(tanh1),( 2tanh,
mit m > 0,   ∆xy > 0   und   0 < ∆r < 1.0.
und
xy
rarm ∆
∆= )tanh(  .
Definition 4-12
Die unscharfe Relation ),(tanh, yxFNE rxy ∆∆ wird für x, y ∈ ℜ definiert durch:
( )myxyxFNE rxy ⋅−=∆∆ )(tanh),( 2tanh,
mit m > 0,   ∆xy > 0   und   0 < ∆r < 1.0
und
xy
rarm ∆
∆= )tanh(  .
Abbildung 4-3 zeigt beispielhaft den Funktionsverlauf von )10,(tanh7.0,4 xFE im Vergleich zu
FE4,0.7(x,10) und Abbildung 4-4 den von )10,(tanh7.0,4 xFNE im Vergleich zu FNE4,0.7(x,10).
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Abbildung 4-3: Vergleich von FE und FEtanh Abbildung 4-4: Vergleich von FNE und FNEtanh
Wie gewünscht erhält man prinzipiell gleiche Flankenverläufe, jedoch ist das asymptotische
Verhalten grundsätzlich unterschiedlich.
Über die Parameter ∆xy und ∆r bzw. den Bezeichner Flankenverlauf  kann also das Verhalten in
der Umgebung x = y bestimmt werden, während das Verhalten für x << y und x >> y über die
Auswahl der Relation ( ),(, yxFE rxy ∆∆  oder ),(
tanh
, yxFE rxy ∆∆  bzw. ),(, yxFNE rxy ∆∆  oder
),(tanh, yxFNE rxy ∆∆  ) bestimmt wird.
Auch die Relationen ),(tanh, yxFE rxy ∆∆  und ),(
tanh
, yxFNE rxy ∆∆  erfüllen die eingangs gestellten
Forderungen:
Satz 4-4
Für die Relationen ),(tanh, yxFE rxy ∆∆  und ),(
tanh
, yxFNE rxy ∆∆  gilt:
1. ryxyyxFE rxy ∆−=∆±=∆∆ 1),(tanh, und
ryxyyxFNE rxy ∆=∆±=∆∆ ),(tanh,
2. ),(tanh, yxFE rxy ∆∆ ist kommutativ, d.h. ),(),(
tanh
,
tanh
, xyFEyxFE rxyrxy ∆∆∆∆ =
),(tanh, yxFNE rxy ∆∆ ist kommutativ, d.h. ),(),(
tanh
,
tanh
, xyFNEyxFNE rxyrxy ∆∆∆∆ =
3. 0.1),(tanh, =∆∆ xxFE rxy
0.0),(tanh, =∆∆ xxFNE rxy
4. Für m → 0 werden FE und FNE "absolut unscharf":
1),(lim tanh,0 =∆∆→ yxFE rxym für ∀ x, y
0),(lim tanh,0 =∆∆→ yxFNE rxym für ∀ x, y
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Für m → ∞ werden FE und FNE "bool'sch":
),(),(lim tanh, yxEyxFE rxym =∆∆∞→ für ∀ x, y
),(),(lim tanh, yxNEyxFNE rxym =∆∆∞→ für ∀ x, y
5. ),(tanh, yxFE rxy ∆∆  und ),(
tanh
, yxFNE rxy ∆∆  sind spiegelsymmetrisch zu x=y, d.h.
),(),( tanh,
tanh
, yayFEyayFE rxyrxy +=− ∆∆∆∆ und
),(),( tanh,
tanh
, yayFNEyayFNE rxyrxy +=− ∆∆∆∆
6. ),(tanh, yxFE rxy ∆∆  ∈ [0,1] für ∀ reellen x, y
),(tanh, yxFNE rxy ∆∆ ∈ [0,1] für ∀ reellen x, y
7. 0),(tanh, →∆∆ yxFE rxy für x >> y und 0),(tanh, →∆∆ yxFE rxy für x << y
1),(tanh, →∆∆ yxFNE rxy für x >> y und 1),(tanh, →∆∆ yxFNE rxy für x << y
8. ),(tanh, yxFE rxy ∆∆ ist stetig in ℜ²
),(tanh, yxFNE rxy ∆∆ ist stetig in ℜ²
9. ),(tanh, yxFE rxy ∆∆ ist differenzierbar in ℜ²
),(tanh, yxFNE rxy ∆∆ ist differenzierbar in ℜ²
10. ),(tanh, yxFE rxy ∆∆ ist stetig differenzierbar in ℜ²
),(tanh, yxFNE rxy ∆∆ ist stetig differenzierbar in ℜ² .
Beweis:
1. Auch hier wurde m so gewählt, daß sich die Eigenschaft ergibt:
ryxyyxFE rxy ∆−=∆±=∆∆ 1),(tanh, ⇒ ( ) rmxy ∆−=⋅∆±− 1(tanh1 2
⇒ ( )rarmxy ∆=⋅∆± tanh
⇒
xy
rarm ∆
∆= )tanh(
ryxyyxFNE rxy ∆−=∆±=∆∆ 1),(tanh, ⇒ ( ) rmxy ∆=⋅∆±(tanh2
⇒
xy
rarm ∆
∆= )tanh(
2. ( ) ( ) ),()(tanh1)(tanh1),( tanh,22tanh, xyFEmxymyxyxFE rxyrxy ∆∆∆∆ =⋅−−=⋅−−=
( ) ( ) ),()(tanh)(tanh),( tanh,tanh, xyFNEmxymyxyxFNE rxyrxy ∆∆∆∆ =⋅−=⋅−=
3. ( ) 1)0(tanh1),( 2tanh, =−=∆∆ xxFE rxy
0)0(tanh),( 2tanh, ==∆∆ xxFNE rxy
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4. ( ) 1)(tanh1lim),(lim 2
0
tanh
,0
=⋅−−= →∆∆→ myxyxFE mrxym  ∀ ∆x ∈ ℜ "absolut unscharfes Verhalten"
( )

 ==⋅−−= ∞→∆∆∞→ sonst
yx
myxyxFE
mrxym 0
1
)(tanh1lim),(lim 2tanh, "bool'sches Verhalten"
( ) 0)(tanhlim),(lim 2
0
tanh
,0
=⋅−= →∆∆→ myxyxFNE mrxym  ∀ ∆x ∈ ℜ "absolut unscharfes Verhalten
( ) 

 ==⋅−= ∞→∆∆∞→ sonst
yx
myxyxFNE
mrxym 1
0
)(tanhlim),(lim 2tanh, "bool'sches Verhalten"
5. ( ) ( ) ),()(tanh1)(tanh1),( tanh,22tanh, yayFEmamayayFE rxyrxy +=⋅+−=⋅−−=− ∆∆∆∆
( ) ( ) ),()(tanh)(tanh),( tanh,tanh, yayFNEmamayayFNE rxyrxy +=⋅+=⋅−=− ∆∆∆∆
6. Indirekte Beweisführung:
I Annahme: 1),(tanh, >∆∆ yxFE rxy
⇒ ( ) 1)(tanh1 2 >⋅−− myx
⇒ ( ) 0)(tanh2 <⋅− myx Widerspruch!
Annahme: 0),(tanh, <∆∆ yxFE rxy
⇒ ( ) 0)(tanh1 2 <⋅−− myx
⇒ ( ) 1)(tanh2 >⋅− myx Widerspruch!
⇒ ]1,0[),(tanh, ∈∆∆ yxFE rxy
II Annahme: 1),(tanh, >∆∆ yxFNE rxy
⇒ ( ) 1)(tanh2 >⋅− myx Widerspruch!
Annahme: 0),(tanh, <∆∆ yxFNE rxy
⇒ ( ) 0)(tanh2 <⋅− myx Widerspruch!
⇒ ]1,0[),(tanh, ∈∆∆ yxFNE rxy
7. ( ) ( ) 0tanh1lim)(tanh1lim),(lim 22tanh, =⋅−=⋅−−= ∞→>>∆∆>> mamyxyxFE ayxrxyyx
( ) ( ) 0tanh1lim)(tanh1lim),(lim 22tanh, =⋅−−=⋅−−= ∞→<<∆∆<< mamyxyxFE ayxrxyyx
( ) ( ) 1tanhlim)(tanhlim),(lim 22tanh, =⋅=⋅−= ∞→>>∆∆>> mamyxyxFNE ayxrxyyx
( ) ( ) 1tanhlim)(tanhlim),(lim 22tanh, =⋅−=⋅−= ∞→<<∆∆<< mamyxyxFNE ayxrxyyx
8. ( )myx ⋅− )(tanh ist stetig in ℜ2
⇒ ( )myxyxFE rxy ⋅−−=∆∆ )(tanh1),( 2tanh, ist stetig in ℜ2
⇒ ( )myxyxFNE rxy ⋅−=∆∆ )(tanh),(tanh, ist stetig in ℜ2
9. ( )myx ⋅− )(tanh ist differenzierbar in ℜ2
⇒ ( )myxyxFE rxy ⋅−−=∆∆ )(tanh1),( 2tanh, ist differenzierbar in ℜ2
⇒ ( )myxyxFNE rxy ⋅−=∆∆ )(tanh),(tanh, ist differenzierbar in ℜ2
10.  I Die partiellen Ableitungen
x
yxFE rxy
∂
∂ ∆∆ ),(tanh, und
y
yxFE rxy
∂
∂ ∆∆ ),(tanh,
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sind stetig in ℜ2.
⇒ ),(tanh, yxFE rxy ∆∆  ist stetig differenzierbar in ℜ2.
II Die partiellen Ableitungen
x
yxFNE rxy
∂
∂ ∆∆ ),(tanh, und
y
yxFNE rxy
∂
∂ ∆∆ ),(tanh,
sind stetig in ℜ2.
⇒ ),(tanh, yxFNE rxy ∆∆  ist stetig differenzierbar in ℜ2.
Entsprechend den unscharfen Pendanten zur bool'schen Identität und Ungleichheit werden nun
die unscharfen Pendanten FL und FG zum bool'schen Kleiner und Größer eingeführt. Auch hier
werden einige Forderungen gestellt, die erfüllt sein müssen, damit die eingangs geforderten
Eigenschaften realisiert werden:
1. Das Ergebnis einer Relation muß stets zwischen 0 = "vollständig falsch" und 1 =
"vollständig wahr" liegen, d.h.
]1,0[),( ∈yxFL ℜ∈∀ yx,
]1,0[),( ∈yxFG ℜ∈∀ yx,
damit bei der Regel-Implementierung auf Normierungen verzichtet werden kann
(leichte Implementierung und Wartung) und die Ergebnisse beliebiger Relationen stets
gleichwertig interpretiert werden können (leichtes Verständnis).
2. Die Relationen müssen wechselseitig kommutativ sein, d.h.
),(),(
!
xyFGyxFL =   .
3. Der Vergleich einer Größe mit sich selbst muß 0.5 ergeben, d.h.
5.0),(
!=xxFL und
5.0),(
!=xxFG   .
Beispiel: Die Frage "Ist das Alter des Patienten größer als 70 Jahre" wird für einen 70-
jährigen Patienten mit "weder wahr noch falsch" beantwortet.
4. Je größer die Differenz der beiden zu vergleichenden Größen ist, desto mehr soll der
unscharfe Vergleich gegen "ist größer" bzw. "ist kleiner" streben, d.h.
0),(
!=yxFL für yx >>
!
1),( =yxFL für yx <<
0),(
!=yxFG für yx <<
1),(
!=yxFG für yx >>   .
5. Der Grad der Unschärfe soll einstellbar sein.
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6. Die Relationen sollen stetig differenzierbare Funktionen in ℜ² darstellen, damit
"Sprünge" im Ergebnisraum vermieden werden.
7. Die Zugehörigkeitsfunktionen der Relationen FL und FG sollen möglichst einfach sein,
um eine effiziente (schnelle) Berechnung zu gewährleisten.
Entsprechend diesen Forderungen werden zunächst die Relationen FL und in Definition 4-15
und Definition 4-16 die Relationen FG eingeführt.
Definition 4-13
Die unscharfe Relation FL∆xy, ∆r(x,y) (fuzzy less) wird für x, y ∈ ℜ definiert durch:



 ++−
−⋅=∆∆ 1||
)(5.0),(, mxy
xyyxFL rxy
mit m > 0,   ∆xy > 0   und   0 < ∆r < 0.5
und
r
rxym ∆⋅
∆⋅−⋅∆=
2
)21(  .
Abbildung 4-5 zeigt beispielhaft den Funktionsverlauf von FL2,0.4(x,10), Abbildung 4-6 den von
FL2,0.4(x,y).
Abbildung 4-5: Verlauf von FL2,0.4(x,10) Abbildung 4-6: Verlauf von FL2,0.4(x,y)
Entsprechend zu den Relationen FE und FNE können auch hier die Parameter ∆xy und ∆r
entweder explizit (numerisch) oder unter Verwendung des eingeführten Bezeichners
Flankenverlauf ∈ { "sehr flach", "flach", "mittel", "steil", "sehr steil" }
gesetzt werden.
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Dabei berechnen sich ∆xy und ∆r für die FL-Relation wie folgt:
Flankenverlauf = "sehr flach" ⇒ ∆xy = 25% ⋅ (xmax – xmin), ∆r = 0.25
Flankenverlauf = "flach" ⇒ ∆xy = 20% ⋅ (xmax – xmin), ∆r = 0.30
Flankenverlauf = "mittel" ⇒ ∆xy = 15% ⋅ (xmax – xmin), ∆r = 0.35
Flankenverlauf = "steil" ⇒ ∆xy = 10% ⋅ (xmax – xmin), ∆r = 0.40
Flankenverlauf = "sehr steil" ⇒ ∆xy =   5% ⋅ (xmax – xmin), ∆r = 0.45 .
Gem. den gestellten Forderungen hat die FL-Relation die folgenden Eigenschaften:
Satz 4-5
Für die Relation FL∆xy, ∆r(x,y) gilt:
1. FL∆xy, ∆r(x = y–∆xy, y) = 0.5 + ∆r und
FL∆xy, ∆r(x = y+∆xy, y) = 0.5 – ∆r
2. FL∆xy, ∆r(x,y) ist nicht kommutativ, d.h. FL∆xy, ∆r(x,y) ≠ FL∆xy, ∆r(y,x)
3. FL∆xy, ∆r(x,x) = 0.5
4. Für m → ∞ wird FL "absolut unscharf":
5.0),(lim , =∆∆∞→ yxFL rxym für ∀ x, y
Für m → 0 wird FL "bool'sch":
1),(lim ,0 =∆+∆∆→ xxxFL rxym für ∀ ∆x > 0
0),(lim ,0 =∆−∆∆→ xxxFL rxym für ∀ ∆x > 0
5. FL∆xy, ∆r(x,y) ist punktsymmetrisch zu x=y, d.h.
FL∆xy, ∆r(y-a,y) = 1 – FL∆xy, ∆r(y+a,y)
6. FL∆xy, ∆r(x,y) ∈ [0,1] für ∀ reellen x, y
7. FL∆xy, ∆r(x,y) → 0 für x >> y und
FL∆xy, ∆r(x,y) → 1 für x << y
8. FL∆xy, ∆r(x,y) ist streng monoton fallend für feste y
FL∆xy, ∆r(x,y) ist streng monoton steigend für feste x
9. FL∆xy, ∆r(x,y) ist stetig in ℜ²
10. FL∆xy, ∆r(x,y) ist differenzierbar in ℜ²
11. FL∆xy, ∆r(x,y) ist stetig differenzierbar in ℜ² .
Beweis:
1. ryxyyxFL rxy ∆=∆±=∆∆ m5.0),(, ⇒ rmxy
xy ∆=++−
− m5.05.0
||
)(5.0
⇒
r
rxym ∆⋅
∆⋅−⋅∆=
2
)21(
d.h. m wurde genau so gewählt, daß sich diese Eigenschaft ergibt.
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2. ),(5.0
||
)(5.05.0
||
)(5.0),( ,, xyFLmyx
yx
mxy
xyyxFL rxyrxy ∆∆∆∆ =++−
−≠++−
−=
3. 5.05.0
||
)(5.0),(, =++−
−=∆∆ mxx
xxxxFL rxy
4. 5.05.0
||
)(5.0lim),(lim , =++−
−= ∞→∆∆∞→ mxy
xyyxFL
mrxym
∀ x, y "absolut unscharfes Verhalten"
15.05.0lim),(lim
0,0
=++∆
∆=∆+
→∆∆→ mx
xxxxFL
mrxym
∀ ∆x > 0 "bool'sches Verhalten"
05.05.0lim),(lim
0,0
=++∆
∆−=∆− →∆∆→ mx
xxxxFL
mrxym
∀ ∆x > 0 "bool'sches Verhalten"
5. ),(5.0
||
)(5.015.0
||
)(5.0),( ,, yayFLmayy
ayy
mayy
ayyyayFL rxyrxy +=−+−−
−−−=+++−
+−=− ∆∆∆∆
6. Annahme: 1),(, >∆∆ yxFL rxy
⇒ 15.0
||
)(5.0 >++−
−⋅
mxy
xy
⇒ mxyxy +−>− ||)(
Widerspruch, da m > 0, als auch |y-x| ≥ (y-x) .
Annahme: 0),(, <∆∆ yxFL rxy
⇒ 05.0
||
)(5.0 <++−
−⋅
mxy
xy
⇒ 1
||
)( −<+−
−
mxy
xy
⇒ mxyxy +−>− ||)(
Widerspruch (siehe oben) .
⇒ ]1,0[),(, ∈∆∆ yxFL rxy
7. 01
||
5.0lim1
||
)(5.0lim),(lim , →

 ++−
−⋅=


 ++−
−⋅= ∞→>>∆∆>> ma
a
mxy
xyyxFL
ayxrxyyx
11
||
5.0lim1
||
)(5.0lim),(lim , →

 ++⋅=


 ++−
−⋅= ∞→<<∆∆<< ma
a
mxy
xyyxFL
ayxrxyyx
8. 21 xx > ⇒ 21 xyxy −<−
⇒ 


 ++−
−⋅<


 ++−
−⋅ 1
||
)(5.01
||
)(5.0
2
2
1
1
mxy
xy
mxy
xy da m > 0
⇒ ),(),( 2,1, yxFLyxFL rxyrxy ∆∆∆∆ <
21 yy > ⇒ xyxy −>− 21
⇒ 


 ++−
−⋅>


 ++−
−⋅ 1
||
)(5.01
||
)(5.0
2
2
1
1
mxy
xy
mxy
xy da m > 0
⇒ ),(),( 2,1, yxFLyxFL rxyrxy ∆∆∆∆ >
9. Analog zum Beweis von Satz 4-3 gilt (hier nur kurz skizziert):
f1(x,y) = y – x ist stetig in ℜ2
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f2(x,y) = | y – x| + m ist stetig in ℜ2
⇒  FL(x,y) = 0.5 ⋅ f1(x,y) / f2(x,y) + 0.5 ist stetig in ℜ2
10.  Zunächst ist eine stückweise Definition von FL(x,y) aufzustellen:







<++−
−⋅
=
>++−
−⋅
=
xy
myx
xy
xy
xy
mxy
xy
yxFL
5.0
)(
)(5.0
5.0
5.0
)(
)(5.0
),(
Partielle Ableitung von FL(x,y) nach x:







<+−
⋅−
=−
>+−
⋅−
=∂
∂
xy
myx
m
xy
m
xy
mxy
m
x
yxFL
2
2
)(
5.0
5.0
)(
5.0
),(
Fall I :  y0>x0 =∆
−∆+
→∆ x
yxFLyxxFL
x
),(),(lim 0000
0
=∆
−+−
−⋅−++∆−−
∆−−⋅
→∆ x
mxy
xy
mxxy
xxy
x
5.0)(5.05.0)(5.0
lim 00
00
00
00
0
=+−⋅+∆−−
⋅∆−⋅∆→∆ )()(
5.0lim
0000
0 mxymxxy
mx
xx
=+−⋅+∆−−
⋅−
→∆ )()(
5.0lim
0000
0 mxymxxy
m
x
x
yxFE
mxymxy
m
∂
∂=+−⋅+−
⋅− ),(
)()(
5.0 00
0000
 für ∀ x0,y0 ∈ ℜ
Fall II :  y0=x0 =∆
−∆+
→∆ x
yxFLyxxFL
x
),(),(lim 0000
0
x
yxFE
mx
mmx
x
x ∂
∂=−=∆
−⋅−++∆−
∆−⋅
→∆
),(5.05.0
05.05.05.0
lim 00
0
 für ∀ x0,y0 ∈ ℜ
Fall III :  y0<x0 =∆
−∆+
→∆ x
yxFLyxxFL
x
),(),(lim 0000
0
=∆
−+−
−⋅−++−∆+
∆−−⋅
→∆ x
myx
xy
myxx
xxy
x
5.0)(5.05.0)(5.0
lim 00
00
00
00
0
=+−⋅+−∆+
⋅∆−⋅∆→∆ )()(
5.0lim
0000
0 myxmyxx
mx
xx
=+−⋅+−∆−+
⋅−
→∆ )()(
5.0lim
0000
0 myxmyxx
m
x
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x
yxFE
myxmyx
m
∂
∂=+−⋅+−
⋅− ),(
)()(
5.0 00
0000
 für ∀ x0,y0 ∈ ℜ
Partielle Ableitung von FL(x,y) nach y:
Der Beweis verläuft analog, d.h. es werden die drei Fälle x>y, x=y und x<y getrennt
betrachtet und die Differenzierbarkeit nachgewiesen.
⇒  FL(x,y) ist differenzierbar in ℜ2
11. Die partiellen Ableitungen
x
yxFE
∂
∂ ),( und
y
yxFE
∂
∂ ),(
sind stetig in ℜ2 (Beweis analog zu Punkt 9).
⇒ FL(x,y) ist stetig differenzierbar in ℜ2.
Analog zu den hyperbolischen FE- und FNE-Relationen wird auch eine hyperbolische FL-
Relation definiert:
Definition 4-14
Die unscharfe Relation ),(tanh, yxFL rxy ∆∆ wird für x, y ∈ ℜ definiert durch:
( )
2
1)(tanh),(tanh,
+⋅−=∆∆ mxyyxFL rxy
mit m > 0,   ∆xy > 0   und   0 < ∆r < 0.5
und
xy
rarm ∆
∆⋅= )2tanh(  .
Abbildung 4-7 zeigt beispielhaft den Funktionsverlauf von )10,(tanh4.0,2 xFL im Vergleich zu
FL2,0.4(x,10).
Abbildung 4-7: Vergleich von FL und FLtanh
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Auch hier erhält man prinzipiell gleiche Flankenverläufe, jedoch mit unterschiedlichem asymp-
totischen Verhalten.
Satz 4-6
Für die Relation ),(tanh, yxFL rxy ∆∆  gilt:
1. ryxyyxFL rxy ∆+=∆−=∆∆ 5.0),(tanh, und
ryxyyxFL rxy ∆−=∆+=∆∆ 5.0),(tanh,
2. ),(tanh, yxFL rxy ∆∆ ist nicht kommutativ, d.h. ),(),(
tanh
,
tanh
, xyFLyxFL rxyrxy ∆∆∆∆ ≠
3. 5.0),(tanh, =∆∆ xxFL rxy
4. Für m → 0 wird FL "absolut unscharf":
5.0),(lim tanh,0 =∆∆→ yxFL rxym für ∀ x, y
Für m → ∞ wird FL "bool'sch":
1),(lim tanh, =∆+∆∆∞→ xxxFL rxym für ∀ ∆x > 0
0),(lim tanh, =∆−∆∆∞→ xxxFL rxym für ∀ ∆x > 0
5. ),(tanh, yxFL rxy ∆∆  ist punktsymmetrisch zu x=y, d.h.
),(1),( tanh,
tanh
, yayFLyayFL rxyrxy +−=− ∆∆∆∆ und
6. ),(tanh, yxFL rxy ∆∆  ∈ [0,1] für ∀ reellen x, y
7. 0),(tanh, →∆∆ yxFL rxy für x >> y
1),(tanh, →∆∆ yxFL rxy für x << y
8. ),(tanh, yxFL rxy ∆∆ ist streng monoton fallend für feste y
),(tanh, yxFL rxy ∆∆ ist streng monoton steigend für feste x
9. ),(tanh, yxFL rxy ∆∆ ist stetig in ℜ²
10. ),(tanh, yxFL rxy ∆∆ ist differenzierbar in ℜ²
11. ),(tanh, yxFL rxy ∆∆ ist stetig differenzierbar in ℜ² .
Beweis:
Der Beweis ist analog zu den Beweisen zu Satz 4-4 und Satz 4-5 zu führen.
Weiterhin werden gem. den oben gestellten Forderungen die FG-Relationen eingeführt:
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Definition 4-15
Die unscharfe Relation FG∆xy, ∆r(x,y) (fuzzy greater) wird für x, y ∈ ℜ definiert durch:



 ++−
−⋅=∆∆ 1||
)(5.0),(, myx
yxyxFG rxy
mit m > 0,   ∆xy > 0   und   0 < ∆r < 0.5
und
r
rxym ∆⋅
∆⋅−⋅∆=
2
)21(  .
Abbildung 4-8 zeigt beispielhaft den Funktionsverlauf von FG2,0.4(x,10), Abbildung 4-9 den von
FG2,0.4(x,y).
Abbildung 4-8: Verlauf von FG2,0.4(x,10) Abbildung 4-9: Verlauf von FG2,0.4(x,y)
Auch hier kann das funktionale Verhalten der Relation entweder durch die Parameter ∆xy und
∆r oder durch Verwendung des Bezeichners Flankenverlauf eingestellt werden. Dabei
berechnen sich ∆xy und ∆r für die FG-Relation analog zu der Berechnung bei der FL-Relation.
Es gilt der
Satz 4-7
Für die Relation FG∆xy, ∆r(x,y) gilt:
1. FG∆xy, ∆r(x = y–∆xy, y) = 0.5 – ∆r und
FG∆xy, ∆r(x = y+∆xy, y) = 0.5 + ∆r
2. FG∆xy, ∆r(x,y) ist nicht kommutativ, d.h. FG∆xy, ∆r(x,y) ≠ FG∆xy, ∆r(y,x)
3. FG∆xy, ∆r(x,x) = 0.5
4. Für m → ∞ wird FG "absolut unscharf":
5.0),(lim , =∆∆∞→ yxFG rxym für ∀ x, y
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Für m → 0 wird FG "bool'sch":
0),(lim ,0 =∆+∆∆→ xxxFG rxym für ∀ ∆x > 0
1),(lim ,0 =∆−∆∆→ xxxFG rxym für ∀ ∆x > 0
5. FG∆xy, ∆r(x,y) ist punktsymmetrisch zu x=y, d.h.
FG∆xy, ∆r(y-a,y) = 1 – FG∆xy, ∆r(y+a,y)
6. FG∆xy, ∆r(x,y) ∈ [0,1] für ∀ reellen x, y
7. FG∆xy, ∆r(x,y) → 1 für x >> y und
FG∆xy, ∆r(x,y) → 0 für x << y
8. FG∆xy, ∆r(x,y) ist streng monoton steigend für feste y
FG∆xy, ∆r(x,y) ist streng monoton fallend für feste x
9. FG∆xy, ∆r(x,y) ist stetig in ℜ²
10. FG∆xy, ∆r(x,y) ist differenzierbar in ℜ²
11. FG∆xy, ∆r(x,y) ist stetig differenzierbar in ℜ² .
Beweis:
Der Beweis ist analog zum Beweis zu Satz 4-5 zu führen.
Definition 4-16
Die unscharfe Relation ),(tanh, yxFG rxy ∆∆ wird für x, y ∈ ℜ definiert durch:
( )
2
1)(tanh),(tanh,
+⋅−=∆∆ myxyxFG rxy
mit m > 0,   ∆xy > 0   und   0 < ∆r < 0.5
und
xy
rarm ∆
∆⋅= )2tanh(  .
Abbildung 4-10: Vergleich von FG und FGtanh
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Abbildung 4-10 zeigt beispielhaft den Funktionsverlauf von )10,(tanh4.0,2 xFG im Vergleich zu
FG2,0.4(x,10).
Satz 4-8
Für die Relation ),(tanh, yxFG rxy ∆∆  gilt:
1. ryxyyxFG rxy ∆−=∆−=∆∆ 5.0),(tanh, und
ryxyyxFG rxy ∆+=∆+=∆∆ 5.0),(tanh,
2. ),(tanh, yxFG rxy ∆∆ ist nicht kommutativ, d.h. ),(),(
tanh
,
tanh
, xyFGyxFG rxyrxy ∆∆∆∆ ≠
3. 5.0),(tanh, =∆∆ xxFG rxy
4. Für m → 0 wird FG "absolut unscharf":
5.0),(lim tanh,0 =∆∆→ yxFG rxym für ∀ x, y
Für m → ∞ wird FG "bool'sch":
0),(lim tanh, =∆+∆∆∞→ xxxFG rxym für ∀ ∆x > 0
1),(lim tanh, =∆−∆∆∞→ xxxFG rxym für ∀ ∆x > 0
5. ),(tanh, yxFG rxy ∆∆  ist punktsymmetrisch zu x=y, d.h.
),(1),( tanh,
tanh
, yayFGyayFG rxyrxy +−=− ∆∆∆∆ und
6. ),(tanh, yxFG rxy ∆∆  ∈ [0,1] für ∀ reellen x, y
7. 1),(tanh, →∆∆ yxFG rxy für x >> y
0),(tanh, →∆∆ yxFG rxy für x << y
8. ),(tanh, yxFG rxy ∆∆ ist streng monoton steigend für feste y
),(tanh, yxFG rxy ∆∆ ist streng monoton fallend für feste x
9. ),(tanh, yxFG rxy ∆∆ ist stetig in ℜ²
10. ),(tanh, yxFG rxy ∆∆ ist differenzierbar in ℜ²
11. ),(tanh, yxFG rxy ∆∆ ist stetig differenzierbar in ℜ² .
Beweis:
Der Beweis ist analog zu den Beweisen zu Satz 4-4 und Satz 4-5 zu führen.
Schließlich ist noch zu zeigen, daß beim Austausch der zu vergleichenden Terme und des
Relation-Operators das Ergebnis unverändert bleibt:
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Satz 4-9
Für die unscharfen Relationen FL und FG gilt:
),(),( ,, xyFGyxFL rxyrxy ∆∆∆∆ ≡
sowie
),(),( tanh,
tanh
, xyFGyxFL rxyrxy ∆∆∆∆ ≡  .
Beweis:
),(1
||
)(5.0),( ,, xyFGmxy
xyyxFL rxyrxy ∆∆∆∆ =


 ++−
−⋅=
( )( ) ),(1)(tanh5.0),( tanh,tanh, xyFGmxyyxFL rxyrxy ∆∆∆∆ =+⋅−⋅=  .
4.3 Gewichtung von Teilbedingungen
In Expertensystemen ist es allgemein üblich, daß Bedingungen oder Schlußfolgerungen
gewichtet werden. Es würde den Rahmen dieser Arbeit sprengen, ausführlich auf diese
Thematik einzugehen. Statt dessen soll an dieser Stelle lediglich kurz auf eine multiplikative
Gewichtung mit einem Faktor g ∈ [0,1] eingegangen werden.
Definition 4-17
Bedingungen oder Schlußfolgerungen können mit einem Gewichtungsfaktor g gewichtet
werden. Für den Gewichtungsfaktor gilt:
g ∈ [0,1] .
Gewichtetes Wissen liegt vor, wenn in einer WENN-DANN-Formulierung nicht alle für den
Schlußfolgerungsteil notwendigen Bedingungen bekannt sind. Dabei sei an dieser Stelle darauf
hingewiesen, daß es in praktischen Realisierungen häufig schwer fällt, unscharfes Wissen in
Form von Gewichten auf einem absoluten Skalenniveau zu formulieren. In solchen Fällen kann
es sinnvoll sein, bewährte Formalismen zur Bestimmung der Gewichte einzusetzen,
beispielsweise den Analytische Hierarchie Prozeß (AHP, siehe [45], [46]).
Als Beispiel sei eine Regel aus der MYCIN-Wissensbasis [4] aufgeführt:
RULE 124
IF The site of the culture is throat
AND The identity of the organism is streptococcus
THEN There is strongly suggestive evidence (0.8) that
the subtype of the organism is not group-D
Der Grund, warum die Regel-Schlußfolgerung nicht generell gilt, liegt nicht darin, daß unter
ungünstigen Umständen benötigte Eingangs-Daten fehlen könnten und daher in der Regel-
Bedingung nicht abgefragt werden. Vielmehr ist der exakte Zusammenhang zwischen dem
Auftreten eines bestimmten Organismus und den notwendigen Rahmenbedingungen nicht
vollständig bekannt, jedoch haben die Experten die Erfahrung erlangt, daß in der überwiegenden
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Mehrheit der Fälle der durch die Regel beschriebene Zusammenhang zutrifft. Die Zuversicht in
die Regel wird mit 0.8 auf einer Skala von 0 (keine Zuversicht) bis 1 (Gewißheit) bewertet.
Im MYCIN-Expertensystem werden nicht die Bedingungen gewichtet, sondern den Aktions-
Teilen der Regeln werden die sogenannten certainty factors zugewiesen (siehe Kapitel 2.8). Da
jedoch in Fällen, in denen das Wissen nur vage ist und größtenteils auf Erfahrungen beruht, die
einzelnen Bedingungsteile einer Regel unterschiedlich stark die Schlußfolgerung bedingen
können (genauer: unterschiedlich starke Zuversicht in der Bedeutung der einzelnen
Teilbedingungn besteht), werden in der SFC nicht die Schlußfolgerungen, sondern die
Teilbedingungen gewichtet (und können sich damit unterschiedlich stark auf die
Schlußfolgerung auswirken). Dies ergibt die
Definition 4-18
In der SFC berechnet sich das Ergebnis rTB einer Teilbedingung durch Multiplikation des
Ergebnisses r der Gleichung bzw. Ungleichung mit dem Gewichtungsfaktor g der Teilbe-
dingung:
rTB = g ⋅ r = g ⋅ ⊗cp(x,y)  .
Satz 4-10
Für das Ergebnis rTB einer Teilbedingung gilt stets:
rTB ∈ [0,1] .
Beweis:
Es gilt: 0 ≤ ⊗cp(x,y) ≤ 1
∀ ⊗cp ∈ {E, NE, L, LE, G, GE, FE, FEtanh, FNE, FNEtanh, FL, FLtanh, FG, FGtanh}
siehe Definitionen und Beweise zu den Verknüpfungsoperatoren
⇒ 0 ≤ g ⋅ ⊗cp(x,y) ≤ 1 da g∈[0,1]
⇒ rTB = g ⋅ ⊗cp(x,y) ∈ [0,1] .
4.4 Kombinations-Operatoren
Gem. Definition 2-4 besteht der Bedingungsteil einer Regel aus einer oder mehreren
Teilbedingungen. Im Falle mehrerer Teilbedingungen müssen die Ergebnisse derselben
kombiniert werden, um ein Gesamtergebnis für den Bedingungsteil der Regel zu erhalten.
Die entsprechenden Operatoren, die Teilbedingungen verknüpfen, werden Kombinations-
Operatoren genannt:
Definition 4-19
Zwei oder mehrere (gewichtete) Teilbedingungen werden durch Kombinations-
Operatoren ⊗cb (combine) miteinander verknüpft.
Das Ergebnis rc der Verknüpfung ergibt sich durch die Kombination der Ergebnisse der
Teilbedingungen gem. der Definition des Kombinations-Operators. Seien pA und pB bzw.
p1 ... pn die Ergebnisse rTB der (gewichteten) Teilbedingungen, so ist
rc = pA ⊗cb pB
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bzw.
rc = p1 ⊗cb p2  ...  ⊗cb pn .
Allgemein kann zwischen der Kombination von Bedingungen und der Kombination der
Ergebnisse von Bedingungen unterschieden werden. Im folgenden soll diese Unterscheidung
nicht mehr strikt durchgeführt werden; statt dessen wird vereinfacht stets von der Kombination
von (Teil-) Bedingungen gesprochen, wobei implizit beides gemeint ist.
4.4.1 Anforderungen an Kombinations-Operatoren
Bevor auf "scharfe" und "unscharfe" Kombinations-Operatoren näher eingegangen wird, werden
einige allgemeine Forderungen aufgestellt, die erfüllt sein müssen, damit die Operatoren die
eingangs geforderten Eigenschaften aufweisen:
1. Das Ergebnis einer Verknüpfungsoperation ⊗cb muß stets zwischen 0 (Interpretation
"vollständig falsch") und 1 (Interpretation "vollständig wahr") liegen, d.h.
]1,0[)...,,( 21 ∈⊗ ncb ppp ℜ∈∀ nppp ..., ,21  ,
damit auch hier bei der Regel-Implementierung auf Normierungen verzichtet werden
kann (leichte Implementierung und Wartung) und die Ergebnisse beliebiger
Verknüpfungen stets gleichwertig interpretiert werden können (leichtes Verständnis).
2. Die Relationen müssen kommutativ sein, d.h.
),...,(...)...,,()...,,( 121221 ppppppppp ncbncbncb ⊗==⊗=⊗  ,
denn in menschlichen Gedankengängen spielt die Reihenfolge von (Teil-)
Bedingungen beim Verknüpfen i.d.R. keine Rolle.
3. Die mehrfache Verknüpfung von vollständig erfüllten sowie von vollständig nicht
erfüllten Teilbedingungen sollten jeweils 1 bzw. 0 ergeben, d.h.
0)0...,0,0( =⊗cb und 1)1...,1,1( =⊗cb   .
4. Der Grad der Unschärfe soll einstellbar sein, um nicht-scharfes Wissen unterschied-
licher Ausprägung modellieren zu können.
5. Die Relationen sollen stetige Funktionen in ℜ² darstellen, damit "Sprünge" im
Ergebnisraum, die eine schlechte Modellierung der menschlichen Denkweise darstellen
würden, vermieden werden.
6. Die Zugehörigkeitsfunktionen der Kombinationsoperatoren sollen möglichst einfach
sein, um eine effiziente (schnelle) Berechnung zu gewährleisten.
4.4.2 "Scharfe" Kombinations-Operatoren
Die Realisierung einer AND- sowie einer OR-Verknüpfung durch den MIN- bzw. MAX-
Operator geht auf Zadeh zurück und wurde später axiomatisch begründet [74]. Übertragen auf
die Notation der SFC lauten die Definitionen:
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Definition 4-20
Die Operatoren AND und OR werden definiert durch
AND(pA, pB) = MIN (pA, pB)
OR   (pA, pB) = MAX(pA, pB)
bzw. durch
AND(p1, p2, ... pn) = MIN (p1, p2, ... pn)
OR   (p1, p2, ... pn) = MAX(p1, p2, ... pn) .
Es gelten hinsichtlich Abgeschlossenheit, Kommutativität etc. die folgenden Sätze (für die
Beweise wird auf die Literatur verwiesen):
Satz 4-11 (ohne Beweis)
Für alle pi ∈[0,1] gilt:
AND(p1, p2, ... pn)  ∈  [0, 1]
OR   (p1, p2, ... pn)  ∈  [0, 1]  .
Satz 4-12 (ohne Beweis)
Die Operatoren AND(p1, p2, ... pn) und OR(p1, p2, ... pn) sind kommutativ, d.h. es gilt:
AND(p1, p2, ... pn) ≡ AND(p2, p1, ... pn) ≡ ... ≡ AND(pn, ... p2, p1)
OR(p1, p2, ... pn) ≡ OR(p2, p1, ... pn) ≡ ... ≡ OR(pn, ... p2, p1)  .
Satz 4-13 (ohne Beweis)
Es gilt:
AND(0, 0, ... 0) = 0 AND(1, 1, ... 1) = 1
OR(0, 0, ... 0) = 0 OR(1, 1, ... 1) = 1
Satz 4-14 (ohne Beweis)
Die Operatoren AND(p1, p2, ... pn) und OR(p1, p2, ... pn) stellen in ℜn stetige Funktionen
dar.
Die Verknüpfungs-Operatoren AND und OR werden als "scharfe" bzw. "harte" Operatoren
bezeichnet, weil sie die Eigenschaft haben, stets nur ein einziges Teilergebnis zu
berücksichtigen. So gilt für die AND-Verknüpfung, daß viele (fast) erfüllte Teilergebnisse und
eine einzige (fast) nicht erfüllte Teilbedingung insgesamt eine (fast) nicht erfüllte
Gesamtbedingung ergeben. Entsprechend ergeben bei einer OR-Verknüpfung viele (fast) nicht
erfüllte Teilergebnisse und eine einzige (fast) erfüllte Teilbedingung insgesamt eine (fast)
erfüllte Gesamtbedingung.
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4.4.3 t-Normen und s-Normen
t-Normen sind zweistellige Operatoren, die zu der Klasse der Dreiecks-Normen (triangular-
Norms) gehören. Sie bilden für µA(x) ∈ [0,1] und µB(x) ∈ [0,1] eine Verknüpfung gem.
t:  [0,1] x [0,1] → [0,1] .
Definition 4-21
Eine zweistellige Funktion t(µA, µB) ist eine t-Norm, wenn gilt:
1. Neutralelement: 0)0,0( =t    und   AAA tt µµµ == ),1()1,(
2. Monotonie: ),(),( DCBA tt µµµµ ≤   für DBCA µµµµ ≤≤∀ ,
3. Kommutativität: ),(),( ABBA tt µµµµ =
4. Assoziativität: ( ) ( )CBACBA tttt µµµµµµ ),,(),(, =
Entsprechend sind s-Normen (auch co-t-Normen) zweistellige Operatoren, die zu der Klasse der
Dreiecks-Co-Normen (triangular-co-Norms) gehören; auch diese sind Abbildungen gem.
s:  [0,1] x [0,1] → [0,1] .
Definition 4-22
Eine zweistellige Funktion s(µA, µB) ist eine s-Norm, wenn gilt:
1. Neutralelement: 1)1,1( =s   und   AAA ss µµµ == ),0()0,(
2. Monotonie: ),(),( DCBA ss µµµµ ≤    für DBCA µµµµ ≤≤∀ ,
3. Kommutativität: ),(),( ABBA ss µµµµ =
4. Assoziativität: ( ) ( )CBACBA ssss µµµµµµ ),,(),(, =
Der MIN- sowie der MAX-Operator erfüllen diese Eigenschaften, d.h. sie gehören zur Klasse
der t- bzw. s-Normen.
In der Literatur werden viele weitere t-Normen und s-Normen vorgestellt [3], [12], [14].
Nachfolgend kann nur eine knappe Auswahl aufgeführt werden, da eine ausführliche
Behandlung den Rahmen dieser Arbeit sprengen würde.
Die t- und s-Normen sind als Operationen auf unscharfe Mengen µA(x) und µB(x) definiert. Da
hier ihre Anwendung auf skalare Ergebnisse von Teilbedingungen untersucht wird, werden die
Operatoren unter Verwendung der Parameter pA und pB aufgelistet:
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Tabelle einiger t-Normen und s-Normen
Bezeichnung Beschreibung Definition
MIN Minimum ),( BABA ppMINt =∩
MAX Maximum ),( BABA ppMAXs =∪
tham Hamacher-ProduktHamacher product BABA
BA
ham pppp
ppt ⋅−+
⋅=
sham Hamacher-SummeHamacher sum BA
BABA
ham pp
pppps ⋅−
⋅⋅−+=
1
2
talg algebraisches Produktalgebraic product BAa
ppt ⋅=lg
salg algebraische Summealgebraic sum BABABAa
pppppps ⋅−+=−−−= )1)(1(1lg
tein Einstein-ProduktEinstein product )1()1(1 BA
BA
ein pp
ppt −⋅−+
⋅=
sein Einstein SummeEinstein sum BA
BA
ein pp
pps ⋅+
+=
1
tbes beschränktes Produkt
bounded product
)1,0( −+= BAbes ppMAXt
sbes beschränkte Summe
bounded sum
),1( BAbes ppMINs +=
tdra drastisches Produktdrastic product 

<
==
1),(0
1),(),(
BA
BABA
dra ppMAXfür
ppMAXfürppMIN
t
sdra drastische Summedrastic sum 

>
==
0),(1
0),(),(
BA
BABA
dra ppMINfür
ppMINfürppMAX
s
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Für die vorgestellten t-Normen und s-Normen gilt
Satz 4-15 (ohne Beweis)
tdra ≤ tbes ≤ tein ≤ talg ≤ tham ≤ MIN  ≤   ...   ≤  MAX ≤ sham ≤ salg ≤ sein ≤ sbes ≤ sdra
Die t-Normen haben also die Eigenschaft, daß das Gesamtergebnis kleiner oder gleich dem
kleinsten Teilergebnis ist16. Entsprechendes gilt für die s-Normen, bei denen das
Gesamtergebnis größer oder gleich dem größten Teilergebnis ist.
Tabelle einiger parametrisierter t-Normen und s-Normen
Bezeichnung Beschreibung Definition
tham,int
Hamacher Durchschnitt
Hamacher intersection )()1(
int,
BABA
BA
hamt µµµµγγ
µµ
⋅−+⋅−−
⋅= mit γ ≥ 0
Für γ = 1  ist tham,int = talg
Für γ = ∞ ist tham,int = tdra
sham,union
Hamacher Vereinigung
Hamacher union BA
BABA
unionhams µµγ
µµγµµ
⋅⋅+
⋅⋅−++=
1
)1(
, mit γ ≥ -1
Für γ = 0  ist sham,union = salg
Für γ = ∞ ist sham,union = sdra
tyag,int
Yager Durchschnitt
Yager intersection ( )p pBpAyag MINt )1()1(,11int, µµ −+−−= mit p ≥ 1
Für p = 1  ist tyag,int = tbes
Für p = ∞ ist tyag,int = MIN
syag,union
Yager Vereinigung
Yager union 

 += p pBpAunionyag MINs µµ,1, mit p ≥ 1
Für p = 1  ist syag,union = sbes
Für p = ∞ ist syag,union = MAX
                                                
16 Man spricht daher auch von einem "pessimistischen" Verhalten, da für alle t-Normen das Gesamtergebnis der
Verknüpfung Null ist, wenn nur eine einzige Teilbedingung Null ist.
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4.4.4 Kompensatorische und Aggregations Operatoren
Ob ein Operator zur Wissensimplementierung geeignet ist hängt i.d.R. vom Wissenskontext ab.
Während sich die t-Normen vor allem für eine "pessimistische" Modellierung des linguistischen
UND und die s-Normen für eine "optimistische" Modellierung des linguistischen ODER eignen,
besteht darüber hinaus die Notwendigkeit, "kompensatorische" Verknüpfungen zur Model-
lierung des linguistischen UNDs und ODERs zur Verfügung zu stellen [53].
Neben den t- und s-Normen wurden daher u.a. sogenannte Kompensatorische und Aggregations
Operatoren vorgestellt, von denen nachfolgend einige aufgelistet werden.
Definition 4-23
Für γ∈[0,1] werden die kompensatorischen Gamma-Operatoren MINMAXγ und PRODγ
definiert durch [2], [74]:
γγ
γ 

⋅

=
=
−
= )(max)(min)...,,( ...1
1
...1321 iniinin
ppppppMINMAX
γγ
γ 

 −−⋅

= ∏∏
=
−
=
n
i
i
n
i
in ppppppPROD
1
1
1
321 )1(1)...,,(   .
Es ist leicht ersichtlich, daß:
ORMINMAX
ANDMINMAX
=⇒=
=⇒=
γ
γ
γ
γ
1
0
lg
lg
1
0
a
a
sPROD
tPROD
=⇒=
=⇒=
γ
γ
γ
γ
Definition 4-24
Für λ∈[0,1] werden die kompensatorischen Lambda-Operatoren MINMAXλ, ANDλ (auch
Fuzzy-AND) und ORλ (auch Fuzzy-OR) definiert durch [17], [70], [74]:
)(max)1()(min)...,,(
...1...1321 iniinin
ppppppMINMAX
==
⋅−+⋅= λλλ
n
p
pppppAND
n
i
i
inin
∑
=
=
⋅−+⋅= 1
...1321
)1()(min)...,,( λλλ
n
p
pppppOR
n
i
i
inin
∑
=
=
⋅−+⋅= 1
...1321
)1()(max)...,,( λλλ   .
Auch hier ist leicht ersichtlich, daß gilt:
ANDMINMAX
ORMINMAX
=⇒=
=⇒=
λ
λ
λ
λ
1
0
ANDAND
MEANAND
=⇒=
=⇒=
λ
λ
λ
λ
1
0
OROR
MEANOR
=⇒=
=⇒=
λ
λ
λ
λ
1
0
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Eine allgemeine Definition von Aggregations Operatoren bieten u.a. [15], [40]. Einige Beispiele
sind der arithmetische, der geometrische und der harmonische Mittelwert. In [63] wird der
OWA-Operator definiert:
Definition 4-25
Der OWA Operator der Dimension n wird definiert als Abbildung
F : In → I mit I = [0, 1]
mit dem Gewichtungsvektor W
r










=
nW
W
W
W M
r 2
1
mit Wi ∈ [0, 1]  und  1=∑i iW
und der Abbildungsvorschrift
nnn bWbWbWpppF ⋅++⋅+⋅= K221121 ),...,(
wobei b1 ... bn die der Größe nach sortierten p1 ... pn sind.
An dieser Stelle kann nur eine knappe Untersuchung der Operatoren vorgenommen werden; für
ausführliche Betrachtungen wird auf die genannte Literatur verwiesen.
• MINMAXγ
Das Ergebnis des MINMAXγ Operators liegt stets zwischen der MIN- und der MAX-
Verknüpfung. Dadurch können verschiedene Verknüpfungsvarianten zwischen dem
linguistischen "UND" und "ODER" modelliert werden.
Die Analyse zeigt, daß immer dann identische Verknüpfungsergebnisse erzielt werden, wenn
sich alle Teilergebnisse außer dem Kleinsten und dem Größten ändern. Für beliebige γ ≤ 0.5
(UND-Verknüpfung) sowie beliebige γ ≥ 0.5 (ODER-Verknüpfung) gilt beispielsweise
MINMAXγ(0.1, 0.2, 0.2, 0.3, 0.8) ≡ MINMAXγ(0.1, 0.7, 0.75, 0.78, 0.8)  ,
was eine unzureichende Modellierung einer unscharfen UND- bzw. ODER-Verknüpfung im
Sinne einer menschlichen Entscheidungsfindung darstellt, da nur zwei anstatt alle Teil-
bedingungen berücksichtigt werden.
• PRODγ
Für γ ≤ 0.5 sollte der PRODγ Operator einer (unscharfen) UND-Verknüpfung entsprechen. Je
weiter γ gegen 0 strebt, desto mehr erhält er die (bool'schen) Eigenschaften des salg Operators.
Aber auch für große Werte γ werden i.d.R. zu kleine Werte erzielt. Die UND-Verknüpfung
PROD0.4(0.1,0.2,0.1,0.9) = 0.022
liegt beispielsweise deutlich unter dem Minimum von 0.1. Entsprechendes gilt für γ ≥ 0.5
(unscharfe ODER-Verknüpfung).
• MINMAXλ
Auch beim MINMAXλ Operator liegt das Ergebnis zwischen der MIN- und der MAX-
Verknüpfung. Ebenso gilt, daß immer dann identische Verknüpfungsergebnisse erzielt
werden, wenn sich alle Teilergebnisse außer dem Kleinsten und dem Größten ändern. Für das
obige Beispiel gilt:
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MINMAXλ(0.1, 0.2, 0.2, 0.3, 0.8) ≡ MINMAXλ(0.1, 0.7, 0.75, 0.78, 0.8)  ,
was keine akzeptable Modellierung einer menschlichen Entscheidungsfindung darstellt, da
nur die größte und die kleinste Teilbedingung berücksichtigt wird.
• ANDλ
Der ANDλ Operator hat keinen der vorgenannten Nachteile, sondern modelliert vielmehr den
Prozess einer "unscharfen" Entscheidungsfindung in geeigneter Weise. Je mehr (teilweise)
erfüllte Teilbedingungen mit (teilweise) unerfüllten Teilbedingungen verknüpft werden,
desto weiter strebt das Gesamtergebnis gegen (teilweise) erfüllt.
• ORλ
Auch der ORλ Operator hat keinen der vorgenannten Nachteile, sondern stellt einen
geeigneten Operator für eine "unscharfe" ODER-Verknüpfung dar: Je mehr (teilweise)
unerfüllte Teilbedingungen mit (teilweise) erfüllten Teilbedingungen verknüpft werden,
desto kleiner wird das Gesamtergebnis, d.h. die (teilweise) unerfüllten Teilbedingungen
werden mit berücksichtigt.
• OWA
Mit dem OWA-Operator kann man ähnlich wie beim ANDλ und ORλ Operator eine
linguistische UND- bzw. ODER-Verknüpfung geeignet modellieren. Vorteilhaft ist, daß man
die "Gewichtung" der Teilbedingungen gezielt festlegen kann. Dies bedeutet gleichzeitig
jedoch auch einen nicht zu unterschätzenden Aufwand, da man für jeden Eingangsdatensatz
(p1, p2), (p1, p2, p3) ... (p1, p2, ... pn) mindestens einen entsprechenden Gewichtungsvektor
nW
r
definieren muß.
Im folgenden sollen einige wichtige Eigenschaften der Operatoren ANDλ und ORλ kurz
betrachtet werden. Für die Beweise wird auf die Literatur verwiesen.
Satz 4-16 (ohne Beweis)
Für die Operatoren ANDλ(p1, p2, ... pn) und ORλ(p1, p2, ... pn) sind die folgenden
Eigenschaften gegeben:
1. Neutralelement: ANDλ(0, 0, ... 0) = 0 ANDλ(1, 1, ... 1) = 1
ORλ(0, 0, ... 0) = 0 ORλ(1, 1, ... 1) = 1
2. Kommutativität: ANDλ(p1, p2, ... pn) = ANDλ(p2, p1, ... pn) = ...
ORλ(p1, p2, ... pn) = ORλ(p2, p1, ... pn) = ...
3. Stetigkeit: ANDλ(p1, p2, ... pn) und ORλ(p1, p2, ... pn) sind stetig in ℜn
4. Abgeschlossenheit: ANDλ(p1, p2, ... pn) ∈ [0, 1]  für alle pi ∈[0,1]
ORλ(p1, p2, ... pn) ∈ [0, 1]  für alle pi ∈[0,1]
5. Idempotenz: ANDλ(pi, pi, ... pi) = pi
ORλ(pi, pi, ... pi) = pi
Wie bereits oben gezeigt, erhält man für ANDλ und ORλ mit λ = 1 ein extremes Verhalten,
während λ = 0 den Mittelwert liefert. Analog dem Bezeichner Flankenverlauf für den Grad der
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Unschärfe von Relationen wird hier nun ein Bezeichner Schärfegrad eingeführt, der die
Unschärfe linguistisch modellieren soll:
Definition 4-26
Für die Verknüpfungsoperatoren ANDλ und ORλ kann der Unschärfegrad der
Verknüpfung durch den Bezeichner Schärfegrad festgelegt werden.
Es gilt:
Schärfegrad ∈ {"sehr unscharf", "unscharf", "mittel", "scharf", "sehr scharf"}
Schärfegrad = "sehr unscharf" ⇒ λ = 0.6
Schärfegrad = "unscharf" ⇒ λ = 0.7
Schärfegrad = "mittel" ⇒ λ = 0.8
Schärfegrad = "scharf" ⇒ λ = 0.9
Schärfegrad = "sehr scharf" ⇒ λ = 1.0 .
4.4.5 ANDδ und ORδ
Die kompensatorischen Operatoren ANDλ bzw. ORλ berücksichtigen durch die Mittelwert-
bildung gleichermaßen alle Teilbedingungen. Hin und wieder ist jedoch für die Formulierung
einer unscharfen UND-Verknüpfung bereits die Erfüllung einer Teilbedingung ausschlagge-
bend, um das Gesamtergebnis deutlich zu beeinflussen, d.h. es ist nicht die ("normierte")
Summe aller Teilergebnisse zu berücksichtigen, sondern in erster Linie die maximalen
Abweichungen der Teilbedingungsergebnisse. Entsprechendes gilt für eine unscharfe ODER-
Verknüpfung.
Auf Grund dieser Forderung werden hier neue kompensatorische Kombinationsoperatoren
vorgestellt, die zunächst für die Verknüpfung von zwei Teilbedingungen wie folgt definiert
werden:
δδ
||),(),( BABABA
ppppMINppAND −+= mit δ ≥ 1
δδ
||),(),( BABABA
ppppMAXppOR −−= mit δ ≥ 1 .
Die rekursive Erweiterung der Operatoren auf beliebig viele Operanden ergibt:
ANDδ (pA, pB, pC) = ANDδ (ANDδ (pA, pB), pC)  ,
ORδ (pA, pB, pC) = ORδ (ORδ (pA, pB), pC)  .
Es läßt sich jedoch leicht zeigen, daß derart definierte Operatoren nicht mehr kommutativ sind
(d.h. die ursprüngliche Definition ist nicht assoziativ). Für a=0, b=0 und c=1 ergibt sich
beispielsweise
ANDδ (0, 0, 1) = ANDδ (ANDδ (0, 0), 1) = ANDδ ( 0, 1) = 1 / δ  ,
während a=1, b=0 und c=0
ANDδ (1, 0, 0) = ANDδ (ANDδ (1, 0), 0) = ANDδ ( 1/δ, 0) = 1 / δ 2
ergibt.
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Aus diesem Grund ist eine systematische Erweiterung der Beträge aller möglichen Differenzen
vorzunehmen. Damit erhält man die
Definition 4-27
Die Operatoren ANDδ  und ORδ  werden definiert durch:
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Analog dem Vorgehen bei den unscharfen Relationen wird ein Bezeichner für den Grad der
Unschärfe eingeführt:
Definition 4-28
Der Unschärfegrad der Verknüpfung kann für die Vergleichsoperatoren ANDδ und ORδ
durch den Bezeichner Schärfegrad festgelegt werden. Abhängig von der Anzahl n von
Teilbedingungen gilt:
Schärfegrad ∈ {"sehr unscharf", "unscharf", "mittel", "scharf", "sehr scharf"}
Schärfegrad = "sehr unscharf" ⇒ δ  = 1⋅n⋅(n–1)
Schärfegrad = "unscharf" ⇒ δ  = 3⋅n⋅(n–1)
Schärfegrad = "mittel" ⇒ δ  = 5⋅n⋅(n–1)
Schärfegrad = "scharf" ⇒ δ  = 7⋅n⋅(n–1)
Schärfegrad = "sehr scharf" ⇒ δ  = 9⋅n⋅(n–1)
Auch die Operatoren ANDδ und ORδ weisen die geforderten sowie einige weitere Eigenschaften
auf:
Satz 4-17
Für die Operatoren ANDδ (p1, p2, ... pn) und ORδ (p1, p2, ... pn) sind die folgenden Eigen-
schaften gegeben:
1. Neutralelement: ANDδ (0, 0, ... 0) = 0 ANDδ (1, 1, ... 1) = 1
ORδ (0, 0, ... 0) = 0 ORδ (1, 1, ... 1) = 1
2. Kommutativität: ANDδ (p1, p2, ... pn) = ANDδ (p2, p1, ... pn) = ...
ORδ (p1, p2, ... pn) = ORδ (p2, p1, ... pn) = ...
3. Stetigkeit: ANDδ (p1, p2, ... pn) und ORδ (p1, p2, ... pn) sind stetig in ℜn
4. Abgeschlossenheit: ANDδ (p1, p2, ... pn) ∈ [0, 1]  für alle pi ∈[0,1]
ORδ (p1, p2, ... pn) ∈ [0, 1]  für alle pi ∈[0,1]
5. Idempotenz: ANDδ (pi, pi, ... pi) = pi
ORδ (pi, pi, ... pi) = pi
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Beweis:
1. Neutralelement
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2. Kommutativität
Der MIN-Operator ist kommutativ.
Die Summe über die Beträge ist kommutativ.
⇒ ANDδ ist kommutativ.
Der MAX-Operator ist kommutativ.
Die Summe über die Beträge ist kommutativ.
⇒ ORδ ist kommutativ.
3. Stetigkeit
Es gilt:
f1(p1, p2, ... pn) = MIN(p1, p2, ... pn) ist stetig in ℜn
f2(p1, p2, ... pn) = MAX(p1, p2, ... pn) ist stetig in ℜn
f3(x,y) = |x−y| ist stetig in ℜ2 ⇒
f4(p1, p2, ... pn) = Σ Σ |pn1 – pn2| ist stetig in ℜn ⇒
ANDδ (p1, p2, ... pn) = f1 + f4 ist stetig in ℜn
ORδ (p1, p2, ... pn)   = f2 – f4 ist stetig in ℜn .
4. Abgeschlossenheit
Vorüberlegungen (hier zu ANDδ ):
Zunächst wird die Anzahl der Betragsdifferenzen im Bruch für n Parameter benötigt:
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Der ANDδ-Operator setzt sich aus dem MIN-Operator und dem Bruch B zusammen:
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Ist beispielsweise MIN(p1, ... pn) = 0.9, so ist der kleinste Wert pi = 0.9.
Dann können sämtliche Terme |pn1 – pn2| maximal den Wert 1 – 0.9 = 0.1 annehmen.
Der Zähler des Bruchs B besteht aus n⋅(n–1)/2 Termen.
Für δ = n⋅(n–1)/2 gilt dann für den Bruch B:
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Wird δ > n⋅(n–1)/2 gewählt, so wird B noch kleiner.
Insgesamt ist also ANDδ = MIN(p1, ... pn) + B ≤ 0.9 + 0.1 = 1
also ANDδ  ≤ 1 .
Beweis für ANDδ :
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a) Es ist MIN(p1, ... pn) ≥ 0 für alle pi ∈ [0,1],  i = 1...n
und B ≥ 0 für alle pi ∈ [0,1],  i = 1...n
und damit ANDδ (p1, ... pn) ≥ 0
b) Sei MIN(p1, ... pn) = a, mit 0 ≤ a ≤ 1
so gilt für jeden Term des Bruches B |pn1 – pn2| ≤ 1 – a
und damit für den Bruch B a
nn
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Beweis für ORδ :
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a) Sei MAX(p1, ... pn) = a, mit 0 ≤ a ≤ 1
so gilt für jeden Term des Bruches B |pn1 – pn2| ≤ a
und damit für den Bruch B a
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insgesamt also für ORδ 0),...(),...( 11 =−≤−= aaBppMAXppOR nnδ
also 0),...( 1 ≥nppORδ
b) Es ist MAX(p1, ... pn) ≤ 1 für alle pi ∈ [0,1],  i = 1...n
und B ≥ 0 für alle pi ∈ [0,1],  i = 1...n
und damit ORδ (p1, ... pn) ≤ 1 .
5. Idempotenz
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Anschaulich wurde bereits erläutert, daß über die Parametrisierung δ die Unschärfe der
Operatoren ANDδ und ORδ eingestellt wird. In diesem Zusammenhang ist die folgende
Eigenschaft noch von Bedeutung:
Satz 4-18
Je kleiner δ gewählt wird, desto "weicher" wird die Verknüpfung, d.h.
)...,,()...,,( 321321 21 nn ppppANDppppAND δδ > für δ1 < δ2
)...,,()...,,( 321321 21 nn ppppORppppOR δδ < für δ1 < δ2 .
Je größer δ gewählt wird, desto "schärfer" wird die Verknüpfung, wobei gilt:
)...,,()...,,(lim 321321 nn ppppANDppppAND =∞→ δδ
)...,,()...,,(lim 321321 nn ppppORppppOR =∞→ δδ  .
Beweis:
1. Für δ1 < δ2 = δ1 + ε  mit ε>0 gilt:
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2. Für den Grenzwertübergang gilt:
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4.5 Aktionen
Ist der Bedingungsteil einer Regel erfüllt, so wird der Aktionsteil der Regel ausgeführt. Gem.
Definition 2-5 ist der Bedingungsteil einer Regel genau dann erfüllt, wenn das Ergebnis rc der
Bedingung (siehe Definition 4-19) den Bedingungs-Schwellenwert execute_action erreicht bzw.
überschreitet.
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WENN condition DANN|condition_result≥execute_action action .
Aktionen sind i.d.R. Aussagen im Sinne einer Expertenbeurteilung. Gem. Definition 2-6 werden
sie durch das Tripel (v, ⊗as, w) gebildet. Ist w ein arithmetischer Ausdruck, so kann dieser vom
Grad der Bedingungserfüllung17 sowie von den Daten abhängen, d.h. im allgemeinen Fall gilt
w=w(rc, d1,  ... dn). Siehe dazu die Ausführungen in Kapitel 4.7 "Regel-Implementierung" und
die Beispiele in Kapitel 5 "Anwendung der Skalaren Fuzzy Control".
4.6 Wichtige Eigenschaften der Skalaren Fuzzy Control
Der Bedingungsteil einer mit der Skalaren Fuzzy Control implementierten Regel (SFC-Regel)
wird gem. Definition 2-4, Definition 4-2 und Definition 4-19 aufgebaut. Dabei ist das
Bedingungsergebnis einer SFC-Regel stets zwischen 0 (vollständig falsch) und 1 (vollständig
richtig), wie der folgende Satz zeigt:
Satz 4-19
Für das Ergebnis rc der Bedingung einer SFC-Regel gilt stets:
 rc ∈ [0,1].
Beweis:
Gem. Satz 4-10 gilt:  rTB ∈ [0,1]
⇒ rc = rc1 ⊗cb  rc2  ...  ⊗cb  rcn  ∈ [0,1]
∀ ⊗cb ∈ {AND, OR, ANDλ, ORλ, ANDδ, ORδ }
gem. Satz 4-11, Satz 4-16 und Satz 4-17.
Es ist sofort ersichtlich, daß auch beim Einsatz von Klammerungen das Gesamtergebnis stets
zwischen 0 und 1 liegt18.
Eine weitere wichtige Eigenschaft der SFC ist, daß der Ergebnisraum des Bedingungsteils einer
SFC-Regel eine in ℜn stetige Funktion darstellt, d.h. es gibt keine "Sprünge".
Satz 4-20
Eine SFC-Regel verwende n Eingangsdaten (x1, ... xn) im Bedingungsteil. Dann gilt für
das Bedingungsergebnis rc der Bedingung:
rc = f(x1, ... xn)  ist stetig in ℜn .
                                                
17 Im Gegensatz zur boolschen Logik kann die Bedingung nicht nur wahr (Aktion wird ausgeführt) oder falsch
(Aktion wird nicht ausgeführt) sein, sondern auch alle unscharfen Zwischenergebnisse annehmen!
18 Geklammerte Bedingungen sind zunächst Bedingungen gem. Definition 4-19. Gleichzeitig können Sie als
Teilbedingung der nächst höheren Klammerungsebene betrachtet werden, für die dann Satz 4-19 sinngemäß
wiederum gültig ist.
98 4 Skalare Fuzzy Control
Beweis:
Der Bedingungsteil kann sich zunächst aus vielen Teilbedingungen zusammensetzen,
die aus Relationen ⊗cp(x1,x2)=fcp(x1,x2) bestehen. Es gilt:
fcp(x1,x2) ist stetig in ℜ2 für ∀ fcp ∈ {FE, FEtanh, FNE, FNEtanh, FL, FLtanh, FG, FGtanh}  (siehe oben) .
Sämtliche Eingangsdaten x11, x12, x21, x22, ... xn1, xn2, die im Bedingungsteil der SFC-Regel verwendet werden,
bilden den Eingangsvektor xr :
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Es gilt:
Eine Funktion )(xf r  mit xr∈ ℜn ist genau dann stetig im Punkt 0xr ∈ ℜn, wenn )(xf r
in einer Umgebung von 0xr definiert ist und es gilt:  )()(lim 0
0
xfxf
xx
rr
rr =→ .
Damit ist ∀ 0xr ∈ ℜn mit MIN(x1,x2,...xn) stetig und definiert in ℜn sowie ∀ fcp(x1,x2) stetig und definiert in ℜn :
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)),(),,(),,(( 02
0
1
0
22
0
21
0
12
0
11 nncpcpcp xxfxxfxxfMIN K
⇒  )),(),,(),,(( 2122211211 nncpcpcp xxfxxfxxfMIN K ist stetig in ℜn .
Entsprechend gilt für MAX
)),(),,(),,(( 2122211211 nncpcpcp xxfxxfxxfMAX K ist stetig in ℜn .
Weiterhin sind auch die übrigen Teilterme der Kombinationsoperatoren ANDλ, ORλ , ANDδ, ORδ stetig in ℜn
(siehe oben).
Damit gilt für fcb ∈ {AND, OR, ANDλ, ORλ, ANDδ, ORδ}:( )),(),,(),,( 2122211211 nncpcpcpcb xxfxxfxxff K ist stetig in ℜn ,
da die Summe, die Differenz und das Produkt stetiger Funktionen wiederum stetige Funktionen sind.
Zu beachten ist, daß der Ergebnisraum des Bedingungsteils einer SFC-Regel nur dann eine in
ℜn stetige Funktion darstellt, wenn unscharfe Relationen verwendet werden. Werden hingegen
bool'sche Vergleiche verwendet, so erhält man Unstetigkeitsstellen, da die bool'schen
Vergleichsoperatoren keine in ℜ2 stetige Funktionen darstellen.
Sind in einer SFC-Regel scharfe (bool'sche) Vergleiche zu implementieren, so sind die
Unstetigkeitsstellen im Ergebnisraum i.d.R. erwünscht. Soll hingegen ein "möglichst" scharfer
Vergleich implementiert werden und ist gleichzeitig ein stetiger Verlauf im Ergebnisraum
gefordert, so sind an Stelle der bool'schen Vergleichsoperatoren die unscharfen SFC-Relationen
mit einem entsprechend steilen Flankenverlauf (bool'sches Verhalten) einzusetzen.
4 Skalare Fuzzy Control 99
4.7 Regel-Implementierung
Abschließend wird auf die Implementierung von Regeln mit Hilfe der SFC eingegangen. Wissen
wird gem. Definition 2-1 bis Definition 2-7 und den in diesem Kapitel eingeführten Relationen
und Operatoren wie folgt implementiert:
WENN ...222111
F
cb
F
cp
F
cb
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cp idgidg ⊗
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 
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DANN actionexecuteresultcondition __ ≥    v ⊗as w(rc, d1 ... dn)
mit ...,, 21 gg   =  Gewichtungsfaktoren der Teilbedingungen
},,,,,,,,,,,{ tanhtanhtanhtanh FGFGFLFLFNEFNEFEFEGLNEE
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}{=∈⊗as  .
Die Regel wird wie in Kapitel 2 erläutert ausgeführt:
1. Regel-Bedingung auswerten
2. Falls das Bedingungs-Ergebnis den definierten Schwellenwert erreicht bzw. überschreitet:
Regel-Aktion ausführen .
Abgesehen vom Stetigkeitsverhalten19 spielt es somit keine Rolle, ob eine Bedingung aus-
schließlich bool'sche Operatoren, ausschließlich SFC-Operatoren oder beide gemischt
verwendet.
Eine Sonderform der SFC-Implementierung sind Regeln, in denen die Aktion immer ausgeführt
werden soll – unabhängig vom Bedingungs-Ergebnis. In diesem Fall kann die Überprüfung der
Bedingung entfallen, d.h. die Aktion wird direkt unter Einbeziehung des Bedingungergebnisses
formuliert:
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19 Siehe Bemerkungen zum Satz 4-20.
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5 Anwendung der Skalaren Fuzzy Control
In diesem Kapitel wird auf die Anwendung der SFC eingegangen. Dazu werden zunächst die
Funktionsweise des menschlichen Herzens sowie einige typische Erkrankungsformen und die
dazu geeigneten HSM- bzw. ICD-Therapien dargestellt, um danach an Hand von zwei
ausführlichen Beispielen auf die Umsetzung menschlichen Expertenwissens in SFC-Regeln
eingehen zu können.
5.1 Grundlagen der Herzschrittmacher und Defibrillatoren
5.1.1 Funktionsweise des menschlichen Herzens
Das menschliche Herz besteht aus vier Herzhöhlen: Zwei Vorhöfe – dem linken und rechten
Atrium – sowie zwei Herzkammern – dem linken und rechten Ventrikel (siehe Abbildung 5-1)
[29].
Das Blut fließt aus dem großen Kreislauf (Kopf, Extremitäten, etc.) von der oberen und unteren
Hohlvene in das rechte Atrium, von dort in den rechten Ventrikel, der das  sauerstoffarme Blut
durch die Lunge pumpt (Lungenkreislauf bzw. kleiner Kreislauf). Das sauerstoffgesättigte Blut
gelangt in das linke Atrium, von dort in den linken Ventrikel, der das Blut durch die
Hauptschlagader (Aorta) wieder in den großen Kreislauf bringt.
Abbildung 5-1: Aufbau des Herzens Abbildung 5-2: Nervenzentren und Nervenbahnen
Der eigentliche Schrittmacher des Herzens ist der sogenannte Sinusknoten, der sich rechts oben
im rechten Atrium befindet (siehe Abbildung 5-2). Hier befinden sich Zellen, die in schneller
Folge elektrische Impulse abgeben können (mittlere Frequenz: 60 - 80 Impulse pro Minute),
wobei bislang unbekannt ist, woher der Sinusknoten die Fähigkeit der Erregungsbildung nimmt 
[23].
rechtes
Atrium
linkes
Atrium
rechter
Ventrikel
linker
Ventrikel
Sinusknoten
AV-Knoten
His-Bündel
Tawara Schenkel
internodale
Faserbündel
102 5 Anwendung der Skalaren Fuzzy Control
Der Sinusknoten ist vom restlichen Nervensystem des Körpers unabhängig (wird das Herz von
allen Nervenbahnen von/zum Nervensystem getrennt, so schlägt es dennoch weiter), jedoch
wird er vom vegetativen Nervensystem stimuliert (Reaktion auf Stress, Müdigkeit etc.).
Die elektrische Erregung des Sinusknotens wird in die Vorhöfe übergeleitet, wodurch diese
kontraktieren und das Blut in die beiden Kammern pressen. Gleichzeitig gelangt die elektrische
Erregung durch die internodalen Faserbündel zum zweiten wichtigen Erregungszentrum, dem
AV-Knoten. Der AV-Knoten liegt noch im Bereich der Vorhofebene und fungiert als
"Sammelstelle" der Vorhoferregung.
Die elektrische Erregung wird vom AV-Knoten verzögert über das His-Bündel und die Tawara-
Schenkel in die beiden Herzkammern geleitet, die dadurch ebenfalls kontraktieren und das Blut
in den kleinen und großen Kreislauf auswerfen. Die Verzögerung der elektrischen Erregung
durch den AV-Knoten bewirkt im wesentlichen, daß die beiden Kammern durch die
kontraktierenden Vorhöfe optimal mit Blut gefüllt werden, bevor sie ihrerseits kontraktieren.
Fällt der Sinusknoten aus, so tritt die Erregungsbildungseigenschaft des AV-Knotens ein, der
genauso wie der Sinusknoten elektrische Impulse unabhängig vom vegetativen Nervensystem
erzeugt, die in ihrer Frequenz allerdings deutlich unter der des Sinusknoten liegt (mittlere
Frequenz: 40 - 60 Impulse pro Minute). Bei intaktem Sinusknoten diktiert daher dieser die
Herzerregung und der AV-Knoten fungiert lediglich als Erregungsübermittlung zum rechten und
linken Ventrikel.
Trifft eine nachfolgende (zweite) elektrische Erregung auf eine gerade erregte Muskelzelle, so
wird keine erneute Erregung erzeugt – die Zelle ist refraktär (widerspenstig, unempfänglich). In
der Erschlaffungsphase der Muskelzelle nimmt die Reizschwelle ab, bis wieder eine normale
Erregbarkeit vorliegt. Die Refraktärzeit beträgt ungefähr 0,3 Sekunden. Sie schützt den Muskel
vor unkoordinierten Aktionen und einer zu schnellen Folge von Kontraktionen, die eine
ausreichende Blutfüllung des Herzens nicht mehr ermöglicht oder gar einen Dauerkrampf
verursachen könnte.
In der Phase, in der eine erneute Erregbarkeit gerade wieder besteht, sind die Zellen besonders
gefährdet. Man spricht deshalb von der vulnerablen Phase (verletzliche Phase). In dieser Zeit
können durch einen erneuten Reiz gefährliche Rhythmusstörungen wie Kammerflattern oder
Kammerflimmern hervorgerufen werden: Die Refraktärzeit von ca. 0,3s kann dann nicht
eingehalten werden, sondern wird erheblich unterschritten.
5.1.2 Kardiale Erkrankungen
Im folgenden werden einige typische Herzerkrankungen kurz vorgestellt. In den nachfolgenden
Kapiteln werden diese teilweise zur Erläuterung der Funktionsweise von HSMs und ICDs
herangezogen.
AV-Block
Verzögert der AV-Knoten die Überleitung der elektrischen Erregung vom Sinusknoten zu den
Ventrikeln zu sehr, so spricht man von einem AV-Block vom Grade I, II oder III.
Beim AV-Block I. Grades ist die Überleitungszeit deutlich verlängert, aber es wird nach wie vor
jede vom Sinusknoten ausgehende Erregung zu den Kammern fortgeleitet.
Beim AV-Block II. Grades ist die Überleitungszeit extrem verlängert und es gelangt nicht jede
vom Sinusknoten ausgehende Erregung zu den Kammern.
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Beim AV-Block III. Grades ist die Überleitung schließlich vollständig unterbrochen. Ist der AV-
Knoten dabei noch intakt, d.h. lediglich die Überleitung blockiert, so setzt die Eigenerregungs-
eigenschaft des AV-Knotens ein, d.h. der AV-Knoten erregt die Kammern mit seiner
Eigenfrequenz. Vorhöfe und Kammern agieren dann asynchron mit unterschiedlichen
Frequenzen.
AV-Knoten Rhythmen
Fällt der Sinusknoten auf Grund einer kardialen Erkrankung als Erregungszentrum aus, dann
übernimmt i.d.R. der AV-Knoten die Schrittmacherfunktion. Typisch ist dabei die gegenüber
einem Sinusrhythmus verlangsamte Herzfrequenz auf ca. 40 – 60 Schläge/min (bradykarder
Rhythmus).
Extrasystolen
Extrasystolen sind Extraschläge, die in den Grundrhythmus einfallen und diesen stören. Sie
stellen die häufigste Rhythmusstörung dar und kommen sowohl beim gesunden als auch beim
kranken Herz vor. Sie können gefährlich aber auch ungefährlich sein, so daß nicht jede Form
von Extrasystolen therapiebedürftig ist, weder beim Herzgesunden noch beim Herzkranken.
Allen Formen der Extrasystolen gemeinsam ist die Tatsache, daß durch die extrasystolische
Herzaktion weniger Blut als durch einen "Normalschlag" gefördert wird (schlechte diastolische
Füllung des Herzens). Bei gefährlichen Extrasystolen wird das Schlagvolumen derart gering,
daß in der Peripherie der Pulsschlag nicht mehr tastbar ist (Pulsdefizit). Außerdem können
Extrasystolen zur Herzinsuffizienz führen. Weitere Gefahren der Extrasystolen liegen u.a. in der
Induktion schwerer Herzrhythmusstörungen wie Kammertachykardie, Kammerflattern und
Kammerflimmern.
Herzinsuffizienz
Wenn das Herz die zur Versorgung des Körpers erforderliche Pumpleistung nicht mehr
erbringen kann kommt es zur Herzinsuffizienz (Unzulänglichkeit). Am häufigsten entsteht diese
als Folge eines jahrelang erhöhten Blutdrucks sowie durch Klappenfehler (Klappeninsuffizienz).
Koronare Herzkrankheit und Herzinfarkt
Verengen sich die Koronararterien (Arterien der Herzkranzgefäße), so werden die Herzmuskeln
nicht mehr mit genügend Nähr- und Sauerstoffen versorgt. Solche Verengungen werden z.B.
durch Blutfettstoffwechselstörungen und Rauchen stark gefördert. Das erste Stadium wird
koronare Herzkrankheit (KHK) genannt.
Bei deutlicher Herabsetzung der Durchblutung des Herzmuskels stellen sich unter körperlicher
Belastung oder Streß anfallsartige Schmerzen in der Herzgegend ein sowie ein sehr
unangenehmes Engegefühl in der Brust. Dieses Stadium wird Angina pectoris ("Brustenge")
genannt. Durch die mangelhafte Blutversorgung des Herzmuskels fallen saure
Stoffwechselprodukte an, die zudem nicht ausreichend abtransportiert werden. Die angesäuerte
Muskelpartie löst den Angina-pectoris-Schmerz aus.
Sind die Koronararterien so stark verengt, daß es z.B. durch kleine Blutgerinsel zu einem
vollständigen Verschluß einer Koronararterie kommt, so stirbt der betroffene Teil der
Herzmuskulatur aufgrund der fehlenden Nährstoffversorgung ab (Myokard- bzw. Herzinfarkt).
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Sinusarhythmie
Auf Grund einer Störung im Sinusknoten ändert sich der Herzrhythmus ständig, wobei er dabei
durchaus im Bereich der üblichen 60 bis 100 Aktionen/min. liegen kann. Sinusarhythmien
können sowohl bei Jugendlichen auftreten (hier weisen sie i.d.R. nicht auf einen krankhaften
Zustand hin), als auch Ausdruck einer Sauerstoffmangelversorgung des Herzmuskels und des
Sinusknotens sein (zumeist bei älteren Menschen).
Sinusbradykardie
Ist der Sinusknoten der Schrittmacher und liegt die Frequenz auf Grund einer Störung unter 60
Schläge/min, so spricht man von einer Sinusbradykardie. Ist die Aktionsfolge regelmäßig, so
spricht man von einer regelmäßigen Sinusbradykardie; ist sie unregelmäßig, von einer
Sinusbradyarhythmie.
Die Sinusbradykardie kommt u.a. auch bei Sportlern oder bei ruhenden und schlafenden
Personen vor.
Sinusknotenstillstand, Adams-Stokes-Anfall
Der Sinusknoten fällt als Schrittmacher vollständig aus. Hält der Ausfall mehrere Sekunden an,
ohne daß ein anderes Schrittmacherzentrum die Erregungsbildung übernimmt, so kommt es zu
Schwindelgefühl und evtl. auch zur Bewußstlosigkeit (Adams-Stokes-Anfall), die zum Sturz
führt. Dabei kommt es zu einer starken Blutrückströmung zum Herzen, die häufig zum
Wiedereinsetzen des Sinusknotens führt.
Sinusknotenerkrankungen (sick-sinus-syndrom)
Unter diesem Sammelbegriff werden Störungen zusammengefaßt, die vom Sinusknoten
ausgehen; dabei handelt es sich sowohl um bradykarde als auch um tachykarde
Rhythmusstörungen. Im Falle bradykarder Störungen (z.B. Sinusbradykardie) wird die
Schrittmacherfunktion von nachgeschalteten schnelleren Zentren (Vorhof, AV-Knoten)
übernommen.
Sinustachykardie
Ist der Sinusknoten der Schrittmacher und liegt die Schrittfolge auf Grund einer Störung über
100 Schläge/min, so spricht man von einer Sinustachykardie. Ist die Aktionsfolge regelmäßig,
so spricht man von einer regelmäßigen Sinustachykardie; ist sie unregelmäßig, von einer
Sinustachyarhythmie.
Vorhoftachykardien
Infolge von Störungen im Vorhof kann es zu extrem raschen Herzmuskelerregungen kommen.
Liegen sie im Bereich von 160 – 250 Schlägen/min, so werden sie als Vorhoftachykardie
bezeichnet, bei 250 – 350 Schlägen/min als Vorhofflattern und bei mehr als 350 Schlägen/min
als Vorhofflimmern.
Das Schrittmacherzentrum ist dann nicht der Sinusknoten, sondern es liegt in irgendeiner Stelle
der Vorhöfe. Die Schnelligkeit der Impulsabgabe beruht zumeist auf einen Kurzschluß, durch
den ein Impuls nach kreisförmigen Durchlauf des Muskelgewebes wieder zurück zum
Ausgangsort gelangt und dort eine neue Aktion auslöst.
Meist wird nicht jede Vorhofflatterwelle, sondern nur jede zweite, dritte, vierte, etc.
Flatterwelle zu den Ventrikeln übergeleitet. Es gibt demnach Vorhofflatterwellen mit einer 2:1-,
3:1-, 4:1-, etc. Überleitung.
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Beim Vorhofflimmern handelt es sich um eine vollkommen unkoordinierte Tätigkeit der
Vorhöfe, deren Muskelwände fibrillieren (daher auch der Begriff Defibrillator). Es fehlt eine
geordnete Kontraktion der Vorhöfe, die für eine gute Ventrikelfüllung notwendig ist. Die
Überleitung der Erregung von den Vorhöfen zu den Kammern ist unregelmäßig. Es weisen
daher sowohl die Vorhöfe als auch die Ventrikel eine unregelmäßige Schlagfolge auf; man
spricht von einer absoluten Arhythmie.
Kammertachykardien
Analog zu den Vorhöfen unterscheidet man auch bei den Kammern zwischen
Kammertachykardie, Kammerflattern und Kammerflimmern. Die Ursache der Störung ist auch
hier i.d.R. ein Kurzschluß, der zu kreisförmigen Selbsterregungen führt.
Alle Kammertachykardien sind lebensbedrohlich, da die Pumpleistung der Ventrikel mit
steigender Schlagfolge rapide abnimmt. Im Stadium des Flimmerns erfolgt so gut wie kein
Blutauswurf und es kann innerhalb kürzester Zeit zum Herztod kommen.
5.1.3 Funktionsweise von Herzschrittmachern
Beim Einsatz eines Herzschrittmachers (HSM) wird dieser in einer sogenannten Brusttasche,
üblicher Weise auf der rechten Patientenseite, implantiert [11]. Elektroden werden über die
obere Hohlvene ins rechte Atrium und/oder in den rechten Ventrikel eingebracht und im
Herzmuskel verankert (siehe Abbildung 5-3).
Abbildung 5-3: Implantation Herzschrittmacher
Während die ersten Herzschrittmacher mit einer starren Frequenz kontinuierlich elektrische
Impulse abgegeben haben, detektieren moderne Schrittmacher zunächst über die atriale
Elektrode die Eigenaktivitäten (intrinsische Aktivität) des Herzens im Atrium. Bleibt die
Eigenaktivität des Sinusknotens aus, so wird die elektrische Erregung vom Herzschrittmacher
übernommen, der mit einem elektrischen Impuls den Herzmuskel über die atriale Elektrode
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stimuliert. Die (intrinsische oder stimulierte) Erregung breitet sich über den rechten und linken
Vorhof aus und gelangt zum AV-Knoten. Ist die Überleitung im AV-Knoten und den
nachfolgenden Nervenbündeln ungestört, so wird vom Herzschrittmacher eine entsprechende
Aktivität im rechten Ventrikel detektiert. Wird hingegen keine intrinsische Aktivität im
Ventrikel wahrgenommen, so werden die Kammern vom Herzschrittmacher über die
ventrikuläre Elektrode stimuliert.
Die Kontrolle des Vorhofs und der Kammer ist dabei vollkommen unabhängig von einander. Es
spielt zunächst keine Rolle, ob dem Fehlen einer intrinsischen Ventrikelaktivität eine
intrinsische oder stimulierte atriale Erregung vorangegangen war – der Ventrikel muß in beiden
Fällen stimuliert werden.
Abbildung 5-3 zeigt einen sogenannten Zweikammer-Herzschrittmacher, da dieser sowohl über
eine atriale als auch eine ventrikuläre Elektrode verfügt. Abhängig von der kardialen
Erkrankung werden auch Einkammer-Herzschrittmacher eingesetzt, die dann nur eine Elektrode
haben, entweder im Atrium oder im Ventrikel. Ein Beispiel für den Einsatz eines atrialen
Einkammer-Herzschrittmachers ist das Sick-Sinus-Syndrom: Der Sinusknoten fällt (temporär
oder permanent) aus und muß durch den Herzschrittmacher "ersetzt" werden (Einkammer-
Herzschrittmacher mit atrialer Elektrode), während die Überleitung der Erregung in die
Kammern keinerlei Störungen ausgesetzt ist und somit eine ventrikuläre Elektrode nicht
benötigt wird.
Liegt hingegen ein Sick-Sinus-Syndrom einhergehend mit einem AV-Block höheren Grades
vor, so wird ein Zweikammer-Herzschrittmacher benötigt, der sowohl im Atrium als auch im
Ventrikel beim Ausbleiben intrinsischer Aktionen stimulierend eingreifen kann.
Um die Reaktion des Herzschrittmachers auf die Herzaktivität noch besser abstimmen zu
können, sind die aktuellen Schrittmacher programmierbar: Sowohl Detektion als auch Therapie
lassen sich über die sogenannten Herzschrittmacher-Parameter patienten-individuell einstellen.
Im folgenden werden einige Herzschrittmacher-Parameter exemplarisch dargestellt, um später
Probleme bei der Implementierung unscharfen Wissens beispielhaft erläutern zu können:
Mode
Mit dem Mode wird die prinzipielle Funktionalität des HSMs (bzw. ICDs) eingestellt. In erster
Linie werden dabei Stimulationsort (Atrium und/oder Ventrikel), Wahrnehmungsort (Atrium
und/oder Ventrikel) und die Betriebsart festgelegt.
Grundfrequenz (basic rate)
Mit der Grundfrequenz wird angegeben, wieviel Stimuli pro Minute abgegeben werden sollen,
wenn keine Eigenaktionen des Herzens detektiert werden oder die Detektion abgeschaltet ist.
Das dazugehörge Intervall heißt Grundintervall. Nach jeder intrinsischen (AS = atrial Sense)
oder stimulierten (AP = atrial Pace) atrialen Erregung wird das Grundintervall gestartet. Wurde
bis zum Ablauf des Grundintervalls keine erneute atriale Erregung detektiert, so wird die
Erregung vom Herzschrittmacher übernommen (Stimulation der Vorhöfe über die atriale
Elektrode).
AP VS AP VS AP VS AS VS AS VS AS VS AP VS
Grundintervall:
Abbildung 5-4: Grundfrequenz
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Hysterese (hysteresis)
Um einen auftretenden Eigenrhythmus möglichst zu erhalten, kann eine Hysterese programmiert
werden. In diesem Fall "wartet" der HSM nach der Detektion einer intrinsischen Aktion (AS)
nicht nur für die Dauer des Grundintervalls auf ein erneutes Detektionsereignis, sondern für die
Dauer des längeren Hystereseintervalls, bevor eine Stimulation erfolgt.
Tritt innerhalb des Hystereseintervalls ein Detektionsereignis AS auf, so wird nicht stimuliert,
sondern das Hystereseintervall neu gestartet. Tritt innerhalb des Hystereseintervalls kein
Detektionsereignis auf, wird an dessen Ende ein Stimulationsimpuls (AP) abgegeben und das
nächste Überwachungsintervall ist wieder ein Grundintervall (siehe Abbildung 5-5).
AP VS AP VS AP VS AS VS AS VS AS VS AP VS
Grundintervall:
Hystereseintervall:
Abbildung 5-5: Grundfrequenz und Hysteresefrequenz
Neben der Hysteresefrequenz bieten die meisten Herzschrittmacher noch etliche weitere
Parameter zur Verfeinerung der Hysterese-Funktion an.
AV-Zeit (av delay)
Über die AV-Zeit kann programmiert werden, wie lange nach einem atrialen Ereignis auf ein
ventrikuläres Ereignis (VS) gewartet werden soll, bevor ein ventrikulärer Stimuli (VP)
abgegeben wird. Dabei wird zum einen zwischen der AV-Zeit nach einer intrinsischen atrialen
Aktion sowie einem atrialen Stimuli unterschieden (siehe Abbildung 5-6), und zum anderen
können unterschiedliche AV-Zeiten für verschiedene Herzfrequenzen programmiert werden.
AP VS AP VS AP  VP AS VS AS  VP
AV-Zeit nach AS:
AV-Zeit nach AP:
Abbildung 5-6: AV-Zeiten
Obere Grenzfrequenz (UTR = upper tracking rate)
Die obere Grenzfrequenz bestimmt das minimale Intervall zwischen einem Wahrnehmungs-
oder Stimulationsereignis und dem darauffolgenden Stimulationsereignis im Atrium bzw.
Ventrikel, d.h. die maximale Frequenz mit der der HSM das Herz stimuliert. Insbesondere bei
der oberen Grenzfrequenz ist darauf zu achten, daß sie vom Patienten auch über längere Zeit
toleriert werden kann.
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Ratenadaption (rate adaption)
Vor allem bei Patienten, bei denen der HSM über längere Zeiträume die Erregung des Herzens
übernimmt, ist es wichtig, die Stimulationsfrequenz an die aktuellen Bedürfnisse anpassen zu
können. Ein Sensor (z.B. Beschleunigungssensor im Implantat) ermittelt die aktuelle Belastung
des Patienten. Über verschiedene Parameter läßt sich die Reaktion des HSMs auf die Detektion
einer körperlichen Belastung sowie dem Ende der körperlichen Belastung einstellen. U.a. ist
dies die Detektionsschwelle, der Frequenzanstieg, die maximale Stimulationsfrequenz bei
Belastung und der Frequenzabfall.
5.1.4 Funktionsweise von ICDs
ICDs werden i.d.R. in einer linken Brusttasche implantiert [61]. Die Elektroden werden analog
dem Vorgehen beim HSM über die obere Hohlvene ins rechte Atrium und/oder in den rechten
Ventrikel eingebracht (siehe Abbildung 5-7).
  Abbildung 5-7: ICD Implantation Abbildung 5-8: Schockabgabe
Über die Elektroden werden wie beim Herzschrittmacher die intrinsischen Aktionen des
Herzens detektiert, sowie Stimuli abgegeben. Außerdem können über die Elektroden
Elektroschocks zur Defibrillation abgegeben werden. Moderne ICDs verfügen darüber hinaus
über ein sogenanntes aktives Gehäuse, d.h. der Elektroschock kann zwischen Elektrode und
ICD-Gehäuse abgegeben werden. Durch die Plazierung des ICDs auf der linken Patientenseite
wird die Abgabe der Schockenergie über weite Teile des Herzens sichergestellt (siehe
Abbildung 5-8).
Im folgenden werden die wichtigsten ICD-Parameter dargestellt:
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Zonen
Um eine optimale Therapieabgabe zu ermöglichen können bei modernen ICDs Aryhthmie-
Klassen programmiert werden. Dazu werden – für Vorhof und Kammer getrennt – Zonen für
bradykardes, normales, langsames tachykardes und schnelles tachykardes Verhalten sowie
Fibrillieren definiert (siehe Abbildung 5-9).
Vorhof: Brady normal AT1 AT2 AF bpm
Kammer: Brady normal VT1 VT2 VF bpm
Abbildung 5-9: Zonen eines 2-Kammer-ICDs
Die Zonengrenzen werden durch Angabe der dazugehörigen intrinsischen Herzfrequenzen
programmiert. Insbesondere für die tachykarden Zonen (AT1, AT2, AF, VT1, VT2, VF) kann
die Detektion sowie die abzugebende Therapie für die verschiedenen Zonen unterschiedlich
programmiert werden.
Detektion
Die schwierigste Aufgabe eines ICDs besteht in der Tachykardie-Detektion, d.h. zu entscheiden,
ob ein detektiertes intrinsisches Verhalten eine Tachykardie ist oder nicht. Typische Detektions-
Parameter sind u.a.:
VT Sample Count: Anzahl von Samples in einer VT-Zone, die lückenlos detektiert
werden müssen, um die Tachykardie für die Zone zu erkennen.
X out of  Y: X Samples von insgesamt Y Samples müssen in der Fibrillations-
Zone liegen, damit Flimmern detektiert wird.
Sudden Onset: Über diesen Parameter kann programmiert werden, ob abrupte
Sprünge in der intrinsischen Herzfrequenz als Tachykardie
detektiert werden sollen.
Kardioversion
Für alle Tachykardie-Zonen können üblicher Weise individuelle Therapien programmiert
werden. Die wichtigsten Therapien und Parameter sind:
ATP (anti-tachykarde pacing):
ATP Type: Art der Antitachykarden Stimulation. Typisch sind Burst (Folge
äquidistanter Stimulationsimpulse) und Ramp (Folge von
Stimulationsimpulse, deren Abstand sich kontinuierlich verkürzt).
Anzahl: Anzahl von Burst- bzw. Ramp-Therapien.
Abstand: Zeitdauer zwischen den Burst- bzw. Ramp-Therapien.
Elektroschock:
Anzahl Schocks: Anzahl von abzugebenden Elektroschocks, falls die ATP-Abgabe
die Tachykardie nicht terminieren konnte.
Schockform: Signalform des Elektroschocks.
1. Schock: Energie des ersten abzugebenden Elektroschocks.
2. Schock: Energie des zweiten abzugebenden Elektroschocks.
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Antibradykardie-Therapie
Da das menschliche Herz durchaus gleichzeitig tachykard sowie bradykard erkranken kann,
bieten einige ICDs neben den antitachykarden Therapien auch noch antibradykarde Therapien.
Diese ICDs besitzen bei modernen Implantaten üblicherweise die vollständige
Schrittmacherfunktionalität (siehe oben).
5.2 Implementierung und Ausführung von SFC-Regeln
Neben der theoretischen Erarbeitung einer neuen Methode für unscharfes Schließen in
wissensbasierten Systemen sollte auch die praktische Verwendbarkeit prinzipiell gezeigt
werden. Dazu wurden exemplarisch einige ausgewählte Teile der bestehenden Wissensbasis zur
Programmierung eines ICDs (Entwicklungsprojekt der Medizinischen Klinik I des Klinikums
der RWTH Aachen, der BIOTRONIK GmbH sowie der CWA GmbH) herangezogen und das
Wissen mit Hilfe der Skalaren Fuzzy Control implementiert.
Im folgenden werden einige der Ergebnisse eingehend betrachtet.
5.2.1 Bestimmung der UTR (upper tracking rate)
Im Beispiel 3-1 wurde das vereinfachte medizinische Wissen zur Programmierung der UTR
(upper tracking rate) dargestellt. Um einen direkten Vergleich mit den Implementierungs-
beispielen aus Kapitel 3.5 zu ermöglichen wird zunächst das vereinfachte Beispiel in Form einer
SFC-Regel implementiert:
Expertenwissen: Die UTR sollte um so höher programmiert werden
- je jünger der Patient ist und
- je aktiver der Patient ist.
Wissensverfeinerung: Frage Antwort
Was ist der min. UTR-Wert? 100 ppm
Was ist der max. UTR-Wert? 160 ppm
Bezogen auf die Programmierung der UTR:
Ab wann ist ein Patient "jung"? 50 Jahre
Bezogen auf die Programmierung der UTR
und bewertet auf einer Skala von 0 (absolut
inaktiv) bis 100 (sehr aktiv):
Ab wann ist ein Patient aktiv?
65
Damit kann die Regel wie folgt implementiert werden:
WENN 

 >

 < 6550 ,
mittelmittel FG
mittel
FL
activityANDage δ
DANN 0_ ≥resultcondition   UTR = 100 + 60 ⋅ condition_result
bzw. komprimiert (da hier die Regel-Aktion immer auszuführen ist):
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Der Vergleich mit der Regel-Implementierung aus Abschnitt 3.5.6, beispielsweise gem.
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zeigt, daß die Regel mit Hilfe der SFC deutlich leichter und schneller als mit der
"konventionellen" Fuzzy-Control implementiert werden kann, zumal zu Gleichung (5-2) noch
die Definition der verwendeten Fuzzy-Sets sowie die anzuwendende Defuzzifizierungsmethode
gehört. Einher geht damit, daß eine SFC-Regel deutlich leichter zu verifizieren und zu validieren
ist, und dies insbesondere auch von Experten ohne tiefgreifende mathematische Kenntnisse.
Abbildung 5-10: Ergebnisraum der einfachen UTR-Regel
Abbildung 5-10 zeigt den Ergebnisraum der Regelimplementierung gem. Gleichung (5-1). Im
Gegensatz zu den Ergebnisräumen der Realisierung mit der "konventionellen" Fuzzy-Control
(vergleiche mit Abbildung 3-11 und folgende) sind keine treppenartigen Stufen oder
Nebenminima vorhanden. Auch die UND-Verknüpfung der beiden Teilbedingungen wird hier
nun sinnvoll umgesetzt:
Die UTR erhält nicht nur niedrige Werte, wenn das Alter groß und die Aktivität klein ist,
sondern generell bei hohem Alter und generell für niedrige Aktivität.20
Menschliches Expertenwissen ist in der Regel komplexer als das aus Beispiel 3-1. Nachfolgend
wird daher das vollständige medizinische Expertenwissen zur Programmierung der UTR sowie
                                                
20 Da eine weiche UND-Verknüpfung gewählt wurde (ANDδ), ist die UTR für junge Patienten mit niedriger
Aktivität jedoch etwas größer als für alte Patienten mit niedriger Aktivität. Das gleiche gilt für alte Patienten mit
unterschiedlicher Aktivität. Bei einer harten UND-Verknüpfung wäre die UTR für diese Fälle überall 100ppm.
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die Umsetzung in eine SFC-Regel betrachtet. Dazu werden zunächst die Ergebnisse des
Experteninterviews wiedergegeben, um danach wiederum eine tabellarische Zusammenfassung
des akquirierten Wissens aufzustellen:
Ergebnisse des Experteninterviews zur Programmierung der UTR:
Die UTR ist an den rhythmologischen Bedarf des Patienten anzupassen.
Dieser wird beeinflußt durch:
1. Aktivität des Patienten
Unter der Aktivität werden zusammengefaßt:
- Sportlichkeit
- Lungenfunktion
- Belastbarkeit (z.B. Angina Pectoris unter Belastung)
- usw.
Auf einer Skala von 0 bis 100 bedeutet 0 = "absolut inaktiv" und 100 = "sehr aktiv".
Je aktiver der Patient ist, desto höher sollte die UTR programmiert werden.
Dabei sollte die Aktivität über große Bereiche berücksichtigt werden
(fast linearer Zusammenhang zwischen Aktivität und UTR).
2. EF (Ejection Fraction = Blutvolumenauswurf aus den Herzkammern in %)
Grobe Klassifizierung:
35% - 40%: schwer reduziert
40% - 60%: mittel schwer reduziert
65% - 70%: normal
Je höher die EF ist, desto höher sollte die UTR programmiert werden.
Der Übergang von niedrigen zu hohen UTR-Werten in Abhängigkeit der EF erfolgt
relativ "abrupt" beim Übergang von schwer reduzierter zu mittel schwer reduzierter
EF.
3. NYHA (Grad der Herzinsuffizienz; 1 – 4)
Je niedriger die NYHA ist, desto höher sollte die UTR programmiert werden.
Der Übergang erfolgt relativ "abrupt" zwischen den Klassen 2 (niedergradige
Herzinsuffizienz) und 3 (hochgradige Herzinsuffizienz)
4. Alter
Je jünger der Patient ist, desto höher sollte die UTR programmiert werden.
Der Übergang erfolgt relativ weich im Bereich um 50 Jahren.
Weiterhin gilt:
1. Die UTR sollte min. 100 ppm und max. 160 ppm betragen.
2. Die UTR sollte min. 10 ppm unterhalb der langsamsten Tachykardie liegen.
3. Die wichtigsten Kriterien sind Aktivität, EF und NYHA, die gleichermaßen und
gleichzeitig (UND-Kombination) die Programmierung der UTR beeinflussen.
Ausgehend von dem Wert UTR=130 ppm sollte die UTR in Abhängigkeit der
Aktivität, EF und NYHA um bis zu 20 ppm nach unten bzw. oben korrigiert
werden.
4. Das Alter spielt eine untergeordnete Rolle
In Abhängigkeit vom Alter sollte die UTR um bis zu 10 ppm nach unten bzw. oben
korrigiert werden.
Das akquirierte Wissen wird nun systematisch zusammengefaßt:
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Expertenwissen: Ausgehend von 130 ppm sollte die UTR um ± 20ppm variiert
werden, und zwar um so höher
- je aktiver der Patient ist UND
- je höher die EF ist UND
- je geringer die NYHA ist
Zusätzlich ist die UTR:
- für junge Patienten um bis zu 10 ppm zu erhöhen
- für alte Patienten um bis zu 10 ppm zu verringern
Begrenzung der UTR:
- Die UTR muß immer 10 ppm unterhalb der langsamsten
Tachykardie liegen
Wissensverfeinerung: Frage Antwort
Was ist der min. UTR-Wert? 100 ppm
Was ist der max. UTR-Wert? 160 ppm
In welchem Bereich liegt die Aktivität? 1 – 100
Wo ungefähr ist der Übergang zwischen niedriger
und hoher Aktivität?
50
Wie scharf soll die Abgrenzung zu "50" sein
(Flankenverlauf)?
sehr unscharf
⇒ sehr flache Fl.
Soll der min. bzw. max. UTR-Wert schnell
erreicht werden?
Ja
⇒  FGtanh
In welchem Bereich liegt die EF? 0% – 100%
Wo ungefähr ist der Übergang zwischen niedriger
und hoher EF?
40%
Wie scharf soll die Abgrenzung zu "40%" sein
(Flankenverlauf)?
scharf
⇒ steile Flanke
Soll der min. bzw. max. UTR-Wert schnell
erreicht werden?
Ja
⇒  FGtanh
In welchem Bereich liegt die NYHA? 1 – 4
Wo ungefähr ist der Übergang zwischen niedriger
und hoher NYHA?
3
Wie scharf soll die Abgrenzung zu "3" sein
(Flankenverlauf)?
scharf
⇒ steile Flanke
Soll der min. bzw. max. UTR-Wert schnell
erreicht werden?
Ja
⇒  FLtanh
Wie scharf soll die UND-Verknüpfung zwischen
Aktivität, EF und NYHA sein? scharf
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In welchem Bereich liegt das Patientenalter? 20 – 100 Jahre
Wo ungefähr ist der Übergang zwischen jungen
und alten Patienten?
50 Jahre
Wie scharf soll die Abgrenzung zu "50" Jahren
sein (Flankenverlauf)?
mittel
⇒ mittlere Fl.
Soll der min. bzw. max. UTR-Wert schnell
erreicht werden?
Ja
⇒  FLtanh
Die systematische Umsetzung des akquirierten Wissens ergibt:
203405040130
tanhtanhtanh
_
,, −






 <


 >


 >⋅+= steilsteilflachsehr FLscharf
FG
scharf
FG
NYHAANDEFANDactivityUTR δδ
105020
tanh
−


 <⋅+ mittelFLage
IF 10_ −> aTachycardislowestUTR    THEN 10_ −= aTachycardislowestUTR
Das akquirierte Wissen kann also direkt umgesetzt bzw. implementiert werden. Insbesondere die
Detailinformationen der Wissensverfeinerung wären nur äußerst schwierig in Fuzzy-Sets und
Inferenz-Matrizen zu implementieren und – sobald eine Implementierung vorliegt – nur sehr
schwer nachvollziehbar und damit schwer zu warten, verifizieren und validieren.
Abbildung 5-11: Ergebnisraum der vollständigen UTR-Regel für age=20
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Abbildung 5-12: Ergebnisraum der vollständigen UTR-Regel für age=80
Abbildung 5-11 zeigt den Ergebnisraum der Regelimplementierung für age=20 und NYHA=1, 3
und 4; Abbildung 5-12 zeigt den Ergebnisraum der Regelimplementierung für age=80 und
NYHA=1, 3 und 4 (jeweils mit der langsamsten Tachykardie oberhalb von 170 ppm). Es wird
deutlich, daß die unterschiedlichen Flankenverläufe für Aktivität (sehr flach) und EF (steil) und
NYHA (steil) wie gefordert realisiert werden. Auch die Adaptierung an das Alter erfolgt wie
vom Experten formuliert.
Eine vollständige empirische Überprüfung einer Regelimplementierung ist oftmals nicht
möglich. Dazu müßte man "sämtliche" Kombinationen für die Eingangsparameter aufstellen und
das berechnete Regelergebnis klinisch validieren. Für die UTR-Regel könnten dies
beispielsweise 100 verschiedene Aktivitätslevel, 100 verschiedene EF-Werte, 4 verschiedene
NYHA-Klassen und 80 verschiedene Patientenalter sein, also
100 ⋅ 100 ⋅ 4 ⋅ 80 = 3.2 ⋅ 106
unterschiedliche Patientenfälle, die alle überprüft werden müßten. Selbst eine angemessene
Reduktion, beispielsweise auf 10 ⋅ 10 ⋅ 4 ⋅ 8 = 3200 unterschiedliche Patientenfälle (für eine
einzige Regel!), würden noch einen zu hohen Aufwand bedeuten. Statt dessen wurde die
Regelimplementierung an Hand einiger Patientenfälle (inkl. "Extremwertfällen") überprüft.
Gerade in solchen Fällen – wenn also eine "vollständige" empirische Validierung nicht möglich
ist – ist es von zentraler Bedeutung Kenntnisse darüber zu erlangen, welche Eingangsdaten das
Ergebnis stark beeinflussen und welche Eingangsdaten das Ergebnis schwach beeinflussen [71].
Im Falle einer SFC-Regel kann dies direkt aus der Regel-Implementierung entnommen werden:
Im Beispiel beeinflußt das Patientenalter den UTR-Wert um max. 20 ppm (±10ppm), während
die Aktivität, EF und NYHA den UTR-Wert gleichermaßen um max. 40 ppm variiert. Bei der
Auswahl der Testfälle wurde dies entsprechend berücksichtigt.
5.2.2 Bestimmung der 1st shock energy
Als zweites ausführliches Beispiel soll die Berechnung des ersten abzugebenden Defibrillations-
Schocks (Schockenergie in Joule) betrachtet werden. Dieser hängt von der gemessenen
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Defibrillations-Reizschwelle (DFT_result = Ergebnis des Defibrillation Threshold Test in Joule)
und der Ejection Fraction (EF, Blutvolumenauswurf aus den Herzkammern in %) bzw. NYHA-
Klasse (falls die EF unbekannt ist) ab:
Expertenwissen: 1. Falls DFT unbekannt: 1st_shock_energy = 28J
2. Falls DFT bekannt:
a) 1st_shock_energy sollte min. 14 J betragen
b) Falls DFT_result groß ist, sollte auch 1st_shock_energy groß
sein, max. jedoch 30 J.
c) Falls EF unbekannt:
- Für Patienten mit niedrigem DFT_result und niedriger
NYHA sollte die 1st_shock_energy nochmals um bis zu 3 J
gesenkt werden.
Falls EF bekannt:
- Für Patienten mit niedrigem DFT_result und mittlerer bis
hoher EF sollte die 1st_shock_energy nochmals um bis zu 3
J gesenkt werden.
Wissensverfeinerung: Frage Antwort
Ab wann ist DFT_result groß? 10 J
Wie scharf soll die Abgrenzung zu "15" J sein
(Flankenverlauf)?
mittel
⇒ mittlere Flanke
Soll der min. bzw. max. 1st_shock_energy-Wert
schnell erreicht werden?
Ja
⇒  FGtanh
Ab wann ist DFT_result niedrig? 10 J
Wie scharf soll die Abgrenzung zu "15" J sein
(Flankenverlauf)?
mittel
⇒ mittlere Flanke
Soll der min. bzw. max. 1st_shock_energy-Wert
schnell erreicht werden?
Ja
⇒  FLtanh
Ab wann ist die NYHA gering? 2
Wie scharf soll die Abgrenzung zu "2" sein
(Flankenverlauf)?
sehr scharf
⇒ sehr steile Flanke
Soll der min. bzw. max. 1st_shock_energy-Wert
schnell erreicht werden?
Ja
⇒  FLtanh
Ab wann ist die EF groß? 35%
Wie scharf soll die Abgrenzung zu "35" sein
(Flankenverlauf)?
mittel
⇒ mittlere Flanke
Soll der min. bzw. max. 1st_shock_energy-Wert
schnell erreicht werden?
Ja
⇒  FGtanh
Wie scharf soll die UND-Verknüpfung
zwischen DFT_result und NYHA sein? mittel
Wie scharf soll die UND-Verknüpfung
zwischen DFT_result und EF sein? mittel
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Damit erhält man die folgende Implementierung:
IF DFT = unknown THEN
1st_shock_energy = 28J
ELSE
IF EF = unknown THEN
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ENDIF
ENDIF
Abbildung 5-13 zeigt den Ergebnisraum in Abhängigkeit von DFT_result und der NYHA-
Klasse; Abbildung 5-14 zeigt den Ergebnisraum in Abhängigkeit von DFT_result und der EF.
Abbildung 5-13: Ergebnisraum 1st_shock_energy = f (DFT_result, NYHA)
Beide Abbildungen zeigen deutlich, daß die 1st shock energy wie gefordert nur dann in
Abhängigkeit der NYHA-Klasse bzw. der EF um bis zu 3 J gesenkt wird, wenn DFT_result
klein ist; für große DFT_result erhält man hingegen wie gewünscht für beliebige NYHA-
Klassen bzw. beliebige EF identisch hohe Werte für die 1st shock energy.
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Abbildung 5-14: Ergebnisraum 1st_shock_energy = f (DFT_result, EF)
Auch hier wurde auf eine "vollständige" empirische Validierung der Regel-Implementierung
verzichtet, so daß die Frage nach dem Einfluß der Eingangsdaten auf den Ausgangswert
untersucht werden muß. Aus der Regelimplementierung kann direkt abgelesen werden, daß
• das DFT_result das Ergebnis um bis zu 16 J
• die NYHA-Klasse bzw. die EF das Ergebnis um bis zu 3 J
variiert.
Bei der Auswahl der Patientenfälle zur empirischen Validierung wurde dementsprechend vor
allem unterschiedliche DFT_result herangezogen, während NYHA und EF nur wenig variiert
wurden.
5.2.3 Zusammenfassung
Insgesamt wurde die praktische Verwendbarkeit der SFC an mehreren Beispielen überprüft und
mit einigen wenigen Experten diskutiert.
Die Wissensformulierung der bestehenden Wissensbasis in Form von vielen, teilweise tief
verschachtelten, bool'schen Regeln konnte durch die Implementierung in Form von SFC-Regeln
um 60% bis 75% komprimiert werden, wobei gleichzeitig sämtliche Unstetigkeitsstellen in den
Ergebnisräumen beseitigt wurden. Damit zeichnet sich die SFC nicht nur gegenüber der
"konventionellen" Fuzzy-Control hinsichtlich der Wissens-Implementierung, Verifizierung,
Validierung und Pflege als geeignetes Hilfsmittel aus, sondern auch gegenüber einer rein
bool'schen Wissensimplementierung.
Damit wurde der praktische Nutzen der SFC prinzipiell aufgezeigt – der "vollständige"
Nachweis der Vorteile in der Praxis wird mittels konkreter Realisierungen noch zu erbringen
sein.
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5.3 Rechenaufwand
Ein Nachteil der "konventionellen" Fuzzy-Control kann auch der benötigte Rechenaufwand bei
der Regelanwendung sein. Es wurde gezeigt, daß der Rechenaufwand um so größer wird, je
feinere Regelergebnisse benötigt werden, d.h. je mehr Fuzzy-Sets definiert werden und je
präziser die gewählte Defuzzifizierungs-Methode ist.
Zum Vergleich soll der Rechenaufwand zur Berechnung einer aus einer Teilbedingung
bestehenden SFC-Regel untersucht werden. Gem. den Definitionen der Relationen FE, FNE, FL
und FG besteht die Ausführung einer Teilbedingung im Mittel aus
3 Additionen/Subtraktionen
2 Multiplikationen
1 Division
bzw. bei den Relationen FEtanh, FNEtanh, FLtanh und FGtanh aus
2 Additionen/Subtraktionen
3 Multiplikationen
0 Division
1 trigonometrische Funktion  .
Aktuelle CPUs verfügen üblicherweise über einen integrierten arithmetischen Rechenkern, so
daß alle Floating-Point-Berechnungen in der gleichen Anzahl von CPU-Takten durchgeführt
werden können. Vergleicht man die im Mittel benötigten Floating-Point-Berechnungen der SFC
(siehe oben) mit denen der "konventionellen" Fuzzy-Control bei Verwendung von 5 bzw. 6
Fuzzy-Sets für die Eingangs- bzw. Ausgangsgröße (vergleiche Abschnitt 3.5.2)21, so erhält man
den theoretischen Geschwindigkeitsgewinn:
FuzzyLogikellekonventionFuzzyLogikellekonventionSFL ttt """" 5.46
27 ⋅=⋅≈  ,
d.h. die "konventionelle" Fuzzy-Control braucht ca. 4.5 mal soviel Rechenzeit.
Dieser theoretische Wert wurde in Tests mit einer Maple-Implementierung verifiziert. Dazu
wurde die UTR-Regel aus Beispiel 3-1 einerseits als SFC-Regel und andererseits mit Hilfe der
"konventionellen" Fuzzy-Control implementiert und unter verschiedenen Testbedingungen
ausgewertet.
Die im Test ermittelten Geschwindigkeitsgewinne lagen zwischen Faktor 4.2 und Faktor 5.6 und
bestätigen damit den theoretischen Wert.
Wie bereits erwähnt hängt der tatsächliche Geschwindigkeitsgewinn erheblich von der
gewählten Implementierung bei Verwendung der "konventionellen" Fuzzy-Control ab,
insbesondere der Anzahl von verwendeten Fuzzy-Sets sowie der gewählten Inferenz-Methode.
In einer weiteren Testreihe wurden im Falle der "konventionellen" Fuzzy-Control stetig
differenzierbare Fuzzy-Sets definiert und die exakte Schwerpunktmethode zur Defuzzifizierung
gewählt (siehe Abschnitt 3.5.6, Abbildung 3-13 bis Abbildung 3-16). Hier betrug die benötigte
Rechenzeit mehr als das 50-fache gegenüber der SFC.
                                                
21 Dabei wurden dreieckförmige Fuzzy-Sets und die angenäherte Schwerpunktmethode zur Defuzzifizierung
verwendet. Die benötigten Vergleichsoperationen werden bei der "konventionellen" Fuzzy Logik nicht mit
berücksichtigt, da Vergleichsoperationen wesentlich schneller als Floating-Point-Berechnungen durchgeführt
werden.
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Bei der Implementierung von unscharfem Wissen in Expertensystemen bietet sich die Fuzzy Set
Theorie an. Im Gegensatz zu anderen Methoden, wie beispielsweise dem Bayes-Theorem, der
Dempster-Shafer Theorie oder den Certainty Factors, werden keine Voraussetzungen gefordert,
die in der Praxis häufig schlecht oder gar nicht erfüllt werden können. Vielmehr kann das
Wissen in seiner existierenden Unschärfe implementiert werden. Damit stellt die Fuzzy Set
Theorie eine wichtige Methode zur Modellierung unscharfen Wissens dar.
Für die Verarbeitung numerischer Datengrößen werden von der Fuzzy-Control verschiedene
Inferenz-Methoden zur Verfügung gestellt. Unzählige praktische Realisierungen haben gezeigt,
daß man mit Hilfe der Fuzzy-Control unscharfes Wissen in Form von Regeln implementieren
und von technischen Systemen anwenden lassen kann. Beispiele dafür sind u.a.
• invertiertes Pendel
• Regelung von pendelnden Lasten
• Hydrauliksteuerung
• Steuerung von Brennöfen, Destillationssystemen und anderen Produktionssystemen
• Regelung von Waschmaschinen, Kühlsystemen, etc.
• Automotive-Anwendungen: Geschwindigkeitsbegrenzung, Abstandsregler, etc.
Typisch für alle Beispiele ist jedoch der Umstand, daß stets nur einige wenige Regeln
implementiert werden.
Es wurde gezeigt, daß beim Einsatz in Expertensystemen, in denen die Wissensbasen nicht aus
einigen wenigen, sondern aus vielen hundert oder sogar tausend Regeln bestehen, die Fuzzy-
Control einige erhebliche Nachteile mit sich bringt. Ausgehend von dieser Erkenntnis wurde im
Rahmen dieser Arbeit eine neue unscharfe Logik, die Skalare Fuzzy Control (SFC), entwickelt,
die gegenüber der "klassischen" Fuzzy-Control die folgenden Vorteile aufweist:
• Unter Verwendung der SFC kann linguistisch formuliertes Wissen, das zu entsprechenden
Regeln verfeinert worden ist, direkt in SFC-Regeln implementiert werden. Insbesondere
umgangssprachliche Formulierungen der Art "je mehr ... desto ..." können direkt in SFC-
Regeln umgesetzt werden.
• Bei der Regel-Anwendung zeichnet sich die SFC durch einen (mitunter deutlich) geringeren
Rechenaufwand gegenüber der "klassischen" Fuzzy-Control aus. Gleichzeitig werden Stufen
und Sprünge im Ergebnisraum der Regeln vermieden, d.h. das menschliche Expertenwissen
wird besser modelliert.
• Die Verifikation und Validierung des implementierten Expertenwissens ist deutlich
einfacher, da keine speziellen, tiefgreifenden mathematischen Kenntnisse erforderlich sind.
Insbesondere für die Validierung, die gem. den Vorgaben von ISO 9000 ff. nicht von den
Produktentwicklern, sondern von unabhängigen Experten durchzuführen ist, bietet die SFC
deutliche Vorteile. Die mit der Validierung beauftragten Experten sind häufig keine
Ingenieure und verfügen damit über keine detaillierten Kenntnisse in der Matrizenrechnung
oder Fuzzy-Control. Im Falle der SFC reicht es jedoch aus, daß die Experten die Definition
und Eigenschaften der vier unscharfen Relationen sowie der beiden unscharfen
Kombinationsoperatoren verstehen, die sich aus Anwendersicht nur wenig von den
entsprechenden bool'schen Operatoren unterscheiden.
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• Schließlich sind Wartungsarbeiten an einer aus SFC-Regeln bestehenden Wissensbasis
einfacher. Wie gezeigt wurde, können gezielt einzelne SFC-Regeln überarbeitet bzw.
verändert werden, ohne daß dies Auswirkungen auf andere Regeln innerhalb der
Wissensbasis hat. Dies stellt nicht nur eine bedeutende Zeitersparnis für die Wartungsarbeit
an sich dar, sondern auch für die erforderliche Revalidierung, falls die veränderte
Wissensbasis als neues Produkt-Release auf den Markt gebracht werden soll.
Zusammen mit den vorgenommenen Testimplementierungen hat die vorliegende Arbeit gezeigt,
daß der Einsatz der SFC insbesondere bei Expertensystemen mit großen Wissensbasen deutliche
Vorteile gegenüber konventionellen Techniken zur Implementierung unscharfen Wissens bringt.
In Anbetracht der aufgezeigten Vorteile ergeben sich die folgenden Vorschläge für zukünftige
Arbeiten:
• In der bestehenden Wissensbasis zur Programmierung eines ICDs könnten alle Regel-
Blöcke, in denen unscharfes Wissen implementiert ist, mit Hilfe der SFC reimplementiert
werden. Die Wissensbasis würde dadurch kleiner und einfacher, wodurch Wartungs- und
Validierungsarbeiten weniger kostenintensiv ausfallen würden.
• Trotz aller Vorteile, die die SFC bietet, besteht immer noch die Notwendigkeit, daß
linguistisch formulierte Regeln in eine mathematische (Un-) Gleichung umgesetzt werden.
Da die SFC sich sehr eng an die linguistische Regelformulierung anlehnt liegt es nahe, einen
Cross-Compiler zu entwickeln, der Textstücke (die sich syntaktisch möglichst nahe an der
menschlichen Sprache anlehnen sollten) in SFC-Regeln übersetzt.
• Schließlich sollte überprüft werden, ob die SFC auch in anderen Wissenschaftsdisziplinen
Vorteile gegenüber den bestehenden Techniken bietet, beispielsweise in der Regelungs-
Technik.
Insbesondere die Realisierung eines Cross-Compilers könnte zu einer neuartigen Generation von
Expertensystemen führen, in der man Wissen in menschen-ähnlicher Sprache formulieren und
implementieren könnte.
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