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The heat pump with geothermal exchanger is one of the best methods to heat 
up a building. The heat exchanger is an element with high probability of failure 
due to the fact that it is an outside construction and also due to its size. In the 
present study, a novel intelligent system was designed to detect faults on this type 
of heating equipment. The novel approach has been successfully empirically tested 
under a real dataset obtained during measurements of one year. It was based on 
classification techniques with the aim of detecting failures in real time. Then, the 
model was validated and verified over the building; it obtained good results in all 
the operating conditions ranges.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
The increasing price of the energy or the environmental laws, for instance, is what makes people try to use 
renewable energies when it is possible [41]. The most typical renewable sources are solar and wind energy; 
but nowadays, others like ocean energy, are increasing their use [32]. Some research works are oriented to 
optimize or develop new methods on the renewable energy field, with the aim of increasing the installations’ 
performance [30]. Despite people trying to preserve the environment, the installations based on renewable 
energies must usually have, at least, the same cost as non-renewable solutions to ensure their installation 
[30]. The above reason concerns to installations based on heat pump with geothermal heat exchangers [30]. 
These installations carry out large investments with relatively uncertain profitability and, their payback 
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a net loss [55].
1.1. Heat pump systems
A heat pump provides energy by taking it out from a source, and then transferring it into a house [37]. 
This energy can be obtained from any source, whether it is cold or hot. But, if this source is warm, then 
it is possible to achieve higher efficiency [50]. The ground can be a source for the heat pump and, the 
heat exchangers topology can be vertical or horizontal [37,31]. Horizontal configuration is usually more 
economical than the vertical type [31]; however this configuration has less efficiency than the other one. 
With the aim of increasing the performance of the horizontal exchanger, frequently, installers place the 
exchanger deeper in the ground [45]. Also, a new type of exchanger was developed, by combining the two 
described topologies; the exchanger is placed in helicoidal form that goes deeper in the ground [20].
Both configurations, vertical and horizontal have their own operation problems, but the horizontal has 
more disadvantages than the other, among others because the exchanger is closer to the ground surface 
[38,49]. Due to the proximity to the surface, the weather has influence over the exchanger and the efficiency 
could be lower [51,39,14]; even that, there are some studies like [16] that show the effect of the exchanger 
over the ground temperature. For the same reason, the installation may be damaged due to different reasons 
like crushing, perforations, and so on [4]. Typically, the performance is the same throughout the year, but 
if any problem appears, then, the efficiency could drop significantly or even disappear [38].
1.2. Fault detection
Fault detection involves the monitoring of a system and the detection when a fault has occurred [28]. 
The monitoring task differs a lot depending on the system. For example, a use of QCM [15] to control 
the oil degradation is explained in [9]. Other papers like [8] and [23] use the vibration analysis to monitor 
a self-levitating bearing. The monitoring task of solar thermal fluid transfer systems is carried out using 
Neural Network based models and rule based techniques in [24].
The system must be modeled or a knowledge based system must be created with the aim of detecting 
deviations of the correct performance [29]. There are many systems where fault detection has been imple-
mented with satisfactory results. For instance, [27] proposes a two-stage recognition system for continuous 
analysis of ElectroEncephaloGram (EEG) signals. [1] proposes a model-based Robust Fault Detection and 
Isolation (RFDI) method with hybrid structure. A fault detection strategy for wireless sensor networks is 
presented in [34]. A hybrid two stage one-against-all Support Vector Machine (SVM) approach is proposed 
for the automated diagnosis of defective rolling element bearings in [26]; [52] shows the robust fault detec-
tion problem for non-linear systems considering both bounded parametric modeling errors and measurement 
noises. As can be seen on the mentioned examples (of fault detection), different soft computing techniques 
have been used to solve the problem.
1.3. Intelligent systems
Intelligent Systems are being used to solve or optimize several problems on engineering fields nowadays 
[7,6]. Some researches have been made with the aim of improving a system performance, because classical 
methods, like the applications based on PID controller [2], are not capable of solving this task. In other 
investigations, new intelligent techniques are developed to ensure a right system operation [17,33]. Some 
studies are focused on the development of a hybrid controller combining classical and intelligent techniques; 
a Neuro-PID controller is designed in [10]. Other papers design a new type of controller like the one explained 
in [12], an adaptive inverse controller using an online learning algorithm for neural networks.
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The fields of application for these intelligent systems are very different; for example, [11] explains the use 
of a hybrid controller to improve the performance of a steel rolling control process. Intelligent algorithms 
are used to implement a tracking of objects function for a robot in [42]. [13] solves a complex electrical 
problem using intelligent methods.
But the intelligent techniques are not only restricted to the control field; it is possible to use these 
algorithms to predict the solar energy production, like in [44]. The field of solar energy has a lot of studies, 
for example, [19] focuses the study on the relation between solar radiation and atmospheric conditions; 
[25] shows new climatic indicators base on the urban sprawl.
In other fields, intelligent algorithms are used to detect locally relevant variables [18], or to assist in the 
verification of some system [53].
1.4. Synthesis of the above
On the last research line, this work describes a new intelligent method to make fault detection on buildings 
for heat pump systems using geothermal exchanger. The way to detect wrong work-points of operation is 
creating a model based on classification. This model has been trained with a big dataset of a year of 
operation, and consequently all weather seasons have been taken into account. The model was tested with 
a real dataset of failures samples, obtained for this purpose.
This paper is organized as follows. It begins with a brief description of the case of study followed by 
an explanation of the model approach and the dataset conditioning to perform fault detection through 
classification techniques. In the next section results are presented, and finally the conclusions and future 
work are exposed.
2. Case of study
The novel model has been applied to fault detection in a geothermal heat pump. It is a part of the 
systems installed within a real bioclimatic house. The physical system is described in detail as follows.
2.1. Sotavento bioclimatic house
Sotavento bioclimatic house is a project of a demonstrative bioclimatic house of Sotavento Galicia Founda-
tion. The house is located within the Sotavento Experimental Wind Farm, which is a center of dissemination 
of renewable energy and energy saving. The farm is located between the councils of Xermade (Lugo) and 
Monfero (A Coruña), in the autonomous community of Galicia (Spain). It is at coordinates 43◦21′ North, 
7◦52′ West, at an elevation of 640 m above sea level and at a distance of 30 km from the sea. Fig. 1 shows 
the geographic location in the Spanish territory (left), and an external view of the bioclimatic house (right).
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2.2. Installations of the bioclimatic house
Thermal and electrical installations of the bioclimatic house have various renewable energy systems to 
complement these installations. Fig. 2 describes through a schema the main systems and component of the 
thermal section of the installation. The thermal installation consists of 3 renewable energy systems (solar, 
biomass and geothermal) that serve the DHW (Domestic Hot Water) system and the heating system. The 
electrical installation consists of two renewable energy systems (wind and photovoltaic) and one connection 
to the grid power, getting supply to the lighting and power systems of the house.
2.3. Description of the thermal installation
Fig. 3 shows through a block diagram, the different components of the thermal section and their inter-
connections. Overall, the thermal installation can be divided into 3 functional groups:
• Generation group: Solar thermal (1), biomass boiler (2) and geothermal (3).
• Energy accumulation group: Inertial accumulator (5), solar accumulator (4) and preheating (8).
• Consumption group: Underfloor heating (6) and DHW (7).
Following, each functional group is described in more detail.
Generation. The generation group has three collection systems of renewable energy:
• Solar thermal system: It consists of eight solar panels that capture energy from the solar radiation and 
use it to heat a fluid (ethylene glycol) that flows inside the panels. The heated fluid is taken to the 
accumulation zone, where through the heat exchanger of the solar accumulator (4) gives up its heat to 
water stored inside the accumulator, increasing the water temperature for later use.
• Biomass boiler system: It has a biomass boiler type Ökofen, model Pallematic 20, with adjustable 
power from 7 kW to 20 kW, with a yield of pellets of 90%. It gives the hot water directly to the inertial 
accumulator (5) at 63 ◦C.
• Geothermal system: The system consists of a horizontal collector with 5 loops of 100 meters each one, 
buried at a depth of 2 meters (3.1), and a Heat Pump MAMY Genius – 10.3 kW with a nominal heating 
power of 8.4 kW and a nominal electrical power consumption of 1.9 kW (3.2). It is possible to extract 
energy from the ground, which is used to heat up a fluid (water with glycol) that heats the water by a 
geothermal pump and it is driven directly to the inertial accumulator.
The heat pumps operation is based on the thermal cycle of a gas [22]. The thermal fluid is forced to change 
its physical state through 4 different operations: Compression, Condensation, Expansion and Vaporization. 
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Fig. 4. A geothermal heat pump basic cycle.
The working cycle is shown in Fig. 4, which corresponds to a heat pump when it is used to warm a building. 
On the other hand, to cold a house, the working cycle is the opposite. In this case, the evaporator would 
work as a condenser, and vice versa.
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Accumulation. The system has a solar accumulator with a storage capacity of 1000 liters, which receives 
energy contribution of solar thermal system. This accumulator is connected in series with the inertial 
accumulator that has a storage capacity of 800 liters, also it receives energy from the biomass boiler and 
geothermal system. The use of inertial accumulators is generally recommended in all types of heating systems 
and its function is to work as thermal energy storage to minimize the start-stop cycles of the units.
Consumption. The house is equipped with DHW and underfloor heating systems, both supplied through 
the inertial accumulator. The DHW system has been sized based on the Spanish Technical Building 
Code [43], taking into account that the house only has a bathroom and a kitchen for demonstration pur-
poses. Thus, the DHW system obtained was sized for 240 liters per day. The underfloor heating system 
consists of a network of cross-linked polyethylene with barrier ethylene vinyl alcohol (EVAL) pipes at a 
distance of 5 cm below the floor of the rooms of the house. It has 4 distribution collectors above the floor 
to enable the purging. This system is able to maintain the temperature inside the house between 18 ◦C and 
22 ◦C; for which, the water circuit should be between 35 ◦C and 40 ◦C.
2.4. Geothermal system under study
This section gives a detailed description of the operation of the real geothermal system and its compo-
nents.
System description. The heat pump with a horizontal heat exchanger is shown in Fig. 5. This study is 
only focused on two sensors shown in Fig. 5 (thick arrows), in the primary circuit of the heat pump. The 
heat pump has two different circuits; the primary one provides the heat from the ground (the exchanger) 
to the heat pump unit, and the other one is connected between the unit and the inertial accumulator.
Geothermal exchanger. The horizontal exchanger has five different circuits, with the aim of isolating parts 
in case of discovering a failure in one circuit. The installation has several temperature sensors installed along 
the heat exchanger, to study the ground temperature while the system is running, distributed in four different 
loops (Fig. 6 shows the exchanger, and its connection to the building). The five circuits are connected all 
together outside the house and only one pipe goes to the heat pump (one as the output and other as the 
input of the exchanger).
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Fig. 7. Model approach.
3. Model approach
The fault detection model is based on the temperature difference at the output of the heat exchanger. 
These temperatures are measured near the heat pump inside the house. This is an improvement of the 
method, because it is not necessary to install sensors outside the building.
The model has three inputs. The first one is to indicate the state of the heat pump (on or off ). And the 
other two inputs are the temperatures of the heat exchanger (Fig. 7).
3.1. Obtaining and conditioning the dataset
The real dataset has been obtained by taking measurements along one year. Each measurement has been 
taken with a sample time of 10 minutes.
Fig. 8 shows the temperature of the fluid inside the horizontal exchanger. The red-dash line is the 
temperature of the fluid after heating the ground, and the blue-continuous line is the temperature after the 
fluid is used by the heat pump. The figure represents a day, 144 measurements (one every 10 minutes). In 
this figure, Frame A shows a complete running cycle. Frame B is the part of the cycle when the heat pump 
is on, and Frame C is the restoration of the temperatures after the system turns off. Frame D shows a cycle 
when the heat pump is off for a long time, and it is possible to see that the difference of the temperatures 
achieved is more or less the same value that for other frames (the restore time does not affect the system).
As the temperature sensors are placed inside the house, the temperatures measured by them is not the 
real temperature of the fluid in the horizontal exchanger. In Fig. 8, it is possible to appreciate this when the 
heat pump is off, and the fluid is not pumped through the exchanger. In this situation, the temperatures read 
by the sensors achieved values that are higher than the ground temperature (as is explained in Frame D). 
However, when the heat pump is working, the sensors measure correct values, and their location does not 
affect the developed system.
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Fig. 9. Ratio between input and output of the heat pump.
The model studies the variation of the temperature ratio from the input to the output of the heat pump 
(equation (1)). If the heat pump is running or not, the model responds in a different way, then:
• If the heat pump is on, the difference between temperatures is going to increase at first (see Fig. 9, into 
the frame).
• When the heat pump turns off (Fig. 9 between the 5th and the 7th samples, out of the frame), the 
difference between temperatures decreases.
Δ T = Toutput − Tinput (1)
When the heat pump is off for a long time, the corresponding data are not taken into account. The 
dataset is obtained when the heat pump is in operation, and when it turns off, only while temperatures do 
not achieve the steady state.
The initial dataset contains 52 705 samples, and after discarding the non-representative data for modeling, 
with the rules explained before, the dataset was reduced to 13 612 samples.
3.2. Classification techniques considered to create the model
This section describes the classification techniques used to create the model.
3.2.1. Fisher’s Linear Discriminant Analysis (FLDA)
Among the different criteria employed for Discriminant Analysis, the Fisher’s Discriminant Criterion [5], 
tested on this work, has better results than others. When linear classification is possible, it is important to 
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the training data is used to obtain hyper planes with the aim of separating the classes. With the algorithms 
based on this classification technique, the projection that maximizes the class separation for the classes is 
obtained.
The classification of a dataset with FLDA provides each sample with its projection into a weight with its 
class label vector. The projection is a scalar value that gives a measurement of the distance of the projection 
between the sample and the hyper plane. The distinctness between samples is interpreted by the measured 
distance between them. The FLDA achieves the best separation of the classes by maximizing the quotient 
of the class mean distance and the class variance. A large distance between the means is desirable to achieve 
a good separation.
3.2.2. J48 learning algorithm
A decision tree is approached with this method, and they are the most common approaches in machine 
learning [47,21,35]. The decision trees are used to classify the data into different groups, depending on the 
variables used in training [47]. The decision trees were obtained by using the J48 algorithm [47,56,46]. J48 
algorithm has better performance in most circumstances than other algorithms [46].
This algorithm is based on an entropy calculation to develop the decision tree. Entropy is the probable 
information based on the partitioning into subcategories according to an attribute. The greatest advantage 
is the clarity on the subcategory partitions achieved. The feature with the greatest entropy reduction is 
chosen as the test attribute for the present node. This algorithm has some disadvantages too, like the 
running-time, which depends on the complexity of the algorithm matches to the tree depth.
3.2.3. A MultiLayer Perceptron (MLP)
The MLP is one of the most used Artificial Neural Network topology (ANN) [47,3]. It is a feedforward 
ANN, whose internal topology is simple; however, it is very robust [54,57]. The MLP could be divided in 3 
different types of layers, the input layer, one (or more) hidden layer, and the output layer.
Each layer has neurons, with a specific activation function. The number of neurons in the input layer 
must be the same number of system inputs; for the output layer, there must be the same number of 
system outputs. At the hidden layers, the number of neurons could vary to achieve a good performance. 
The activation function type could be: Step, Linear, Log-sigmoid or Tan-sigmoid. The connection between 
neurons is pondered [48].
The architecture of the ANN must be carefully selected to achieve good results. On this work, the MLP 
only has one hidden layer. Several tests were made with different numbers of neurons at this layer (from 2 
to 10), obtaining the best results with 4 neurons. The activation function of the hidden layer neurons was 
always a Tan-sigmoid, and for the neuron in the output layer was Step (the function used for classification 
purpose).
4. Results
The results of the classification are shown in Table 1. The performance of the classification techniques was 
obtained using the following parameters: Sensitivity (SE), Specificity (SP), Positive Prediction Value (PPV), 
Negative Prediction Value (NPV) and Accuracy (ACC). The equations to calculate these parameters are 
shown in equations (2) to (6) respectively. Where, TP (True Positives) are the samples where there are no 
failures, TN (True Negatives) are the samples where there are failures, and the model classifies the samples 
in a good way. And, FP (False Positives) are the samples where there are failures, FN (False Negatives) are 
the samples where there are no failures, but the model classifies them in a wrong way.
SE = TP (2)TP + FN















No Failure (predicted) 2431 467 3572 163 3815 82
47.19% 9.07% 69.35% 3.16% 74.06% 1.59%
Failure (predicted) 1621 632 480 936 237 1017
31.47% 12.27% 9.31% 18.11% 4.60% 19.74%
SE 0.600 0.881 0.941
SPC 0.575 0.851 0.925
PPV 0.839 0.956 0.978
NPV 0.280 0.661 0.811
ACC 0.594 0.875 0.938
SP = TNTN + FP (3)
PPV = TPTP + FP (4)
NPV = TNTN + FN (5)
ACC = TP + TNTP + TN + FP + FN (6)
The dataset has been increased by including one hour of real time measurements, 3558 samples. When 
the system takes measurements in real time, it saves the parameters every second. During this time of fast 
acquisition, some typical anomalies in this type of systems has been generated. A fluid leak in the system, 
an obstruction in a pipe, or a partial failure in the exchanger as a consequence of a pipe manipulation were 
simulated.
The dataset has been divided in two groups; one for training (70%, 12019 samples), another to test 
the classification algorithm (30%, 5151 samples). Table 1 shows the confusion matrix, and the performance 
parameters that were explained before (equations (2) to (6)). The actual data are the real classification of 
the data, and the predicted data are the classification given by the algorithms.
5. Conclusions
With the novel model approach, it is possible to know when the geothermal exchanger of an installation 
based on a heat pump is failing. Very good results have been obtained in general terms. With this approach 
based on intelligent techniques working as a classification system, it is possible to detect malfunction states.
As can be seen in the results section, the best classification is achieved with MLP, where the percentage 
of classification Accuracy is near 94%. The models created with other classification techniques also achieve 
good results as J48 algorithm, with an Accuracy of 87.5%; however FLDA algorithm do not allow to achieve 
good result. The best detection failures Accuracy is 59.4%.
The model obtained in this research achieves good performance for the Sensitivity and for the Specificity 
in all cases. If the performance differs between the algorithms, for the application described it was more 
important to increase the Specificity. The aim is to avoid that the system works with a non-detection failure 
condition.
Future works will be based on the application of on-line anomaly detection, with the aim of adapting 
the model to the progressive changes of the system. These changes can occur due to several reasons like 
weather or dirt.
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