In this paper we propose an extension to RSVP protocol, based on dynamic resource reservations, which allows for better coexistence of HD video transmission and elastic traffic (e.g. bulk data transfer). These extensions have been evaluated in two different domains, both in the Quality of Experience (QoE) domain and in the Quality of Service (QoS) domain. Experiments carried out in an emulated multi-node heterogeneous network show that the proposed extensions are profitable, especially in the network domain. They are able to assure a better quality of service for elastic traffic than typical RSVP reservations and offer the same QoS for HD video transmission as well-dimensioned typical RSVP. Analysis in QoE domain confirms that proposed extensions assure a video transmission quality unnoticeably worse than the one possible with RSVP (with no extensions).
INTRODUCTION TO NETWORK PERFORMANCE REQUIREMENTS FOR MULTICAST STREAMING IN HETEROGENEOUS IP NETWORKS
The basic type of transmission in the IP network is the best effort service. In this type of transmission the possibility of the reservation of network resources for the given transmission does not exist. The best effort service was intended for data transmission (e.g. transmission of Web pages, file transfer, remote terminal service), thus it is usually not a good solution for the real-time multimedia transmission. Real-time multicast multimedia services (e.g. teleconferences, Internet radio, Internet television and IPTV) distribute multimedia data (using streaming mechanisms) to more than one user in real-time [1] . Because of this, all users are able to play multimedia data at the same pace, at which it was sent or generated.
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The realization of commercial HD video services requires QoS guarantees for the given transmission. Therefore, the use of the Resource ReSerVation Protocol (RSVP) would be recommended [2, 3] . However, the RSVP protocol has a number of limitations. One of them is non-optimal utilization of network resources when full QoS guarantees are assured.
To assure high quality of transmission, the reservation must be made on the basis of the maximum bitrates of the traffic source. Such reservation makes the full utilization of the link capacity difficult in the situation when the traffic being the subject of the reservation occupies only a fraction of the reserved network resources. The proposed extensions to the RSVP protocol allow the RSVP to adjust its reservations to the current demand for network resources.
The goal of this paper is to present QoS extension for RSVP protocol, be able to improve network performance when HD video content is transmitted, and to validate these extensions using QoE characteristics. The paper is organized as follows: the second Section is devoted to RSVP protocol extensions, which are based on dynamic resource reservations for High Definition (HD) video traffic. Section 3 presents the emulation model for HD video content transmission with QoS assurance based on RSVP signaling. Section 4 describes validation of our proposed RSVP protocol extensions in both QoE and QoS domains. Section 5 summarizes our experiment.
RSVP EXTENSIONS FOR DYNAMIC RESERVATIONS
The RSVP protocol is the signalling protocol used to assure QoS, usually during real-time multimedia transmissions. The protocol can support both in unicast and multicast modes. The RSVP has a number of limitations (e.g. scalability -which can be improved by aggregating more dataflows in a single RSVP session), thus making reservations for single streams on the entire path between end systems, is rarely applied in practice. At present, a solution is recommended, and in which RSVP reservations for single streams are applied in access networks, and for aggregated traffic are applied in public net-works [3, 4] . Independently of whether the RSVP protocol supports aggregated video traffic or individual video streams, a problem with reservations carried out by the RSVP exists. Video transmission with full QoS guarantees non-optimal use of network resources. It results from the necessity to reserve resources for the video traffic, which has a variable bit rate with characteristics difficult to define. Therefore, to achieve high quality of transmission, the reservation must be made for maximum (or close to maximum) bit rate of the traffic source. Reservations made in this way, in the situation when the video traffic does not occupy the entire reserved bandwidth, make it possible for the link to be used non-optimally.
The proposed extension to the RSVP [5] allows reservations to adapt to current demand for network resources. It is based on the dynamic change of reservations in the situation of the essential change of the demand for network resources, due to a significant change of parameters of the transmitted HD video stream. In the proposed solution, the RSVP gets the information about the demand for network resources from the streaming application, which it obtains on the basis of the analysis of the transmitting buffer.
On the basis of information from the analysis of the application's sending buffer, the RSVP module, located at the video server, cyclically sends the information about the current requirements for network resources (using the additional CHANGE message). Appropriately to these requirements, reservation settings are modified in all intermediary nodes. In many cases, this allows release of part of the resources and utilizes them for different transmissions. In practice it is possible to use released resources for the transmission of elastic traffic.
If a demand for network resources grows rapidly, the new CHANGE message is sent immediately. In case of reducing the demand for network resources the CHANGE message is sent when it exceeds the set threshold (in described experiment by 5%) [5] . Generally, the new message is sent in temporal intervals not smaller than the time of buffering in the sender's application (e.g. 200 ms). In the analyzed system the number of CHANGE messages doesn't exceed the number of RSVP's RESV messages.
Proposed extensions can function both for the aggregated traffic and for individual streams. Therefore, it can be applied in both modes of work of the RSVP protocol.
EMULATION MODEL FOR HIGH DEFINITION VIDEO CONTENT RSVP TRANSMISSION
Tests of HD video transmissions, as well as tests of the proposed extensions of the RSVP protocol, have been carried out in an emulation environment. It was assumed that the emulation environment must fulfill the following set of assumptions:
• Emulation of a multi-node network,
• Unicast and multicast transmission,
• Ability of real-time transmission of video of HD quality, which will be carried out in 100 Mbps links,
• Simple and efficient control of the experiment process. The idea of our emulation system assumes that video streaming operations should be separated from operations of emulation of a multi-node network. The aim of this assumption was to preserve real-time conditions of streaming HD video, without disruptions caused by variable load of streaming system by other processes, competing for shared resources. As a result, the emulation system was built on the basis of three separate computer systems ( Fig. 1) : the PBZmatrix, the PBZ, and the PCclient. PBZmatrix (video server) and PCclient (video client) systems are elements of video streaming system (see Section 3.3 for details), while the PBZ performs a function of emulator of a multi-node network.
In the system, we observe flows of two types of data ( Fig.  1 ). The first one is HD video stream, sent in real-time by the video streaming system. The second is management and control data stream, used to control the experiment. It is not necessary to assure hard real-time conditions for control data, although low delays are desired. These two types of data are transmitted in separate flows which are treated in a different manner by the system.
To assure high performance of emulation processing, required by the emulation system to work at real-time, an efficient computer system was used as an emulation platform. The network emulator works at the PBZ server, which is built on the Intel R Server Board S5000PSL server platform, equipped with two processors Intel R Xeon R E5420 (2.50GHz). The system has dual Gb Ethernet. The video server (PBZmatrix) was built on the basis of the same server platform as the PBZ, equipped with two processors Intel R Xeon R E5410 (2.33GHz).
The HD video stream is transmitted from the video server (the PBZmatrix) to the emulator (the PBZ server) via a dedicated link (the link between the interface eth3 of the PBZmatrix and the interface eth4 of the PBZ -see Fig. 2 ). The other interface of each server (i.e. the interface eth2 of the PBZmatrix and the interface eth5 of the PBZ) was connected to the Gigabit switch. To the same Gigabit switch, the video client PCclient was connected (using interface eth0 of the client machine).
Due to the fact that other computers (other than the ones used in experiments) and a router were also connected to the Gigabit switch, it was necessary to monitor the switch during the experiment. The aim of this monitoring was to observe whether frame losses in the switch occurred during the experimental transmission. The monitoring shows that no losses due to the overload of the switch were observed.
Control of the experiment was carried out through a set of initializing commands on the PBZ server. These commands, by means of suitable scripts, allow the operator a centralized control of the experiment process: start of the emulator with suitable parameters (network topology and traffic circumstances), start of video client, and start of video server. Having finished the video streaming, a video client and a video server were stopped automatically.
All three computers used the Linux Ubuntu operating system. Servers PBZmatrix and PBZ used the 64-bits Server version of the system, while PCclient used the Workstation version of the operating system. BIOS and server operating system were optimized to be able to fully exploit possibilities of multicore processors. One of the elements of this optimization was (performed at servers PBZmatrix and PBZ) the compilation of the kernel of the Ubuntu operating system, whose parameters were adjusted to hardware. It has resulted in the best performance of hardware resources that machines can deliver.
The emulation platform consists of three elements: the emulator (emulation engine), the server of emulation processes, and the client of emulation processes. Both the emulation engine and the server of emulation processes were launched in the protected mode to be able to fully control network interfaces (and, as a result, to fully control capture packets) and to fully manage the processes. The client was launched in user mode.
Video content
In the experiment, eight VQEG Test Sequences were used [6, 7] : "Aspen," "ControlledBurn," "RedKayak," "RushFieldCuts," "SnowMnt," "SpeedBag," "TouchdownPass," and "WestWindEasy." These sequences target a variety of spatial activities, temporal activities and applications (movies, sports, advertisement, animation, broadcasting news, home video and general TV material: e.g., documentary, sitcom, series of television shows).
The FPS (Frames Per Second) rate was 30 (Japan, US standard). The effective resolution was "Full HD" 1920×1080. Video sequences were 10 seconds long.
The video sequences were encoded using a H.264 codec (Apple QuickTime implementation) main-profile (Level 40) with a QP (Quantization Parameter) selected to achieve an average stream bit-rate of 20 Mbit/s (Compression Ratio, CR = 74.6496). The files were stored in the QuickTime (MOV) file container.
Video server and client
Both video server and client were based on VideoLAN -free streaming solution. The software version was 1.0.1. Both the server and the client were settled on separate machines, running Ubuntu Linux version 9.10.
A set of special, custom-made scripts (written in Perl and bash scripting) controlled executing processes as well as setting streaming parameters. The streaming itself proceeded using the Transport Stream container, encapsulated in RTP packets. The video client dumped the received streams as AVI files.
QOE VALIDATION OF RSVP PROTOCOL EXTENSIONS
This section presents the methods of qualitative and quantitative evaluation of the proposed extensions to the RSVP protocol. First, the environment of the psychophysical experiment was described. Next, evaluation results were presented and analyzed.
Psychophysical experiment environment
In order to verify a subjective improvement of a perceived video quality, after the introduction of the new RSVP scenarios, a psychophysical (subjective) experiment was set up. For this purpose, a well-controlled environment was prepared. The experiment was conducted at the AGH University of Science and Technology in Kraków, Poland. Subjective tests were performed on one display resolution: 1920×1080. The tests assessed the subjective quality of video material presented in a simulated viewing environment. Only non-expert viewers participated in the subjective, psychophysical experiment. The term non-expert is used in the sense that the viewers' primary job does not involve video picture quality and they are not experienced subjects. They could not have participated in a subjective quality test over a period of six months. Viewers were pre-screened for the following:
• normal (20/30) visual acuity with or without corrective glasses (self-declaration based on Snellen test chart),
• normal color blindness vision (per Ishihara test),
• contrast sensitivity,
• familiarity with the Polish language sufficient to comprehend the instruction and to provide valid responses using the semantic judgment terms expressed in that language.
If suspected that a subject was not responding to the video stimuli or s/he was responding in a manner contrary to the instructions, their data might be discarded and a replacement subject could be tested. Post-experiment results screening was necessary to discard viewers who were suspected to have voted randomly. The rejection criteria verified the level of consistency of the scores of one viewer according to the mean score of all the observers over the entire experiment. Example criteria to discard subjective data sets were the following: (i) the same rating was used for all or most of the video sequences or (ii) the subject's ratings correlate poorly with the average ratings from other subjects.
It was assumed that the test required exactly 24 valid subjects (viewers); however, 29 subjects took part in the experiment (in order to allow for the removal of some of the subjects in the post-screening procedure). A valid viewer meant a viewer whose ratings were accepted after post-experiment results screening. Only scores from valid viewers were reported.
The following procedure [8] was used to obtain ratings for 24 valid observers:
1. Conduct the experiment with 24 viewers.
2. Apply post-experiment screening to eventually discard viewers who are suspected to have voted randomly.
3. If n viewers are rejected, run n additional subjects.
4. Go back to step 2 and step 3 until valid results for 24 viewers are obtained.
Paid subjects took part in the experiment. Paying subjects helped to keep them motivated.
Identical conditions (calibrated LG 42LH7000 42" LCD monitors, background illumination, etc.) were ensured for all the subjects. Each subject tested the same number of 59 sequences; this includes the hidden references.
The experiment methodology strictly followed the VQEG [7] HDTV Test Plan methodologies [8] . The test conditions requested subjects to maintain a specified viewing distance from the display device. The viewing distance was agreed to be three times the picture height.
Each test subject had his/her own video display. The test room conformed to ITU-R Rec. BT.500-11 [9] requirements. Subjects were seated facing the center of the video display at the above-specified viewing distance. That meant that a subject's eyes were positioned opposite the video display center (i.e. centered both vertically and horizontally).
The input was a Blu-Ray LG BD-370 player. Its' HDMI output was connected directly to the HDMI input of the display.
The HDTV subjective tests were performed using the Absolute Category Rating -Hidden Reference (ACR-HR) method. The selected test methodology derives from the ITU-T Recommendation P.910, 1999 [10] .
Hidden Reference was added to address a disadvantage of ACR in studies in which objective models must predict the subjective data. If the original video material is of poor quality, or if the content is simply unappealing to viewers, such a degraded video sequence could be rated low and yet not appear to be degraded to an objective video quality model. In the HR addition to ACR, the original version of each video sequence is presented for rating somewhere in the test, without identifying it as the original. Viewers rate the original as they rate any other degraded video sequence. In the ACR-HR test method, each test condition is presented once for subjective assessment. Subjects were instructed to watch the entire 10-second sequence before voting. The screen instructed when to vote ("Please rate sequence X" in Polish). The test presentation order was randomized via computer. Viewers saw each scene only once and did not have the option to replay it. Subjective ratings were reported on the five-point scale (translated into Polish): "Excellent," "Good," "Fair," "Poor," and "Bad."
The time of active video viewing and voting was limited to 20 minutes per session. Total session time, including instructions, warm-up, and payment, was limited to one hour.
A set of instructions that the experimenter had to read to each test subject was written down. The instructions clearly explained why the test was run, what the subject would see, and what the subject should do. It was explained that it was important for subjects to concentrate on the video on each trial. The instructions neither suggested that there existed a correct rating nor provided any feedback as to the "correctness" of any response. The instructions emphasized that the test was conducted to collect viewers' judgment of the quality of the samples, and that it was the subject's opinion that determined the appropriate rating.
Analysis of results
The aim of the experiment was to investigate whether the proposed extensions to the RSVP protocol allow the network to achieve high link utilizations during real-time multimedia transmission. The expected improvement in network domain should be obtainable for both the network provider and the service provider, who offer high quality transmission of HDTV video. Although there is a trade-off between the network utilization and QoS for video transmission, the assumed quality of video transmission should not be noticeably worse than that assured by a typical RSVP (with no extensions), well-adjusted to network circumstances.
The proposed extensions for the RSVP protocol were tested in the emulation environment (described in Section 3). The subject of the test was a system of HD video distribution which consisted of a video server, a video client and a multinode heterogeneous IP network. The server and the client were real network nodes, while the heterogeneous IP network was emulated. During experiments, both inelastic HD video traffic and elastic traffic was transmitted via the emulated IP network. The HD video transmission was carried out using RTP/UDP/IP protocol stack, while for the transmission of elastic traffic the TCP/IP protocol stack was applied. An emulated network was built according to the typical singlebottleneck topology. The throughput of the bottleneck link was set to 65 Mbps, i.e. 110 percent of the largest instantaneous throughput of transmitted HD video streams. Thanks to this setting, the emulated network is well-dimensioned for HD video transmission and potential losses of video stream will result from the interaction with elastic traffic in a shared bottleneck link.
Experiments were carried out for two levels of aggressiveness of elastic traffic (pace of increasing the throughput of the elastic traffic in case of the lack of losses):
• Case 1 -low-aggressive elastic traffic (slow increasing throughput),
• Case 2 -highly-aggressive elastic traffic (fast increasing throughput).
For each of the above variants, 5 basic scenarios were defined:
• Scenario 1 -HD video transmission is carried out without any QoS guarantees -according to the simplest delivery method, i.e. the best effort.
• Scenario 2 -HD video transmission is carried out with QoS guarantees -quality is assured by means of a typical RSVP protocol; reservation of throughput is set at the level of maximum throughput of the transmitted video (resulted from the peak bit rate of the transmitted video stream).
• Scenario 3 -HD video transmission is carried out with QoS guarantees -quality is assured using the typical RSVP protocol; reservation of throughput is lower than in the case of Scenario 2 and is set at the level of 150% of the target bit rate of the transmitted video stream.
• Scenario 4 -HD video transmission is carried out with QoS guarantees -quality is assured using the proposed extensions for RSVP protocol; the elastic traffic is transmitted using TCP protocol with explicit congestion notification (through ECN signalling).
• Scenario 5 -HD video transmission is carried out with QoS guarantees -quality is assured using the proposed extensions for RSVP protocol; the elastic traffic is transmitted using TCP protocol with implicit congestion notification (through gaps in sequence space of TCP packets -i.e. through packet drops).
The description code of the experiment consists of two alphanumeric characters. The first one denotes the variant of the scenario, i.e. the level of aggressiveness of elastic traffic (L -low, H -high). The second one is the number of the scenario (from 1 to 5). For example, code L3 denotes scenario 3, in which HD video stream competes for bandwidth with low-aggressive elastic traffic.
Improvements in the quality domain
Let us consider the results presented in Fig. 3 . It depicts Mean Opinion Scores (MOS) averaged over all the subjects in a given scenario. As we can clearly observe, the besteffort scenarios definitely result in the worst perceived quality For the low-aggressive elastic traffic conditions (denoted as "L" in the Figure) , both scenarios representing regular RSVP procedures (L2, L3) resulted in a perceived quality not different from the quality of the perfect scenario (MOS >= 4.00). Standard RSVP reservation procedures cause unnecessary overuse of scarce network resources (this issue is discussed in detail in the next subsection). The problem of network overuse can be resolved by introducing one of the proposed "network-friendly" RSVP scenarios (scenario number L5).
For the highly-aggressive elastic traffic conditions (denoted as "H" in the Figure) , one of the scenarios representing regular RSVP procedures (H3) resulted in the perceived quality not different from the quality of the perfect scenario (MOS = 4.00), while the second standard scenario (H2) produced slightly worse quality (MOS = 3.57). Similarly, also here, standard RSVP reservation procedures cause unnecessary overuse of network resources. For the highly-aggressive elastic traffic conditions, the problem of network overutilization can be resolved by introducing one of the proposed "network-friendly" RSVP scenarios (scenario number H4).
Improvements in the network domain
Throughput of elastic traffic observed in bottleneck link for Scenarios 1-5 shows that the best TCP transmission is carried out in case of best effort service (experiments L1 and H1). However, it is made by the cost of quality of transmitted HD video. Usage of typical RSVP (experiments L2, H2, L3 and H3) allows the HD video to achieve close to lossless transmission, but the TCP's congestion control does not allow the TCP transmission to grow up. The proposed extensions for the RSVP protocol (experiments L4, H4, L5 and H5) allow both to assure the required quality of HD video transmission and to better utilize bandwidth of bottleneck link not occupied by HD video. Mean throughput of elastic traffic observed in bottleneck link. Mean throughput of elastic traffic observed in bottleneck link is shown in Fig. 4 . Experiment results show that the proposed extension of the RSVP protocol allows to achieve throughput of elastic traffic close to those observed for best effort service. This effect is especially noticeable in the case of low-aggressive elastic traffic, although it is also observable for highly-aggressive elastic traffic.
CONCLUSIONS AND FURTHER RESEARCH
In this paper we propose an extension to RSVP protocol enabling the dynamic change of reservations. The change of reservations takes place in the situation when HD video streaming application changes its demand for network resources. The proposed extensions were tested in the emulation environment. The obtained results show that the proposed extensions allow for much better utilization of network resources than the classical RSVP.
