This experiment tested the claim that on-line syntactic processing is autonomous and not affected by semantic context. Subjects heard sentence fragments containing syntactically ambiguous phrases, and the first clause of each fragment biased the listener toward one of its readings. Naming latencies to a visually presented probe word which was either an appropriate or inappropriate continuation of the sentence fragment were measured. Latencies were longer for inappropriate probes, suggesting that well before the clause boundary is reached, syntactic decisions can be influenced by prior semantic context. This result is predicted by an on-line interactive model of sentence processing.
A basic issue in the study of sentence perception and comprehension concerns what Forster (1974) has termed the "autonomy of syntax"; that is, whether the syntactic structure of a sentence is computed without reference to its meaning. This concept of an independent syntactic processor is a crucial component of a major current model of sentence processing (Bever, Garrett, & Hurtig, 1973; Fodor, Bever, & Garrett, 1974; Forster, Note 1) . According to this serial model, lowerlevel analyses (phonetic and lexical) are performed as the clause is heard and are used to construct preliminary hypotheses as to the syntactic structure of each clausal unit. These syntactic hypotheses cannot be affected by the meaning of prior clauses until the end of the clause, where a final deep structure representation is assigned and integrated with existing semantic hypotheses. When the syntactic deep structure of a clause is ambiguous, the model predicts that all syntactic structures are computed as the clause is heard, since the syntactic processor cannot use prior semantic context to select one syntactic reading rather than another. At the end of a clause, syntactic and semantic information interact and the syntactic structure congruent with the prior context is selected.
One experiment which supports this claim is that of Bever et al. (1973) . They measured latencies for completion of visually presented sentence fragments which ended in either a complete or an incomplete clause. Completion times were longer for incomplete clauses containing either underlying or surface structure ambiguities than for unambiguous controls. However, no reliable difference was found for unambiguous versus ambiguous clauses when the clauses were complete. Since longer completion latencies were assumed to reflect extra processing, the longer latencies for incomplete ambiguous clauses were taken as evidence that subjects were computing both syntactic structures of the ambiguous fragments. The results also seemed to show that at the end of a clause a single syntactic structure had been selected since completion latencies at this point were not significantly different. This finding was subsequently replicated by Hurtig (Note 2) using auditory presentation, with sentences containing only deep structure ambiguities.
T Y L E R A N D M A R S L E N -W I L S O N
Hurtig also tested the claim that syntactic processing cannot be influenced by semantic context. He presented subjects with ambiguous sentence fragments which were preceded by either a neutral or biased context sentence. Since prior biasing context did not facilitate the perception of one syntactic structure over the other, Hurtig seems to have provided experimental support for the "autonomy of syntax."
However, these experiments only provide indirect evidence about the immediate processing of ambiguous sentences, since the paradigm elicited very long mean response times of 5-6 see in the study of Bever et al., and 2-2.5 sec in Hurtig's experiment. Presumably, such long reaction times reflect an interaction of the subject's immediate decisions about the structure of the Sentence fragment with his later postperceptual analyses, so that the exact characteristics of his immediate perceptual processing remain obscure.
Indeed, when experimental tasks are used which tie the subject's response more closely to his on-line perceptual processing, for example, the speech shadowing (Marslen-Wilson, 1973 , 1975 and sentence monitoring paradigms (Marslen-Wilson and Tyler, 1975) , the results suggest that the interaction of syr~:.
. ~7~ ~ tactic and semantic representations need no~ ~ await the clause boundary. The on-line interactive model (Marslen-Wilson & Tyler, 1975) which was developed to account for these data proposes that the listener continuously extracts phonetic, lexical, syntactic, and semantic information from the input. Rather than having to wait until a particular syntactic segment has been identified and processed before performing a semantic analysis, the listener extracts the meaning of the sentence by means of the continuous two-way interaction between syntactic and semantic information. As a consequence of this ongoing interaction neither syntactic nor semantic processing is autonomous but, rather, each acts as a continual check and guide for the other. Therefore, unlike the serial model, the interactive model would predict that during the perception of a clause containing a deep structure ambiguity, syntactic analyses can interact with the semantic context so that, even before the end of the ambiguous clause, the syntactic structure which is appropriate for the ongoing context could be selected. The present research was designed to test precisely this prediction. The significance of the question extends beyond an analysis of the processing events involved in perceiving ambiguous sentences and touches on the theoretical assumptions underlying each of the opposing models of sentence processing. If we find that prior context does influence: the immediate syntactic processing of a potentially ambiguous incomplete clause, as the interactive model would predict, then the concept of the "autonomy of syntax," which is crucial to the viability of a processing model based on a transformational linguistic theory (cf. Fodor et al., 1974) , would no longer be plausible.
To test these questions we have combined a sentence continuation task with a wordnaming task, in order to obtain rapid,reponse latencies that would reflect the subjects' immediate perceptual processing of the sentence. Subjects were auditorily presented with sentence fragments ending in deep structure ambiguous phrases. Two context clauses were constructed for each ambiguous phrase, such that the meaning of the sentence up to the beginning of the phrase predisposed the listener toward one of its syntactic readings. A sample sentence pair, with ambiguous phrase emphasized is: At the offset of the final word in the ambiguous phrase (planes) a probe word was visually presented to the subject. The probe word consisted of a verb which could naturally follow in the sentence. The probes were of two types:
Appropriate and Inappropriate continuations. In the examples given, an Appropriate verb form would be are for Sentence (1) and is for Sentence (2) . Inappropriate probes result from interchanging is and are for these two sentences. The subject's task was to repeat the probe word as rapidly as possible, and his latency to name the word was recorded.
If the subject's syntactic representation of the ambiguous fragment is constrained by the meaning of the preceding clause, we would expect that his response latency to name the Appropriate verb would be faster than to name the Inappropriate verb. For example, we would expect longer naming latencies to the word is when it is a probe word for Sentence (1) , but the reverse when it is a probe word for Sentence (2) . But if syntactic decisions cannot be affected by semantic analyses (or if subjects ignore the preceding context), we would expect no systematic difference in the naming latencies.
Naming latencies for ambiguous fragments can be compared to those for a group of unambiguous sentence fragments. If the predictions of an on-line interactive model are correct, we would expect the difference between Inappropriate and Appropriate probes to be equal for both ambiguous and unambiguous sentences. For the model assumes that, given sufficient prior context, a potentially ambiguous clause is functionally unambiguous. However, according to the proposal of Bever et al. (1973) , naming latencies to Inappropriate probes should always be longer than to Appropriate probes when they follow unambiguous fragments, but this difference should not be found for probes which follow ambiguous fragments.
METHOD
Subjects heard a single sentence fragment, at the end of which a probe word appeared on the screen in front of them and a digital timer was triggered. When the subject named the probe word the timer stopped and the naming latency was noted. The experimenter also recorded whenever the subject did not correctly name the word. The subject was then given 10 sec in which to write down his evaluation of whether the probe was a good or bad continuation of the sentence, and the recording was restarted without warning. Each session lasted about 30 min.
Materials. Thirty-two ambiguous word pairs (e.g., landing planes) were chosen so that two different syntactic structures could be assigned to them at the deep structure level. For terminological convenience, the two potential structures will be referred to here as the Adjective type (e.g., the structure underlying "landing planes are dangerous"), and the Verb type (as in "landing planes is difficult"). Two biasing context clauses were then constructed for each word pair so that when each clause was followed by the word pair, one reading of the sentence was more plausible.
One example of such a sentence pair was given in the introduction.
Thirty-two unambiguous word pairs were also selected, 16 of the verb type, e.g., "mixing drinks," and 16 of the Adjective type, e.g., "flattering remarks." A prior context clause was constructed for each of these word pairs.
Both types of sentence fragments were pretested to ensure that each ambiguous word pair had been successfully disambiguated by the preceding context clauses, and that the control sentences were truly unambiguous. Two lists of the sentences were compiled: In one, the 32 unambiguous sentences were combined with one member of each of the 32 ambiguous sentence pairs, and, in the other, the alternate member of each of the 32 ambiguous pairs was used. Each list of sentence fragments was typed on a sheet in random order and presented to eight subjects with these instructions:
First, please continue each sentence fragment with an appropriate verb. You should only use verbs which have both singular and plural forms, and you may use the same verb as often as you wish. Second, please rate each sentence fragment for its naturalness, using a scale of 1-5, where 1 is very natural and 5 is unnatural.
Sentences were discarded when subjects consistently provided an incorrect verb form (thus indicating that the prior context was not sufficiently disambiguating) or when the mean naturalness rating exceeded 2.25 (four ambiguous sentence pairs were discarded for these reasons, and to balance the design four unambiguous sentences were later omitted). The overall mean naturalness ratings of the ambiguous sentences were 1.65 and 1.75, for Verb and Adjective forms, respectively, and for the unambiguous verbs and adjectives they were 1.3 and 1.4, respectively. All the test sentences are given in the Appendix.
Forty-two filler sentences were dispersed pseudorandomly throughout each version of the stimuli in order to obscure the regularities in the test sentences. In 17 of them, a progressive verb or an adjective ending in /-ing/ occurred in the first clause, and the second clause fragment always ended with a noun. For example: Each version of the material plus a set of 20 practice sentences were recorded at a rate of 160 words/min by an experienced male reader who tried to hold neutral the intonation of the ambiguous phrases. In order to control for any residual prosodic cues, the ambiguous word pairs were cross-recorded so that each context clause now preceded the word pair which had originally been recorded with the alternate context clause.
After the sentences were recorded on one channel of the tape, a timing pulse was placed on the second channel at the offset of the final word of the sentence fragment. This pulse served to trigger a tachistoscopic shutter, which projected a probe word onto a screen, and to start a timing device. In this setup the probe word appears on the screen with no measurable delay after the offset of the final word in the sentence fragment.
The probe word for the ambiguous sentences was always either "is" or "are." This was to control for the possibility that the voice-operated relay, which was used to stop the timer when the subject named the probe word, might be differentially sensitive to different acoustic inputs. Since both "is" and "are" figured equally often as Appropriate and Inappropriate probe words, the critical comparisons involved exactly the same words.
So that subjects would not expect so see "is" or "are" on every trial, most of the unambiguous and filler sentences used different verbS. Since the singular and plural forms of these verbs had the same initial phoneme, the input to the voice-operated relay would be acoustically similar in both Appropriate and Inappropriate cases. "Is" and "are" were used for a few of the unambiguous sentences, and their appearance as Inappropriate or Appropriate probes was balanced across sentences.
Design and procedure. Different experimental designs were required for the ambiguous and for the unambiguous conditions. A fully crossed design was used for the ambiguous word pairs, so that each word pair (e.g., landing planes) appeared in both prior context conditions (bias toward Adjective or Verb structure) and was heard in conjunction with each of the probe conditions (Appropriate or Inappropriate). Thus, each word pair was tested in all four experimental conditions, across groups of four subjects. A mixed design was used for the unambiguous word pairs, since each of these word pairs was heard in only one of the context conditions. Unambiguous word pairs were therefore nested within context condition but crossed by probe condition, so that groups of only two subjects were required to complete the design.
Subjects were tested individually in a quiet room. Each subject heard one version of each sentence together with one version of the probe words for each sentence. The sentences were presented over headphones as a binaural monophonic signal. Before hearing the 98 test sentences (preceded by 20 practice sentences) the subjects had the following instructions read to them:
You are going to hear a number of sentence fragments over headphones. At the end of each Sentence fragment a single word will appear on the screen in front of you. Each word will be a possible continuation of the sentence which you've heard up tO that point. I would like you to listen to the sentence fragments normally, and when the word appears on the screen you should repeat it is quickly as possible.
It is important that you concentrate on understanding the meaning of the sentence and the word on the screen in relation to the sentence. Therefore, after you have named the word on the screen I would like you to write down on the paper in front of you whether or not it was a good or bad continuation of the sentence.
The evaluation task was included to discourage subjects from ignoring the sentence and merely concentrating on naming the probe word.
Subjects were also told that there would be 20 practice sentences to familiarize them with the' task, and they were asked not to cough or clear their throat during trials in case such activity triggered the voice-operated relay.
Subjects. The subjects in the naming latency experiment were 24 students at the University of Chicago, who were paid for their services and were naive to psycholinguistic experiments. An additional 16 unpaid subjects were used in the pretesting portion of the study; they were also students at the University of Chicago.
RESULTS
The mean naming latencies for both unambiguous and ambiguous sentences are given in Table 1 . Because the experimental design differed for the two types of stimuli, it was necessary to analyze them separately. In the analysis of the ambiguous sentences, six subject groups were formed. Each group consisted of four subjects, one drawn from each of the four conditions. This meant that within each group every cell of a fully factorial design was filled. Two random variables (groups and sentences) and two fixed factors were then entered into an analysis of variance performed on the untransformed raw data, with missing observations (less than 2%) replaced (Winer, 1971) . The fixed factors were: Context (bias toward Adjective or Verb structure), and Probe (Appropriate vs Inappropriate). There were significant main effects of Sentence, F (27, 135) = 2.00, p < .01, and Groups, F (5, 135) = 38.4,p < .001. The most important aspect of the analysis was the outcome of the Probe factor. This main effect was highly significant, F" (1, 32) = 8.96, p < .01, and was due to the faster naming latencies to Appropriate probes (519 msec) compared to those for Inappropriate probes (555 msec). The main effect of Context was not significant, F" (1, 8) = 1.93,p < .10. This result suggests that the Adjective and Verb forms of the ambiguous sentences were not functionally separable, and therefore no further distinction will be made between them in the subsequent discussion. Two higher order interactions emerged from the analysis. There was a significant Sentence x Probe interaction, F (27, 135) = 3.59, p < .001, and a significant Context x Group x Probe interaction, F (5, 135) = 3.04,p < .01. Inspection of the data revealed no obvious explanation for these secondary effects.
Quasi-F values were also computed for the unambiguous sentences by forming 12 subject groups. Because context (sentence type) was nested within sentences, two subjects completed a group. As in the previous analysis, two random variables (groups and sentences) were entered into the analysis. The two fixed factors were: Type of sentence (either Adjective or Verb), and Probe (Appropriate vs Inappropriate). The main effects of Group, F (11,286) = 24.774, and Sentence, F (26, 286) = 10.95, were significant beyond the .001 level.
The significant effect of Probe, F" (1, 35) = 11.41, p < .01, indicates that when subjects saw a probe which was syntactically inappropriate, with respect to the preceding sentence fragment, their naming latencies increased to 581 msec, which was significantly longer than the mean reaction time of 554 msec for Appropriate probes. The effect of Type of sentence did not approach significance, F" < 1.
As Table 1 shows, the mean naming latencies for the Inappropriate and Appropriate probes in the unambiguous conditions were, respectively, 26 and 35 msec longer than for the ambiguous sentences. This was probably due to the lower frequencies of the probe verbs used with the unambiguous sentences, and to the fact that these verbs were longer words and therefore took longer to identify and then repeat than is and are.
We also scored the subjects' postresponse evaluations of the probe words as acceptable or unacceptable continuations of the sentence fragments, in order to check the validity of the pretested context assignments. The subjects' judgements of the probe words were highly consistent with our original assignments. The lowest level of agreement (88%) was found for the Inappropriate probes following Ambiguous word pairs. This was primarily due to four of the test sentences, the only sentenceprobe combinations in the experiment that the subjects found consistently difficult to evaluate. Examining the pattern of naming latencies for these four sentences, we found that for the Adjective versions the naming latencies were the same for both types of probe. In the Verb versions, an advantage for the Inappropriate probe was observed. Thus, consistent with our general hypothesis, the predicted latency differences between probe types were not obtained in cases where the disambiguating effects of the context clause were less decisive. It is also likely that the effects for these sentences contributed to the secondary interactions observed earlier.
DISCUSSION
Before discussing the implications of the results, it is important to consider whether or not the experimental paradigm we used was indeed sensitive to on-line processing effects. First, the speed of the subjects' naming latencies (500-600 msec) means that they had little time available for postsentence analyses; it will be remembered that the visual probes followed the offset of the sentence fragment with no delay. Thus, any effects of the preceding sentence on the subjects' performance could only have derived from sentential analyses that were already available to them when the fragment ended. Second, since naming latencies increased to inappropriate probes following unambiguous fragments, we know that the paradigm is in general sensitive to structural syntactic processing variables.
An additional methodological issue concerns the potential role of the intonation pattern of the ambiguous fragment in determining its syntactic interpretation. In this experiment we controlled for intonation cues by cross-recording the alternate versions of the test sentences. Thus, if the prosodic contour of the fragment were to have had any effect, it would have been to bias the listener toward a syntactic reading that was inconsistent with the preceding context. Since, nonetheless, the prior context did affect the syntactic interpretation of the ambiguous fragmcnts, this suggests that intonation was not a major variable here.
The purpose of this experiment was to determine whether the meaning of a sentence can predispose the listener toward a single reading of a clause fragment which is syntactically am-biguous. The implicit assumption here is that if a syntactically ambiguous phrase can be immediately disambiguated by prior context, this would argue for the on-line interaction of syntactic and semantic processing decisions and for the importance of semantic context in the computation of syntactic decisions.
The naming latencies for the ambiguous sentences suggest that before a clause is complete, the listener does indeed "prefer" the syntactic structure which is compatible with the prior context. This in turn suggests that his syntactic decisions within a clause are affected by the meaning of the sentence up to the point of testing. Because one syntactic structure is more appropriate than another in view of the semantic constraints exerted by the preceding clause, the listener develops expectations about the syntactic structure of the remainder of the clause. Therefore, when the probe word consists of an inappropriate verb form, his naming latency is longer than it is when he sees a probe word which meets his structural expectations.
The most conservative interpretation of these results is that the listener automatically computes both syntactic structures of the ambiguous segment, each of which is checked for compatibility with the prior context. As a result of this procedure, the most compatible syntactic structure receives priority status in the list of tentative structural hypotheses which are in the process of being computed for that clause. The alternate reading is not discarded, but is marked as a less likely candidate. Thus, at the time of testing in the present experiment, both syntactic structures had been computed and were available, although one was marked as being a more plausible structural description of the sentence as a result of the on-line interaction between syntactic and semantic analyses.
This interpretation preserves the "autonomy" of syntax in the limited sense that early ir~ the clause both syntactic readings of the ambiguous word pair may be generated. However, once the preference judgement is made, it is implausible that a syntactic structure which had been marked as inconsistent with other sources of information would nonetheless continue to be computed throughout the remainder of the clause. But if this is the case, and the interaction between syntactic and semantic information early in a clause does result in the subsequent computation of one syntactic structure rather than another later in the same clause, then syntactic processing is not strictly autonomous in the sense specified by Forster (1974) and others.
A stronger claim about the interaction between syntactic and semantic information during processing is that only the syntactic structure compatible with the prior context is computed, so that the sentence is functionally unambiguous. This experiment does not directly demonstrate that this was the case, but it is surely significant that the differences between naming latencies to appropriate and inappropriate probes were similar following both ambiguous and unambiguous word pairs. If, given a syntactically unambiguous word pair such as "flattering remarks," only one reading is computed, then one would expect a greater difference between the naming latencies to appropriate and inappropriate probes than given word pairs like "landing planes," where two readings are thought to be computed, each corresponding to one probe condition. The absence of even a trend in this direction suggests that the syntactic reading inconsistent with the prior context may never have been explicitly computed.
Such an interpretation is perfectly compatible with the on-line interactive hypothesis. On this account, the li3tener has available at the end of the first clause a framework for the interpretation of what is to come. This framework does not dictate that a particular syntactic structure must follow, but, given the actual lexical items that occur at the beginning of the second clause, one interpretation of the items rather than another will be more plausible. Notice that the interpretation may depend on both items in the word pair. A word like "landing" or "flattering," for example, is by itself compatible with either the Adjective or Verb reading. But the pair "landing planes," taken together with the situation set up in the preceding clause, may be confidently interpreted in just one of its two senses. The outcome, then, though more dependent on prior context than the outcome in the "flattering remarks" case, is nonetheless functionally the same. In both cases, by the time the listener has heard the second word of the ambiguous fragment he has sufficient information to assign a reading to the word pair, and that is the only reading that is assigned or that is available when the probe word appears.
Both of the interpretations of the results that we have offered are incompatible with a serial model in which syntax is autonomous, since they propose a two-way interaction of semantic and syntactic analyses within a clause. In accounting for the earlier ambiguity data within the framework of such a model, Fodor et al. (1974) have clearly stated that this interaction must await the clause boundary:
If the kind of model we have been arguing for is correct, higher-level decisions about input material, including semantic decisions, are in general made after the assignment of that material to a clause. We might therefore expect that decisions about the disambiguation of ambiguous items will be left.open within clauses but closed after the clause boundary. (p. 366) Moreover, the present results cast doubt upon the viability of using a transformational generative grammar (e.g., Chomsky, 1965) as a basis for a psycholinguistic processing theory. According to the conventional interpretation of the implications of such a grammar for a performance system, the syntactic structure of an entire clause or sentence must be computed before a semantic representation can be assigned. A modified transformational grammar-based system, in which the syntactic structure of clausal fragments could function as input to a semantic analyser, would be compatible with a conservative interpretation of the present results. The more radical interpretation, that semantic and syntactic analyses continuously interact as a sentence is heard, is incompatible with even a modified transformationally based processing model, which has as a basic premise that syntactic structure is computed prior to semantic analyses. In fact, with the on-line interactive interpretation, there is no longer any clear requirement that an independent and purely syntactic level of representation would need to be computed in the first place.
APPENDIX (A) Ambiguous Word Pairs
Each word pair is given first, followed by its two context clauses. The context biasing toward the Adjective reading is always listed first, followed by the Verb context. The probe words for these sentences are not listed, since they were always either is or are.
Flying kites:
As they glide gracefully over the city/If you know how to handle sudden gusts of wind.
Sailing ships:
Although they're no longer used to carry cargo/Although you need a well-trained crew to do it. 
Drying clothes:

Ringing bells:
Since they can be very distracting/Unless you practice at it for many years.
Shaking hands:
If you're trying to thread a needle/As a traditional way of gaining votes.
Cooking apples:
Although they may be very tart/Although it doesn't require much work. 
Visiting relatives:
(B) Unambiguous Word Pairs
The context clause for each word pair is given first, followed by the word pair (in italics) and then the Appropriate probe word. The Inappropriate probe was always formed by changing the verb from singular to plural or vice versa. The first 14 sentences are of the Verb type, the remainder are of the Adjective type.
1. If you've studied for years to be a dentist, cleaning teeth is .... 
