This article presents a real-time control system for an agricultural mobile machine (vehicle) based on an on-board vision system using a single camera. This system has been designed to help humans in repetitive and difficult tasks in the agricultural domain. The aim of the robotics application concerns the control of the vehicle with regard to the reap limit detected in image space. The perception aspect in relation to the application has been described in previous work, and here we deal with the control aspect. We integrate image features issued from the modeling of the scene in the control loop to perform an image-based servoing technique. The vehicle behavior described here concerns bicycle and neural models, and three control laws are then synthesized. The first and the second are modeling approaches and use an interaction between the scene and the image space. They are based on the regulation of a task function. The third is a "black-box modeling" technique, and is based on a neural network. Finally, experimental results obtained with these different control laws in different conditions are presented and discussed.
Introduction
In general, the domain of agricultural work is extremely complex. Guiding an agricultural machine has more in common with driving a cross-country vehicle than with steering a high-The International Journal of Robotics Research Vol. 17, No. 10, October 1998, pp. 1040-1054, 01998 Sage Publications, Inc. speed vehicle along a motorway, notably because of the nature of agricultural terrain. If we wish to cover all agricultural situations that are today managed by human pilots, the guidance system would have to be particularly robust to adapt to the variety of natural situations encountered. Indeed, the extreme variety of the disturbances that could modify the behavior of the vehicle is unknown in advance, and makes the development and synthesis of servoing systems difficult and delicate. Among these disturbances, we may note the problems of interaction between the wheels and the soil (sliding with wheels locked, wheelspin, and skidding), the slopes, and the intrinsic features of the vehicle. The appearance and disappearance of these disturbances are not foreseeable, and they could evolve in time and depend on modifications of the climatic conditions and the vehicle mass.
Today, the driving of mobile agricultural vehicles is, in general, entirely done by humans. Steering control requires precision and dexterity, and can require the driver's full attention in complex situations. It is tiring for the driver to keep focused on this single task, causing losses in cost and work quality. Automatic control of speed and steering allows the human, present on the vehicle, to optimize use of the machine and the current agricultural task. His or her attention to driving is only necessary in exceptional situations. The development of a guidance system in the agricultural domain can also be conditioned by other criteria, such as problems of cost and ease of implementation and utilization. The tech-nological choices must therefore remain realistic to interest a manufacturer of agricultural machinery. Furthermore, the harsh conditions of agricultural work render this domain particularly demanding with regard to the equipment. A significant amount of research work has been done in the domain of agricultural robotics. This subject covers a wide range of potential applications, from the inspection and/or picking of fruit or vegetables to the concept of an autonomous robot working in the agricultural environment. Computer vision can therefore be of significant value in automatically (or semi-automatically) driving a robotic apparatus that aims to replace humans in repetitive or hard tasks in a natural environment (Jarvis 1990; Sandini et al. 1990; Derras, Berducat, and Bonton 1991; Amat et al. 1993; Casals, Amat, and Grau 1993) . Today, techniques of visual servoing are used to control robot manipulators (Chaumette 1990; Espiau, Chaumette, and Rives 1992; Khadraoui et al. 1996) , but there are still few applications in mobile robotics (Pissard-Gibollet and Rives 1991; Jurie et al. 1994; Khadraoui, Martinet, and Gallice 1995) . For a mobile robot, the main problem in using these techniques is the presence of nonholonomic mechanical connections, which limit robot movements. In this context, traditional visual control laws are synthesized by separating the vision aspect from the control module.
Classical methods, which are implemented for agricultural vehicle guidance, are based on vision in 3-D space Debain et al. 1994; Klassen, Wilson, and Wilson 1994) . But with the vision-based control technique, the philosophy consists of reaching a particular configuration in the 2-D image plane, and not a situation between camera and object. So this approach has the advantage of avoiding the intermediary step of 3-D estimation of the environment with regard to the robot. Problems related to the reconstruction of the 3-D world are then eliminated, and no explicit calibration of the camera is needed.
The studies presented in this paper were carried out on a mobile agricultural vehicle that has the steering wheels placed at the rear.
We present three methods of vision-based control integrating visual features directly into the control loop, as represented in Figure 1 , where: -s* is considered as a reference target image to be reached in the image frame; · _s is the value of the visual information currently observed by the camera and computed by image processing ; -G is the vector control gain to be synthesized by the task-function approach or the neural approach; -i is the control variable of the vehicle, representing the steering angle of the machine; and 0 o is the set of outputs characterizing the machine's position and orientation. Two of the control laws are modeling approaches, and are based on a task-function approach. The third is a &dquo;black-box modeling&dquo; approach, and is based on neural networks. The main point of this paper is the presentation of experimental results using three different techniques of control.
The Task-Function Approach
We adopt the task-function approach developed by Espiau and colleagues (Samson, Le Borgne, and Espiau 1991; Espiau, Chaumette, and Rives 1992) . This function can be thought of as representing a virtual kinematic constraint between the camera and the target. In this case, we explicitly use modelings of the scene and the vehicle to synthesize the control laws.
Modeling the Scene
The modeling of the scene consists of the development of an interaction matrix, which enables the system to relate the visual information to the different control inputs (Chaumette 1990) . We develop the problem considering that the camera used is modeled by the classical pinhole approximation.
Knowing the camera velocity screw Tc defined by three translational and three rotational velocities V = (Vx, Vy, Vz) and S2 = (r2x, r2y, ~2,), we can relate it by means of:
where LS is the interaction matrix related to situations (Chaumette 1990; Hager, Hutchinson, and Corke 1996) . The expression of LS depends on the nature of the visual information contained in s, and is obtained by using the well-known equation of optical flow measurement to 3-D structure and motion in the scene (Paul 1982; Faugeras 1993) . The scene is represented by a straight line, for which we find an equation in the image frame of the camera. We express the position of the machine and its orientation according to the (0, p) parameters of the line measured, and we define the set of visual features:
The problem then consists of defining the interaction matrix related to the desired position, s = s*. This represents the relation between the variation of the visual features and the velocity screw which defines the set of machine displacements at the equilibrium position. From eq. (1), we have:
The equation of the plane containing the desired line and according to the camera frame is expressed as:
where a represents the angle of inclination of the camera (see Fig. 2a ).
Considering eq. (1) and taking the desired features, such as 0 = 9* and p = p*, then the interaction matrix at the equilibrium situation is given by: with In the next section we present the vehicle modeling.
Vehicle Modeling
We use a machine that has two steerable wheels and two driven wheels (like a car). At a constant steering angle, this machine describes a circle. To model the displacement of the machine, we consider a bicycle model which assumes the following: there are no flexible parts; the vehicle moves on a plane surface; there is no translational slip between the wheels and the surface; and there is sufficient rotational friction between the wheels and the surface. We establish the general equations relative to its behavior, taking into account its kinematic characteristics. It is useful to approximate the kinematics of the steering mechanism by assuming that the two rear wheels turn slightly differentially.
Then, the instantaneous center of rotation can be determined purely by kinematic means. This amounts to assuming that the steering mechanism is the same as that of a bicycle. Let the angular velocity vector directed along the y-axis be ~, and let the linear velocity directed along the x-axis be z. Using the bicycle model approximation (see Fig. 3a ), the steering angle 3 and the radius of curvature r are related to the wheelbase L, as in Kelly (1994) by:
In Figure 3b , we show a small portion of a circle AS representing the trajectory to be followed by the machine. We assume that it moves with small displacements between an initial curvilinear abscissa So and a final one named Sf such that:
In fact, the rotational velocity is obtained as:
The lateral position denoted by x can be computed by assuming that the machine moves with small displacements. In the case of longitudinal motion along the z-axis during a time interval At, the machine moves through distance Az (see Fig. 3 ).
We express:
Eliminating r from eq. (9), we obtain: Fig. 3 . Vehicle kinematic modeling.
Without loss of generality, we can consider that the initial conditions are null since the frame is linked at the position So; then Ax = x, Az = z, and ô.1/I = 1/1. We compute the derivative over time of the lateral coordinate x of the machine given by eq. (10), which depends on z and 1/1, as follows:
The approximation to small angles (1/1 and 3 are less than 7°) is valid in the case of our application, and enables us to simplify eqs. (8) and (11). This gives the relation between the differential of the lateral coordinate x and the lateral deviation 1/1 with the steering angle 3 by expressing the development of trigonometric equations to the second order. If we consider that the machine moves with constant longitudinal speed i = V and that x < < V, we can write:
Taking into account the approximations below, we have § = i, r and then ~ ~ ~ , since the r is constant and the initial conditions are null (the frame is fixed at the initial position of the robot). We finally find the kinematic model of the machine expressed by the following equations, which are similar to those obtained by another method (Khadraoui, Martinet, and Gallice 1995):
However, we only control the wheel angle 8. We can find an equation linking 8 to the vector (V, ~r). In our application we consider that the velocity V is constant when we have (Ioos, Boulle, and Tournassoud 1988;  Murray and Sastry 1993):
The First Law: State-Space Design
We treat a single-input linear system with output parameters (0, p) (see Fig. 1 ). To control such a model, a technique of pole assignment is used.
Here, we elaborate a state model that integrates both the model of the machine and that of the scene (Khadraoui 1996) . In the context of our application, we assimilate the machine to a particular mobile robot that moves with limited degrees of freedom. It has nonholonomic constraints, since the number of degrees of freedom of control, 8 in our case, is less than the number of degrees of freedom of displacement: translation along x-and z-axes and rotation around the y-axis. In the case where the desired situation is represented by a straight line centered in the image (6* = p* = 0) and by considering eq. (3), we can express the kinematic screw Tc as:
Determination of the kernel of the interaction matrix (a matrix of rank 2) permits us to constrain the lateral translation of the vehicle and its orientation by introducing a rank-2 matrix such as:
Consequently, the matrix L s±S* is limited to the components that correspond to the lateral and the orientation movements. In fact, the interaction matrix is reduced to: with We remark that the velocities Vx and r2y correspond to those expressed in eq. (13) for the machine. We write: and By integrating eq. (19) over time, we have:
where kl and k2 are the constants of integration, assuming that the matrix is rank 2. Using eqs. (18) (21 ), we are led to the linear 2-D model used for the steering control system. We introduce in the control loop the visual features 0 and p of the line. After development, the state representation of the system with initial conditions null (k2 = 0 if 9* = 0 and p* = 0) is given by:
The continuous-time state-space form of the model (17) becomes:
where:
· _s is the visual information vector to be computed at each iteration by image processing;
. 8 is the control variable to be injected into the system at each step of the servoing task; and . A and B are constant matrices.
The control law is synthesized using a pole-assignment technique by assimilating the behavior of the system to a secondorder system having ~ as a damping ratio and coo as its frequency. The parameters ~ and cvo can be chosen by using a Linear Quadratic (LQ) approach, when the control law 8 = -Gs enables the poles of the closed-loop dynamics matrix to be placed at the desired locations. Finally, the gain matrix is expressed as follows:
with 2.4. The Second Law: Regulation of Two Task Functions In the modeling of the scene, we consider a visual primitive given by the vector s. Then we can define a task function such as:
where e is a six-dimensional vector that corresponds to the six degrees of freedom, s -s* is a vector of two components corresponding to the visual informations, and C is a matrix of six rows and two columns which is the combination matrix.
The visual information used in our application is as shown in Figure 2b :
. 0 represents the angle of the line detected in the image; 0* represents the angle of the reference line; · p represents the distance with respect to 0 of the line detected in the image; and -p* represents the distance with respect to 0 of the line reference.
We can write: From eq. (26), we have:
Our application focuses on servoing the robot with respect to a straight line, and for this purpose we consider that the line does not move with respect to the camera. This simplifying hypothesis is not satisfied for every trajectory. Nevertheless, we consider that it is realistic for a straight trajectory or for a piecewise-linear trajectory.
Adopting standard practice in vision-based control, we take the kinematic screw, representing the camera movements, as a control law (Samson, Le Borgne, and Espiau 1991; Espiau, Chaumette, and Rives 1992) . In the case where the object stays fixed on the camera frame, a possible control law is:
We choose a similar control law given by Debain (1996) :
where À and {3 are two nonzero positive real values.
This amounts to introducing a supplementary gain on one part of the error, the one concerning the heading error. In fact, the different types of drive of a mobile robot mean that we can give different degrees of importance to the lateral error and the heading error.
A precise but abrupt drive requires a lot of energy, favoring lateral error, whereas a smooth, imprecise drive emphasizes heading error. Consequently, we first impose an exponential decay on e and another on e p by writing
The task funcion e is then based on an exponential function together with its decay, which is taken to be equal to the smaller of the two terms .1~B and 7~. This behavior imposes a second-order system with the response time and the overshoot conditioned by the X and P values.
By using the classical methods of the form of vision-based control, we can calculate the control matrix. We differentiate eq. (28) as follows:
where À and ~3 are scalar and are in R*+, and with eq. (31) we obtain:
Finally, eqs. (32) and (33) give:
with As is given in Chaumette, Rives, and Espiau (1991) , a possible value of C to satisfy the conditions of convergence near the desired position is:
Here, LT+ is the pseudo-inverse of the interaction screw calculated for the equilibrium position s = s* : Near the equilibrium position, the modeling of the scene gives us the following:
where Tc is the kinematic screw represented by six degrees of freedom of the camera. We can deduce from eqs. (34), (35), and (37) that Since Tc gives us a velocity control of our camera, using the expression of S2y we deduce the value of the control input of our system expressed in the modeling of the vehicle (eq. 14). It is given by 3. The Neural Approach
The Neural Model
Using the lateral pi and heading Oi errors defined in the image reference at the equilibrium situation, the steering controller has to compute steering commands to obtain the minimum difference between the vehicle and the line followed. We chose a multilayer neural network because it has been used successfully in multiple areas such as classification, modeling, and automation (LeCun 1987) . The learning algorithm is the classical gradient method, which aims at reducing the following error function (Rumelhart and McClelland 1986; Abbassi and Sayed 1991) : with E' = LT (8df -8rk)2, n the number of examples, m the number of outputs, 8d~ the expected output, and 8rk the real output.
In our application, for an input (pi, 0i ) the associated steering angle Sdi is unknown. This is known as the credit assignment problem. One way to avoid it is to perform neural training looking at the behavior of an existing controller. In our application, driver behavior is used to build a steering controller able to react as effectively as the driver. The driver enables the system to know the correct output bdi associated with an input (pi, 6~ ). The expected output bdi is equal to the steering angle. In fact, at time (t = ti), the input (pi, 0i ) is computed and the steering angle Sdi is read. The set (pi, 0,, 8d¡ ) is then used by the back-propagation algorithm to modify the synaptic coefficients and minimize the overall error. In Figure 4 , the driver is used as an ideal steering controller to perform neural network training.
The sets of examples (pi, 9i , 8d¡) are available at a regular rate. With the sampled data, the back-propagation algorithm used in the gradient method can lead to local minima (McInemey et al. 1989; Dayhoff 1990) . To avoid them, the learning step is divided into two parts (Fig. 5 ): learning set creation, where sets of examples (pi, 9l , 3di) are stored for later use; and neural network learning, where the general extraction of sets (pi, 0i , 8d¡ ) enables the system to reduce the local minima problem during training.
Step 1 is represented in Figure 5 , where sets of data (pi, 6i , 8d¡) are stored in a database. In step 2, the learning set created in step 1 is used to perform the off-line neural network training. As there is no real-time training, this method is called offline neural network learning. The neural network can then be introduced into the control loop. 
Choice of the Neural Network
We opted for a multilevel gradient back-propagation network. The implementation of this type of network with regular structure is relatively straightforward. We also notice that unlike classification applications, which generally require large networks, our application needs about 10 neurons.
The choice of the network size (the number of levels and the number of neurons per level) is still a difficult issue, since for a given problem we do not know the optimal network, just as for a given network we do not know the optimal number of neurons per level. The risk is double edged, because (1) a smaller number of neurons leads to insufficient modeling; and (2) too many neurons leads to excessive modeling, which can reduce the performance of the network.
The final network choice in our guidance application was found experimentally. We settled on a network with two inputs (the heading and the lateral position of the line detected in the image), one output (the steering angle), and two hidden levels. The first has two neurons and the second has five neurons (see Fig. 6 ).
Training the Network
The network learns from examples constituted by the human supervisor model. If the examples come from a domain of reduced functioning of the system, the network will not learn how to respond correctly outside this domain. In the same way, if the supervisor provides erroneous information, the network will learn an erroneous model. To create the data from training, a scene composed of two straight lines and one curve is used. The radius of curvature r of this track, which the vehicle will follow, defines the maximum domain of controller functioning (see Fig. 7 ).
For some radii of curvature less than r, the neural network will give correct steering control. During this phase of training through manual driving, we record the heading and the position of the line detected in the image, and thus we obtain the corresponding wheel angle. The training data set created is used to achieve the convergence of the network. This training is not achieved &dquo;on-line,&dquo; because the use of regular sets with the algorithm of back-propagation of gradient could fall into a local minimum (McInerney et al. 1989 ). Fig. 6 . Choice of neural network architecture. Figure 8a represents an example of the learning set. The dots represent a straight line and right and left turns. The beginning and end of the turns also appear with different trajectories. This set is then used to train the network. Figure 8b shows the result of supervised training.
The network is able to interpolate the commands in the domain of variation of heading, and lateral position defined by the phase of training.
At the end of the training phase, the neural network can be introduced into the steering control loop. Apart from the problems related to the sensor, the performance obtained is similar to that achieved by a human pilot.
Experimental Results

Implementation Consideratiorts
To test our three control laws, we laid out a trajectory composed of a bend, a step of 1 m and a straight line as shown in Figure 9a . A camera was placed on the left side of the cabin (Fig. 9b ). This supplied an image of the white line whose parameters were transmitted to the control algorithm by the image-processing task. These parameters were the distance (gap) and the angle (heading) of the line detected (Fig. 2b) .
To measure the quality of our control laws, we positioned a second camera in front of the vehicle so that the camera's optical axis was perpendicular to the ground (Fig. 9b ). This camera continuously measured the distance between the white line and the machine. A second image-processing algorithm was used to reconstruct the trajectory of the machine. It was calibrated to measure the performance of the guidance system with an accuracy of z5 cm.
For each control law, we carried out the same tests under the same conditions. The first test consisted of following the trajectory at several speeds. We then added noise to the visual measurements. The noise corresponded approximately to what can be observed in a natural environment (:1: 16 pixels Fig. 9 . The test procedures. in p). Most often, it is induced by the terrain (which is not perfectly flat like bitumen), or else by the trajectory to be followed.
The test is composed of four parts: 1. beginning of the bend; 2. following the bend (a curve with constant turning radius); 3. leaving the bend and responding to a step of I m; and 4. following the straight line. The servoing task to be accomplished is as follows: first follow a bend with curvature r, then determine the response to a step of 1-m distance between the two lines, and finally follow the line with good precision. The target is represented by the straight line centered in the image plane, and is characterized by 0* = P* = 0.
We employed an architecture containing two VME microprocessor boards (Fig. 10) . It was composed of three parts: a low-level module, a feature-extraction module, and a control module. The problem caused by such a pipeline architecture centered on the distribution and organization of all the concurrent tasks that constitute the parallelized algorithm. To manage all the problems arising from the resources shared between the different processors, we chose the OS9 operating system. From the different mechanisms for synchronization and communication between tasks offered by this operating system, we made particular use of signals, communication pipes, and data modules. Knowledge of a priori information and the parallelized algorithm enabled us to achieve real-time operation. The image-processing results were sent to the personal computer, which controlled the steering angle. The range period of the image-processing calculation time was about 200 msec, which was close to that encountered in a natural environment.
The experimental results obtained by the three control laws under the different conditions are presented in the following sections.
Results Using the First Law (State-Space Design)
In Figure 11 , we present results with parameters adapted as a result of simulations to obtain good response to a secondorder system. We adjust the two parameters ~ and cvp with regard to the average speed of the machine, which is fixed at 4 km/h. The results concern the input 3 and the lateral position x of the machine obtained in real experimentation, and the features errors 0 and p used as visual information.
The experimental lateral position was reconstructed by using a second camera perpendicular to the scene, taking into account the camera calibration. We note that the machine cut across the bend, because the camera saw the scene 6.5 m in front of the machine. Fig. 11 . The first law: a test at 4 km/h with adapted parameters ~ and cvo.
In Figure 12 , we tested the robustness of the control law with regard to noise introduced in the measurement parameters, p and 6. We remark that the task was achieved with good stability and robustness.
Finally, we tested the robustness of the approach to variation in speed. The control was synthesized at a fixed velocity of 4 km/h, and the machine was moved at different velocities (4, 6, 8, 10, and 13 km/h). Figure 13 shows that the vehicle reached the line and continued following it, despite the variation of its speed. But, we remark that increasing speed caused the controlled behavior to oscillate at steadystate, which is usually an indication that the controller gains are too high.
Results Using the Second Law (Regulation of Two Task Functions)
The results shown in Figure 14 were obtained at a speed of 4 km/h.
The response time was about 20 sec with no overshooting. There are some perturbations on the curves, because the camera that measured the distance between the vehicle and the white line vibrated considerably when the machines ran.
The same image-processing algorithm was used to control the machine and measure the error. We will see that noise had no consequence on our system. Figure 15 presents results obtained under the same conditions, but introducing noise into the image processing. The same remark made for the first law, about bend-following performance, can also be made in this case. It seems that there was no difference between the two cases (with or without noise). In fact, the noise of the algorithm that was used to control the quality of our system had more consequences than the noise introduced as a result of the image processing.
The test representation in Figure 16 was carried out at different speeds and without noise. Here, the response of the machine was reduced from the first case (a test at 4 km/h with adapted parameters). In fact, the machine had the same trajectory, but needed less time to do it. The curves show that speed caused the same behavior as in the first case, since the gains became too high when the speed increased.
Results Using the Third Law (the Neural Approach)
In this case, the training phase was carried out at a velocity of 4 km on a training track different from the test track (in particular, the radius of the bend was large). Figure 17 shows the results obtained for the conditions of training with regard to velocity. The machine followed the track with good stability.
For the same longitudinal velocity of 4 km/h, random noise was added to the gap p. The addition of this noise had no effect on the performance of the vehicle in following the line, although the deterioration in the visual signals is clearly visible in the curves (see Fig. 18 ). One possible interpretation of this phenomenon is that a high degree of precision was not required in the orders applied to the steering (wheel angle), because the machine itself constituted a natural filter for the turning orders.
Three speed values were also tested (4 km/h, 6 km/h, and 8 km/h), and gave us good results. We did not find a notable difference between the curves shown in Figure 19 . We only noted a small performance degradation at the beginning of the bend, when the speed increased. We observed an overshoot of 18 cm at 4 km/h, 25 cm at 6 km/h, and 39 cm at 8 km/h.
Conclusion
We have presented a system that provides the driving assistance to an agricultural mobile machine to help humans perform repetitive and difficult tasks in a natural environment. The system is based on a vision system using a single camera (Derras 1993) . Three vision-based control laws were tested successfully. For each law, the control was directly specified in terms of regulation in the image space. This approach has the advantage of avoiding the intermediate step of 3-D estimation of the environment with regard to the machine. This enabled us to introduce into the control loop features directly measured in the same space, which prevented us from making poor estimations of 3-D measurements in the case of threedimensional control. In the regulation task-function approach (the first and second laws), we needed to construct an interaction matrix related to the scene. We also needed to know the vehicle model. The neural approach is a &dquo;black-box mod-eling&dquo; method, and it avoids specific modeling tasks such as explicit camera calibration and vehicle modeling.
With the first law, the gains of the control law developed are adaptive with regard to the desired situation to be reached in the image space and to machine speed. We have to fix the behavior of the vehicle to a second-order system characterized with known parameters (cvo and ~ ), so we do not need a phase of empirical gain research. We may note that the machine is modeled by a kinematic equation; we then show that it is amply sufficient for this kind of application. All the results obtained show good convergence and the robustness of our algorithm. They are good enough to demonstrate the feasibility of such an approach, which can be extended for any other steerable, mobile, wheeled robot.
With the second law, we show that our theory can be used for many machines. Our gains À and f3 are chosen by means of a desired response curve adapted to the machine. All of our results show the robustness of our control algorithm. However, the regulation is done in movement, and we do not solve the problem of controlling a nonholonomic machine with a final speed equal to zero.
One advantage of the first and second control laws is due to their adaptability with regard to longitudinal velocity. But their disadvantage is that they do not react correctly in the case of a sharp bend. The principle reason is that the camera sees the scene approximately 6.5 m in front of the machine, and then anticipates its actions. Another reason is that we did not model the bend. In fact, the first and second control expressions are the same, the only difference being the method for selecting the gains. The choice of the parameters, (~, wo) for the first, and (À, ~3) for the second, permits us to modify the pole location of the system's closed loop.
The third law gives correct results on a driving track. The automatic guidance system rivals a human driver in performance. During the tests above 8 km/h, the neural network does not react sufficiently quickly in the beginning of the bend, and then we have a systematic check with loss of detection of the line. This is due first to the modification of the dynamic characteristics of the vehicle with regard to the velocity used in the training phase: for higher speeds, the model built up by the neural network does not correspond sufficiently to reality. Second, the system cannot take sufficient account of the heading information p at the beginning of the bend. In fact, the beginning of the bend is translated first by the modification of the gap of the line detected, and then by the variation of the heading.
At this level, the best results can be obtained by controlling the contents of the training data or taking into account the velocity parameter V in the neural network, but this complicates the data training.
Working in an agricultural domain, with industrial partners, we have often adopted a pragmatic approach. Our methods need not be highly sophisticated, but should be easy to implement on different vehicles. We improve algorithms, and adapt them to each application, to obtain fast response, stability, and robustness with regard to speed and curve changes. With our present know-how, we can apply driving assistance systems to different situations and different vehicles. To do this, we are developing robust image-segmentation algorithms (Derras 1993; Derras et al. 1995) . For instance, in agricultural applications like harvesting, we use this kind of approach to extract the reap limit between harvested and unharvested areas modeled as a line whose parameters are used by the control laws previously described. Figure 20 gives examples of reaplimit detection for an agricultural application.
