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Abstract
For discrete-time linear systems subject to parametric uncertainty described by random variables, we develop a sampling-
based Stochastic Model Predictive Control algorithm. Unlike earlier results employing a scenario approximation, we propose
an offline sampling approach in the design phase instead of online scenario generation. The paper highlights the structural
difference between online and offline sampling and provides rigorous bounds on the number of samples needed to guarantee
chance constraint satisfaction. The approach does not only significantly speed up the online computation, but furthermore
allows to suitably tighten the constraints to guarantee robust recursive feasibility when bounds on the uncertain variables are
provided. Under mild assumptions, asymptotic stability of the origin can be established.
Key words: stochastic model predictive control, receding horizon control, control of constrained systems, stochastic control,
data-based control
1 Introduction
In recent years, Stochastic Model Predictive Control
(SMPC) has received significant attention for con-
strained control of systems, where a probabilistic de-
scription of disturbances and uncertainties is given [14].
The online solution of stochastic constrained control
remains a challenging problem, which, among other
methods, has been addressed using probabilistic ap-
proximations, for which significant progress has been
made over the last two decades [23].
These probabilistic approximations often employ
sampling-based methods, which have the advantage of
being computationally tractable and are able to han-
dle general types of stochastic uncertainty, including
parametric uncertainty that enters nonlinearly in the
system dynamics and constraints or has a non-convex
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support. For stochastic optimization problems that are
convex in the optimization variables, in [6] and subse-
quently [5,8,9] the authors studied the so-called “sce-
nario approach”. Tight bounds on the necessary number
of samples were derived to provide probabilistic guar-
antees that the solution of the approximate sampling-
based program satisfies the original chance constrained
problem [1,5,8,9]. These results have been applied to
SMPC for linear systems with stochastic uncertainty,
e.g. [7], and are shown to be less conservative compared
to robust outer approximations [10]. While sampling
allows for nearly arbitrary uncertainty in the system,
two key issues are (i) the large number of constraints
that are generated, which increases the computational
and memory requirements significantly [24], thereby re-
ducing its applicability in SMPC [19], and (ii) the lack
of guaranteed recursive feasibility [10,21].
The first problem has been addressed through exploit-
ing structural properties of the optimization program in
SMPC, e.g. [21,24]. In [21] only the first step violation
probability is considered, which provides bounds on the
closed-loop constraint violation, but increases the prob-
ability of not being recursively feasible. Furthermore,
the lack of rigorous guarantees for asymptotic stability
is a critical point. Structural problems of recursive fea-
sibility in SMPC have been highlighted in [20] and a
solution using a combination of robust and stochastic
constraint tightening for linear systems with parametric
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disturbances has been proposed in [11].
The main contribution of this paper is to propose a so-
lution that alleviates the two mentioned disadvantages.
The SMPC controller design is based on a sampling ap-
proach in the offline design, as suggested in [18]. In
contrast to previously mentioned online sampling ap-
proaches, scenarios are generated offline and only nec-
essary samples are kept for online optimization. Since
the tight bounds derived in the scenario approach can-
not be directly used, we reformulate the problem to ex-
ploit results from statistical learning theory. We provide
precise statements on the necessary sample complexity
such that, within a user-specified confidence, constraint
satisfaction is guaranteed. Following an approach simi-
lar to [15,17], we extend the idea of an additional first-
step constraint to guarantee recursive feasibility. Condi-
tions are stated under which the closed-loop system is
asymptotically stable with probability one.
Preliminary results have been presented in the confer-
ence paper [16], where an offline sampling approach has
been shown to be advantageous with respect to compu-
tational requirements and recursive feasibility, but lack-
ing rigorous bounds on the sample complexity. In con-
trast, here we first illustrate the difference between on-
line and offline uncertainty sampling in receding horizon
control and based thereon provide bounds on the num-
ber of samples to guarantee chance constraint satisfac-
tion when the uncertainty is sampled offline. A first step
constraint to guarantee recursive feasibility has previ-
ously been introduced in [17]. The paper introduces a
non-conservative constraint tightening and discusses the
relation to performance and stability in Stochastic MPC
for systems with additive disturbance.
The remainder of this paper is organized as follows. Sec-
tion 2 introduces the scenario receding horizon prob-
lem and briefly reviews the underlying theory. In Sec-
tion 3 the difference between offline and online sampling
is highlighted and suitable bounds on the sample com-
plexity are derived. Based thereon, the SMPC design is
given, starting with a suitable cost and constraint refor-
mulation, followed by the derivation of additional con-
straints for recursive feasibility. The section ends with
the complete SMPC algorithm and closed-loop proper-
ties. Finally, Section 4 provides some conclusions and
proposes directions for future work.
Notation The notation employed is standard. Upper-
case letters are used for matrices and lower case for vec-
tors. [A]j and [a]j denote the j-th row and entry of the
matrix A and vector a, respectively. Blackboard bold-
face letters (e.g. W) denote sets, with the exception of
P and E for probability measure and expected value.
Pn denotes the n-fold product probability measure, and
supp(·) the support of a random variable. The set of in-
tegers from i to j is denoted by Nji := {i, i + 1, . . . , j}.
We use the double index notation to denote predicted
states and inputs, e.g. xl|k for state x predicted l steps
ahead from time k with x0|k = xk. Bold letters, e.g.
xk = [x
>
0|k . . . x
>
T−1|k]
>, are used to denote the stack vec-
tor of T predicted values.
2 Problem Setup and Preliminary Results
The uncertain discrete-time system to be controlled is
given by
xk+1 = A(qk)xk +B(qk)uk (1)
with state xk ∈ Rn, control input uk ∈ Rm and un-
certainty qk ∈ Rnq . The system matrices A(qk) and
B(qk), of appropriate dimensions, are subject to stochas-
tic parametric disturbance. The parameter qk can en-
ter nonlinearly under the following assumption on A(qk)
and B(qk).
Assumption 1 (Stochastic Uncertainty) The pa-
rameters qk ∈ Rnq for k ∈ N are realizations of
independent and identically distributed (iid) multi-
variate, real valued random variables Qk. Let G =
{(A(qk), B(qk))}qk∈supp(Qk), a polytopic outer approx-
imation G¯ = co{(Aj , Bj)j∈NNc1 } ⊇ G exists and is
known.
Remark 2 For the sake of robust recursive feasibility,
we assume a known bound on the set G. This assumption
could be relaxed to e.g. a confidence region for the pa-
rameters, which subsequently leads to a notion of proba-
bilistic recursive feasibility. Since the robust outer bound
is used only for a one-step prediction, choosing a large
outer bound does not lead to as conservative constraint
tightening as in Robust MPC.
The system is subject to individual chance constraints
on the state and hard constraints on the input
P{[Hx]jxl|k ≤ 1 | xk} ≥ 1− εj , ∀l ∈ N+ (2a)
Huul|k ≤ 1, ∀l ∈ N (2b)
with εj ∈ (0, 1) for j ∈ Np1.
The control objective is to design a stabilizing receding
horizon control, which guarantees constraint satisfaction
and minimizes J∞, the expected value of an infinite hori-
zon quadratic cost
J∞ =
∞∑
i=0
E
{
x>i Qxi + u
>
i Rui
}
(3)
with Q ∈ Rn×n, Q  0, R ∈ Rm×m, R  0.
2
2.1 Online Sampling-based SMPC algorithm
The SMPC design we propose is closely related to the
previously mentioned Scenario MPC [7,21], where the
uncertainty is sampled online. We briefly recall the most
relevant results and assumptions of this approach.
The design relies on the standard assumption of the ex-
istence of a suitable terminal set XT and an asymptoti-
cally stabilizing control gain for (1).
Assumption 3 (Terminal Set) There exists a termi-
nal set XT = {x | HTx ≤ 1}, which is robustly forward
invariant for (1) under the control law uk = Kxk. Given
any xk ∈ XT , the state and input constraints (2) are sat-
isfied and there exists P ∈ Rn×n such that
Q+K>RK + E
[
Acl(Qk)
>PAcl(Qk)
]− P  0
with Acl(Qk) = A(Qk) +B(Qk)K.
A parameterized feedback policy
ul|k = Kxl|k + vl|k (4)
is employed, where, for a given x0|k = xk, the correc-
tion terms {vl|k}l∈NT−10 are determined by the SMPC al-
gorithm as the minimizer of the expected finite horizon
cost
JT (xk,vk)
= E
{
T−1∑
l=0
(
x>l|kQxl|k + u
>
l|kRul|k
)
+ x>T |kPxT |k | xk
}
.
(5)
Note that JT (xk,vk) is a convex function in vk which
can be computed explicitly, as shown in Section 3.2.
Instead of evaluating the chance constraints (2a) di-
rectly, in [7,21] a sampling-based approximation is
used. Let Qk = {Qk, Qk+1, . . . , Qk+T−1} and let
q
(i)
k = {q(i)0|k, q(i)1|k, . . . , q(i)T−1|k}, i ∈ NNs1 denote randomly
drawn samples from Qk. The finite horizon scenario
program is
min
vk
JT (xk,vk) (6a)
s.t. x
(i)
l+1|k = A(q
(i)
l|k)x
(i)
l|k +B(q
(i)
l|k)u
(i)
l|k, x
(i)
0|k = xk
u
(i)
l|k = Kx
(i)
l|k + vl|k
Hxx
(i)
l|k ≤ 1 ∀l ∈ NT−11
Huu
(i)
l|k ≤ 1 ∀l ∈ NT−10
HTx
(i)
T |k ≤ 1
for all i ∈ NNs1 .
(6b)
As shown in the following proposition, probabilistic
guarantees that the solution to (6) satisfies the origi-
nal chance constraints can be derived, see [2,5,8,23] for
the underlying theory, and [2] for the particular sample
complexity given below.
Proposition 4 (Scenario Program) Given f(x, θ) :
(Rd × Sθ) → R, convex in x for any fixed θ ∈ Sθ and
assume θ ∼ P with support Sθ. Let Θ = {θ(1), . . . , θ(Ns)}
be a multisample of θ with the sample complexity
Ns ≥ N(d, ε, δ) = 1
ε
e
e−1
(
ln
1
δ
+ (d− 1)
)
(7)
for ε, δ ∈ (0, 1) and e being the Euler’s number. For
x∗ = arg min
x
c>x
s.t. f(x, θ(i)) ≤ 0, i ∈ NNs1 ,
with confidence 1− δ, it holds P{f(x∗, θ) ≤ 0} ≥ 1− ε.
This result can be applied to receding horizon control, in
particular the finite horizon program (6), leading to the
following corollary, originally derived in [7, Proposition
3.1 b)].
Corollary 5 Let Ns ≥ N(Tm, ε, δ) with ε ≤ εj be cho-
sen according to (7) and v∗k be a feasible, optimal solution
for (6). If v∗k is applied to the discrete time dynamical
system (1) for a finite horizon of length T , then, with at
least confidence 1−δ, the original chance constraints (2a)
are satisfied for l = 0, . . . , T − 1.
When applying v∗k in a finite horizon control problem,
the terminal region constraint and hard input con-
straints (2b) are only met with probability 1 − ε and
confidence 1−δ, as well. When the control law is applied
in a receding horizon fashion, then the hard constraints
are met as long as (6) remains feasible [7]. Note that new
scenarios need to be generated at each sampling time.
In [22] the results are extended to problems involving
multiple chance constraints, which could be applied here
to decrease the conservativeness and number of samples.
3 Offline Uncertainty Sampling for SMPC
In the first part of this section, the difference between
online and offline uncertainty sampling in SMPC is il-
lustrated, followed by bounds on the number of samples
to guarantee chance constraint satisfaction when the un-
certainty is sampled offline. In the second part, the off-
line sampling based SMPC design is derived and the sys-
tem theoretic properties, recursive feasibility, constraint
satisfaction and stability are proven.
3
Example 6 Consider the following linear system with
parameter γ ∈ (0, 1)
xk+1 =
[
1 γ
−γ 1
]
xk +
[
1 0
0 1
]
uk
and a single chance constraint
P
{[
cos(α) sin(α)
]
uk ≤ 1
}
≥ 1− ε (8)
where α ∼ U [0, 2pi]. For ε < 0.5 the chance constraint set
is equal to the constraint ‖uk‖ ≤ 1cos(εpi) . The situation is
depicted in Figure 1, where a realization of sampled con-
straints is given by the blue lines and the area inside the
red circle is the feasible region of the chance constraint.
Let the running cost be given by l(xk, uk) = ‖xk‖2 +
‖uk‖2, then, for ‖xk‖ sufficiently large, the optimal input
is at a vertex of the polytope given by the sampled con-
straints. If we draw new samples at each time step, the
probability of the chance constraint being satisfied equals
the probability of one random vertex being inside the red
circle. This holds with confidence 1 − δ by Theorem 4,
if the sample complexity is chosen according to (7). In
contrast, when the same set of samples is used and ‖x0‖
is sufficiently large, then the optimal solution will switch
deterministically between the vertices, depending on the
system dynamics and cost. For some values of γ and the
data of the sampled constraint, it will be ‘trapped’ at one
vertex.
Note that the system and constraint can easily be trans-
formed into the form (1) and (2a).
[u]1
[u]2
Figure 1. Feasible values u for the chance constraint (8) (solid
red), the corresponding robust constraint (dotted gray), and
a realization of sampled constraints (solid blue) with one
vertex violating the chance constraint.
The previous example highlights the difference between
offline and online sampling in Stochastic MPC. Let, as
defined above, Qk = {q(i)k }i=1,...,Ns be the samples used
to solve the finite horizon scenario program (6) at time
k and define Fk = {q0,Q0, . . . , qk,Qk}. For k > 0, the
state xk is a (nonlinear) function not only of all past
uncertainty realizations q0, . . . , qk−1, but as well in the
sampled scenarios Q0, . . . ,Qk−1. If the scenarios Qk are
sampled independently, then for each realization of Fk,
the SMPC optimization (6) reduces to a scenario ap-
proximation of a stochastic optimization program with
the random variable qk. Using conditional probabilities,
the scenario theory and Theorem 4 can be applied, as
shown e.g. in [7]. In contrast, if the sampled scenarios
are kept constant Qk = Q, the argument does not hold
true and the assumptions of the scenario approach are
not satisfied. In fact, due to the system dynamics, each
sampled constraint Hxx
(i)
l|k ≤ 1 depends on all sampled
scenarios as xl|k is a function in Q.
Instead of using the scenario results, which guarantee
chance constraint satisfaction only for the optimal so-
lution, in the following, an approach based on an inner
approximation of the feasible set is proposed. The num-
ber of samples is chosen such that, with confidence 1−δ,
the sampled constraints are an inner approximation of
the chance constraints and hence, with confidence 1− δ,
each feasible solution to the finite horizon scenario pro-
gram satisfies the original chance constraints.
3.1 A Sampling Subset Result
Let a be a multivariate random variable with realizations
in R1×d, distribution P and ε, δ ∈ (0, 1). Define the set
CP described by a single chance constraint
CP =
{
x ∈ Rd | P{ax ≤ 1} ≥ 1− ε} (9)
as the set of those x, where the constraint ax ≤ 1 is
satisfied with probability 1 − ε. Let a(i), i = 1, . . . , Ns
be Ns iid copies of a and define the second (random) set
CS =
{
x ∈ Rd | a(i)x ≤ 1, i ∈ NNs1
}
. (10)
We derive the following proposition on the probability
of the set CS , described by sampled constraints, being a
subset of the set CP , described by the chance constraint.
The result is a corollary from [1, Corollary 4, Theorem 8]
and is based on statistical learning theory. The proof on
the bound of the VC-Dimension of the class of linear half
spaces of the form {x | θx ≤ 1} is given in Appendix A.
Proposition 7 For any ε ∈ (0, 1), δ ∈ (0, 1) and
Ns ≥ N˜(d, ε, δ) = 5
ε
(
ln
4
δ
+ d ln
40
ε
)
(11)
it holds
PNs
{
CS ⊆ CP} ≥ 1− δ.
4
If ε ∈ (0, 0.14), the result holds true for the lower bound
Ns ≥ 4.1
ε
(
ln
21.64
δ
+ 4.39d log2
(
8 e
ε
))
. (12)
Note that, while Theorem 4 guarantees, with confidence
1 − δ, satisfaction of the original chance constraint for
the optimal solution of the sampled program, Propo-
sition 7 implies that, with confidence 1 − δ, all feasi-
ble points of the sampled constraints (10) satisfy the
chance constraint in (9). In the following section, this
result is used to derive a Stochastic MPC scheme based
on offline uncertainty sampling which guarantees chance
constraint satisfaction and robust recursive feasibility.
While the necessary number of samples (11) (or (12))
is larger than (7), the samples are drawn offline and re-
dundant samples can be removed.
3.2 Offline Sampling SMPC Design
For the following analysis, we explicitly solve equation
(1) with prestabilizing input (4) for the predicted states
x1|k, . . . , xT |k and predicted inputs u0|k, . . . , uT−1|k.
With suitable matrices Φ0l|k(qk), Φ
u
l|k(qk) and Γl (given
in Appendix B) we get
xl|k(qk) = Φ0l|k(qk)xk + Φ
u
l|k(qk)vk
ul|k(qk) = Kxl|k + vl|k
= KΦ0l|k(qk)xk + (KΦ
u
l|k(qk) + Γl)vk.
(13)
Cost Function and Constraint Evaluation Given
the solution (13), the expected value of the cost (5) can
be solved explicitly offline, leading to a quadratic, finite
horizon cost function
JT (xk,vk) =
[
x>k v
>
k
]
Q˜
[
xk
vk
]
(14)
in the deterministic variables xk and vk with appropriate
Q˜ given in Appendix B.
Using the sampling approach developed in Section 3.1,
an inner approximation for the chance constraints (2a)
can be derived in the form of linear constraints on xk
and vk. As before let δ ∈ (0, 1) be a probabilistic level
and for each constraint let q(i) be independently drawn
samples from Qk. For l ∈ NT−11 and j ∈ Np1, the chance
constraints (2a) describe the sets
XP,jl =
{
xk,vk | P{[Hx]jxl|k(qk) ≤ 1} ≥ 1− εj
}
(15)
for which, with confidence 1− δ,
XS,jl =
{
xk,vk | [Hx]jxl|k(q(i)) ≤ 1, i ∈ NNl1
}
(16)
is an inner approximation, if Nl ≥ N˜(n+ lm, εj , δ).
Similarly, the input and terminal constraints can be ap-
proximated. As shown in [15,17], for stability and con-
straint satisfaction it suffices to consider stochastic ap-
proximations of the hard constraints on the predicted
input and terminal constraint. However, the hard input
constraint is enforced for the applied input u0|k = v0|k.
Choose εh ∈ (0, 1) and define
US,jl =
{
xk,vk | [Hu]jvl|k(q(i)) ≤ 1, i ∈ NN
u
l
1
}
,
XS,jT =
{
xk,vk | [HT ]jxT |k(q(i)) ≤ 1, i ∈ NNT1
}
(17)
for l ∈ NT−10 and NT ≥ N˜(n+ Tm, εh, δ), Nul ≥ N˜(n+
lm, εh, δ).
Note that all sets are described by linear constraints,
which, due to the sampling procedure, are in general
highly redundant. Since the samples are drawn offline,
redundant constraints can be easily removed offline with
the following algorithm. More sophisticated constraint
removal methods already implemented for Matlab can
be found e.g. in the MPT toolbox [12].
Require: Constraint Hx ≤ h
Ensure: H ∈ Rnc×n, h ∈ Rnc
for i = 1 : nc do
solve
h∗i = max
x
[H]ix
s.t. [H]kx ≤ [h]k ∀k ∈ Nnc1 \ i
if h∗i ≤ [h]i then
H ← H \ [H]i
h← h \ [h]i
end if
end for
return H, h
In the following, we assume that the intersection of the
sampled constraint sets (16) and (17) with redundant
constraints removed is given by
D =
{
xk,vk |
[
H˜ H
] [xk
vk
]
≤ h
}
. (18)
Recursive Feasibility Scenario MPC based on re-
peatedly solving (6), cannot guarantee recursive feasibil-
ity and hence neither constraint satisfaction nor asymp-
totic stability of the origin [10,21]. In contrast, sampling
5
the uncertainty offline allows to suitably augment the
constraints in such a way that recursive feasibility is re-
covered.
Similar to [16,17], a first step constraint is added to (18),
as follows. Let
CT =
{[
xk
v0|k
]
∈ Rn+m
∣∣∣∣∣ ∃v1|k, . . . , vT−1|k ∈ Rm,s.t. (xk,vk) ∈ D
}
be the T -step set and feasible first input. The set can be
computed via a direct projection, which may introduce
numerical difficulties, or recursively with the option for
suitable approximations to alleviate the computational
complexity in each projection step. The set CT defines
the set of feasible states and first inputs of the finite
horizon scenario program with given, fixed samples q(i).
Let
C∞T,x = {x | H∞x ≤ h∞}
be a (maximal) robust control invariant polytope for the
system (1) with the constraint (x, u) ∈ CT . Given the
polytopic outer bound G¯, this set can be computed via
standard recursions; for algorithms and their finite ter-
mination see [4, Section 5.3][13] and references therein 1 .
In order for the SMPC optimization to be robustly re-
cursively feasible, the additional constraint set
DR =
{
xk,vk | H∞Ajclxk +H∞Bjv0|k ≤ h∞, j ∈ NNc1
}
(19)
with Aj , Bj from Assumption 1 and Ajcl = A
j + BjK
needs to be intersected with (18).
Sampling-Based SMPC Algorithm The complete
sampling-based SMPC algorithm can be divided into
two parts: (i) an offline computation of the involved sets
and removal of redundant constraints and (ii) the re-
peated online optimization. In the following, we present
the algorithm and state its control theoretic properties.
Offline: Compute the expected value (B.1) to determine
the explicit cost matrix Q˜ in (14). Draw a sufficiently
large number of samples to determine the sampled con-
straints (16) and (17). Remove redundant constraints to
get (18). Determine the first step constraint (19).
Online: For each time step k ∈ N
(1) Measure the current state xk.
1 Matlab implementations of those algorithms as part of a
toolbox can be found in [12,13].
(2) Determine the minimizer of the quadratic cost (14)
subject to the linear constraints (18) and (19)
v∗k = arg min
vk
[
x>k v
>
k
]
Q˜
[
xk
vk
]
s.t. (xk,vk) ∈ D ∩ DR.
(20)
(3) Apply uk = Kxk + v
∗
0|k.
Remark 8 The redundant constraints obtained combin-
ing (18) and (19) can be removed offline as well. They
are kept separate here to emphasize the conceptually dif-
ferent constraints.
3.3 Properties of the SMPC Algorithm
Proposition 9 (Recursive Feasibility) Let V(xk) ={
vk ∈ RTm | (xk,vk) ∈ D ∩ DR
}
. If vk ∈ V(xk),
then V(xk+1) 6= ∅ for every realization qk and
xk+1 = Acl(qk)xk +B(qk)v0|k.
PROOF. From (xk,vk) ∈ DR it follows xk+1 ∈ C∞T,x
robustly and by construction C∞T,x ⊂ {x | V(x) 6= ∅}.
Proposition 10 (Constraint Satisfaction) If x0 ∈
C∞T,x, the closed-loop system under the proposed SMPC
control law satisfies the hard input constraints (2b)
robustly and, with confidence 1 − δ, the probabilistic
constraint (2a) for all k ≥ 1.
PROOF. Hard input constraint satisfaction follows
from robust recursive feasibility (Proposition 9) and the
constraint Huu0|k ≤ 1 which does not rely on sampling.
For all j = 1, . . . , p we have D ⊆ XS,j1 and by Propo-
sition 7, with confidence 1 − δ, it holds XS,j1 ⊆ XP,j1 .
Hence, for all feasible (xk,vk) ∈ D the chance constraint
P{[Hx]jx1|k ≤ 1 | xk} ≥ 1− ε is satisfied, which suffices
for (2a).
Remark 11 Note that, due to sampling offline, the con-
fidence 1− δ remains the same for all times k ≥ 1. This
determines the probability that chance constraint satis-
faction does not hold and should therefore be chosen suf-
ficiently small.
We have shown that the SMPC algorithm remains recur-
sively feasible, i.e. that a solution to (20) can be found.
A stronger assumption usually given, namely that the
candidate solution v˜l|k+1 = v∗l+1|k with v˜T−1|k+1 = 0 re-
mains feasible at time k + 1, is in general impossible to
guarantee with sampling-based SMPC. Yet, asymptotic
6
stability of the origin can be proved under a further as-
sumption on the probability that the candidate solution
remains feasible.
Assumption 12 Let VT (x) be the optimal value func-
tion of (20) and let Pl, Pu ∈ Rn×n, Pl  0, Pu  0, be
such that x>Plx ≤ VT (x) ≤ x>Pux holds ∀x ∈ C∞T,x.
If the candidate solution does not remain feasible, the
matrices in Assumption 12 allow to derive bounds on
the cost increase. The matrix Pl is naturally given by
the unconstrained infinite horizon cost, while the upper
bound can be computed taking into account the vertices
of the feasible set C∞T,x.
Proposition 13 (Asymptotic Stability) Let εf be
an upper bound on the probability that the candidate so-
lution does not remain feasible and let Pl, Pu ∈ Rn×n
satisfy Assumption 12. If
Q− εf1−εf (A>PuA− Pl) − εf1−εf A>PuB
− εf1−εf B>PuA R−
εf
1−εf (B
>PuB)
  0
(21)
holds for all A,B ∈ G, the origin is asymptotically stable
with probability 1 under the proposed SMPC scheme.
Remark 14 It suffices to check (21) for the vertices of
the set G¯, since it can be recast as an LMI in A and B
using Schur complement. If G¯ is given by interval matri-
ces, the results in [3] can be applied to further reduce the
number of LMIs that need to be checked.
PROOF. To prove asymptotic stability, the optimal
value function of the online optimization program can be
used as a stochastic Lyapunov function. Let VT (xk) =
JT (xk,v
∗
k) be the optimal value of (20) at time k.
We first consider the case that the candidate solution
remains feasible at time k + 1. Let E{VT (xk+1)|xk,
v˜k+1 feasible} be the expected optimal value at time
k + 1, conditioning on the state at time k and feasi-
bility of the candidate solution v˜l|k+1 = v∗l+1|k with
v˜T−1|k+1 = 0
E
{
VT (xk+1) | xk, v˜T |k+1 feasible
}− VT (xk)
≤ E{JT (xk+1, v˜T |k+1) | xk}− VT (xk)
= E
{
T−1∑
l=0
(‖x˜l|k+1‖2Q + ‖u˜l|k+1‖2R)+ ‖x˜T |k+1‖2P | xk
}
− E
{
T−1∑
l=0
‖x∗l|k‖2Q + ‖u∗l|k‖2R + ‖x∗T |k‖2P | xk
}
= E
{
‖x∗T |k‖2(Q+K>RK) + ‖Acl(qk+T )x∗T |k‖2P
−‖x0|k‖2Q − ‖u∗0|k‖2R − ‖x∗T |k‖2P | xk
}
≤− ‖xk‖2Q − ‖uk‖2R.
In case the candidate solution does not remain feasible,
Assumption 12 can be employed to compute an upper
bound of the Lyapunov function increase
E
{
VT (xk+1) | xk, v˜T |k+1 not feasible
}− VT (xk)
≤ max
(A,B)∈G
‖Axk +Buk‖2Pu − ‖xk‖2Pl .
Let λmin be a lower bound of the smallest eigenvalue of
the matrix (21) in Proposition 13 for all (A,B) ∈ G.
Then, by the law of total probability, it holds
E {VT (xk+1) | xk} − VT (xk)
≤− (1− εf )(‖xk‖2Q + ‖uk‖2R)
+ εf
(
max
(A,B)∈G
‖Axk +Buk‖2Pu − ‖xk‖2Pl
)
≤− (1− εf )λmin‖xk‖22,
which is a sufficient condition for asymptotic stability
with probability 1.
4 Conclusions and Future Work
We introduced an offline sampling-based Stochastic
MPC scheme for linear systems subject to a parametric
disturbance, which can be described by a multivariate
random process. Unlike previous contributions that are
based on online sampling and scenario approximations
of the stochastic optimization program, we proposed
an easy-to-implement offline sampling scheme for con-
straint design. We provided insight into the difference
between online and offline sampling in sampling-based
SMPC. In particular we have shown that the ques-
tion of finding a lower bound on the necessary sample
complexity can be reduced to the question of a sample
approximation being a subset of the original chance
constrained set. Results from statistical learning theory
have been employed to give explicit bounds, thereby
guaranteeing, with a user chosen confidence, constraint
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satisfaction in closed loop operation. The approach has
the advantage to allow further constraint modifications
to guarantee robust recursive feasibility and, under fur-
ther assumptions, asymptotic stability with probability
1 of the origin.
The main disadvantage compared to Scenario MPC is
the increased complexity and the computational require-
ments in the design phase as well as the restriction to
iid disturbance sequences. Alleviating the latter, e.g.
through allowing disturbance sequences that are gen-
erated by a dynamical system driven by white noise,
and considering unbounded disturbances in combination
with probabilistic guarantees of recursive feasibility are
future, open research topics.
A VC-Dimension
Note that half-spaces of the form {x ∈ Rn | ax ≤
1} always include the origin, which reduces the VC-
Dimension from n+ 1 to n.
Proposition 15 The VC-Dimension of the class of lin-
ear half-spaces which include the origin, H0 = {x ∈
Rn | ax ≤ 1}, a ∈ R1×n is less or equal than n.
PROOF. We show that a set X = {x1, . . . , xn+1} of
cardinality n + 1 cannot be shattered by H0. Let X be
given. By Radon’s Theorem the set X˜ = {0} ∪X can be
partitioned into two set X1 and X2 such that co(X1) ∩
co(X2) 6= ∅, where co(X) denotes the convex hull of the
elements of X. Without loss of generality assume 0 ∈ X1.
Assume it exists a ∈ R1×n such that axi ≤ 1 for all
xi ∈ X1 and axj > 1 for all xj ∈ X2, hence ax ≤ 1
for all x ∈ co(X1) and ax > 1 for all x ∈ co(X2) which
contradicts co(X1) ∩ co(X2) 6= ∅.
B Matrices
For completeness, the matrices used in the paper are
given in the following. We use In to denote the n × n
identity matrix and 0n×m to denote a zero matrix in
Rn×m.
Solution matrices The matrices Φ0l|k, Φ
u
l|k and Γl
are obtained by solving the dynamics (1) with presta-
bilizing input (4) explicitly for the predicted state xl|k
and input ul|k. For l = 0 we obtain Φ00|k = In and
Φu0|k = 0n×mT . For l ≥ 1 with the notation Acl(ql|k) =
A(ql|k) +B(ql|k)K and Acll|k = Acl(ql|k) we have
Φ0l|k = A
cl
l−1|kA
cl
l−2|k · · ·Acl0|k,
Φul|k =
[
Acll−1|k · · ·Acl1|kB0|k . . . Bl−1|k 0ln×(T−l)m
]
.
The matrix Γl selects the l− th entry in the stack vector
vk
Γl =
[
0m×lm Im 0m×(T−l−1)m
]
.
Cost matrix Let
ΦT (qk) =

Φ00|k Φ
u
0|k
...
...
Φ0T |k Φ
u
T |k
 , Γ = [0mT×n ImT×mT ] ,
Q¯ = IT ⊗Q, R¯ = IT ⊗R and K¯ = IT ⊗K. The explicit
cost matrix Q˜ in (14) is then given by
Q˜ =E
{
ΦT (qk)
>
[
Q¯ 0nT×n
0n×nT P
]
ΦT (qk)
+
[
K¯ΦT−1(qk) + Γ
]>
R¯
[
K¯ΦT−1(qk) + Γ
]}
(B.1)
where the expected value can be solved to the desired ac-
curacy using an appropriate numerical integration rule.
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