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Abstract 
In this thesis we extend the recent algebraic approach to design fast algorithms 
for two problems in combinatorial optimization. First we study the linear matroid 
parity problem, a common generalization of graph matching and linear matroid 
intersection, that has applications in various areas. We show that Harvey's algo-
rithm for linear matroid intersection can be easily generalized to linear matroid 
parity. This gives an algorithm that is faster and simpler than previous known al-
gorithms. For some graph problems that can be reduced to linear matroid parity, 
we again show that Harvey's algorithm for graph matching can be generalized to 
these problems to give faster algorithms. While linear matroid parity and some 
of its applications are challenging generalizations, our results show that the al-
gebraic algorithmic framework can be adapted nicely to give faster and simpler 
algorithms in more general settings. 
Then we study the all pairs edge connectivity problem for directed graphs, where 
we would like to compute minimum s-t cut value between all pairs of vertices. 
Using a combinatorial approach it is not known how to solve this problem faster 
than computing the minimum s-t cut value for each pair of vertices separately. 
While a recent matrix formulation inspired by network coding directly implies 
a faster algorithm, we show that the matrix formulation can be computed more 
efficiently for graphs with good separators. As a consequence we obtain a faster 
algorithm for simple directed planar graphs, bounded genus graphs and fixed 
minor free graphs. Our algorithm takes amortized sublinear time to compute the 
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Chapter 1 
Introduction 
Combinatorial optimization is the study of optimization problems on discrete and 
combinatorial objects. This area includes many natural and important problems 
like shortest paths, maximum flow and graph matchings. Combinatorial opti-
mization find its applications in real life problems such as resource allocation and 
network optimization. In a broader sense, combinatorial optimization also has 
applications in many fields like artificial intelligence, machine learning and com-
puter vision. The study of combinatorial optimization gives a unified framework 
to characterize the optimal value through min-max formula and to design efficient 
algorithm to compute an optimal solution. Given broad applications of combina-
torial optimization, we are interested in designing fast algorithms to solve these 
problems. Fast algorithms in combinatorial optimization are often based on the 
framework of finding augmenting paths and the use of advanced data structures. 
On the other hand, there is another way to design fast algorithms using algebraic 
techniques. Using fast linear algebraic algorithms, such as computing matrix mul-
tiplication in 0{n^) time where u < 2.38, we can solve problems in combinatorial 
optimization efficiently by characterizing these problems in matrix forms. This 
leads to fast algorithms for graph matching, all pairs shortest paths and count-
ing triangles. Moreover, the determinant of a matrix, being a sum of factorial 
number of terms, can be computed in polynomial time gives us another direction • 
to solve problems in combinatorial optimization efficiently. This fact allows us to 
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give the only known polynomial time algorithm to count the number of perfect 
matchings in planar graphs and the number of spanning trees in general graphs, 
and surprisingly the fastest known algorithms for graph matching, linear matroid 
intersection and determining whether a graph is Hamiltonian. 
The connections between combinatorial optimization problems and matrix deter-
minants are established by theorems that relate the optimal value of a problem 
to the rank of an appropriately defined matrix. An example is that the rank of 
the Tutte matrix of a graph is twice the size of a maximum matching. These 
results however do not directly imply fast algorithms to find the solution of the 
problems, such as the edges that belongs to a maximum matching. In a recent 
line of research, an elegant algorithmic framework has been developed for this 
algebraic approach. Mucha and Sankowski [48] showed how to use Gaussian 
elimination to construct a maximum matching in one matrix multiplication time, 
leading to an 0{n^) time algorithm for the graph matching problem where n is 
the number of vertices. Harvey [30] developed a divide-and-conquer method to 
obtain the fastest algorithm for the linear matroid intersection problem, and also 
provide a simple time algorithm for the graph matching problem. In addi-
tion, Mucha and Sankowski [49] showed that constructing a maximum matching 
in planar graphs only takes 0(n…）t ime, and Sankowski [62] also showed that 
there is an RNC algorithm for graph matching using only processors. Fur-
thermore, Sankowski [61] and Harvey [28] extended the algebraic approach to 
obtain faster pseudo-polynomial algorithms for the weighted bipartite matching 
problem and the weighted linear matroid intersection problem. 
In this thesis we extend this approach to design fast algorithms for two problems 
in combinatorial optimization. First we study the linear matroid parity problem, 
a common generalization of graph matching and linear matroid intersection, that 
has applications in various areas. We show that Harvey's algorithm for linear 
matroid intersection can be easily generalized to linear matroid parity. This gives 
an algorithm that is faster and simpler than previous known algorithms. For some 
graph problems that can be reduced to linear matroid parity, we again show that 
Harvey's algorithm for graph matching can be generalized to these problems to 
give faster algorithms. While linear matroid parity and some of its applications 
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are challenging generalizations for the design of combinatorial algorithms, our 
results show that the algebraic algorithmic framework can be adapted nicely to 
give faster and simpler algorithms in more general settings. 
Then we study the all pairs edge connectivity problem for directed graphs, where 
we would like to compute the minimum s-t cut value between all pairs of vertices. 
Using a combinatorial approach it is not known how to solve this problem faster 
than finding the minimum s-t cut value for each pair of vertices separately. How-
ever, using the idea of network coding, it was shown recently there is a matrix 
formulation for the all pairs edge connectivity problem. This implies an 
algorithm to compute the edge connectivity for every pair, where m is the number 
of edges in the graph. We show that such a matrix formulation, can be computed 
more efficiently for graphs with good separators. As a consequence we obtain a 
time algorithm for the all pairs edge connectivity problem in sim-
ple directed planar graphs, bounded genus graphs and fixed minor free graphs, 
where d is the maximum degree of the graph. This implies it takes amortized 
sublinear time to compute edge connectivity between one pair of vertices, faster 
than the combinatorial method. 
The results in this thesis are based on joint work with Lap Chi Lau and Kai Man 





In this chapter we review some backgrounds on matroids, matrices and algebraic 
algorithms. We first present some examples and applications of matroids and 
matrices. Then to see how we solve combinatorial optimization problems alge-
braically, we present some matrix formulations for these problems, which relate 
optimal values of these problems to ranks of these matrices. After that we will 
see some algebraic tools which help us to design fast algorithms. Finally we re-
view some previous algebraic algorithms and techniques for the graph matching 
problem and the graph connectivity problem. 
2.1 Matroids and Matrices 
Matroid is a discrete structure that generalizes the concept of independence in 
linear algebra, and has many applications in combinatorial optimization. In this 
section we will introduce matroid and also describe some of its applications in 
graphs. 
A matroid is a pair M = {V, X) of a finite set V and a set 1 of subsets of V such 
that the following axioms are satisfied 
1. 0 e Z, . 
2. I c J el I el, . 
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3. / , J e X, |/| < \J\ 3v e J \I such that / U {？；} G X. 
We call V the ground set and I e X an independent set So X is the family of 
independent sets. Bases B of M are independent sets with maximum size. By 
the above axioms, all bases have the same size. For any C/ C 1/, the rank of U, 
denoted by rM(U), is defined as 
rM{U) = max{|/| \ I C U, I e l } . 
Given a matrix M, the submatrix containing rows S and columns T is denoted 
by Ms,t- a submatrix containing all rows (or columns) is denoted by (or 
M^，*)，and an entry of M is denoted by Mij . Also let 苟 to be a column vector 
with an 1 in the i-th position and 0 otherwise. We denote the matrix whose 
column vectors are Ui, "2，. •.,幻m as {vi\v2\ •.. |^；爪).Throughout this thesis, we 
work with matrices over a finite field F, and we assume any field operation can 
be done in 0 (1 ) time. 
2.1.1 Examples 
Here we give some examples of matroids. We will use the following matroids to 
model some graph problems later. 
Linear Matroid: Let Z be a matrix over a field F, and V be the set of the 
column vectors of Z. The linear independence among the column vectors of Z 
defines a matroid M on ground set V. A set J C y is independent in M if 
and only if the column vectors indexed by I are linearly independent. The rank 
function r of M is simply defined as rM{I) = rank(Z*’/). A matroid that can be 
represented in this way is said to be linearly representable over F. 
Partition Matroid: Let {14 ’ . . .，14} be a partition of ground set y , that is, 
UiLi yi = y and Vi 门 = 0 for i ^ j. Then the family of the independent sets 
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X on the ground set V is given by 
工 二 {/ g : |/ n S 1 Vz G {!,••• , k } } . 
M = is called a partition matroid. Partition matroids are linearly rep-
resent able. This can be done by representing each element t； G Vi as a vector 
—f 
• 
Graphic Matroid: Let G = (V, E) be a graph with vertex set V and edge set 
E. A graphic matroid has ground set E. A set I C E is independent if and only 
if I contains no cycles in G. The matroid is linearly representable by representing 
each edge {u, v) e E to a column vector — e^ in the linear matroid. 
2.1.2 Constructions 
Now we discuss some ways to construct a new matroid from an existing matroid, 
these constructions will be used later in our algorithms. 
The restriction of a matroid M to U CV, denoted as M\U, is a matroid with 
ground set U so that J C [/ is independent in M\U if and only if I is independent 
in M. This is the same as saying M\U is obtained by deleting the elements V\U 
in M. The rank function rM\u of M\U is simply rM\u{I) = for I CU, 
The contraction oiU CV from a matroid M, denoted by M/U, is a matroid on 
ground set V\U so that I CV \ U is independent M/U if and only if J U B is 
independent in M where B is a base of M\U. The rank function vm/u of M/U 
is given by 
rM/u{I) = TMil U [/) — MU), ICV\U.‘ 
For any matrix Z and its corresponding linear matroid M, the matrix for M/{i} 
can be obtained by Gaussian eliminations on Z as follows. First, using row 
operation and scaling we can transform the column indexed by z to a unit vector 
Cfc. Then the matrix obtained by removing z-th column and k-th. row from M is 
the required matrix. It can be seen that I U {z} is independent in M if and only 
if I is independent in M/{i}. • 
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2.1.3 Matroid Intersection 
Given two matroids Mi = (V,工i) and M2 = (V,X2) on the same ground set V, the 
matroid intersection problem is to find a maximum size common independent set 
of the two matroids. Edmonds [17] proved a min-max formula to characterize the 
maximum value, and showed that both the unweighted and weighted version of 
the problem can be solved in polynomial time [18]. The fastest known algorithm 
for linear matroid intersection is given by Harvey [30]. He gives an algebraic 
randomized algorithm with running time (9(m产一 1)’ where m is the size of the 
ground set and r is the rank of both matroids. The algorithm assumes both 
matroids are representable over the same field, but this already covers most of 
the applications of the matroid intersection problem. • 
Applications 
Bipartite Matching A standard application of matroid intersection is bipar-
tite matching. Consider a bipartite graph G = (JJ,V,E). For each edge (u,v) 
where u e U and v eV, associate vector to Mi and Cy to M2. Now a set of 
edges forms a bipartite matching if and only if their corresponding vectors in Mi 
are linearly independent (so that these edge do not share vertices in U) and their 
corresponding vectors in M2 are linearly independent. Thus a maximum size 
common independent set of Mi and M2 corresponds to a maximum size bipartite 
matching. 
Colorful spanning tree Another application of matroid intersection is the 
colorful spanning tree problem. In this problem we are given an undirected multi-
graph G 二 (V’ E) where each edge is colored by one of the k <n colors, and the 
objective is to find a spanning tree T in G such that each edge in T has a distinct 
color. Note that finding an arborescence of a directed graph can be reduced to 
the colorful spanning tree problem. 
The distinct color constraint can be modeled by a partition matroid just like in 
bipartite matching. In matroid Mi an edge with color d is represented by a vector 
e .^ So a set of edges are of distinct colors if their corresponding vectors for Mi are 
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linearly independent. The tree constraint can be captured by a graphic matroid 
M2, where an edge (w, v) is represented by a vector e^ — Cy. So a set of edges are 
acyclic if and only if their corresponding vectors for M2 are linearly independent. 
Thus a maximum size common independent set of Mi and M2 gives a maximum 
size acyclic colorful subgraph of G, so it remains to check if the subgraph forms 
a spanning tree. 
In Section 3.4.3 we will present a faster algorithm for the colorful spanning tree 
problem than directly applying a generic matroid intersection algorithm. 
Other Applications The matroid intersection problem finds its applications 
in various area including routing [10], constrained minimum spanning tree [27, 
32], graph connectivity [21，38], graph orientation [63](Section 61.4a), network 
coding [31], mixed matrix theory [51] and electrical systems [51:. 
2.1.4 Matroid Parity 
Given a matroid M whose elements in its ground set are given in pairs where 
each element is contained in exactly one pair, the matroid parity problem is to 
find a maximum cardinality collection of pairs so that the union of these pairs 
is an independent set of M, The general matroid parity problem is NP-hard 
on matroids with compact representations [42], and is intractable in the oracle 
model [35] where we are given an oracle which tells whether a set of elements 
is an independent set. For the important special case when the given matroid 
is a linear matroid, it was shown to be polynomial-time solvable by Lovasz [42 . 
The linear matroid parity problem can be interpreted as given vectors in pairs 
{(61, ci) • • • {bm, Cm)}, and the objective is to find a maximum cardinality collec-
tion of pairs so that the vectors chosen are linearly independent. 
Applications 
The linear matroid parity problem is a generalization of graph matching and linear 
matroid intersection, and has many applications of- its own in different areas. 
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For example, the <S-path packing problem [46, 63], the minimum pinning set 
problem [42’ 36], the maximum genus imbedding problem [20], the unique solution 
problem [44] in electric circuit, approximating minimum Steiner tree [59, 3] and 
approximating maximum planar subgraph [8]. In this section, we will highlight 
some of these applications. 
Graph Matching For each edge {u,v) we construct a column pair e^ , and e^. 
Then a set of edges is a matching if and only if their column pairs are linearly 
independent, because two columns can only be dependent if they represent the 
same vertex. 
Linear Matroid Intersection Here we have to assume both matroid can be 
represented over the same field. Let Mi and M2 be the matrix representation of 
the two matroids. Let their dimension be ri x m a n d � 2 x m respectively. We 
create m columns pairs, where each column has size ri + To construct the 
z-th column pair, put column i of Mi to the top ri entries of bi, and put column 
i of M2 to the last t) entries of q . By this construction, any bi do not interfere 
with any Cj. For a column set C that (Mi)*，c and (M2)*,c are both independent, 
the columns in {{6^, Ci}\i G C} are also independent, and vice versa. 
Minimum pinning set Let G 二（Vj E) be a graph whose vertices are points 
in the Euclidean plane, and whose edges are rigid bars with flexible joints at 
the vertices. In the minimum pinning set problem [36], we want to pin down a 
minimum number of vertices, so that the graph become rigid. We say a graph is 
rigid if it has no non-trivial smooth motions. . 
It is known that the problem can be reduced to linear matroid parity [36]. We 
construct a linear matroid parity instance with \V\ column pairs where each 
column has size \E\. For each edge ei = {u,v), at row i we set 
{pu)i ~ ^u — ^vj ipv^i ~ ^v —工u, (Cu)i — Uu — Hv, (^v)i ~ Uv — Uu . 
where Xy and y” are x and y coordinates of vertex v respectively. 
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Notice that non-zero entries are very sparse, and it might be possible to use 
this property to obtain more efficient algorithms than directly applying a generic 
algorithm for linear matroid parity. 
Graphic Matroid Parity In this matroid parity problem the given matroid 
is a graphic matroid. Thus each column is in the form e^ — which represent 
an edge (w, v), and thus its name. Such columns are independent as long as 
the subgraph containing these edges are acyclic. Hence graphic matroid parity 
models the situation where edges are given in pairs, and we would like to pick 
the most number of edge pairs so that the union of these edges are acyclic. 
In Section 3.4.2 we will present an efficient algorithm for this problem. An ap-
plication of graphic matroid parity is the maximum planar subgraph problem, 
where we want to pick the maximum number of edges of a graph while remains 
planar. The problem is NP-complete but can be approximated using graphic 
matroid parity [8 . 
Approximating minimum Steiner tree Given an edge weighted graph G = 
(V, E) and K C V, the minimum Steiner tree problem asks for the minimum 
weighted subgraph that spans K. The problem is NP-Hard. Promel and Steger 
59] showed that approximating the problem can be reduced to approximating the 
maximum weighted forest in a 3-uniform hypergraph. By splitting a hyperedge 
with three vertices to an edge pair in the form (w, v) and (v, w), the maximum 
weighted forest problem in a 3-uniform hypergraph can be reduced to a weighted 
graphic matroid parity problem, similar to approximating planar subgraph. This 
implies a 5/3-approximation algorithm for the minimum Steiner tree problem. In 
Section 3.5, we will give a pseudo-polynomial time algorithm and an FPTAS for 
the weighted linear matroid parity problem. 
Mader's disjoint tS-path Given an undirected graph G = {V, E) and let 
5'i, • • • , Sk be disjoint subsets of V. Let T = Si U • • • U Sk- A path is called 
an (S-path if it starts and ends with vertices in Si and Sj such that Si 一 Sj, while 
all other internal vertices of the path are in y \T. The disjoint <S-path problem is 
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to find a maximum cardinality collection of vertex disjoint <S-paths of the graph 
G. In the following we assume without loss of generality that the graph G is 
connected and each Si is a stable set. 
Here we will discuss how to reduce the 5-path problem to the linear matroid 
parity problem in detail, as we will use this reduction in our later algorithm for 
the <S-path problem. The reduction is first shown by Lovasz [42], but here we 
follow the treatment of Schrijver ([63] page 1284). 
The high level idea is to associate each edge to a 2-dimensional linear subspace, 
and show that the edges in a solution of the <S-path problem correspond to sub-
spaces that are linearly independent in an appropriately defined quotient space 
R^^/Q, where two subspaces are linearly independent if their basis vectors are 
linearly independent. 
Associate each edge e = {u,w) e E to a, 2-dimensional linear subspace Lg of 
(R2 广 such that 
Le = {xG (R2广 I x{v) = 0 for each v eV\{u,w} and x{u) + x(w) = 0 } 
where a; : y ^ is a function that maps each vertex to a 2-dimensional vector. 
Let ri, • • • Tk be k distinct 1-dimensional subspaces of R^. For each vertex v eV, 
let Ry = Tj ifv e Sj for some j, and Ry = {0} otherwise. Define a linear subspace 
Q of such that 
Q = {xe (R2 广 I a;…)G Ry for all v e V}. 
Let 8 be the collection of subspaces Le/Q for each e e E of where 
Le/Q is the quotient space of Le by Q. Note that dim(Le/Q) = 2 for all edges e, 
since it does not connect two vertices in the same Si as we assume each Si is a 
stable set. For any F G £；，let Lp 二 {LeIQ | e e F } . 
Lemma 2.1 ([63]). Lp has dimension 2\F\ if and only if F is a forest such that 
each component of (V, F) has at most two vertices in T, and at most one vertex 
in each Si. . 
Proof. Let X be the subspace spanned by the basis of e for all e e F. Then we can 
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© © 
(a) Case 1: Both vi and V2 belong (b) Case 2: A component containing 
to the same Si. three vertices from different Si.. 
Figure 2.1: Two cases that dim(X n Q) > 0. 
check that X consists of sll x :V R^ with J2VEK 工(幻)=• for each component 
K of (V, F). So dim(X) = 2(|y| - k) where k is the number of components. 
Also dim(X A Q) = 0 if and only if each component has at most two vertices in 
common with T, and at most one with each Si, To get an intuition why this is 
true, we will show that if a component has more than two vertices in T or more 
than one vertices in some Si, then dim(X 门 Q ) � 0 . To show dim(X 门 Q ) � 0 , 
we assume every vertex belongs to some Si, i.e. V = T. This is because for any 
vertex v ^T, oil x e Q have x{v) = 0, thus if dim(X 门 Q ) � 0 then v can only 
propagates vectors from one of its neighbors to other neighbors. Hence it remains 
to check the two cases in Figure 2.1. Assume Vi corresponds to the 2i — 1 and 
2i coordinates. For the first case, X is spanned by (1 0 -1 0)^ and (0 1 0 -1)^, 
whereas Q is spanned by (a 6 0 0)^ and (0 0 a b)T for some a and b. And it is 
easy to check that dim(X n Q ) � 0 . For the second case, basis of X and Q are 
ei ei 62 62 Vi V2 Vs 
f l \ / o \ / o \ / o \ ( a \ f o \ f o \ 
0 1 0 0 6 - 0 0 
X : -1 ° 1 ° Q : ° e G 
0 - 1 0 1 0 d 0 
0 0 -1 0 0 0 e 
W W W v-v W W \ f ) 
The main idea is that after fixing the coordinates for the dimensions correspond 
to vi and vs, X spans the subspace for V2, thus dim(X A Q ) � 0 . 
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Now consider 
dim(Li.) = d im(X/Q) = dim(X) - dim(X n Q) g dim(X) < 2|F|. 
Vectors in Lp are independent if and only if dim(X) = 2\F\ and d i m ( X n Q ) = 0. 
Combining with previous observations this proves the lemma. • 
Theorem 2.2 ([63]). The maximum number of disjoint S-paths is given by "(S) — 
|y| + \T\ where ^{S) is the size of a maximum collection of linearly independent 
2-dimensional sub spaces in S. 
Proof. Let t be the maximum number of disjoint 5-paths, 11 be a packing of t 
tS-paths, and F' be the set of edges contained in these paths. In F' we have 
T\—t components that contain some vertices in T. Now we add edges to F' so 
that we do not connect these \T\—t components and obtain F. Since the original 
graph is connected, we can extend F' to F such that |F| = |y| — (|T| — t). 
Now F satisfies the condition given in Lemma 2.1 and \F\ = t + \V\ — |T|. So 
Conversely, let J" C ^ be a maximum collection that contains linearly in-
dependent 2-dimensional subspaces. Then there exists a forest F C E so that 
Lp = T and F satisfies the condition in Lemma 2.1. Let t be the number of com-
ponents of (V, F) that intersect T twice. Then deleting t edges from F we obtain 
a forest such that each component intersects T at most once. So \F\—t < \V\ — \T 
and hence t > u{S) - + |T|. • 
Prom these proofs we see that from a linear matroid parity solution, we can 
construct the disjoint <S-paths simply by removing redundant edges from the 
linear matroid parity solution. 
2.2 Matrix Formulations 
In this section we present matrix formulations for graph matching and linear 
matroid parity. These formulations relate ranks of the appropriately defined 
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matrices to the optimal values of the corresponding problems. This allows us to 
use algebraic tools to tackle these problems. 
2.2.1 Graph Matching 
In this section we will show the matrix formulation for bipartite matching and 
general graph matching. Since the matrix formulation for the linear matroid 
parity problem generalize these results, we will just give a brief idea why do these 
matrix formulations capture the size of a maximum matching. 
For a bipartite graph G = the Edmonds matrix A of the graph is a 
U\ X \V\ matrix constructed as follows. For an edge {ui^Vj) € E, put Ai^ = Uj 
where U^ are distinct indeterminates. 
Theorem 2.3 ([47]). The rank of the Edmonds matrix of a bipartite graph G 
equals the size of a maximum matching in G. 
For the special case when \U\ = \V\, it is easy to see that there is a perfect 
matching in G if and only if A is of full rank. Let n = \U\ = \V\, and consider 
the determinant of A, 
n 
d e t A = ^ sgn(a) J J Ai,冲） 
o-eS" i=i 
where a runs through all permutation of {1, • •. ,n } , and sgn(a) is +1 if a has even 
number of inversions and —1 otherwise. Consider a non-zero term IliLi in 
det A. Since i and cr{i) covers 1 to n, the product consists of exactly one entry 
from each row (and each column) of A. As each entry in A corresponds to an 
edge in G, the product corresponds to a set of edges that' cover each vertex in U 
and V. Thus a non-zero term in det A represents a perfect matching. 
For a general graph G = (V, E)，the Tutte matrix T of the graph is an n x n 
matrix constructed as follows. For an edge {vi^vj) 6 E where i < j , put T y = ti’j 
and = —Uj where Uj are distinct indeterminates. 
Theorem 2.4 ([69]). The. rank of the Tutte matrix of a graph G is twice the size 
of a maximum matching in G. 
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To see why this theorem is true we need some knowledge on skew-symmetric 
matrices. The Tutte matrix T is a skew-symmetric matrix, which means that 
Tij = —Tji for all i and j. Given a skew-symmetric matrix B of even dimension 
p = 2n, for each perfect matching P = { {z i , j i } , . . • ， { i n j n } } of let 
bp = sgn(zi, j i , •. . . . b i “ 
where the sign function sgn has the same definition as in determinant. Note that 
bp does not depend either on the order of the two vertices in an edge or the order 
of the edges. The Pfaffian of a skew-symmetric matrix B is defined by 
p 
Thus pf T of a graph can be interpret as a "sum" of all its perfect matching. An 
important property of the Pfaffian is that 
det(B) 二（pf(B))2, 
which we will prove later in Section 2.2.2. 
Now we go back to Theorem 2.4 and see why there is a perfect matching in G if 
and only if T is full rank. To see this, observe that if T is full rank, then det(T) 
and thus pf(T) are both non-zero polynomials. Hence there is a non-zero term 
in pf(T), which implies there is a perfect matching. To see the other direction, 
observe that different terms for different perfect matching in the Pfaffian cannot 
cancel each other because they consists of different indeterminates Uj. 
2.2.2 Skew-Symmetric Matrix 
Since most of the matrix formulations we use in this thesis are skew-symmetric, 
this section we introduce some properties of skew-symmetric matrices and also 
give the proof that the determinant of a matrix is equal to the square of the 
Pfaffian. • 
^ is a skew-symmetric matrix if Aij = —Aji for all z, j . If A is a skew-symmetric 
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matrix of odd dimension, then 
det(A) = det(A') = d e t ( - A ) 二 ( - 1 广 det(A) = - det(A), 
and hence det(A) = 0 if A is of odd dimension. 
Theorem 2.5 ([29]). For any skew-symmetric matrix, its inverse (if exists) is 
also skew-symmetric. 
Proof. Let M be a skew-symmetric matrix, we have M ^ = —M, Therefore 
{M-\j = { { M - r h = = {{-M)-\i = = -{M-%. 
This implies (M—丄广=—M—i, hence M—i is skew-symmetric. • 
Theorem 2.6 ([51]). For a rank r skew-symmetric matrix M with r a n k = 
r where = \C\ = r, then rank(MH’_R) = r. 
Proof. Since Mr^c has the same rank of M, rows of M_r’* spans all rows of M. 
In particular, rows of Mr^r spans M�r. Therefore rank(M/i’尺)=rank(M"*’_R)= 
rank(Mi?,*) = r • 
Let 5 be a skew-symmetric matrix of even dimension p = 2n. For each unique 
perfect matching P = { { � i , J ' l } , . . . , {in,jn}} of Kin form the expression, 
bp = sgn(zi, j i , . . . ,in, jn)Kdi ... Kdn 
where the sign function sgn has the same definition as in determinant. Note that 
bp does not depend either on the order of the two vertices in an edge or the order 
of the edges. The Pfaffian of a skew-symmetric matrix B is defined by 
p 
An important property of the Pfaffian is that 
det � = ( p f ( B ) ) 2 
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or alternatively, 
n / \ / \ 
sgn(…n或冲）二 〜 Z ] � . 
i=l \ P / \ P J 
In the remaining of this section we will give a combinatorial proof of this theorem, 
following the treatment of Godsil [26]. Define the even-cycle cover of a graph to 
be a disjoint union of even cycles that covers all the vertices of the graph. The 
idea of the proof is that each term of the determinant corresponds to an even-
cycle cover of Such an even-cycle cover can be decomposed into two perfect 
matchings of /Gn，whereas a perfect matching is presented by a term in Pfaffian. 
Hence each term in det{B) can be factored as a product of two terms in pf(B). 
Given a permutation a, we can construct a cycle cover over For each z in 1 
to 2n add a directed edge (z,(7(z)). Since each vertex has exactly one incoming 
edge and one outgoing edge, we obtain a cycle cover. Now we claim that for 
a permutation cr, if we swap two adjacent vertices in a cycle represented by cr, 
then the sign of a remains unchanged. Let cr' be the new permutation obtained. 
Also let C and C be the cycles represented by a and a' respectively. Assume by 
swapping vertices b and c in C we obtain C. 
C : '••a-^h^c-^d••‘ C':…a c 4 b d... 
Then a and a' has the following form: 
i : ... a b c . •. i : …a b c '•‘ 
a{i) : ... b c d . . . cr'(z) : . . . c d b 
We can see that a' is obtained from a by making two swaps. Since each swap in 
a permutation changes its sign, we have sgn(cr) = sgn(<j'). 
Odd cycles vanish: Then we claim that terms in the determinant that contains 
odd cycles vanished. Hence det(5) is a sum of even-cycle covers. Firstly, since 
B is skew symmetric, we have Bi,i = 0, thus permutations that contains self 
loop (cr(z) = i) will vanish. Now consider a permutation a that contains some 
18 
odd cycle, among all odd cycles pick the cycle that contains the vertex with the 
smallest index. Reverse that cycle and call the new permutation &. First we can 
use the previous claim to show sgn(cr) = sgn(cr'). This is because we must be 
able to swap adjacent vertices in the reversed cycle multiple times to obtain & 
from (7. In addition, we have 
2n 2n 
n Bi ,cT� i )=- n 战’一⑷ 
1=1 i=l 
because odd number of get its sign changed (when we reverse an edge (z, k), 
= —Ba{i),i = —Bk,a'{k))' So the terms in det(-B) for a and a' get cancelled. 
In addition (a')' 二 a so all permutations that contain odd cycles pair up and 
cancel each other. 
Bijection between even-cycle covers and pairs of perfect matchings: 
Now we claim there is a bijection between an even-cycle covers and pairs of 
perfect matchings. Given a cycle 
Zl • • • Z2n ^ h, 
we can construct two matchings tti and 兀2: 
TTl = {{“，认 Os, ^4}, • . . 02n-l,^2n}} 
7r2 = { { “ ’ ^3}, {“，^ 5}, . • . fen，A}}. 
Note that a cycle and its reversed cycle have tti and 1x2 swapped, so any even-
cycle cover maps to different pairs of matching (note the matching pair (tti, 1x2) is 
considered different from (7r2,7ri)). For the case that an even-cycle cover contains 
more than one cycle, we can construct matchings tti and 兀2 by applying the 
above construction to each cycle. Also each pair of matchings are mapped to an 
even-cycle cover because the union of two perfect matchings becomes an even-
cycle cover. Thus there is a bijection between even-cycle covers and pairs of 
matchings. 
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Signs of terms match: Now we have 
2n / n \ / n \ 
Sgn(cr) Y l = I Sgn(7ri) J|B7ri(2i-l),7ri(2i) . ( Sgn(7r2)fJ 召 7r2(2i—l)’7r2(2i). 
i=l \ i=l / \ i=l ) 
The terms in the product match because of the way we construct tti and tt�from 
cr, and it remains to show 
sgn(cr) 二 sgn(7ri) •sgn(7r2). 
First assume a only contains one cycle, and further assume the cycle is in the 
form 1 2 —> • • • 2n —> 1. Then according to the bijection we have 
(7 = (2 ,3 ,4 , . - . ,2n, 1) 
and 
7ri = (1,2,3,4，... , 2 n - l , 2 n ) TTS = (2,3,4,5, • • • , 2 n , l ) , 
so the signs match. Now if we swap two adjacent element in the cycle, and we 
obtain cr', TTJ and TT^ . AS we have shown before sgn(cr) = sgn((7'). And because 
TT'i and 772 are obtained by making one swap to tti and 兀2 respectively, we have 
sgn(7ri) = — sgii(7r'i) and sgn(7r2) = -sgn(7r认 So the signs still match after 
swapping two adjacent element in the cycle, thus the signs match if there is only 
one cycle. 
Then we consider the case when there are two cycles. Assume each cycle contains 
vertices with consecutive indices, i.e. there are in the form l—)-2— 
and + where k is even. Then . 
(J = (2’ 3，... ’ M , 於 + 1’ & + 2，...，2n, /c + 1) 
TTi = (1’ 2，…，A; — 1，/c’ A; + 1，A; + 2, . . .，2n — 1，2n) 
772 = (2, 3，. •.，A;’ 1, /c + 2’ /c + 3 ’ . . . ’ 2n，A; + 1) 
and it is easy to see their signs match. If we swap vertices i and j from different 
cycles, it suffices to swap a{i) with a{j) and cr(cr~^(z)) with cr(cr~^(j)), and do 
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one swap each in tti and 兀2. Hence the signs still match after swapping vertex in 
different cycles. 
By starting with even cycle cover of the form 
( j + 1 … + 2 — j + 1) 
(/c + 1 /c + 2 ^ • • • 2n ^ /c + 1), 
it is easy to check the signs match. By swapping adjacent elements in the same 
cycle and swapping elements in different cycles, we can obtain any even-cycle 
cover and the signs still match. So we complete the proof of the following theorem. 
Theorem 2.7 ([26]). If B is a skew-symmetric matrix, then det{B) = (pf(5))^. 
2.2.3 Linear Matroid Parity 
There are two equivalent matrix formulations for the linear matroid parity prob-
lem. We will first show the compact formulation given by Lovasz [41 . 
Here we are given m vector pairs Ci},…，{6爪,cvn}} where each vector is 
of dimension r. We use UM to denote the optimal value of the linear matroid 
parity problem, which is the maximum number of pairs we can choose so that 
the chosen vectors are linearly independent. We call an optimal solution a parity 
basis if UM = t /2 , which is the best possible. Define the wedge product b Ac of 
two column vectors b and c is defined as bcF — ch^. 
To prove the matrix formulation of Lovasz we first prove a special case. We will 
show that if we have 7-/2 pairs, then these pairs form a parity basis if and only if 
a certain matrix is of full rank. 
Lemma 2.8 ([9]). Given m = r / 2 pairs {bi, q}, and let M = (6i|ci|... \bm\cm) 
be an r X r matrix. Then 
/ m \ m • 
pf Y^Xi{biACi) = 士 det(M) 
\i=l / i=l 
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where Xi are indeterminates. 
Proof. The left hand side of the equation can be written as 
/ m \ / m \ 
pf 工 A cO = pf Xi{Me2j-i A M 这 2 j ) . 
\i=i J \i=i J 
Note for any matrix M and vectors u and v, 
Mu /\ Mv t MwjTmT - MvuTMT = M{uv^ - = M(u A 
so the expression for the Pfaffian can be written as 
/ m \ / m \ 
pf Y ^ X i M { e 2 j - i A 62,OM^ = p f Xi{e2j- i 八 §^7))似『• 
\z=l / \ i=l / 
Let A = X X i 而 ( � - 1 A 62j), then 
p f ( M A M ^ ) = ± v ' d e t ( M A M ^ ) = ± x/det(M)2 det(A) = 士 det (M) pf(A), 
and 
m 
pf � = Y[xi. 
i=l 
Combining the above two expressions we complete the proof. • 
Theorem 2.9 (Lovasz [41]). Given m column pairs {{bi, q ) } for 1 <i <m and 
bud E Let 
m 
i=l 
where XI are indeterminates. Then 2VM = rank(y). 
Proof. We first show the case that there is parity basis if and only if Y is of full 
rank. Assume r is even, otherwise there is no parity basis. By the definition of 
Pfaffian, all the terms in p f ( y ) are of degree r / 2 in Xi (another way to see this: 
det (y) is of degree r, and = det(y) ) . To see -the coefficient of a term 
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工 . . . ^v/2‘ we can ignore other Xj, thus set Xj = 0 for j • { z i , . . . , v /2 } . So it 
suffices to consider 
pf Y ^ 工 j ( f i j / \ C j ) , 
which is 
± d e t ( 6 i i | Q i | . . . | 6 ‘ / 2 l � / J n 工 j 
je{H-ir/2} 
by Lemma 2.8. Now we can observe that the determinant is non-zero if only 
if {(61, c i ) . . . {br/2, Cr/2)} forms a parity basis. Hence a term only survives if its 
corresponding columns form a parity basis. So we have 
P f ( ^ ) = E 士 d e t ( ? g c j . . • (2.2.1) 
Parity Basis J jeJ 
Thus we can conclude there is a parity basis if and only if Y is of full rank. 
Now we use these ideas to prove the general cases. We first prove 2"m < rank(y). 
Let R be the rows span by the um pairs. If we just consider these rows, then 
by the construction of Y we see Yr^r is of full rank. To see rank(y) < 2"似， 
first note that by Theorem 2.6, there is a principal submatrix YR^R that is of 
full rank and rank(yR’_R) = rank(y) . Note that Yr^r corresponds to the matrix 
formulation of the parity problem with column pairs restricted to the rows R. 
Thus rank(y) = rank(YR,i?) < < , where is is the maximum number 
of pairs we can pick if we restrict to rows R. • 
Another formulation is a sparse matrix formulation given by Geelen and Iwata [25 . 
Let T be a matrix with size 2m x 2m, so that indeterminate U appears in T2i-i,2i 
and —ti appears in T"2i’2i_i for i G [1, m] while all other entries of T are zero. Also 
let M be an r X 2m matrix for the linear matroid parity problem. 
Theorem 2.10 (Geelen and Iwata [25]). Let 
( 0 M � 
where M = (&i|ci|62|c2|. •. \hm\cm)- Then 2i>M = rank(Z) — 2m. 
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Proof. We will use Theorem 2.9 to prove this theorem. Consider the matrix Z. 
Using T to eliminate M, we have 
— (mt-^MT O � 
Z = [ - T - ' M ^ hmj . 
So rank(Z) = rank(Z') = rank(MT-^M^) + 2m. To prove the theorem it suffices 
to show 
2VM = rank(Z) - 2m = rank(MT~^M^). 
Therefore it remains to show r a n k = rank(y) where V is the matrix 
/ \ 
formulation defined in Theorem 2.9, and the result "follows. Let Pi = bi q be 
\ 
( 0 t\ 
a 2r X 2 matrix, Qi = . Then 
\—U 0 y 
/Qr' O ... O \ (Pi\ 
1 T / � O Q 广 . . . • P2 
MT-'M^ = [P, P2 . . . . 
\ / • . . t • 
• • • 鲁 • 
V • O ••• Q-V \Pm) 
( p A 
={PlQl' P2Q2'…PmQ^l)尸2 
VrnJ 
= f > Q � i i f 
=基(“)(二r© • 







where xi — —1/ti. • 
2.2.4 Weighted Problems 
The algebraic approach can be extended to weight problems. The general idea is 
to introduce a variable y, and put the weight w to the exponent of y. Take the 
bipartite matching problem as an example, for an edge {ui,Vj) with weight Wij, 
put ti,jy叫、j in the (z, j ) -th entry to the matrix A. Then the determinant of A is 
in the form 
( n \ / n \ 
\i=l J \i=l / 
Thus the total weight of all edges in a perfect matching sums up in the exponent 
of y. And it suffices to compute det A and look at the highest degree of y in det A 
to determine the weight of a maximum weighted perfect matching. 
We now do the same for the weight version of linear matroid parity, where each 
column pair is assigned a weight. The matrix formulation is almost the same as 
the formulation for the unweighted case in Theorem 2.9. The only exception is 
that all indeterminates Xi are now replaced by 工ly叫. 
Theorem 2.11 (Camerini, Galbiati, Maffioli [9]). Let 
m 
i=l ‘ 
where the pairs {(6^, q)} compose M, xi and y are indeterminates. Then the 
degree of y in det Y* is twice the weight of a maximum weighted parity basis. 
Proof. Recall Equation 2.2.1 in the proof of Theorem 2.9. 
PfCO = d e t ( ^ g c j � . . . 
Parity Basis J 
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Thus for the weight formulation Y* we have 
p f 『 ） = Y ^ detfeM. . . (n .^) (n?/"�.�• 
Parity Basis J \jeJ / \jeJ / 
So the highest degree of y in pf (y*) gives the weight of a maximum weighted 
parity basis. Then the theorem follows from the fact pf(y*)^ 二 det(y"*). • 
2.3 Algebraic Tools 
To use matrix formulations in the previous section to design fast-algorithms, we 
need efficient ways to manipulate a matrix and also to compute its determinant 
and its rank. In this section we will introduce the algebraic tools that we will 
use. 
I 
2.3.1 Matrix Algorithms 
One of the most powerful tools we have in linear algebra is to compute product 
of two n X n matrices in O(n^) time where uj < 2.38 [14]. It is known that 
this implies we can compute LUP decomposition of an n x n matrix in 0(ji�) 
time [7, 29]. Thus for an n x n matrix M , all the of following can be computed 
in 0 ( n ” time: 
• The determinant of M 
• The rank of M , 
• The inverse of M 
• A maximum rank submatrix of M, which is a non-singular submatrix MR^C 
of M so that \R\ = \C\ = rank M. 
For multiplication between non-square matrices, one can divide each matrix to 
blocks of square matrix. Then we can apply fast matrix multiplication on these 
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square matrices to obtain the product of the original matrices. Similar technique 
can also be applied to other matrix operations as below. These will help us to 
design fast algorithms in later chapters. 
Theorem 2.12. Given an m x n matrix M where m>n, the rank and a maxi-
mum rank submatrix of M can be founded in time. 
Proof. Partition rows of M to m/n groups Ri,R2,…，Rm/n so that each group 
contains n rows. We will use row set R to keep the set of rows that span M. We 
begin with empty set R. For each RI we compute a maximum rank submatrix 
MS,T of the matrix M丑ui?i’*，and assign S to R. Then the final row set R is the 
rows that span M , and gives the rank of M. To see the time complexity of this 
algorithm, notice that we have the invariant \R\ < n because rank(M) < n. Thus 
MjujRi’* is an 0{n) x n matrix, by treating it as a square matrix its maximum 
rank submatrix can be computed time 0{n^) time. Hence the time complexity 
to find the rank of M is . m/n) = To find a maximum rank 
submatrix of M it suffices to a maximum rank submatrix of Mr，” which can be 
done in the same time above. • 
Theorem 2.13. Given a size n x n matrix M that has rank r < k, it can be 
written as M = UV^ where U and V are n x r matrix in time. 
Proof. First we show that a maximum rank submatrix of M can be founded in 
time. Then we will show that we can use the maximum rank submatrix 
to decompose M to UV'^. 
To find a maximum rank submatrix of M, we use a similar approach as in The-
orem 2.12. We partition rows of M to n/k groups Ri, ...，Rn/k so that 
each group contains k rows. Again we use R to keep the-set of rows that span 
M, beginning with R as an empty set. For each RI we compute a maximum 
rank submatrix MS�T of MR^R.^^ (size 0{k) x n) in time using Theo-
rem 2.12，then we assign S to R. After these we obtain a row set R that spans 
M where \R\ < k. Hence a maximum rank submatrix of MR’* is a maximum 
rank submatrix of M, and by Theorem 2.12 this can be computed in 
time. Finally the time taken to compute a maximum rank submatrix of M is 
0{jik^-�n/k) = 0(N2 广 2). 
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Now we use the maximum rank submatrix of MR,C to decompose M to UV'^. 
To do this it suffices to put U = M*’c which contains columns that span M, 
and it remains to express other columns of M as linear combinations of columns 
in U. This can be easily achieved by writing V =�Mr’�)—^Mr,” which takes 
. n/k) = 0(n广—1) to compute. •. 
2.3.2 Computing Matrix Inverse 
The inverse of a matrix plays a key role in designing fast algebraic algorithms. 
For example, a single entry of the inverse tells us whether a particular edge should 
be included in a perfect matching. Thus we need efficient ways to compute and 
update the inverse of a matrix. In this section we introduce three tools to help 
us to do so. 
Given a matrix M , considering its Schur complement gives us a way to compute 
its inverse. Let 
, , f A B ] 
M = ， 
…DJ, 
where A and D are square matrices. If A is nonsingular, then S = D — CA~^B 
is called the Schur complement of A. 
Theorem 2.14 (Schur's formula [71] (Theorem 1.1)). Let M and A,B,C,D be 
matrices as defined above. If A is non-singular then det (M) = det(A) x det(5). 
Furthermore if A and S are non-singular then 
… 1 [A-^-^A-^bs-^CA-^ 
j\a = • 
y - 5 - I C M - I 5 - 1 y . 
Proof. The Schur's formula can be derived by doing block Gaussian elimination. 
First we make the top-left corner to be identity by multiplying M by an elemen-
tary block matrix: 
Oi-i o\ FA BW I . 
V 0 V W D ) [C D ) • 
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Then we eliminate C by another elementary block matrix: 
f 1 0\ // _ (l A-^B \ 
�—C I八C B J ~ [o D - CA-^B^ . 
Therefore, 
/ / 0\ (A-I 0\ ( A B\ ( I A-^B \ 
V - C / 八 0 IJ y c D) [O D - CA-^Bj 
By taking determinant on both sides, we have det(A—i) . det(M) = det(Z)— 
CA-^B), which implies det(M) = det(A) x det(5). 
We now continue to transform M into the identity matrix. Since S = D — 
CA~'^B is non-singular, we can eliminate the bottom-right block by multiplying 
an elementary block matrix: 
( I 0 \ FL _ (L 
� 0 S-^j�o d = � 0 I ) . 
Finally we eliminate by multiplying another elementary block matrix: 
(I (i _ fl o\ 
lo / 八0 / y Vo V ' 
Therefore we have: 
- A - ' B \ ( I 0 \ / / o \ / a - 1 o \ ( A B\ 一 (L O\ 
VO i 八 。 [ - C / 八 0 I ) VC DJ = � 0 I ) . 
Multiplying the first four matrices gives us M—i as in the statement. • 
Suppose we have a matrix M and its inverse If we perform a small rank 
update on M, the following formula [70] shows how to update M - i efficiently. 
Theorem 2.15 (Sherman-Morrison-Woodbury [70]). Let M be an nxn matrix, 
U be an n X k matrix, and V be an nxk matrix. Suppose that M is non-singular. 
Then • 
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1. M + UV'^ is non-singular if and only if I is non-singular. 
2. // M + UVT is non-singular, then (M + UV^)-'^ = M—i - M~^U(J + 
Proof. The matrix M + UV'^ arises when we perform Gaussian elimination: 
(I o\ f I vA _ 11 v^ \ 
/ 八 - M J ~ yo M + UV^J ‘ 
and so the original matrix is non-singular if and only if M + UVT is non-singular. 
By doing Gaussian elimination in another way, we.obtain: 
^ / VA _ f l (l^-V^M-^U 0\ 
^-U MJ ~ [p I ) \ —U Mj 
Combining we have 
(1 0\ (I y ^ M - A f l + V^M-^U 0 \ _ f l V^ \ 
、[/ / 八 0 , 八 —U MJ - [o M + UV^) • (2.3.2) 
Taking determinant on both sides, we have 
det(J + V^M-'^U) • det(M) = det(M + UV^) 
As M is non-singular, det(M) + 0 and the first statement follows. To prove the 
second statement, we observe ( M + C/K^)"^ must appear in the bottom-right 
corner of the inverse of the right hand side of (2.3.2). Hence ( M + UV^) '^ is 
equal to the bottom-right corner of 
f l + V^M-'U 0 V ' f l ( I 0、一1 
( - a m ] (o . j U J (2.3.3) 
The product of the last two term of (2.3.3) is equal to 
I � I 八 I ” [ - 卜 I ) 
30 
The first term of (2.3.3) can be written as a product of elementary block matrices: 
(I + VTM-IU o V ' _ / I � ) + —1[/)一1 0 \ 
� -U M) - l^M-if/ / 八 0 
一 + 扩 I f / )—1 M - � 
Now is equal to the bottom-right corner of the product of the above 
two matrices, which is equal to 
-M-听 I + + M-\ • 
Alternatively, if we update Ms,s for small then Harvey [30] showed that 
the Sherman-Morrison-Woodbury formula can be used to compute the values in 
quickly for small |T|. 
Theorem 2.16 (Harvey [30]). Let M be a non-singular matrix and let N = 
M—1. Let M be a matrix which is identical to M except Ms,s + Ms,s and let 
A = M-M. 
1. M is non-singular if and only z/det(J + As,sNs,s) — 0. 
2. If M is non-singular then = N - N�s(J + 
〜 1 
3. Restricting M_丄 to a subset T, we have 
T,T = NT,T — NT,S{I + ^S,SNS,S)~''^S,SNS,T, 
which can be computed in 0{\T\^) time for \T\ > 
Proof. In this proof we shall make use of Theorem 2.15 by putting M = M+UV^. 
Let As,s = Ms,s — Ms,s- Then, we can substitute M, M, U and V as follows: 
5 S S S 
M 二 Ms�s Msrs\ ^^ sfMs,s • 
Ms;sJ • S\Ms^s M-s-s) 
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Then, with this construction and using Theorem 2.15, M is non-singular if and 
only if / + VTM-iU is non-singular. Using the definition of M'^ = N, U and 
V, we have 
I + V^M-^U = / + V^NU = 1 + VTN�s = / + As,sNs,s 
Therefore det( / + — 0, and we prove the first part of the theorem. 
The second part of the theorem also follows from Theorem 2.15, if M = M-\-UV'^ 
is non-singular, then 
M - i = ( M + C/y^)-^ 
= � 1 - + V'^M-^Uy^V'^M-^ 
= N - NU(I + V'^NUy'^V'^N 
The last part of the theorem follows from the second part. I + As,sNs,s has 
size l^l X l^l and its inverse can be computed in time. The remaining 
computations involve matrix with size no more than |r| x |r|, hence can be done 
inO(|T 丨卞 ime. • 
2.3.3 Matrix of Indeterminates 
All the matrix formulations we introduced involve indeterminates. However, it is 
hard to deal with such matrices. The approach to tackle this problem suggested 
by Lovasz [41] is to substitute these indeterminates with random values. In this 
section we analyze the probability that the rank of a matrix is altered by the 
substitution. • 
Let IF be a field, and let ¥ { x i , . . . , 2：^ ) be the field of rational function over F with 
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indeterminates { x i , x 2 , . . . , Xm}- A matrix with entries in F(a;i,...，Xm) is called 
a matrix of indeterminates. A matrix M of indeterminates is non-singular if and 
only if its determinant is not the zero function. To check if an n x n matrix M 
with indeterminates is non-singular, one can substitute each Xi with a random 
value in F and call the resulting matrix M', Schwartz-Zippel Lemma bounds the 
probability that M is non-singular but M' becomes singular. 
T h e o r e m 2.17 (Schwartz-Zippel Lemma [47]). Let P e F[a; i , . . . , be a non-
zero polynomial of degree d> 0 over a field F. Let S be a finite subset of¥ and 
let 7-1,7*2,..., be selected randomly from S. Then 
Pr[P(r i , r2 , . . . , rn ) = 0] < — . 
Proof. We will prove by induction on the number of variables. For the base case 
n = 1, P{x) is a degree d polynomial with at most d roots. So there are only d 
ways to pick r to make P{r) zero. Hence Pr[P{r) = 0] < |||. 
Now assume the theorem holds for all polynomials with n — 1 variables where 
n > 1. Now we group terms of P by its power of Xi, so we can write P as 
d 
尸(工1,…’ ^n) ~� :工1只 (2^2 ’…’工n) 
i=0 
where Pi is of degree at most d — i. If P ^ 0 then there exists i such that 
Piix2, •••,Xn)丰 0. Consider the largest such L Randomly pick r2, G S. By 
the induction hypothesis, Pr[Pi{r2, .•.’?-„) = 0] < ^ since Pi has degree d-i. If 
Pi{r2, 0, then P{xi,r2, ...，r„) is now of degree i with one variable. Hence 
Pr[P(ri ,r2, . . . ,r-„) = 7^0] < Finally, ‘ 
Pr [P(r i , 7-2,...,rn) = 0: 
= P r [ P ( r u 〜，『„) = 0|Pi(r'2, = 0] + Pr [P {ru 0\Pi{r2,…,O # 0] 
< Pr[Pi{r2,... ,rn) = 0] + Pr[P(r i , r 2 , r , ) = 0 | P i ( r 2 , r , ) + 0] 
^ d — i i d ‘ 




Since det (M) is a degree n polynomial, by the lemma, if M is non-singular then 
M' is singular with probability at most n/|F|. Hence, by setting q = rf for a 
large constant c, this gives a randomized algorithm with running time 0(rf) to 
test if M is non-singular with high probability. 
2.3.4 Mixed Skew-symmetric Matrix 
Given two skew-symmetric matrix Q and T, where entries in Q are values from 
a field F and entries in T are distinct indeterminates except = — t h e n 
the matrix A — Q + Tis called a mixed skew-symmetric matrix. In addition we 
require if Q i j is non-zero then Ti j is zero. Some of the matrix formulations we 
will use later in this thesis are mixed skew-symmetric matrix, so we discuss some 
of its properties here. 
Lemma 2.18. A mixed skew-symmetric matrix A = Q + T is nonsingular if and 
only if both Qjj and Ty-iy-i are nonsingular for some I CV. 
Proof. First we show pf (A) can be written as 
p f (A) 二 E 士 p f ( Q " ) . p i ( T v - i , v - i ) . (2.3.4) 
icv 
Recall that each term of the Pfaffian corresponds to a perfect matching. Then 
pf (A) corresponds to all perfect matchings that use some edges (entries) from Q 
and some edges from T. Now consider a vertex set / C F , p f ( Q / , / ) . pi{Tv-iy-i) 
corresponds to all perfect matching on F such that edges represented by Q (entries 
in Q) match all vertices in I and edges represented by T match all vertices in 
y - I. Summing over all possible / , all possible partitions of perfect matchings 
are considered. Thus we prove Equation 2.3.4. 
Using the equation, pf(7V—/’v一/) from different ICV cannot cancel each other 
because each contains a different set of indeterminates from T. Hence p f (A) ^ 0 “ 
if and only if both pf Qjj and pf Tv一i’v一i are non-zero, for some I. • 
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Lemma 2.19 ([51] (Theorem 7.3.22)). For a mixed skew-symmetric matrix A, 
we have 
rank(v4) = m^{rank(Q7,/) + rank(Ty_7,y_/)} 
Proof. Denote a maximum rank submatrix of A to be As,s- Now we apply 
Lemma 2.18 to As,s, there exists index set I so that 
rank(As’s) = rank(Q/’/) + rank(Ts_/，s_/). 
Hence 
rank (A) == rank(As’s) . 
=rank(Q/ , / ) + rank(Ts-/ ’�s-/) 
< rank(Q/,j) + rmk(Tv-i,v-i) < rank(A). 
So there exists an I such that 
rank(Q/,/) + mnk{Tv-i,v-i) = rank(A). 
• 
2.4 Algebraic Algorithms for Graph Matching 
In this section we briefly describe the history and the key ideas for algebraic 
algorithms for graph matchings. 
Recall the Tutte matrix T from Theorem 2.4. The rank of the n x n matrix 
gives the size of the maximum matching. This formulation does not have direct 
algorithmic implications because the rank of a matrix with indeterminates is 
hard to compute. To determine the size of a maximum matching, Lovasz [41 
first observed that by substituting indeterminates in T by random values, we 
have a good chance that the rank of T remains the same. This is because the 
determinant of T is a degree n polynomial, and thus we can apply the Schwartz-
Zippel Lemma. As a result, we have an time algorithm to determine the 
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size of the maximum matching. 
The question to ask next is whether we can construct a maximum matching in 
O(n^) time. The above algorithm implies a straightforward 0{m. n � ) 二 0(71 �+2) 
time algorithm to find a maximum matching. We try to match each edge, throw 
away adjacent edges and then check if the rank of T remains unchanged. If the 
rank does not drop then we should add such an edge in the maximum matching. 
In the next two section we will see the ideas used to develop an 0 (71” time 
algorithm for constructing a perfect matching. Notice that we can reduce the 
problem of finding a maximum matching to finding a perfect matching as follows. 
By computing k = rank(T) we have the size of the maximum matching, then 
we add n - 2k dummy vertices and dummy edges that connects these dummy 
vertices to all original vertices. And it is easy to see that a perfect matching in 
the new graph corresponds to a maximum matching in the original graph. 
2.4.1 Matching in (9(n州）time 
For the bipartite matching problem one can do better than by observing 
that {A-\j = Q ’ i / d e t ( A ) where Cj,i denotes the {j,i)-th cofactor of A. Also 
note that Cj�i = 士 which is non-zero if and only if there is a perfect 
matching after removing vertices Uj and vi. Therefore, to check whether Uj and 
Vi is contained in a perfect matching, we just need to check whether (A -^ )y 
is non-zero. So we can do one matrix inverse to identify all the edges which 
are contained in some perfect matching. By including one such edge into the 
matching, removing other edges that are adjacent to the matched edges, and then 
recompute the matrix inverse we get an 0 ( n . n � � t i m e algorithm to construct a 
perfect matching in bipartite graphs. ‘ 
Rabin and Vazirani [60] observed that one can do the same for general matching. 
The difference is that we need to compute det{Tv-{i,j}y-{i,j}) in order to deter-
mine whether there is a perfect matching after removing vertices Vi and Vj. Rabin 
and Vazirani showed that checking this condition is equivalent to check whether 
(T-i)i’j. + 0 and thus the information can be computed by doing one matrix in-' 
verse. We now follow Harvey's argument to prove Rabin-Vazirani's claim. First 
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we need the Jacobi Theorem [33 . 
Lemma 2.20 (Jacobi Theorem ([33] page 21)). Let M be a non-singular matrix. 
For any equal-sized sets /，J C V, 
det(M/ , j ) = 土 d e t ( M ) . det . 
Proof. Since permuting rows and columns of matrix only changes the sign of its 
determinants, we assume M / , j is at the bottom-right corner. Let 
[A B\ � � 1 (A* B*\ 
M = and M = . 
Notice that 
/A B\ (A* O\ = (I B� 
�C DJ ‘ L^C* /广…NJ-
Therefore we have d e t ( M ) . det(A*) = det(D). Substitute A* = M ' W - j y - i and 
D = Mi’j. Then the lemma follows. • 
By the theorem we have 
det{Tv-{i,j},v-{i,j}) 二 士 det(T) • det ((T—i)仏外仏力) 
= 土 d e t ( T ) . ( ( T - i k 力 2, 
where the last equality follows from the fact that the inverse of a skew-symmetric 
matrix is also skew-symmetric (Theorem 2.5). Hence the edge (vj, Vj) is contained 
in a perfect matching if and only if + 0. • 
2.4.2 Matching in O(n^) time 
To obtain a O(n^) algorithm, observe that each time when we decide to match 
an edge, we remove all the adjacent edges, which only affect two rows and two 
columns of T. This is a rank two update to T . Using Woodbury's formula 
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(Theorem 2.15), after a rank two update to T , we can update T—i in 0{n'^) time 
instead of recomputing it from scratch. Since we will match n edges, and each 
time after an edge is matched we spend 0(71^) time to update the inverse. Then 
the inverse allows us to decide if an edge should be matched in 0 ( 1 ) time. Thus 
it takes O(n^) time overall. 
2.4.3 Matching in O(n^) time 
We see that to decide if an edge should be included into a matching, it suffices 
to look at an entry in the inverse. So instead of recomputing the whole matrix 
inverse as in Rabin-Vazirani, we can only compute the inverse .entries required 
in the future few steps. Mucha and Sankowski [48] were the first to make this 
observation and gave an algorithm to construct a maximum matching in 0 ( n � 
time. But their approach is quite complicated. We will follow Harvey's [30 
approach instead, which is mainly based on Woodbury's formula, which says 
that after a low-rank update the inverse can be updated quickly. 
The approach here is to remove all redundant edges so that the remaining edges 
form a perfect matching. We remove an edge, and then check if the Tutte matrix 
remains full rank. Notice that removing an edge only changes two entries in the 
matrix. Harvey derived Theorem 2.16 from Woodbury's formula, which allows 
us to determine if an edge is removable quickly, and also to recompute portion of 
the inverse quickly after modifying a small number of entries. 
Here we describe the algorithm in depth since our algorithms on graphs later in 
Chapter 3 are based on this matching algorithm. Define function REMOVE([/, W) 
to remove all redundant edges between vertex set U and so that the remaining 
edges belong to a perfect matching. To achieve this, we divide U into two halves 
Ui and U 2 � a n d also divide into two halves and W2. So we can solve 
REMOVE([/, W) by solving four subproblems REUOVE{UI,WJ) for E { 1 , 2 } . 
After involving REMOVE([/I, Wi ) , the removability of other edges is affected. Let 
S = UUW. To prepare for the next subproblem REMOVE(C/I,W2), we update 
(T-^)s,s using Theorem 2.16, which takes After REMOVE([/I, 1^2)，we 
update and proceed to REMOVE([/2, "W i^), and so on. For the base case 
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where = 二 1, we have only one edge to examine, and the removability of 
the edge can be determined by looking at one entry in the inverse. To remove all 
redundant edges in G 二（^ 丑）we can simply start with REMOVE(y,y). Now 
we analyze the running time of this algorithm, let / ( n ) be the time needed by 
REMOVE([/, W) where N 二 |[/| = Then we have the recurrence relation 
/ ( n ) = 4 . / ( n / 2 ) + 0 ( n - ) . 
Thus by the master theorem [15] this algorithm takes (9(n…time. 
2.4.4 Weighted Algorithms 
The basic idea for the weighted algorithms is to add a variable x and store the 
weight of an edge on the degree of x, i.e. put UjX'^ '^  in the Tutte matrix if there 
is an edge between vertices i and j. Now the determinant of the matrix is a poly-
nomial in X, and its maximum degree is twice the weight of a maximum weighted 
perfect matching. If we use Gaussian elimination to compute the determinant, 
the intermediate degree in the entries may go up exponentially. Another approach 
is to interpolate the determinant by substituting x with different values. Let W 
be the maximum weight of an edge. Since the degree of the determinant is at 
most nW, we have to evaluate the determinant nW times. Storjohann showed a 
way to compute this much more efficiently. 
Theorem 2.21 (Storjohann [65]). Let A e Ffa;]"'^" be a polynomial matrix of 
degree d and b G be a polynomial vector of the same degree, then 
• determinant of A, 
• rational system solution 
can be computed in 6(dn^) operations in F with high probability. 
Storjohann's result immediately implies a d {Wn^) time algorithm to compute 
the weight of an optimal matching. Sankowski [61] showed how to construct 
an optimal bipartite matching in the same time. Later Harvey [28] generalized 
39 
this to linear matroid intersection in almost the same time. Their algorithms 
are based on clever ways to use Storjohann's result to compute optimal dual 
solutions. To compute the optimal dual solutions, they compute the weights of 
many problems at the same time, and an important technical detail is that they 
manage to retrieve all the information in one column of the inverse matrix, as 
Storjohann's result does not allow us to compute the whole inverse in the same 
amount of time (in fact it is impossible as pointed out by Sankowski [61]). It is 
still not known how to generalize these results to construct a maximum weighted 
matching in a general graph. 
2.4.5 Parallel Algorithms 
The algebraic approach also allows us to obtain parallel algorithms for combina-
torial optimization problems. Although it is known how to compute the determi-
nant and the inverse of a matrix in parallel [37], an issue in parallel computing is 
how to coordinate all the computers to search for the same maximum matching. 
Mulmuley, Vazirani and Vazirani [50] proved an Isolating Lemma to get around 
this problem. 
Theorem 2.22 ([50]). Given a set system with n elements, if each element is 
assigned a uniformly random weight from [l,2n], then the probability of having a 
unique minimum weighted set is at least 1/2. 
To solve the minimum weighted perfect matching problem in bipartite graphs, 
we first assign a uniform random weight from [1,2m] to each edge. And in 
the matrix they put 2 购 i n the ij-th entry. By the Isolating Lemma we have 
a unique minimum weighted matching with probability at least one half. And 
the minimum weight w is now the largest number for which divides det A. 
Let Aij be the matrix obtained by removing z-th row and j-th column of A. 
To let each parallel process to determine if an edge belongs to the minimum 
weight matching, Mulmuley et al. showed that an edge UiVj belongs to the unique 
minimum weighted perfect matching if and only if (det Aij . 2 叫 i s odd. To 
see this first notice that det Aij • 2购 i s the sum of the terms for matchings that use" 
the edge (ui,Vj). If {ui.Vj) is in the minimum matching, all other permutations 
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have value zero or a higher power of two, and thus that term is odd. Otherwise, 
all permutations have value zero or a power of two higher than 2切 and thus that 
term is even. 
To adapt this method to the weighted problem one just need to assign the weight 
2mnwe + Te to each edge where fg is from [1,2m . 
2.5 Algebraic Algorithms for Graph Connectiv-
ity 
The edge connectivity from vertex s to vertex t is defined as the size of a minimum 
s-t cut, or equivalently the maximum number of edge disjoint paths from s to 
t. In this section we review some algebraic algorithms for the edge connectivity 
problem. We will focus on simple directed graphs. 
We begin with some notation and definitions for graphs. In a directed graph 
G = (V, E), an edge e = (u, v) is directed from u to v, and we say that u is the 
tail of e and v is the head of e. For any vertex v eV.we define d'^'iv) = {uv | uv G 
E} as the set of incoming edges of v and d仇�”)=…)|; similarly we define 
妒ut ( 幻 ) = \ v w e E} as the set of outgoing edges of v and d—(v) = | 妒侦(…. 
For a subset S C V, we define = {uv j u ^ S,v G S,uv G E} and 
必 n � = . 
2.5.1 Previous Approach 
The previously known way to solve s-t edge connectivity algebraically is as follows. 
First reduce the edge connectivity problem to a vertex connectivity problem by 
constructing the directed line graph L{G) = (VL, EL)- Add a supersource s' in 
L{G), and add edges from s' to vertices in L{G) that represent edges incident from 
s. Also add edges from vertices that represent edges going to t, to a supersink t'. 
Now the s'-t' vertex connectivity in L{G) is equal to the s-t edge connectivity in 
G. • 
Next we reduce vertex connectivity to bipartite matching. First let S be the set 
41 
of vertices that have incoming edges from s', and let T be the set of vertices 
that have outgoing edges to t'. Here we assume there is no intersection between 
S and T, otherwise we can safely remove each of these vertices and this will 
decrease the vertex connectivity exactly by one. We construct the bipartite graph 
G' = ([/', V", E') as follows. Split each vertex v in L{G) to two vertices Vout and 
Vin, and place them in U' and V' respectively. For each vertex v of L{G) that is 
not in either S or T, add an edge {vout^Vin). For each edge {u,v) from Vl-T 
to V l - S in L{G), add an edge {uouuVin). Using only the edges of the form 
{vouu Vin), there is a bipartite matching of size 丨V^ —丨5^丨—|T|. Observe that each 
vertex disjoint path from s' to i! increases the size of this bipartite matching in G' 
by one. Thus there are k vertex disjoint s'-t' paths in L{G) if and only if there is 
a bipartite matching of size —丨丨-\T\ + k in G'. Since L{G) has m vertices 
and solving the bipartite matching problem on an m vertex graph takes 0[m�) 
time using algebraic algorithms, we have an 0{m'^) time algorithm for computing 
the s-t edge connectivity. 
2.5.2 Matrix Formulation Using Network Coding 
Here we present a recent result [12] that formulates edge connectivities alge-
braically using the ideas developed in network coding. 
Given a directed graph G = (V, E) and a specified source vertex s, we are 
interested in computing the edge connectivities from s to other vertices. Let 
E = { e i ’ e 2 , . . .， e „ J ， d = (s) and (s) = { e i , . . . , e d } . Also let F be a 
finite field. For each edge e e E,we associate a global encoding vector fe e F" of 
dimension d where each entry is in F. We say a pair of edges e' and e are adjacent 
if the head of e' is the same as the tail of e, i.e. e' = (w, v) and e = .{v, w) for some 
V e V. For each pair of adjacent edges e' and e, we associate a local encoding 
coefficient ke�e ^ Given the local encoding coefficients for all pairs of adjacent 
edges in G, we say that the global encoding vectors are a network coding solution 
if the following two sets of equations are satisfied: 
1. For each edge e^  G 卯*(s)’ we have /e- = I^e'eJ叫s) . f e ' + 目,where e/ 
is the z-th vector in the standard basis. . 
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2. For each edge e = (iS w) with v ^ s,we have fe = . /e'. 
Theorem 2.23 ([12]). If we choose each local encoding coefficient independently 
and uniformly at random from a field W, then with probability at least l-0{m^/\¥\): 
1. There is a unique network coding solution for the global encoding vectors fe. 
2. For t eV - s, let = {ai，...，a!}, the edge connectivity from s to t is 
equal to the rank of the matrix (/ail/asi.. • l/aj). 
/-[i] 
X [01 10,"::���2 [2] 
\ 「 0 ] / /4 二 7 . A + 4 . / 6 
h= 0 .J^] k = 2-h 
而二 U J /6 = 2 . / 7 + 1 . / 8 
/ /7 = 2 . / 4 + 1 0 . / 2 + 5 . / 5 
/8 = l . / 3 
Figure 2.2: In this example three independent vectors / i , and /s are sent from 
the source s. Other vectors are a linear combination of the incoming vectors, 
according to the random coefficients on the dotted lines. All operations are done 
in the field of size 11. To compute the edge connectivity from s to for instance, 
we compute the rank of ( / 2 I / 4 I / 5 ) which is 3 in this example. 
See Figure 2.2 for an example of the theorem,.and we will now prove it. First we 
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rewrite the requirements of a network coding solution in a matrix form. 
/ \ / \ / \ / \ 
..• fej . . . = . . . fej •.. + 苟 . . . & 5 . . . 0 
\ / \ / \ ^e^.e, / V ) 
Let F be the d X m matrix (JeJ . . . l / e j . Let K be the m x m matrix where 
K i j = k明 when e^  and e � a r e adjacent edges, and 0 otherwise. Let Hg be the 
dxm matrix . . . |&|3丨5丨…|5) where 0 denotes the all zero vector of dimension 
d. Then the network coding equations are equal to the following matrix equation: 
F = F K + Hs. (2.5.5) 
To prove the first part of Theorem 2.23, we will prove in the following lemma 
that ( / — K) is non-singular with high probability. Then the above equation can 
be rewritten as F = which implies that the global encoding vectors 
are uniquely determined. 
Lemma 2.24 ([12]). Given the conditions in Theorem 2.23，the matrix (/ - K) 
is non-singular with probability at least 1 — 0(m/\¥\). 
Proof. Since the diagonal entries of K are zero, the diagonal entries oi I - K 
are all one. By treating each entry of K as an indeterminate it follows that 
det(/ - K) = l+p{--' , Ki,j, •••) where p ( . . . ’ K�j,...) is a polynomial of the 
indeterminates with total degree at most m. Note that det( / — K) is not a zero 
polynomial since there is a constant term. Hence, by the Schwartz-Zippel Lemma, 
if each Ki，j is a random element in F, then det (J - K) = 0 with probability at 
most 0(m/|F|), proving the lemma. • 
After we obtained the global encoding vectors, we would like to show that the 
edge connectivities can be determined from the ranks of these vectors. Consider 
a vertex t e V - s. Let = { a i , . . . ,ai} and let Mt be the d x / matrix 
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( /ail /asi. . . l/aj). Let the edge connectivity from s to t be 入召’亡.We prove in the 
following lemma that rank(Mt) = Xs,t with high probability. 
Lemma 2.25 ([12]). Given the conditions of Theorem 2.23, we have rank(Mt)= 
Xg t with probability at least 1 — 0(m^/|IF|). 
Proof. First we prove that rank(Mt) < Xs,t with high probability. The plan is 
to show that the global encoding vector on each incoming edge of i is a linear 
combination of the global encoding vectors in a minimum s-t cut with high prob-
ability. Consider a minimum s-t cut where T CV with s ^ T and t G T 
and di几(T) = As’t. Let E' = {e；,..., e'^,} be the set of edges in E with their 
heads in T. Let 入=A,,^ and assume 二 {e '” •.. y j . See Figure 2.3a for 
an illustration. Let F' be the dxm' matrix {fe> |... |/e' ,). Let K' be the m' x m' 
丄 m' 
submatrix of K restricted to the edges in E'. Let H' be the d x m' matrix 
(/e'll . . . |/eJO|... |0). Then, by the network coding requirements, the matrices 
satisfy the equation 
F' 二 F'K' + H'. 
By the same argument as in Lemma 2.24, the matrix {I - K') is nonsingular with 
probability at least 1 — 0{m/\¥\). So the above matrix equation can be rewritten 
as F' = H'{I - K'y^. This implies that every global encoding vector in F' is 
a linear combination of the global encoding vectors in H', which are the global 
encoding vectors in the cut 5切(T). Therefore the rank(Mt) < d细(T) = A .^t-
Now we prove that rank (Mi) > \s,t with high probability. The plan is to show 
that there is a A x 入 submatrix Mj. of Mt such that det(Mt) is a non-zero poly-
nomial of the local encoding coefficients with small total degree. First we use the 
edge disjoint paths from s to t to define M[. Let A = \s,t and P i , . . . ,PA be a 
set of A edge disjoint paths from s to t. Set /Ce'’e = 1 for every pair of adjacent 
edges e'，e e Pi for every i, and set all other local encoding coefficients to be zero. 
See Figure 2.3b for an illustration. Then each path sends a distinct unit vector 
of the standard basis to t, and thus Mt contains a 入 x A identity matrix as a 
submatrix. Call this A x 入 submatrix M[. Next we show that the det{Mj.) is 
a non-zero polynomial of the local encoding coefficients with small total degree. 
Recall that F == H[I — By considering.the adjoint matrix of J — K, each 
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M /e� 1 / V . J 
\ (D T A 月 
(a) Upper bound by min-cut. (b) Lower bound by paths. 
Figure 2.3: Rank of vectors received related to connectivity. 
entry of ( / - is a polynomial of the local encoding coefficients with total 
degree m divided by det ( / - K), and thus the same is true for each entry of F. 
Hence det(MQ is a degree Am polynomial of the local encoding coefficients divided 
by (det( / - K))^. By using the edge disjoint paths Pi,...，PA, we have shown 
that there is a choice of the local encoding coefficients so that r a n k ( M j ) =入 . 
Thus det(Mj) is a non-zero polynomial of the local encoding coefficients. Con-
ditioned on the event 
that det ( / — K) is nonzero, the probability that det(M；) 
is nonzero is at most 0(Xm/\¥\) < 0{m?/\¥\) by the Schwartz-Zippel lemma. 
This implies that M[ is a full rank submatrix with high probability, and thus 
rank(Mt) > rank{M[) = A. We conclude that rank(Mt) = Xs,t with probability 
at least l - 0 ( m V | ] F | ) . • 
Thus the probability that rank(Mf) + 入s，t for some t e V - s is a,t most n • 
0(m^/|F|) < 0{m^/\¥\) by union bound on t, and this proves the second part 
of Theorem 2.23. Therefore, we only need to pick a large enough field F so that 
F| = to guarantee a high probability result. 
Now we show that the matrix (I — actually contains the information of 
connectivities between all vertices. 
Theorem 2.26 ([12]). The rank of the submatrix (/ - �’5in� gives the 
s-t edge connectivity. . 
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Proof. To solve F 二 FJ^ + Hs, we compute {I - K)-'^ and get F = Hs(J -
K ) - \ In our setup, Hs is a cT乂s) x m matrix with a d^^'^s) x dr\s� i dent i ty 
matrix in the columns corresponding to ( 5 卯 S o F is just equal to ( ( / -
up to permuting rows. To compute the edge connectivity from s to 
t, by Theorem 2.23 we compute the rank of F*’5in� and this is just equal to the 
rank of ((I — i^)_i)<5°"*(s)’5i»Ht). 口 
Since I - K is an m x m matrices, its inverse can be computed in 0(m'^) 
time. Given vertices s and t, computing the rank of ( ( / — ^ ^广”古。"�’5in(t) takes 
time. So the total time to compute the ranks of the required 
submatrices for all s and t is 
= = 0 (770 . 
sev tev sgv 
Thus the total time to compute edge connectivities between all s and t is 
time. In Chapter 4 we will show that ( / — K ) ' ^ can be computed more efficiently 
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Chapter 3 
Linear Matroid Parity 
The results presented in this chapter are based on joint work with Lap Chi Lau 
and Kai Man Leung [11 . 
3.1 Introduction 
The graph matching problem and the matroid intersection problem are two 
fundamental polynomial-time solvable problems in combinatorial optimization. 
Several efforts have been made to obtain an elegant common generalization of 
these two problems, e.g. the matroid parity problem by Lawler [39] (equivalent 
to the matchoid problem by Edmonds [34] and the matroid matching problem 
by Lovasz [42])，the optimal path-matching problem by Cunningham and Gee-
len [16], and the membership problem for jump system by Bouchet and Cunning-
ham [5, 43 . • 
So far the matroid parity problem is the most-studied and the most fruitful prob-
lem among these generalizations. Although it is shown to be intractable in the 
oracle model [35] and is NP-hard for matroids with compact representations [42], 
Lovasz [42] proved an exact min-max formula and obtained a polynomial time 
algorithm for the linear matroid parity problem. . 
This provides a polynomial-time solvable common generalization of the graph 
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matching problem and the linear matroid intersection problem. Moreover, the 
linear matroid parity problem has many applications of its own in various ar-
eas, including the path packing problem [46, 63] in combinatorial optimization, 
the minimum pinning set problem [42’ 36] in combinatorial rigidity, the maxi-
mum genus imbedding problem [20] in topological graph theory, the graphic ma-
troid parity problem [42, 22] used in approximating minimum Steiner tree [59, 3 
and approximating maximum planar subgraph [8], and the unique solution prob-
lem [44] in electric circuit. 
Given its generality and applicability, it is thus of interest to obtain fast algo-
rithms for the linear matroid parity problem. In this paper we will present faster 
and simpler algorithms for the linear matroid parity problem, and also improved 
algorithms for specific graph problems of interest. The algorithms are based on 
the algebraic algorithmic framework developed by Mucha and Sankowski [48], 
Harvey [30, 28], and Sankowski [61:. 
3.1.1 Problem Formulation and Previous Work 
The linear matroid parity problem can be formulated as follows without using 
terminology from matroid theory: given an r x 2m matrix whose columns are 
partitioned into m pairs, find a maximum cardinality collection of pairs so that 
the union of the columns of these pairs are linearly independent. For instance, 
to formulate the graph matching problem as a linear matroid parity problem, we 
construct an n x 2m matrix where the rows are indexed by the vertices and the 
pairs are indexed by the edges, where an edge ij is represented by two columns 
where one column has an 1 in the 2-th entry and 0 otherwise and the other column 
has an 1 in the j-th entry and 0 otherwise. “ 
There are several deterministic combinatorial algorithms for the linear matroid 
parity problem. The first polynomial time algorithm is obtained by Lovasz with 
a running time of which can be implemented to run in time [42, 
44]. The fastest known algorithm is an augmenting path algorithm obtained by 
Gabow and Stallmann [23] with running time 0{mr^) [63], where u ^ 2.376 
is the exponent on the running time of the fastest known matrix multiplication 
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algorithm [14]. Orlin and Vande Vate [55] presented an algorithm with running 
time 0(爪产+1) [63] by reducing it to a sequence of matroid intersection problems. 
Recently Orlin [54] presented a simpler algorithm with running time O(mr^). 
While these algorithms are all deterministic and reveal substantial structural 
insights into the problem, even the simplest algorithm by Orlin is quite complex 
and probably too difficult to implement in practice. 
On the other hand, Lovasz [41] proposed an algebraic approach to the linear 
matroid parity problem. First, he constructed an appropriate matrix with inde-
terminates (variables) where the matrix is of full rank if and only if there are r /2 
linearly independent pairs (see Section 2.9). Then he showed that determining 
whether the matrix is of full rank can be done efficiently with high probabil-
ity, by substituting the variables with independent random values from a large 
enough field, and then computing the determinant of the resulting matrix [41 • 
This approach can be easily modified to determine the optimal value of the linear 
matroid parity problem in one matrix multiplication time, and one can also con-
struct a solution in m matrix multiplications time. Note that this already gives 
a randomized 0(mr'^)-time algorithm for the linear matroid parity problem, and 
this algebraic approach also leads to an efficient parallel algorithm for the linear 
matroid parity problem [52 . 
In a recent line of research an elegant algorithmic framework has been developed 
for this algebraic approach. Mucha and Sankowski [48] showed how to use Gaus-
sian eliminations to construct a maximum matching in one matrix multiplication 
time, leading to an time algorithm for the graph matching problem where 
n is the number of vertices. Harvey [30] used a divide-and-conquer method to 
obtain an algebraic algorithm for the linear matroid intersection problem with 
running time where m is the number of columns, and a simple • ( n � ) 
time algorithm for the graph matching problem. Furthermore, Sankowski [61] and 
Harvey [28] extended the algebraic approach to obtain faster pseudo-polynomial 
algorithms for the weighted bipartite matching problem and the weighted linear 
matroid intersection problem. 
Besides matching and linear matroid intersection, other special cases of the lin-
ear matroid parity problem have also been studied. One special case of interest 
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is the graphic matroid parity problem [22, 24, 66, 67], which has applications 
in designing approximation algorithms [8, 59, 3). For this problem the fastest 
known algorithm is by Gabow and Stallmann [22] which runs in 0{mn Ig® n) 
time. Another special problem of considerable interest is Mader's <S-path packing 
problem [46，42, 64, 13，56, 57’ 58, 2] which is a generalization of the graph match-
ing problem and the s-t vertex disjoint path problem. Lovasz [42] showed that 
this problem can be reduced to the linear matroid parity problem. Chudnovsky, 
Cunningham and Geelen [13] obtained an 0(n^) time direct combinatorial algo-
rithm for the problem, and Pap [58, 57] obtained a simpler direct combinatorial 
algorithm for the problem and also for the more general capacitated setting. 
3.1.2 Our Results 
We obtain fast and simple algebraic algorithms for the linear matroid parity 
problem and also for some specific graph problems of interest. All algorithms are 
best possible in the sense that either they match the running time in well-known 
special cases or they are optimal in terms of some parameters. 
Linear Matroid Parity 
There are two algebraic formulations for the linear matroid parity problem, one 
is a "compact" formulation by Lovasz in Theorem 2.9 and another is a "sparse" 
formulation by Geelen and Iwata in Theorem 2.10. Using the compact formu-
lation and the Sherman-Morrison-Woodbury formula, we present a very simple 
algorithm for the linear matroid parity problem. 
Theorem 3.1. There is an 0{mr'^)-time randomized algorithm for the linear 
matroid parity problem. 
One feature of this algorithm is that it does not use fast matrix multiplication 
and is very easy to be implemented in practice. Note that it is already faster than 
the Gabow-Stallmann 0(jnr�)time algorithm, and actually if fast matrix multi-
plication is not used then the best known algorithms run in O(mr^) time [23, 54]: 
Using the divide-and-conquer method of Harvey [30] .on the sparse formulation 
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and fast matrix multiplications, we can improve the running time further to match 
the running time of the linear matroid intersection problem, answering a question 
of Harvey [30]. 
Theorem 3.2. There is an 0{mr^~'^)-time randomized algorithm for the linear 
matroid parity problem. 
It is still open whether there is a polynomial time algorithm for the weighted linear 
matroid parity problem, and even a deterministic PTAS is not known yet [40 . 
We present a faster pseudo-polynomial randomized algorithm for the weighted 
matroid parity problem, which also implies a faster randomized FPTAS for the 
weighted linear matroid parity problem using standard scaling technique [59 • 
Graph Algorithms 
For graph problems that can be reduced to the linear matroid parity problem, we 
show that the additional structure can be exploited in the compact formulation 
to obtain faster algorithms than that follow from Theorem 3.2. We illustrate this 
with some well-known problems. 
Mader's Disjoint <S-Path In this problem we are given an undirected graph 
G = {V, E) and is a collection of disjoint subsets of V. The goal is to find 
a maximum collection of vertex disjoint <S-paths, where an <5-path is a path 
that connects two different sets in S and has no internal vertex in S. This 
problem generalizes the graph matching problem and the vertex disjoint s-t path 
problem, and is of considerable interest [46, 42, 64, 13, 56, 57, 58, 2]. Obtaining 
a direct combinatorial algorithm is quite nontrivial [13, 58]. The best known 
running time is still the 0{mn^)-time bound implied by the Gabow-Stallmann 
algorithm, where m is the number of edges and n is the number of vertices. 
The algorithm in Theorem 3.2 implies an 0(mn^~^)-time algorithm. By using 
the compact formulation, we further improve the running time to match the 
algebraic algorithms for the graph matching problem. The algorithm would be 
quite simple if fast matrix multiplication is not used, and its running time would 
be 6{n^) which is still faster than the existing algorithms. 
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Theorem 3.3. There is an 0{n⑴）-time randomized algorithm for Mader's S-path 
problem. 
Graphic Matroid Parity In this problem we are given an undirected graph 
and some edge pairs, and the problem is to find a maximum collection of edge 
pairs such that the union of these edges forms a forest. One special case of 
interest [44, 66] is when each pair has a common vertex (i.e. {ij, ik} for some 
vertex i). This has applications in approximating minimum Steiner tree [59, 3 
and approximating maximum planar subgraph [8]. In the general problem the 
input could have up to edge pairs where n is the number of vertices, and 
in the special problem the number of edge pairs could be Q(n^). The following 
algorithms achieve optimal running time in terms of n for both problems. 
Theorem 3.4. There is an 0{n'^)-time randomized algorithm for the graphic 
matroid parity problem, and an 0{n^)-time randomized algorithm when each edge 
pair has a common vertex. 
The fastest algorithm on graphic matroid parity is obtained by Gabow and Stall-
mann [22] with running time 0(mn Ig® n) where m is the number of edge pairs, 
and so our algorithm is faster if there are edge pairs in the general problem 
and if there are edge pairs in the special problem. We remark that the 
same statement holds even if we use a cubic algorithm for matrix multiplication, 
and the resulting algorithm is much simpler than that of Gabow and Stallmann. 
Colorful Spanning Tree In this problem we are given an undirected multi-
graph G = {V, E) where each edge has one color, and the objective is to determine 
whether there is a spanning tree in which every edge has a distinct color. This 
is a generalization of the arborescence problem and the connected detachment 
problem [53, 63], and is a special case of the linear matroid intersection prob-
lem. Note that the input graph could have Vt{in?) edges where n is the number 
of vertices, since each pair of vertices could have r2(n) edges in between, each of 
which has a distinct colors. So the following algorithm has optimal running time 
in terms of n. 
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Theorem 3.5. There is an 0{n^)-time randomized algorithm for the colorful 
spanning tree problem. 
3.1.3 Techniques 
Our results show that both the algebraic algorithms for graph matching and linear 
matroid intersection can be generalized to linear matroid parity. The 
time algorithm for linear matroid parity is a straightforward generalization of 
Harvey's linear matroid intersection algorithm, and the algorithm for weighted 
linear matroid parity follows from the techniques used by Sankowski [61]. The 
main new technical contribution is the use of the compact formulation to design 
new algebraic algorithms. For graph problems, the basic observation is that the 
column vectors have at most a constant number of nonzeros, and this allows 
us to extend Harvey's matching algorithm to obtain faster algorithms using the 
compact formulation. The O(n^) algorithm for the «S-path problem is based on a 
good matrix formulation of the problem, while the 0{n^) algorithms for graphic 
matroid parity and colorful spanning tree are based on different recursions used in 
the divide-and-conquer method. We remark that this approach on the compact 
formulation implies some new results for linear matroid intersection problems 
as well, e.g. colorful spanning tree, graphic matroid intersection, simple O(mr^) 
algorithm. 
While linear matroid parity and Mader's disjoint (S-path are challenging gener-
alizations for the design of combinatorial algorithms, our results show that the 
algebraic algorithmic framework can be adapted nicely to give faster and sim-
pler algorithms in more general settings. Our algorithms are still faster than the 
existing algorithms even if fast matrix multiplications are not used, and these 
simpler algorithms could be implemented easily in practice using MATLAB (see 
e.g. [29]). 
Organization In Section 3.3, we will give the proof of Theorem 3.1. Then we 
will present graph algorithms for Mader's Disjoint <S-path problem, the graphic 
matroid parity problem and the colorful spanning tree problem in Section 3.4. 
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The results on weighted linear matroid parity will be presented in Section 3.5, 
and the proof of Theorem 3.2 will be presented in Section 3.6. 
3.2 Preliminaries 
When a set of integers S are partitioned into k subsets, the set S is partitioned 
into k equal size subsets Si, S2 ,…Sk. In addition, 5i contains the smallest \S\/k 
elements of 5, S2 contains the next \S\/k smallest elements of 5, and Sk contains 
the largest \S\/k elements of S. 
We assume the number of pairs m and the number of rows r in the linear matroid 
parity problem will be powers of two. This assumption can be easily satisfied by 
adding redundant pairs and rows. 
3.3 A Simple Algebraic Algorithm for Linear 
Matroid Parity 
In this section we will present a matrix formulation and a simple O(mr^) time 
algorithm for the linear matroid parity problem. 
Given an r x 2m matrix M where the columns are partitioned into m pairs 
{ {hy c i } , . . . , {bm, Cm}}, the linear matroid parity problem is to find a maximum 
collection of pairs J C [m] so that the vectors in Uieji^i? ^i} are linearly inde-
pendent. We use "M to denote the optimal value, and call an optimal solution 
a parity basis if VM = r /2 . We also call a set parity set if every column pair is 
either contained in it or disjoint from it. 
3.3.1 An 0(mr2) Algorithm 
In this subsection we present a very simple 0(mr^)-time algorithm for the linear 
matroid parity problem. Here we consider the case where we find a parity basis 
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if one exists or report that no parity basis exists. We will show how to reduce 
the general problem to this case in Section 3.7. 
A pseudocode of the algorithm is presented in Algorithm 3.1. First we construct 
the matrix Y with indeterminates using the compact formulation in Theorem 2.9. 
Theorem 2.9. Given m column pairs {(6I,Ci)} for 1 < i < m and bi,Ci G 
Let 
m 
Y = ^Xi{biACi), 
1=1 
where Xi are indeterminates. Then 2I/m = rank(y). 
By Theorem 2.9 we have vm = r /2 if and only if Y is of full rank. As stated 
in Section 3.2, we can test whether Y is of full rank in O(r^) time with high 
probability, by substituting the indeterminates with random values and then 
checking whether the resulting matrix has nonzero determinant. If Y is not of 
full rank, then we report that no parity basis exists, otherwise we construct the 
matrix 广 i in 0{r^) time. 
Then, for each column pair (bi, Cj), the algorithm checks whether this pair can be 
removed while keeping the resulting matrix full rank. If so this pair is removed 
from the problem since there is still an optimal solution surviving, otherwise this 
pair is kept since it is in every parity basis with high probability. In the end the 
algorithm returns the pairs that were not removed. 
Next we show how to check whether a pair can be removed efficiently. First we 
recall Theorem 2.15. 
Theorem 2.15 (Sherman-Morrison-Woodbury). Let M. be an n x n matrix, U 
be an n X k matrix, and V be ann x k matrix. Suppose that M is non-singular. 
Then 
1. M + UV'^ is non-singular if and only if I + is non-singular. 
2. If M + UVT is non-singular, then (M + UV^)-^ = M—丄—M-^U{I + 
V^M-^UyV^M-K 
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Removing the z-th column pair from M is equivalent to assign Xi to zero. Let Y' 
be the new matrix with Xi = 0, then 
Y = XiibicJ - dbj) =Y-Xi (bi CI) (A -B^Y 
Observe that this is just a rank-2 update. By setting U = XI (BI Q ) and F = 
(-Q bi) and using Theorem 2.15(1), is of full rank if and only if / + V^Y-^U 
is of full rank. Since both U and V are of size r x 2, we can check whether a 
pair can be removed in O(r^) time. If so, we apply Theorem 2.15(2) to compute 
the inverse of Y ' by the formula - Y - 側 I + this can 
be computed in 0{r^) time since I + is of size 2 x 2 . Applying this 
procedure iteratively, the whole algorithm can be implemented in 0{mr'^) time. 
Finally the algorithm fails only if a matrix is of full rank but the determinant is 
zero after the random substitutions. As stated in Section 3.2, this happens with 
probability at most r/q where q is the field size. Since we only check the rank at 
most m times, the failure probability is at most mr/q by the union bound, and 
so by choosing q = mrle this probability is at most e. 
Algorithm 3.1 A simple algebraic algorithm for linear matroid parity 
SIMPLEPARITY(M) 
Construct Y using the compact formulation and assign random values to 
indeterminates Xi 
if det(y) = 0 return "there is no parity basis" 
Compute 广 1 
Set I = ' •hm.Cm} 
for i = 1 to m do • 
Set Y' '=Y - Xi {bi Ci) (q -btf ‘ 
if d e t ( r ) + 0 then 
Y : = r 
Update by the Sherman-Morrison-Woodbury formula 
/ : = / - { 6 “ C i } 
return I 
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3.4 Graph Algorithms 
In most applications of linear matroid parity, not only is the given matroid a linear 
matroid, but also each column vector of the matroid has few nonzero entries. For 
example, each column vector of a graphic matroid has only two nonzero entries. 
In this section, we will show how we can exploit such special structure to obtain 
faster algorithms for some graph problems of interest. 
For Mader's (S-path problem in Section 3.4.1, we will translate the reduction into 
a good matrix formulation, so that the recursive approach for graph matching 
problem can be extended to solve this problem. Also, we will give different 
recursive algorithms to solve the graphic "matroid parity problem in Section 3.4.2 
and the colorful spanning tree problem in Section 3.4.3. 
Our algorithms below assume the matroid parity instance contains a parity basis. 
If not we can use the approach to be described in Section 3.7 to reduce to this 
case: Suppose the given linear matroid M has r rows. Consider the matrix 
formulation Y in Theorem 2.9. The maximum rank submatrix Ys�s can be found 
in 0 [ r^ ) time, and then we only need to focus on Ys,s. At any time our algorithm 
considers a submatrix YR,C, we shall consider yRns.cns instead. 
3.4.1 Mader's <S-Path 
Given an undirected graph G = (V, E) and let 5i , • • • , Sk be disjoint subsets of V. 
A path is called an <S-path if it starts and ends with vertices in Si and Sj such that 
Si • Sj, while all other internal vertices of the path are in V\{Si U U • • • U Sk)-
The disjoint <S-path problem is to find a maximum cardinality collection of vertex 
disjoint <S-Paths of the graph G. In the following we ‘ assume without loss of 
generality that each Si is a stable set. 
Lovasz [42] showed that the <S-path problem can be reduced to the linear matroid 
parity problem, but it is not immediately clear how his reduction can be translated 
into a matrix formulation of the problem. Instead, we will follow the reduction by 
Schrijver ([63] page 1284), and show that it can be translated into a good matrix 
formulation. 
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Reduction to Linear Matroid Parity 
Here we first recall the reduction from Section 2.1.4. The high level idea is to as-
sociate each edge to a 2-dimensional linear subspace, and show that the edges in 
a solution of the <S-path problem correspond to subspaces that are linearly inde-
pendent in an appropriately defined quotient space where two subspaces 
are linearly independent if their basis vectors are linearly independent. 
Associate each edge e 二 (it, € 丑 to a 2-dimensional linear subspace Lg of 
(R2 广 such that 
Le = {x e (R2)v I x{v) = 0 for each v G V\{u, w} and x{u) + x{w) = O} 
where a; : F M^ is a function that maps each vertex to a 2-dimensional vector. 
Let n , . . . Tk be k distinct 1-dimensional subspaces of R^. For each vertex v eV, 
let Ry = rj iiv e Sj for some j , and Ry = {0} otherwise. Define a linear subspace 
Q of such that 
Q = {xe (R2广 I icCi；) G Ry for all v G V}. 
Let 8 be the collection of subspaces Lg/Q for each e e E oi where 
Le/Q is the quotient space of Le by Q. Note that dim{Le/Q) = 2 for all edges 
e, since it does not connect two vertices in the same Si as we assume each Si is 
a stable set. In Theorem 2.2 we proved the following theorem which shows the 
reduction to the linear matroid parity problem. 
Theorem 2.2. If G is connected, then the maximum number of disjoint S-paths 
is equal to i'(S)-\V\ + \T\, where T == Ut=i Si and u{8) is the size of a maximum 
collection of linearly independent 2-dimensional subspaces in S. 
Matrix Formulation 
To translate the above reduction into a matrix formulation, we need to associate 
each edge e to a column pair (6g, Cg), such that ioi F C E the subspaces in 
JCF = {Le/Q \ e e F} are linearly independent if and only if the vectors in 
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UeepiK^ c : } are linearly independent. 
Let ek be the k-th. unit vector. For each edge e = {u,v) G E, construct an 
orthogonal basis be and Cg of Lg such that 
be = e2u-i - e2v-i and Cg =这2u —马v, 
where we abuse notation to also use u and v as indices of the vertices u and v. 
For V eV we define: 
{ e2v-i + ie2v ifv e Si 0 otherwise 
Note that the collection of non-zero Q” forms an orthogonal basis of Q. To obtain 
the vectors for LQ/Q, we just need to write BE = + bg and Ce = Cg + CQ 
where G Q丄 and BQ^CQ G Q. Then, for any subset F Q E, the vectors 
in [je^plbe, Ce} are linearly independent in R^^/Q if and only if the vectors in 
UeeFi^e' Cg} are linearly independent in R^". 
We can use a procedure similar to the Gram-Schmidt process to compute (6g, c'J 
from (be, Ce). Recall that the collection of non-zero Qy forms an orthogonal basis 
of Q. Define 
K = be- ^Qv C, = Ce- & 如 . 
By subtracting the projection of be onto q” for all v from be, the resulting vector 
6g is orthogonal to the subspace Q. Thus, by the above discussion, we have that 
for each F Q E, the subspaces in CF = {LQ/Q \ e E F} are linearly independent 
if and only if the vectors in Ueei^{6'e，4} are linearly independent in R^". 
Therefore, by solving the linear matroid parity problem on the set of column pairs 
Cg)} for all e G 五，we can find the maximum number of disjoint «S-paths in G, 
using Theorem 2.2. Also, from the solution of the linear matroid parity problem, 
one can easily construct the solution for the <S-path problem, (see Section 2.1.4). 




� = 1 — — + iT? ' ' ^ 
c'e = 一 2U-1 + IT^ ' ' " + TT?''^-^ — TT?''^ 
where u e Si and v G Sj for some i and j. If u or v are not in any Si, then the 
corresponding entries in h'^  and Cg remain the same as in be and Cg. Therefore, 
M contains at most four non-zero entries in each column. Now we can apply 
Theorem 2.9 to construct the described matrix Y for the linear matroid parity 
problem, which is given by Y 二 J2eeE A c'J. 
Let m 二 I丑I and n = Then y is a 2n x 2n matrix. For each wedge product, 
there are at most four 2 x 2 non-zero blocks, and so for each edge e there are at 
most 16 entries of Xe in Y. Further observe that for any 2 x 2 non-zero block at 
the two rows occupied by u and two columns occupied by v of Y, the same block 
(but negated) appears at the two rows occupied by v and two columns occupied 
by u of y . Hence the appearance of 2 x 2 blocks (as well as the indeterminates 
Xi) are always symmetric. 
Recursive Algorithm 
Our algorithm is a direct generalization of Harvey's graph matching algorithm 
discussed in Section 2.4.3. Here is the high-level idea of the recursive algorithm 
to construct a parity basis of M. Similar to the 0(mr^)-time algorithm in Sec-
tion 3.3, the algorithm checks for each edge e whether some parity basis survives 
after the column pair c'J is removed. Removing a column pair (%’ c'J is equiv-
alent to setting the corresponding Xe to zero. The observation is that each edge e 
has at most 16 entries of Xe in y , and so the small area update formula of Harvey 
can be applied. Recall Theorem 2.16: 
Theorem 2.16 (Harvey). Let M be a non-singular matrix and let N = M—i. Let 
M be a matrix which is identical to M except Ms,s + Ms�s cmA let & == — M. 
1. M is non-singular if and only i / de t ( / + � s � s N s � s ) 0. 
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2. If M is non-singular then = N — N�s 
3. Restricting to a subset T, we have 
M'^ T,T = NT,T - NT,S{I + 
which can be computed in 0{\T\^) time for \T\ > \S . 
Suppose we already have Y and this implies that checking whether e can 
be removed can be done in constant time by Theorem 2.16(1). Note that we also 
need to update V—i for future queries, and therefore we use a recursive procedure 
so that edges within a subset are removed consecutively, so that the relevant 
entries in the inverse can be computed more efficiently using Theorem 2.16(3). 
The algorithm is shown in Algorithm 3.2. Let R and C be the indices of a subset 
of rows and a subset of columns of Y, and S = RVJC. For each edge e = uv, 
the corresponding Xe appears only in Yre^ Te where Tg = {2u - 1’ 2u, 2v - 1,2v}. 
Procedure REMOVE(i?, C) will try to remove all edges e = uv with Te C 5. In the 
base case when \R\ = \C\ = 2’ we can determine whether Xe can be eliminated 
or not by Theorem 2.16(1) in constant time. Otherwise, when \R\ = \C\ > 2, we 
partition R and C into Ri, R2 and Ci, C2, such that first (second) half of R goes 
to i?i(i?2)’ and C is also partitioned in the same way. And then we recursively 
call REMOVE(I?i, Cj) for G {1，2}. Note that before entering into any smaller 
area during the recursion, we need to update 广丄，but only updating is 
enough for the checkings in R E M O V E C j ) by Theorem 2.16(1), and this can 
be done in time using Theorem 2.16(3). 
Correctness: The algorithm is correct because every pair is checked, and when 
a pair is checked the relevant entries in the inverse are always updated. Consider 
an instance of REMOVE on rows R and columns C and let S = RU C. We 
keep the invariant Ns,s = After each recursive call REMOVE(I?i, Cj) for 
i, j e {1 ,2 } , only the entries in Ys�s have been changed, denoted by /\s�s. By The-
orem 2.16(3), Ns,s can be updated by Ns,s-Ns,s{I+^s,sNs,s)~'^As,sNs,s, which 
can be done in time. When a base case is reached, by Theorem 2.16(1), 
an indeterminate x can be removed if and only if det{I-{-As,sNs,s) — 0, which can 
• . 
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be checked in constant time since 问 二 4. The analysis of the failure probability 
is the same as in Section 3.3.1 and we omit it here. 
Time Complexity: Let f{n) be the time required by REMOVE, where n = 
R\ = |C|. Prom Algorithm 3.2 we have f{n) = 4 / ( n / 2 ) + 0 ( r O . Hence we 
have / ( n ) = 0{n^) by the master theorem [15]. The initialization also takes time 
0(n”，and so the overall time complexity is 0 ( n ” . 
Algorithm 3.2 An algebraic algorithm for disjoint <S-paths 
<SPATH(M) 
Construct Y and assign random values to each indeterminate XQ iov e E E 
Compute N := by a fast inverse algorithm 
REMOVE({1..2n},{1..2n}) 
return all remaining pairs 
REMOVE(I?，C) 
Let S = RUC 
Invariant: Ns,s = y~^s,s 
if \R\ = \C\ = 2 then 
Let e = uvhe the edge (if exists) with S = {2u — 1,2u, 2v — 1,2v} 
Let Xe and Cg be the indeterminate and the vectors associated with e 
Set r = y - Xe(K A 4 ) 
Check if Y' is non-singular by the small area update formula (Theo-
rem 2.16(1)) 
if Y' is non-singular then 
Remove e and set Y = Y' 
else 
Partition R and C into two equal-size subsets 
for all pairs G { 1 ,2 } do 
R E M O V E ( / ^ , Q ) 
Compute Ns,s = by the small area update formula (Theo-
rem 2.16(3)) ‘ . 
3.4.2 Graphic Matroid Parity 
In this problem we are given an undirected graph and some edge pairs, and the 
problem is to find a maximum collection of edge pairs such that the union of these 
edges forms a forest. In some applications for graphic.matroid parity, each of the 
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given edge pair has a common vertex. We will first show an O(n^) time algorithm 
for this special case, followed by an time algorithm for the general case. 
Construct the matrix Y using the compact formulation in Theorem 2.9. Since 
the matroid is graphic, there are only two nonzero entries in each bi and q . Let 
each bi and q be written in the form Cj — 4 and 4 - e^ where jk is one edge 
and uv is another edge. It is easy to see that each pair of elements affects at 
most 8 entries in Y , and thus the small area update formula can be used. Similar 
to previous sections, we use a recursive approach to enumerate each edge pair. 
For each pair our algorithm checks if some parity basis survives after removal of 
such pair. Recall that a parity basis exists if and only if its corresponding matrix 
formulation Y is of full rank. Removing a pair is done by assigning corresponding 
Xi to zero. Since Xi affects at most 8 entries, this can be checked in constant time 
by Theorem 2.16(1) using Y''^. If Y remains full rank after setting Xi to zero, we 
remove such pair. When the algorithm terminates, the remaining pairs forms a 
parity basis. 
We first consider the special case where each edge pair has a common vertex, 
where we can obtain a speedup over the general graphic matroid parity problem. 
The algorithm is shown in Algorithm 3.3. Define procedure REMOVE(P, R, C) 
to check all edge pairs (z, j ) , (i, k) that have i e P, j e R and k G C. Consider 
the base case where |P| = \R\ = \C\ = 1. We need to determine whether pair 
(i, j),(z,/c) {i e P, j e R, k e C) can be removed. Since removal of such pair 
will only affect entries in Ys,s where S = PU RUC, decision can be made using 
Theorem 2.16(1) in constant time using 
The algorithm start with REMOVE(V, V"，V)，V = {L..n}, which will check all 
edge pairs. The procedure simply calls recursions when it does not reach its 
base cases yet. For any set T, define its first (second) half by Ti (T2). Then 
the procedure can be implemented by recursive call to REMOVE(Pa：, Ry, Cz) for 
all x^y, z e { 1 ,2 } . Since inverse of Y is required to decide if a pair can be 
removed, Y~^s,s {S — P U RU C) is recomputed before each recursive call using 
Theorem 2.16(3), as in the algorithm for the 5-path problem. 
Now we analyze the time complexity of this algorithm. Any changes done by 
REMOVE(尸，R, C) is made to Ys’s where S = P U RU C. So, similar to that 
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in the (S-path problem, updating using Theorem 2.16(3) takes 
time. Let f{n) be time required by REMOVE where n = |P| = = \C . 
We have f{n) = 8 / ( n / 2 ) + By the master theorem [15], if fast matrix 
multiplication is used, this algorithm has overall time complexity O(n^), otherwise 
its time complexity is log n) time. The analysis of the failure probability is 
the same as in Section 3.3.1 and we omit it here. 
For the general case where edge pairs are in the form {i, k) and (j , I). Our algo-
rithm is very similar but the procedure is now defined as REMOVE(P, Q, R, C) 
which checks all pairs in the form i e P, j e Q, k e R and I e C. Hence we now 
require 16 recursion calls of REMOVE(PU；, Ry： C^) where w,x,y,z G {1 ,2 } . 
This gives an O(n^) time algorithm by the master theorem. 
3.4.3 Colorful Spanning Tree 
Given an connected undirected multigraph G = {V, E) where each edge is colored 
by one of the k <n colors. The colorful spanning tree problem [63] is to determine 
if there is a spanning tree T in G such that each edge in T has a distinct color. 
Let n = \V\ and m = \E . 
The tree constraint can be captured by a graphic matroid Mi, where an edge 
{u, v) is represented by a column vector e^ — e^. So a set of edges are acyclic if 
and only if their vectors for Mi are independent. The distinct color constraint can 
be modeled by a partition matroid M�, where an edge with color d is represented 
by a column vector e^. So a set of edges have distinct colors if and only if their 
vectors for M2 are independent. 
Thus a maximum cardinality common independent set of Mi and M2 gives a 
maximum size acyclic colorful subgraph of G, In particular when k = n — 1 and 
G is connected, a common basis of the two matroids is a colorful spanning tree 
of G. We show how to reduce the problem to the linear matroid parity problem. 
For each edge e = {u, v) with color d, construct a column pair as follows. Let be 
and Ce have size 2n x 1. Set the first half of be to be e^ — Cy, the second half of Cg 
to be ed, and 0 for remaining half of be and Cg. Now each bi is independent with 
any Cj. Hence a parity set is independent if and only, if the corresponding edges 
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Algorithm 3.3 An algebraic algorithm for graphic matroid parity, when each 
edge pair has a common vertex. 
G R A P H I C P A R I T Y ( M ) 
Construct Y and assign random values to indeterminates Xi 
N 广 1 
REMOVE({l..n}, { l . .n } , {l..n}) 
return all remaining pairs 
REMOVE(P, R, C) 
Let 5 = P U U C 
Invariant: Ns�s = y~^s,s 
if I 尸 丨 = 二 |C丨=1 then 
Leti e PJ e R, k e C 
Let X, c be the indeterminate and the vectors associated with edge pair 
(ij) and (i, k) (if exists) 
== Y — 八 c) 
Check if is non-singular by the small area update formula (Theo-
rem 2.16(1)) 
if y is non-singular then 
Remove this edge pair and set Y = Y' 
else 
Partition P, R and C into two equal-size subsets 
for all tuples i，j, k G {1’ 2} do 
REMOVE(Pi,i?j,Cfc) 
Compute Ns,s = using the small area update formula (Theo-
rem 2.16(3)) . 
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form a colorful subgraph. 
The idea of the algorithm is to examine each edge e one by one, and see if any 
parity basis (that is a colorful spanning tree) remains after removal of this edge. 
We construct Y as described in Theorem 2.9. Then each Xi will only appear 
in four entries because bicj has only two non-zero entries. Let Y' be the new-
matrix with Xi assigned to zero, which is equivalent to remove edge e^ . Let 
S = {u^v^ d + n} , Y' is identical to Y except Ygg. Recall that we can remove 
edge Ci if the rank of Y' remains the same. If so we simply remove that edge and 
update Y—i. After checking all edges a parity basis remains. If the size of the 
parity basis is n - 1, then it is a colorful spanning tree. 
One technical point is that we require Y to have full rank before the checking 
starts. In our problem the originally constructed matrix Y is never of full rank. 
So we need another matrix that gives the same result as Y while having full 
rank. We will describe in Section 3.7 how to find such a matrix in Section 3.7. 
Henceforth we assume that Y is of full rank. 
The algorithm is shown in Algorithm 3.4, which is similar to that for the graphic 
matroid parity problem. Let R be subset of rows of Y, C and C' be subset 
of columns of Y. Define procedure REMOVE(i?, ( 7 ， w h i c h tries to remove 
edges connecting u and v having color d that have {d + n) e R, u e C, v e C. 
REMOVE(i?, C, C) has \R\ = |(7| = \C'\ = 1 as base case, where we have to 
determine whether a particular edge {u,v) having color d can be removed {{d + 
n) e R, u e C, V e C ) . This can be done in constant time using Theorem 2.16(1) 
because removing such edge only affect four entries in Y. In other cases, R, C 
and C are partitioned into i?i，i?2, Ci, C2 and Q . All eight smaller cases 
REMOVE(i?i, Cj, C^) will be called, where i,j,k e {1,2}. After any recursive 
call y^-i is updated using Theorem 2.16(3). Let 5 = i? U C U any instance 
of REMOVE(i?, C, C ) triggers updates to Ys,s. The updating process takes only 
0{\S\^) time. 
Time Complexity: Let f{n) be the time required by REMOVE, where n = 
\R\ = \C\ = We have / ( n ) = 8 / ( n / 2 ) + Hence f{n) = 0(713) by 
the master theorem. As a result, the algorithm has time complexity O(n^). If 
fast matrix multiplication is not used, then the algorithm has time complexity 
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logn) again by the master theorem. 
Algorithm 3.4 An algorithm to compute colorful spanning tree 
COLORFULSPANNINGTREE(G) 
Construct Y and assign random values to indeterminates xi 
Compute N := by fast inverse 
REM0VE({l"2n} ’ {1..2n}, { l " 2 n } ) 
return all remaining edges 
REMOVE(i?, C, C) 
Let 二 U C U C^ ' 
Invariant: Ns,s = 
if \R\ = \C\ = |C'| = 1 then 
Let {d-\-n) e R,ueC,v eC • 
Let X, b, c be the indeterminate and the vectors associated with edge {u, v) 
with color d (if exists) 
r = — 八 c) 
Check if Y' is non-singular by the small area update formula (Theo-
rem 2.16(1)) 
if Y' is non-singular then 
Remove this edge and set Y = 
else 
Partition R, C and C into two equal-size subsets 
for all tuples k G {1’ 2} do 
REMOVE(i?i, C力 Q ) 
Compute Ns,s = using the small area update formula (Theo-
rem 2.16(3)) ’ ’ 
3.5 Weighted Linear Matroid Parity 
In the weighted matroid parity problem, each pair i is assigned a non-negative 
weight Wi, and the objective is to find a parity basis with maximum weight. In 
Theorem 2.11 we saw Camerini et al. gave a compact matrix formulation for this 
problem. Consider the matrix Y* = Xi{bi 八 cijy叨、The theorem says each 
term of pf Y* corresponds to a parity basis, and the degree of y in t'hat term 
corresponds to the weight to the parity basis， 
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This gives an algorithm for the weighted problem similar to Algorithm 3.1, but we 
need to make sure that some parity basis with maximum weight is preserved. If 
the maximum weighted parity basis have weight p, we want to calculate pf Y* to 
see if a term containing yP still remains. It can be achieved by finding det(y*) and 
look for a term that contains y'^ ^ because det(y*) = pf(y*)^ However calculating 
its determinant may not be easy. Define W = niaxi{u»i}. Camerini et al. [9 
proposed an Oirn^r"^ + Wmr"^) algorithm to find the parity basis with maximum 
weight. 
Now we show we can apply Theorem 2.21 by Storjohann to give a faster algorithm. 
The theorem says that given a n x n polynomial matrix of degree d then its 
determinant can be computed in 0{n^d) time. By choosing a large enough field 
F, we can check if removing each pair i (by assigning Xi = 0) would affect the 
parity basis with maximum weight, with high probability. If the degree of det(y*) 
does not drop after removal of a pair, then it can be removed. And removal of a 
pair can be simply done by an update to Y* in 0{r^) time. Each time the checking 
can be done in d { W r ^ ) time by Theorem 2.21, which dominates the updating 
time. Calculating Y* at the beginning takes 0{mr'^) time. Hence we can find a 
parity basis with the maximum weight in d{Wmr^) time. The pseudocode of 
the algorithm can be found in Algorithm 3.5. 
Algorithm 3.5 An algebraic algorithm for weighted linear matroid parity 
M A X W E I G H T P A R I T Y ( M ) 
Construct Y* and assign random values to indeterminates Xi 
J •= {bi.Ci,- • 'bm,Cm} 
for z = 1 to m do 
Y :=Y*-Xi(bi A 
if degree of det (y) equals that of det(y*) then 
J -.= J - {bi.Ci} 
return J 
Finally we describe how to obtain a randomized fully polynomial-time approxi-
mation scheme using the pseudo-polynomial algorithm by standard scaling tech-
nique [59]. Here we assume every column pair is contained in some parity basis. 
This assumption can be satisfied by checking the rank of corresponding Z{J) as 
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in Theorem 3.7. If Z{J) is not full rank we discard the corresponding column 
pair. 
The idea is to scale the weight of each pair down and solve the new instance 
using Algorithm 3.5. Given e > 0, let = eWjr. For each pair i scale its 
weight to w* = [wi/K\. Solve the new instance using Algorithm 3.5. This takes 
6{\W/K\ m产)=(5(mr时i/e) time. 
We will show the result of the scaled instance is an (1 — e)-approximation of the 
original instance. Let J and O be pairs return by the above algorithm and the 
optimal pairs respectively. Also denote original (scaled) weight of a set S by 
w{S) (w*{S)). We have w{0) — Kw*{0) < rK because for each pair in O at 
most weight with value K is lost, and there are at most r / 2 pairs chosen. Then 
w{J) > K . w*{J) > K . w*{0) > w{0) -rK = w{0) -eW>{l-e)- w{0). 
3.6 A Faster Linear Matroid Parity Algorithm 
In this section we present an 0{mr^~^)-time randomized algorithm for the linear 
matroid parity problem. We first consider the problem of determining whether 
M has a parity basis, and show how to reduce the general problem into it in 
Section 3.7. The algorithm is very similar to the algebraic algorithm for linear 
matroid intersection by Harvey [30]. The general idea is to build a parity basis 
incrementally. A subset of pairs is called grow able if it is a subset of some parity 
basis. Starting from the empty solution, at any step of the algorithm we try to 
add a pair to the current solution so that the resulting subset is still growable, 
and the algorithm stops when a parity basis is f o u n d . . 
3.6.1 Matrix Formulation 
We use the matrix formulation of Geelen and Iwata in Theorem 2.10. 
^ __ / 0 M^ • 
: = T J 
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Then we have um = r/2 if and only if Z is of full rank. To determine whether a 
subset J of pairs is growable, we define Z{J) to be the matrix that have 亡i 二 0 for 
all pair i in J. We define i^M/J to be the optimal value of the linear matroid parity 
problem of M / J , which is the contraction of M by J as stated in Section 2.1. 
Informally the linear matroid parity problem of M / J corresponds to the linear 
matroid parity problem of M when the pairs in J are picked. In the following 
we will show that, following from the Geelen-Iwata formula, that J is growable if 
and only if Z{J) is of full rank. 
Theorem 3.6. For any independent parity set J, rank(Z(J)) = 2i/M/j+2m+| J • 
Proof. In the following let R be the set of rows of M and V be the set of columns 
of M (i.e. \V\ 二 2m). Note that Z{J) is in the following form. 
R J V\J 
( \ 




R J V\J R J V\J 
R I MR,J MRy\j\ R ( � 
= J + J . 
V\J\[-M^)v\J,R ) V \ J \ Ty\jy\j 
> • N ‘ 
Q f 
By Lemma 2.19, we have 
rank(Z(J)) = max{rank(Q^,^) + rank(?5\或 syO} (3.6.1) 
where S = RUV is the column set and row set for Z{J). Consider a set A that 
maximize rank(Z(J)), then A must be in the form R.U A' where J C A' CV. 
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Recall that a set is a parity set if every pair is either contained in it or disjoint from 
it. We can assume that A' is a parity set. If A' is not, consider parity set B' such 
that A' C B' and B' has smallest size. Let B = RU we have rank((3yi，A) < 
raiik(Qs’s) and Tank{fs\A,s\A) = rank(f"s\s’s\s) where the equality follows from 
the structure of T. 
Since M and — M ^ occupy disjoint rows and columns of Q, and M is skew-
symmetric, 
rank(QA，A) = rank(Mfi’A') + 
= 2rank(MH,). 
We also have mnk{fs\A,s\A) = \ = \ A'\ = \V\ - \A'\. Putting these to 
(3.6.1) we have 
rank(Z(J)) = max{2rank(M/?,A') + 丨巧-\A'\}. 
Write A' = I U J where / fl J = 0 and / is a parity set. By the rank function 
rM/j of the matroid M / J , we have rM/j{A' \ J) = rM{A') — rM(J). Hence 
rank(Z(J)) = max{2(rM/j(I) + |J|) + M - (|/| + \J\)} 
=max{2rM/j(/) — |/|} + + \J\ (3.6.2) 
Observe that a maximizer / ' of (3.6.2) must be an independent parity set (so 
= otherwise an independent set K C 1' such that rM/j(K)= 
rM/j{I') and \K\ < |/'| gives a larger value for (3.6.2). So a maximizer 1' of (3.6.2) 
would maximize rM/ j { I ) , which implies that I' is indeed a maximum cardinality 
parity set of M / J . The result follows since 2vm/j = = rM/jiJ'�. • 
Theorem 3.7. For any independent parity set J，Z{J) is non-singular if and 
only if J is growable. 
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Proof. If Z{J) is non-singular, by Theorem 3.6 we have 
rank(Z(J)) = 2 � j + 丨1/丨 + |J 
2m + r = j + 2m + | J 
r = 2UM/J + \J 
Hence J is growable. • 
3.6.2 An O(m^) Algorithm 
The algorithm here maintains a growable set J, starting with J = 0. To check 
whether a pair i can be added to J to form a growable set, we test whether 
Z{J U {2i — 1,2z}) is of full rank. Observe that Z{J U {2i - 1，2i}) is obtained 
from Z{J) by a small area update, and so Theorem 2.16 can be used to check 
whether Z(J U {2i — 1,2i} ) is of full rank more efficiently. Pseudocode of the 
algorithm is shown in Algorithm 3.6. 
First we show how to check whether a pair can be included to J to form a larger 
growable set. 
Claim 3.8. Let N =巩J)一丄，rn = 7V2i-i,2i and J' = JU{2i- 1 ’2i} . Then J' is 
a growable set if and only if tiUi + 1 — 0. 
Proof. By Theorem 3.7, J' is growable if and only if Z{J') is non-singular. By 
Theorem 2.16(1), this is true if and only if the following expression is non-zero. 
, J ( I 0 \ ( 0 U \ ( 0 Ui W h 广 ti^i + 1 0 \ 
det — • = det 
\\0 1 J \-ti 0 J \-ni Q J J 乂 0 • tiUi + 1 y 
Thus Z{J') is non singular if and only if (tiUi + 1)2 + 0, which is equivalent to 
tiTli + M 0 . • 
Correctness: At the time MATROIDPARITY call BUILDPARITY, the invariant 
N = Z(J)_i obviously holds, and so as the first recursive call to BUILDPARITY. 
Regardless the changes made in the first recursive call, Z(JUJi)~^ is recomputed 
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Algorithm 3.6 An 0{m^)-time algebraic algorithm for linear matroid parity 
M A T R O I D P A R I T Y ( M ) 
Construct Z and assign random values to indeterminates U 
Compute N := by fast matrix inverse • 
return BUILDPARITY(5, N, 0) 
BUILDPARITY(<S,7V，J) 
Invariant 1: J is a growable set 
Invariant 2: N = 
if l^l = 2 then ’ 
Let { 2 2 - l ,2z} 
if 1 + tiN2i-i,2i + 0 then 




Partition S into two equal-size subsets 
JI : = B U I L D P A R I T Y ( 5 I , N S , , S I , J ) 
Compute M := Z{J U Ji)~'^ s2,S2 using Claim 3.9 
J2 ：二 BUILD PARITY M , J U JI) 
return Ji U J2 
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so the invariant is also satisfied with the second recursive call. Note S is parti-
tioned in such a way that its first half goes to Si and the remaining goes to S2, 
so both and S2 must be parity set. 
In the algorithm every element of M is considered. By Claim 3.8, Z{J) is always 
non-singular. Hence, by Theorem 3.7, this implies that J is always a growable 
set. 
Time complexity: In the following claim we show how to compute M := 
Z{J U Ji)~'^ s2,S2 efficiently. 
C la im 3.9. Let J' = JUJi, Ji C S. Using N = computing J')—丄站 
can be done in 0(|S'|'^) time. . 
Proof. Since Z{J') is identical to Z{J) except = 0, since = 
Nr，c, by Theorem 2.16(3), 
Z{Jr's,s = Ns�s - NsAl + � - Z � J k j ^ ) N j � — ' � - m J � N j i ’ s 
= N s , s + NsAl 一 Zji,JINJ“)-iZJI，JAI,S 
Note the last equality holds because Z (J ) j i ’ j i = Z j * At any time during the 
computation, matrices involved have size at most |5| x |5|. Hence computing 
Z � J ' y \ s takes ) time. • 
Since Z has dimension (2m + r) x (2m + r), initial computation of takes 
• ((2m + r广)二 0 { m ’ time. Let / ( m ) be the time required by BUILDPARITY 
with = 2m, then 
f(m) = 2 . / ( m / 2 ) + O ( m - ) . 
which implies / ( n ) = 0(m��by the master theorem. 
3.6.3 An 0(m严-1) Algorithm 
The previous algorithm works for matroids with large rank. In this section we 
present an algorithm with better time complexity when rank is small. The idea 
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behind is to break the ground set S into a number of smaller pieces. In this way, 
inverse of these matrices to be computed will have smaller size. 
Algorithm 3.7 An 0{mr^~^)-iime algebraic algorithm for linear matroid parity 
MATROIDPARITY(M) 
Construct Z and assign random values to indeterminates U 
Compute Y := M T - i M ^ using Claim 3.10 
Parition S into m/r subsets each with size r 
J:=0 
for z = 1 to m / r do 
Compute N := ^{jy^g. g. using Claim 3.12 
J' : = BUILDPARITY(5I/]V, J ) 
J:= J UJ' 
return J 
To achieve this we make use of Schur's formula (Theorem 2.14). Denote Y = 
MT-iMT as the Schur complement of T in Z, By Theorem 2.14, 
Z一1 — ( - y - i M T - i \ 
We will assume exists; otherwise, if Y has no inverse, then we can conclude 
that Z has no inverse by Theorem 2.14 and thus there is no parity basis. In 
the following we will show how to compute Y efficiently, and then show how to 
compute efficiently. 
Claim 3.10. Let Y = MT'^M^, V '^ can be computed in 0(m产―丄)time. 
Proof. First we show that MT_iR’�can be computed, in 0{RC) time. Recall 
that T is a skew-symmetric matrix, having exactly one entry in each row and 
column. Moreover, the positions of the non-zero entries in T are just one row 
above or below the diagonal of T. It is thus easy to compute If T^j is 
zero, then is also zero. Otherwise = - l / T i j . As a result T—! is 
also skew-symmetric and shares the same special structure of T. Therefore any 
entry of MT—i can be computed in 0 (1 ) time. Hence MT-Ir’�takes d{RC) to 
compute. • 
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Now we are going to show M T ] M ^ can be computed in 0(mr�-丄）time. Since 
M has size r x m, MT一i can be computed in 0(mr) time. To compute product 
of MT-1 (size r x m) and M ^ (size m x r), we can break each of them into m/r 
matrices each of size r x r, so computation of their products takes 0(m广-丄). 
Finally Y is of size r x r and its inverse can be computed in 0{r^) time. • 
Next we show how to compute efficiently using 
Claim 3.11. Given the matrix for any A^B C S with \A\, \B\ < r, Z~^A,B 
can be computed in 0{r^) time. 
Proof. By Equation 3.6.3， ‘ 
z-\s =广 1 - r - i A f T y - i M T - i 
Hence for any A,BCS, 
Z-\,B = T-�’B — 
Both and ( M T - i ) * , s have size r x r and can be computed in 
time by Claim 3.10. Thus the whole computation takes 0(产）time. • 
Claim 3.12. In each loop iteration, the matrix g, can be computed in 
•(产）time. 
Proof. Since Z{J) is identical to Z except Z{J)j^j = 0, by using Theorem 2.16(3) 
with Msi,Si - Ms“Si = - Z { J ) j , j , we have 
Z [ J � � , S i = Z-�“Si + Z-、义I - Zj,jZ-ij’j)-iZj’jZ-�Si 
All the submatrices Z~'^ Si,Siy Z - \ ’ j , and j�Si can be computed in 
0 (r^) by Claim 3.11. Thus the whole computation can be done in 0(产) t ime . • 
Since = r, each call to BUILDPARITY takes •(产)time. Hence the overall 
time complexity of Algorithm 3.7 is 0{m/r ‘ r^) = 0(771产—1). 
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3.7 Maximum Cardinality Matroid Parity 
The algorithms in previous sections can only produce a parity basis if one exists. 
If there is no parity basis, these algorithms are only be able to report so. In 
this section, we present how to find the maximum number of pairs that are 
independent. We are going to show an O(r^) time reduction, that reduce a 
maximum cardinality matroid parity problem to a problem of computing parity 
basis. Hence algorithms in previous sections can be applied. 
The idea here is to find a maximum rank submatrix of the matrix formulation 
for matroid parity. Such a submatrix is of full rank and corresponds to a new 
instance of matroid parity problem which has a parity, basis. 
Let Y be matrix formulation for the parity problem constructed as in Theo-
rem 2.9. Let r' be the rank of Y. We first find a maximum rank submatrix YR^C 
of Y where \R\ 二 = r'. This can be done in •(产）time using a variant of the 
LUP decomposition algorithm by Harvey (Appendix A of [29]). Since y is a skew 
symmetric matrix, YR’R is also a maximum rank submatrix of Y (Theorem 2.6). 
The matrix Yr^r can be interpreted as matrix formulation for a new matroid 
parity instance. Such an instance contains all the original given pairs, but only 




where bi^ denotes the vector containing entries of bi index by R. Since is of 
full rank, such a new instance of matroid parity has a parity basis. 
The column pairs that are independent in the new instance are also independent 
in the original instance. Hence a parity basis of this new instance corresponds to 
a parity set of the original instance. In addition, this new instance for matroid 
parity can be solved using any algorithm presented. 
Since Algorithm 3.7 has time complexity we want this reduction to 
be done under the same time, but a naive construction of Y would take O(mr^) 
time. In the proof of Theorem 2.9, we have.shown that the matrix formulation 
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Y is equivalent to another matrix Z in Theorem 2.10. In addition, we have 
Y 二 MT-IMT which can be computed in (9(m产—i) time by Claim 3.10. 
3.8 Open Problems 
There are some interesting open problems remained. When we solve graphs 
problems through matroid parity we rely on the fact that each column has one 
or two non-zero entries. A question to ask is whether we can give a more efficient 
algorithm if each row has only a few non-zero entries. A positive answer will 
imply a faster algorithm for the minimum pinning set problem (Section 2.1.4). 
Another problem is the weighted linear matroid parity problem. We have shown a 
faster pseudo-polynomial time algorithm with time complexity d{Wmr^). There 
is a gap between this and the algebraic algorithm for linear ma-
troid intersection. Can this gap be closed? Of course the bigger question to ask 
is whether there exists a truly polynomial time algorithm for the weighted linear 
matroid parity problem. 
We gave faster algorithms for some applications of linear matroid parity. But 
there remain many important applications of linear matroid parity, for example 
the spanning tree packing problem. Can we design algebraic algorithms that are 




The results presented in this chapter are based on joint work with Lap Chi Lau 
and Kai Man Leung [12 . 
4.1 Introduction 
Graph connectivity is a basic concept that measures the reliability and efficiency 
of a graph. The edge connectivity from vertex s to vertex t is defined as the size 
of a minimum s-t cut, or equivalently the maximum number of edge disjoint paths 
from 5 to t. Computing edge connectivities is a classical and well-studied problem 
in combinatorial optimization. Most known algorithms to solve this problem are 
based on network flow techniques (see e.g. [63]). 
The fastest algorithm to compute s-t edge connectivity in a simple directed graph 
runs in n^/^j-m) time by Even and Tar j an .[19], where m is the num-
ber of edges and n is the number of vertices. To compute the edge connectivities 
for many pairs, however, it is not known how to do it faster than computing edge 
connectivity for each pair separately, even when the pairs share the source or the 
sink. For instance, it is not known how to compute all pairs edge connectivities 
faster than computing s-t edge connectivity for pairs. This is in contrast 
to the problem in undirected graphs, where all pairs edge connectivities can be 
computed in 6{mn) time by constructing a Gomory-Hu tree [4'. 
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In this chapter we study edge connectivities in simple directed planar graphs and 
its generalizations. In a recent work, we give a new algebraic formulation to 
the edge connectivities problem using network coding [12]. Construct an m x m 
matrix K as follows, if the head of e^  is equal to the tail of Cj then we set Ki,j = kij 
where kij is a distinct indeterminate, 0 otherwise. Earlier in Theorem 2.26 we 
have shown the matrix has the following properties: 
Theorem 2.26. The s-t edge connectivity is equal to the rank of the submatrix 
(/ — (5切⑴.I几 addition, if we substitute indeterminates kij with random 
values from a field F； then the claim still holds with probability 1 — 0(m^/|F|). 
This formulation allows us to compute edge connectivities between many vertex 
pairs simultaneously. It implies an 0{m^) time algorithm for all pairs edge con-
nectivities in general graphs as shown in Section 2.5. Thus it implies an 0(n^) 
time algorithm for planar graphs, bounded genus graphs and fixed minor free 
graphs, since these graphs have 0{n) edges [45, 68]. This is an improvement over 
the current algorithms, as the edge connectivity of one pair in a simple directed 
planar graphs takes 0(n) time [6] to compute. 
The bottleneck of the time algorithm is the step to compute (I — 
Thus we are motivated to study in what situation can we compute (I — 
more efficiently. One approach to compute the inverse of a matrix is to apply 
Schur's formula (Theorem 2.14). Recall the theorem, 
Theorem 2.14. Let 
[A B\ 
M = ， 
V^ D) 
where A and D are square matrices and denote S = D — CA~^B. If A is non-
singular then det(M) = det(A) xdet(5) . Furthermore if A and S are non-singular 
then 
M ] = 1 . 1 , 
\ -S-'CA-' 
OUT observation is that for graphs with good separators, we can find a partition 
of ( / — K) such that B and C are of low rank, so that we can compute ( / -
faster by a divide and conquer algorithm. . 
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Using the observation, we come up with a randomized algorithm that compute the 
edge connectivities between all pairs of vertices in time for simple 
directed fixed minor free graphs with maximum degree d. This implies that we 
can compute the edge connectivity between one pair of vertices in amortized 
time. This method is an improvement over the time algorithm 
when d == 
The rest of this chapter is organized as follows. In Section 4.2, we will show that 
if a matrix is "well-separable" (to be defined in the next section), then its inverse 
can be computed more efficiently. Then in Section 4.3, we show that the matrix 
I — K for fixed minor free graphs is well-separable, and conclude that the edge 
connectivities in such graphs can be computed efficiently. 
4.2 Inverse of Well-Separable Matrix 
We say an n x n matrix M is (r, a)-well-separable {a is a constant smaller than 
one) if M is invertible and it can be written as 
M (A B\ M = 
so that both A and D are (r, a)-well-separable square matrix with dimension no 
more than an, and also both B and C are of rank no more than r. In this section 
we are going to show that the inverse of a well-separable matrix can be computed 
in 0(产-2几2) time. 
To compute M一 i, we first compute the inverses of A and D recursively. We 
will compute M—i using Schur's formula. A key step is to use the Sherman-
Morrison-Woodbury formula (Theorem 2.15) to compute efficiently, instead 
of computing D - CA'^B and then (D - CA-^B)-\ 
Firstly, since rank(B),rank(C) < r, we can write B = BuBl^ and C = CuC^ 
where Bu, By, Cu and Cy are size 0(n) x r matrices. This can b.e done in 
0(严-2几2) time by Theorem 2.13. 
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Claim 4.1. If we have and then we can compute = 
in Oir'^-V) time. 
Proof. By Schur's formula (Theorem 2.14) S = D-CA-^B is non-singular if M"^ 
and A一 1 exist. The proof consists of two steps. We will first write CA~^B as a 
product of two low rank matrices. Then we use the Sherman-Morrison-Woodbury 
formula to compute efficiently. In the following, rectangular matrix multi-
plications will be done by dividing each matrix into submatrices of size r x r. 
Multiplications between these submatrices can be done in time. 
First we consider C A ' ^ B , which is equal to {CA-^Bu)B^. C{A-^Bu) is of size 
0 ( n ) X r and can be computed using /r"^) submatrices multiplications of size 
r X r. By putting U = CA'^Bu and V 二 B们 we have CA'^B = UV^ where U 
and V are of size 0(n) x r. 
Now we can use Theorem 2.15 (Sherman-Morrison-Woodbury formula) to com-
pute efficiently since is known and [/, F are low rank matrices. 
By the formula, 
S-^ = zri - D-'^Uil + 
Similar to the above can be computed using 0{jn?/一、submatrix multi-
plications. Since S is non-singular, [I + exists by Theorem 2.15, and 
it can be computed in one submatrix multiplication time as is of size 
r X r. Finally, since and (F^Z)"^) are r x 0 ( n ) matrices, we can com-
pute using 0 � n f � s u b m a t r i x multiplications. 
Hence the overall time complexity is x n^/r^) = 0(^-27^2). 口 
Using Claim 4.1, we can now compute M—1 using Schur's formula efficiently. 
Claim 4.2. If we have D—i and then we can compute in 0(产一 ^ n” 
time. 
Proof. By Schur's formula, to compute we need to compute 
and These multiplications all involve some 0 ( n ) x r matrix 
Bu, By, Cu or Cv follows: . 
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• A-'BS-' = {A-'Bu){B^S-') 
All steps during computation of these products involve an 0{n) x r (or r x 0{n)) 
matrix, thus we can avoid computing the product of two n x n matrices. Hence 
they all only take submatrix multiplications to compute. Therefore the 
total time complexity is 0 ( r � x = …2几2). 口 
By Claim 4.1 and Claim 4.2, we can compute M - i in time if we are 
given A—1’ and also low rank decomposition of B and C. We can then use 
a recursive algorithm to compute M-工. 
Theorem 4.3. If an n x n matrix M is (r, a)-well-separable, and the separation 
can be found in 0{n^) time, then M_i can be computed in + time. 
Proof. First we analyse the time to compute M—1. We use a 0{n^) time algorithm 
to find an [r, a)-well-separable partition of M, By the property of the partition, 
both B and C are matrices of rank at most r. Then we can write B = BuBy and 
C = CuCy in time where Bu, By, Cu and Cy are all 0{n) x r matrices 
by Theorem 2.13. We then compute and D] recursively, as A and D by 
definition are also (r, Q;)-separable. Using these inverses we can apply Claim 4.1 
to compute then apply Claim 4.2 to compute using A-1’ D-丄 and 
Thus, given A—i and we can compute in time. Let f{n) be 
the time to compute M一丄 of size n x n. Then _ 
f{n) = f(an) + /((I - a)n) + 0 ( n ” + • ( 产 V ) ’ 
and it remains to show f{n) = 0 { i n ? + 产 — V ) . 
For simplicity, we prove the case that rC is dominated by which is the 
case that will happen in the next section. The another case follows with a very 
similar analysis. Let f[n) = f[an) + / ( ( I - a ) n ) + kr�—for some constant /c, 
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We will show / ( n ) < cr…"V for some large enough constant c using induction. 
f{n) = cr'^-^anf + - a)nf + kr� 
= ( c a 2 + c ( l — a)2 + k y - V 
< cr^-V 
• 
4.3 Directed Graphs with Good Separators 
In this section we show that all pairs edge connectivities in planar graphs, bounded 
genus graphs, and fixed minor free graphs can be computed in 
time. 
We will first see that the underlining matrix I — K for these graphs are well 
separable. Thus we can apply Theorem 4.3 together with the fact the these 
graphs have 0 ( n ) edges, to obtain a time algorithm to compute 
( / - /C)-1. Finally we can apply Theorem 2.26, and then show that the time to 
compute the required ranks of all submatrices in ( / — is •((f^-2几…+i). 
We say an undirected graph G = has a ( / ( n ) , a)-separation, if V can be 
partitioned into three parts, X, Y, Z such that U Z| < a|V|, |y U Z\ < Q;|y|, 
Z\ < / ( n ) , and there is no edge between X and Y. Planar graphs, bounded 
genus graphs and fixed minor free graphs all have (0(-y/n), 2/3)-separation which 
can be found in time [1]. In addition, these graphs are closed under taking 
subgraphs. So we can recursively separate the separated parts X and Y until the 
separated pieces are small enough. 
For a graph G (and its subgraph) that has 0 ( n ) edges and a {0{y/n), 2 /3) -
separation, we claim that the matrix I - K oi G (p{dy/n, a)-well-separable 
for some constant a < 1. Recall that an n x n matrix is ( / ( n ) , a)-well-separable 
if we can partition the matrix so that submatrices A and D are square matrices 
having dimension < an and are also ( / ( n ) , Q;)-well-separable, while submatrices 
B and D are of rank at most / ( n ) . . 
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To show that I — K is well-separable, we prove by induction on the number of 
edges of the graph. We will first show the inductive step and then by the base 
case. For the inductive step, we can use a separator to divide the graph into three 
parts X , Y, Z such that U < 2n/3, \Y U Z\ < 2n/3 and |Z| = O ( v ^ ) , and 
there are no edges between X and Y. Let Ei be the set of edges with at least 
one endpoint in X and let 丑2 be 丑一丑i. We partition I — K as follows. 
El E2 
Elf A B \ 
E2\C D J 
Since |y| = and each vertex in Y is of degree at least 1, we have = Q(n) 
and 丨五2I = Q � . A l s o we have = 0 ( n ) and |丑2I = 0(ji) since m = 0{n), 
and thus |JEI|, \E2\ < an for some constant a. Let be the subset of Ei with 
one endpoint in Z, and define F2 similarly. Then any edge in Ei — Fi does 
not share an endpoint with any edge in E2 — F2. Since \Z\ = and each 
vertex is of degree at most d, there are at most 0{dy/n) edges with one endpoint 
in Z , and thus |Fi| = 0{dy/n) and IF2I = 0{dy/n). Therefore, submatrices B 
and C have 0{dy/n) non-zero rows and columns, and thus are of rank at most 
Also I — K must be invertible because I — K has ones on its diagonal, 
and thus det ( / — K) is a non-zero polynomial. Matrices A and D correspond to 
matrices I — K for subgraphs of G, and by the inductive hypothesis A and D are 
(0 (d»，a) -wel l -separable . Hence we can conclude that I - K is {0{d^/r^),a)-
well-separable. 
For the base case of the induction, observe that any small enough graph must be 
separable. For any graph with the number of edges less than a small constant c, 
we can safely assume its matrix I - K is (p(dy/n), a)-well-separable because any 
way to partition the edge set into halves gives B and C rank less than c. 
Now it remains to analyze the probability that all I _ K, A and D remain 
invertible after substituting random values to Note that det ( / - K) is & 
degree m polynomial not identically equal to zero, because I - K has ones on 
its diagonal. Thus, by .the Schwartz-Zippel Lemma, I - K is invertible with 
probability at least 1 — m/|F|. Since A and D correspond to matrices I - K iov 
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subgraphs of G, we can apply the same argument to A and D recursively, and all 
the required matrices are invertible with probability at least 1 — 0{mlogm)/|F . 
As a result I - K is {0{dy/n), a)-well-separable. We can now apply Theorem 4.3 
with 7 = 1.5 [1]. So ( / — K")—1 can be computed in + (d^^)…2几2) 二 
咖 1) time. 
Finally we analyze the required time to compute the rank of ( / - 幻 一 V u t ⑷ ， � 
for all source s and sink t. We will show that this can be done in Oi^ct-V) time. 
Since the rank of an a x 6 matrix can be computed in time by Theo-
rem 2.12. The ranks of ( / - i ^ ) — i j o u t � ’ � from one source s to all receivers t 
can be computed in 
. = 0(m . 乂s)广一 1) 
tev 
time. So the overall time to compute the ranks for all pairs of vertices is 
[ 0 ( n . (产⑷广 1 ) 
sGv 
asm = 0(n). Now we show that this sum is at most Let di = 
We partition the vertices into into groups Vj so that 必 ^ 式 where d is the 
maximum degree of the graph. Note that there exists a partition so that all Vj 
(except at most one) has 
ieVj 
otherwise we can merge two groups that has sum less then d/2. Thus there are 
at most m/{d/2) + 1 = 0{n/d) groups. Now we can bound the. overall time to 
compute the ranks, 
e e ^ ' ^ w . 广 = 几 . ； ( 力 广 - 1 
sEv tev sev 
0(n/d) 
= ( 彻 “ . 
. j=i seVj 
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0(n/d) / \ …1 
E d � 
j=i \seVj 
0{n/d) 
<n- X； (T-i 
二 n • 0{n/d) . 
The first inequality is true because are all positive and the exponent u - 1 
is not smaller than one. Hence the total time to compute the ranks is 
which is dominated by the time to compute ( / — And we have the following 
conclusion. 
Corollary 4.4. All pairs edge connectivities can be computed in 0(3�— 
time for any directed fixed minor free graph with maximum degree d. 
4.4 Open Problems 
After the discussion on the algebraic approach on the graph connectivity problem 
in this chapter, there are some interesting problems remain. Is it possible to give 
an Oin^) time algorithm to compute the edge connectivity between one pair 
of vertices? If such algorithm exists then we can also compute all pairs edge 
connectivities in time, which is faster than the 0{m^) time algorithm 
we discussed. 
Can we drop the requirement that the maximum degree d of the given graph 
is small for our all pairs edge connectivities algorithm for planar graphs and its 
generalization? On other hand, can this algebraic approach be generalized to the 
capacitated case, where each edge has a capacity? 
Finally, is it possible to design a combinatorial algorithm, that is faster than 
computing the edge connectivities between each pair of vertices separately in 
directed graphs? • 
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