Instance Success α(G) CPU(s) Solutions Success β(G) CPU(s) Optimal β(G)
PLS MIS and MVC performance results, averaged over 100 independent runs, for the complete set of BHOSLIB benchmark instances. For each instance, the optimal MIS size is given by the 2 digits immediately following 'frb' in the instance name; 'Success' gives the number of successful trials (from a total of 100) in which the optimal maximum independent set / minimum vertex cover was located; 'α(G)' gives the maximum MIS size (average MIS, minimum MIS size) for the 100 PLS trials; 'CPU(s)' is the run-time in CPU seconds, averaged over all successful runs, for each instance. 'Solutions.' is the total number of distinct maximum sized independent sets found for each instance. 'β(G)' gives the minimum MVC size (average MVC size, maximum MVC size) for the 100 MVC trials; 'Optimal β(G)' is the cardinality of the optimal minimum vertex cover for each instance. Table 2 PLS MIS and MVC performance as compared to SAT Solvers in the SAT Competition 2004 for the BHOSLIB benchmark. For each instance, the number of SAT solvers (from a total of 55 SAT solvers) in the SAT Competition 2004 that were able to solve the corresponding SAT problem and also the number of successful trials (from a total of 100) in which PLS located the optimal maximum independent set / minimum vertex cover.
brock200 1 100 6 < ǫ 100 21 < ǫ johnson32-2-4 100 31 < ǫ 100 16 < ǫ brock200 2 100 11 < ǫ 100 12 0.01 johnson8-2-4 100 7 < ǫ 100 4 < ǫ brock200 3 100 9 < ǫ 100 15 0.01 johnson8-4-4 100 5 < ǫ 100 14 < ǫ brock200 4 100 8 < ǫ 100 17 0.04 keller4 100 15 < ǫ 100 11 < ǫ brock400 1 100 7 < ǫ 100 27 0.52 keller5 100 31 < ǫ 100 27 0.01 C250.9 100 5 < ǫ 100 44 < ǫ p hat300-1 100 39 < ǫ 100 8 < ǫ C4000.5 100 18 285.17 100 18 89.00 p hat300-2 100 27 < ǫ 100 25 < ǫ C500.9 100 5 < ǫ 100 57 0.04 p hat300-3 100 9 < ǫ 100 36 < ǫ c-fat200-1 100 18 < ǫ 100 12 < ǫ p hat500-1 100 50 < ǫ 100 9 < ǫ c-fat200-2 100 9 < ǫ 100 24 < ǫ p hat500-2 100 36 < ǫ 100 36 < ǫ c-fat200-5 100 3 < ǫ 100 58 < ǫ p hat500-3 100 10 0.01 100 50 < ǫ c-fat500-1 100 40 < ǫ 100 14 < ǫ p hat700-1 100 65 < ǫ 100 11 0.01 c-fat500-10 100 4 < ǫ 100 126 < ǫ p hat700-2 100 49 < ǫ 100 44 < ǫ c-fat500-2 100 20 < ǫ 100 26 < ǫ p hat700-3 100 10 0.01 100 62 < ǫ c-fat500-5 100 8 < ǫ 100 64 < ǫ san1000 100 67 < ǫ 100 15 16.55 DSJC1000 5 100 15 0.77 100 15 0.21 san200 0.7 1 100 9 < ǫ 100 30 < ǫ DSJC500 5 100 13 0.01 100 13 < ǫ san200 0.7 2 100 12 < ǫ 100 18 0.02 gen200 p0.9 44 100 5 < ǫ 100 44 < ǫ san200 0.9 1 100 4 < ǫ 100 70 < ǫ gen200 p0.9 55 100 5 < ǫ 100 55 < ǫ san200 0.9 2 100 4 < ǫ 100 60 < ǫ gen400 p0.9 55 100 8 < ǫ 100 55 0.03 san200 0.9 3 100 5 < ǫ 100 44 < ǫ gen400 p0.9 65 100 7 < ǫ 100 65 < ǫ san400 0.5 1 100 32 < ǫ 100 13 0.13 gen400 p0.9 75 100 6 < ǫ 100 75 < ǫ san400 0.7 1 100 11 < ǫ 100 40 0.07 hamming10-2 100 2 < ǫ 100 512 < ǫ san400 0.7 2 100 15 < ǫ 100 30 0.09 hamming10-4 100 20 < ǫ 100 40 < ǫ san400 0.7 3 100 19 < ǫ 100 22 0.09 hamming6-2 100 2 < ǫ 100 32 < ǫ san400 0.9 1 100 5 < ǫ 100 100 < ǫ hamming6-4 100 12 < ǫ 100 4 < ǫ sanr200 0.7 100 7 < ǫ 100 18 < ǫ hamming8-2 100 2 < ǫ 100 79 < ǫ sanr200 0.9 100 4 < ǫ 100 42 < ǫ hamming8-4 100 16 < ǫ 100 16 < ǫ sanr400 0.5 100 13 0.03 100 13 0.01 johnson16-2-4 100 15 < ǫ 100 8 < ǫ sanr400 0.7 100 8 < ǫ 100 21 < ǫ Table 3 PLS MIS performance results, averaged over 100 independent runs, for the DIMACS and DIMACS-C benchmark instances. 'S' gives the number of successful trials (from a total of 100) in which the optimal maximum independent set was located; 'α' is the putative optimal MIS size; 'C' is the run-time in CPU seconds, averaged over all successful runs, for each instance ('< ǫ' signifies the required CPU time is less than 0.01 seconds).
brock200 1 100 194 < ǫ 100 179 < ǫ johnson32-2-4 100 465 < ǫ 100 480 < ǫ brock200 2 100 189 < ǫ 100 188 0.02 johnson8-2-4 100 21 < ǫ 100 24 < ǫ brock200 3 100 191 < ǫ 100 185 0.03 johnson8-4-4 100 65 < ǫ 100 56 < ǫ brock200 4 100 192 < ǫ 100 183 0.06 keller4 100 156 < ǫ 100 160 < ǫ brock400 1 100 393 C250.9 100 245 < ǫ 100 206 < ǫ p hat300-1 100 261 < ǫ 100 292 < ǫ C4000.5 100 3982 138.42 100 3982 142.02 p hat300-2 100 273 < ǫ 100 275 < ǫ C500.9 100 495 < ǫ 100 443 0.27 p hat300-3 100 291 < ǫ 100 264 < ǫ c-fat200-1 100 182 < ǫ 100 188 < ǫ p hat500-1 100 450 < ǫ 100 491 < ǫ c-fat200-2 100 191 < ǫ 100 176 < ǫ p hat500-2 100 464 < ǫ 100 464 < ǫ c-fat200-5 100 197 < ǫ 100 142 < ǫ p hat500-3 100 490 0.01 100 450 < ǫ c-fat500-1 100 460 < ǫ 100 486 < ǫ p hat700-1 100 635 < ǫ 100 689 0.01 c-fat500-10 100 496 < ǫ 100 374 < ǫ p hat700-2 100 651 < ǫ 100 656 < ǫ c-fat500-2 100 480 < ǫ 100 474 < ǫ p hat700-3 100 690 0.01 100 638 < ǫ c-fat500-5 100 492 < ǫ 100 436 < ǫ san1000 100 933 < ǫ 100 985 19.81 DSJC1000 5 100 985 0.61 100 985 0.29 san200 0.7 1 100 191 < ǫ 100 170 < ǫ DSJC500 5 100 487 < ǫ 100 487 0.01 san200 0.7 2 100 188 < ǫ 100 182 0.03 gen200 p0.9 44 100 195 < ǫ 100 156 < ǫ san200 0.9 1 100 196 < ǫ 100 130 < ǫ gen200 p0.9 55 100 195 < ǫ 100 145 < ǫ san200 0.9 2 100 196 < ǫ 100 140 < ǫ gen400 p0.9 55 100 392 < ǫ 100 345 0.11 san200 0.9 3 100 195 < ǫ 100 156 < ǫ gen400 p0.9 65 100 393 < ǫ 100 335 < ǫ san400 0.5 1 100 368 < ǫ 100 387 0.11 gen400 p0.9 75 100 394 < ǫ 100 325 < ǫ san400 0.7 1 100 389 < ǫ 100 360 0.08 hamming10-2 100 1022 < ǫ 100 512 < ǫ san400 0.7 2 100 385 < ǫ 100 370 0.09 hamming10-4 100 1004 < ǫ 100 984 < ǫ san400 0.7 3 100 381 < ǫ 100 378 0.11 hamming6-2 100 62 < ǫ 100 32 < ǫ san400 0.9 1 100 395 < ǫ 100 300 < ǫ hamming6-4 100 52 < ǫ 100 60 < ǫ sanr200 0.7 100 193 < ǫ 100 182 < ǫ hamming8-2 100 254 < ǫ 100 177 < ǫ sanr200 0.9 100 196 < ǫ 100 158 < ǫ hamming8-4 100 240 < ǫ 100 240 < ǫ sanr400 0.5 100 387 0.02 100 387 0.01 johnson16-2-4 100 105 < ǫ 100 112 < ǫ sanr400 0.7 100 392 < ǫ 100 379 0.01 Table 4 PLS MVC performance results, averaged over 100 independent runs, for the DIMACS and DIMACS-C benchmark instances. 'S' gives the number of successful trials (from a total of 100) in which the optimal minimum vertex cover was located; 'β' is the putative optimal MVC size; 'C' is the run-time in CPU seconds, averaged over all successful runs, for each instance ('< ǫ' signifies the required CPU time is less than 0.01 seconds). Table 5 Comparative PLS MIS performance results for the DIMACS-C benchmark instances. The putative maximum independent set size is shown in the 'α(G)' column with the maximum independent set size found by the CBH (Gibbons et al., 1996) , OCH (Aggarwal et al., 1997) , QSH (Busygin et al., 2002) , WAO (Barbosa and Campos, 2004) and PLS algorithms shown in the correspondingly labeled columns. The 'QSH SCPU(s)' column lists the scaled (to the reference computer used in this study) CPU time for the QSH algorithm and the 'PLS CPU(s)' gives the corresponding PLS CPU time (averaged over 100 trials). Entries of < ǫ signifies the required CPU time is less than 0.01 seconds. Table 6 Comparative PLS MIS performance results for the DIMACS-C benchmark instances. The putative maximum independent set size is shown in the 'α(G)' column with the maximum independent set size found by the CBH (Gibbons et al., 1996) , OCH (Aggarwal et al., 1997) , QSH (Busygin et al., 2002) , WAO (Barbosa and Campos, 2004) and PLS algorithms shown in the correspondingly labeled columns. The 'QSH SCPU(s)' column lists the scaled (to the reference computer used in this study) CPU time for the QSH algorithm and the 'PLS CPU(s)' gives the corresponding PLS CPU time (averaged over 100 trials). Entries of < ǫ signifies the required CPU time is less than 0.01 seconds. c-fat500-2 3 500 3 115.14 2 628 100 < ǫ p hat700-3 1 383 100 6.40 7 565 11 52.27 c-fat500-5 1 544 2 166.08 5 841 100 < ǫ san1000 7 540 100 0.18 1 716 −− −− DSJC1000 5 2 297 100 43.46 2 186 99 111.49 san200 0.7 1 1 085 100 0.01 3 370 100 < ǫ DSJC500 5 1 876 100 7.43 1 725 100 1.14 san200 0.7 2 1 473 100 < ǫ 2 422 40 38.35 gen200 p0.9 44 752 100 < ǫ 5 043 42 15.64 san200 0.9 1 590 100 < ǫ 6 825 100 < ǫ gen200 p0.9 55 669 100 < ǫ 5 416 100 0.27 san200 0.9 2 699 100 < ǫ 6 082 100 < ǫ gen400 p0.9 55 1 073 100 < ǫ 6 718 −− −− san200 0.9 3 689 100 < ǫ 4 748 −− −− gen400 p0.9 65 987 100 < ǫ 6 935 10 33.17 san400 0.5 1 3 754 100 1.76 1 455 9 181.80 gen400 p0.9 75 855 100 < ǫ 8 006 100 0 san400 0.7 1 1 554 100 0.04 3 941 100 0.07 hamming10-2 398 100 0.01 50 512 100 < ǫ san400 0.7 2 1 891 100 0.01 3 110 100 0.05 hamming10-4 3 006 100 0.37 5 086 −− −− san400 0.7 3 2 205 100 < ǫ 2 771 100 0.73 hamming6-2 129 100 < ǫ 1 072 100 < ǫ san400 0.9 1 813 100 < ǫ 9 776 100 < ǫ hamming6-4 650 100 < ǫ 134 100 < ǫ sanr200 0.7 967 100 < ǫ 2 325 100 0.51 hamming8-2 398 100 < ǫ 10 976 100 < ǫ sanr200 0.9 655 100 < ǫ 5 126 −− −− hamming8-4 2 428 100 0.01 1 472 100 < ǫ sanr400 0.5 1 844 100 1.04 1 835 100 0.64 johnson16-2-4 1 710 100 < ǫ 548 100 < ǫ sanr400 0.7 1 168 100 0.05 2 992 96 36.35 Table 7 PLS MWIS performance for the DIMACS-W and DIMACS-CW benchmark instances. 'Ws' is the weight of the putative MWIS found during the initial PLS scans; 'S' is the number of successful trials from a total of 100 trials. An entry of −− signifies that the restricted CPU time allowed for each trial prevented PLS attaining Ws found during the initial scans; and 'C' is the reference computer processor time, averaged over successful trials, required by PLS. Entries of '< ǫ' signify that the average CPU time required was less than 0.01 seconds. < ǫ 16 730 100 < ǫ DSJC500 5 43 474 100 6.86 43 625 100 1.05 san200 0.7 2 18 627 100 < ǫ 17 678 23 82.22 gen200 p0.9 44 19 348 100 < ǫ 15 057 100 7.03 san200 0.9 1 19 510 100 < ǫ 13 275 100 < ǫ gen200 p0.9 55 19 431 100 < ǫ 14 684 100 0.26 san200 0.9 2 19 401 100 < ǫ 14 018 100 < ǫ gen400 p0.9 55 39 127 100 < ǫ 33 665 −− −− san200 0.9 3 19 411 100 < ǫ 15 352 −− −− gen400 p0.9 65 39 213 100 0.01 33 265 53 45.91 san400 0.5 1 36 446 100 0.68 38 745 35 258.90 gen400 p0.9 75 39 345 100 < ǫ 32 194 100 < ǫ san400 0.7 1 38 646 100 0.03 36 259 100 0.11 hamming10-2 100 426 100 < ǫ 50 312 100 0.01 san400 0.7 2 38 309 100 0.04 37 090 100 0.12 hamming10-4 97 818 100 0.88 95 707 −− −− san400 0.7 3 37 995 100 < ǫ 37 429 100 3.46 hamming6-2 2 015 100 < ǫ 1 072 100 < ǫ san400 0.9 1 39 387 100 < ǫ 30 424 100 < ǫ hamming6-4 1 494 100 < ǫ 2 010 100 < ǫ sanr200 0.7 19 133 100 0.01 17 775 100 0.64 hamming8-2 21 354 100 < ǫ 1 0776 100 < ǫ sanr200 0.9 19 445 100 < ǫ 15 050 8 40.09 hamming8-4 19 324 100 0.01 20 280 100 < ǫ sanr400 0.5 38 356 100 0.23 38 365 100 1.06 johnson16-2-4 5 670 100 < ǫ 6 832 100 < ǫ sanr400 0.7 39 032 100 0.08 37 208 80 59.46 Table 8 PLS MWVC performance for the DIMACS-W and DIMACS-CW benchmark instances. 'Wc' is the weight of the putative MWVC found during the initial PLS scans; 'S' is the number of successful trials from a total of 100 trials. An entry of −− signifies that the restricted CPU time allowed for each trial prevented PLS attaining Wc found during the initial scans; and 'C' is the reference computer processor time, averaged over successful trials, required by PLS. Entries of '< ǫ' signify that the average CPU time required was less than 0.01 seconds. Table 9 DIMACS-W and DIMACS-CW instances in Tables 7 (MWIS) and 8 (MWVC) for which the relationship Ws + Wc = Wt does not hold. ∆(= Ws + Wc − Wt) gives the relative error in the PLS results.
