We consider a fast approximation method for a solution of a certain stochastic non-local pseudodifferential equation. This equation defines a Matérn class random field. The approximation method is based on the spectral compactness of the solution. We approximate the pseudodifferential operator with a Taylor expansion. By truncating the expansion, we can construct an approximation with Gaussian Markov random fields. We show that the solution of the truncated version can be constructed with an over-determined system of stochastic matrix equations with sparse matrices. We solve the system of equations with a sparse Cholesky decomposition. We consider the convergence of the discrete approximation of the solution to the continuous one. Finally numerical examples are given.
Introduction
We are interested in studying generalised Gaussian Markov random fields on R d . A typical -and often studied -example of a Gaussian Markov random field is the Matérn field with the covariance function C X (x, y) = 2 1−α+d/2 σ 2 ℓ
where α − d/2 > 0, σ 2 > 0 and ℓ > 0 are smoothness parameter, scaling factor, and correlation length, respectively. K α−d/2 is the modified Bessel function of the second kind and Γ is the gamma function. Studying the generalised Matérn field is equivalent to the study of the weak solution of the stochastic partial differential equation
where κ = ℓ −d and W is white noise on R d with a covariance operator σ 2 I, where I is the identity operator [13, 16, 19, 21] . For integer α, fast numerical approximations of (2) are well-known, see for example Lindgren et al. 2011 [13] or Simpson 2009 [21] .
However, an open question is how to efficiently approximate Matérn fields with noninteger α. Our work contributes to this area. The case of non-integer alpha was also briefly considered on page 493 of the discussion part of Lindgren et al. [13] , where the proposed approximation is based on minimising an error functional in spectral domain. Although that approach, in principle, contains the Taylor series expansion as a special case, our approach differs both in the used discretisation method as well as in the respect that we formally show when the Taylor approximation lead to a valid non-degenerate covariance function.
Instead of the continuous Matérn fields, we focus on a band-limited version of the Matérn fields, that is, we make a spectral truncation. In order to make the spectral truncation, we replace the white noise W in Equation ( 2) with a spectrally truncated noise W , which has a covariance function
The corresponding stochastic partial differential equation is then
where α is non-integer. We call the solution X of (3) band-limited fractional Matérn field, because the covariance function of X is
We choose the spectral truncation rule from the radius of convergence of power series expansion for the Fourier transformed operator
which, we later verify, is κ. This truncation makes the sample paths infinitely smooth with probability one, as we will also show later.
For practical computations, we may use any discretisation scheme, such as finite differences [17] or finite element methods [19] . From now on, we use finite differences as our discretisation scheme, because the discretised formulas are simpler than the ones obtained via finite element methods. In the case of the integer α, the finite difference approximation of the Equation (2) leads to a sparse matrix presentation of the corresponding Matérn field [13, 19] . The approximation is typically written as a linear stochastic matrix equation
where L is a sparse matrix approximating the linear operator in Equation (2) and W is discrete white noise. The covariance of the discrete random field X is then
We note that the covariance matrix C is a full matrix when α > 0, while the precision matrix L T L is a sparse matrix. Hence, it is appealing from the computational point of view to work with formulations of type (5) rather than with the full covariance matrices. For non-integer α and fractional-order difference approximations [11, 14] , the matrix L is a full matrix, hence computational efficiency is lost. Thus, the question is raised of whether it is possible to find fast approximation, which is close enough to the original L. This paper aims to address this question. We aim to do this by studying the approximations of certain random fields closely related to Matérn fields with power spectrum defined by truncated Taylor expansions and their numerical approximations.
Our main motivation for studying band-limited fractional Matérn fields is in applying them as prior distributions in Bayesian statistical inverse problems [9] . In our earlier studies, we have considered Gaussian Markov random fields within the framework of Bayesian statistical inverse problems (Roininen et al. 2011 and 2013 [17, 18] ) and applied the methodology to an electrical impedance tomography problem (Roininen et al. 2014 [19] ). Studies of very high dimensional prior distributions arising from spatially sampled values of random fields in Bayesian inversion are reported by Lasanen 2012 [12] and Stuart 2010 [23] . In Särkkä et al. 2013 [20] and Solin et al. 2013 [22] we also applied Matérn and other types of spatio-temporal Gaussian random fields to fMRI brain imaging and prediction of local precipitation, and in Hiltunen et al. 2011 [8] to diffuse optical tomography. Other applications of Matérn fields include for example spatial interpolation [13] and machine learning [16] . This paper is organised as follows: In Section 2, we consider the approximation of the fractional spectrum with truncated Taylor expansion and discuss corresponding discrete approximations with sparse matrices. In Section 3, we construct upper triangular matrix L (see Equation (5)) with Cholesky decomposition. In Section 4, we further consider Taylor expansion of power spectrum in more detail. The convergence of the discrete approximations to the continuous ones will be considered in Section 5. Finally, in Section 6, we numerically study the accuracy of the approximation in the case of 2-dimensional Matérn field.
Approximating band-limited covariances
Our aim, in this section, is to study approximations of band-limited Matérn fields (4) in two steps: First we approximate the fractional spectrum (κ 2 + |ξ| 2 ) α with truncated Taylor series. Then we study discrete approximations of the corresponding random field via trigonometric polynomials, which lead to matrix covariance formulas of type (6) .
Let us denote
where t ∈ R. The function P has the well-known Taylor series
where
We note that the series (8) converges for |t| ≤ κ and diverges for |t| > κ. In Section 4, we verify that the divergence is due to unlimitedness of the partial sums. We apply the Taylor series (8) to the covariance function in Equation (4) and obtain
As our objective is to find a Gaussian Markov random field approximation, we truncate the Taylor series in (10) , and set
We choose the truncation level K in such a way that a K > 0. This guarantees the positivity of the denominator (see Section 4 for detailed discussion). The band-limited spectral density in Equation (4) as such can result in quite large differences to the covariance function due to the missing tails. However, it often turns out that the truncated series in Equation (11) is positive in a considerably larger area |ξ| ≤ κ ′ with κ ′ > κ even though the Taylor series converges only in |ξ| ≤ κ. Quite often it is even valid in the whole R d . In those cases, by extending the integration area as done in Equation (11), we can better retain the tails of the spectral density which leads to a considerably more accurate approximation to the covariance function.
As an example, we choose d = 1, σ 2 = 1, α = 3/2 and κ = 1 with truncation parameter K = 4, and set
The polynomial is clearly everywhere positive and hence the spectral density is valid in the whole R. Thus we can extend the integration area to the whole space. Figure 1 illustrates the resulting approximation. The general case is studied in Lemma (4.2) (Section 4). We give the discrete approximation on lattice h(i, j) d , where h > 0 is discretisation step and i, j ∈ Z d . Then the discrete approximation of the continuous covariance (11) can be written with the discrete Fourier transform and trigonometric polynomials [17] as
We emphasise that the integrand is not band-limited to |ξ| ≤ κ, because of the approximations applied. For the relationship between polynomials corresponding to continuous covariance (11) and trigonometric polynomials corresponding to discrete covariance (13), see Section 5. The difference between our earlier study [17] and this paper, is that here we let the terms c k := a k κ 2(α−k) to be also negative. However, as mentioned earlier, we require that the sum is strictly positive, as is the case in the formulation in Equation (12) . In Section 3, we will consider a technique for constructing matrix L in Equation (5) for the cases c k ∈ R.
Studying the trigonometric polynomial
in Equation (13) is related to the study of difference matrices [17] . For example, let us choose d = 1. Then we can write a stochastic first order difference matrix equation as
where δ is the Kronecker delta, white noise W has covariance Σ 1 = 1 hc1 I. We can write k (th) -order difference matrix L k similarly to Equation (15) . The corresponding covariance matrices Σ k are obtained from the constants c k h d−2k in Equation (13) and they are
Using the additivity property of the precision matrix [17], we may then write the discrete covariance with matrix equations as
Cholesky decomposition
Given the matrices L k and Σ K in Equation (16), our aim is to construct an upper triangular sparse matrix L. The full covariance matrix C in Equation (16), has both c k > 0 and c k < 0 terms, which we relate to constructing L with Cholesky decomposition. We choose this construction, as we aim to construct the upper triangular matrix L term-by-term, that is, we recursively apply the Cholesky decomposition in order to get the wanted presentation. Cholesky decomposition algorithms are covered in standard literature [6] , and they are extensively used in square root Kalman filtering (see, e.g., [2, 7] ). An alternative to Cholesky decomposition is the QR decomposition with Givens rotations and anti-rotations [15] . We note that mathematically, from the perspective of this paper, Cholesky and QR methods are equivalent.
In the computation of estimators to inverse problems with prior covariance C as well as in simulation of the random field we are interested in performing matrixvector operators of the form L −1 v, where v is some given vector. When L is a sparse matrix, this can be efficiently evaluated without explicitly computing the (full) matrix inverse L −1 . Although the matrix L can be computed via factoring C −1 , for maximal numerical accuracy it beneficial to compute it directly without computing C −1 . This is because the number of bits required for a given floating point precision for constructing C −1 is twice the required bits for L [2] . We start by partitioning the precision matrix C −1 as
where the partitioned precision matrices P + and P − correspond to the parts to be sequentially updated with positive and negative signs, respectively. When making the Cholesky decomposition, we first loop over the positive c k coefficients and do Cholesky updates with a k κ 2(α−k) h 1−2k L k . Then we do the same for the negative coefficients with the so-called Cholesky downdates. We note that it advisable not to mix the updates with positive and negative signs, because this might break the positive-definiteness property of the covariance matrix. This might break the algorithm and hence, we propose to carry out updates with positive signs first and downdates with negative signs at the last part of the algorithm. A further development of the matrix factorisation is to use the L T DL decomposition, where D is a diagonal matrix and the diagonal elements of the L are all ones. Hence, this allows the presentation of the form
The inverse D −1 is fast to compute as it is a diagonal matrix. Figure 2 shows an example of a covariance function approximation formed with the above procedure (using the SuiteSparse 1 library [4, 5] ) as well as example realisations of the process.
Band-limited fractional Matérn fields
In this section, we discuss the power spectrum of the band-limited Matérn fields with certain expansion schemes. We first note a fundamental property of the band- Lemma 4.1. Let X be the solution of (3). Then the sample paths of X are smooth on R d with probability 1.
Proof. For any k ∈ N and j = 1, · · · , d, the spectra
of the weak derivatives
for fixed ǫ > 0. By Theorem 3.4.3 in [1] , the weak derivatives are almost surely continuous.
Convergence of the truncated Taylor series
In order to study the convergence of the truncated Taylor approximations (11), we need a preliminary result: Let κ > 0 and coefficients a k be as in (9) . Then there is a constant c > 0 independent of J such that
for all ξ ∈ R d . Moreover, there are non-negative polynomials q j , j = 1, . . . , J, such
for every K, and
for t > 1.
Proof. We first set
for all t ≥ 0. By positivity of coefficients a k , k = 0, . . . , [α] + 1 (see (9)), we have
for t ≥ 0. For j = 1, . . . , J, we set
The sum in (20) has then the expression
where also a [α]+2J+1 > 0. From (9), we observe that for j = 1, . . . , J
The only real zero of q j , j = 1, . . . , J, is at zero, since the discriminant for the quadratic factor in q j ( √ t) is negative. Indeed,
where α − [α] − 2j + 1 < 0 for j ≥ 1. Moreover, we see that q j ≥ 0 by inspecting the signs of the coefficients of q k . For the limit (22), we note that by (24), the ratio of the consecutive terms has the limit
which shows that the corresponding series diverges for t > 1. Since the series is a sum of non-negative terms, it is unbounded.
When K = [α] + 2J + 1, the truncated Taylor approximation
is a well-defined function by (20) . Moreover, the truncated Taylor approximation C K X satisfies the equation
in the sense of tempered distributions. Taking the Fourier transform and dividing by the positive term K k=0 a k κ 2(α−k) |ξ| k leads to the equation. We proceed to study convergence of covariances when using truncated Taylor approximations. The following theorem demonstrates that restrictions on the spectral domain are not required when using the Taylor approximations. This is a significant benefit for the numerical approach in terms of computational speed.
Proof. For simplicity, take κ = σ = 1. Denote K = [α] + 2J + 1 and set
The remainder term of the Taylor approximation for (1 + t 2 ) α at t = |ξ| ≤ 1 is
which converges uniformly. Together with the lower bound (20) , this bounds the first integral in (28).
For the second integral, we use from Lemma 4.2, the lower bound
and the limit (22) . Hence, the second integral vanishes as J → ∞.
Convergence of the discrete field to continuous
In this section, we define the lattice approximations of the random field X similarly as in [17] . We choose the discrete lattice to be hZ d , where h > 0. The continuous field X is first restricted onto hZ d and then approximated by a discrete field X (h) on hZ d . We start by discretising the Laplacian in (27). As the discretisation scheme, we use finite-difference methods. That is, for d = 1 the discrete Laplacian is
where i ∈ Z and f : hZ → R. Similarly, in dimension d = 2
where i, j ∈ Z and f : hZ 2 → R. We define the lattice approximation X (h) as a zero mean Gaussian random field on hZ d whose stationary covariance
is given by a discrete version of (27):
where δ ij is the Kronecker delta function on Z d , and the discrete Laplacian operates on the first variable. The multiplier h d on the left hand side is connected to the convergence of the discretization. Namely, it distinguishes the lattice approximations of continuous integral operators from their kernels, which are studied here. In [17] , this multiplier is included in the construction of the discrete prior.
Define the spectrum of f :
Next, we consider the discrete Laplacian as a Fourier multiplier:
and transform (31) into
Since 2−2 cos(ξ p ) ≥ 0, Lemma 4.2 implies the positivity of the multiplier of C X (h) (ξ) in (32). The spectrum of C X (h) is then obtained from (32) as
The corresponding discrete correlation is
Let us make a change of variables in the integral (33):
For a given x ∈ R d , we choose such a sequence of i = i h that hi h → x as h → 0, and apply Lebesgue's dominated convergence theorem for (34) as h → 0. Indeed, by Jordan's inequality, the lower bound
holds, which together with Lemma 4.2 implies that the denominator in (34) has the lower bound
where c does not depend on h. Moreover,
We have shown the following result:
Theorem 5.1. Let K and a k be as in Lemma 4.2. Let
whenever sequences (i h ) and (j h ) are such that lim h→0 (hi h , hj h ) = (x, y).
Pointwise convergence of covariance functions shows that corresponding finitedimensional Gaussian distributions converge weakly in the sense of measures, that is, expectations of bounded continuous functions converge. In applications, more is often needed. Namely, mappings H defined on paths of random fields often appear, for example, in Bayesian inverse problems. This raises the need to study convergence of interpolated random fields. The domain of definition of the continuous mapping H usually dictates the function space and topology in which the convergence is to be studied. Below, we demonstrate one result of this kind.
We show that Whittaker-Shannon interpolated random fields converge weakly in the sense of measures on C(R d ). Here the space C(R d ) is equipped with the usual metric topology corresponding to the family of seminorms |f | k := sup x∈K k |f (x)|, where the union of compact sets
for all x, y ∈ R n . Then
which is equivalent to
The weak convergence of X (hn) to X when h n → 0 as n → ∞ follows from the next result. The same result also shows the weak convergence of random fields when the truncation parameter grows. Theorem 5.2. Let X n be a sequence of zero mean Gaussian random fields on R d , whose covariance functions C n (x, y) = C n (x − y) satisfy
for some constants c > 0, s > (d + 1)/2 and for all n. If
for all x, y ∈ R d , then the distributions of X n converge weakly on C(R d ) to the distribution of Gaussian zero mean random field X whose covariance function is C(x, y).
Proof. The random fields X n have continuous sample paths by (35) and Theorem 3.4.3 in [1] . Therefore, their distributions are Gaussian measures on C(R), whose characteristic functions E (exp(itX n (x)) converge to the characteristic function of the zero mean Gaussian measure with covariance function C(x, y).
Since the probability density of X n (0) converges to the probability density of X(0), the sequence {X n (0)} is tight. Moreover, 
Numerical experiments
In this section we test the numerical accuracy of 2-dimensional Matérn field approximation with σ 2 = 1, κ = 1, and α = π. Figure 3 shows the maximum absolute approximation error as function of the Taylor series order. The discretisation step was h = 0.1. It can be seen that the error first decreases and then starts to increase. This is to be expected, because at the first steps the approximation becomes better in the central part of the integral while the tails still remain quite heavy. However, when the Taylor series order is increased, the tails become thinner and hence the approximation error increases and approaches the band-limited covariance function. Figure 4 shows the approximation with the Taylor series of order K = 4 and Figure 5 a one-dimensional slice extracted from the middle of the covariance function. It can be seen that the error in the approximation is very small. Finally, Figure 6 shows an example realisation of the process which is very fast to compute despite the relatively large number of discretisation points (40401). 
Conclusion
We have considered approximation methods of Matérn fields. The methodology is based on truncated Taylor expansion for the reciprocal of the power spectrum and Cholesky decomposition for practical computations. We have shown the convergence of the discrete Matérn field to the continuous ones in two cases, the first one is with respect to Taylor expansion and the second one with the discretisation step h. There are truncation levels that give satisfactory approximations with sparse matrices for Matérn fields. We have demonstrated corresponding numerical examples.
As our focus was on the methodology, we have not presented any practical applications in this paper. Hence, this will be one task of subsequent studies. Application areas include, for example, tomography within the framework of Bayesian statistical inverse problems or spatial interpolation in Bayesian statistics.
