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With the emergence of complex distributed systems, well-organized workflow 
scheduling (WFS) algorithms is one of the main components of the Workflow Management 
Systems (WfMS). The efficiency of WFS algorithms highly depends on the dependencies 
between the tasks in the workflow. The aim of this research is to efficiently schedule the 
workflow tasks without sacrificing the overall Quality of Service (QoS). Therefore, this thesis 
builds upon an existing workflow architecture and proposes the improved QoS-Aware 
workflow scheduling algorithms, specifically designed for heterogeneous computing 
environment. The proposed scheduling algorithm is called Layered Workflow Scheduling 
(LWFS) Algorithm which is based on two QoS constraints, deadline and performance. 
Meanwhile, the Failure-Aware Workflow Scheduling (FAWS) algorithm handles unsuccessful 
job execution or resource failure by dynamically scheduling the workflows to available 
resources. The two QoS constraints involved are reliability and makespan. In summary, this 
thesis makes several contributions towards managing the workflow schedules. The major 
contributions are: (i) enhancing the workflow architecture by introducing several components 
that integrates with Quality of Service (QoS) characteristics; (ii) simulating the scientific 
workflow application using the proposed architecture; (iii) proposed a scheduling workflow 
with an objective to minimize the execution time; (iv) proposed a scheduling workflow with 
an objective to maximize the reliability and minimize the makespan. The effectiveness of the 
proposed algorithms was evaluated based on a simulation-driven analysis based on the 
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This chapter provides the background of the study, research aims, research objectives, 
research methodology and significance of the research. Additionally, clarification of related 
chapters and overall thesis organization are also presented. 
1.1 Background of the Study 
 
Decision-making has become a critical process to most organizations due to several key 
issues. One of the issues is the state of business process [1]. Some business processes are 
becoming increasingly complex with the growing number of business relationships and links, 
and therefore it is becoming more difficult to schedule multiple workflow applications [2]. 
Developing appropriate resource planning and workflow scheduling algorithms are crucial for 
workflow applications. Workflow scheduling also allows for more flexible re-design, 
streamlining and simplification of business processes [3]. 
 
Executing workflow applications on heterogeneous systems depend on the efficiency 
of scheduling the tasks of a workflow application. The Directed Acyclic Graph (DAG) is a 
popular representation of a workflow application or scientific experiment. It consists of the 
computation and computational time of tasks, the data size, task dependencies, task 
relationships and data flow. The DAG scheduling problem has been shown to be NP- complete; 
therefore, most research focused on producing better workflow schedules. Scientific 
applications are data intensive system with different sizes (e.g. size of storage, file size etc.) 





processing scientific applications. Besides that, there are also some other issues when handling 
scientific application workflows such as data replication from distributed resources, huge in 
size, task dependency and high number of data-hosts. 
  
Workflow scheduling is the problem of mapping each task to a suitable resource and 
handling task ordering on each resource to satisfy particular performance criterion. A workflow 
consists of inter-connected tasks. A workflow can be used as a representation of complex 
computation applications. Scheduling task in heterogeneous systems is more complex 
compared than scheduling in homogeneous computing systems. A heterogeneous system 
consists of different system resources that are located everywhere, that are utilized to execute 
workflow applications. Different processors have different computation and communication 
rates. 
 
While Quality of Service (QoS) has been a major concern in the areas of networking 
[5], real-time applications [6] and middleware [7]. The majority of existing research has 
focused on addressing a single objective. The objective is to minimize the overall completion 
time or makespan. However, only few analyses on workflow scheduling without sacrificing 
multiple QoS criteria have been discussed. Due to the evolution of technology, today’s 
workflow scheduling algorithms must be flexible, dynamic and be able to optimize several 
objectives simultaneously [8]. This is very challenging because most objectives are conflicting. 
 
Figure 1.0 is the overall picture and the motivation of this research. The research 
problem is formulated based on the clients request for a service. Once the request is submitted, 
the system needs to be responsive and fast. However, to have fast response, the company needs 





requires more energy to operate due to the increase of number of resources. By adding more 
resources, the system will be less reliable. As an impact, the system will be less secured and  
cause delay to the overall process, resulting in potentially frustrated clients and lost investors. 
This will negatively impact business profit and tarnish its reputation.  
 
 
Figure 1.0: Research Motivation. 
 
The scenario mentioned above works the same way when scheduling task to the 
available resources. For a complex workflow, there are many tasks. These tasks need to be 
executed as soon as possible. Although a workflow is scheduled with the objective of 
minimizing the completion time, the assigned processors still execute the tasks with a low 
utilization rate. This is because a workflow represents applications parallelly [8]. For faster 
execution, more resources are added and run simultaneously. Previously mentioned, the more 
resources we use, the more energy we will consume and the higher the operational cost will be 



































resources. This cause task failure, energy and resources waste problem but most importantly, 
this will affect the overall cost. 
 
Based on the issues mentioned, we aim to expand towards a newer workflow scheduling 
approach addressing different problem classes for multiple workflow scheduling criteria, 
especially in the context of the two conflicting issues of performance and reliability. The main 
contribution of our work is the design and evaluation of a workflow scheduling approach using 
list scheduling algorithms. The proposed algorithm produces the most efficient schedules, 
without compromising the overall makespan and reliability of workflow schedule. The research 
aims and proposed solution to solve these problems are in the next section.  
 
1.2  Research Aims 
 
Quality of Service (QoS) constraint-based workflow scheduling area is attracting 
increasing attention in research and industry [5-11]. Therefore, this thesis is motivated to study 
the problem of workflow scheduling and analyze the different trade-off solutions by developing 
efficient multi-objective workflow scheduling solutions. Particularly, this thesis addresses the 
following issues: 
a. Practical background knowledge workflow management system – It introduces the basic 
concepts of workflow scheduling and QoS criteria. Then, it overviews the concepts and 
technologies for QoS-aware workflow management system. Besides the basic knowledge 
of workflow scheduling, the basic concepts of heuristics and meta-heuristics algorithm, 
as well as some common extensions of workflow scheduling algorithms that are used in 






b. Detailed knowledge on QoS-Aware Workflow Scheduling - Modern complex systems 
contain multiple complex operational workflows. There are increasing demands for 
processing large amounts of data in real-time tasks within given time and resources. 
However, the QoS level must be taken into consideration. The requirements such as 
interdependence of executing tasks (output of one task is the input of another), the tasks 
various execution time, the tasks priority, and the deadline constraints associated to some 
workflow (a set of tasks with dependencies between them must be completed within a 
certain timeframe) must be resolved when scheduling complex workflow applications.  
 
c. How to schedule the workflow application efficiently? - It was proven that the process of 
scheduling workflow applications will impact the performance of the whole computing 
systems. This can be done by allocating the individual tasks to the best fit resources with 
proper ordering. The main objective is to map tasks onto resources and re-order their 
execution without exceeding the schedule length (makespan).  
 
d. How to enhance the workflow scheduling performance within the given deadline? - 
Recent studies have suggested several solutions on how to improve workflow scheduling 
performance; however, some of the proposed solutions have side effects on other QoS 
parameters (time and reliability). The main aim is to evaluate the performance of the 
scheduling algorithm that reduces the makespan and therefore boosts the performance of 
the whole system within the given time (makespan). 
 
e. How to control the reliability of the workflow without exceeding the makespan? – It is 
crucial to effectively schedule workflow application without causing any delays on the 





with fault-tolerance issue is important. Many methods have been proposed to deal with 
faults. The common problem is waste of resources. Therefore, with the proper use of the 
scheduling algorithm, it will minimize the probability of system failure and improve the 
system response within the given time. 
 
1.3  Research Objectives 
 
Specifically, the objectives of the study are as follows:  
a) To investigate existing issues of workflow scheduling methods in distributed 
environments. 
 
b) To identify the Quality of Service (QoS) requirements in enhancing workflow 
management system. 
 
c) To propose a performance-aware scheduling algorithm that is capable of workflow 
scheduling execution within ε given makespan. 
 
d) To propose a reliability-aware scheduling algorithm that is capable of workflow 
scheduling execution within ε makespan deterioration.  
 
e) To evaluate the proposed methods using workflow generator, using synthetic workflow 







1.4  Research Methodology 
 
The proposed work will be carried out based on the experimental computer science 
method [12]. This method examines the research work to demonstrate two important concepts: 
Theoretical and Experimental Analysis. 
To demonstrate the Theoretical Analysis some important steps were performed. First, 
the main research is critically reviewed to understand the overall picture of the topic. This 
information gathered from mapping the literature from a broad range of studies. Second, a 
thorough review will then be analyzed for the formulation of valid problem statements. Thirdly, 
based on the research work justification, the Workflow Scheduling Framework is designed, 
proposed and analytically analyzed. A number of existing researches were collected and 
reviewed.  
Experimental Analysis is demonstrated by piloting the implementation for the 
Workflow Scheduling algorithm using simulations. The simulation was done using a workflow 
generator. The workflow generator modeled the real-world workflow application using that 
were taken from existing approaches. During the simulation process, various parameters, tasks 
and loads were used to test and model the feasibility of the proposed algorithm compared to 
the similar standard solutions. Also, to further verify, our proposed approach is validated by 
various simulation runs on a set of synthetic workflows. The simulation was performed to 
assess the correctness of the proposed algorithms. Detail explanation on research methodology 






1.5 Research Contribution 
 
We detail the thesis contributions as the following: 
I. QoS Workflow Scheduling Taxonomy. This thesis presents taxonomy of 
workflow scheduling applications and QoS requirements. It investigates and 
provide broad understanding of the existing workflow scheduling techniques as 
well as various challenges that need to be considered in workflow scheduling in 
existing works. The gap analysis was performed based on the taxonomy that 
focus on both issues; different problem variants and different approaches used 
to solve the problem. 
 
II. Task Prioritization. We showed that the re-assigning tasks with prioritization is 
still possible on high-dependent data. The thesis also proposed a method to 
simplify scheduling problems efficiently for large workflows based on the 
optimal schedules of task execution planning. 
 
III. Makespan Constraint. This thesis developed a scheduling algorithm that 
minimizes the total execution time of a workflow on set of resources, while 
satisfying a user-defined deadline. The scheduling challenge is to find an 
assignment of the task to the resources such that the makespan is minimized. 
We developed a workflow scheduling algorithm that solves the above 
formulated problem. 
 
IV. Reliability Constraint. The fourth contribution addressed in this research is 





scheduling algorithm of a workflow application is to maximize reliability the 
and minimize the makespan of the application.  
 
1.6 Thesis Organization 
 
Each chapter in this thesis has been derived from publications during my PhD 
candidature. Figure 1.1 depicts a pictorial representation of the organization of thesis, which is 




































• Chapter 2: Literature Review 
This chapter reviews and analyses past and existing work on workflow management 
system on framework with the focus on data intensive workflows. We also discuss techniques 
and algorithms from various applications are grouped according to their objectives or problem 
to solve. 
▪ Maslina Abdul Aziz, Jemal H. Abawajy and Ikram Ul Haq, “A Survey of Big 
Workflow” proceedings of the Second International Conference on Data Engineering 
2015 (DaEng-2015) – to be released in July 2019. 
 
• Chapter 3: Research Methodology 
 
This chapter describes about the research method used in doing the experimental 
computer science method. It provides a detailed plan about all of the methods and instruments 
used in this research. It also examines briefly about the research work by demonstrating the 
important concepts, evaluation measurement that will be used in all parts of the thesis. A 
workflow generator is designed to model and generate different workloads to comprehensively 
understand their performance. A simulation-driven analysis based on the synthetic workflow 
application is used in this research. 
 
• Chapter 4: Framework  
 
This chapter provides an explanation on the workflow management process and the 
proposed framework in applying the knowledge in workflow scheduling. Besides that, it 
provides examples of workflow management application and discusses the various components 






• Chapter 5: Layered Workflow Scheduling Algorithm 
 
This chapter presents an overview of workflow scheduling strategies that focused on 
system performance within specified time frame. It also presents case studies that are executed 
on real platforms using the proposed algorithm. The chapter is derived from the following 
publication: 
▪ Aziz, Maslina Abdul, et al. "Workflow scheduling on distributed systems." Industrial 
Electronics and Applications (ICIEA), 2015 IEEE 10th Conference on IEEE, 2015. 
▪ Aziz, Maslina Abdul, Jemal Abawajy, and Tutut Herawan. "Layered workflow 
scheduling algorithm." Fuzzy Systems (FUZZ-IEEE), 2015 IEEE International 
Conference on. IEEE, 2015.  
 
• Chapter 6: Failure-Aware Workflow Scheduling Algorithm 
 
This chapter describes the formulation of Failure-Aware Workflow Scheduling 
algorithm that minimizes the makespan and reliability of workflow application in distributed 
computing environment. This method retrieves data from computer and storage resources such 
that the scheduling algorithm is responsible for minimizing the probability of failure of the 
application by choosing the right set of resources. The chapter is derived from the following 
publication: 
▪ Aziz, Maslina Abdul, Jemal Abawajy, and Morshed Chowdhury. “Scheduling 
Workflow Applications with Makespan and Reliability Constraints.” 2018 Indonesian 






▪ Aziz, Maslina Abdul, and Izuan Hafez Ninggal. "Scalable workflow scheduling 
algorithm for minimizing makespan and failure probability." Bulletin of Electrical 
Engineering and Informatics 8, no. 1 (2019): 283-290. 
 
• Chapter 7: Conclusion and Future Directions  
This chapter concludes the overall structure of the thesis by summarizing the main 
findings, highlighting research contributions and discussion of forthcoming research directions 
based on the work presented in this thesis.  
 
1.7 Chapter Summary 
 
This chapter provided the background of the study, research aims, research objectives, 
research methodology and significance of the research. Additionally, clarification of related 
chapters and thesis organization are also presented. The following chapter will introduce the 
theoretical background of this study such as definition workflow, scheduling and workflow 
management system framework. Furthermore, findings on related studies of existing models in 
relation to the research problems also will be presented in the next chapter. The overall 









This chapter provides an overview of the related work on workflow scheduling. The 
first part of this chapter introduces the reader to the Workflow Management System (WMS) 
and the Quality of Service (QoS). It also gives basic definition of important terms that will be 
used in this thesis. Next, a brief overview of different types of workflow scheduling 
approaches; meta-heuristics, heuristics and hybrid, as well as, strengths and weaknesses that 
are related to the workflow scheduling. Finally, findings from the literature review is presented 
to show the research gap for this research. 
 
2.1 Introduction 
There is increasing attention in the literature over the last decade to enable companies 
to decrease cost and increase resource efficiency while improving core business activities. One 
alternative is to reengineer the business process to achieve low production marginal costs with 
a high level of output. Another alternative is to install various intelligent decision support 
systems to improve manufacturing processes for inventory and control.  
One of the mechanisms that combines the two alternatives mentioned above is the use 
of Workflow Management System (WfMS). WMS supports, distributes, and manages work 
processes by reengineering the business and information processes in three ways: (i) business 
process modelling to capture business processes as workflow specifications, (ii) business 
process reengineering to optimize specified processes, and (iii) workflow automation to 





workflow in a dynamic heterogeneous environment introduces significant challenge because it 
involves conflicting QoS parameters. Moreover, it requires complex algorithms that will help 
to manage the execution of different kinds of workflows with different priority and dependency 
[14].  
In the next section, basic definition of terminology will be presented, followed by a 
thorough discussion on Workflow Management System (WMS), Workflow Engine and various 
types of workflow scheduling approaches. 




A workflow is also defined as the automation of business processes that involve the 
execution of tasks, in a particular order and by particular resources [15]. By integrating these 
three main elements, the workflow enhances the efficiency of a business. According to [16], a 
workflow is comprised of network, servers, clients and the people need to deal with data and 
business process rules. For each activity, there will be rules and data that act as controller and 
input or output respectively. Knowing why the rules exist is important to the existence of the 
percentage that influences the internal or external social and market environment towards an 
organization [15]. Currently, workflow technology is being exploited by organizations in 
varieties of industries. Each workflow varies in size of tasks with different characteristics of 
resource demands and dependencies. 
A definition by Workflow Management Coalition (WfMC) [17-18] is WfMS is a 
system that defines, creates and manages the execution of workflows through the use of 










Scheduling is a decision-making process that is used on a regular basis. It deals with 
the allocation of resources to task over given time periods and its goal is to optimize one or 
more objectives [19-20]. Scheduling is necessary for day-to-day operation in the production of 
goods or services. For example, a schedule is a list of employees who are working on any given 
day, week, or month in a workplace. In decision-making process, scheduling system helps 
managers to make informed decision in various industries such as manufacturing, service and 
production systems as well as in most information processing environments. 
Scheduling system is also important in different types of services such as 
manufacturing, retail, transportation, distribution, and logistics industries. Among the most 
critical system is the ambulance services and railway schedules. If we simplified the scheduling 
terms in in layman's terms, for example, in manufacturing system; the tasks are the 
manufacturing operations and the processing unit is the machine. In transportation systems, the 
task is flight and the unit is aeroplane [21]. 
One of the main problems with scheduling is finding the most optimal schedule. Having 
an optimal schedule is very challenging because each schedule varies according to its domain 
and constraints. Since scheduling involves resources, there are many studies focusing on 
optimizing resource efficiency of workflow schedules involving the homogeneous and 





Scheduling is used to decide the order of real time task executions. In general, there are 
two types of real-time scheduling dynamic and static. The dynamic schedule is usually being 
computed at during run-time, especially on tasks nearly executing and the priorities are figured 
on the spot. A dynamic scheduler has several constraints related to the tasks: tasks must be 
independent of each other; they must have the same priority and execution time. Dynamic 
scheduling is done in the presence of real-time events represents the real-world scheduling 
systems [25-26]. 
 
2.2.3 Quality of Service (QoS) 
 
Quality of Service (QoS) is a synthetic guideline, which is used to measure the level of 
satisfaction of a service. QoS is crucial in determining which service best addresses the 
customers’ desires and objectives, which defines service features such as bandwidth, latency, 
and reliability especially for web applications [27-28]. A production workflow involves 
complex and highly structured processes; whose execution requires a high number of 
transactions accessing different information systems. In order to achieve the optimal workflow 
scheduling, the QoS metrics provided by the users of the scheduling system need to be 
considered. QoS describes some characteristics of a certain service. QoS has also raised deep 
concerns in the in the areas of networking, real-time applications and middleware. QoS criteria 
are used in many different areas such as manufacturing, transportation, healthcare and etc. 
Some examples of QoS metrics are bandwidth, throughput, time, quality, cost, service, and 
reliability. 
Due to the rapid evolution of technology, the need for a large number of complicated 
applications has increased. Therefore, there are other important QoS parameters that need to 
be considered, besides makespan. Other important QoS parameters highlighted are 





scheduling [29-30] are based on limited number of constraints and objectives. Usually, they 
focused on meeting the deadline or minimizing the makespan. Therefore, they are not adaptable 
in finding the best trade-offs. Workflows performance can be improved by applying effective 
scheduling strategies that comprise of calculating and choosing the best task-resource 
mappings without sacrificing the QoS objectives. 
2.2.4 Workflow Applications Challenges 
 
In a large complex workflow application, the main goal is to perform and provide 
services with great efficiency, accuracy and cost reduction. This is usually hard to achieve due 
to the nature of the business that has a large number of processors with high computing power 
and geographically-distributed which contain several million of complex operations. 
Therefore, processing large amounts of real-time data within a certain budget constraint and a 
limited number of computational resources is extremely challenging [31]. 
In general, the main goal with workflow scheduling is assigning a workflow task 
efficiently. One of the related issues with workflow scheduling is under-
utilization of resources or inefficient use of resources. This affects the operational cost due to 
the increase of energy consumption. Therefore, it is a major concern to enhance workflow 
scheduling especially for large-scale distributed systems to minimize energy consumption [32]. 
Another dominating constraint for workflow scheduling is Makespan. Makespan can 
be defined as execution time of a workflow or the length of a schedule. Makespan is also known 
as deadline. A workflow needs to execute tasks to the assigned processors according to 
schedule with minimum completion time. Therefore, the main objective is to execute all tasks 
to the designated resources with-in the given time. Time constraint need to be minimized in the 





Executing the workflow within manageable cost is also an important QoS objective in 
workflow scheduling. The cost of service involve are computation and communication cost. It 
is a common objective that cost needs to be minimized while satisfying a fixed deadline.  
Another important objective to be addressed is reliability. Reliability can be defined as tasks 
are executed correctly to the assigned resources. If there any failures while executing the task, 
it is usually handled by restarting and replicating the task. However, it was proven that by 
restarting and replicating the task will incur more time and compute resources [33]. Reliability-
aware scheduling techniques were proposed to handle some trade-offs between system 
performance cost, energy and reliability [29-32]. 
This research is basically focusing on workflow scheduling problem with regards of 
certain quality of service (QoS) constraints. However, the difference between our work and 
others is that most of the previous work proposed solutions only handles with one QoS 
constraint. However, our work proposed multi-objectives solutions that specifically focus on 
improving the performance and the reliability of the workflows. 
 
2.3 Workflow Scheduling Approaches. 
 
A metaheuristic represents as a set of algorithmic theory that defines approximate 
methods used to solve complex optimization problems in large variety industrial and services 
areas. A metaheuristic is an adaptive framework can be used to solve various optimization 
problems. They are flexible and adaptable solutions. Other characteristics of meta-heuristics 
algorithms are: these algorithms are able to escape local optimum trap and nature-inspired [34]. 
Among the most famous metaheuristics bio-inspired algorithms used for multi-





Tabu Search [37-38], Evolutionary Computation [39], Ant Colony Optimization (ACO) [40-
41), Genetic Algorithm (GA) [42-43] and Particle Swarm Optimization (PSO) [44]. 
Another alternative to schedule tasks for large applications is using the static scheduling 
algorithm or the Heuristic-based algorithm. Based on research by [45], heuristic-based 
approaches have resulted positively in solving computationally hard to solve scheduling 
problem in various environment for example list-based, duplication-based, and clustering-
based environment. The heuristic algorithm, also known as list scheduling algorithms or 
scheduling policies uses simple dispatching rules by ranking and setting priorities to task onto 
resources. This algorithm finds a near-optimal solution or possible paths within the given time 
without sacrificing the tasks dependencies. When finding the best solution, some unused paths 
can be ignored, therefore, with the correct strategy the workflow application makespan can be 
improved.  
New algorithms are developed manage modern workflow management systems with 
high level of unpredictability in terms of workload and resource availability. Dynamic 
scheduling algorithms are needed to cater the emerging new requirements to solve various 
problems in workflow scheduling. For bigger and more complex workflows, a variety 
combination of techniques which enable the generation of better solutions for task scheduling 
problems are needed. This approach is called hybrid algorithm. For example, hybrid algorithm 
is needed to cater to big scientific workflows and data intensive workflows. The hybrid 
approach is a combination of the heuristic and meta-heuristic algorithms are proven to solve 







2.3.1  Enhancing Workflow Scheduling Performance 
 
There is growing evidence to suggest that in obtaining high reliability and good 
performance in a heterogeneous environment, a well-managed time-constrained workflow 
scheduling is needed.  Efficient workflow scheduling is critical for achieving high performance 
especially in heterogeneous computing system. For this section, we are going to look at 
different scheduling approaches and do a comprehensive literature review on the research topic 
to identify research gap. The scheduling methods proposed are the meta-heuristics, heuristics 
and hybrid. These methods were applied in various environments such as homogeneous, 
heterogeneous, distributed, grid, cloud and hybrid cloud environments [22-24]. 
A comprehensive research on the performance of a wide range of dynamic workflow 
scheduling policies in multi-cluster grids were presented by Sonmez et al. [48]. Based on their 
result it was found that overload control can prevent head-node overload while not unduly 
decreasing the performance. One of the challenges identified from the result obtained is that 
different system conditions and workflow applications need different scheduling approaches 
in order to attain good application execution performance. 
There are a number of reports on workflow scheduling performance in different types 
of environments, either in Grid or Cloud. An important issue of operating high-performance 
systems is the higher performance, the higher energy cost. Most existing work investigates the 
homogeneous system [49-50]. Meanwhile, some focused on the heterogeneous system, but 
they focus on other related constraint such as performance with reliability [51-52]. There has 
been a lot of researches to improve energy efficiency while maintaining good performance. A 
research by Liu et al. [53] has proposed an energy-aware scheduling algorithm that replicates 
task, improve performance without noticeable energy rise. The techniques used to improve the 





Since the most important aspect in performance is the task-scheduling, Thambidurai et 
al. [54] have developed a new task-scheduling algorithm to deliver high performance in terms 
of both performance metrics (schedule length ratio, speedup, efficiency) and a cost metric 
(scheduling time). In their work, it is demonstrated that PETS algorithm is significantly better 
than the existing effectively solve the scheduling problems in Grids and Cloud environments 
algorithms such as LMT, CPOP and HEFT in terms performance matrices. Another research 
that focused on the same bi-objectives of performance and energy efficiency [55]. They 
proposed energy optimization scheduling for a DAG based application with multiple deadlines, 
combining DVFS and DPM through task clustering and binary search.  
Lin et al. [56] who proposed SCPOR; an elastic workflow scheduling algorithm for 
services computing. This scientific workflow scheduling algorithm is able to schedule 
workflows in need of elastically changing compute resources. SCPOR algorithm (Scalable-
Critical-Path-On-a- Resource algorithm) to schedule workflows for an SOC environment. 
Another paper on workflow scheduling performance viewed at the failure predictions to 
improve system performance. They proposed the FLAW, a failure-aware workflow scheduling 
algorithm. The two important definitions on accuracy, Application Oblivious Accuracy (AOA) 
and Application Aware Accuracy (AAA), from the perspectives of system and scheduling 
respectively. Based on this observation, it can be concluded that the prediction accuracy 
defined conventionally imposes different performance implications on different applications 
and fails to measure how that improves scheduling effectiveness [57]. 
Merdan et al. [58] studied workflow scheduling strategies that focused on system 
performance within a specified time frame. The evaluation measures system performance 
under stable conditions and unexpected events (e.g., failures of production resources) to 
compare the outcomes (number of finished products). Zhu et al. [59] proposed an Adaptive 





clusters with the motivation of conserving energy consumption caused by real-time tasks, 
improving performance (e.g., guarantee ratio) for real- time applications. Even though recent 
studies have suggested and highlight a number of solutions of improving workflow scheduling 
performance, however, little attention has been made on to how workflow scheduling can 
optimize the workflow application performance on existing resource allocations addressing 
both homogeneous and heterogeneous resources. The aim of this workflow scheduling 
algorithm is to evaluate the performance of the scheduling algorithm for both homogenous and 
heterogeneous processors reduces the total execution time and therefore boosts the 
performance of the whole system.  
Zikos et al. [60] examined three local resource allocation policies, which are based on 
shortest queue, in a cluster with heterogeneous servers. Two of these are optimized for 
performance and the third is optimized for energy conservation. Jing et al. [61] looked at bi-
objective workflow scheduling solutions, the performance and energy-consumption. The 
authors proposed energy efficient scheduling algorithm called AEE based on Ant Colony 
Optimization (ACO) meet the deadline requirement of computing tasks and thus improve the 
system performance. 
Merkel et al studied the ACO algorithm in different scheduling applications. In their 
research, they found an optimal solution (minimum makespan) that obeys the resource and 
precedence constraints [62]. Meanwhile, an algorithm was proposed to tackle three main QoS 
parameters (time, reliability and cost) [63]. In their solution, it shows a significant saving of 
cost of 10-20%. They proposed one of the best ACO algorithm and tested it in different types 
of environments using different heuristics methods called ACS algorithm. However, this 





Another study on ACO and resource-constrained scheduling problem was done by [64]. 
The authors presented a modified ACO algorithm with a two-dimensional matrix for 
scheduling activities that integrated the dynamic rule and delay solution generation rule 
dynamic and delay ant colony system (DDACS). The proposed DDACS algorithm minimizes 
the makespan schedule by modifying the latest starting time of each job in the dynamic rule for 
each iteration. However, based on the simulation results, it demonstrated the execution time of 
the scheduling activity increases when the problem size increases. 
An algorithm called Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 
(GAPSO) scheduling algorithm has shown potential to minimize workflow application cost on 
cloud system. However, the algorithm did not improve the overall makespan. The GAPSO is 
a hybrid heuristic algorithm that uses meta-heuristic techniques without no integration with 
heuristic techniques [65]. 
Another version of hybrid-based method is the combination of heuristic and 
metaheuristic algorithm. This hybrid algorithm can solve complex scheduling problems with 
hard constraints. Among the earliest hybrid scheduling algorithm proposed is the Genetic List 
Scheduling (GLS) algorithm by Grajcar [66]. The GLS combines both heuristic (List 
Scheduling) and metaheuristic algorithms (Genetic Algorithm). Genetic algorithms are 
demonstrated to be effective in finding good static workflow schedules for large computational 
Grids [67]. Using list scheduling algorithms, tasks are prioritized efficiently on designated 
resources. Even though list scheduling algorithm improves workflow execution time, it is only 
suitable for small scale workflow with small working time.  
In a distributed computing system, workflows are more complicated with high number 
of tasks integrated to each other. Therefore, integrating the list scheduling technique with the 





methods. This combination gives better performance in terms of execution and response time 
of the task. 
2.3.2 Failure-Aware Workflow Scheduling Algorithm  
A heterogeneous environment that connects millions of networks and computers is 
usually at risk of failures of components (machines, hardware, software and disk) that are 
located and distributed all over the network. In any circumstance, the system must be able to 
recover very quickly. Hence, dealing with fault-tolerance is a prominent concern. Many 
methods have been proposed to deal with faults. One of the alternatives is to have backups and 
duplications. If let say one of the resources fail, the other resources will continue to operate. 
However, the major drawback of this method is waste of resources. 
As an alternative to fully utilised the resources, the scheduling mechanism is 
introduced. In case of resource failure, the scheduler will decide which resources will start and 
stop the task. Therefore, the proper use of the scheduling algorithm will minimize the 
probability of system failure and improve the system response. Unfortunately, as was proven 
in much of the research, when the reliability increases, most of the time the execution time will 
also increase. This is because a fast scheduling method can sometimes be unreliable. This 
motivates the design of algorithms that look for a set of trade-offs between these compromise 
solutions. The objectives are to minimize the makespan and to maximize the reliability of the 
schedule. 
Dogan et al. [68] suggested a genetic algorithm-based scheduling algorithm that trades 
off the execution time and the reliability. This paper looked at high-performance mapping 
algorithm improvement on the relative cost heuristic for heterogeneous computing systems. 
Dongarra et al. [69] solved the bi-criteria problem. This paper proposed an optimal scheduling 





users to choose between the two trade-offs. This problem is also known as NP-Hard. 
Meanwhile, Tang et al. [70] suggested the system reliability can be improved by reducing the 
schedule length and incorporate the task duplication technique into a scheduling algorithm. 
This paper used the optimal reliability communication path search algorithm. The main 
contributions in this paper are four-fold: 
a) Propose a reliability-aware heuristic scheduling algorithm based on duplication strategy 
for parallel applications with precedence constrained tasks in Heterogeneous 
Distributed Systems (HDC). 
b) Design and evaluate the proposed reliability-aware scheduling architecture, which 
mainly includes Reliability Analysis, a Global Scheduler, a Scheduling Queue, a 
Dispatching Queue, running on HDC systems. 
c) Create a reliability analysis model to quantify the dynamical communication path 
reliability, the probability of a task reliability, and overall application reliability 
probability. 
d) An optimal reliability communication path search algorithm, based on shortest-path 
search method, is proposed to improve communication reliability.  
 
Meanwhile, Zhao et al. [71] in their paper reliable workflow scheduling with less 
resource redundancy proposed three algorithms to meet different specific requirements: 
a) Resource Redundancy algorithm is proposed for satisfying a reliability requirement 
with the minimum resource usage. 
b) Dynamic Resource Redundancy algorithm can satisfy both the reliability and deadline 
requirements with the minimum resource usage. 
c) Dynamic algorithm considers the difficulty in failure prediction for a long term without 





The reliability issues are very important especially in large heterogeneous environment 
where most tasks are related and complex. Classification of reliability including systems, 
resources, services, and results. Therefore, the aim of makespan minimization with respect to 
deterioration effects and minimum number of resources will be the main objective of the 
proposed reliability-aware workflow scheduling algorithm [72-73].  
There are some security issues involved when scheduling complex tasks in cloud 
computing environments, in regards to wide-range services, veracity and unreliability existed 
in the larger-scale distribute system.  An algorithm called Look-Ahead Genetic Algorithm 
(LAGA) which optimized two QoS parameters (makespan and reliability) was proposed by 
[74]. This is an intelligent algorithm for workflow applications. LAGA performed well in 
collaborative environment which was found to produce better quality solutions than list 
heuristics.  
The Genetic Algorithm (GA) was applied to different scheduling problems in order to 
test the performance using different genetic operators, including solving manufacturing 
problems (flow-shop, job-shop and hybrid flow-shop scheduling problem) with sequence-
dependent setup times. Using GA algorithm to trade off the execution time and the reliability 
was proven effective. Minimum Cost Match Schedule (MCMS) and Progressive Reliability 
Maximization Schedule (PRMS) scheduling algorithms that have effectively and successfully 
proven to maximized reliability without causing any delays on the actual timeline [75-77]. 
Hashimoto et al.  proposed a fault tolerant algorithm called GRD based on Greedy 
Algorithm that extends the Duplication Scheduling Heuristic (DSH) by [79]. The aim of GRD 
is to minimize the makespan of the schedule while achieving fault tolerance. However, GRD 





considered is computing and estimating the number of replications for each task with the aim 
of maintaining the reliability within the given number of resources. 
2.4 The Quality of Service (QoS) metrics used in recent studies 
In order to achieve the optimal workflow scheduling, the QoS metrics provided by the 
users of the scheduling system will be selected. QoS usually describes some characteristics of 
a certain service. QoS has raised deep concerns in the in the areas of networking, real-time 
applications and middleware. The table 2.0 below is the analysis based on the literature search. 
Four of the main QoS metrics are the focus Performance, Reliability Cost and Energy. We felt 
that there is a need to further explore the workflow scheduling algorithms that can be designed 
to satisfy these QoS constraints in both homogeneous and heterogeneous environments. 
 
Table 2.0: List of scheduling algorithms in selected QoS metrics 
 
Scheduling Algorithm Makespan Reliability Cost Energy 
AEE √   √ 
AES & DVS √   √ 
AMCP, AHLFET and AICPDP √    
ASTPI √    
ATCS-MCT √  √  
Bio-inspired Algorithm   √  
CMLT Algorithm √ √   
DAG & Monte Carlo Approach √  √  
DBC  √  √  
Dispatching rules √    
Genetic Algorithm, ACO and PSO  √ √ √ 
HEFT and CPOP √    
HEFT, Myopic, HEFT- P √    
HEFT, R-HEFT  √   
HGreen    √ 
Hybrid scheduling   √ √ 
List Scheduling  √  √ 
Markov Chain RCGS  √   
OCM, EMP and SAP    √ 
PCP √    
Min-Min approach    √ 
PETS Algorithm √    
Predictive Algorithm √    





Reliability Aware Algorithm 
(DRCD) 
 √   
SDC Algorithm √    
SQEE, SQHP, and PBP–SQ √ √   
 
Based on the literature reviews the discussed in above research, there are few areas 
identified which require further attention as well as the work which has already been attempted 
by different researches in area of workflow scheduling. Figure 2.0 below is the summary of the 
QoS constraints based on the literature review findings. It shows that both the makespan is the 
most important criteria in workflow scheduling followed by other three objectives: reliability, 











Figure 2.0: The summary of the QoS constraints based on the literature review. 
 
It was also found out that other related issues such as system availability and resource 
allocation issues were less discussed in most literatures, even though there are a number of 
research on workflow scheduling in grid and cloud environment. Also, based on the findings, 
only few of the research have bi-objective workflow scheduling solutions for homogeneous 


































workflow scheduling applications focusing on QoS bi-objectives by analysing the different 
trade-off solutions in complex industrial systems.  
In the literatures, meta-heuristics algorithm was proven to outperform the heuristic-
based algorithm in providing multi-objectives solutions. Meta-heuristic nature-inspired 
optimization algorithms methods for example Genetic Algorithms (GA), Ant Colony 
Optimization (ACO) and Particle Swarm Optimization (PSO), Bat Algorithm, Bee Colony 
Optimization, Tabu search (TS) and Cuckoo Search (CS) Algorithm are proven to effectively 
solve the scheduling problems in Grids and Cloud environments and outperformed the 
traditional scheduling techniques in terms of producing fast quality feasible solutions, handling 
batch scheduling, dealing with multi-objective metrics and constraints. Moreover, it performs 
well in a large, dynamic and complex environment.  
However, in general it was proven in many research reports meta-heuristic methods 
manage to improve the overall performance but take a longer execution time with huge data 
set, large search space and only applies to large applications. It searches through all space of 
solutions and thus generates better solution than previous class, but it requires much more time 
for its work. Also, working time of such algorithms rapidly increases with increasing of the 
resources amount and the number of tasks in a workflow.  
Besides that, energy consumption could be higher due to the increase of processing 
power of using high performance computers. Therefore, leading to the increase of overall 
computational cost. Having adjustable scheduling strategy produces good schedule will 
improve the scheduling performance. However, using static approach has also some 
drawbacks. Heuristics approach ability is to find feasible and acceptable solution without 
consuming high energy usage. This approach consumes less time to run. Besides that, the use 





From the literatures, there are also some disadvantages discovered. During scheduling 
process, there are some possibilities that not important tasks are chosen in scheduling selection 
due to poor prioritization technique. Moreover, the possibility of getting local optima as 
compared to meta-heuristic methods. However, as mentioned above, the amount of time spent 
for metaheuristics approach to find solution is usually higher, compared to heuristics approach. 
Table 2.1. below is the summary of the comparison of metaheuristic and heuristic approach. 
Table 2.1: The comparison of metaheuristic approach. 
Metaheuristic 
Advantages Disadvantages 
1. Suitable for large complex workflow 1. Complex mathematical formulation 
2. Nature-inspired optimization algorithms 2. Longer execution time with huge data set 
3. Deal with multi-objective constraints 3. Large search space 
4. Fast quality feasible solutions 4. Applies only to large applications 
5. Handles multi-objective constraints 5. High processing power 
6. Handles batch scheduling 6. High energy consumption 
7. Works in dynamic and complex environment 7. Increase overall computational cost 
 
Heuristic approach differs from the meta-heuristic algorithm in many ways. It requires 
an advanced planning for every aspect of the process including the system’s requirements. The 
advanced planning requires the start and execution time of the schedule needs to be calculated, 
before starting scheduling. Moreover, besides the time constraint, system specification 
(bandwidth and resources capabilities) must also be known in advanced.  
The main advantage of heuristic approach or also known as static scheduling is it uses 
simple math equations to organize periodic tasks in a queue and the working time is small. This 





Furthermore, the mathematical formulation can be manipulated easily due to the flexibility of 
heuristic scheduling algorithm. 
Table 2.2: The comparison of heuristic approach. 
 
 
In summary, we looked at the overview of existing approaches of workflow scheduling 
algorithms in different types of environment (grid and cloud) with focused on various QoS 
parameters. We also discussed the strengths and weaknesses of several existing workflow 
scheduling approaches based on the related work.  
2.5 Chapter Summary 
 
This chapter highlighted current research in workflow management systems 
specifically, on Quality of Service (QoS)-aware workflow scheduling with multi-dimension. 
The related topics on workflow management systems have been discussed based on the 
literature review from different types of resources; articles, journals, books and other medium 
Heuristic 
Advantages Disadvantages 
1. Flexibility to the number of available 
processors 
1. Unable to capture an optimal solution for variation of 
tasks  
2. Less execution time with small data set 2. Not suitable for complex workflow 
3. Find solutions very quickly 3. Only for small workflow application  
4. Less mathematical formulation 4. Only in static environment 
5. Easy to adapt and understand 5. Slow in finding optimal schedule 
6. Less energy consumption and processing 
power 
6. Advance planning is required 





of information. The summary of advantages and disadvantages on existing research approach 
were also included in this chapter. Based on the findings, we identified a significant gap with 









This chapter discusses the theoretical assumptions and the design strategies supporting 
this research. The main focus of this chapter is to present a systematic flow of the entire design 
of the research process while explaining the stages and processes involved in the study. The 
intention of this chapter is to identify and propose the most appropriate research design.  In 




In order to research a given topic, the approach as well as how the research will be 
conducted must be addressed in the methodology chapter. Choosing the right research method 
is very important and it is much likely depending on how the researchers would like to achieve 
their objectives. There are various methods, approaches and instruments available that that can 
be used to conduct studies such as qualitative, quantitative, case study, mixed method, design 
science research and many more. Each one of these methods have their advantages and 
disadvantages.  
Qualitative research method allows the in-depth and detail exploration to be conducted 
[80]. Meanwhile, a quantitative research method for example are credited for their significant 
characteristics of establishing a clear purpose, ensuring testability, replicability, precision and 
confidence, objectivity, generalisability and parsimony [81]. On the other hand, for some areas 
such as engineering and architecture, the design science research is a popular research method 





For some research, they require the use of both research methods; quantitative and 
qualitative or also known as the mixed methods. The used mixed method techniques expand 
the research scope and deepen the insights of the studies [83]. As mention earlier, the proposed 
work will be supported out based on the experimental computer science method. This chapter 
starts off with the approach justification, and then provide a detailed research plan that includes 
all of the methods used. 
 
Figure 3.0: The research approach 
 
As mentioned in chapter one, based on research work, the methods proposed will 






1. To investigate existing issues of workflow 
scheduling methods in distributed environments. 
Proof-of-Performance 
(Simulation) 5. To evaluate the proposed methods using 
workflow generator, using synthetic workflow 
using real-life applications structures and 
constraints and compare them with the existing 
approaches. 
4. To propose a reliability-aware scheduling 
algorithm that is capable of workflow scheduling 
execution within ε makespan deterioration.  
 
3. To propose a performance-aware scheduling 
algorithm that is capable of workflow scheduling 
execution within ε given makespan. 
2. To identify the Quality of Service (QoS) 






(Simulation). The research approach involves two main phases as shown in Figure 3.0. The 
detail of each phase is described in the next paragraph. 
3.2 Proof-of-Concept (Theory) 
 
Proof-of-concept method is the process reviewing the secondary data from the past and 
current literature and documentations to understand related topics. First, the main research is 
critically reviewed to understand the overall picture of the topic. This information gathered 
from mapping the literature from a broad range of studies. The study includes areas of 
workflow scheduling, Quality of Service (QoS), cloud computing and many more. Second, a 
thorough review will then be analyzed for the formulation of valid problem statements. Thirdly, 
based on the research work justification, the Workflow Scheduling Framework is designed, 
proposed and analytically analyzed. In this phase, there are some important steps performed. 
The explanation of source, activity and deliverable of theoretical study phase is in Table 3.0. 
 
Table 3.0 Theoretical analysis study phase 
 
Activity Source Deliverable 
• Review of the existing books, journals 
and proceedings. 
• Access online and review all related 
issues on trends in current workflow 
scheduling. 
• Identify the QoS metrics used in recent 
studies 
• Prepare systematic literature review 
• Analyzed findings and identify gaps in 
the process 
• Books 
• Periodicals journals 
• Proceedings 
• Published papers 
• Online documentation 
• Online journal 
• Online proceedings 
• White papers 
 
• Literature review 
Summarization 
• Taxonomy 
• Conference paper 
• Formulation of valid 
problem statements 




This study provides an overview of recent research to study the issues of Quality of 





computed by various workflow scheduling by developing efficient bi-objective workflow 
scheduling solutions. The theoretical study was carried out to achieve the first objectives. The 
first objective of this research is to analyze the QoS requirements of data-intensive industrial 
informatics systems and design a new framework for the workflow management system. 
 
The next step is to classify the topics based on all the results from relevant databases. 
This process involved searching and selecting the papers from the five different databases. The 
papers retrieved from the year 2009 to 2017. The search domain only in Computer Science. 
The search process was conducted from various sources and online databases, the search string 
used was the following:  
(workflow OR business process) AND (scheduling) AND (workflow scheduling) AND 
(workflow scheduling AND management system) AND (QoS) AND (constraint OR 
Metrics) AND (scheduling AND performance) OR (scheduling AND reliability) OR 
(scheduling AND cost) OR (scheduling AND time) AND (scheduling AND makespan 







Table 3.1: Search hits from databases 
 
 Database General Specific Significant 
1. ScienceDirect 248 23 10 
2. IEEE 45 0 17 
3. ACM 161 15 4 
4. SCOPUS 71 0 19 
5. Springer 537 46 8 
 Total: 1062 84 58 
 
For the first round, there were about a total of 1062 articles retrieved from this search 
process. From these articles, a repetitive refinement process was carried out. 84 studies were 
identified when the search process include more details; 58 studies were identified that relates 
to the topic. These articles were incorporated in the refined list, thereby selected for the study 
presented in this research. 
 
3.2.1 Framework Development  
 
In the framework development phase, input and findings gathered from theoretical 
study, empirical and exploratory study will be used. The following Table 3.2 provides the 
detailed explanation of input, activity and deliverable involved. Among the activities that was 
carried out are reviewing existing workflow scheduling framework. Several frameworks that 
are suitable and applicable were identified. Thesis frameworks were critically analyzed. There 
are different types of frameworks identified and applied in various areas. For example, a 





Table 3.2: Activity, source and deliverable of framework review 
 
 
3.2.2 Framework Application  
The framework will be applied using a case study method in order to present its usefulness. 
Detail implementation and explanation will be in Chapter 4. Table 3.3 describes the activity, 
source and deliverable involved in the framework application phase. 
Table 3.3: Activity, source and deliverable of framework application 
 
Activity Source Deliverable 
• Review existing documentation 
• Assess previous studies  
• Apply QOS Workflow 
Management System (Q-WMS) 
framework. 
Literature summarization, past 
workflow scheduling 
framework 
Workflow Management System 
(WMS) Framework application. 
 
A number of existing workflow systems [84-85] use a variety of optimization metrics 
such as the execution time, efficiency, economical cost, or any user-defined QoS parameter for 
scheduling workflow applications.  
  
Activity Source Deliverable 
• Review existing workflow 
scheduling framework  
• Identify gaps in the process  
• Develop workflow scheduling 
processes and steps. 
• Books, periodicals journals, 
proceedings, published and 
unpublished papers, online 
documentations, online 
journals, online proceedings 
and white papers.  
• Prioritized list of workflow 
scheduling challenges 






3.3 Proof-of-Performance (Simulation) 
 
The proof-of-performance method is demonstrated by piloting the implementation for 
the Workflow Scheduling algorithm using simulations. During the simulation process, various 
parameters and tasks with different workloads were used to test and model the feasibility of 
the proposed algorithm compared to the similar standard solutions. This will prove the second 
and third objectives of the study which is to design and develop a performance-aware and 
reliability-aware scheduling algorithm that are capable of workflow scheduling execution 







Figure 3.1: Example of DAG workflow graph 
 
The workflow application can be modelled as a workflow graph which is a Directed 
Acyclic Graph (DAGs) (Figure 3.1). Workflows are managed by a workflow management 
system by assigning tasks (as parts of workflow instances) to given resources. Some tasks of a 
workflow application 𝓌 can be executed at the same time while others must be executed 
serially. The directed links between tasks define the ordering of these tasks for execution such 
that a task ti ∈ 𝒯 can only start execution if its parent task has completed execution. The tasks 















3.3.1 Simulation Methodology 
 
In our experiments, we simulate a synthetic workflow application. In the workflow 
graph, if there is a direct arc from task ti ∈ 𝒯 to task tj ∈ 𝒯, we say ti is a parent of task tj ∈
𝒯 and tj is the child task of task ti. Then, we will then compute the start time for resources 
considering the finish time of all of its parent tasks and searches available resources that fits 
the duration of the task execution time. The tasks have either identical or different processing 
times on the given resources. The resource that gives the earliest start time for the child task is 
selected. A resource can be a single processor or multi-processor. Let ℛ = {𝑟1, 𝑟2, … , 𝑟𝑚} and 
𝒯𝓌 = {𝑡1, 𝑡2, … , 𝑡𝑛} be the set of 𝑚 available resources and the set of 𝑛 tasks in workflow 𝓌 
respectively. The set of ℛ  are fully connected by a communication network, i.e., every 
processor can communicate with every other processor in the system. 
After selecting the suitable resource R, the algorithm calculates start time or on this 
resource, and updates the actual start and execution times. The task scheduling process will 
continue until all the tasks are scheduled completed. Schedule the first node in the node list to 
a resource that allows the earliest execution, using the insertion approach. For the simulation, 
the application and homogeneous environment. Various tasks are modelled in parallel 
computing environment; users, applications, resources, and schedulers. We also model 
different entities. We choose random workflow as the workflow model for the experiment. This 
is because for random workflow, the dependency and number of parent tasks of a task, 
presented as node in DAG representation of the workflow, is generated randomly. Next, the 
performance of the proposed algorithm will be compared to existing algorithm for example the 
Modified Critical Path (MCP). 
The task scheduling experiment is to find an assignment of the task ti to the host rj such 





in a workflow. The objective is to minimize the makespan (Tmake), the time difference between 
the task arrival time with the task execution time to a resource. The tasks have either identical 
or different processing times on the given resources. 
In this thesis, two sets of experiments were conducted. In the experiment, we set up a 
static and ideal event. For the static environment, the layer of task from the DAG were 
identified and ranked. The first layer has the highest rank. Then, based on the rank, these tasks 
are put in the respective Task Dependency Mapping Table and prioritize. There are 2 ways to 
assign priority: ForwardScan scanning and BackwardScan scanning. The ForwardScan 
scanning of task looks at the Parent_Child dependencies from the entry level. For each task 
total amount of intermediate child / children is calculated. The ForwardScan scanning is 
computed recursively across the DAG downward starting from the entry node.  
The same process for the BackwardScan scanning. The mapping process starts off with 
the task at last layer that has the end node going upwards. Based on the total count, a new 
priority list will be generated. The new priority list is based on the task rank from the highest 
to the lowest according to the layers.  
Next step is determining the task order for task scheduling based on new prioritize list. 
Based on the given list, the task that has the highest priority will be scheduled first. This method 
is based on Heterogenous Earliest Finish Time (HEFT) algorithm. This algorithm will map the 
task to the first available resources without any modification of the list. The resource that 
finishes the job the earliest will get the first available task. The communication time for all the 
tasks are taken into consideration. However, this method takes more time to complete.  
Based on the results from the experiments done, by efficiently grouping and packing 
the tasks based on their interdependence relationship, a new task scheduling list is generated. 





can be improved. This is possible because, the tasks can be allocated to the same processor by 
the positions of the new list.  
In the processor selection phase, the new list will then schedule the new scheduling list 
task based on the proposed algorithm to the available resources. For this experiment, three 
resources (R1, R2 and R3) are chosen. The resources are selected based on the readiness of the 
resources. The resources will execute the tasks that have same attributes, capability and speed, 
regardless of the task’s size and type (Figure 3.2). 
Figure 3.2: Workflow Scheduling for 10 tasks 
 
Each resource will execute one task at a time. The resource schedules the task that 
finishes the earliest task execution time. The execution time of the tasks in each resource are 
calculated. The new Processor list will be generated. The earliest start time for each task in all 
three resources will be computed. The scheduling trace of each node on all resources at each 
step are specified, and the nodes on the list are scheduled one by one to the designated resources 







Table 3.4: The summary of simulation process 
 
Steps Output 
1. Generate DAG graph node from the existing workflow task ▪ Graph nodes 
2. Determine the layers based on the DAG graph ▪ Task Layer 
3. Determine the Computation and Communication time for 
each task. 
▪ Task Computation and 
Communication time 
4. Assign priority list-scheduling using ForwardScan and 
BackwardScan. 
▪ Task Dependency Mapping 
Table  
5. Map and calculate the task based on the layers and 
dependencies  
▪ Priority list 
6. Rank the task from the highest to the lowest according to 
the layers. 
▪ New Task Scheduling Order 
7. Schedule the new task scheduling list to the available 
resources 
▪ Resource Allocation Table 
8. Calculate the makespan of each workflow ▪ Workflow total makespan 
 
The overall process of the proposed algorithm is depicted in the following flowchart. 
Figure 3.3 presents the flowchart that illustrates the segments and flow of the algorithm. The 
algorithm is designed to generate a new ranked task list based on parent-child task dependency. 
The algorithm consists of three parts. The first part is getting input form the user. The user will 
need to specify number of tasks and layers. When the user enters the number of tasks and 
layers, a set of tasks and dependencies will be created. The task parent-child dependency for 
each task in different layers will created. The second part is to rank the tasks based on number 
of dependencies. The tasks will be automatically distributed between the layers. The ranking 
of tasks is also based on layers of the workflow.  
The first node will always be the start task (𝑇entry). The start task will be in Layer 1. 





(Texit) will be in the last layer. In the second phase, the 2-ways scanning and mapping of tasks 
is done. This process allows to capture the exact number of tasks dependencies for each task. 
The number of dependencies will be totalled up. Then, a new task list will be generated and 
ready to be scheduled. This new task list contains the new ranked tasks.    
 
Figure 3.3: Flowchart for the overall process. 
 
The third part is the assignment of task to the resources. The assignment of task depends 
on the availability of the resources. The availability of resources will be checked before 
scheduling. If the resource is not available, the task will wait for the next available resource. 





not incur any communication cost. Therefore, if the T1  is scheduled on the R1 , T2  will 
immediately continue at R1 also. From the algorithm, a workflow generator is used to generate 
different workloads.   
 
3.4 Chapter Summary 
 
The aim of this chapter is to identify and propose the best suited research design. This 
chapter focused on both mixed method techniques Theoretical (proof-of-concept) and 
Experimental Analysis (proof-of-performance) methodology. The usage of Theoretical 
Analysis method described the overview of workflow scheduling model and the classifications 
of concepts used in this thesis. Meanwhile, the Experimental Analysis stated all the concept, 









In this chapter, we analyse the workflow management process from a workflow 
application scheduling viewpoint. Although workflow application scheduling is an important 
part of workflow management system (WMS), there are other WMS components that are used 
in the workflow application scheduling systems to meet the scheduling optimization 
requirements. An overview of a workflow management system and how workflow tasks are 
organized in such a way that the underlying processes are carried out effectively and efficiently 
are discussed. The chapter discusses how various components of WMS work concurrently to 
help minimize the overall workflow applications with Quality of Service (QoS) characteristics 





There are a number of studies that focus on improving core business activities in 
organizations without affecting cost and at the same time maximize resource efficiency. One 
alternative is to reengineer the business process to achieve low production marginal costs with 
a high level of output. By changing their business process, organization are able to enhance 
their competitiveness by improving their internal problems to maintain solvent business.  
Besides Business Process Reengineering (BPR), another way is the installation of various 
intelligent decision support systems to improve manufacturing processes especially for stock 





However, one of the mechanisms that combines the two alternatives mentioned above 
is the use of Workflow Management System (WMS). WMS supports, distributes, and manages 
work processes by reengineering the business and information processes in three ways: (i) 
business process modelling to capture business processes as workflow specifications, (ii) 
business process reengineering to optimize specified processes, and (iii) workflow automation 
to generate workflow implementations from workflow specification [15]. Scheduling a 
complex workflow in a dynamic heterogeneous environment introduces significant challenges 
because it involves performance, cost or other QoS parameters. Moreover, it requires complex 
mathematical formulation algorithms to manage the execution of different kinds of workflows 
with different priority and dependency.  
 
4.2 Workflow Management System (WMS) Framework. 
 
WMSs allow organizations to streamline and automate their business processes and 
reengineer their structure. WMSs will also help to increase process efficiency and therefore it 
will likely to reduce the overall cost [28]. We will describe each component of the WMS, which 
consists of several activity steps linked with different components, phases, interfaces, 
middleware and resources (people, assets, data & applications) in a structural and procedural 
way, then relate to a typical application workflow in the next section. Our proposed Workflow 
Management System (WMS) Framework identifies the major components in the system level 







Figure 4.0: Workflow Management System (WMS) framework. 
 
The Workflow Engine is the component is the core of the framework that ensures that 
the whole workflow scheduling system runs smoothly by maintaining the sub component work 
items. Better coordination and prioritization of tasks flow will improve the efficiency of all 
processes. Meanwhile, Data Manager processes huge data coming from a variety of complex 





















































various tasks and the distributed resources. This function is important as any delay will affect 
the overall performance of the system.  
The Language Manager defines the standard that are applicable to each related 
component. The Language Manager plays an important part in ensuring the interoperability 
between data flows. The main function is to compile workflows applications that have different 
languages and translate them to a universal format. 
The Runtime Manager and Reliability Manager are two different components that have 
big impact on determining the overall performance of the workflow. The Runtime Manager is 
responsible for the execution system execution process. This sub-component will integrate the 
workflow application and the distributed resources, regardless of the programming language 
being used, and executes it. Both computation and communication cost of the tasks are closely 
related with the overall performance of the whole system. The performance of a system relies 
heavily to the execution of a task. Therefore, the Reliability Manager needs to have all 
information about that tasks (for example computation and computational time) so that the 
probability of failure can be minimized. 
The proposed abstract model framework of the system functions is divided into three 
layers. These three layers are the user level, system level and resource level. Each layer has 
different sub components and different functionalities. The explanation of these three system 
functions layers is in the following section. 
4.2.1 Development Phase 
 
In the Development Phase, in order to validate the reliability and to evaluate the 
performance of the proposed theory, a case study is used. The chosen case study represents 
real-world data intensive application workflows. By modelling and implementing using real 





further explored with test example especially in handling resources in different locations. In 
this Development Phase, there is a sub layer called the User Level Layer. A brief explanation 
about this layer will be given in the next section. 
i. User Level Layer 
 
The first layer in the Development phase is the User Level Layer. In this layer, it 
consists of interfaces between the user and the application. In this layer, it includes the build-
time phase that defines / model the workflow and business processes. At the User level, the 
communication is between user and workflow applications. The messages are passed through 
the user interface using a stand-alone application that is installed at the user’s end, for example 
a web page or a web portal. A web page uses XML programming language. When users submit 
workflow application, the resource requirement and resource types to the WfMS, the request 
will be defined and modelled to a standardized language using workflow administration and 
monitoring tools. 
The performance of the system, specifically the interaction between user and workflow 
applications, determines the Quality of Service (QoS). However, there is no standardized QoS 
solution that fits all. This is because each QoS constraints varies between services and users. 
The main use of Workflow QoS Specification is to form the basis of QoS standardization 
between the tools in the development phase and with the resources in the execution phase. 
Among some examples of user’s QoS are cost, reliability, energy and time. When scheduling 
a workflow these two issues need to be handled efficiently. It has been demonstrated in many 
research areas that optimizing these constraints are very challenging and it is still an open 
problem. The main question is “how to schedule a workflow application faster with less cost?” 
Figure 4.1 shows an abstract view of the of the Workflow Management System Design 





(LWFS and FAWS) are to increase the workflow performance on set of ℛ = {𝑟1, 𝑟2, … , 𝑟𝑚} 
resources, while satisfying a user-defined deadline and reliability requirements, with minimal 


















Figure 4.1: An abstract view of the Workflow Management System Design. 
 
ii. Workflow Administration and Monitoring tools 
 
In order to supervise and ensure the smoothness of the administrative process, the 
operational manager makes use of the Workflow Administration and Monitoring tools. These 
tools basically handle the management of most of the administrative processes, including all 
resources, reports, data records, workflow systems and other related functions. The broad range 
of functionalities of the Workflow Administration and Monitoring tools can also be integrated 
with data mining tools. This allows the user to perform data analytics even when the system is 
not running. This is an advantage to the organization and helps to improve the decision-making 
process, which helps to explain why data analytics in demand nowadays. The use of proper 
tools can give good prediction and analysis that helps organizations to enhance business gain. 
However, some studies have highlighted some tools integration issues, such as standardization, 






There are a number of Workflow Administration and Monitoring tools available. Some 
tools manage the progress of a workflow process and some tools execute workflows based on 
designated resources. Most tools available in the market today are dominated by technology 
companies. Selecting the right tool needs to match existing business requirements with proper 
planning. Following tool evaluation, a profitability analysis will be conducted to see how well 
the business is performing over a certain time with the chosen tool. 
4.2.2 Execution Phase 
The execution phase or run-time phase is a client-side component that links the whole 
process from the modeling and definition functions to the actual workflow scheduling and data 
management. In this phase, there are two sub levels. The first level is the system level layer 
that comprise of one major component that is the workflow controller. The function of the 
workflow components will be explained briefly in Chapter 5 and Chapter 6. 
 
i. System Level Layer 
 
The System Level Layer is the core and fundamental component for the entire system 
services in this framework. It starts when a user submits a request of workflow application to 
the system. Then, based on Workflow QoS Specification, the System Level Layer will then 
interpret the processing request. The request will then be passed through to the main process 
in the Workflow Controller. The fast or slow the system response to the request will basically 
determines the success of the whole process.  At this phase, the performance valuation on the 
submitted request (workflow) will be calculated. The performance is based on the amount of 
successfully completed and failed tasks on a designated resource. The main objective is to 
obtain a lower number of failed tasks and at the same time complete tasks within the given 
deadline. Figure 4.2 shows an example of user workflow management system (WfMS). Users 





resource requirement and resource types to the WfMS.  
 
 
Figure 4.2: User interface and the workflow applications. 
 
In the Workflow Controller, there are several components such as Task Scheduler, Data 
Manager, Language Manager, Runtime Manager and Reliability Manager. These components 
need to coordinate with each other to execute task-based applications. The Workflow 
Controller tasks includes scheduling the tasks in the workflow application, handles 
communication through software between the applications, network and distributed resources.  
The task scheduler processes the Workflow QoS Specification with various distributed 
workflow applications. A scheduler is programmed to handle the scheduling of the data flow 
is the main part of the engine. For example, when executing the workflows, the task 
computation time will be referred to in determining the priority. However, if  the computation 
tasks are separate or equal, the tasks will be executed y following the scheduler policy. The 





One of the ways to minimize the makespan is by clustering. The tasks clustering process is 
based on the task execution time, data transfer and level [88]. The high deviation rate task will 
be given high priority without clustering. The task with low deviation rate will be clustered. It 
was proven that clustered task decrease the workflow makespan. 
Good communication between the tasks in and out of the process is an essential 
component of the entire framework. Therefore, Data Manager is responsible to ensure high rate 
of success communication. This can be done by ensuring messages and data passing are correct 
between the tasks and the resources. This is a complex task because the Data Management 
Layer needs to support, distribute, and manage data in a variety of fields with different types 
of applications, including complex and high unpredictability specifically with scientific 
applications.  Due to these conditions, scientific applications are more challenging to handle.  
There are a number of studies on QoS-based workflow scheduling based on the survey 
paper by [30, 89-90]. Existing proposed algorithm that customized and analysed for four 
objectives: makespan (M), cost (C), energy (E) and reliability (R). Based on research, 
optimizing workflow scheduling can be defined based on two criteria: Workflow-oriented (e.g., 
execution time, economic cost) and Grid-wide (e.g., resource usage, fairness of execution).  
However, most of the proposed frameworks are not dealing with data intensive workflow [91]. 
Therefore, this research is focus on big workflow that handles large size task and mainly  
Table 4.0: QoS-based workflow scheduling research 
Algorithm M C E R 
An Approximation Scheme for Energy-Efficient Scheduling of Real-Time 
Tasks in Heterogeneous Multiprocessor Systems [92] 
√  √  
The anatomy study of high performance task scheduling algorithm for Grid 
computing system [93] 
√ √   
Performance Analysis of Dynamic Workflow Scheduling in Multicluster 
Grids [48] 





A novel deadline and budget constrained scheduling heuristics for 
computational grids [94] 
√ √   
EAD and PEBD : Two Energy-Aware Duplication Scheduling Algorithms for 
Parallel Tasks on Homogeneous Clusters [95] 
√  √  
Cost-Driven Scheduling of Grid Workflows Using Partial Critical Paths [96] √ √   
Energy-aware resource allocation heuristics for efficient management of data 
centers for Cloud computing [97] 
√  √  
Energy-efficient deadline scheduling for heterogeneous systems [61] √  √  
Energy-aware parallel task scheduling in a cluster [98] √ √ √  
A green energy-efficient scheduling algorithm using the DVFS technique for 
cloud datacenters [99] 
√  √ √ 
Multi-objective Workflow Scheduling: An Analysis of the Energy Efficiency 
and Makespan Tradeoff [100] 
√  √  
Deadline-constrained workflow scheduling algorithms for Infrastructure as a 
Service Clouds [101] 
√   √ 
Adaptive scheduling for parallel tasks with QoS satisfaction for hybrid cloud 
environments [102] 
√  √  
Cost-aware scheduling of deadline-constrained task workflows in public 
cloud environments [103] 
√  √  
Adaptive energy-efficient scheduling for real-time tasks on DVS-enabled 
heterogeneous clusters [53] 
√ √ √  
QRSF: QoS-aware resource scheduling framework in cloud computing [104] √   √ 
A Budget-Aware algorithm for Scheduling Scientific Workflows in Cloud 
[14] 
√ √   
Execution time estimation for workflow scheduling [105] √    
A Reliability-aware Task Scheduling Algorithm Based on Replication on 
Heterogeneous Computing Systems [106] 
√   √ 
Efficient task scheduling for budget constrained parallel applications on 
heterogeneous cloud computing systems [107] 
√ √   
Adaptive task scheduling strategy in cloud: when energy consumption meets 
performance guarantee [108] 





Energy-adaptive scheduling of imprecise computation tasks for QoS 
optimization in real-time MPSoC systems [109] 
√  √  
Scheduling deadline constrained scientific workflows on dynamically 
provisioned cloud resources [10] 
√    
Dynamic energy-aware scheduling for parallel task-based application in cloud 
computing [110] 
√   √ 
 
Managing large volumes of data especially when retrieving and storing data raises 
issues like heterogeneity and dynamicity. This also includes cost, performance (slow response 
time, poor disk speed), agility and reliability. Data management layer needs to be able to ensure 
smooth communication between high number of concurrent users with constant input / output 
request, processing and accessing real-time data. Some issues that are concerning with 
distributed resources are data storage location, retrieval rate, response time and availability. 
The Language Manager describing data flows, interprets the different languages used 
in modelling workflows to a common format such as Structured Query Language (SQL) for 
expressing the relationship in database query. Complex workflows contain a number of control 
structures, such as if /else conditions and loops.  
Unified Modelling Language (UML), Petri Nets [111], Extensible Markup Language 
(XML), Business Process Execution Language (BPEL) [112], Abstract Grid Workflow 
Language (AGWL) [113] are some examples of workflows representation. Workflows have 
semantics expression (e.g. loops, if/switch) that can be expressed with Directed Acyclic Graphs 
(DAG). The DAG translate the workflow as nodes and tasks and programmed in programming 
languages such as Java and Perl. One of the key roles of the Language Manager Layer is to 
make sure the interoperability between tasks and workflow applications that uses different 





Language Manager to make sure the data flows between tasks and the resources are correct 
without any failure when a workflow is executed. 
The Runtime Manager handles both computation and communication cost of the tasks.  
The overall performance of the workflow relies on the task’s execution process. At runtime, 
the scheduler will determine specific communication between tasks and distributed resources. 
In general, data flow between tasks and resources is crucial. This is because good scheduling 
of tasks will significantly improve efficiency of all the processes. 
During the runtime of the workflow, clearing out relevant data is needed. However, this 
clean-up can only be done based on the requirements and structure of the task specifically and 
the workflow as a whole. Example of data or files clean-ups are identifying repetitive tasks, 
eliminate existing, previously produced, or unused data that are in permanent storage. 
Reliability Management is closely related to Runtime Manager. Particularly for data 
intensive applications, the performance of the workflow heavily dependent on the reliability of 
each component in the framework. It is because consequently, if any of the component fails, 
the workflow makespan increases and the overall performance will decrease. One of the 
solutions is to record the source information for different tasks, so that it is easier to detect the 
cause and the effects of failure of data transfer tasks can be minimized. The effect of workflow 
failure can only be minimized by having a fault tolerance mechanism plan.  
During execution, if a task fails, it will affect other dependent tasks and cause delay. In 
some cases, task failure is repetitive and the impact is bigger. The scheduler needs to reschedule 
failed task to the next available resource or reassign it to the same resource. For this to happen, 
other component in the framework such as Data Manager and Fault Tolerance policies plays a 





4.2.3 Resource Level 
 
The third layer consists of Resource Level that includes the integration with IT tools, 
network, resources and users. Resources in general can be classified as services, CPU, memory 
and Computer and Storage. The main issue at this stage is to have proper positioning of the 
resources, its relation to other resources and services. When a workflow is submitted submitting 
to the system, the scheduler determines the best schedule based on the deadline constraints and 
availability of resources in the system. 
The challenge we address is how to schedule the 𝒲 workloads on the ℛ resources but 
ensuring that each task ti ∈ 𝒯  is scheduled on one of the 𝑟𝑗 ∈ ℛ resources. Each 𝑟𝑗 ∈
ℛ resource executes the tasks without exceeding the deadline 𝒟 within the maximum use of 
resources 𝑁. 
Workflow tasks were executed one by one to several distributed resources. Usually, a 
workflow coordinator handles all workflow tasks execution process. Existing workflow 
process unable handle large number of workflow tasks. Therefore, large number of tasks and 
large size data will be rescheduled to avoid resource failure. This thesis enhances the existing 
workflow design [121] by making the following changes: 
1. Able to handle large number of tasks without sacrificing the QoS constraints. 
2. Failure-aware workflow that handles large number of tasks without sacrificing the QoS 
constraints. 
This thesis aims to evaluate the performance of the scheduling algorithm for both 
homogenous and heterogeneous processors. Total execution time is met and therefore increases 
the performance of the whole system. Thus, the workflow scheduling efficiency and the task 





makespan constraint especially during runtime. Therefore, by having the ability to utilize better 
storage and resources (centralized data centres) it will improve the workflow application. 
4.3 Big Workflow Management Application 
 
In large complex industrial applications, the main goal is to perform and provide 
services with great efficiency, accuracy and cost reduction. This is usually hard to achieve due 
to the nature of the business that has a large number of processors with high computing power 
and geographically-distributed which contain several million complex operations. Therefore, 
processing large amounts of real-time data within certain budget constraint and a limited 
number of computational resources is extremely challenging.  
Many industrial applications operate in dynamic environments. Due to its dynamicity, 
there are a lot of unavoidable events that may affect the system functionality. They can either 
be resource-related or job-related. Among the examples of real-time events are changing the 
scheduled plans, machine failures, arrival of urgent jobs, and job cancellation. These problems 
need to be handled efficiently because they play a vital role in implementing real-world 
scheduling systems. The dynamicity of industrial application has forced the production and 
manufacturing of customized products that are cheap and fast. Therefore, being able to 
optimize a schedule of jobs considering the QoS constraints is a primary goal. 
Besides that, in some circumstances, some manufacturing processes need to handle ad-
hoc requests that opt for immediate response, therefore a more flexible approach is needed to 
provide reliable solutions in “near-real time.” One solution is to use distributed control 
frameworks or agent-based approach in scheduling system. This approach helps to handle with 





scheduling system, increasing system robustness, and lessening the computational time to 
obtain a reasonable solution [31].  
There are many benefits when implementing workflow management in organizations. 
Among the benefits are it improves the business operation, optimizes resources utilization, 
enhances business operation flexibility, concentrating in core businesses, tracking key 
processes, reducing the cost, shorten product life cycles and improve labour productivity [29]. 
QoS-aware workflow focuses on user’s requirements when executing tasks and their 
dependencies according to the workflow specification. Management of workflow depends on 
the scheduling technique. The size of tasks effects the size of the workflow. This is because, a 
workflow has layers that consist of multiple tasks with different computation and 
communication time ranging from tens of seconds to multiple minutes. Big workflow is 
actually a workflow that comprise of large-size tasks that will result to large-size workflows. 
Big workflow relates big data technology and workflow applications. Big workflow has 
significant impacts for current business processes. By utilizing all available resources, big 
workflow offers a better data-driven WMS with many advantages for examples increase 
business profits, ad-hoc decision making, better prediction, higher accuracy, increase customer 
satisfaction and retention, faster action, wider knowledge, transparent and support real time-
time analysis. Having the ability to analyse large volume of data using analytics applications 
may improve the profitability and success of many businesses since it delivers a more rapid 















































Figure 4.3: Big workflow data-driven decision-making framework 
 
There are different terms that are used in defining workflow. In general, a workflow 
relates to execution of tasks with defined set of rules to achieve a goal. Workflow are usually 
represented as Directed Acyclic Graph (DAG) with its tasks and dependencies. When tasks are 
engaged in a workflow schedule, the functional requirement of the services are considered very 
important since it involves the overall performance of the workflow. However, the non-
functional requirement is another important aspect of the workflow that involves with 
customer’s satisfaction especially Quality of Service (QoS). 
Figure 4.3 above is the proposed framework of the big workflow for decision making. 
This framework shows the components and the overall flow starting from the input phase of 
retrieving data and continues to the five steps of processing data and concludes with the output 
of application of big data. When a customer purchases a product, he or she will share the 





potential customers with the greatest profit; gather consumer evaluations on product or service 
offering; or retain brand loyalty. One of the fastest ways is by analyzing consumers' postings 
on Facebook and Twitter to understand how the consumer thinks about their brands and take 
immediate action on their advertising strategy. The overall big workflow framework is a data-
driven in decision making cycle. The output will be the input that goes back in and go through 


























Figure 4.4: Big Workflow and Workflow QoS specifications Integration 
 
Meanwhile, Figure 4.4 is a proposed integration between the Big Workflow with the 
Workflow QoS specifications. All Big data are captured from various sources and transform to 
workflow applications. These Big data will go through the Big data processing. Data will be 
extracted and refined. The data will then transform into Big Workflow. The Big Workflow will 
be processed and go through the same process with the proposed algorithm, before being 
distributed to the available resources. This integration process will enhance the performance of 






More businesses have been progressing, planning and preparing to adapt to the new big 
data technology in various areas like public sectors, government, finance, healthcare, 
marketing, commerce, military, and cyber-security. The opportunities and potential values that 
can be unlocked through big data analytics provide the fundamental motivation for this study. 
In modern distribution systems, there can be millions of integrated processes with numerous 
resources that are connected to distributed networks. With the use of the right technology, 
organizations are able to increase their performance by transforming their business processes 
and adapt the new way of doing business using current technology for example applying data 
analytics to improve decision making process.  
 
4.4 Chapter Summary 
 
This chapter presents an architectural framework for QoS Workflow Management 
System. In particular, we described the system components that form the basis of this 
architectural framework. Moreover, in this chapter we also provided the overview of how the 
workflow application is modelled and integrated. The aim is to enhance workflow performance 
and minimize the financial cost without sacrificing the quality-of-service. Lastly, we provided 








LAYERED WORKFLOW SCHEDULING 
ALGORITHM  
 
In this chapter, we address the problem of workflow scheduling that may lead to 
performance optimization problems, in a way that improves the deadline constraint, without 
violating the QoS requirements. To maximize the workflow schedules, we efficiently distribute 
workflow tasks based on parent-child relationship dependencies according to task 
prioritization. In this chapter, the main scheduling problems are discussed followed by new 
proposed scheduling algorithm is called Layered Workflow Scheduling (LWFS) Algorithm 
based on two QoS constraints, makespan and performance. The performance of our LWFS 
algorithm is compared and represented using basic graph structures. We show that the proposed 




There are a number of researches on workflow scheduling that focused on 
homogeneous system [122-123] and heterogeneous system [124-125]. However, it was found 
out that there are not many researches on performance and reliability QoS constraints. Most of 
the existing research proposed cost-based workflow scheduling heuristics. The two main 
objectives of cost-based workflow are to optimize cost while meeting deadline or optimize 
deadline without exceeding the overall budget. However, they are only suitable for users who 
have strict deadline or budget requirements and expect to optimize only one of these execution 





available and associated costs before making decisions. Furthermore, QoS levels and prices 
offered by service providers may be highly diverse and may not be directly correlated with the 
utility perceived by the users. For example, users may prefer some assignments which have 
slightly longer execution times but offer large savings in execution cost.  
This chapter focuses on workflow scheduling methods that handles multi-objective 
QoS constraints within users’ requirements. The QoS constraints between two conflicting 
objectives makespan and performance. We have developed a new task-scheduling algorithm 
to cater the addressed problem and performance was tested based on series of workflow 
simulations using a workflow generator. Based on the result, the proposed algorithm 
outperformed other existing algorithms. 
5.2 Problem Overview 
The performance of the workflow application can be enhanced by improving the 
scheduling algorithm for task execution. In this research, we have developed a workflow 
scheduling that improves the performance of the scheduling algorithm without increasing the 
execution time.  
The main problem we looked at is to develop a scheduling algorithm that minimizes 
the total execution time of a workflow on set of ℛ = {𝑟1, 𝑟2, … , 𝑟𝑚} resources, while satisfying 
a user-defined deadline. We assume that the ℛ resources are fault-free and each resource 𝑟1 ∈
ℛ can only execute at most one task at a time. The scheduling challenge is to find an assignment 
of the task ti to the host rj such that the makespan is minimized.  
The main challenge we look at is how to schedule the 𝒲 workloads on a given set of 
ℛ resources such that it completes without exceeding the deadline. This scheduling problem 





min  Tmake                         (1) 
             s. t. ∑ xti,rj = 1     ti ∈ 𝒯, rj ∈ ℛ  
n
i=1                    (2) 
                     ∑ T(ti,rj) xti,rj ≤ 𝒟   
n
i=1                         (3) 
                                   xti,rj ∈ {0, 1}                             (4) 
The objective is to minimize the makespan (Tmake). The constraint in Equation 1 
ensures that each task ti ∈ 𝒯 is scheduled on one of the 𝑟𝑗 ∈ ℛ resources and the constraint in 
Equation. 2 ensures that each 𝑟𝑗 ∈ ℛ resource executes the tasks without exceeding the given 
deadline 𝒟 as shown in Equation 3. Table 5.1 below lists the basic definition and the symbols 
used in this chapter.  
Table 5.0: Basic definitions 
 
Definition Symbols 
Workflow 𝓌(𝒯, ℒ, 𝒟) 
Task 𝒯 = {t1, t2, … , tn} 
Deadline 




Resources ℛ = {𝑟1, 𝑟2, … , 𝑟𝑚} 
Data Transferred zi,j 
Data Flow Dependencies ℒ = {(ti, tj, zi,j) |∀ (ti, tj) ∈ (ti x tj)} 
Makespan  Tmake 
Execution Time ET(𝑡𝑖, 𝑟𝑗) 
 
5.3 Layered Workflow Scheduling Algorithm (LWFS)  
 For this research, we are focusing on parent-child relationship based on task 





Algorithm (LWFS). The algorithm is divided into three sections; PriorityList, ForwardScan 
and BackwardScan. For the PriorityList algorithm is shown above, the data that requires as 
input is the task and the number of layers. The layers are retrieved from the DAG graph. Each 
task that represents as nodes can be classified based on the layers. The first node will be in the 
first layer. Then it continues until all the nodes belong in respective layers. The output from 
this algorithm is basically the list with tasks that has the highest and lowest priority.  
As for the PriorityList algorithm, the input will be the task and the layer with the most 
task queued in it (maxLayers). The output will be the list of the task with the new rank. There 
will be two operations called ForwardScan and BackwardScan. The ForwardScan will look at 
the children tasks. The BackwardScan will look at the parent task. The process will start from 
the top for the first task of the DAG. The first task is the parent task. The first task will be in 
the first layer. However, there can be more than one task in layer one. The task in layer one 
will be marked (√) in the PriorityList. Then, the algorithm will proceed to the next layer. The 
task in the next layer will be identified.  The algorithm will then classify each task in each layer 
respectively. This is a continuous process. It stops until it reaches the last task in the last layer. 
The task that has no child will be denoted as the last task. The layer with no task in it will be 
discarded. 
The next step is to start on the BackwardScan Algorithm. The BackwardScan 
Algorithm starts of by examining the last task in the DAG. The task that has no child will be 
the first task. The first task in the BackwardScan Algorithm is in the last layer is identified. 
Same goes as the ForwardScan Algorithm there are possibilities where there can be more than 
one task in each layer especially in the last layer. Therefore, the identification of the task is 
important as it will impact the PriorityList for the mapping process. The first task in the last 
layer will be marked (X) in the PriorityList. Then, the algorithm will proceed to the next layer. 





layer respectively. This process continues until it reaches the last task in the first layer. The 
task that has no parent will be denoted as the last task. The layer with no task in it will be 
discarded. The PriorityList will be updated.  
Algorithm: PriorityList 
1: INPUT: T, maxLayers 
2: OUTPUT: list 
3: BEGIN 
4:   ForwardScan (T, list)   // get children for each task 
5:   BackwardScan (T, list)   // get parents for each task 
5:   For (𝑖 = 1;  𝑖 ≤ |𝑇|;  𝑖 + +) DO   // get total 
4.       𝑙𝑖𝑠𝑡. 𝑡𝑜𝑡𝑎𝑙[𝑖] ←  𝑙𝑖𝑠𝑡. 𝑐ℎ𝑖𝑙𝑑[𝑖] + 𝑙𝑖𝑠𝑡. 𝑝𝑎𝑟𝑒𝑛𝑡[𝑖] 
8.    ENDFOR 
6.    priority = 1 
7.    For (𝑖 = 1;  𝑖 ≤ 𝑚𝑎𝑥𝐿𝑎𝑦𝑒𝑟;  𝑖 + +)DO 
8.        IF ((𝑖 == 1) or (𝑖 == 𝑚𝑎𝑥𝐿𝑎𝑦𝑒𝑟)) ← THEN 
9.            𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑖] ← priority 
10.     ELSE 
11.       𝑡𝑎𝑠𝑘𝐿𝑖𝑠𝑡 ← 𝑇𝑎𝑠𝑘𝑠 (𝑖, 𝑇) //get tasks at this layer 
12.       IF (max (𝑙𝑖𝑠𝑡. 𝑡𝑜𝑡𝑎𝑙[𝑖])) THEN 
13.            𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑖] ← priority 
14.       ELSE IF (𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑡𝑖𝑒) THEN 
15.          IF (𝐶𝑀(𝑡𝑖) > 𝐶𝑀(𝑡𝑗) || 𝐶𝑃(𝑡𝑖) > 𝐶𝑃(𝑡𝑗)) THEN 
16.             𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑡𝑖] ← priority 
15.           ELSEIF(𝐶𝑀(𝑡𝑗) > 𝐶𝑀(𝑡𝑖) || 𝐶𝑃(𝑡𝑗) > 𝐶𝑃(𝑡𝑖)) THEN 
16.             𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑡𝑗] ← priority 
17.           ELSE 
18.                 IF (𝑡𝑖 >  𝑡𝑗) THEN 
19.                     𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑡𝑖] ← priority 
19.                 ELSE 
20.                    𝑙𝑖𝑠𝑡. 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦[𝑡𝑗] ← priority 
21.                 ENDIF 
22.           ENDIF 
12.     ENDIF 
13.     Priority = priority + 1 
14.    ENDFOR 








To demonstrate, how the algorithm works, we use two example workflows (Example 1 and 
Example 2). We will explain the steps and analyse the results from these two examples.  
 
5.3.1 Example 1: 
Figure 5.0 below is an example of a workflow application. This workflow application 
will be used as an example to explain about the proposed algorithm. In this workflow, there are 
10 tasks (T1 … T10), each task has different computation time. Table 5.1 comprises of the details 
for each task in the workflow. Each task has different level of dependencies. The task 














Figure 5.0: Example of DAG-Based Application Task Graph 
 
A. Task Selection 
Based on the DAG graph above, there are 2 ways to assign priority in list-scheduling 
ForwardScan () and BackwardScan (X). The ForwardScan (T𝑖)  of task (ti) looks at the 
Parent_Child dependencies from the entry level (Tentry). For each task count the number of 





intermediate child / children. The ForwardScan (T𝑖) is computed recursively across the DAG 
downward staring from the tentry node as follows: It will be done recursively until to the last 
task. 
Table 5.1: Task details of the sample workflow 
 
 
The mapping process starts off with task T1 in layer one. As mentioned above, the task 
T1 in layer one is also denotes as Tentry. This example workflow has single entry and single 
exit. Task T10 denotes as Texit. This is the ForwardScan (T𝑖) process. Mark () in the Task 
Dependency Mapping Table (Table 5.2) according to the layers and dependencies in each 
column based on respective tasks (T1 −  T10) for each row. The mapping process starts off with 
the task at layer one T1 going downwards. Based on table, the result of the mapping process 
will be explained next.  
 Task T1 has five children. The tasks are T2,T3, T4, T5 and T6. Task T2 has two children 
T8 and T9. For T3, it has only one child that is T7. Task T4 has two children T8 and T9. Task 
T5 has one child T9. Task T6 also has 1 child T8. Meanwhile, for the three tasks in layer 3 
(T7, T8 and T9) have 1 child T10. Task T10 is at layer 4 with no child / children. 
 
 
Layer 1 2 3 4 
Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Computation Time 20 20 20 15 5 5 10 15 20 20 






1: INPUT: T task, 
2: OUTPUT: list 
3: BEGIN 
5:   For (𝑖 = 1;  𝑖 ≤ |𝑇|;  𝑖 + +)DO 
4.       𝑙𝑖𝑠𝑡. 𝑐ℎ𝑖𝑙𝑑 [𝑖] ←  𝐶ℎ𝑖𝑙𝑑𝑟𝑒𝑛 ( t𝑖) 
5.    ENDFOR 
6:    Return list 
6.  END ForwardScan 
 
 
The task mapping process for the BackwordScan (T𝑖)  is similar to the 
ForwardScan (T𝑖). However, for BackwordScan (T𝑖) the mapping process will from the Texit. 
Each task number will be mark (X) in the Task Dependency Mapping Table (Table 5.1) 
according to the layers and dependencies in each column based on respective tasks (T10 −  T1) 
for each row. The mapping process starts off with the task at layer four that comprises of  T10 
by going upwards. At layer four, task T10 is consider as child node. T10 has three parents T7, T8 
and T9. Task T9 has also three parents T2,T4 and T5. For the tasks  T8 and T7 at layer three, 
T8 it has three parents  T2,T4 and T6. Task T7 has one parent T3. At layer 2, tasks T2,T3, T4, T5 
and T6 have only one parent T1. At layer one, T1 has no parent. 
Procedure: BackwardScan 
1: INPUT: T task, 
2: OUTPUT: list 
3: BEGIN 
5:   For (𝑖 = 1;  𝑖 ≤ |𝑇|;  𝑖 + +) DO 
4.       𝑙𝑖𝑠𝑡. 𝑝𝑎𝑟𝑒𝑛𝑡 [𝑖] ←  𝑃𝑎𝑟𝑒𝑛𝑡 ( t𝑖) 
5.    ENDFOR 
6:    Return list 
7.  END BackwardScan 
 
 
 The next step is to calculate all the marks for each task horizontally based on the 
dependency’s column. Based on the total marks, a new priority list will be generated. The new 
priority list is based on the task rank from the highest to the lowest number of dependencies 





Layer 1 2 3 4 
Task / 
Dependency 
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Computation 20 20 20 15 5 5 10 15 20 20 
Communication 0 8 4 2 8 4 8 8 8 8 
T1  √ √ √ √ √     
T2 ×       √ √  
T3 ×      √    
T4 ×       √ √  
T5 ×        √  
T6 ×       √   
T7   ×       √ 
T8  ×  ×  ×    √ 
T9  ×  × ×     √ 
T10       × × ×  
Total 5 3 2 3 2 2 2 4 4 3 
New Rank 1 2 4 3 5 6 9 8 7 10 
New List T1 T2 T4 T3 T5 T6 T9 T8 T7 T10 
 
Table 5.2: Task dependency mapping table 
 
In layer one task T1 is ranked first since this is the Tentry. In layer two there are five 
tasks with different dependencies number. T2 and  T4 has the same highest total number of 
dependencies of three. The two tasks have the same number of dependencies. As a tie breaker, 
the completion time of each node is compared. Since T2  has higher computation time as 
compared to T4, therefore T2 is ranked as second. Meanwhile, for the remaining tasks T3,T5 





computation time for each task is compared. Since T3 has the highest computation time, T3 will 
be rank third. 
As seen in the Table 5.2, T5  and T6  have the same amount of dependencies and 
computation time. In order to set the priority, the communication time of the two tasks will be 
compared. Task T5  has higher communication time, therefore it will be scheduled fifth. 
Therefore, T6 will be scheduled sixth. If there are two tasks that have the same number of 
dependencies, computation time and communication time, the tasks will be chosen at random. 
This is because the tasks have the same the priority. In layer three there are tasks T7, T8 and T9. 
There are two tasks having the same number of dependencies (T7  and T8). Therefore, by 
comparing the computation time for each task, T9 will be scheduled seventh and task is T8 will 
be the eighth task to be scheduled. Task T7 will be the ninth task to be listed. In layer four there 
is only one task T10. Task T10 will be scheduled last. 
The arrival time for all tasks in a workflow are similar. The start task should be at the 
beginning of the list and the last task should be at the end of the list. The priority of the list is 
determined. The task order is the Task Scheduling = {T1,T2,T3, T4, T5, T6 … . T𝑛}. Based on the 
given list depicted in Table 5.2, the task that has the highest priority will be scheduled first. 
The Heterogeneous Earliest Finish Time (HEFT) algorithm is one of the popular scheduling 
methods [38-40] This algorithm will map the task to the first available resources without any 
modification of the list. The resource that finishes the earliest will get the first available task. 
The communication time for all the tasks are taken into consideration. However, this method 
takes more time to complete.  
The makespan of the schedule is the actual time for all the task to complete or exit is 
longer. However, based on the experiment done earlier, by efficiently grouping and packing 





produced. By reshuffling the task order without violating the task priority, the execution order 
of the tasks can be improved. This is possible because, the tasks can be allocated to the same 
processor by the positions of the new list. Figure 5.1 shows the process of swapping tasks from 
original list to the new list. This process allows the convergence of task.  
 
Figure 5.1: Task scheduling order 
 
5.3.2 Example 2: 
 
To demonstrate, how the algorithm works, we conducted a simulation on another type 
of workflow. This workflow is depicted in Figure 5.4 below. Essentially, the task scheduling 
has three basic steps. The first step is to determine the layer of tasks within the workflow. The 
second step is to determine the priority of the tasks based on the layer as determine in the 
previous step. The final step is to map the prioritized list of the tasks to the available resources 






Figure 5.2: DAG-Based Application Task Graph (Example 2) 
 
 There are nine tasks with different computation time and communication time, with four 
layers. The dotted lines indicate the layers for the workflow (Layer 1-4). Tasks details are 
depicted in Table 5.3.  
Table 5.3: Task details of the workflow (Example 2) 
 
 
A. Task Selection 
Based on example 2, the workflow used has 9 tasks (Figure 5.2). Same as the process 
in example 1, the process starts off with task T1 at layer one with one entry task tentry. The 
process starts off with ForwardScan () process. This process will be done recursively until 
to the last task Texit. Then, the BackwardScan (X). will start. The algorithm first computes 
the number of children for each task in the workflow. The result of total number of 
dependency tasks is shown in the Task Dependency Mapping Table (Table 5.4). The input to 
LAYER 1 2 3 4 
Task T1 T2 T3 T4 T5 T6 T7 T8 T9 
Computation Time 2 3 5 4 3 4 4 4 1 





the algorithm is the number of layers (maxLayer) and the workflow tasks.  Based on the 
result, it shows that workflow 2 has two exit nodes; T5 and T9. From the table above, it shows 
that T5 has the lowest number of dependencies that is 1. Task T5 is an independent task with 
low priority. It can be scheduled at any time when T1 finishes. 
 
Table 5.4: Task dependency mapping table (Example 2)
 
Layer 1 2 3 4 
Task / 
Dependency 
T1 T2 T3 T4 T5 T6 T7 T8 T9 
Computation 2 3 5 4 3 4 4 4 1 
Communication 0 4 1 1 1 1 10 1 6 
T1          
T2         
T3          
T4         
T5         
T6          
T7          
T8          
T9          
Total 5 3 2 2 1 2 2 3 3 
New Rank 1 2 3 4 5 8 7 6 9 






Figure 5.3 below is the task scheduling order for the workflow in example 2. In the 
figure, it shows that in the new list there are two tasks that swaps places from the original list. 
Based on the number of dependencies, task T8 is scheduled first instead of T6. 
 
Figure 5.3: Task scheduling order (Example 2) 
  
 
B. Processor Selection 
 
The LWFS algorithm will then schedule the new task scheduling list to the available 
resources. The resources are selected based on the readiness of the resources.  
Procedure: LWFS 
1: INPUT: T task, list, R 
2: OUTPUT: Schedule 
3: BEGIN 
5:   WHILE (𝑛𝑒𝑤𝐿𝑖𝑠𝑡 ≠  ∅) DO 
6:      𝒕 ← 𝒏𝒆𝒘𝑳𝒊𝒔𝒕.next 
7.      𝒓 ← 𝒎𝒊𝒏 (r. earlyAvailable) 
8.      𝒓 ← 𝒕 
9.      r. earlyAvailablel += t. 𝑠𝑖 
10.    ENDWHILE 
6:    Return Schedule 
6.  END LWFS 
 
 
The new prioritized task scheduling list ready to be executed to the available resources 
is generated, based on the computation of the time slots they are assigned to. The resources 






Each task can only be executed one at a time per resource. If two dependent tasks are assigned 
to the same resource, communication time between these tasks will incur. The task will be 
scheduled to the resources that finishes the earliest task execution. The tracing of the execution 
start time of the tasks in each resource are calculated in the given table. The task will execute 
based on the new task list to the earliest available resource.  
The Table 5.5 below shows the resource allocation for experiment 1. There are three 
resources (R1, R2 and R3). This process generates a new Processor list. The earliest start time 
for each task in all three resources will be computed. The scheduling trace of the new list is 
given in table. The execution start times of each node on all resources at each step are given, 
and the nodes on the list are scheduled one by one, to the available resources that have the 
earliest start time. 













Task R1 R2 R3 
Processor 
List (Pi) 
T1 0 0 0 R1 
T2 20 28 28 R1 
T4 40 22 22 R2 
T3 40 37 24 R3 
T5 40 37 44 R2 
T6 40 42 44 R1 
T9 45 42 44 R2 
T8 45 62 46 R3 
T7 45 62 60 R1 





Meanwhile Table 5.6 below shows the resource allocation for example 2. In example 
2, the workflow is executed on four resources (R1, R2, R3 and R4). The scheduling trace of 
the new list is also given the table. Next, the tasks are scheduled according to the processor list 
(Pi). The task scheduling of the new list from LWFS method will be compared to other 
methods. The result will be in the next section. 














Task R1 R2 R3 R4 
Processor 
List (Pi) 
T1 0 0 0 0 R1 
T2 3 6 6 6 R1 
T3 5 4 4 4 R2 
T4 5 6 5 5 R3 
T5 5 6 6 6 R4 
T8 8 8 8 8 R1 
T7 11 8 8 8 R2 
T6 11 11 8 8 R3 





5.4 Simulation Result and Analysis 
This section continues with a brief discussion on the result and numerical analysis of 
the proposed algorithm. The performance of the workflow scheduling depends on the total 
execution time for each task to complete. To measure the performance of the system, a group 
of tasks in a given resource allocation makespan will be examined. The main objective we are 
trying to achieve is to minimize the makespan.  
The homogeneous computing environment model is a set of connected of identical 
resources in a fully connected task graph. We consider homogeneous resources in our 
numerical analysis and we derive an efficient strategy to minimize the overall processing time 
for scheduling workflows. The new proposed scheduling algorithm is named Layered 
Workflow Scheduling (LWFS) Algorithm. The performance of our LWFS algorithm is 
compared and represented using basic graph structures.  
 
5.4.1 Makespan Constrained Scheduling  
 
The comparison of LWFS algorithm was done on several different algorithms; Highest 
Level First with Estimated Time (HLFET), Modified Critical Path (MCP) and Earliest Time 
First (ETF). The result will be discussed first. The total scheduling time for HLFET and ETF 
are 88 minutes are shown in Figure 5.4. The MCP scheduling with makespan of 85 minutes is 
presented in Figure 5.5. Meanwhile, Figure 5.6 shows the result of LWFS algorithm. The 
performance of these algorithms is measured based on total schedule time and load balancing 
on the processors. It shows LWFS algorithm improved the makespan of the workflow 
application. The LWFS performs efficiently in general, with the improvement of 7% from the 






Figure 5.4: HLFET and ETF with the makespan of 88 minutes 
 
Figure 5.5: MCP with the makespan of 85 minutes 
 
 
Figure 5.6: LWFS with the makespan of 82 minutes 
  




























In Example 2 the LWFS algorithm was also compared to the Highest Level First with 
Estimated Time (HLFET), Modified Critical Path (MCP), Earliest Time First (ETF) and 
Improved Critical Path using Descendant Prediction (ICPDP). The result from are shown in 
the figures below. In Figure 5.7, it shows that the LWFS algorithm scheduling time is 13 
minutes. The MCP algorithm scheduling time is 20 minutes is presented in Figure 5.8. 
Meanwhile, Figure 5.9 presented the scheduling time for HLFET and ETF that took about 19 
mins. ICPDP algorithm execution time is 16 minutes (Figure 5.10). Based on the result in 
Example 2, it shows that LWFS algorithm performs better than others. The LWFS performs 
efficiently in general, with the improvement of 7% from the original scheduling of the HLFET, 
ETF and MCP. Illustration of task scheduling for ICPDP, MCP, ETF, HLFET and LWFS. 
 
Figure 5.7: LWFS with the makespan of 13 minutes  
Figure 5.8: HLFET and ETF with the makespan of 19 minutes 
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Figure 5.10: ICPDP with the makespan of 16 minutes 
 
The main idea of LWFS is differentiating the levels of workflows with layers and 
looking at which parent task is delaying its child. By grouping and prioritizing based on the 
parent-child dependency relationship, the scheduling process can be improved. In other words, 
packing the tasks in a more effective way will improve the performance of the scheduling 
process. Based on the experiment, the parent task that has multiple number of immediate child 
is the critical task.  
By considering the parent-child dependency relationship, a new scheduling list was 
established. The new list takes into consideration few important parameters. The parameters 
measured are task levels, task computation time and task communication time. The new task 























selected based on the earliest start time or finish time with least communication time. The task 
that are scheduled on the same processor will have no communication cost. 
As a measurement of the workflow scheduling performance, we use the metrics namely 
makespan reduction. The makespan is basically the response time of a whole workflow. For 
this experiment, we calculate the average makespan by simulating it on different number of 
resources for the same application. It can be derived by calculating the difference of the time 
taken for the entry task and the exit task being scheduled in the workflow. Then, the 
measurement of makespan is calculated by averaging over all the workflows in the system 
based on the average value for each task.  
 
5.4.2 Resources Distribution 
For this part, we calculate the average makespan by simulating it on different number 
of resources for the same application. We experiment the algorithm by increasing the number 
of resources. It can be derived by calculating the difference of the time taken for the entry task 
and the exit task being scheduled in the workflow. Then, the measurement of makespan is 
calculated by averaging over all the workflows in the system based on the average value for 
each task. Based on calculation in Table 5.7, it shows LWFS algorithm shows a significant 
reduction of 15% of the total makespan. It is also depicted in a chart in Figure 5.11 for better 
comparison. 
Table 5.7: Comparison of reduced makespan 
 
Algorithm 2 Resources 3 Resources Percentage (%) of 
Reduction 
HLFET 100 88 12 
MCP 96 85 11 
EFT 98 88 10 





Figure 5.11: The percentage of reduced makespan. 
 
 
Figure 5.12: Comparison of workflow makespan with different number of resources. 
 
After prioritizing the tasks, the next step is selecting processors. The following 
experiment is to test the algorithms performance when adding and reducing the number of 
resources. The same workflow is used and it is executed with different number of resources. 
From the graph, we can clearly see that when the tasks are executed with using only two 





















Comparison of Makespan Reduction (%)
100 96 98 96
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the tasks at the same time. Figure 5.12 above shows the comparison of the algorithm when 
running on two and three number of resources. 
Meanwhile, in the Figure 5.13 shows the overall experiment on resource allocation. We 
can see that as we increase the number of resources, at one point the makespan of the overall 
algorithms will become stagnant. It is because even if there a number of resources available, 
the makespan will not improve, as a effect of unused resources are cost and energy wastage. 
The increase number of resources will also lead to another problem, that is reliability. The 
higher number of resources will decrease the reliability of the workflow. 
 
 
Figure 5.13: Comparison of workflow makespan (relative to a greater number of resources) 
 
The aim of this proposed workflow scheduling algorithm is to evaluate the performance 
of the scheduling algorithm for both homogenous and heterogeneous processors without 
exceeding the deadline. Based on the result, the LWFS minimize the makespan and improve 























ETF and MCP). Based on the simulation results, we can observe that the LWFS algorithm 
significantly surpass other approaches based on the performance metrics (minimum overall 
completion time) and therefore performs better. The makespan is met and minimized. This can 
be done by arranging and processing the tasks in the right task precedence relationships. 
5.4.3 Task Incremental 
In this section, in order tackle large scale task scheduling problem, we will simulate the 
schedule and execute large number of tasks. The scheduling of tasks becomes more complex 
as the scalability of task execution increases. We compare the performance of the LWFS 
algorithm with two scheduling algorithms in heterogeneous distributed system: the HEFT and 
Critical Path algorithms. The comparison will consider sets of graphs as the workload for 
testing the algorithms that were randomly generated application graphs. 
 






























To test the performance of these algorithms we simulated task scheduling process with 
5 resources ℛ5 = {𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5} with similar computation capacities. Each processor 
associates with a first in, first out (FIFO) queue that holds the tasks that are scheduled on this 
processor. In addition, each processor does not allow pre-emption and it is assumed to execute 
a task from the queue starting from the start node till the end node. In our simulation 
experiments, graphs are generated for all combinations of the parameters given below with the 
number of tasks range between 𝒯 = {t20, t40, t60, t80 and t100 }. The execution times of each 
task on the DAG graphs is assumed to be uniformly distributed between 5 and 20 minutes 
Every set of the parameters below are used to generate several random graphs in order to avoid 
scattering effects. The result presented below are obtained from the graph below. 
Figure 5.15: Makespan comparison with different algorithm 
 
LWFS algorithm is compared with the other two algorithms, Heterogeneous Earliest 
Finish Time (or HEFT) and Critical Path (CP). The results are shown in Figure 5.15, where 



















Makespan Comparison for Different Algorithms 





the performance of the LWFS algorithms varies with respect to the workflow application size. 
The performance of LWFS is better than HEFT and CP algorithms. At some point the HEFT 
and CP result are the same and with a close difference. We also observe from Figure 5.15 that 
LWFS outperforms HEFT and CP algorithm in terms of the makespan. In the meanwhile, 
original HEFT schedules task according to the original task rank. Thus, the schedule length of 
HEFT is worse than LWFS. 
In general, based on the simulations result we can conclude some main points. First, 
since the goal of LWFS algorithm is find out which parent tasks delays its child task, a simple 
workflow scheduling algorithm was developed. The LWFS looks at the number of 
dependencies of each task and tasks with high dependencies need to be scheduled immediately. 
This can be done by calculating the total number of dependencies for each task. 
Second, the tasks dependencies in the workflow application is also determined by the 
task rank. The rank shows the which task is the parent task and which task is the child task. 
The child task cannot need to wait for the parent task to finish before executing. Therefore, the 
LWFS will determine the layers algorithm based on the rank of each task. From the layers we 
are able to identify which task is in the same layer. This is an important factor when we want 
to reschedule the task in the presence of resource failure. Tasks that are in the same layer can 
be swapped and mapped directly, since they have the same rank. 
Third, the scanning of Forward and Backward methods has proven to give different 
result. By looking at both ways Parent-Child dependency and Child-Parent dependency will 
affect the task rank since it totals up all task. Based on the total number of task dependencies, 
new ranked task list will be generated. The new ranked list is different from the original task 
rank. Fourth, the tasks will be scheduled to designated resources. The simulation shows three 





show significant improvement for all the three scenarios when compared to other heuristic 
algorithm (HLFET, MCP, ETF, ICPDP, HEFT and CP). The LWFS outperforms both other 
algorithms in terms of obtaining the minimum makespan and enhance the overall performance.  
5.5 Chapter Summary 
 
In this chapter, we studied how different ways of prioritizing tasks to respective 
resources impact the performance of the overall system. To measure the performance of the 
system, we examined the makespan of a workflow of tasks for given resources and showed the 
significant scalability for LWFS algorithm. The performance of these algorithms was examined 
based on simulation-driven analysis based using synthetic workflow application. This work 
presented our initial findings of second-order scheduling problem. We shall extend our research 
by relating LWFS algorithm to other QoS parameters such as reliability to look at the effects 









FAILURE-AWARE WORKFLOW SCHEDULING 
ALGORITHM 
In this chapter, we address reliability issue of workflow scheduling by proposing an 
effective scheduling algorithm Failure-Aware Workflow Scheduling (FAWS) algorithm that 
consider the failure rate of resources in order to make maximum reliability of the schedule. The 
proposed algorithm handles unsuccessful job execution or resource failure by dynamically 
scheduling workflows to available resources. Resource failures and down times usually have 
an adverse effect on the performance of the computer system. In order to analyse the 
performance of our FAWS algorithm, we compared it with the popular scheduling algorithm 
namely Heterogeneous Earliest Finish Time (or HEFT) and Critical Path (CP). For simulation 
analysis, we randomly generated task graphs and scheduled the parallel applications on 
homogeneous systems. The simulation results show that the proposed FAWS algorithm can 
significantly optimize the makespan and successfully map the workflow tasks to the resources 
accordingly. We show that the proposed algorithm is better than existing heuristic-based 








Executing a large workflow is a complex process especially in the situation where there 
are multiple and different resources involved. For example, in a scientific workflow, one needs 
to acquire data from an instrument, and analyse it on resources owned by other organizations, 
in sequence or in parallel with other tasks. Therefore, discovery and selection of resources for 
executing workflow tasks could be quite complicated. In addition, monitoring and scheduling 
large number of tasks parallelly is compulsory. Identifying tasks that have intermediate tasks 
and knowing the location of intermediate task are important. Effective scheduling strategies 
are required in executing large applications to minimize the schedule length (makespan).  
To achieve a good mapping of tasks to processors in times of failures of resources can 
have an adverse effect on applications. Therefore, there is an increasing demand for scheduling 
techniques to minimize the task failure probability at the same time maximize the reliability of 
during execution of an application. The main challenge is to achieve two objectives; the 
makespan and reliability that are conflicting. If the probability of failure is low, it will exceed 
the scheduling deadline. Therefore, to overcome this problem, we developed an algorithm 
which meet both objectives: minimize the makespan and maximize reliability simultaneously.  
There are several existing researches that proposed scheduling algorithm with the same 
goal is to minimize not only the execution time but also the failure probability of the 
application. However, based on the findings, when system reliability increases, most of the 
time, the execution time will also increase. This is because a fast schedule can sometimes be 
very unreliable [119-120]. There are different type of methods and a number of algorithms 
have been proposed to improve the reliability by many researches [43, 58]. Some of the 
methods are checkpointing, replication methods, rescheduling and others. Scheduling task 





objectives. The trade-offs are to minimize the makespan and to maximize the reliability of the 
schedule.  
The reliability issues are very important especially in large workflow environment 
where most tasks are related and complex. There are some situations where tasks failed to 
execute. Some of the reasons are the services are unavailable, incomplete components 
(software or computational), and change in surrounding environment configuration. 
Classification of reliability including systems, resources, services, and results. The aim of 
makespan minimization with respect to declining effects and minimum number of resources 
will be the main objective of the proposed Failure-Aware Workflow Scheduling (FAWS) 
algorithm.  
The focus of this thesis is to enhance the workflow execution performance or reliability 
of heterogeneous environment by proposing Failure-Aware Workflow Scheduling (FAWS) 
Algorithm. However, in this thesis, we mainly discuss on enabling rescheduling of the failed 
task to the unused resources to improve the performance. The validate the effectiveness of the 
proposed algorithm, a simulation-driven analysis based on realistic workflow application was 
demonstrated. Further, we present a comparative evaluation that looks at two main objectives: 
(1) utilizing unused resource /application in the event of failure and (2) workflow scheduling 
against fault-tolerant towards failures. This research tackles the challenges of developing 
algorithms for rescheduling failed tasks based on the reliability requirement. 
6.2 Problem Overview 
Scheduling an application corresponds to determine which resources will execute the 
tasks and when they will start. Thus, the scheduling algorithm is responsible for minimizing 
the probability of failure of the application by choosing the adequate set of resources that enable 





reliability implies, most of the time, an increase of the execution time (a fast schedule is not 
necessarily a reliable one). This motivates the design of algorithms that look for a set of trade-
offs between these compromise solutions. 
The next contribution addressed in this research is to solve reliability workflow 
scheduling problem.  The aim is to design and develop a reliability-aware scheduling 
algorithm that is capable of workflow execution within ε makespan deterioration. Reliability 
has become another extremely important issue in workflow scheduling. The reliability-aware 
scheduling of a workflow application is to maximize the reliability and minimize the makespan 
of the application. Given 𝒲 = {𝓌1, 𝓌1, … 𝓌w} be set of workflows and ℛ = {r1, r2, … , rm} 
be a set of homogenous resources such that each 𝑟1 ∈ ℛ can experience one or more crash 
failures at any given time. We assume that the We assume that the ℛ resource are fault-free 
and each resource 𝑟1 ∈ ℛ can only execute at most one task at a time. 
The challenge we address is how to schedule the 𝒲 workloads on the ℛ resources such 
that the 𝒲 workflows complete within the deadline and reliability requirements but makes use 
of minimum number of resources. 𝒲ti,rj indicating that if task ti is assigned to resource rj. This 
scheduling problem can be formulated as follows: 
    max R rely                                 (1) 
s. t.   ∑ 𝒲𝓌i,rj = 1          𝓌1 ∈ 𝒲, rj ∈ ℛ  
n
i=1                           (2) 
                   ∑ 𝒲(𝓌i,rj) ≤ 𝒟     
n
i=1 𝑎𝑛𝑑    ∑ 𝒲(ti,rj) ≤  Nmax     
n
i=1                   (3) 
𝒲𝓌ii,rj ∈
{0, 1}                         (4) 
In Equation 1 the objective is to maximize the reliability (Rrely). The constraint in Equation 2 





Equation 3 ensures that each 𝑟𝑗 ∈ ℛ resource executes the tasks without exceeding the 
deadline 𝒟 within the maximum use of resources 𝑁. 
In our new proposed FAWS algorithms, checkpointers are used to lock the job 
execution status when a resource failure occurs. The interrupted job will continue to execute 
exactly from the last saved checkpoint. The makespan can be reduced and more time can be 
saved due to eliminating the restart of execution process from the beginning. The tasks will 
start to execute at time 𝑇𝑆𝑡𝑎𝑟𝑡  and completes the execution at time 𝑇𝐸𝑛𝑑 in a normal situation. 
Based on Equation 5, the total completion time (𝐶𝑇)is given below. 
𝐶𝑇 =  𝑇𝐸𝑛𝑑 − 𝑇𝑆𝑡𝑎𝑟𝑡       (5) 
Without having any checkpointing mechanism, the task needs to restart from the beginning 
(𝑇𝑅𝑆𝑡𝑎𝑟𝑡). If there is failure when executing task at time (𝑇𝐹𝑎𝑖𝑙) and completes at time 𝑇𝐸𝑛𝑑, the 
Total Completion Time (TCT) of the task is given in Equation 6:  
  𝑇𝐶𝑇 = (𝑇𝐹𝑎𝑖𝑙 − 𝑇𝑅𝑆𝑡𝑎𝑟𝑡) + (𝑇𝐹𝑎𝑖𝑙 −  𝑇𝑆𝑡𝑎𝑟𝑡) + (𝑇𝑅𝑆𝑡𝑎𝑟𝑡 − 𝑇𝐹𝑎𝑖𝑙)   (6) 
Since our proposed algorithm uses checkpointers, the last saved location of the task is saved 
𝑇𝐶ℎ𝑒𝑐𝑘. In condition the saved checkpointer is before 𝑇𝑆𝑡𝑜𝑝, then the task will restart from the 
last checkpoint at time 𝑇𝑅𝑒𝑆𝑡𝑎𝑟𝑡. The total completion time is given in Equation 7: 
𝑇𝐶𝑇 =  (𝑇𝐹𝑎𝑖𝑙 − 𝑇𝑆𝑡𝑎𝑟𝑡) + (𝑇𝐹𝑎𝑖𝑙 −  𝑇𝑅𝑒𝑆𝑡𝑎𝑟𝑡) + (𝑇𝐸𝑛𝑑 −  𝑇𝑅𝑒𝑆𝑡𝑎𝑟𝑡)   (7) 
We will develop a workflow scheduling that solves the above formulated problem. We 
will evaluate the performance of scheduling algorithm for both homogenous and heterogeneous 
processors. We will also consider the workflow tasks that have identical and different 
processing times on the given resources. 
Even though recent studies have suggested and highlighted a number of solutions of 





how to optimize the workflow application performance without sacrificing the system 
reliability. The aim of this workflow scheduling algorithm is to evaluate the performance of 
the scheduling algorithm that minimizes the total execution time, increases reliability and 
therefore boosts the performance of the whole system. Therefore, it will improve the workflow 
scheduling efficiency and the task execution. The objectives are to minimize the makespan and 
to maximize the reliability of the workflow application. The FAWS algorithm performance is 
tested based on the simulation using synthetic workflow. The experiment will compare in terms 
of fault tolerance of the proposed algorithm based on given scenarios. Each scenario represents 
different types of resource failure. 
For this research, we are focusing on task duplication with restart mechanism. 
Moreover, we chose to look at workflow scheduling with backup using the same method in the 
previous proposed algorithm that looked at parent-child relationship or Layered Workflow 
Scheduling Algorithm (LWFS) in Chapter 5.  
6.3 Failure-Aware Workflow Scheduling Algorithm (FAWS) 
This section continues with a brief discussion of a number of static scheduling 
algorithm with Passive Replication strategy. The new proposed scheduling algorithm is named 
Failure Aware Workflow Scheduling (FAWS) Algorithm. The comparison of our proposed 
algorithm is done based on the experiment using DAG graph as a continuation of the earlier 
algorithm Layered Workflow Scheduling Algorithm (LWFS). This algorithm basic idea is 
using the execution time of the workflow schedule as the parameter. As shown in the algorithm 
below, all available processor that is checked on for current backup. The checking process has 








1: INPUT: T task, Prioritizelist, R 
2: OUTPUT: Schedule 
3: BEGIN 
5:   WHILE (𝑛𝑒𝑤𝐿𝑖𝑠𝑡 ≠  ∅) DO 
6….Schedule the Primary Copy using HEFT 
7….Schedule the Backup Copies 
8:      𝒕 ← 𝒏𝒆𝒘𝑳𝒊𝒔𝒕.next 
9.      𝒓 ← 𝒎𝒊𝒏 (r. earlyAvailable) 
10.      𝒓 ← 𝒕 
11.      r. earlyAvailablel += t. 𝑠𝑖 
12……T’i 𝑡𝑜 r. earlyAvailablel 
13.    ENDWHILE 
8:    Return Schedule 




A. Task Scheduling 
The tasks T and the backup T’ are scheduled on the existing resources. The first step 
will be estimating the earliest available time for each resource. If the backup tasks can be slot 
in on this processor, the backup tasks start time will be set as the earliest start time. The second 
step is to check the resources start time. If the resources start at the same time, the resources 
with the available time slot from both overloaded existing schedules and the time gap among 
non-overloaded schedules will be examined. If there are cases where both first and second steps 
cannot be used to find current backup, the third step will be introduced. The third step uses 
makespan as the backup start time. When the earliest execution time to schedule the backup, 
slot have been found the replication cost of the current backup will be calculated. The 
replication cost can also be the deciding parameter if in a situation where several resources 
have the same earliest finish time. The backup task will be scheduled to the resource that has 
the minimum replication cost.  
The FAWS algorithm performance is tested based on the simulation using synthetic 






Case 1: Existing tasks on resources with no failure: 
In Case 1, the resources already have tasks scheduled on them. Therefore, we need to 
find the best resource for the backup tasks. Since there are existing tasks, the backup task needs 
to be schedule overlapping with the existing tasks. But the scheduling process will still follow 
the four Backup Scheduling Constraints. Our proposed scheduling algorithm is called Best 
Resource Algorithm. The main purpose is finding the best resource to place the backup tasks. 
By scanning the workflow forward from the top or the Tentry task to the end, we are able to 
determine which resources are available to place the backup tasks.  
Procedure: Best Resource 
1: INPUT: T task, 
2: OUTPUT: list 
3: BEGIN 
5:   For (𝑖 = 1;  𝑖 ≤ |𝑇|;  𝑖 + +)DO 
4.       𝑙𝑖𝑠𝑡. 𝑐ℎ𝑖𝑙𝑑 [𝑖] ←  𝐶ℎ𝑖𝑙𝑑𝑟𝑒𝑛 ( t𝑖) 
5.    ENDFOR 
6:    Return list 
6.  END Best Resource 
 
 
Figure 6.0 is the scheduling of tasks and its backup tasks. There are 3 resources (R1, 
R2 and R3) and 8 primary tasks with its respective backups. There is only 1 backup for each 
task but not all tasks will have a backup. Each backup task will be scheduled after its primary. 
If the task or the resource fail, immediately the backup task will be activated.  
 




















Case 2: Resource Failure. 
In this case, we propose another algorithm called Best_Fit_Slot Algorithm. Or this example, 
assume that Resource 1 (R1) fails. In this algorithm, the scanning process goes up starting from 
Texit task. By looking backwards, we are able to assign backup to an available interval or 
overlap with existing task without violating the constraints. Assign affected tasks to another 
resource with the earliest start time. Restart the failed task at the last current position. This 
algorithm finds the vacant time intervals, either the unoccupied time intervals or overloading 
with existing primary task. 
Procedure: Best_Fit_Slot 
1: INPUT: T task, 
2: OUTPUT: list 
3: BEGIN 
5:   For (𝑖 = 1;  𝑖 ≤ |𝑇|;  𝑖 + +)DO 
4.       𝑙𝑖𝑠𝑡. 𝑝𝑎𝑟𝑒𝑛𝑡 [𝑖] ←  𝑃𝑎𝑟𝑒𝑛𝑡 ( t𝑖) 
5.    ENDFOR 
6:    Return list 
6.  END Best_Fit_Slot 
 
 
Figure 6.1 shows when one of the resources (R1) fails, the backup task will start 
immediately. As we can see the R1 originally, R1 has a full load of 5 tasks. Scheduling the 
failed task is very challenging since other resources are also packed with tasks. The 
Best_Fit_Slot algorithm looks at the load and available time of each resource. This technique 



























The algorithm also looks at the best way to shift smaller tasks together. The highlighted 
tasks are the new task queue that combines primary and the backup tasks that are ready to be 
executed on other available resources. 
 
6.4 Simulation Result and Analysis 
A. Simulation 1: Replication strategy 
 
This section continues with a brief discussion of a number of static scheduling 
algorithm with passive replication strategy. The new proposed scheduling algorithm is named 
Failure Aware Workflow Scheduling (FAWS) Algorithm. The comparison of our proposed 
algorithm is done based on the experiment using Directed Acyclic Graph (DAG) graph as a 
continuation of the earlier algorithm Layered Workflow Scheduling Algorithm (LWFS).  For 
Simulation 1 the workflow will be applied to 3 different scenarios; Scenario 1 is when the 
resources fail in the middle of task execution, Scenario happens when the high-dependent 
resource fails in the middle of the first task execution in the workflow and Scenarios 3. Figure 
6.2 shows the DAG graph of the modelled workflow application as a workflow graph. As 
shown in Table 6.0 there are 10 tasks with different computation and communication time. The 
parameter used is the deadline (makespan) of the workflow schedule. Table 6.1 is the task 
dependency mapping table that generates new task list based on the number of dependencies 






Figure 6.2: DAG workflow graph with 10 tasks 
 
Table 6.0: Task dependency table 
 
 
Figure 6.3 below is the scheduling queue for the 10 tasks in normal condition with all 
3 resources functioning. Under normal condition, it show that R1 has the greatest number of 
tasks lined up for execution. R2 has 3 tasks and R3 has 2 tasks. R1 is identified as the most 
critical resource with high priority tasks. Based on the list scheduling, T1 and T2 are the priority 
tasks with high dependency. These 2 tasks will be scheduled on the same resource.  
 
Layer 1 2 3 4 
Task T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Computation time (mins) 20 20 20 15 5 5 10 15 20 20 










Layer 1 2 3 4 
Task \ Dependency T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Computation 20 20 20 15 5 5 10 15 20 20 
Communication 0 8 4 2 8 4 8 8 8 8 
T1 
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T2 X 
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T4 X 






























    
√ 
T10 
      
X X X 
 
Total 5 3 2 3 2 2 2 4 4 3 
New Rank 1 2 4 3 5 6 9 8 7 10 





Figure 6.3: Scheduling workflow application (normal condition) 
 
As shown in the FAWS algorithm, all available resources will be checked on for current 
backup. The checking process has three main steps. The first step will be estimating the earliest 
available time for each resource. If the backup can be slot in on this resource, the backup task 
start time will be set as the earliest start time. The second step is if the resources have the same 
start time, the resource with the available time slot from both overloaded existing schedules 
and the time gap among non-overloaded schedules. If there are cases where both steps cannot 
be used to find current backup, the third step will be introduced. The third step uses makespan 
as the backup start time. When the earliest execution time to schedule the backup slot is found, 
the replication cost of the current backup will be calculated.  
The replication cost can also be the deciding parameter if in a situation where several 
processors have the same earliest finish time. The backup task will be scheduled to the 
processor that has the minimum replication cost. The tasks T and the backup T’ are scheduled 
on the existing resources. When scheduling a new backup, the resource that meets the three 
conditions as mentioned above.  
A. Scenario 1: 
 
For Scenario 1, the situation is when any of the resources fails in the middle of task 













task. If the task has no backup, the tasks will restart the whole process and it will be rescheduled 
depends on the next available resources.  
Figure 6.4: Resource failure in the middle of task execution 
 
Based on Figure 6.3, there are five tasks (T1, T2,T6,T7,and T10,) scheduled on R1. This 
indicates that R1 is the most high-dependent resource. This scenario is very challenging; How 
to reschedule these five tasks in n-1 given resources? When the resource R1 failed at the 38th 
minute, task T2  is in the queue and almost finishing. Due to the resource failure, earliest 
available time is checked for the remaining resources. Since all resources are full, T2 has to 
wait until the next available resource R2, after the completion of T5. Since T2and T5 are in the 
same layer two in the DAG graph, these tasks have the same priority. Task T2 will restart at 
time the 43th minute. Since T2, needs another 20 minutes to complete, this will drag the queue. 
 





















However, based on the Task scheduling matrix in Table 6.2 below, it shows that task 
T2, is more critical since it has high number of dependencies. T2  needs to be rescheduled 
immediately to avoid further delay to the children tasks.  
Based on the experiment, it shows that there are 14 minutes of idle time for R3. Tasks 
in level 3 (T7, T8 and T9) are unable to start since T2 is not scheduled yet. Meanwhile, T10 in 
level 4 will need to wait for the 3 tasks to complete. Again, R3 is left idle for 5 minutes. The 
idle time of the unused resources are very valuable and can be exploited more efficiently. Since 
most of the tasks are depends on task T2, the rescheduling of task T2 has caused delay to the 
overall scheduling. For this type of scenario, task T2 has Due to this delay, the makespan of the 
overall schedule is 107 mins. 









Task R1 R2 R3 
Processor 
List (Pi) 
T1 0 0 0 R1 
T2 20 28 28 R1 
T4 40 22 22 R2 
T3 40 37 22 R3 
T5 40 37 42 R2 
T2  42 42 R2 
T6  62 42 R3 
T9  62 58 R2 
T8  62 72 R3 
T7  77 72 R2 





B. Scenario 2: 
 
For Scenario 2, the situation happens when the high-dependent resource R1 fails in the 
middle of the first task execution in the workflow (Figure 6.6). For this type of failure, the 
rescheduling of tasks is not as complicated as in Scenario 1. This is mainly because the first 
task ( Tentry ) and the last tasks ( Texit) will always get the first priority.  
Figure 6.6: Resource failure in the middle of first task execution 
 
These two tasks at layer 1 and 4. Since T1  has the first priority, it will be scheduled 
first on any available resources either R1, R2 or R3. There is no other task in the queue, task 
T1 can be scheduled and start at time 0. During execution, R1 suddenly stopped working and 
T1 is not complete yet. The next available resources will start to execute T1. When T1 restarted 
at R2, it started at time 0. Then after it finishes, T2 will start immediately. At the 24th minutes, 
R3 will start to execute T3. There is a 2 minutes communication time at R3 before starting T3.  
The remaining tasks in the middle layer (Layer 2 and Layer 3) will be shifted and 
shuffled between each other in finding the best-fit-slots to fit in the remaining 2 resources 
(Table 6.3). The scheduling queue will be generated using the priority list from the task 
dependency mapping table together with the task scheduling matrix as shown in LWFS 
algorithm. When all the tasks at Layer 2 are done, the first task from Layer 3 with the highest 
priority, T9 will be in the queue. T9 will start at time 51 at R2. Followed by T8 at R3 and T7 at 













then it can start. It starts at time 57. After scheduling all the task, the overall makespan for all 
the 10 tasks using only 2 resources is 102 mins. 














Task R1 R2 R3 
Processor 
List (Pi) 
T1 0 0 0 R1 
T1 
 
20 22 R1 
T2 
 
20 22 R2 
T4 
 
40 37 R3 
T3 
 
40 37 R3 
T5 
 
40 57 R2 
T6 
 
45 57 R2 
T9 
 
45 57 R2 
T8 
 
77 57 R2 
T7 
 
77 72 R3 
T10 
 





C. Scenario 3: 
 
For the third scenario, one of the resources fails during text execution. However, in this 
scenario, each task will have backups. The backup tasks are scheduled at a different resource 
as scheduled by actual task. The backup tasks can only start queuing when the actual task is 
already started. Figure 6.7 below shows the queuing to backup tasks for each actual task. The 
backup task is labelled T′𝑡. The backup task allows the failed task to restart immediately.  
Figure 6.7: Actual task queue with backup tasks 
 
Figure 6.8: Resource failure (R1) in the middle of task execution with backup tasks 
 
R1 fails in the middle of  T2 execution. Task T2 will not restart from the beginning. 
Instead, it will continue from the T2 last value when R1 failed. To finish the remaining T2, the 
resource with the earliest execution time will be chosen. For this situation the remaining time 


























backup tasks for tasks when a resource fails. From this experiment, task T2 will restart at on 
the 43 mins (Figure 6.8). 
 
After scheduling the 2nd layer tasks, the 3rd layer tasks will start queuing for execution 
T9, T8  and T7 . Since T9  depends on 3 tasks and of the other task has finished. T9  will be 
scheduled at the next available resource R2, immediately after T2 finishes at the 45th minutes. 
Next, T8  will go to R3 after T6 finishes, followed by T7. Task T10 will start at the 73th minutes 
at any resources, either R2 or R3.  
Figure 6.9 shows the rescheduling of tasks using backup task without restarting the task 
from the beginning. From scenario 3, it shows that if in a situation where the resource suddenly 
fails in the middle of task execution, with backup task that are the backup task will start 
immediately from the last value of the failed tasks, without having to restart the whole task. It 
uses the same prioritized list generated using LWFS and task scheduling matrix (Table 6.4). 
The overall makespan for the task execution for scenario 3 is 94 mins.  




























D. Analysis of Simulation 1 Results 
Simulations of task scheduling was done using different types of scheduling algorithm. 
The algorithms are Highest Level First with Estimated Time (HLFET), Modified Critical Path 
(MCP) and Earliest Time First (ETF). Based on the result, we will then compare FAWS 
performance with the other different algorithms.   
For this simulation, we calculated the makespan by simulating it on based on different 
scenarios using a number of resources for the same workflow application. Different scenarios 
have different effects of the overall makespan. The result can be derived by calculating the 
difference of the overall time taken for each scenario. Based on the result, it shows that our 
proposed FAWS algorithm shows the relative increase in the makespan. However, the 
increased makespan is very minimal as compared to others.  
Figure 6.10 is a bar graph that summarizes the overall performance of FAWS based the 
given scenarios. From this graph, it shows the worst-case scenario is Scenario 1 with 107 
Task R1 R2 R3 
Processor 
List (Pi) 
T1 0 0 0 R1 
T2 20 28 28 R1 
T4 40 22 22 R2 
T3 40 37 23 R3 
T5 40 37 43 R2 
T2  42 43 R2 
T6  44 43 R3 
T9  44 48 R3 
T8  64 48 R3 
T7  64 63 R3 





minutes. In Scenario 1, when the resource suddenly fails in the middle of task execution, the 
tasks are ready for execution will be affected. Since the tasks have no backup, the affected tasks 
will need to restart the whole process. The task will be rescheduled depending on the next 
available resources. Moreover, the task needs to be scheduled within the task layer. If the task 
is a high dependent task, the execution time will increase. Based on the result, the ideal scenario 
for FAWS algorithm is Scenario 3 with 93 minutes as compared to the normal situation of 
workflow scheduling without any failures. In Scenario 3, in case of resource failure the process 




Figure 6.10: FAWS Algorithm performance for different scenarios 
 
The next section shows the effectiveness of the FAWS algorithm for each scenario in 
Simulation 1. We demonstrated that the performance of our proposed algorithm obtains 
promising results. Scheduling HLFET, MCP and ETF have shown different result on the 
overall makespan. Based on the graph, for Scenario 1, FAWS algorithm takes about 107 
minutes to complete the task scheduling. HLFET takes about 102 minutes and 104 minutes for 



























when R1 fails in the middle of task execution, the queuing process will be affected especially 
for critical tasks. Since there is no backup, the tasks need restart and it will need to wait on the 
next available resources. The FAWS algorithm focus on task-dependency and structure-
dependency (DAG layers). When R1 fails, and the affected task is T2 (the parent task with 
highest number of child task), the overall makespan increased about 23%. The HLFET / ETF 








Figure 6.11: Comparison of makespan results for Scenario 1 
 
Meanwhile for Scenario 2, the situation that happens is similar with Scenario 1. The 
difference is when one of the resources fail, it affects the first task during its execution. From 
the simulation, it shows that FAWS has the obtain the minimum makespan with 100 minutes 
as compared to HLFET/ ETF and MCP with 106 minutes (Figure 6.12). For Scenario 2, the 
tasks will be reshuffled and rescheduled to the remaining available resources. By using the 
FAWS algorithm, the task that has the highest number of task dependencies will be scheduled 
first. This helps to reduce delays in the task queue. The comparison of results clearly proves 




























Figure 6.12: Comparison of makespan result for Scenario 2 
 







Figur.6.13: Comparison of makespan result for Scenario 3 
 
For Scenario 3, the situation was R1 stop working in the middle of task execution. The 
situation is the same as described in Scenario 1. However, in Scenario 3 each task will have 
duplicates. The duplicated task or the backup tasks are scheduled at a different resource as 















































algorithm has the same performance as HLEFT algorithm with the makespan of 94 minutes. 
As for MCP, the total time it takes to execute the workflow is 102 minutes. 
 
   
Figure 6.14: Overall makespan results 
 
To obtain the overall reliability of the resources for each of the above failure scenarios, 
the results from each scheduling algorithm are compared (Figure 6.14). As we can see in the 
figure above, FAWS algorithm performs better especially in handling resource failure. Even 
though there is a slight increase in the makespan from the normal scenario, FAWS algorithm 
can be applied in scheduling tasks graphs on systems subject to failures.  Based on the result, 


































yet task (child) in the workflow. In general, improper task scheduling can potentially impose 
negative impact on overall performance and reliability of the workflow schedules. 
B. SIMULATION 2: Scalability strategy 
 
A. Scenario 1: 
For this set of simulation studies, random tasks graph with 𝒯 = {t20}  tasks were 
generated using workflow generator on a heterogeneous computing system with 3 resources 
ℛ = {𝑟1, 𝑟2 𝑎𝑛𝑑 𝑟3}. For these 20 tasks there four layers. We assume that the ℛ resources are 
fault-free and each resource 𝑟1 ∈ ℛ can only execute at most one task at a time. Each resource 
will follow the First In First Out (FIFO) queue that hold the tasks that are scheduled on and 
the availability of the resources. The task generated for this simulation are random based on 
computation time for each task and the layers for the DAGs that were automatically generated. 
The execution times of each task on the DAG graphs is assumed to be uniformly distributed 
between 5 to 20 minutes. The proposed scheduling algorithm is named Failure Aware 
Workflow Scheduling (FAWS) Algorithm. The algorithm is based on the continuation of the 
earlier algorithm Layered Workflow Scheduling Algorithm (LWFS) in Chapter 5. 
For this simulation, we are using the check-pointing method where there will be fault-
tolerant state in case of failure. When a resource fails, the checkpointing method will restart 
the execution process at the point of failure. The main problem us to minimize the makespan 
by scheduling the queued tasks in the workflow. One of the disadvantages of checkpointing 
method is it will incur extra cost. The incur cost depends on the number of pointers used. If the 
check-pointers are overly used, more cost will incur. If the check-pointers are insufficient, the 
tasks affect the overall makespan and the performance of the workflow. In this simulation we 






As proven in this simulation, Figure 6.15 below shows the result of the first simulation. 
In this simulation, it compares the checkpointing method for different numbers of tasks, 
specifically focusing on impact on the makespan. Generally, the makespan increases for both 
scenarios (with and without checkpointing). During task execution, if a failure occurs, the 
process will restart from the beginning. For the new algorithm proposed in this chapter, when 
there is a resource failure, the process will straight away continue the job execution from the 
last checkpoint recorded. Based on the result it shows that the makespan of workflow 
application increased 30% from the normal scenario. It also shows that with the use of 
checkpointing method, the makespan increased 13%.  
 

































B. Scenario 2: 
For this set of simulation studies, random tasks graph with  
𝒯 = {t20, t40, t60, t80 and t100 } tasks were generated on a heterogeneous computing system 
with 5 resources ℛ = {𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5} using a workflow generator. We assume that the ℛ 
resources are fault-free and each resource 𝑟1 ∈ ℛ can only execute at most one task at a time. 
Each resource will follow the First In First Out (FIFO) queue that hold the tasks that are 
scheduled on the resource. The resources will execute each task by task ordering queue without 
any pre-emption. This simulation focus on handling failures in workflow scheduling. In order 
to apply the real failure situation, all the tasks generated for this simulation are randomly 
generated based on computation time for each task and the layers for the DAGs. The execution 
times of each task on the DAG graphs is assumed to be uniformly distributed between 5 and 
20 minutes. The layers were also automatically generated based on the number of tasks entered 






















After entering the number of tasks and layers, the workflow generator will 
automatically generate the task relationship for a workflow application. The task relationships 
are presented in a table called task dependency mapping table. The dependencies of each task 
will be calculated and ranked. A new list will be generated based on the new task rank. Table 
6.5 depicts the task dependency mapping table for 20 tasks with 5 layers. After generating the 
new list, these tasks will be queued for execution. Figure 6.17 shows the new ranked task list 
will then be in the queue of execution. 














Figure 6.17: New ranked task list 
 
New List T1 T2 T5 T3 T6 T7 T4 T13 T10 T12 T9 T8 T11 T18 T19 T17 T16 T14 T15 T20
Time 15 13 10 13 11 9 12 10 20 11 8 5 5 15 13 9 12 12 7 7
LAYERS 0 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 4
TIME 15 13 13 12 10 11 9 5 8 20 5 11 10 12 7 12 9 15 13 7
TASKS T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 T19 T20
T1 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
T2 1 0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0
T3 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0
T4 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
T5 1 0 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0
T6 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0
T7 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0
T8 0 1 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 1 0
T9 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
T10 0 1 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0
T11 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
T12 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 1 0
T13 0 1 0 1 1 1 0 0 0 0 0 0 0 1 0 1 0 1 0 0
T14 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1
T15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
T16 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1
T17 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 1
T18 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 1
T19 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 1
T20 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0
Total 6 5 4 2 5 4 3 5 5 6 2 5 7 3 2 3 4 4 4 6





The tasks are scheduled to resources subject to resource availability. The tasks will start 
executing based on the task’s dependency and for this simulation it depends on layers. The 
tasks will be distributed to the resources ℛ5 = {𝑟1, 𝑟2, 𝑟3, 𝑟4, 𝑟5} . Among the matrix 
combinations of task distribution for 20, 40, 60, 80 and 100 with 5 resources are be shown 
below.  
 
For this simulation, a parallel ℛ resources is used, where each resource is a processing 
element is subject to its own individual failures. When a resource suddenly stops functioning, 
the queued tasks need to be rescheduled; How to reschedule these tasks in n-1 given resources? 
When the resource 𝑅3 failed on the 20th minute, task T3 is in the queue and almost finishing. 
Due to the resource failure, earliest available time is checked for the remaining resources. Since 
all resources are occupied, T3  has to wait until the next available resource 𝑅2 , after the 
completion of T11 at 21 minutes. Since T11and T3 are in the same layer two in the DAG graph, 
these tasks have the same priority. Task T3 will restart at time 22nd minute. Since T3 needs 
another 10 minutes to complete, this will extend the whole queue. When a failure happens, the 
algorithms need to optimize both makespan and reliability. 
Based on Figure 6.18 below, the graph shows the makespan for the tasks with 
checkpointing mechanism with restart mechanism. The pointers are fixed at time 20, 40, 60 
and 80 minutes. If the pointer detects resource failure, the task will restart immediately. The 
failed task will be assigned to the next available resource. Since these tasks are dependent with 
each other, the task at the same layer can be scheduled freely as these tasks have same rank. 
ℛ1 = 9 
ℛ2 = 9 
ℛ3 = 7 
ℛ4 = 8 
ℛ5 = 7 
 
T40 = 
ℛ1 = 4 
ℛ2 = 4 
ℛ3 = 4 
ℛ4 = 4 
ℛ5 = 4 
 
T20 = 
ℛ1 = 13 
ℛ2 = 13 
ℛ3 = 11 
ℛ4 = 11 
ℛ5 = 12 
 
T60 = 
ℛ1 = 16 
ℛ2 = 15 
ℛ3 = 17 
ℛ4 = 17 
ℛ5 = 15 
T80 = 
ℛ1 = 21 
ℛ2 = 20 
ℛ3 = 22 
ℛ4 = 18 







However, as proven in the previous chapter, the task that has high number of children need to 
be scheduled first. This is because these are critical tasks that will delay the overall makespan.  
Figure 6.18: Permanent resource failure in the middle of task execution 
 
The graph in Figure 6.19 below shows the performance of FAWS algorithm when 
handling increasing number of tasks for different failure scenarios. The result is compared 
between normal condition of task execution without resource failure presence with the 
condition when there is permanent resource failure. 
 





















Makespan for Permanent Resource Failure 





 For the second of simulation studies, the result shown in Figure 6.19 and 6.20. Each 
data point represents the number of tasks. The performance of the FAWS algorithms shows 
variation with respect to the size of the workflow application. When the workflow has fewer 
tasks, the resources will have more idle time. Hence, the FAWS algorithm will examine and 
find the available resources. It shows that for small number of tasks T20 , T40  and T60 , the 
increase of makespan is minimal about 8%. As the number of tasks increase T80and T100, the 
graph shows the relative percent increase in makespan. The increase of makespan is about 13% 
to15%. The result depicts that as the number of task increases, the makespan will also increase. 
The percentage of makespan gap between the task in conditions of failure and non-failure also 
increases as number of task increase. It can be seen that when the gap is smaller, it is workflow 









































C. Scenario 3: 
 
For Scenario 3, the situation happens when one of the resources fails in the middle of 
task execution and restart on current node (Figure 6.21). As compared to Scenario 2, the 
resource failed from the middle till the end of the task execution. The result shows the response 
of resources to resource failure with respect to Scenario 2. As it can be seen in this graph, all 
tasks are in the queue for execution are affected. Generally, if the resource stopped working, 
the incomplete task will be rescheduled and restart from the beginning as shown in Figure 7. 
In this figure, there are 100 tasks to be executed among 5 resources. The task distribution matrix 
is shown below. The task distribution matrix showed that R3 is the high dependent resource 
since there are 22 tasks queuing to be executed at R3. For the example below, the workflow 





 Figure 6.21: Resource failure with recovery mechanism 
  
ℛ1 = 21 
ℛ2 = 20 
ℛ3 = 22 
ℛ4 = 18 







When R3 suddenly failed when executing tasks, the rescheduling of tasks will depend 
on the next available resources (FIFO) and task ranking (layer).  The task needs to be scheduled 
within the same layer. The proposed algorithm needs to ensure that tasks are executed 
successfully even when resource failure has occurred and restart in the specified period. Figure 
6.22 reports the impact of resource failure with recovery mechanism of different workloads. It 
shows that if the resource restart after failure, the tasks can be distributed to the from 4 
resources to 5 resources.  
Based on the result, when executing workflow application with small number of task 
(T20 and T40), the high number of resources used does not give any effect on the makespan; the 
makespan of the overall workflow will become stagnant. This will lead to other issues of idle 
and unused resource that causes increase of cost and waste of energy. When the number of 
tasks increases (T60, T80 and T100), the graph shows an increase of the makespan for the two 
different scenarios as compared to the normal condition. The makespan for Scenario 1 with 
permanent resource failure are higher. This is because for large number of tasks, the execution 
of tasks requires large number of resources. However, if we increase number of resources it 
will lead to another problem, that is reliability. The high usage of resources, will decrease the 






Figure 6.22: Makespan comparison for different types of resource failures 
 
In general, the result of the simulations can be concluded as follows. First, the 
performance of FAWS depends on the task’s dependencies in the workflow application. The 
main objective of FAWS algorithm is to identify which task has high number of dependencies. 
Based on examples, tasks with high dependencies need to be scheduled immediately. 
Therefore, FAWS algorithm depends with the new ranked list generated from the LWFS 
algorithm. With the new ranked list, the tasks will be scheduled to designated resources. 
Second, FAWS algorithm can be used to handle growing number of tasks, from small scale 
workflow for 10 tasks to large scale workflow of 100 tasks. The proposed method is scalable 
to handle large task size and it considerably reduces the failure probability at the expense of 

































Makespan Comparison for Resource Failure Scenarios 





Third, the performance of difference between FAWS algorithm was compared in two 
types of simulations with different types of algorithm. In Simulation 1, FAWS algorithm was 
compared to HLFET algorithm, MCP algorithm and ETF algorithm. In this simulation, FAWS 
algorithm showed an improvement in the result. The simulation was done using small scale 
workflow application with three different types of failure handling mechanism. In Simulation 
2, FAWS algorithm was compared with HEFT algorithm and CP algorithm increases in parallel 
to the increase in the size of workflow application in two different scenarios. Fourth, the result 
shows trade-off between makespan and reliability of the workflow application. As a result, the 
makespan and the reliability cannot be minimized simultaneously. Fifth, the FAWS 
outperforms both other algorithms in terms of minimizing the makespan increase at the same 
time minimizing the reliability. 
One further direction of this research work in this thesis would be to extend the Failure-
Aware Workflow Scheduling (FAWS) Algorithm different conflicting QoS objectives such as 
Cost and Energy. We will propose a solution that able to minimize the energy consumption at 
the same time lower the total cost to run a workflow application without sacrificing the system 
performance.  
 
6.5 Chapter Summary 
 
The proposed Failure Aware Workflow Scheduling (FAWS) Algorithm handles 
unexpected resource failure that causeds rescheduling of the failed task. In the comparison of 
simulation results, the proposed algorithm has outperformed the traditional way of task 
scheduling. The comparison of simulated algorithm for scheduling jobs. The scenarios also 
showed different types of as a continuation of the Layered Workflow Scheduling Algorithm 





homogeneous systems solved two conflicting objectives: maximize the reliability and 
minimize the makespan at the same time. The proposed algorithm handles unsuccessful job 
execution or resource failure by dynamically scheduling workflows to available resources. We 
compared the FAWS algorithm with the different scheduling algorithms. Based on the 
experiment, specifically task rescheduling has a huge impact to the subsequent scheduling 
decisions for not-scheduled-yet task (child) in the workflow. For the simulation analysis, we 
randomly generated task graphs and scheduled the parallel applications on homogeneous 
systems. The simulation results showed that the proposed FAWS algorithm can significantly 
optimized the makespan and successfully mapped the workflow tasks to the resources 
accordingly. The proposed algorithm performs better than existing techniques for scheduling 









CONCLUSION AND FUTURE DIRECTIONS 
In this chapter, we summarize and conclude the contributions and findings of the thesis. 
We then discuss about the future directions and other potential research problems ahead.  
7.1 Conclusion 
 
Modern workflow systems need to be designed according to the requirements of new 
emerging technology. As discussed earlier, the overall performance relies heavily on makespan 
constraint especially during runtime. In order to improve system performance, the task 
execution process must be efficient. This is because the performance of the whole system 
depends on it including computation and communication cost. Poorly scheduled tasks will 
result to increase of cost and time.  
When handling with different services, the issue of integration will need to be 
considered. Moreover, for complex workflow application, there are also issues like mixed 
heterogeneous tasks with different types of applications, multiple independent users and huge 
connection of machines on shared physical resources. Another issue is handling the QoS 
requirements between the provider and users. The Quality of Service (QoS) relates closely with 
system performance and it affects the end user satisfaction. Each QoS constraints or 
requirements differs between services and users. Therefore, there is no QoS standardization 
that fits all. It has been demonstrated in many research areas that handling the QoS issue is 






Since the resource provider has no information on the different types of applications 
running, it is crucial to set QoS constraints to the independent workload. Therefore, efficient 
workflow scheduling algorithms have become the core components of the workflow 
management systems (WfMS). One of the benefits of WfMS is it helps organization in 
redesigning business process.  Business process can be redesigned by managing work processes 
and information processes. Among the main challenges in handling the types of workflow 
either structured, predictable or repetitive and integrating workflows from various information 
systems. Moreover, a workflow management system involves components that handles tasks, 
data and resources at the same time examines current QoS demands and requirement. This 
thesis concludes the recent research advancements in QoS workflow scheduling, classify the 
approaches, discuss research challenges, and position the current thesis within the research 
area.  
Our study results in several contributions:  
I. We identify information available on task scheduling and workflow management 
system based on literatures and previous studies. We review and analyze a variety 
of workflow scheduling strategies (Chapter 2). 
II. We discuss the research methodology in this chapter (Chapter 3). We identify the 
suitable method to use for this research. 
III. We describe each component, phases of the proposed Workflow Management 
System (WMS) Framework (Chapter 4). 
IV. We propose to use heuristic task scheduling algorithm to efficiently schedule tasks 
on the heterogeneous workflow application within given makespan (Chapter 5). 
V. We demonstrate that by designing the right scheduling technique it will improve the 
workflow scheduling execution without imposing negative impact on overall 





In the first study in Chapter 2, the overall aims of this thesis are to study the problem of 
workflow scheduling and analyse the different trade-off solutions computed by various 
workflow scheduling and develop efficient multi-objectives workflow scheduling solutions. 
Based on the research in workflow scheduling algorithms, we have classified and analysed 
each technique in detail. Due to data and technology growth, workflow applications are 
expanding in terms of size and capabilities. Most techniques provide multi objectives solution 
are being used instead of single algorithm-single objective solution.  
Scheduling complex workflow applications need to deal with few issues. The issues to 
address are; how to minimizing cost, how to minimize the makespan and how to satisfy the 
QoS constraints. Based on the research, existing scheduling techniques used metaheuristics 
algorithm. Even though the results given are promising, the metaheuristics algorithm has 
several disadvantages such as complicated mathematical formulation and difficult to 
understand. Therefore, the heuristic algorithm is the best choice to be used in this thesis which 
schedules the static scheduling problem in polynomial time. 
Chapter 3 discussed the research methodology for this thesis. In this chapter, we 
explained about different methods undertaken in doing the research. We discussed about 2 
main aspects: Theoretical (proof-of-concept) and Experimental Analysis (proof-of-
performance). Every technique undertaken is discussed and demonstrated. The Experimental 
Analysis is demonstrated by piloting the implementation for the Workflow Scheduling 
algorithm using simulations. Simulation results on synthetic workflow applications highlight 
the efficient performance of our proposed approach. Our proposed approach is validated by 
running series of simulation on a set of synthetic workflow applications. Based on the 






In Chapter 4, there are several existing frameworks proposed to solve the multi-
objectives workflow scheduling. However, most of them are bi-objectives by either applying 
metaheuristic, heuristics or both (hybrid) approaches. We proposed an abstract model of 
Workflow Management System (WfMS). We aim that this framework will be used as a basis 
for addressing various workflow scheduling problems regardless of the size and complexity of 
the applications. 
In Chapter 5, we started off with identifying the general problems of scheduling tasks 
in a distributed computing environment. Then, we have studied various workflow scheduling 
algorithms with the aim of minimizing the Makespan of workflow applications efficiently. We 
proposed Layered Workflow Scheduling (LWFS) Algorithm. The main idea of LWFS 
algorithm is to efficiently pack the tasks based on their hierarchy levels and dependencies. By 
reshuffling the task order without violating the task dependency level, the task execution order 
can be enhanced. The main contribution of this chapter is the formulation of the QoS-based 
workflow scheduling performance problem and the development of workflow scheduling 
algorithm to improve the makespan efficiently.  
In Chapter 6, based on the earlier experiment, it shows that improper task scheduling 
among resources can potentially imposes negative impact on the workflow schedules. The key 
challenge in workflow scheduling is deciding the execution time and allocating resource of 
each of the atomic tasks in the workflow. We consider a scheduling algorithm that minimizes 
the total execution time of a workflow on set of resources, while satisfying a user-defined 
deadline. Therefore, we proposed Failure Aware Workflow Scheduling Algorithm (FAWS) 
that focuses on unexpected failure causes rescheduling of the failed task on the uncompleted 
task execution. The experiment was done using DAG graph as a continuation of the proposed 
Layered Workflow Scheduling Algorithm (LWFS). Based on the experiment, by rescheduling 





task (child) in the workflow. The main contribution of this chapter is the formulation of FAWS 
algorithm that looks at the best way scheduling tasks without sacrificing the makespan and the 
reliability of the workflow application. The result of the simulations showed that the 
performance of the proposed algorithms LWFS and FAWS outperforms other algorithms in 
terms of completion time and reliability. 
To summarize, this thesis places the basis of QoS-aware predictive workflow 
scheduling and a Workflow Management System (WMS) Framework. This thesis novel 
contributions will open up prospects for future research in handling complex big workflow 
applications with high uncertainty and dynamism. The results from the proposed workflow 
scheduling algorithm shows significant improvement in terms of the performance and 






7.2 Future Directions  
 
This section highlights directions for further research in workflow scheduling that are 
in line with the problems studied in this thesis. There are still many aspects in workflow 
scheduling area that could be explored and improved in future studies. 
7.2.1 Complex Workflow Applications 
 
A heterogeneous environment that connects millions of networks and computers is 
usually at risk to face failures of components / resources (machines, hardware, software and 
disk) that are located and distributed all over the network. For systems that are critically 
dependent on computers, for example financial system, these systems have high reliability 
requirements. Hence, reliability issues must be considered. Dealing with fault tolerance is a 
prominent concern, especially in large heterogeneous environment where tasks could be found 
to be related, big, numerous and complex. Some examples of complex workflow applications 
in various areas such as Neuroscience, Atmospheric-Ocean model [122], Satellite Data 
Reprojection and Reduction Pipeline [123] and Microarray Gene Expression [124-125]. 
Processing these complex workflow applications are not easy due to their large number of 
interconnected applications. Any changes will impact the whole system performance. 
In a large complex workflow application, the main goal is to perform and provide 
services with great efficiency, accuracy and cost reduction. This is usually hard to achieve due 
to the nature of the business that has a large number of processors with high computing power 
and geographically-distributed which contain several million of complex operations. 
Therefore, processing large amounts of real-time data within a certain budget constraint and a 






7.2.2 Multi-QoS Objective Optimizations 
 
Majority of workflow scheduling problems have significant effect on system 
performance (makespan). Therefore, understanding and finding the workflow scheduling 
algorithm that meets the multi QoS objectives is very important. Based on our findings, we 
found out that there are still lack of workflow scheduling approaches especially for big complex 
workflow application either dynamic and static workflow. Based on the related work, it shows 
that there have been increasing trends of solving complex workflow using more than one 
objective using hybrid techniques. Some research proposed single, bi and multi objectives 
algorithm that optimizes QoS parameter. Therefore, the main challenge is to proposed a 
solution that able to solve multi QoS objectives specifically for complex workflow applications 
with different types of services (e.g. software) by several service providers (e.g. IBM). Hence, 
there use of different approaches with multi-objectives parameters using hybrid heuristic that 
can effectively and efficiently manage the complex and heterogeneous environment. 
7.2.3 Other QoS Parameters 
 
We plan to expand this study on other conflicting QoS Parameters such as Cost and 
Energy. Ensuring the workflow scheduling execution within the given makespan requires an 
effective workflow management system. Finding the right technique will help to improve the 
overall performance of the system. Moreover, good performance with high reliability system 
will also impact the cost by saving up the energy usage. The energy aware task scheduling 
issues to improve the utilization of resources and reduce energy consumption will be the 
continuation and future direction of this study. Meanwhile, Cost (C) represents the cost related 
for workflow tasks to complete all its tasks. The aim is to minimize the total execution cost of 





processor with less processing power. Certainly, integrating cost into workflow scheduling 
adds another level of complexity to the scheduling problem [126]. 
There are several Energy-aware (E) workflow scheduling algorithms on homogeneous 
and heterogeneous multi-processor systems have been proposed recently. However, only few 
of them consider the case of multi-objectives specifically meeting the deadlines. Coutinho et. 
al in their paper entitled a workflow scheduling algorithm for optimizing energy-efficient grid 
resources usage deals with the workflow scheduling problem in grid environment [127]. They 
highlighted problems of assigning workflow tasks to the distributed resources and defining 
their execution order towards prioritizing the execution of “heavy jobs” on more energy- 
efficient infrastructures. A novel scheduling strategy–adaptive energy-efficient scheduling by 
Zhu et. al. dealt with schedulability when a real-time system is heavily loaded even though 
much energy consumption may be produced [59]. The objective is to derive schedules that 
minimize the energy consumption without violating the timing constraints to run an 
application. 
As a conclusion, the next further direction of this thesis would be to extend our 
proposed algorithm with other QoS constraints like cost and energy by proposing an energy-
aware resource allocation algorithm that minimizes the energy consumption without exceeding 
the workflow deadlines. The energy-aware workflow scheduling is a multi-objective 
optimisation problem aiming at optimising the makespan and energy consumption. 
Specifically, the energy-aware workflow scheduling problem consists of scheduling 𝒲 =
{𝓌1, 𝓌1, … 𝓌w} workflows on the ℛ = {r1, r2, … , rm} available resources in such a way that 
the makespan and the energy consumption of 𝒲 workflow execution is minimized. The energy 
consumption of 𝓌 ∈  𝒲 execution depends on the resource on which the tasks of 𝓌  are 
executed. The proposed energy-aware scheduling algorithm that is capable of improving the 





7.2.4 Managing graph data 
 
The complex business processes have high number of dependencies and managing them 
is almost impossible. In addition, there are increasing demands for processing large amounts 
of data for real-time tasks. The emerging of data-intensive environments has change the way 
of processing data. At the present time, the traditional ways of processing data are becoming 
irrelevant. Using real-data set is very challenging especially for big workflow applications. 
Data are becoming more complicated in reality. Most existing research demonstrate their 
experiments using simple graph which is an undirected graph without multiple edges.  Hence, 
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