In this paper the quality of adaptive bit rate video streaming is investigated and two state-of-the-art models, i.e., the NTT audiovisual quality-estimation and ITU-T P.1203 models, are considered. This paper shows how these models can be applied to new conditions, e.g., 4K ultra high definition (4K-UHD) videos encoded using H.265, considering that they were originally designed and trained for HD videos encoded with H.264. Six subjective evaluations involving up to 192 participants and a large variety of test conditions, e.g., durations from 10 sec to 3 min, codingquality variation, and stalling events, were conducted on both TV and mobile devices. Using the subjective data, this paper addresses how models and coefficients can be transferred to new conditions. A comparison between state-of-the-art models is conducted, showing the performance of transferred and retrained models. It is found that other video-quality estimation models, such as VMAF, can be used as input of the NTT and ITU-T P.1203 long-term pooling modules, allowing these other video-quality-estimation models to support the specificities of adaptive bit-rate-streaming scenarios. Finally, all retrained coefficients are detailed in this paper allowing future work to directly reuse the results of this study. LEBRETON and YAMAGISHI: TRANSFERRING ADAPTIVE BIT RATE STREAMING QUALITY MODELS 2227 retraining of models for 10-sec sequences, and model transfer testing for long-term cases is discussed in Sect. 5. Section 6 addresses the applicability of long-term pooling modules to new models beyond the NTT and ITU-T P.1203 audiovisualquality-estimation models, and Sect. 7 concludes this paper.
Introduction
The use of adaptive bit-rate video streaming has greatly increased over the past years, and many users watch videos daily on multiple devices (e.g., TVs, smartphones, and tablets) across multiple services (e.g., YouTube, Netflix, and Twitch). However, due to variation in network conditions, perceived quality may degrade due to coding artifacts or stalling, which can result in users dropping services. To determine when the service is degraded, user quality of experience (QoE) [1] needs to be measured. Much effort has been put into connecting QoE to technical parameters such as bit rate, frame rate, resolution, and stalling events [2] . This has resulted in the successful development of audiovisualquality-estimation models enabling the estimation of the QoE of adaptive bit-rate streaming [3] - [9] . These models are used in real-life services and measure in real time the experience of users across the network. This provides valuable information to service providers about user experience and makes it possible to dynamically balance network usage and quickly react to failures.
Considering the real-time constraint and the fact these Manuscript models need to run on devices with very low processing abilities (e.g., routers, set-top boxes, smart TVs, smartphone apps), they need, in addition to being accurate, to have very low complexity. This challenging task is solved by defining specific scenarios: video encoded using H.264, using a resolution up to high definition (HD), and a frame rates up to 30 frames per second (in the case of the model described in ITU-T Recommendation P.1203 [5] ). However, with the increasing number of 4K-ultra HD [10] (4K-UHD) videos and the introduction of new coding schemes, such as H.265, there is a need to extend the support to these new use conditions. Therefore, this paper focuses on studying the consequences of increasing the scope of two models: the standardized ITU-T P.1203 model [5] and NTT audiovisualestimation model by Yamagishi et al. [4] , [11] to support a new codec (H.265/HEVC [12] ), higher resolution (up to 4K-UHD), and higher frame rate (up 60 frames per second (fps)).
The contributions of this work are twofold: first, this study identifies which parts of the NTT model [4] , [11] and ITU-T P.1203 models [5] need to be retrained, identifies new sets of coefficients, and investigates how previous models (including their coefficients) can be transferred to new conditions. Second, this work addresses the issue of temporal aggregation of per-second audiovisual quality estimation into an overall quality score. This analysis is done by using the long-term pooling modules from these two models together with other video-quality-estimation models (e.g., VMAF [13] , BRISQUE [14] , and NIQUE [15] ). This analysis has two main outcomes. It first allows the studying of the applicability of long-term modules to video quality-estimation models other than those for which they were designed. This is important because adaptive bit rate streaming-video quality estimation is still recent, and only a few models can support large quality variation and stalling events. The second outcome is to show how previous models designed for 10-sec sequences can be applied to these new scenarios to enable easy reuse of past efforts on video-quality modeling and increase the number of available models that support such conditions.
To achieve this, six intensive subjective evaluations under various test conditions (video duration, coding condition, devices, etc.) are conducted. This paper is organized as follows. Section 2 provides information on previous work addressing the QoE of adaptive bit-rate video streaming. Section 3 gives an overview of the models addressed in this study. Section 4 discusses the Research addressing the QoE of video-streaming services and how they relate to individual quality degradations, their relative importance, and temporal variation is presented below.
Individual Degradations
First, video-coding quality is positively correlated with QoE following a logistic function [16] - [18] . Decreasing resolution also results in lower QoE [17] , [19] . However, the opposite is not necessarily true as higher resolution does not necessarily result in higher QoE since coding distortions can be larger [20] . As for frame-rate, frame-rate reduction decreases QoE, but the perception of it depends on the content's motion [21] , [22] . Finally, stalling was found to be one of the strongest types of degradation [22] . It was found that long stalling events are better perceived than several short ones [23] , and their position should also be considered [24] , [25] .
Relative Importance between Degradations
To provide a quantitative weighting between different types of distortions, previous studies have shown that initial loading delay is better perceived than stalling occurring in random positions in the video [26] . Users prefer images with coding distortions or blur due to spatial down sampling (also referred to as low image quality) to images without visible artifacts (also referred as high image quality) with stalling [27] . Similar results can be found with frame rate, as a lower frame rate is preferred to stalling [22] . It was found that for low-quality conditions, image quality is more important than temporal resolution [28] . Once image quality reached an appropriate level, it is temporal resolution that should be improved [29] . In terms of resolution, it was found that high image quality is preferred to high resolution at a low frame rate [16] . If only low throughput is available, a higher resolution with a lower frame rate should be used [30] . This comes with the exception of videos with a very small amount motion in which jerkiness can be easily identified [22] . Regarding temporal resolution, it was found that frame-rate reduction was better perceived than random frame drop [31] . The conclusion of these studies is that optimal QoE is not achieved by tuning individual axes (bit rate, frame rate, and resolution) separately, but in a global manner [32] .
Temporal Aspects
So far in this paper, each degradation was constant over time. However, in adaptive bit-rate video streaming, videos are encoded at different resolutions, frame rates, and bit rates. Videos are split into small segments (or chunks), and a player can select which segment best matches the available throughput. This results in quality variation during playback. Several studies have addressed changes in video quality. It was found that adaptive bit-rate streaming improves user experience as it significantly decreases the number of stalling events [33] . However, this can only be achieved if the player optimally requests segments. Therefore, studies have addressed how players should behave to reach a high QoE.
In these studies, it was found that increasing the video bit rate increases quality. However, users penalize decreasing quality more than reward increasing quality [34] . Quality changes should not occur too frequently, and having quality changes occurring more than once per second results in a lower experience than with constant low quality [35] , [36] . Then, if the amplitude of a quality change is large, a switch to low quality is strongly penalized, but going to high quality will be well perceived [37] . In the case of low-amplitude changes, quality should be increased by maintaining resolution and frame rate before increasing the spatial and/or temporal resolution [35] , [38] . Finally, the temporal-recency effect was also found to be important [35] , [39] .
Implications on Modeling
The general relationship between bit rate and QoE is frequently modeled using logistic regression [18] , [40] , [41] . However, bit-rate requirements are tightly interconnected with resolution. Therefore, while preliminary studies have defined different regression per resolution (or simply addressed only one resolution) to relate bit rate with video quality [40] - [42] , more recent studies aimed at providing a unified model for estimating audiovisual quality using a continuous function of resolution [3] , [4] .
The integration of frame rate into an overall videoquality model was mostly found to be a multiplicative term with a baseline quality from coding [3] , [4] , [42] , [43] . This allows the modeling of interactions between image quality and frame rate. Frame rate is mostly integrated in two different ways: 1) as an inverted falling exponential function for modeling jerkiness perception [4] , [42] , [43] and 2) as a combination with the number of pixels per frame enabling the modeling of the relationship between bit per pixel and mean opinion score (MOS) [3] , [4] , [40] .
Previous studies have found that stalling should be considered as an additive term [44] , [45] , which has resulted in the general design of models evaluating the quality of the overall audio/visual sequence resulting from coding to which a factor that takes into account stalling is added [3] , [4] , [46] . The effect of stalling on quality is defined as a function of the stalling duration and position [3] , [4] , [27] , [46] .
The key challenges of adaptive bit-rate videostreaming-quality evaluation lies in the consideration of quality changes and how to aggregate them into an overall quality score. Pooling strategies based on Markov chain [47] or auto-regressive [46] model have also been shown to be efficient. Alternatively, pooling with a per-second quality score weighted using an exponential decay giving more weight to recent quality scores was also found to be successful [4] , [48] . Finally, it was found that even with a sophisticated pooling strategy, per-second quality estimation is of primary importance [49] .
Extending the Scope to New Conditions
Based on these studies, accurate audiovisual-qualityestimation models have been proposed [4] , [5] , [9] . With the goal of real-time monitoring, meta-data-based models should be used as they are the least computing-intensive models. However, these models were designed to work under specific conditions: a given codec, given type of degradation, bit-rate range, frame-rate range, and resolution [4] , [5] . These conditions are necessary as these models have only limited access to the video content and require several assumptions about how the videos are encoded. Extending the scope of these models to new conditions (4K-UHD and H.265/HEVC [50] ) requires further study. The goal of this study is therefore to identify which parts of these models need to be retrained, identify new sets of coefficients, and investigate how previous models (including their coefficients) can be transferred to new conditions. In the following, the ITU-T P.1203 model in two different modes with different computational complexities (mode 0: meta-data-based, mode 3: bitstream-based) [5] and the NTT audiovisual-estimation model [4] , [11] are considered. The second goal of this study is studying how the long-term pooling modules from these two models can be used together with other video-qualityestimation models (e.g., VMAF [13] , BRISQUE [14] , and NIQUE [15] ). This analysis has two main outcomes. First, it allows the studying of the applicability of long-term modules to other video quality models than to those for which they were designed. Second, considering that adaptive bit-rate streaming-video quality estimation is still recent and only a few models are available that can support large quality variation and stalling events, this work shows how previous models designed for 10-sec sequences can be applied to these new scenarios would enable easy reuse of past efforts on video-quality modeling and increase the number of available models that support such conditions.
Model Description
This section gives an overview of the models addressed in this study. These models follow the same structure illustrated in Fig. 1 . The meta-data-based models (NTT, ITU-T P.1203 mode 0) take as input meta-data about the audio and video streams (bit rate, frame rate, resolution) on a per-chunk basis, and the audio-and video-quality-estimation modules (O.21 and O.22, respectively) compute the audio-and videoquality scores on a per-second basis. The bit-stream model (ITU-T P.1203 mode 3) will, in addition to the data retrieved in mode 0, access the video bit stream to extract the quanti- zation parameter providing video-quality scores with higher accuracy. The audiovisual-quality-estimation module (O.34) computes the audiovisual-quality score on a per-second basis using per-second audio-and video-quality scores. Then, temporal pooling of the per-second audiovisual-quality score is carried out in the quality-integration module (O.35) while taking into account the temporal effect. Finally, the last module (O.46) takes into account stalling events (start time and duration, both measured in seconds) that were reported by the video players and computes the overall quality score.
NTT Audiovisual-Quality-Estimation Model
The first model addressed was developed by Yamagishi et al. [4] , [11] and is a meta-data-based no-reference model. Following the general flow described in Fig. 1 , per-second video-only quality scores (from O.22) are computed using Eq. (1) with the video bit rate b v , number of pixels per frame s, frame rate r, and constants v 1−7 , which are the model's parameters. Please note that b v , s, and r are time dependent. However, to simplify notation reference to time was removed on this variables. Finally, the equation is based on a logistic function, and quality increases along bit-rate with a saturation for high bit-rate values.
In the numerator, X denotes the maximum quality that can be reached considering the resolution and frame rate used.
In the denominator, Y is a function of resolution and frame rate, which used together with bit rate, provides information on number of bits per pixel, and then provides information on quantization.
The audio-quality estimation module O.21 is commonly modeled using a logistic function:
The function depends on the audio bit rate b a , and a 1A−3A are constants that depend on the audio codec. b a is time dependent, however, for simplicity of notation the reference to time was removed on this variable. Audiovisual-quality estimation is based on audio and video quality with interaction terms (See Eq. (5)), as suggested in a previous study [51] (m 1−4 are parameters of the model).
Long-term aggregation is then carried out using Eq. (6). This equation allows the recency effect to be taken into account by providing a larger weight to recent quality scores, as proposed in a previous study [48] . The t 1−5 are the model parameters, and T is the content duration. t refers to the time in seconds and O.34(t) is the estimated audiovisual quality at time t. Therefore, the equation gives a higher weight to recent audiovisual quality scores than to older ones, enabling the recency effect to be modeled. Note that this equation makes use of two functions w 1 and w 2 used to simplify Eq. (6) .
Finally, the model takes into account stalling events using Eq. (8). The s 1−3 are parameters of the model, n b is the number of stalling events, t b is the total duration of a stalling event, and a b is the average duration between two stalling events (or 0 if no or one stalling event occurs). This allows the effect of long or too frequent stalling events on quality to be determined.
The ITU-T P.1203 Model
The second model considered is ITU-T P.1203 [5] . It was designed to run in different modes to match different computational-complexity requirements. It ranges from mode 0 (a meta-data-based model) to mode 3 (a bitstream model). Modes 1 and 2 are intermediate complexity models. Between the different modes, the differences lie only in the computation of the video-quality-estimation scores from O.22, i.e., the video-quality estimations. Considering that the overall computational process of the ITU-T P.1203 model is complex and in depth details can be found in the respective ITU-T Recommendations P.1203 [5] - [8] , only a general description is provided in this paper.
Video-Quality-Estimation Module: O.22
The first step is the computation of per-second video quality scores (from O.22). Only modes 0 and 3 are addressed as they are respectively the least computing intensive and most accurate. Across modes, the only difference is how quantization (Eq. (11)) is evaluated. Other aspects, such as frame-rate reduction and upscaling, are identical across modes. In mode 0, quant is defined as in Eq. (9) with bpp denoting the amount of bits per pixel (the bit rate divided by resolution and frame rate). In mode 3, quant is defined as in Eq. (10) with QP PB denoting the average quantization parameter values for P and B frames. Note, that quant is a function of time, as bitrate and QP values change over time.
Then, it is possible to estimate the quality of the videos using Eq. (11) .
Here,MOS q (t) denotes the estimated quality of videos affected by coding only at a time t. It is then converted to a degradation measure using Eq. (12) (RfromMOS defined in the E-Model [52] ). The main idea of RfromMOS/MOSfromR is to address the non-linearity of the MOS scale.
Two other degradations are considered in addition to quantization: upscaling and temporal. Upscaling degradation D u (t) relates display resolution with coding resolution at time t. While temporal degradation D t (t) measures the effect of frame-rate reduction on video quality at time t. This depends on three terms: one for frame-rate reduction itself, two masking terms related to interactions between frame rate and coding quality, and one for spatial resolution. Temporal degradation is non-null only when the frame rate is lower than 24 fps. After being linearly combined, a MOS estimate is obtained using the MOSfromR [52] (see Eq. (13)).
When a mobile device is used, adjusting the visibility of the distortions due to screen size is necessary. Therefore, a three-order polynomial mapping is applied (Eq. (14)). [52] to QcodA.
Long-Term Aspects: Modules O.35/O.46
The long-term pooling and handling of stalling events of the ITU-T P.1203 model is based on a weighted average of an analytical and machine-learning pooling module. The analytical module computes audiovisual quality without stalling events (from O.35) using Eq. (16) . In this equation, O.35 baseline is the result of Eq. (6). The negBias is an additional factor to account for large differences in quality during the session, oscC is an additional term accounting for oscillations in audiovisual quality along the sequence, and adaptC accounts for frequent large quality changes. Refer to ITU-T Rec. P.1203.3 [8] for details on the computation of these terms.
Once audiovisual quality is estimated (from O.35), the ITU-T P.1203 model takes into account the effect of stalling using Eq. (8) . The final score is a weighted sum between the analytical pooling and outcome of a random forest model. The random forest model (described in ITU-T Rec. P.1203.3 [8] ) is composed of 20 decision trees with a maximum depth of 6. It uses 14 features which are listed in Table 1 .
Retraining of Short-Term Modules
The previous section introduced the computational models. This section describes the retraining and validation process to extend the models to new conditions.
Models Training

Design of Test Conditions
In this first evaluation eight videos (source reference circuit, SRCs) were used. These videos were native 3840x2160/60p or 7680x4320/60p shot using professional cameras. The videos with a resolution of 7680x4320 were converted to 3840x2160. Considering the limited number of SRCs used in the evaluation, special care was put into their selection. The selection process was done by covering four contentcomplexity scales: spatial information [53] , temporal information [53] , and motion complexity evaluated using average and variance of motion-vector norm (motion vectors obtained using an H.264 encoding at a high bit rate). Visual inspection was also done to ensure large variety of scenes and differences in colorfulness. The resulting selection was composed of a large variety of content, e.g., sports, festivals, landscapes, and theaters. Relationship between SRC number and type of content is listed in Table 2 . Considering the goal to retrain the video-quality-estimation modules, 24 test conditions (hypothetical reference circuits (HRCs)) were considered. HRCs corresponding to processing of the video including coding, frame rate reduction, down-sampling, etc. These HRCs included resolutions from 240p to 2160p (with an aspect ratio of 16:9) with different frame rates and coding conditions (listed in Table 1 ). Only labels "REF", "HQ", "MQ", and "LQ" are given in the table as the coding conditions were defined per-source and per-resolution. This allows the content dependency to be addressed and ensures that each source was observed at low and high quality in a balanced manner. "REF" refers to the use of non-encoded reference video files, while the other three are coding conditions (high, medium, and low quality, respectively). To define these conditions, each SRC was encoded using the x265 codec preconfigured using the preset "slower" from FFmpeg † . A group of pictures (GOP) of two seconds was used. Encoding with several constant rate factor (CRF) values ranging from 21 to 44 were carried out allowing the bit-rate requirements per content and resolution to be identified. Videos were then encoded using a two-pass encoding with the CRF and a video-buffering verifier selected at persource, per-resolution, and per-quality levels. This resulted in HQ having, on average, CRFs of around 24; MQ having, on average, a CRF around 32, and LQ having, on average, † https://ffmpeg.org a CRF of around 38. In terms of bit rate, these CRFs resulted in bit rates ranging from 40 kbps to 45 Mbps with an average of 5 Mbps. Detailed information is presented in Fig. 2 . Once all content was encoded, the 192 processed video sequences (PVSs) were decoded using FFmpeg and stored in an uncompressed YUV format. If not encoded in 2160p, the PVSs were upscaled to this resolution using a lanczos3 algorithm [54] . If not at 60 fps, videos were converted to 60 fps by repeating frames. This allowed a well controlled upscaling technique to be used for playing back videos having different spatial and temporal resolutions.
Subjective Evaluation Procedure
The video-quality-evaluation procedure followed the absolute category rating (ACR) methodology using a five-point scale. The participants were asked in Japanese, "How would you rate the video quality?", the labels being: "5: Excellent", "4: Good", "3: Fair", "2: Poor", and "1: Bad". For this evaluation, 32 participants (16 males and 16 females, aged from 19 to 31: average 21) passed screening tests in visual acuity and color vision to participate. The choice of young persons was not by design, but resulting from the persons available during the hiring process. However, this is not expected to largely affect the results. Participants were nonexperts with no previous experience in assessing audiovisual quality as part of their work. The playback was carried out using a professional-grade video player capable of playing back the uncompressed videos. A professional-grade 56inch 4K-UHD TV was used. Participants were instructed to sit at 1.5H, (H the height of the screen). The room was a standardized laboratory environment designed for such evaluations: gray-wall room with controlled lighting [53] . The illumination was set to 20 lux, which corresponds to a dark room. After passing the vision tests, participants were provided written instructions about their task and went through a training phase in which six 10-sec PVSs were shown allowing them to practice their task. After this, the main task of the evaluation started. The main task was divided in three sessions of 64 PVSs. Each session was 20 min long. After each session, participants were given a rest. The presentation order of PVSs was randomized across participants.
Subjective Evaluation Results
First, participants were found to have an inter-correlation higher than 0.9 (0.915 on average); hence, no participants were rejected. Figure 2 shows the relationship between bit rate and MOS. This graph shows the content dependency. For example, a bit rate of 1 Mbps resulted in a MOS of up to 3.5 for SRC 2, while the same bit rate resulted in a MOS of 1.5 for SRC 7.
Re-Training of Module O.22 in NTT Model
The retraining of the video-quality-estimation module O.22 (see Fig. 1 ) of the NTT model was achieved using non-linear regression. The optimizer nonlinear least squares (nls) from R was used. Initial values are of importance when performing non-linear regression, therefore initial values were set to those for the H.264-based encoded videos. This is motivated by the fact that optimal new coefficients for H.265-based encoded videos are expected to lies in a neighboring area in the search space to the coefficients for the H.264 case. As for the coefficients for H.264 encoded videos, these were obtained from the original author of this work, and are expected to be optimal [4] , [11] . The new coefficients are listed in Table 4 . The evolution of the coefficients between the AVC and HEVC conditions are of interest: the coefficient v 1 , which takes into account the bit rate, was scaled by 2, which is in the same range as the expected improvement in coding efficiency of HEVC over AVC. The coefficient v 2 , is an additive term with the number of pixels per frame, then if the number of pixels per frame is put into perspective, it can be observed that the coefficient v 2 did not largely vary and observed differences may only be due to the specific dataset under study. The next large change in coefficients is v 4 , which was also scaled by 2. The interpretation of this change is complex as it can be justified by the increase in resolution interlinked with the change in coding efficiency of the HEVC codec. Finally, the last change is related to v 6 , which may be related to the use Figure 3 (left) and Table 5 show the performance of this model at estimating the quality of the HEVC-encoded UHD videos using the new coefficients for H.265/HEVC. These results indicate that the model fit well the data. Validation of this model's performance is addressed in Sect. 4.2. Several conditions were overestimated for the high-resolution content: 2160p, 1080p, and 720p, as shown in Fig. 3 (left). This mostly involved SRCs 4, 5, and 8, which require a higher bit rate than the other SRCs to ensure high quality (see Fig. 2 ). The same phenomenon could be observed to a lesser extent for SRC 2 on the other side of the curve. This was expected as the NTT model is a meta-data-based model that does not take into account content dependency. Therefore, it estimates quality of a video with an average spatial and temporal complexity. (11) . Considering that the model handles the effect of upscaling from lower resolution and a lower frame rate than 24 fps at a later stage, it is necessary to consider only cases with native resolution and frame rate for retraining Eq. (11). Non-linear regression with initial values set to the AVC coefficients is carried out providing parameters q 1−3 . Initial H.264 coefficients corresponding to the ones defined in the ITU-T Rec. P.1203.1 [6] , and were obtained after a large effort of subjective testing involving many experiments performed by multiple laboratories [55] . Once found, these parameters are frozen as further steps of the optimization are carry out in the R domain, as defined in the E-Model [52] . After this process, coefficients u 1−2 addressing the effect of spatial upscaling can be estimated using the subjective data of PVSs having a frame rate higher than 24 fps with any resolution. Once u 1−2 are established, all conditions can be used to train coefficients that take into account the effect of frame-rate reduction and masking effect related to coding and upscaling. After going through all these different steps, the retrained ITU-T P.1203 model is obtained.
Figure3 (center) and (right) and Table 5 show the performance of the ITU-T P.1203 models retrained for HEVC. The retrained models fit the data well. The ITU-T P.1203 mode 3 model outperformed all the other models (ITU-T P.1203 mode 0, and NTT). This was expected as it is a bitstream model that allows addressing content dependency, while the other models do not. Table 6 and 7 provide the coefficients and their evolution between the training for AVC-encoded content and HEVC-encoded content. For the ITU-T P.1203 mode 0 model, coefficients a 1−4 involved in Eq. (9) were approximately scaled by a factor of 2, as shown in Table 6 . These coefficients relate bit rate and quality; therefore, this scaling seems consistent with expected coding-efficiency improvement of HEVC over AVC. Table 7 provides the new coefficients for the ITU-T P.1203 mode 3 model. It can be seen that the retraining mostly affected the coefficients q 1−3 and u 1−2 . This is to be expected as q 1−3 reports on the differences of coding efficiency between AVC and HEVC. To compare AVC and HEVC coefficients, Eq. (11) is re-written in Eq. (17) to better reflect coefficients scaling (with q 1−3,avc , the original AVC coefficients). It can be observed that quantization parameters are shifted by a constant offset of 1.9131 (as the scaling of q 3 is added into the exponential function). Note that a change of QP by four units results in halving the bit rate. Therefore, there is a quarter offset between bit rate and quality compared with the AVC case. Moreover, the relationship between the decrease of bit rate and loss of quality is also slower than in the AVC case. This is an interesting result as it shows that with a given decrease of bit rate, there is a lower loss of quality for the HEVC case than for the AVC case. Finally, the changes in u 1,2 refer to the effect of downscaling on video quality. The change in these coefficients reflects the fact that in the previous training with HD and H.264, a MOS of 5 was given to the high quality HD videos. However, when 4K-UHD was introduced, this resulted in high quality HD videos receiving a new MOS value lower than 5 as the 5 rating is now given to the 4K-UHD videos. This stretching of the scale explains the change in coefficients u 1,2 . Table 8 ). In terms of processing, the same combination of resolution and frame rate described in Table 3 was used. The encoding of each quality level was also done using x265 with the preset "slower". Instead of using an encoding using the CRF, it was decided to carry out a two-pass constant bit-rate encoding. The GOP size was increased from 2 to 4 sec. Finally, instead of choosing bit rates per PVS, it was decided to use the same bit rate across SRCs for a given combination of resolution and frame rate. Bit rates were chosen using the estimations from the retrained NTT model for balancing video quality in this evaluation. Figure 4 illustrates this approach. It shows a graph representing the relationship between between resolution, bit rate, frame rate, and quality. Then, bit rates values were chosen to distribute the conditions over the MOS scale. These are marked with solid black circles in Fig. 4 . Considering there were 32 SRCs and 24 HRCs, all combinations could not be tested in a reasonable amount of time. Therefore, HRCs were distributed over SRCs, and each SRC was processed only six times, resulting in a total of 192 PVSs. Special care was taken during the distribution of HRCs across SRCs; therefore, the SRCs were equally shown in both high and low quality. Finally, six PVSs of this validation were replaced with 6 PVSs from the former training evaluation to study the correlation between the subjective rating across evaluations.
Subjective Evaluation Procedure
This subjective evaluation was identical to that of the training described in Sect. 4.1.2. Thirty-two different participants (16 male, 16 female, aged from 18 to 23; average 20.8) participated in this evaluation. One participant largely deviated from the others with an average inter-participant correlation of 74%; the others maintained an average interparticipant correlation of about 90%. Using the common set of 6 PVSs, agreement between the data collected during the training and validation evaluations (hereafter, training and validation datasets, respectively) could be studied. Correlation was high: Pearson correlation coefficient (PCC) = 0.978 and root means square error (RMSE) = 0.260, and the two datasets had the following linear relationship: MOS tr aining = 0.911 × MOS validation + 0.3705. Figure 5 and Table 9 show the performance accuracies of the three models on the validation dataset. The retrained coefficients were evaluated on this dataset without updating any coefficients. Each model performed well on this dataset. The ITU-T P.1203 mode 3 model was found to be highly correlated with the subjective data, in terms of correlation it outperforms the others models thanks to its bitstream approach allowing it to address content dependency. However, when the RMSE is considered, it can be seen that the model generally over-estimates the quality of the videos. The differences between RMSE with and without linear mapping show that the estimations are highly correlated, but with a constant offset of about 0.9 MOS. An in-depth analysis was performed and revealed that the encoding with constant rate factor (CRF) (used for the training dataset) resulted in a distribution of QP values in P and B-frames different from that for the constant bit rate encoding (CBR) (used in the validation dataset). Results show that the relationship between average bit rate and quality was kept constant, as proved by the similar performance of both NTT and ITU-T P.1203 mode 0 models, which only use average bit rate values to estimate the effect of coding on picture quality. However, the change in the type of encoding resulted in higher QP values for P and B frames in the training dataset than in the validation dataset. Since the ITU-T P.1203 mode 3 model only uses the average QP for P and B frames to estimate the effect of coding on quality (discarding information on QP for I-frames, average bit rate, etc.), the model over-estimated the quality of videos encoded using CBR. This shows a limit in the usage of the ITU-T P.1203 mode 3 model. Finally, it can be seen that the ITU-T P.1203 mode 0 and NTT models performed well.
Performance Evaluation
To further evaluate the models, a cross validation was conducted: each model was retrained on the validation dataset and tested on the training dataset. The RMSEs of 0.4304, 0.4264, and 0.3911 for the NTT and ITU-T P.1203 mode 0 and 3 models, were respectively obtained during training. While on validation, the RMSEs were 0.4495, 0.5732, and 0.4231 for the NTT and ITU-T P.1203 modes 0 and 3 models, were respectively obtained. This shows that for the NTT and ITU-T P.1203 mode 3 models, carrying out the inversion of training and verification datasets does not significantly alter the model's performance. For the ITU-T P.1203 mode 0 model, however, there was a large drop in performance. The problem may be related to the fact that the validation dataset contains many SRCs and few repetitions of the same source with different coding conditions making training more difficult for that model considering the required data partitioning in the training process.
Long-Term Aspects and Model Transfer
The previous section addressed the retraining of the videoquality-estimation module, O.22. In this section, testing the assumption that long-term modules (O.35/O.46) can be transferred to new conditions is discussed.
Design of Test Conditions
For testing long-term modules, four different subjective evaluations were conducted. Two using 1-min SRCs and two using 3-min SRCs (each duration having one test using a TV, and one using a smartphone (mobile)). The SRCs selected in these evaluations showed a large variety of scenes shot in Japan. The content was similar to common TV shows in Japan and depicted scenes such as scenery, festivals, different sporting events, documentaries, interviews, etc. Information on SRC can be found in Table 11 . The evaluations with 1min SRCs involved 30 SRCs and 30 HRCs. Each SRC was processed with only two HRCs, resulting in 60 PVSs. In the evaluations with 3-min SRCs, 11 SRCs and 22 HRCs Q1  360  1500  360  450  30  2  96  Q2  480  3000  480  640  30  2  96  Q3  720  5000  720  1000  60  2  128  Q4  2160  14000  2160  4000  60  2  128  Q5  240  1000  144  100  30  1  64  Q6  360  1500  360  450  30  1  96  Q7  480  3000  480  640  30  1  96  Q8  720  5000  720  1000  60  1  128  Q9  1080  10000  1080  4000  60  1  128  Q10  2160  20000  2160  8000  60  1  196 were used resulting in 22 PVSs. In each case, the processing involved quality adaptation and simulating stalling events. Each segment was encoded using x265, using two pass encoding, constant bit rate, and preset "slower". In terms of GOP size, either 1 or 2 sec was chosen depending on the HRC. Considering that bit-rate requirements differ for mobile devices and TVs, bit rates were distinct between visualization devices. Figure 6 provides an overview of the test conditions. The first number indicates the quality level and the value in parentheses refers to the duration of the condition. The white boxes indicate stalling events, which were simulated by freezing the video with a dynamic loading wheel. The details about each quality level for both mobile and TV are given in Table 10 . Finally, audio was encoded using an AAC-LC audio codec at the bit rates listed in Table 10 . These conditions were selected on the basis of the goal of retraining the long-term audiovisual quality estimations models to support new conditions. Achieving this goal requires the use of a large span of test conditions with various combinations of coding conditions and stalling events. Therefore, test conditions need to be designed with various quality adaptation and stalling events.
Subjective Evaluation Procedure
The subjective evaluation was similar to the previous evaluations: the same TV, laboratory environment with controlled conditions (gray-wall room, illumination at 20 lux, viewing distance at 1.5H, etc.), subjective scales, methodology, etc. were used. The main differences lie in the use of audiovisual content instead of content with video only. Special care was taken so each PVS was listened to at 73-dB SPL using headphones. In the mobile evaluations, a 5.5-inch 3840 × 2160 smartphone was used, and the viewing distance was 5-7 H. Similarly, participants were asked to evaluate the overall quality of the videos on a 5 grade scale using the ACR methodology. The evaluations were divided in 15-min sessions with breaks between sessions. After screening, 4 × 32 participants (4 × 16 male, and 4 × 16 female, ages from 18 to 37; average 21) took part in the evaluations. Table 12 shows the inter-participant agreements across all different evaluations. Outlier rejection was conducted by rejecting participants who had a lower Pearson correlation coefficient than 0.7 compared to the mean rating. Going from 10-sec video sequences to long video sequences (1 and 3 min) resulted in a significant decrease in inter-participant agreement from 90 to 80%. This can be explained by long video sequences needing higher complexity than short ones in order to be evaluated. Indeed, in the case of short videos, only few quality changes occur. Therefore, it is easy for the participants to provide an overall rating. On the other hand, in the case of long videos, lots of quality changes occur. Therefore, the participants need to remember the quality of the video throughout the sequence and decide what their overall experience was, which may be challenging. In addition, note that long videos introduce a new type of degradation: stalling events. The impact of stalling events on the overall quality can also add extra difficulty to the task of the participants, as they need to identify how much it annoyed them compared with the other degradation. All of this resulted in larger variation across participants. This is supported by the data as a larger agreement across participants was observed in the 3-min evaluations than in the 1-min evaluations for which more frequent quality variations were visible (see Fig. 6 ), hence making the overall quality integration more difficult for the participants. Finally, a similar inter-participant correlation was observed when comparing TV and mobile. Cooking, close-up of cooking: cutting fish and vegetables. Little to no motion, colorful images, very detailed textures. 30 Sport, far and close-up views of a water polo match. Complex motion and detailed texture.
Performance Evaluation and Retraining
Thanks to the modular design of the models, the extension of quality estimations per 10 sec up to 3 min would in principle not require further retraining as the long-term pooling modules use scores in the MOS domain. Therefore, previous training of the long-term temporal aggregation performed in the AVC and HD cases is expected to be transferable to HEVC and 4K-UHD. This section tests this assumption and compares it with a full retraining of the models. Figure 7 shows the performance of the different models on the 1-and 3-min TV and mobile datasets. The quantitative results are listed in Table 13 . The transferred coefficients refer to the use of the coefficients of long-term integration Fig. 1 ) obtained for AVC/HD and applied to HEVC/4K-UHD. Without retraining or applying any type of mapping, these modules from the NTT and ITU-T P.1203 models achieved reasonable performance. The NTT model achieved high performance for TV. However, a nonlinear relationship between estimations and ground truth data was observed for the mobile. For the ITU-T P.1203 model, the estimations appeared linearly correlated with the ground truth data in each mode and each dataset (data collected from the 1-min TV, 3-min TV, 1-min mobile, and 3-min mobile evaluations). However, the model generally over-estimated video quality. This over-estimation was larger in the mode 0 model compared to the mode 3 model, resulting in the saturation of quality estimations. To address this saturation problem, a linear mapping of the video quality scores at a per-second basis (from O.22 in Fig. 1 ) before the pooling module is needed. To identify this linear mapping, a unique pair of coefficients (a,b) such as O.22 lm = a × O.22 + b was estimated such that the values of a and b are constant across the four datasets and for the two considered modes (0, and 3). The optimization was carried out using the GRG non-linear engine solver from Microsoft Excel, enabling a single pair of coefficients (a, b) to be found while minimizing the sum of RMSEs across all modes and datasets. For fairness of comparison, a second pair of coefficients (a, b) was also estimated for the NTT model. The results are listed in Table 13 . Applying this mapping enabled the over-estimation and saturation issues of the ITU-T P.1203 model to be addressed. For the NTT model, applying the linear mapping to the per-second video-quality score had limited effect as estimations were already aligned for TV, and the mobile required a non-linear mapping. It should be noted that linear mapping has not always been beneficial to the NTT model, as performances on the TV slightly decreased, but the loss in performance for TV was translated into performance improvement for mobile.
To study the improvement due to a full retraining of the models, new coefficients for the long-term-aggregation modules O.35/O.46 of the NTT and ITU-T P.1203 models was estimated. Tables 14 and 15 list the old and new coefficients after retraining for the NTT and ITU-T P.1203 models, respectively.
The long-term-aggregation modules O.35/O.46 of the ITU-T P.1203 model were designed to be independent of modes and visualization devices. Therefore, a single set of coefficients is used across modes (0-3) and devices (TV, mobile). The differences between modes and devices are addressed with the video-quality-estimation module O.22. Therefore, the retraining process of modules O.35/O.46 is carried out jointly across all datasets and modes. The datasets containing videos of different durations (1 and 3 min) resulted in a different number of PVSs per dataset (60 in the 1-min evaluations and 22 in the 3-min evaluations). Optimizing the RMSE by joining datasets (across 82 PVSs/point) can be problematic as the retraining of coefficients would be mostly driven by the 1-min evaluations since they contain more PVSs. To address this issue, the RMSE is computed per dataset (across 60 and 22 PVSs separately), and the optimization process is carried out to decrease the sum of the two RMSEs. By doing this, equal weights are given to the 1-and 3-min evaluations. In this study, we aimed at optimizing the long-term pooling module for modes 0 and 3. Therefore, the overall objective was to decrease the sum of RMSE computed for each dataset and each mode. This result in the sum of 8 RMSE values: 4 for each dataset using modes 3 and 4 for each dataset using mode 0. This optimization was carried out using the GRG non-linear engine solver from Microsoft Excel.
Among the four datasets, two datasets contained mobile video tests. In the ITU-T P.1203 model, the handling of the differences between mobile and TV scenarios is handled by a third-order polynomial function (see Eq. (14) (14)) was done jointly with the coefficient for the model. This was achieved using an iterative process: first the coefficients for O.35/O.46 were estimated using the TV datasets only. Optimization was done jointly across modes 0 and 3. The initial coefficients were set to the original values given in ITU-T Recommendation P.1203 for the AVC/HD case. Once a new set of coefficients was found, coefficients for O.35/O.46 were frozen, and optimization was done on the mobile datasets across modes 0 and 3. This enabled identifying coefficients htv 1−4 , which allowed mapping between the TV and mobile subjective ratings. Once coefficients htv 1−4 were identified, they were frozen and the coefficients of modules O.35/O.46 were fine-tuned using all datasets (mobile/TV, 1 min/3 min) and modes (0/3). This process was then repeated iteratively until convergence was reached. In the original design of the NTT model, the model had two sets of coefficients for O.35/O.46: one for TV and one for mobile. For fair comparison across models, it was decided to use a similar approach for the retraining as for the ITU-T P.1203 model. Therefore, only a single set of coefficients was used for both mobile and TV. A three-order polynomial function was also applied to the per-second video-quality estimate from O.22 to map estimations to mobile ratings. The overall training process was similar to that for the ITU-T P.1203 model. The final coefficients are listed in Table 14 .
The performances of the retrained models are summarized in Table 13 . As expected, retraining improved the performance of all models. The ranking in terms of performance slightly varied among the datasets, nevertheless the bitstream-based ITU-T P.1203 mode 3 model generally outperformed the meta-data-based models. Statistical significance of the differences among the models was tested based on RMSE obtained after linear fitting using an Ftest with a 95% confidence level, as described in ITU-T Rec. P.1401 [56] . The results indicate that, without retraining, i.e., transferred coefficients, the ITU-T P.1203 in mode 3 model significantly outperformed the NTT and ITU-T P.1203 in mode 0 models. In this case, the performances of the NTT and ITU-T P.1203 mode 0 models were found statistically equivalent. After retraining, all models were statistically equivalent. However, with a larger number of datasets, it is expected that the ITU-T P.1203 in mode 3 model would significantly outperform others as having more data makes statistical significance more easily reachable and could allow better training of the models, as described in the cross validation section (Sect. 4.2), as distribution of conditions in training dataset can be critical when training a model.
Use of Long-Term Modules with Other Video-Quality-Estimation Models
In this section, evaluation of long-term-integration modules O.35/O.46 with a large variety of video-quality-estimation modules is discussed. There are two reasons for this evaluation. First, it allows the robustness of the long-term pooling module to be tested by showing its independence to a specific video-quality-estimation module. Second, it allows the extension of current video-quality-estimation models to new conditions for which they are not designed, e.g., large quality variation and stalling events. Conducting such an evaluation is important considering that adaptive bit-rate video streaming is widely used and only a few models have been designed to address this scenario. Therefore, showing how previous studies on quality estimation of 10-sec videos can be extended to new scenarios is of great importance. Therefore, the performance of the long-term pooling modules from the NTT and ITU-T P.1203 models with models designed for the quality estimation of traditional 10-sec videos was studied. In this analysis, several models were compared: NIQUE [15] , GMSD [57] , PSNR, PSNR-HVS [58] , VIFP [59] , SSIM [60] , VMAF [13] , BRISQUE [14] , and MS-SSIM [61] . Considering that each model has its own scale (for example, VMAF ∈ [0, 100], SSIM ∈ [0, 1], etc.) and the relationship between scores from the models and MOS is non-linear, an appropriate mapping to the MOS scale needs to be identified. Therefore, the dataset composed of 10-sec video sequences described in Sect. 4.1 was used. This allowed a fair comparison with the retrained models presented in this paper, as they were also trained on this dataset. Two mapping function were considered: a sigmoid function ( f (x) = A C+ex p(B×x) ) and exponential function ( f (x) = A+ B×exp(C × x)) as it was found that the most appropriate mapping function differs across models (suitable mapping functions can be found in Table 16 ). These functions were chosen because they are common approaches for mapping estimations from the algorithm to subjective data [62] . Then, a key challenge with using the 10 sec validation and training datasets previously introduced is the handling of frame-rate reduction. In these datasets, videos are encoded with various frame rates (as listed in Table 3 ). This is problematic as none of the considered models were designed to address frame-rate reduction. Therefore, two strategies are listed in Table 16 : "MF" and "AF". "MF" (matching frames) corresponds to restricting the analysis to PVS having the same frame rate as the source (60 fps). "AF" (all frames) corresponds to using all PVSs and repeats frames to have the Sigmoid same number of frames as the source. No-reference models (marked with "*" in Table 16 ) performs better when all PVSs were considered, while full-reference models performs better when only PVSs with the same frame rate as the source were used. This is to be expected, as full-reference models need to compare matching frames or they would report large distortions and no-reference models do not have this constrain. Then, if all PVSs are considered, no-reference models have more data points allowing them to achieve a more robust fit as being less impacted by each estimation error around each point. Therefore, the mapping function relating model scores and MOS is trained using only PVSs at 60 fps for the full-reference metrics and all PVSs for the no-reference metrics.
To address long-term videos, two different long-term pooling strategies were considered: the one from ITU-T P.1203 and that from the NTT model (referred to as Pooling 1 and Pooling 2 in Table 16 ). The general approach is to execute each model on a per-frame basis, then scores of audio and video quality are averaged on a per-second basis giving 60 audio (O.21) and video (O.22) scores in the 1-min evaluations, and 180 audio and video scores in the 3-min evaluations. Then, per-second scores are provided to the long-term pooling modules that perform temporal aggregation and take stalling events into account.
Similarly to the 10-sec video case, special care is needed to address segments having 30 fps instead of 60 fps. Therefore, Table 16 shows the two handling strategies: "MF" only compares matching frames with the reference. While the second strategy "AF" repeats frames of the segments with 30 fps to reach 60 fps and compares frame-by-frame with the reference. This table also shows the performance of both strategies.
During the model comparison, VMAF [13] showed highly competitive performance and was the best (ITU-T P.1203 and NTT models put aside). Its performance was higher for TV compared to mobile. The results of NIQUE [15] (a non-reference, pixel-based model) indicate the importance of long-term pooling since its performance on the 10-sec training and validation datasets was low, but performed well in the long-term (1 and 3 min) datasets. This difference in performance can be justified by the fact that long-term pooling accounts for stalling, which is a significant degradation. It also aggregates quality estimations over long periods, decreasing the effect of per-second estimation errors. Finally, models other than the ITU-T P.1203 and NTT models, performed generally better for TV compared to mobile.
The three models retrained in this study are in bold in Table 16 . The performance of the ITU-T P.1203 and NTT models were higher than the other models. However, it should be stressed that these models were only designed for evaluating videos encoded with H.265/HEVC (or H.264/AVC with the initial training), while the other models are more flexible. A model such as VMAF, which is pixelbased, allows a wider variety of codecs and degradation types to be handled. However, this comes with the cost of being more computationally intensive (not to mention that it is also a full-reference model). Therefore, there is a trade-off between computational complexity and the need for supported conditions.
Conclusion
Six subjective evaluations involving 192 participants were conducted to evaluate the quality of videos encoded with H.265 in adaptive bit-rate video-streaming scenarios under various conditions (resolution, frame rate, duration, and devices). Based on the collected data, the main goal was to retrain two state-of-the-art audiovisual-quality-estimation models designed for adaptive bit-rate video streaming: the NTT model [4] , [11] and ITU-T P.1203 in (modes 0 and 3) [5]- [8] . The robustness of the models was addressed by looking into the changes in coefficients between the preexisting H.264 coefficients and new H.265 coefficients, and it was found that changes in coefficients reflected the expected improvement in coding performance of HEVC over AVC. Moreover, the paper highlighted the validity of the framework's structure as long-term integration modules could be transferred to new conditions without requiring retraining. The fact that coefficients trained for HD using AVC could be transferred to HEVC and 4K-UHD without further effort is an important result as it indicates that the support of new conditions such as 8K-UHD or other video codecs, such as AV1 or VP9, is possible with limited subjective testing: only the evaluations with 10-sec videos would be needed.
Another outcome of the datasets from all six evaluations was the ability to report on the participants' agreement and reliability across different conditions: short-term evaluations (validation and training) allowed higher interparticipant agreement compared to long-term evaluations (1 and 3 min), and fewer outliers were found for TV compared to mobile. Another contribution of this paper was its comparison of various models. This comparison validated the high performance of the NTT and ITU-T P.1203 models but also the applicability of long-term aggregation modules to new models. With this approach, VMAF [13] could be extended to new scenarios for which it was not designed. Finally, with this model comparison, we showed the importance of long-term pooling and handling of stalling features. Even models with average performance in the short-term datasets could perform well in the long-term datasets. All these results are believed to be of high interest as they have extended the support of current models and indicate to which extent these models can be transferred to new conditions. Future work will involve model transfer, addressing new evaluation concepts, and investigating how previous studies on QoE estimation can be applied to estimate user engagement and viewing time.
