






















Path-Connectedness in Global Bifurcation Theory
J. F. Toland
Abstract
A celebrated result in bifurcation theory is that global connected sets of non-trivial
solutions bifurcate from trivial solutions at non-zero eigenvalues of odd algebraic
multiplicity of the linearized problem when the operators involved are compact. In
this paper a simple example is constructed which satisfies the regularity hypothe-
ses of the global bifurcation theorem, and the eigenvalue has algebraic multiplicity
one, yet all the path-connected components of the connected sets that bifurcate are
singletons. Another example shows that even when the operators are everywhere
infinitely differentiable and classical bifurcation occurs locally at a simple eigen-
value, the global continuum may not be path-connected away from the bifurcation
point. A third example shows that the non-trivial solutions which, by variational
theory, bifurcate from eigenvalues of any multiplicity when the problem has gra-
dient structure, may not be connected and may contain no paths except singletons.
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1 Introduction
Krasnosel’skii [15] considered non-linear eigenvalues in the form
λx = Lx+R(λ, x), λ ∈ R, x ∈ X, (1.1a)
where X is a real Banach space, the linear operator L : X → X is compact, and the
non-linearR : R×X → X is continuous, compact, and satisfies
‖R(λ, x)‖
‖x‖
→ 0 as 0 6= ‖x‖ → 0 uniformly for λ in bounded sets. (1.1b)
Since R is continuous, (1.1b) implies that R(λ, 0) = 0, and hence x = 0 is a solution
of (1.1a), for all λ ∈ R. Let T = {(λ, 0) : λ ∈ R} denote the set of trivial solutions
of (1.1a) and S the set of solutions that are not trivial. In all that follows, L is linear
and compact and R is nonlinear, continuous and compact. The first observation is that
under these hypotheses S may be empty.
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Example 1.1. Let X = R2, L(x, y) = (x + y, y) and R(x, y) = (0,−x3). Then L is
linear, (1.1b) holds, and equation (1.1a) is satisfied if and only if
(λ− 1)x = y and (λ− 1)y = −x3,
which implies that x
(
(λ − 1)2 + x2
)
= 0. Hence x = 0 and, by the first equation,
y = 0, which shows S = ∅.
According to Krasnosel’skii [15, Ch. IV, p. 181], a point λ0 ∈ R is a bifurcation point
for (1.1a) if there exists a sequence {(λn, xn)} ⊂ S such that
λn → λ0 in R and 0 6= ‖xn‖ → 0 as n→ ∞.
In this definition there is no mention of curves, or even connected sets in S, bifurcating
from T at (λ0, 0).
By a path of solutions in S is meant {γ(t) : t ∈ [0, 1]}where γ : [0, 1] → S ⊂ R×X is
continuous. A path is non-trivial if γ is not constant, and a curve is a smooth path.
The following necessary criterion for λ0 to be a bifurcation points when L is compact
and R satisfies (1.1b) in a Banach space X is well known [15, Ch. IV, §2, Lem. 2.1].
A real number λ0 6= 0 is a bifurcation point only if it is an eigenvalue of L. If X is
finite-dimensional and λ0 = 0 is a bifurcation point, then 0 is an eigenvalue of L.
Note from Example 1.1 that a real eigenvalue of L need not be a be bifurcation point.
1.1 Bifurcation Theory - Background
Multiplicities. The geometric multiplicity of an eigenvalue λ0 of L is the dimension
of the eigenspace ker(λ0I − L), and its algebraic multiplicity is the dimension of
∪k∈N ker(λ0I − L)k. When the algebraic multiplicity is one, λ0 is called simple. The
multiplicities of all non-zero eigenvalues of compact operators are finite.
From Classical Analysis
Many seemingly different bifurcation phenomena were studied in ad hoc situations
before being recognised by Crandall & Rabinowitz [8] as special cases of the following
overarching result, which is a corollary of the Implicit Function Theorem.
Theorem 1.2. Bifurcation from a simple eigenvalue [8] Suppose that λ0 is a simple
eigenvalue of L, that R : R × X → X is continuously differentiable, and that ∂xλR
exists and is continuous in a neighbourhood of (λ0, 0). Then there is an injective, con-
tinuous function γ : (−1, 1) → R×X such that γ(0) = (λ0, 0) and a neighbourhood
U of (λ0, 0) such thatU∩S = {γ(s) : s ∈ (−1, 0)∪(0, 1)}. If ∂xxR is also continuous
in the neighbourhood of (λ0, 0), then γ is C
1.
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Remark. The nonlinearityR in Example 1.1 satisfies the hypotheses in Theorem 1.2,
and the only eigenvalue of L is λ0 = 1 which has geometric multiplicity 1, but it is
not a bifurcation point. However Theorem 1.2 does not apply because the algebraic
multiplicity of λ0 is 2.
From now on, the word multiplicity will always refer to algebraic multiplicity.
From Topological Degree Theory
In 1950, Krasnosel’skii [14, Thm. 2], [15, §IV.2, p. 196], used Leray-Schauder topolog-
ical degree theory to prove, under the hypotheses of (1.1), that every non-zero eigen-
value of L with odd multiplicity is a bifurcation point [15, Ch. IV, Thm. 2.1]. Then,
under the same hypotheses, in 1971 Rabinowitz improved the method to obtain the
ground-breaking result that a connected set of non-trivial solutions bifurcates globally
in R×X from T at eigenvalues of odd multiplicity.
Theorem 1.3. Global bifurcation at odd multiplicity eigenvalues [16, Thm. 1.3].
Suppose L and R are as in (1.1) and λ0 is a non-zero eigenvalue of L of odd multi-
plicity. Then λ0 is a bifurcation point and there exists a connected subset C of S such
that (λ0, 0) ∈ C and either C is unbounded in R×X or there exists (λ1, 0) ∈ C where
λ1 6= λ0 is also an eigenvalue of odd multiplicity of L. (If X is finite-dimensional, the
result holds when λ0 = 0 is an eigenvalue of odd multiplicity.)
Related Results. Krasnosel’skii [15, Ch. IV.5, p.232 ff.] also studied bifurcation at
eigenvalues of even multiplicity, when the nonlinearityR is non-degenerate in a certain
sense. Under his hypotheses, the methods introduced by Rabinowitz [16] lead easily
to global bifurcation at eigenvalues of even multiplicity for certain nonlinearities [18].
The Examples in Section 2 are relevant in that context also.
From Variational Methods
To justify linearisation without reference to multiplicity of eigenvalues, Krasnoselskii
[15, §VI] developed a variational approach to bifurcation theory in Hilbert space. (For
an up-to-date account in Banach spaces, see [17].) Let X be a real Hilbert space
with inner product 〈·, ·〉 and let h : X → R be differentiable with derivative Dh[x] :
X → R at x ∈ X . Then Dh[x] is a bounded linear operator on X and, by the Riesz
Representation Theorem, there exists a unique x∗ ∈ X such Dh[x]y = 〈x∗, y〉 for all
y ∈ X . Hence ∇h(x) = x∗ defines an operator ∇h : X → X , called the gradient of
h, and an operator H : X → X is said to have gradient structure if H = ∇h for some
differentiable h : X → R.
It is easily seen that a bounded linear operator L : X → X has gradient structure if
and only if 〈Lx, y〉 = 〈x, Ly〉 for all x, y ∈ X . In other words L is a gradient if and
only if it is self adjoint, in which case Lx = ∇ℓ(x) where ℓ(x) = 1
2
〈Lx, x〉, x ∈ X .
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Note that when L is self-adjoint, (L− λI)2x = 0 implies
‖(L− λI)x‖2 = 〈(L − λI)x, (L − λI)x〉 = 〈(L − λI)2x, x〉 = 0,
and hence algebraic multiplicity and geometric multiplicity of eigenvalues coincide for
self-adjoint operators. Obviously the identity operator I on X has gradient structure
I = ∇ι where ι(x) = 1
2
‖x‖2. Finally, a function g : X → R is weakly continuous if
g(xk) → g(x0) in R for every weakly convergent sequence xk ⇀ x0 in X . Vainberg
proved [19, Thm. 8.2] that g is weakly continuous when its gradient is a compact
operator. In this setting, a special case of (1.1a) is
λx = Lx+R(x), λ ∈ R, x ∈ X, (1.2a)
whereX is a real Hilbert space, L : X → X is self-adjoint, andR satisfies (1.1b) with
gradient structure independent of λ:
R(x) = ∇r(x), where r is weakly continuous. (1.2b)
Krasnosel’skii proved [15, Ch. VI, §6, Thm. 2.2, p. 332] that for this class of prob-
lems bifurcation occurs at all non-zero eigenvalues of L, independent of multiplicity.
The following version of his theorem replaces his hypothesis that “R is uniform dif-
ferentiable” near 0 with Vainberg’s characterisation [19, Thm. 4.2, p. 45] of uniform
differentiability in terms of the bounded uniform continuity of its Fréchet derivative.
Theorem 1.4. With gradient structure, non-zero eigenvalues are bifurcation points
If R in (1.2) has Fréchet derivative x 7→ dR[x] bounded and uniformly continuous in
a neighbourhood of 0 in X , all eigenvalues λ0 6= 0 of L are bifurcation points. (When
X is finite-dimensional, the condition λ0 6= 0 is not needed.)
Remark 1.5. While Rabinowitz’s theory of global bifurcation yields connected sets
C ⊂ S bifurcating from T at eigenvalues of odd multiplicity, Böhme’s example [5, §6]
showed that no such connectedness is guaranteed by Theorem 1.4.
From Real-Analyticity
So far in this summary, Theorem 1.2 is the only result which guarantees the existence
of a curve of non-trivial solutions of equation (1.1), and even then it is localized to a
neighbourhood (λ0, 0), where λ0 is the bifurcation point. However, in 1973 Dancer
[9, 10] showed, among many other things, that when the operators in (1.1a) are real-
analytic (infinitely differentiable and equal to the sum of their Taylor series about every
point), there bifurcates from a simple eigenvalue a global path of solutions which, at
every point, has a local real-analytic re-parametrization. More precisely, provided
some standard functional-analytic structure is in place, the global continuum C which
bifurcates from the trivial solutions at a simple eigenvalue contains a continuous curve
K, parameterised by s ∈ [0,∞), with the following properties.
(i) K = {(Λ(s), κ(s)) : s ∈ [0,∞)} ⊂ C is either unbounded or forms a closed
loop in R×X .
4
(ii) For each s∗ ∈ (0,∞) there exists ρ∗ : (−1, 1) → R (a re-parametrisation) which
is continuous, injective, and
ρ∗(0) = s∗ and t 7→ (Λ(ρ∗(t)), κ(ρ∗(t)) is analytic on t ∈ (−1, 1).
This does not imply that K is locally a smooth curve. (The map σ : (−1, 1) →
R
2 given by σ(t) = (t2, t3) is real-analytic and its image is a curve with a
cusp.) Nor does it preclude the possibility of secondary bifurcation points on
K. In particular, since (Λ, κ) : [0,∞) → R × X is not required to be globally
injective; self-intersection of K (as in a figure eight) is not ruled out.
(iii) Secondary bifurcation points and points where the bifurcating branch is not
smooth, if any, are isolated.
In plain language, by Dancer’s theory for real-analytic equations (see [6] for an in-
troductory account) there bifurcates from a simple eigenvalue a unique global path of
solutions which is a smooth 1-dimensional manifold except possibly at a discrete set
of points. This path is unique in the sense that it has a pre-determined continuation
through secondary bifurcation points, or even when it encounters a higher-dimensional
manifold of solutions.
The following three example illustrate how the situation may be radically different
when the hypotheses of Theorems 1.2, 1.3 and 1.4 are satisfied but the operators in-
bolved are infinitely differentiable, but not real-analytic.
The main conclusion, that all path-connected components of the set of non-trivial solu-
tions may be singletons, and the resulting possibility that in principal no two non-trivial
solutions can be joined by a path, are obviously important for applications.
2 Three Examples
In the first two examples of (1.1), X = R, L = 0, λ0 = 0 is the only eigenvalue of L
and is simple, and R = r : R2 → R, where r is at least continuously differentiable and
satisfies (1.1b). Under these hypotheses (1.1a) has the form
λx = r(λ, x), (λ, x) ∈ R2. (2.1)
The first example concerns global connected sets of solutions of (2.1) which by Theo-
rem 1.3 bifurcate at the simple eigenvalue λ0 = 0 when Theorem 1.2 does not apply
because ∂λxr is not continuous at (0, 0).
Example A. There exists a C1-function r on R2 which is infinitely differentiable on
R
2 \ {(0, 0)}, for which the closure C of the global connected sets of non-trivial solu-
tions of (2.1), which bifurcates at λ0 = 0 by Theorem 1.3, is unbounded and connected
but contains no path-connected sets except singletons.
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The second example illustrates the possible behaviour of solutions which bifurcate at
λ0 = 0 when simultaneously Theorems 1.2 yields the local bifurcation of a smooth
curve, and Theorem 1.3 yields the global bifurcation of unbounded connected sets of
non-trivial solutions of (2.1).
Example B. There exists an infinitely differentiable function r : R2 → R for which
the closure C of the connected sets of non-trivial solutions of (2.1) that bifurcate at
λ0 = 0, by Theorem 1.2 and Theorem 1.3, is the union of three disjoint connected sets,
C = L ∪ C+ ∪ C−.




), and C± are closed, unbounded, connected
sets in the first and third quadrants respectively with (± 1
2
, 0) ∈ C± and all path-
connected components of C+ ∪ C− are singletons. (The only non-trivial paths in C
are subsets of the closure of L.)
Although Böhme [5] showed that the non-trivial solution set of (1.2) given by Theorem
1.4 when R has gradient structure need not be connected, it may have connected com-
ponents. The example below is constructed to illustrates the possibility that in addition
all its path-connected components may be singletons.
Example C. In this example of problem (1.2), X = R2, R = ∇r where r : R2 → R
is infinitely differentiable, and L is the zero operator which has only one eigenvalue,
namely 0 with multiplicity 2. Then (1.2a) has the form
λ(x, y) = ∇r(x, y), (x, y) ∈ R2, λ ∈ R, (2.2)









by Theorem 1.4. Example C shows that, in addition to not forming a connected set, all
the path-connected components of the non-trivial solution set may be singletons.
Key Ingredients
The construction of these examples relies on classical results of Whitney and Knaster.
Theorem. (Whitney) For any closed set G ⊂ Rn there is an infinitely differentiable,
globally Lipschitz continuous function h such that G = {x ∈ Rn : h(x) = 0}, and all
the derivatives of h are zero at every point of G.
Proof. Let u : [0,∞) → [0, 1] be a C∞-function with
u(t) = 1, t ∈ [0, 1/2]; u(t) ∈ (0, 1), t ∈ (1/2, 1); u(t) = 0, t ∈ [1,∞).
For a closed set G, let the open set Rn \ G be the union of a countable collection of







, x ∈ Rn.
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Then uj , which is infinitely differentiable on R
n, is positive on Brj (aj) and supported
on Brj (aj). Let γj = max{‖D













since both series are uniformly convergent. This shows thatG = {x ∈ Rn : h(x) = 0}
and h : Rn → [0,∞) is C∞. Now let ρ : R → [0, 1] be such that
ρ(x) > 0, x 6= 0, ρ(0) = 0 and
dρk
dxk
(0) = 0, k ∈ N,
and replace h with ρ ◦ h to obtain a function h as in the statement of the theorem.
The second ingredient is a deep result in point-set topology due to Knaster [13] in 1922.
Definition. A continuum, which is a compact, connected set in a metric space, is inde-
composable if it is not a union of two proper sub-continua, and hereditarily indecom-
posable if every sub-continuum is indecomposable. (See [2, 7, 11, 12].)
Theorem. (Knaster) In R2 there exists a hereditarily indecomposableQ.
Remark 2.1. Since a non-trivial path in Q would be a decomposable sub-continuum,
there are no paths in Q. In other words, although Q is compact and connected in R2,
all its path-connected components are singletons.
A hereditarily indecomposable continuum which is chained (Appendix, Definition A.4)
is called a pseudo-arc and all pseudo-arcs are homeomorphic [3, Thm. 1]. Since, by
construction, Knaster’s Q is chained, it is in a sense the unique pseudo-arc. For an
indication of the significance of pseudo-arcs in the theory of continua, see Remark
A.4, but what is important here is that Q is compact, connected and contains no paths.
Preliminaries
Let Q be a pseudo-arc and without loss of generality suppose












6= ∅ and Q ∩
(




















= {(0, 0)}, P ∩
(







and P is a connected set (being the continuous image of a connected set) which con-
tains no non-constant paths (since Q is hereditarily indecomposable).
Since P is connected, by Proposition A.1 and Corollary A.3, for any ǫ > 0 there exists
an ordered set, {pǫi : 1 6 i 6 nǫ} ⊂ P such that
pǫ1 = (0, 0), p
ǫ




i+1‖ < ǫ for all 1 6 i 6 nǫ − 1,
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and the union Lǫ, of the straight line segments which join the points in order, is a
continuous, piecewise-linear, non-self-intersecting curve joining (0, 0) to (π, 0). Now
define subsets of R2 by
Pk = P + (kπ, 0), L
ǫ
k = L










and note that L̃ǫ is an unbounded, piecewise linear continuum which separates the
plane, and each point of L̃ǫ is within distance ǫ of a point of P̃ .
Now let P̃±c denote the connected components of R
2 \ P̃ which contain the half spaces
{(λ, x) : λ ∈ R, ± x > 1
4
}, respectively.




) is an unbounded, connected subset of a
double cone centred on the horizontal axis with opening angle θ < π/6. Moreover P̃
contains no non-trivial paths, (0, 0) ∈ P̃ , and P̃+c ∩ P̃
−
c = ∅.




) is unbounded. Since
P = {(λ, x sinλ) ∈ R2 : (λ, x) ∈ Q} and |x| < 1
4
, P̃ lies in a cone with opening angle
less than 2 arctan( 1
4
) < π/6. Moreover P̃ is connected because Pk is connected and
Pk∩Pk+1 = {(k+1)π, 0)} for all k, and since each Pk contains no paths, a non-trivial
path in P̃ must contain points (λi, xi) with λi in the open intervals (kiπ, (ki + 1)π),
i = 1, 2, where k1 6= k2. However, this implies that these Pki contain non-trivial paths,
which is false. Hence P̃ contains no non-trivial paths.
Now suppose P̃+c ∩ P̃
−




c is open and connected, it is
path-connected. Therefore there exists a path γ joining (0,−2) to (0, 2) with γ[0, 1] ⊂
[−K,K]× [−K,K] for some K > 0, since γ is continuous. Since, for all ǫ > 0, L̃ǫ
in (2.3) separates the plane, there exists
qǫ ∈ γ ∩ L̃
ǫ ⊂ [−K,K]× [−K,K], and pǫ ∈ P̃ with ‖pǫ − qǫ‖ < ǫ.
Therefore, by compactness, for a sequence 0 < ǫj → 0,
qǫj → q0 ∈ γ ∩ P̃ ,
which is false. Hence P̃+c ∩ P̃
−
c = ∅.
3 Examples A and B
A General Construction
For 0 < α < β <∞ let
C(α, β) =
{
(λ, x) : 0 < αλ < x < βλ or 0 > αλ > x > βλ} ∪ {(0, 0)},
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a double cone in the first and third quadrants. Then there exists ω : R2 → R with the
following properties:
(a) ω(λ, x) = 0 if |x| > α|λ|/2, in particular, ω = 0 on C(α, β);
(b) λω(λ, x) > 0 on R2;
(c) ω(λ, 0) = λ, λ ∈ R;
(d) ω is infinitely differentiable on R2 \ {(0, 0)};
(e) ω is globally Lipschitz continuous R2.
To see this, let ̟ : R → R be an infinitely differentiable even function which is non-
increasing on [0,∞) with ̟(0) = 1 and ̟(r) = 0 for all r > α/2. Then, for x ∈ R,
let




, λ 6= 0, ω(0, x) = 0.
That ω satisfies (a)-(d) follows immediately from the definition and the properties of
̟. Moreover, the partial derivatives at (λ, x) are

















, λ 6= 0, (3.1a)
∂xω(0, x) = ∂λω(0, x) = 0 when λ = 0 and x 6= 0, (3.1b)
∂xω(0, 0) = 0 and ∂λω(0, 0) = 1, (3.1c)






























= 0, λ = 0, x ∈ R. (3.1e)
Since ̟′(r) = 0, r > α/2, the partial derivatives of ω are uniformly bounded in
R
2 \ {(0, 0)}, and property (e) follows.
Remark 3.1. Note from (3.1b) and (3.1c) that ∂λω is not continuous at (0, 0) and from
(3.1a) and (3.1c) that ∂xω is not continuous at (0, 0). However, (λ, x) 7→ xω(λ, x) is





is not continuous at (0, 0).
Definition (H). Let D+ and D− denote the two disjoint components of the comple-
ment of C(α, β) which contain the positive and negative λ-axes respectively. Then
say that a set G satisfies hypothesis (H) if G ⊂ C(α, β) is closed, connected, and
unbounded in both half planes {λ > 0}, and {λ 6 0}, and H+ ∩H− = ∅ where H±
are the connected components of R2 \G with D± ⊂ H±, respectively.
Lemma 3.2. If G satisfies (H), then ω > 0 on H+ and ω 6 0 on H−
Proof. This is immediate from properties (a) and (b) of ω.
Lemma 3.3. When G satisfies (H) there is a globally Lipschitz continuous function
g : R2 → R which is infinitely differentiable on R2 \ {(0, 0)}, with the property that
g(λ, 0) = λ for all λ ∈ R, and g(λ, x) = 0 if and only if (λ, x) ∈ G.
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Proof. Since G is closed, by Whitney’s lemma there exists a non-negative, infinitely
differentiable function h : R2 → [0,∞) such that h(λ, x) = 0 if and only if (λ, x) ∈ G
and every derivative of h is zero at every point of G. Let ĥ : R2 → R be defined by
ĥ(λ, x) =
{
− h(λ, x), (λ, x) ∈ H−
h(λ, x), otherwise
}
, with H± defined in Definition (H).
In particular, ĥ(λ, x) = ±h(λ, x), (λ, x) ∈ H±, ĥ is infinitely differentiable on R2,
and ĥ(λ, x) = 0 if and only if (λ, x) ∈ G. Now with ω satisfying (a)-(e) above, let
g(λ, x) = x2 ĥ(λ, x) + ω(λ, x). (3.2)
It follows from (3.1) that g is infinitely differentiable on R2 \ {(0, 0)} and by Lemma
3.2 g satisfies the conclusions of the Lemma.
Proposition 3.4. For G satisfying (H), there is a continuously differentiable function
r : R2 → R with r ∈ C∞
(
R
2 \ {0, 0)}
)
, such that |r(λ, x)|/|x| → 0 as 0 6= |x| → 0
uniformly for λ in bounded intervals, andG\{(0, 0)} is the set of non-trivial solutions
of λx = r(λ, x).
Proof. For G satisfying (H) and the corresponding function g in Lemma 3.3, let
r(λ, x) = x(λ − g(λ, x)), (λ, x) ∈ R2.
Then the smoothness of ĥ and the properties of ω in (3.1) imply that g is infinitely
differentiable on R2 \ {(0, 0)} and, by Remark 3.1, g is continuously differentiable
on R2 with |r(λ, x)|/|x| → 0 as 0 6= |x| → 0 uniformly for λ in bounded intervals.
Moreover, by construction, non-trivial solutions of (2.1) are the zeros of g with x 6= 0.
So, by Lemma 3.3, G \ {(0, 0)} is the set of non-trivial solutions of λx = r(λ, x) in
R
2. This completes the proof.
Remark. Since, from Remark 3.1, the mixed partial derivative ∂λxr is not continuous
at (0, 0), Theorem 1.2 does not apply to equation λx = r(λ, x) in this situation. .
Example A
Let P̃ be the unbounded connected set defined in (2.3) and let G denote P̃ rotated
counter-clockwise about the origin through an angle π/4. By Lemma 2.2, G is con-
nected, contains no non-trivial paths, and satisfies (H) with α = sin(π/6) and β =
sin(5π/6). With this choice of G, Example A is a special case of Proposition 3.4.
Example B
This example shows that the global connected set C given by Theorem 1.3 need not be
path connected even when all the operators involved are infinitely differentiable and,
by Theorem 1.2, locally there is bifurcation from a simple eigenvalue.
10
Let three disjoint connected sets be defined by
L = {0} × (−1/2, 1/2),
C+ =
(
(0, 1/2) + (P̃ ∩ ([0,∞)× R)
)
⊂ [0,∞)× [1/4, 3/4],
C− =
(
(0,−1/2) + (P̃ ∩ ((−∞, 0]× R)
)
⊂ (−∞, 0])× [−3/4,−1/4].
(3.3)




), and C± are closed, unbounded, con-
nected sets in the first and third quadrants respectively with (0,± 1
2
) ∈ C± and all
path-connected components of C+ ∪ C− are singletons. Let C be their union
C = L ∪ C+ ∪ C−.
If E− and E+ denote the connected component of R2 \ C which contains (−∞, 0]×
{0} and [0,∞) × {0}, respectively, it follows from the argument for Lemma 2.2 that
E+∩E− = ∅. By Whitney’s result there exists a non-negative, infinitely differentiable
function h on R2 which is zero only on the closed set C, and at each point of C all the
derivatives of h are zero. Let
h̃(λ, x) =
{




so that h̃ > 0 on E+.
Now let ω̃ : R → R be an infinitely differentiable even function with ω̃(0) = 1, ω̃
decreasing on [0, 1/4] and ω̃(x) = 0 when |x| > 1/4, let g̃(λ, x) = x2h̃(λ, x) +
λω̃(x). Finally let r(λ, x) = x(λ − g̃(λ, x)). Then the set of non-trivial solutions of
λx = r(λ, x) coincide with the non-trivial solution set of g̃(λ, x) = 0 which is the set
C \ {(0, 0)}. This completes the justification of Example B.
4 Example C
Example C is a simplified version of Böhme’s example [5] with added structure to
ensure that all path-connected sets of non-trivial solutions are singletons.
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According to Bing [3, Ex. 2, p. 48] there exists a hereditarily indecomposable contin-
uum,H say, which separates the plane. Let Ω be a bounded component of R2 \H and
∂Ω its boundary. Then ∂Ω ⊂ H , since points which are not in H (which is closed) are
interior points of their connected component in R2 \H .
Without loss of generality, suppose that in the (ς, τ)-plane








π]× {±a} 6= ∅, a > 0. (4.1)
Denote by S the strip [−π, π]×R and, with a < p < 2a, consider two parallel columns
of copies of Ω, arranged periodically with period 2p in the τ direction, centred on the
lines ς = ±π/2, and with height 2a, as illustrated in the diagram. The copies of Ω in
the right column are translates through (π, p) of those on the left. (Apart from being
open, connected and satisfying (4.1), nothing is known about the shape of Ω, so the
diagram is for illustration only.) Let Ω̂ denote the union of all the copies of Ω in this
arrangement. The key to what follows is the property of Ω̂ that, for all τ ∈ R, the set
{ς : (ς, τ) ∈ Ω̂} has strictly positive measure.
Now by Whitney’s result there exists ψ : R2 → R which is infinitely differentiable,
ψ > 0 on R \ ∂Ω̂, and ψ and all its derivatives are zero on ∂Ω̂. There is no loss
of generality in assuming that ψ is 2p-periodic in τ and equals 1 in the two strips
[7π/8, π]× R and [−π,−7π/8]× R. Now, for (ς, τ) ∈ S, let
ψ−(ς, τ) = −ψ(ς, τ) when (ς, τ) ∈ Ω̂, and ψ−(ς, τ) = 0 otherwise,
ψ+(ς, τ) = ψ(ς, τ) when (ς, τ) ∈ S \ Ω̂, and ψ+(ς, τ) = 0 otherwise.
(4.2)




ψ±(ς, τ) dς, τ ∈ R,
where κ−(τ) < 0 < κ
+(τ), τ ∈ R, and let
ϕ(ς, τ) = κ+(τ)ψ−(ς, τ) − κ−(τ)ψ+(ς, τ). (4.3)
Then ϕ(ς, τ) = −κ−(τ) > 0 when |ς − π| < π/8, ϕ is infinitely differentiable, ∂Ω̂ is
the zero set of ϕ, and
ˆ π
−π
ϕ(ς, τ) dς = 0 for all τ ∈ R. (4.4)




ϕ(s, τ) ds, (ς, τ) ∈ S, (4.5)
then for τ ∈ R,
Φ(−π, τ) = Φ(π, τ) = 0,
∂Φ
∂ς







(π, τ) = 0 for all k > 2.
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With this in mind, an infinitely differentiable function r : R2 → R can be defined by
putting r(0, 0) = 0 and, for (x, y) = ρ(cosϑ, sinϑ) in polar coordinates, let











, ρ > 0, ϑ ∈ [−π, π]. (4.6)





λ‖(x, y)‖2 − r(x, y)
)
= 0,














λρ2 − r̂(ρ, ϑ)
)
= 0 ρ > 0, ϑ ∈ [−π, π].














Therefore, from (4.7) and the construction of Ω̂, it follows that all non-trivial solutions
of (2.2) in this example lie the union of an infinite set of disjoint scaled copies of
∂Ω (see (4.1)) and, since ∂Ω ⊂ H , all the path-connected components of the non-







) is guaranteed by Theorem 1.4.
A Appendix
Proposition A.1. In a metric space (M,d) let G = {Gα : α ∈ A} be an open cover
of a connected set A. Then for any ǫ > 0 and x, y ∈ A, there exists a finite set
{Gα1 , · · · , Gαn} ⊂ G with
x ∈ Gα1 , y ∈ Gαn and Gαi ∩Gαj 6= ∅ if and only if |i− j| 6 1. (A.1)
Proof. Fix x ∈ A and let B ⊂ A be the set of y ∈ A such that (A.1) holds for an
ordered finite subset of G. It is immediate from (A.1) that z ∈ B if z ∈ Gαn ∩ A. So
B is open in A. Now suppose z is in the closure of B in A.
Since G covers A, there exists G ∈ G such that z ∈ G, and there exists y ∈ B with
y ∈ G. Since y ∈ B ∩ G, there exists {Gα̃1 , · · · , Gα̃m} ⊂ G be such that (A.1)
holds. Let k be the smallest element of {1, · · · ,m} for which Gα̃k ∩ G 6= ∅. Then
{Gα̃nj , 1 6 j 6 k} ∪ {G} satisfies (A.1) with z instead of y. So z ∈ B, which proves
that B is closed, as well as open, in A. Since A is connected in M andB 6= ∅, because
x ∈ B, it follows that B = A.
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Corollary A.2. For given x, y ∈ A, a connected set in (M,d), and all ǫ > 0 sufficiently





j) 6= ∅ if and only if |i− j| 6 1, 1 6 i, j 6 nǫ, (A.2)
where Bǫ(a) is the open ball with radius ǫ centred at a in M .











j) 6= ∅ if and only if |i− j| 6 1.
Now let
mǫx = sup{j : Bǫ(x) ∩Bǫ(a
ǫ
j) 6= ∅} and m
ǫ
y = inf{j : Bǫ(y) ∩Bǫ(a
ǫ
j) 6= ∅},
and, with ǫ > 0 sufficiently small that mǫy > m
ǫ




x + 3 and put





, xǫ3 = a
ǫ
mx+1
, · · · , xǫn−1 = a
ǫ
my
, xǫnǫ = y,
to achieve the required result.
Corollary A.3. In the special case when (M,d) is a normed linear space and the balls
Bǫ(x
ǫ
i) are as in Corollary A.2, letL
ǫ














j = ∅ when i+ 1 < j 6 nǫ, i > 1.
Consequently, Lǫ := ∪n−1i=1 L
ǫ
i is a continuous, piecewise-linear, non-self-intersecting
curve joining x to y.
Proof. First suppose that z ∈ Lǫi ∩ L
ǫ
i+1 and z 6= e
ǫ
i+1. Then




i + (1− t)x
ǫ
i+1, s, t ∈ (0, 1],










i+2. If s < t,









a contradiction, and if t < s,













i+1} for all i.
Suppose z ∈ Lǫi ∩ L
ǫ
j for i > 1 and i+ 1 < j 6 nǫ − 1. Then, by (A.2),
‖xǫi − x
ǫ



















j + (1− t)x
ǫ
j+1, s, t ∈ [0, 1],
= (1− s′)xǫi + s
′xǫi+1 = (1− t
′)xǫj + t
′xǫj+1, s
′ = 1− s, t′ = 1− t.





















j+1‖ < 2ǫ(s+ t),



















from which it follows that s′+ t′ > 1, equivalently, s+ t < 1, which is a contradiction.
Since the distinct line segments Lǫi joining centres of balls do not intersect, their union
Lǫ is a continuous, piecewise-linear, non-self-intersecting curve joining x1 to xn.
Definition A.4. A linear chain G is an ordered, finite collection of open sets with
Gi ∩ Gj 6= ∅ if and only if |i − j| 6 1. The Gi, which may not be connected, are the
links of G and an ǫ-linear chain is a linear chain with links of diameter less that ǫ.
If, for all ǫ > 0, a set A can be covered by an ǫ-linear chain, A is said to be chained.
A chained hereditarily indecomposable continuum is called a pseudo-arc.
Remark A.5. According to [4, Thm. 10], in the plane most bounded continua (in the
sense of the Baire Category Theorem in the complete metric space of continua with the
Hausdorff metric) are pseudo-arcs for which the links of the covering ǫ-linear chains
are open disks of diameter less than ǫ. This statement is stronger than (A.2) because
there the chain and its length n depend on ǫ, x and y. WhenA is compact n is bounded
depending only on ǫ (see [1]), but the links of the chain still depend on x, y.
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