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résumé et mots clés
Dans cet article, nous proposons d’améliorer l’estimation de champs de vitesse représentés par un modèle para-
métré, pour le contexte où la séquence temporelle est sous-échantillonnée (résonance magnétique, médecine
nucléaire, tomodensitométrie, élastographie), en incorporant des termes d’ordres supérieurs dans l’approximation
par différences finies de la dérivée partielle temporelle du profil d’intensité et nous formulons une méthode qui
requiert un nombre fixe de trames successives pour son évaluation. Nous décrivons un modèle général de forma-
tion de séquences d’images régies par un champ de vitesse dont l’évolution est décrite par les trajectoires des
pixels de l’image. Nous utilisons ensuite ce modèle dans le contexte de champs de vitesse affines stationnaires. Il
en résulte un estimateur de mouvement par moindres carrés non-linéaires que nous évaluons sur des séquences
d’images synthétiques et échographiques. Nous montrons, dans ce contexte, que l’approche fournit de meilleurs
estimés des champs de vitesse que l’approche conventionnelle avec moindres carrés linéaires.
Champ de vitesse, flux optique, trajectoires, gradients, moindres carrés non linéaires
abstract and key words
In this paper, we propose a motion estimator based on the concept of trajectory using non linear least mean
squares developed for the context of undersampled image sequences (MRI, nuclear medicine, CT, elastography).
We use synthetic and echographic image sequences to evaluate the method. We describe a general model of image
sequence formation submitted to a velocity field using the trajectory equation of each pixel. We then apply this
model to the context of stationary affine velocity fields. We propose to enhance such velocity field estimation in
the situation when the temporal image sequence is undersampled by incorporating higher order terms in the finite
Ce travail a été subventionné par le Conseil de Recherches en Sciences Naturelles et en Génie du Canada et le ministère de l’Éducation du Québec.
1. introduction
Plusieurs modalités d’imagerie (médecine nucléaire, résonance
magnétique, tomodensitométrie, élastographie), présentent une
résolution temporelle relativement faible. Dans ce contexte, les
algorithmes de calcul de champs de vitesse basés sur des estimés
des gradients de l’image peuvent présenter certains problèmes
de stabilité. Dans ce travail, nous proposons une approche visant
à traiter ce type de situation où les résolutions temporelles sont
insuffisantes (en d’autres termes où un nombre parfois très
limité d’images successives est disponible).
En premier lieu, nous présentons un modèle général de forma-
tion de séquences d’images faisant appel aux équations spatio-
temporelles décrivant la trajectoire des pixels que nous dévelop-
pons pour le champ affine stationnaire. Nous abordons le calcul
du champ de vitesse et décrivons l’aspect de l’estimation du
champ de vitesse par un estimateur au sens des moindres carrés.
Nous proposons ensuite l’ajout de termes non linéaires à la
composante temporelle du gradient du profil d’intensité pour
améliorer l’estimation du champ de vitesse. L’amélioration
apportée par la méthode proposée est ensuite illustrée sur des
séquences simulées et réelles.
2. description du modèle 
de formation de
séquences d’images
2.1. modèle général de formation 
de séquences d’images basé 
sur les trajectoires
L’utilisation du concept des trajectoires dans une formulation
spatio-temporelle du problème d’estimation de mouvement pré-
sente plusieurs avantages. En effet, il permet avec une connais-
sance a priori du mouvement une interpolation temporelle et la
génération d’images inter trames de la séquence d’images. Il
permet aussi de réduire la complexité du problème en faisant
usage de modèle paramétrés. On retrouve dans [1] une formula-
tion basée sur les trajectoires en leur imposant une contrainte de
lissage, les même auteurs [2] introduisent un sens physique pour
le calcul des trajectoires en utilisant un concept de moindre
action. Dans le présent travail, nous proposons un calcul de tra-
jectoires en supposant une connaissance a priori du mouvement
à l’aide d’un modèle paramétré en utilisant un formalisme de
référentiels lagrangien et eulérien.
Nous considérons donc un référentiel de coordonnées maté-
rielles q (référentiel lagrangien), dont chaque coordonnée iden-
tifie un point physique de l’objet (par exemple, une cellule d’un
tissu), et le référentiel x de l’observateur (référentiel eulérien)
dans lequel le mouvement sera interprété. La figure (1) illustre
un exemple 2D de tels référentiels aux temps t0 et t0 + ∆t reliés
par la fonction de transformation g des coordonnées q qui,
comme nous le verrons, doit être bi-continue et bi-différentiable
(difféomorphisme).
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difference approximation of  intensity pattern time derivative and we formulate an approach which requires a
fixed number of successive frames. We then show that the proposed method provides better velocity field estima-
tion than  the standard formulation using linear least mean squares.
Velocity field, optical flow, trajectories, gradients, least mean squares
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Figure 1. – Coordonnées matérielles d’un objet en 2D.
On considère dans le référentiel lagrangien un profil d’intensité
exprimé par une fonction I(q, t) stationnaire (pas de modifica-
tions dans le temps). Par exemple, dans ce contexte, le point de
coordonnées matérielles (q2, r3) possède la même intensité aux
temps t0 et t0 + ∆t , mais n’occupe pas la même position dans
le référentiel x de l’observateur (mais occupe les mêmes coor-
données dans le référentiel lagrangien soit (q2, r3)). Autrement
dit, aucun mouvement n’est perçu dans le référentiel lagrangien
et la génération d’une séquence d’images se résume donc à
exprimer la fonction I dans le repère de l’observateur. Pour
simplifier, on choisit un système de coordonnées matérielles qui
coïncide avec le système de l’observateur au temps t0 de
manière à formuler le profil d’intensité de la façon suivante :
I(q, t0) = I(x(t0)) au temps initial t0 (1)
où x représente le repère de l’observateur confondu au temps t0
avec le repère de coordonnées matérielles q. Pour exprimer le
profil d’intensité dans le référentiel de l’observateur, on définit
les fonctions inverses g−1 qui relient les deux systèmes de coor-
données dans le temps (figure 1) pour formuler l’équation (1)
sous la forme :
I(x(t0), t) = I
(
g−1(x(t), t)
)
au temps t (2)
L’équation (2) montre qu’il est possible de relier l’intensité
d’une image au temps t à l’intensité de cette image au temps t0
(à l’aide des fonctions g−1). Dans le cas où le profil d’intensité
I n’a pas de représentation analytique, il faut alors interpoler
numériquement la fonction I aux points définis par les transfor-
mations de coordonnées g. 
En résumé, les fonctions g véhiculent les trajectoires (et g−1 les
trajectoires inverses) des points de l’objet soumis à un champ de
vitesse. Dans la prochaine section nous décrivons ces fonctions
pour une classe particulière de champ de vitesse : le champ de
vitesse affine et stationnaire. Ce type de champ de vitesse per-
met de produire des mouvements élémentaires, tels la rotation,
le cisaillement, la divergence, la translation, ou une combinaison
de ces mouvements et permet une étude locale du mouvement.
2.2. formation de séquences d’images 
avec champs de vitesse affines 
stationnaires
Un champ de vitesse affine stationnaire peut se formuler à l’aide
de [3, 4, 5] :
u =
dx
dt
= Mx + T (3)
où la matrice carrée M et le vecteur de translation T sont
constants et u représente les vitesses des points. L’expression
analytique de la solution de ce système aux conditions initiales
est [6] :
x(t) = ϕ(t− t0)x(t0) +
∫ t
t0
ϕ(t− τ)Td τ (4)
où ϕ(t) est appelée matrice de transition [6] ou matrice princi-
pale [7]. Cette matrice est donnée par [8] :
ϕ(t) = VMdiag
(
eλM t
)
V−1M = e
Mt (5)
où VM est une matrice dont les colonnes sont les vecteurs
propres associés à chacune des valeurs propres λM. En dévelop-
pant l’intégrale de convolution 1 de l’équation (4), on obtient :
x(t) = ϕ(t− t0)x(t0) + [ϕ(t− (t0)− I]M−1 T (6)
où x(t0) représente les conditions initiales du système d’équa-
tions différentielles alors que x(t) sont les coordonnées au
temps t. Avec le modèle de formation d’images (équation 2),
x(t0) est la position dans le référentiel lagrangien et x(t) la
position dans le référentiel eulérien et sont reliées par les trajec-
toires g :
g (x(t0), t) = ϕ(t− t0)x(t0) + [ϕ(t− t0)− I]M−1 T (7)
Les fonctions inverses g−1 (x(t), t) sont alors définies par
(simplement en identifiant x(t) = g (x(t0), t) et x(t0) =
g−1 (x(t), t) et en soustrayant [ϕ(t− t0)− I]M−1 T de part et
d’autre) :
g−1 (x(t), t)=ϕ−1(t−t0)
[
x(t)− [ϕ(t− t0)− I]M−1 T
]
(8)
Ainsi, le modèle de génération de séquences d’images pour les
champs de vitesse affines stationnaires se résume aux équations
(2) et (8). 
3. algorithme de flux optique 
avec champ de vitesse
affine stationnaire
La formulation de cette méthode peut être obtenue en évaluant
la dérivée totale de la fonction d’intensité I
(
g−1(x(t), t)
)
par
rapport au temps (qui selon l’équation (2) fournit les intensités
des pixels dans le référentiel Lagrangien) :
dI
dt
=
∂I
∂g−1
· ∂g
−1
∂I
+
∂I
∂t
= Ig−1 · u + It (9)
où la notation Ig−1 représente les composantes spatiales du gra-
dient ∂
∂g−1
I
(
g−1(x(t), t)
)
de la séquence d’images, It est la
dérivée partielle temporelle ∂I/∂t et u ≡ ∂g
−1
∂t
correspond au
champ de vitesse recherché. On doit donc ajouter des contraintes
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1 Le développement de l’intégrale de convolution dans l’équation (4) diffère
pour certaines formes de la matrice M (M singulière). Des représentations par-
ticulières pour ces cas sont présentées dans [9].
supplémentaires afin de restreindre l’ensemble des solutions
satisfaisant l’équation (9). Une contrainte fréquemment utilisée
dans la littérature force la conservation de l’intensité dans
l’image, c’est-à-dire que l’on pose dI/dt = 0. Cependant, cette
contrainte n’est pas toujours respectée en pratique et son utilisa-
tion constitue une approximation. Toutefois, lorsque le mouve-
ment observé est assez faible et étudié localement, cette
contrainte peut constituer une approximation raisonnable.
L’équation (9) devient alors [10] :
Ix · u = −It (10)
où nous utilisons g−1 ≡ x(t0) afin de simplifier l’écriture (dans
le référentiel lagrangien). La seconde contrainte véhicule la
nature affine et stationnaire du champ de vitesse (équation 3) [5,
11, 12] :
u = Mx + T =
[
θ1 θ2
θ4 θ5
] [
x
y
]
+
[
θ3
θ6
]
(11)
où x est décrit par les variables [x y]T et où θi sont les para-
mètres caractérisant ce champ. En insérant cette contrainte dans
l’équation (10), on obtient une équation avec six inconnues et en
appliquant cette relation à un ensemble de N pixels de l’image,
on obtient un système linéaire surdéterminé décrit sous forme
matricielle par :


Ix1x1 Ix1y1 Ix1 Iy1x1 Iy1y1 Iy1
Ix2x2 Ix2y2 Ix2 Iy3x2 Iy2y2 Iy2
...
...
...
...
...
...
IxNxN IxN yN IxN IyNxN IyN yN IyN




θ1
θ2
θ3
θ4
θ5
θ6

 = −


It1
It2
...
ItN


(12)
où (xi, yi) représentent les coordonnées du ie pixel, et Iti le gra-
dient temporel correspondant. Ce système linéaire peut s’écrire
vectoriellement :
Aθ = b (13)
où la matrice A contient les gradients spatiaux et b les gradients
temporels.
4. estimation du champ 
de vitesse par moindres
carrés linéaires
Pour construire le système d’équations décrit dans (12), on doit
évaluer les gradients de la fonction d’intensité (Ix, It), afin de
calculer la matrice A ainsi que le vecteur b . En pratique, ces
gradients sont calculés à partir des échantillons disponibles dans
la séquence d’images. Par exemple, on peut estimer les compo-
santes spatiales du gradient, Ix, à partir de différences centrées
des échantillons de la première image alors que It peut être
approximé par des différences avant entre les pixels de la
deuxième et de la première image, c’est-à-dire :
Ix ≡ ∂
∂x
I
(
g−1(x(t), t)
) ≈ I(x + ∆x, y, t0)− I(x− ∆x, y, t0)
2∆x
(14a)
Iy ≡ ∂
∂y
I
(
g−1(x(t), t)
) ≈ I(x, y + ∆y)− I(x, y − ∆y)
2∆y
(14b)
It ≡ ∂
∂t
I
(
g−1(x(t), t)
) ≈ I(x, y, t0 − ∆t)− I(x, y, t0)∆t
(15)
où les quantités ∆x, ∆y et ∆t sont fixées par la modalité d’ima-
gerie. L’erreur introduite par ces approximations par différences
finies est proportionnelle à (∆x)2 et (∆y)2 pour Ix, Iy respecti-
vement et à ∆t en ce qui concerne It [13].  Donc, la qualité de
l’estimation du champ de vitesse est étroitement liée à la préci-
sion des gradients de l’images [14]. Une façon d’améliorer l’es-
timation des gradients de l’image est de contrôler les fréquences
d’échantillonnage spatiales et temporelles (∆x,∆y et ∆t). Par
contre, les limitations physiques du système d’imagerie inter-
viennent pour fixer la résolution spatio-temporelle.  Ainsi, en
considérant que les gradients de l’image sont approximés par
différences finies, le système d’équations décrit en (13) devient :
(A + δA)θ = b + δb (16)
où les erreurs (perturbations) δA et δb viennent modifier l’esti-
mation du vecteur paramètre θ. Cependant, pour certains sys-
tèmes d’imagerie médicaux, la résolution temporelle est faible ;
c’est pourquoi nous proposons d’améliorer l’estimation numé-
rique de It. Autrement dit, nous nous intéressons à évaluer la
composante de δb de l’équation (16) correspondant à l’erreur
d’approximation numérique de It tout en négligeant δA (erreur
sur Ix et Iy).  On étudie alors le système :
Aθ = b + δb (17)
Sous cette forme, on note que le terme δb représente ce qu’il faut
ajouter à l’approximation numérique It (terme b) afin d’obtenir
un estimé plus précis de la dérivée temporelle. Avec cette for-
mulation, il est toujours supposé que la variation globale d’in-
tensité sur la zone de calcul considérée, dI/dt = 0, est respec-
tée. Dans l’approche conventionnelle, le calcul s’effectue avec la
composante temporelle du gradient (b) par différences finies
sans tenir compte de l’erreur de cette approximation (δb = 0).
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Dans ce contexte, l’estimation au sens des moindres carrés
linéaires (MCL) de θ , notée ˆθ , est donnée par :
ˆθ = (ATA)−1ATb (18)
pour autant que l’inverse de la matrice ATA existe, ce qui n’est
pas toujours le cas [9]. La quantité ˆθ représente donc l’estima-
tion des paramètres du mouvement du champ de vitesse qui
minimise au sens des moindres carrés le résidu (r) de régres-
sion, c’est-à-dire :
min︸︷︷︸
θ
||r||2 où  r = b−Aθ (19)
En reformulant l’équation (18), il est possible d’isoler l’effet de
l’erreur d’approximation du gradient (δb) : ˆθ = (ATA)−1AT
= (y + δb − δb). Sous cette forme, l’espérance de ˆθ donne :
E
[
ˆθ
]
=E
[
(ATA)−1AT (b + δb)− (ATA)−1ATδby
]
=E
[
(ATA)−1AT (b + δb)
]
−E
[
(ATA)−1ATδb
]
= θnb −E
[
(ATA)−1ATδb
]
︸ ︷︷ ︸
B=biais
(20)
où l’on a utilisé la linéarité de l’opérateur d’espérance. On
observe que E
[
ˆθ
]
est composée de deux parties : la solution
exacte non biaisée, notée  θnb = θ , et un biais venant dégrader
l’estimation du champ de vitesse. L’équation (20) met en évi-
dence la relation de proportionnalité entre le biais ( B) et l’erreur
d’approximation de la composante temporelle du gradient (δb).
Ce biais est nul si δb est indépendant de A et de moyenne nulle.
Toutefois, dans la prochaine section, on montre que l’erreur
d’estimation de la composante temporelle du gradient (terme
δb qui correspondant à l’erreur de troncature de la dérivée It)
dépend de A et de θ , ce qui introduit un biais indésirable. Par
contre, si cette erreur de troncature pour l’approximation numé-
rique est incluse dans l’estimation de It (terme b), le terme δb
devient indépendant de A [9]. Enfin, on montre que la variance
de l’estimation du champ de vitesse s’exprime par le deuxième
moment autour de la moyenne non baisée :
cov
[
ˆθ
]
=E
[[
ˆθ − θnb
] [
ˆθ − θnb
]T]
= cov
[
δθ
]
=cov
[
(ATA)−1ATδb
] (21)
Dans la prochaine section, nous allons considérer l’équation
(17) en évaluant le terme δb qui correspond à l’erreur d’ap-
proximation numérique (erreur de troncature) de It. Autrement
dit, nous allons introduire l’erreur (δb = 0) inhérente à l’utilisa-
tion de différences finies afin d’améliorer le gradient temporel
de I. C’est cette approche combinée à l’utilisation du concept de
trajectoire qui permet un estimé d’ordre supérieur sans nécessi-
ter un plus grand nombre de trames successives.
5. estimation du champ 
de vitesse par moindres
carrés non linéaires
Afin d’améliorer l’estimation du champ de vitesse, on étudie
l’expression de l’approximation numérique de It. On montre
plus loin que cette erreur est dépendante de θ , ce qui transforme
le système linéaire (17) en un système non linéaire :
Aθ = b + δb(θ) (22)
que l’on peut écrire sous la forme :
Aθ − δb(θ)−b = 0 (23)
où l’on cherche à minimiser la somme des carrés des résidus par
moindres carrés non linéaires (MCnL) :
min︸︷︷︸
θ
||r||2 où r = Aθ − δb(θ)−b (24)
Ce problème d’optimisation fait appel à des méthodes itératives.
Les résultats de cet article ont été obtenus avec l’algorithme de
Levenberg-Marquardt [15] disponible dans l’environnement
Matlab et appliquée pour le calcul de l’inconnue θ [16]. Une
autre approche est proposée dans [12] où une variation globale
d’intensité sur la zone considérée est autorisée. Mathématique-
ment, on pourrait faire correspondre ces termes additionnels au
paramètre de variation globale d’intensité présenté dans [12].
Cependant, l’approche que nous proposons, où une représenta-
tion mathématique découlant d’un développement d’ordre supé-
rieur de la série de Taylor pour l’estimation des gradients d’in-
tensité It est utilisée, est conceptuellement différente. Il faut
aussi mentionner que l’approche proposée est développée en
monorésolution. Les mêmes concepts pourraient être formulés
dans une approche multirésolution. Cependant, selon le type
d’images à traiter, certaines approches multirésolution ne sont
pas sans problème (par exemple, des estimés optimaux de
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vitesse obtenus à une échelle donnée peuvent être détériorés à
une échelle plus fine). De plus, certaines font usage de repré-
sentations numériques sur plus de deux points pour améliorer le
calcul de It ce qui nécessite plus de deux images successives
[17].
Dans ce qui suit, nous développons le terme δb(θ) qui corres-
pond à l’erreur d’estimation de It. Pour ce faire, on considère le
développement en série de Taylor de la fonction d’intensité
I
(
g−1(x(t), t)
)
autour de (xi, t + ∆t) :
I
(
g−1(xi, t + ∆t)
)
=
3∑
n=0
(∆t)n
n!
Itn
(
g−1(xi, t)
)
+ o(∆t4) (25)
où le terme O(∆t4) regroupe tous les termes d’ordre supérieur.
En isolant la dérivée du premier ordre, It
(
g−1(xi, t)
)
dans
l’équation (25), on obtient la formule de différences arrière bien
connue en analyse numérique [13]:
It
(
g−1(xi, t)
)
=
I
(
g
−1
(xi, t + ∆t)
)
− I (g−1(xi, t))
∆t︸ ︷︷ ︸
b
−
3∑
n=2
(∆t)n−1
n!
Itn
(
g−1(xi, t)
)
︸ ︷︷ ︸
δb
+O(∆t4)
(26)
L’erreur d’approximation du gradient temporel est assimilée aux
termes d’ordre deux et trois de l’équation (26) (dont nous mon-
trons le développement en annexe):
δb(θ) = −
3∑
n=2
(∆t)n−1
n!
Itn
(
g−1(xi, t)
) (27)
La raison de se limiter à l’ordre trois est reliée aux concepts de
dissipation et de dispersion numériques associés à l’équation
(22). En effet, en général lorsque le terme dominant associé à
une erreur de troncature (termes non retenus dans le développe-
ment en série) est d’ordre pair, la solution numérique a un com-
portement dissipatif et lorsque le terme dominant est d’ordre
impair, la solution numérique a un comportement dispersif. En
pratique, un comportement dissipatif a tendance à lisser les solu-
tions alors qu’un comportement dispersif peut introduire des
oscillations dans la solution. En retenant les termes d’ordre trois,
le terme dominant (∆t4) présente donc un comportement dissi-
patif [18].
Pour un champ affine stationnaire, la dépendance par rapport à
θ est véhiculée par la matrice M et le vecteur T présents dans
les fonctions g−1 (11). Cette estimation de l’erreur sur It est
valable pour autant que la série de Taylor (25) soit convergente
ou, plus précisément, que les termes d'ordre supérieur (O(∆t4))
soient négligeables. Notons que les termes d’ordre supérieur
peuvent faire partie de la représentation numérique de It. Par
exemple, si l’on utilise une différence centrée, le terme en ∆t de
(26) est inclus dans l’approximation de la dérivée et l’erreur est
donc de l’ordre de ∆t3. Enfin, pour utiliser (27), on doit évaluer
les dérivées partielles d’ordre n par rapport au temps de la fonc-
tion d’intensité, :
Itn =
n∑
k=1
(Ig−1)tk−1(g
−1)tn−k+1
(n− 1)!
(n− k)!(k − 1)! (28)
(
g−1
)
tn
= (−1)nMn−1
[
Mg−1 + T
]
(29)
où Itn représente la dérivée partielle temporelle d’ordre n de la
fonction d’intensité I soit ∂
nI
∂tn
, Ig−1 sont les dérivées partielles
spatiales du premier ordre de I soit ∂I
∂g−1
ou encore 
∂I
∂x(t0)
dans
le référentiel lagrangien,
(
g−1
)
tn
sont les dérivées temporelles
d’ordre n des trajectoires inverses ∂
ng−1
∂tn
et I(g−1)k sont les
dérivées temporelles d’ordre k de Ig−1, soit 
∂kg−1
∂tk
. Ces for-
mules ont été obtenues par inspection en étudiant les dévelop-
pements de quelques ordres supérieurs. On trouve en annexe un
développement plus détaillé de ces relations. 
6. résultats avec séquences
d’images simulées
Nous utilisons le modèle de formation d’images, décrit à la sec-
tion 2, que nous appliquons, dans un premier temps, à une image
constituée de gaussiennes et, dans un deuxième temps, à des
images échographiques simulées selon un modèle décrit dans
[19, 20].
La figure (2a) montre l’image gaussienne qui est soumise au
mouvement illustré à la figure (3b) et décrit au tableau (1). Nous
avons appliqué le même champ de vitesse pendant une période
de temps ∆t variant de 1/50 à 1/10 s. La figure (3) montre les
résultats d’estimation pour les six paramètres du champ de
vitesse obtenus avec la méthode conventionnelle par moindres
carrés linéaires (MCL en traits pointillés) et avec la méthode
proposée par moindres carrés non linéaires (MCnL en traits
continus). Dans cette figure l’axe vertical représente la valeur du
paramètre et l’axe horizontal est le pas de temps.
Les résultats indiquent que les coefficients du champ de vitesse
sont mieux estimés par la méthode proposée (MCnL) que par la
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                   (a)                                                            (b)
Figure 2. – Exemple (a) d’image gaussienne et (b) du champ de vitesse utilisé pour la génération de la séquence.
θ1 = 1.7168 s -1 θ2 = 0.1843 s -1
θ4 = 0.1843 s -1 θ5 = 1.5040  s -1
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Figure 3. – Résultats d’estimation des paramètres du champ utilisés pour la génération de la séquence. Paramètres utilisés : a) θ1 = 1.7168 s−1 , b) θ2 =
0.1843 s−1 , c) θ3 = 0 mm/s, d) θ4 = 0.1843 s−1 , e) θ5 = 1.5040 s−1 et f) θ6 = 0 mm/s. Ces résultats illustrent les estimations de chaque paramètre du champ
de vitesse pour différents pas d’échantillonnage. Les courbes en traits pointillés représentent les estimations évaluées par moindres carrés linéaires (MCL),
les courbes en traits continus montrent l’estimation par moindres carrés non linéaires (MCnL) et les lignes horizontales illustrent la valeur de chaque com-
posante θi utilisée dans la simulation.
méthode conventionnelle (MCL). La figure (4) résume les résul-
tats de simulation par l’erreur relative globale en norme eucli-
dienne entre les paramètres des champs de vitesse estimé ( ˆθ ) et
simulé θ en fonction des différents pas d’échantillonnage utili-
sés :
e =
||θ − ˆθ||
||θ|| ∗ 100 (30)
montre une image de texture échographique simulée type et (5b)
illustre le champ de vitesse appliqué à ces images simulées et le
tableau (2) résume les conditions de simulation. La figure (6) et
le tableau (3) résument les résultats obtenus.
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Périodes d’échantillonnage ∆x = ∆y = 0.063 mm
Champ de vitesse M =
[
θ1 θ2
θ4 θ5
]
=
[
1.7168 0.1843
0.1843 1.5040
]
,
simulé (équation 3)
T =
[
θ3
θ6
]
=
[
0
0
]
Région d’intérêt Taille des images :
128 × 128 pixels ⇒(8 mm×8mm)
Tableau 1. – Paramètres utilisés pour la génération de la séquence gaus-
sienne.
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Figure 4. – Erreurs euclidiennes d’estimation des paramètres du champ
utilisés pour les images gaussiennes.
Nous avons ensuite simulé 100 réalisations statistiques indé-
pendantes de paires d’images échographiques mode B repré-
sentant la déformation de 100 tissus différents soumis à un
même mouvement 2. À partir de ces 100 paires d’images, nous
avons comparé les estimations du champ de vitesse obtenues
par moindres carrés linéaires et non linéaires. La figure (5a)
2 Notons que dans ce contexte d’image échographique simulée, nous sommes
limités en ce qui concerne les variations du pas d’échantillonnage temporel. En
effet, étant donné les caractéristiques du modèle de formation d’image, les
images successives deviennent décorrellées avec des ∆t croissants.
                (a)                                                  (b)
Figure 5. – Exemple (a) d’image de texture d’échographie simulée et (b) du
champ de vitesse utilisé pour la génération de la séquence.
Écart-type latéral σx = 0.1716 mm
de la réponse impulsionnelle
Écart-type axial σy = 0.6860 mm
de la réponse impulsionnelle
Fréquence du transducteur f = 3 MHz
Périodes d’échantillonnage ∆x = ∆y = 0.063 mm,
∆t = 1/50 s
Tableau 2. – Paramètres utilisés pour la génération de la séquence  de la
texture échographie simulée mode B.
(a) θ
MCL [1.7168 0.1843 0.0000 0.1843 1.5040 0.0000]
MCnL [1.7168 0.1843 0.0000 0.1843 1.5040 0.0000]
(b) ˆθ
MCL [1.3132 0.1274 0.0071 0.1805 1.1593 0.0150]
MCnL [1.7587 0.1797 0.0245 0.1750 1.4219 – 0.0047]
(c) B
MCL [0.4046 0.0569 – 0.0071 0.0038 0.3447 – 0.0150]
MCnL [– 0.0419 0.0046 – 0.0245 0.0093 0.0821 0.0047]
(d) σ(θ)
MCL [0.1026 0.0931 0.1941 0.3540 0.3800 0.8250]
MCnL [0.0672 0.0901 0.1841 0.3079 0.3709 0.8633]
(e) Erreur
MCL 23.28 %
MCnL 4.18 %
Tableau 3. – Résumé des résultats d’estimation des paramètres du champ
pour les textures échographiques simulées. a) Paramètres du champ de
vitesse recherchés, b) Moyenne des paramètres du champ de vitesse estimés ;
c) Biais moyen des paramètres du champ de vitesse estimés B = ˆθ − θ ,
d) Écarts-types observés des paramètres du champ de vitesses estimés et e)
Norme de l’erreur des paramètres du champ de vitesse moyen (équation 30).
Ces figures montrent que la méthode proposée (MCnL traits
continus) fournit des résultats qui ont moins de variabilité que la
méthode conventionnelle (MCL en traits pointillés). Le tableau
(3) et la figure (6) montrent bien la réduction du biais que pro-
cure l’estimateur MCnL, particulièrement pour les paramètres
θ (1) (0.04 vs 0.40 /s) et θ (5) (0.08 vs 0.34 /s). Cette réduction
du biais se traduit par une baisse de l’erreur quadratique sur le
champ de vitesse moyen (4.18 % vs 23.28 %). 
Soulignons qu’avec une approche standard de développement en
série de Taylor, plusieurs images successives de la séquence
temporelle sont nécessaires pour l’amélioration de l’estimation
de gradient, la formulation proposée requiert un nombre fixe
d’images successives, l’amélioration étant obtenue par le pro-
cessus itératif de la méthode (ce qui peut aussi s’interpréter
comme une interpolation non-linéaire des trajectoires des
pixels). Ceci pourrait présenter des avantages pour les cas pra-
tiques où les séquences temporelles sont sous-échantillonnées.
De telles situations sont courantes, notamment en médecine
nucléaire, en résonance magnétique nucléaire et en tomodensi-
tométrie (CT), où les temps d’acquisition et de formation des
images sont importants. 
7. résultats sur une séquence
d’images réelles
Dans cette section nous illustrons l’utilisation de la méthode sur
une séquence d’images échographiques représentant l’action du
muscle extenseur propre de l’auriculaire afin d’évaluer la défor-
mation lorsque le sujet lève et descend son auriculaire. La raison
de ce choix est que ce muscle est le seul qui réagit lors du mou-
vement de l’auriculaire ce qui permet de mieux isoler la zone
d’intérêt et limite la complexité du problème. La figure (7a)
illustre l’anatomie de l’avant-bras alors que les figures (7b) et
(7c) montrent une image typique et la zone d’intérêt considérée
pour les calculs de flux optique. La séquence a été obtenue à une
fréquence de 30 images par seconde pendant 9 secondes avec un
appareil échographique Hitachi (EUB-405) muni d’une sonde
linéaire de 7.5 MHz (EUP-L33S). La numérisation des images a
été effectuée avec l’équipement suivant : 1) un numériseur 8 bits
XVideo « (modèle XV-24SVC-VIO) avec le logiciel Video-
Tool » (Parallax Graphics Inc.), 2) une station Sun avec SunOs
et OpenWin et 3)  un vidéo super-VHS Mitsubishi BV-2000. 
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  θ 1  = 1.7168 s -1 θ2 = 0.1843 s -1 θ 3 = 0
  θ 4 = 0.1843 s -1 θ 5 = 1.5040 s -1 θ 6 = 0
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Figure 6. – Résultats d’estimation des paramètres du champ utilisés pour la génération de la séquence. Paramètres utilisés  : a) θ1 = 1.7168 s-1, b) θ2 = 0.1843
s−1 , c) θ3 = 0 mm/s d) θ4 = 0.1843 s−1 , e) θ5 = 1.5040 s−1 et f) θ6 = 0 mm/s. Ces résultats montrent les 100 estimations de chaque paramètre θi par les deux
méthodes (les moindres carrés linéaires (MCL) en traits pointillés et les moindres carrés non linéaires (MCnL) en traits continus).
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Figure 7. – a) Illustration de l’emplacement anatomique de l’extenseur de l’auriculaire, b) Image type de séquence d’images mode B tel que fournie par l’ap-
pareil échographique et c) Zone considérée délimitant l’extenseur de l’auriculaire.
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Figure 8. – Résultats d’estimation des paramètres du champ utilisés pour la séquence échographique de l’extenseur de l’auriculaire. Pour θ1 à θ4 l’ordon-
née est un s−1 , pour θ5 et θ6 l’ordonnée est en mm et pour l’ensemble des résultats l’abscisse est en secondes (les résultats des moindres carrés linéaires (MCL)
sont en traits continus et ceux correspondant des moindres carrés non linéaires (MCnL) sont en traits pointillés.
Les résultats présentés sont associés au champ de déplacement
(6) des pixels. On évalue la matrice ϕ(t) à partir des estimations
du champ de vitesse entre chaque paire d’images (Mi et Ti).
Pour évaluer la matrice ϕ(t), il faut cumuler les matrices inter-
médiaires ϕi(∆t) estimées entre chaque paire d’images de la
séquence, c’est-à-dire :
ϕ(k∆t) =
k∏
i=1
ϕ(∆t) avec  ϕi(∆t) = eMi∆t (31)
De façon similaire, la translation cumulée au t0 + k∆t s’exprime
par :
Td(k∆t) =
k∑
i=1
(ϕi(∆t)i−1[ϕi(∆t)− I]M−1i Ti (32)
Les figures (8a) à (8d) montrent les composantes de déformation
biaxiale correspondant à la dilatation et la contraction du muscle
dans le temps. La nature cyclique des signaux obtenus est asso-
ciée au mouvement de l’auriculaire lors de l’acquisition des
images. Ainsi, les dilatations/contractions selon les axes princi-
paux de déformation sont de l’ordre de 0.5 % et 1 % respective-
ment. On note un phénomène de dérive pour les deux méthodes
de calcul (MCL et MCnL). On remarque aussi certaines diffi-
cultés des algorithmes en particulier pour la deuxième compo-
sante de la translation. Ces difficultés peuvent être causées par
des variations importantes des intensités dans les images écho-
graphiques en raison d’un mauvais couplage mécanique de la
sonde échographique. Toutefois, il apparaît dans ces figures que
le biais semble moins important avec la méthode proposée
(moins de dérive). Il peut y avoir plusieurs origines à ce biais
résiduel : il y a toujours une erreur de troncature sur It bien que
d’ordre supérieur, les estimés de Ix et Iy sont du premier ordre,
l’hypothèse de constance des intensités sur la zone considérée
dI/dt = 0 n’est pas respectée et la présence de bruit dans les
images réelles.
8. discussion et conclusion
La qualité de l’estimation du champ de vitesse par la méthode
du flux optique est directement liée à la précision de l’estimation
des gradients de la fonction d’intensité. Ainsi, nous avons pro-
posé d’améliorer l’approximation par différences finies de la
composante temporelle du gradient, It, en considérant l’ajout
des termes d’ordre supérieur de la série de Taylor du profil d’in-
tensité qui, combiné à un formalisme sur les trajectoires des
pixels, nous mène à la formulation d’un système non linéaire
dont la solution fait appel à des techniques itératives. 
La méthode pourrait être très intéressante pour les cas où très
peu d’images successives sont disponibles (par exemple, l’élas-
tographie avec seulement deux images successives [21]). En
effet, comme nous l’avons mentionné, contrairement à une
approche standard de développement en série de Taylor, où plu-
sieurs images successives de la séquence temporelle sont néces-
saires pour l’amélioration de l’estimation de gradient, la formu-
lation proposée requiert un nombre fixe d’images successives. Il
est possible aussi d’imaginer une généralisation de l’approche
en incluant davantage de termes d’ordre supérieur dans le déve-
loppement en série de Taylor. Ceci se traduirait par un système
non linéaire d’ordre n au lieu d’un système d’ordre trois tel que
présenté dans cet article. 
Il faut souligner, comme nous l’avons déjà mentionné, que l’hy-
pothèse de variation globale d’intensité sur la zone de calcul est
en partie compensée par les termes d’ordres supérieurs du déve-
loppement en série des gradients d’intensité. Il faut aussi men-
tionner que pour les images d’intérêt dans le présent travail
(images de transmittance), il n’y a pas de concept de réflexion
spéculaire ou de variations d’éclairage. De plus, le contexte
choisi exclut le problème des occultations. Enfin, les images
simulées n’étaient pas bruitées, le but étant de vérifier le com-
portement de l’algorithme dans les meilleures conditions.
Cependant, l’impact du bruit peut être apprécié avec les essais
sur les images réelles de la  séquence échographique de l’exten-
seur de l’auriculaire.
Le modèle de mouvement choisi (modèle affine) est un modèle
simplifié qui ne peut tenir compte de mouvement très complexe.
Il est cependant satisfaisant pour des études locales de mouve-
ment. Mentionnons toutefois que le concept de trajectoires ne
nécessite pas de se limiter au modèle affine. Des modèles plus
complexes (polynomiaux, combinaisons de fonctions élémen-
taires et même les solutions d’opérateurs aux dérivées partielles)
pourraient être utilisés. Ceci permettrait par exemple d’utiliser
comme modèle générant les trajectoires l’opérateur physique de
l’équation d’état qui gouverne le phénomène d’intérêt. 
Annexe : compléments de développement
pour les équations (27), (28) et (29)
La première étape est le calcul de la dérivée temporelle des tra-
jectoires inverses g−1, on montre que celles-ci peuvent s’expri-
mer en terme de g. En effet, avec l’équation (3), nous avons :
∂
∂t
g−1(x(t), t) =
∂
∂t
ϕ−1(t− t0)x(t0)−
{
∂
∂t
ϕ−1(t− t0)
[ϕ(t− t0)− I]M−1 T + ϕ−1(t− t0) ∂
∂t(
[ϕ(t− t0)− I]M−1 T
)}
En se référant à l’équation (5), on calcule la dérivée de la
matrice de transition ϕ de la façon suivante :
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∂∂t
ϕ−1(t) =
∂
∂t
{
VM
[
e−λM1t 0
0 e−λM2t
]
V −1M
}
= VM
[−λM1e−λM1t 0
0 −λM2e−λM2t
]
V −1M
= VM
[−λM1 0
0 −λM2
] [
e−λM1t 0
0 e−λM2t
]
V −1M
= VM
[−λM1 0
0 −λM2
]
V −1M
VM
[
e−λM1t 0
0 e−λM2t
]
V −1M = −Mϕ−1(t)
Ce dernier résultat découle du fait que λM1 et λM2 et VM sont
respectivement les valeurs propres et la matrice des vecteurs
propres associées à la matrice M, ce qui donne la diagonalisa-
tion suivante M = VMΛ V −1M avec Λ la matrice diagonale for-
mée des valeurs propres λM1 et λM2 .  Un résultat presque iden-
tique (à un signe près) est obtenu pour la dérivée de ϕ. Cette
propriété découle de la représentation du modèle affine et du fait
que la matrice de transition pour ce cas a une forme exponen-
tielle. Avec ces résultats, nous obtenons le développement sui-
vant :
∂
∂t
g−1(x(t), t) = −Mϕ−1(t− t0)x(t0)
− {−Mϕ−1(t− t0) [ϕ(t− t0)− I]M−1
Tϕ−1(t− t0) [Mϕ(t− t0)]M−1 T
}
= −M {ϕ−1(t− t0) [x(t0)− [ϕ(t− t0)
−I]M−1 T
]}
−ϕ−1(t− t0)Mϕ(t− t0)M−1 T
Nous reconnaissons dans le premier regroupement l’expression
de g−1 que l’on retrouve à l’équation (8). Nous avons donc :
∂
∂t
g−1(x(t), t) = −Mg−1 − ϕ−1(t− t0)Mϕ(t− t0)M−1 T
En se référant aux représentations matricielles pour ϕ et T, nous
obtenons pour le second terme :
ϕ−1(t− t0)Mϕ(t− t0)M−1 T
=VM
[
e−λM1t 0
0 e−λM2t
]
V −1M MVM
[
eλM1t 0
0 eλM2t
]
V −1M M
−1 T
= VM
[
e−λM1t 0
0 e−λM2t
]
Λ
[
eλM1t 0
0 eλM2t
]
V −1M M
−1 T
= VMΛ
[
e−λM1t T 0
0 e−λM2t
] [
eλM1t 0
0 eλM2t
]
V −1M M
−1 T
= VMΛIV −1M M
−1 = MM−1 = I T
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Ce qui permet de réécrire l’équation précédente sous la forme
suivante :
∂
∂t
g−1 = −Mg−1 − T
On constate donc qu’en raison de la matrice de transition qui a
une forme exponentielle pour le cas du modèle affine, la dérivée
temporelle des trajectoires inverses est en proportionnalité avec
les trajectoires inverses elle mêmes. En effectuant les mêmes
opérations, on arrive aux expressions suivantes pour les dérivées
d’ordre supérieur des trajectoires :
∂
∂t
g−1 = −Mg−1 − T , ∂
2
∂t2
g−1 = M2g−1 +MT,
∂3
∂t3
g−1 = −M3g−1 −M2 T
Par inspection, on déduit la relation de récurrence suivante
(équation (29) de l’article):
(g−1)tn = (−1)nMn−1
[
Mg−1 + T
]
Pour les dérivées temporelles des intensités, nous avons:
∂
∂t
I =
∂I
∂g−1
∂g−1
∂t
+
∂I
∂h−1
∂h−1
∂t
=
(
∂
∂g−1
I,
∂
∂g−1
I
)
·
(
∂g−1
∂t
,
∂h−1
∂t
)
=
(
Ig−1 , Ih−1
)·(g−1t , h−1t )=Ig−1 ·g−1t
où nous utilisons la notation Ig−1 =
(
Ig−1 , Ih−1
)
et
g−1t =
(
g−1t , h
−1
t
)
. On peut alors montrer que les dérivées
d’ordre supérieur de I peuvent s’écrire de la manière suivante :
∂2
∂t2
=
∂
∂t
(
∂I
∂g−1
∂g−1
∂t
+
∂I
∂h−1
∂h−1
∂t
)
=
∂I
∂g−1
∂2g−1
∂t2
+
∂
∂t
(
∂I
∂g−1
)
∂g−1
∂t
+
∂I
∂h−1
∂2h−1
∂t2
+
∂
∂t
(
∂I
∂h−1
)
∂h−1
∂t
= Ig−1 · g−1t2 +
(
Ig−1
) · g−1t
avec la notation 
(
Ig−1
)
t
=
((
Ig−1
)
t
, (Ih−1)t
)
=
(
∂
∂t
(
∂I
∂g−1
)
,
∂
∂t
(
∂I
∂h−1
))
et g−1t2 =
(
∂2g−1
∂t2
,
∂2h−1
∂t2
)
. De manière simi-
laire, on développe la dérivée d’ordre trois de la façon suivante :
∂3
∂t3
I=
∂
∂t
(
∂I
∂g−1
∂2g−1
∂t2
+
∂
∂t
(
∂I
∂g−1
)
∂g−1
∂t
+
∂I
∂h−1
∂2h−1
∂t2
+
∂
∂t
(
∂I
∂h−1
)
∂h−1
∂t
)
=
∂I
∂g−1
∂3g−1
∂t3
+
∂
∂t
(
∂I
∂g−1
)
∂2g−1
∂t2
+
∂
∂t
(
∂I
∂g−1
)
∂2g−1
∂t2
+
∂2
∂t2
(
∂I
∂g−1
)
∂g−1
∂t
+
∂I
∂h−1
∂3h−1
∂t3
+
∂
∂t
(
∂I
∂h−1
)
∂2h−1
∂t2
+
∂
∂t
(
∂I
∂h−1
)
∂2h−1
∂t2
+
∂2
∂t2
(
∂I
∂h−1
)
∂h−1
∂t
= Ig−1 · g−1t3 + 2
(
Ig−1
)
t
· g−1t2 + (Ig−1)t2 · g−1t
Avec le développement des autres ordres, on reconnaît la struc-
ture du développement binomial (triangle de Pascal), ce qui per-
met de généralisé à l’équation (28) :
Itn =
n∑
k=1
(Ig−1)tk−1(g
−1)tn−k+1
(n− 1)!
(n− k)!(k − 1)!
En utilisant les relations présentées précédemment, la relation
suivante pour l’erreur d’approximation (équation (27)) est obte-
nue :
δy
(
θ
)
= Ig−1
{[
(∆t)2
6
M2 − ∆t
2
M
] [
Mg−1 + T
]}
+ I(g−1)2
{[
∆t
2
Id− (∆t)
2
3
M
] [
Mg−1 + T
]}
+ I(g−1)3
{
(∆t)2
6
[
Mg−1 + T
]}
Liste des notations et symboles
g, g−1 Fonction de transformation des coordonnées
E Opérateur d’espérance mathématique
I(x, y, t) Fonction d’intensité de la séquence d’images
M Matrice caractérisant les composantes du champ
linéaire de vitesse
MCL Estimateur par moindres carrés linéaires
MCnL Estimateur par moindres carrés non linéaires
q Coordonnées matérielles 
t Variable temporelle
T Vecteur caractérisant les composantes de translation
du champ de vitesse
u Vecteur de vitesse affine stationnaire
VM Matrice de diagonalisation 
x Coordonnées du repère fixe de l’observateur
δb Perturbations des termes temporels
δΛ Perturbations des termes spatiaux
θ, ˆθ Vecteur des paramètres du champ de vitesse, esti-
mation au sens des moindres carrés du vecteur des
paramètres du champ de vitesse
ϕ Matrice de transition
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