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Abstract: We study the root of unity limit of the lens elliptic gamma function solution of
the star-triangle relation, for an integrable model with continuous and discrete spin variables.
This limit involves taking an elliptic nome to a primitive rN -th root of unity, where r is an
existing integer parameter of the lens elliptic gamma function, and N is an additional integer
parameter. This is a singular limit of the star-triangle relation, and at subleading order of
an asymptotic expansion, another star-triangle relation is obtained for a model with discrete
spin variables in ZrN . Some special choices of solutions of equation of motion are shown to
result in well-known discrete spin solutions of the star-triangle relation. The saddle point
equations themselves are identified with three-leg forms of “3D-consistent” classical discrete
integrable equations, known as Q4 and Q3(δ=0). We also comment on the implications for
supersymmetric gauge theories, and in particular comment on a close parallel with the works
of Nekrasov and Shatashvili.
Contents
1 Introduction 1
2 Definitions 3
2.1 Lens elliptic gamma function 3
2.2 Boltzmann weights 4
2.3 Star-triangle relation 5
3 Root-of-unity limit 6
3.1 Expansion of the star-triangle relation 7
3.2 Change of variables 9
3.3 Leading order (O(h̵−1)) expansion 10
3.4 Subleading order (O(h̵0)) expansion: 11
4 Discrete spin solutions of the star-triangle relation 14
4.1 Kashiwara-Miwa model 17
4.2 Trigonometric limit 19
4.3 Fateev-Zamolodchikov model 21
4.4 Chiral Potts model 21
4.4.1 Reparametrization 21
4.4.2 Chiral Potts curve 23
4.4.3 Uniqueness: homogeneous case 24
4.4.4 Uniqueness: inhomogeneous case 25
5 Comments on Gauge Theory Interpretation 26
5.1 Geometry of S1 × S3/Zr 26
5.2 Saddle point and Gauge/Bethe correspondence 27
6 Conclusion 29
A Jacobi theta functions 32
1 Introduction
The star-triangle relation (STR) is one of the most important forms of the Yang-Baxter
equation, for integrability of two-dimensional models of statistical mechanics [1]. These are
models where spins are located at the vertices of a lattice, or more generally vertices of a
planar graph, and interactions take place between nearest-neighbour spins that are connected
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by edges. Many important integrable models fall into this class, including the Ising model
[1], and chiral Potts model [2, 3], and also more recent continuous spin master type models
[4], which contain the discrete spin models in special limits.1
Recently, a new master type solution of the STR has been discovered [6, 7], with spins
that have a combination of continuous and discrete components. We call this the lens-
elliptic gamma function solution of the STR, since the Boltzmann weights of the model
are expressed in terms of products of the so-called lens elliptic gamma function [7–9]. The
resulting integrable model is one of the most general known solutions of the Yang-Baxter
equation, containing all previously known solutions of the STR that involve single component
spins [4]. The corresponding integrable model is labelled by a positive integer r, and also
depends on two complex valued elliptic nomes p and q, that enter into the definition of the
lens elliptic gamma function. The case of r = 1 is equivalent to the “master solution” of the
STR [4], that has continuous spins taking values in [0, π], while for general r > 1 the model
considered here has additional discrete spin components taking values in Zr.
The Boltzmann weights of the model were originally obtained in the context of the
Gauge/YBE correspondence [6, 10, 11], where starting with a four-dimensional N = 1 quiver
gauge theory, a corresponding solution of the Yang-Baxter equation is obtained by computing
supersymmetric indices; Yang-Baxter equality is guaranteed by Yang-Baxter duality, stating
that a certain pair of N = 1 quiver gauge theories flow to the same fixed point in the long-
distance limit. The case of the S1 × S3/Zr index [8] (which we call the lens index) with
SU(Nc) gauge groups, corresponds to an integrable model with spins in RNc−1 and (Zr)Nc−1
[6],2 which for Nc > 2 doesn’t satisfy the STR, but rather satisfies the star-star relation [6, 25],
the latter being related to another form of the Yang-Baxter equation [27]. Only in the special
case of Nc = 2 is a STR satisfied [7], which corresponds to the lens elliptic gamma function
solution of the STR mentioned above.
In this paper we study the limit of the lens elliptic gamma function solution of the STR,
where one of the elliptic nomes goes to a root of unity. This is a singular limit of the lens
elliptic gamma function, where its asymptotics can be expressed in terms of products of
Jacobi theta functions. Accordingly this is also a singular limit of the Boltzmann weights,
and in Section 3 we utilise a saddle point method to evaluate the STR. At subleading order
O(1) of an asymptotic expansion of the STR, another form of the STR is obtained for an
integrable lattice model which only has discrete spin components. Specifically, it is found that
the continuous component of the spin, is replaced by a sum over the saddle points labelled
by integers ZN , while the discrete component of the spin remains unchanged. Thus this limit
results in an STR for a lattice model that depends on two types of discrete spins, which
take values in Zr, and ZN , respectively. After evaluating the STR on a saddle point, it is
found (after a suitable change of variables and use of modular transformations of Jacobi theta
1See e.g. [5] for a recent review of such continuous and discrete spin solutions of the STR.
2For the case of r = 1, the S1 × S3 partition function [12, 13] generates the r = 1 solution of [4, 14, 15], see
e.g. [10, 11]. See also [5, 15–26] for some more related works on the relation between quiver gauge theories
and integrable models.
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functions) that these two types of spins are effectively described in terms of a single spin,
that takes values in ZrN . Thus the final expression for the STR which is given in Section 4,
corresponds to an integrable ZrN -state lattice model.
The latter ZrN model, in fact turns out to essentially be equivalent to the ZN model that
was obtained in the r = 1 case [4], up to the change of N → rN in the latter. This connection is
rather unexpected, considering that the subleading order O(1) asymptotics of the lens elliptic
gamma function, given in Section 3, are quite different for the respective cases of r = 1, and
r > 1. Thus identically to the r = 1 case [4], special solutions of the saddle point equation
for the general r > 1 case considered in Section 4, will result in the Kashiwara-Miwa [28],
Fateev-Zamolodchikov [29], and chiral Potts models [2, 3]. For the latter case, it is shown in
Section 4.4 that for the particular choice of variables, the chiral Potts curve is the unique curve
that arises in order to satisfy the saddle point equation. This provides new insight into the
appearance of the chiral Potts curve in the rapidity parameterisation of the chiral Potts model.
The saddle point equations themselves, are found to be identical to the equations found for
the r = 1 case [4], and are identified as three-leg forms of the classical “3D-consistent” discrete
lattice equations known as Q4, and Q3(δ=0) [30] (the latter arises in the trigonometric limit).
This is a new example (for r > 1) of the recently observed correspondence [4, 5, 31, 32] between
quantum integrable models that satisfy the Yang-Baxter equation, and classical integrable
equations that satisfy the 3D-consistency condition. In Section 5 the implications of this
work to supersymmetric gauge theories is considered, along with parallels with the works
of Nekrasov and Shatashvili. Finally, several aspects for future work are discussed in the
Conclusion.
2 Definitions
2.1 Lens elliptic gamma function
Define a positive integer parameter r, taking values
r = 1,2, . . . , (2.1)
and define two complex elliptic nomes as
p = eπiτ1 , q = eπiτ2 , Im(τ1) , Im(τ2) > 0 . (2.2)
The lens elliptic gamma function [8, 9] depends on the values of the elliptic nomes (2.2),
a complex variable z, and an integer variable m ∈ {0,1, . . . , r − 1}, and is defined as [7]
Φ(z,m ; p,q) = exp( im(r −m)
6r
(6z + π(r − 2m)(τ1 − τ2 − 1)))
×Φ1 (z + (r
2
−m)πτ1 ; pq,pr) Φ1 (z − (r
2
−m)πτ2 ; pq,qr) , (2.3)
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where Φ1(z;p,q) is the regular elliptic gamma function3 [33, 34]
Φ1(z ; p,q) = ∞∏
j,k=0
1 − e2izp2j+1q2k+1
1 − e−2izp2j+1q2k+1 = ∞∏j=0 (e
2izp2j+1q ; q2)∞(e−2izp2j+1q ; q2)∞ . (2.4)
For r = 1 the expression (2.3) is equivalent to (2.4).
Due to the special choice of normalisation of (2.3),4 the function satisfies the important
properties
Φ(z,m ; p,q)Φ(−z,−m ; p,q) = 1 , Φ(z,m + kr ; p,q) = Φ(z,m ; p,q) , k ∈ Z , (2.5)
and
Φ(z + 2πr,m ; p,q) = Φ(z,m ; p,q) . (2.6)
For brevity we often drop the elliptic nomes in the argument of Φ(z,m ; p,q), and write
it as
Φ(z,m) ∶= Φ(z,m ; p,q) . (2.7)
2.2 Boltzmann weights
In the lattice model of statistical mechanics considered here [7], we have a spin σi = (xi,mi)
at each vertex i, with components that take values xi ∈ [0, π] and mi ∈ {0,1, . . . , r − 1}. The
integration measure for this spin is defined as
∑
σ0
∶= r−1∑
m0=0
∫ π
0
dx0 . (2.8)
The explicit expression for the edge Boltzmann weights, given in terms of the lens elliptic
gamma function (2.3), are
W (α ∣σi, σj) = Φ(xi − xj + iα,mi −mj)Φ(xi + xj + iα,mi +mj)
Φ(xi − xj − iα,mi −mj)Φ(xi + xj − iα,mi +mj) ,
W (α ∣σi, σj) =W (η −α ∣σi, σj) , (2.9)
where η is the crossing parameter, defined as
η = −πi
2
(τ1 + τ2) . (2.10)
The Boltzmann weights (2.9) satisfy the symmetries
W (α ∣σi, σj) =W (α ∣σj , σi) , W (α ∣σi, σj) W (−α ∣σi, σj) = 1 , (2.11)
3Another notation in the literature is Γ(x ; p,q) = ∏
∞
j,k=0
1−x−1pj+1qk+1
1−xpjqk
. The two notations are related by
Φ1(z ; p,q) = Γ(e
2iz
pq ; p2,q2).
4Interestingly the normalisation of (2.3) can be expressed entirely in terms of multiple Bernoulli polynomials
[22], but this property will not be used for this paper.
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and are invariant under the shifts
xi → xi + π , xj → xj + π , mi →mi + r , mj →mj + r , (2.12)
as well as the combined shift
(xi, xj ,mi,mj)→ (−xi,−xj ,−mi,−mj) . (2.13)
The vertex Boltzmann weight is defined as
S(σi) = e ηr2 − 8ηm2ir
π
ϑ1(2(xi − πmiτ1) ∣ rτ1)ϑ1(2(xi + πmiτ2) ∣ rτ2)
= G(τ1r)G(τ2r)
Φ(2xi + iη,2mi)Φ(−2xi + iη,−2mi) ,
(2.14)
where ϑ1(z ∣ τ) is the Jacobi theta function, defined in (A.1), and G(τ1) is a q-Pochhammer
symbol, defined in (A.3). The vertex Boltzmann weight (2.14) is a function of the single spin
σi only, and does not depend on the value of a spectral variable α. It is also invariant under
the shifts (2.12), (2.13), for the components xi and mi.
Finally the spin-independent normalisation factor R(α1, α3) is defined as
R(α1, α3) = Φ(i(η − 2α1),0)Φ(i(η − 2α3),0)
Φ(i(η − 2(α1 +α3)),0) . (2.15)
Note that the normalization factor R(α1, α3), also has a special factorisation as
R(α1, α3) = κ(η −α1)
κ(α1) κ(η − α3)κ(α3) κ(α1 +α3)κ(η −α1 − α3) , (2.16)
where κ(α) is given for 0 ≤ α < η by
κ(α) ∶= exp{∑
n≠0
eαn((pq)rn − (pq)−rn)
n((pq)2n − (pq)−2n)(prn − p−rn)(qrn − q−rn)} . (2.17)
This function satisfies the pair of functional equations
κ(η −α)
κ(α) = Φ0(i(η − 2α)) , κ(α)κ(−α) = 1 . (2.18)
The functions (2.9), (2.14), (2.15), also depend implicitly on the elliptic nomes (2.2).
2.3 Star-triangle relation
The functions (2.9), (2.14), (2.15) define a solution of the following star-triangle relation
∑
σ0
S(σ0)W (α1 ∣σ0, σ1) W (α1 + α3 ∣σ0, σ2) W (α3 ∣σ0, σ3)
= R(α1, α3)W (α1 ∣σ2, σ3) W (α1 + α3 ∣σ1, σ3) W (α3 ∣σ1, σ2) , (2.19)
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with integration measure given by (2.8).
In (2.19) there are five explicit independent variables σ1, σ2, σ3, and α1, α3; in addition the
Boltzmann weights may depend implicitly on some additional parameters, such as a system
temperature or elliptic nome, as is the case here. For lattice models of statistical mechanics,
the Boltzmann weights W (α ∣σi, σj), W (α ∣σi, σj) are edge weights that characterise interac-
tions between two spins σi, σj connected by an edge of the lattice, S(σi) is a self-interaction
weight associated to vertices of the lattice. The sum in (2.19) is taken over the set of values
assigned to a spin σ. In this case the sum is defined in (2.8), while in other cases the set is
a discrete subset ZN of integer spin states, or a continuous subset of values on the real line[a, b], where in the latter case the measure is ∑σ0 → ∫ ba dσ0. Equation (2.19) is a typical form
of the star-triangle relation for the majority of lattice models of statistical mechanics, with
the notable exception of the chiral Potts model, which is presented in Section 4.4.
As mentioned in the introduction, (2.19) also has interesting applications outside of
integrable models of statistical mechanics. For example, (2.19) may be directly interpreted
as the Seiberg duality [35] of pairs of N = 1 S1 × S3/Zr indices [8] of supersymmetric gauge
theory, while in the area of elliptic hypergeometric functions, (2.19) is an identity that extends
the elliptic beta integral [36] to the case of both complex and integer variables, and appears as
a simplest case of a transformation formula between elliptic hypergeometric “sum/integrals”
on the An and BCn root systems [25].
3 Root-of-unity limit
In this section, the following root of unity limit will be considered5
p = eπiτ , q = e− h̵r ζ , h̵→ 0+ , (3.1)
with ζ being a primitive 2rN -th root of unity (ζ = e 2pii2rN ). In (3.1), we have set τ1 → τ , since
there is now only one τ parameter to consider.
For the purposes here, it is convenient to introduce the following shifted variables
zˆ = z + πm
rN
, τˆ = Nτ + 1
r
. (3.2)
The key equations for evaluating the star-triangle relation in the limit (3.1), are the root of
unity asymptotics of the lens elliptic gamma function, which may be expressed as
logΦ(z,m) = h̵−1Φ(−1)(z,m) + logΦ(0)(z,m) +O(h̵) , (3.3)
where
Φ(−1)(z,m) = i
N
∫ zˆ
0
du logϑ4 (Nu ∣ τˆ ) , (3.4)
5Either of the elliptic nomes p, or q, may be taken to a root of unity. The lens elliptic gamma function
changes by a factor epiim(r−m)(r−2m)/(3r) under the simultaneous transformation q↔ p, and m↔ r −m (while
the STR (2.19) is invariant under this transformation), and so the difference between the two cases is superficial.
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and
Φ(0)(z,m) = exp( im(r −m)
6r2N
(6rNz + π(r − 2m)(rN(τ − 1) − 1)))
× N−1∏
k1=0
r−1∏
k2=0
ϑ4 (zˆ + π
N
(k1 + 1) − πτˆ
2N
(2k2 + 1) + πrτ
2
∣ rτ) rN−2r(k1+1)+2k2−2m+12rN
× ∣m∣−1∏
k=0
ϑ4 (zˆ − ε(m)πτˆ
2N
(2k + 1) + πrτ
2
∣ rτ)ε(m) ,
(3.5)
where ϑ4(z ∣ τ) is one of the Jacobi theta functions defined in (A.1), and the ε function here
is defined as
ε(m) = { 1 , m ≥ 0 ,−1 , m < 0 . (3.6)
The leading order asymptotics (3.4), come entirely from the singular factor Φ1(z −(r/2−
m)πτ2 ; pq,qr) in the definition of the lens elliptic gamma function (2.3), while the other
factors in (2.3) are O(1). Particularly, (3.5) is equivalent to the product of the non-singular
factor Φ1(z + (r/2 −m)πτ1 ; pq,pr) in (2.3), and the O(1) contribution of the singular factor
Φ1(z − (r/2−m)πτ2 ; pq,qr) (and the O(1) contribution of the exponential factor). The final
expression (3.5) is obtained after rearranging the resulting infinite products into the form of
Jacobi theta functions appearing in (A.1), while any remaining infinite products (not in the
form of (A.1)) end up cancelling out.
Note that at leading order, there is only dependence on z andm through the combination
zˆ, while at subleading order there is also a dependence on z andm that appears outside of this
combination. This means that zˆ, may be taken as a new complex variable, with effectively
no dependence on discrete spins at leading order. Also the leading asymptotic term (3.4) is
invariant under a shift of zˆ → zˆ + πn
N
, where n is an integer, while the subleading asymptotic
term (3.5) changes non-trivially under the same shift. The nπ/N periodicity of the leading
asymptotics will need to be taken into account when evaluating the star-triangle relation in
the following section.
3.1 Expansion of the star-triangle relation
Since the leading asymptotics of the lens elliptic gamma function (3.4) are O(h̵−1), the ex-
pansion of the star-triangle relation (2.19) will have the form
r−1∑
m0=0
∫ 2π
0
dx0√
h̵
exp (1
h̵
A☆(xˆ0 ; xˆi ; α1, α3) +B☆(x0,m0 ; xi,mi ; α1, α3))
= exp (1
h̵
A△(xˆi ; α1, α3) +B△(xi ; mi ; α1, α3)) (1 +O(h̵)) , (3.7)
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where A☆(xˆ0 ; xˆi ; α1, α3), A△(xˆi ; α1, α3), B☆(x0,m0 ; xi,mi ; α1, α3), B△(xi ; mi ; α1, α3),
are independent of h̵. The factor of 1/√h̵ in (3.7) comes from the calculation of the asymp-
totics of the factor S(x) in the star-triangle relation (2.19) (this is an O(log h̵) contribu-
tion inside the exponential). Since they are constructed from (3.4), the leading asymp-
totic terms A☆(xˆ0 ; xˆi ; α1, α3), and A△(xˆi ; α1, α3), depend on xi, and mi, only through
the combination xˆi, while the next order asymptotic terms B☆(x0,m0 ; xi,mi ; α1, α3), and
B△(xi ; mi ; α1, α3), also depend on xi and mi outside of this combination, as in (3.5).
In the limit h̵ → 0, the left hand side of (3.7) can be evaluated with a saddle point
method. The saddle point xˆ∗, is given by the solution to the equation
∂A☆(xˆ0 ; xˆi ; α1, α3)
∂xˆ0
∣
xˆ0=xˆ∗
= 0 . (3.8)
Due to the dependence only on the shifted variables xˆi, the left hand side of (3.7) is a sum
of r integrals, with r different saddle points for m0 = 0, . . . , r − 1, each satisfying (3.8).
The equation (3.8) is evaluated for fixed choices of the variables xˆi, αi, and thus the
saddle point x∗ in general depends on the values of xˆi, and αi. It is also assumed here that
there exists a solution to (3.8). If there are multiple saddle points that give different values of
A☆(xˆ0 ; xˆi ; α1, α3), then typically it is only needed to consider the saddle point which gives
the largest absolute value of A☆(xˆ0 ; xˆi ; α1, α3), since the contributions from any other saddle
points will become relatively smaller exponentially as h̵ → 0. The situation here also has a
subtlety due to the form of the leading asymptotics (3.4), where the saddle point equation
(3.8) is invariant under a shift xˆ0 → xˆ0 + π/N , meaning that there are N saddle points:
xˆ∗ = ζ + πn
N
, 0 ≤ Re ζ < π
N
, n = 0,1, . . . ,N − 1 , (3.9)
in the interval [0, π], which give the same maximum value of A☆(xˆ∗ ; xˆi ; α1, α3). In this
case the contribution of each saddle point needs to be considered, and the difference in the
contributions only will manifest through the asymptotics at subleading order (3.5), where
there is no longer an invariance under the shift xˆ0 → xˆ0 + π/N .
Once the saddle points have been determined (some explicit solutions will be given in Sec-
tion 4), the left hand side of (3.7) may be evaluated through a standard Gaussian integration
as
exp ( 1
h̵
A☆(xˆ∗ ; xˆi ; α1, α3) +B☆(x∗,m0 ; xi,mi ; α1, α3))
( 1
2π
∂2A☆(xˆ0 ; xˆi ;α1,α3)
∂xˆ2
0
∣
xˆ0=xˆ∗
)
1
2
(1 +O(h̵)) . (3.10)
Since the star-triangle relation (2.19) is an equality, the asymptotic expansion of both
sides should be consistent at each order in h̵. This leads to new star-triangle type identities,
that must hold at each order in h̵. In the case of (3.7), the following classical star-triangle
relation is found at leading order O(h̵−1)
A☆(xˆ∗ ; xˆi ; α1, α3) = A△(xˆi ; α1, α3) , (3.11)
– 8 –
while the subleading order O(h̵0) gives the star-triangle relation
N−1∑
m0=0
⎧⎪⎪⎨⎪⎪⎩B☆ (x∗ + 2πmN ,m0 ; xi,mi ; α1, α3) + log( 12π ∂
2A☆(xˆ0 ; xˆi ; α1, α3)
∂xˆ20
)−
1
2
xˆ0=xˆ∗+
2pim
N
⎫⎪⎪⎬⎪⎪⎭= B∆(xi ; mi ; α1, α3) . (3.12)
In (3.12), there is a sum that is required to count the contributions from the N saddle
points6 coming from (3.9). Explicit forms of the equations (3.11) and (3.12) will be given in
Section 4. A main result of this paper is showing that (3.12) has the standard form of the
star-triangle relation (2.19), and special solutions of (3.8) correspond to well-known integrable
models of statistical mechanics.
3.2 Change of variables
Since the saddle point equations are invariant under the shift xˆi → xˆi + πk/N , for integers k,
in the following the spin will be redefined as
xˆi = ζi + πni
N
, 0 ≤ Reζ < π
N
, ni = 0, . . . ,N − 1 . (3.13)
Also observe that in the limit (3.1), the crossing parameter (2.10) is
η = −πi
2
(τ + 1
rN
) , h̵→ 0 . (3.14)
It turns out that it is more suitable here to analyse the equations (3.7), (3.8), in a set of
variables where the (renormalised) crossing parameter is on the real line. For example, in the
limit (3.1), this may be done with the following change of variable
η′ ∶= irNη
1 + rNτ = π2 . (3.15)
This then implies the following additional changes of variables in (3.7)
φi = (ζi + rπτ
4
) rN
1 + rNτ , θi = irNαi1 + rNτ , τ ′ = rNτ1 + rNτ . (3.16)
Implementing the above change of variables, for the asymptotics given in (3.4), and (3.5),
requires repeated use of the modular transformation identities for the Jacobi theta functions
listed in Appendix A.
There are several advantages of working in the variables φi, θi, τ
′, instead of the variables
xi, αi, τ . For example, following the change of variables (3.16), the Boltzmann weights of
6In general, to determine the relative weights for different saddle points we need to decompose the inte-
gration contour (which in this case is a real line) into an integer linear combination of Lefschetz thimbles
corresponding to different saddle points, and the relative weights for the saddle points are determined by
the integer coefficients (see e.g. [37] and more recently [38]). In our problem it is natural to assume the ZN
“replica symmetry” exchanging different saddle points to be unbroken, and we will assume this throughout.
This ensures that we should sum over different saddle points with the same weights.
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the star-triangle relation (3.12) will be seen to have the usual “additive” form, and a physical
regime for the corresponding model may be found by typically restricting the new variables
φi, θi, to take values in a certain subset of the real line. Furthermore the constant value of the
crossing parameter (3.15) is straightforwardly identified with the crossing parameter usually
seen for integrable lattice models, which makes the comparison to known integrable models
simpler. Also with the new variables (3.16), some explicit solutions of the equation of motion
(3.9) are found for special values of the φi, and θi, whereas it is typically non-trivial to find
solutions of (3.9) for general values of the xˆi, αi.
3.3 Leading order (O(h̵−1)) expansion
In terms of the variables φi, θi, defined in (3.16), the leading asymptotics of the star-triangle
relation (3.7) may be written as
A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3) = L(θ1 ∣φ0, φ1) +L(θ1 + θ3 ∣φ0, φ2) +L(θ3 ∣φ0, φ3) +C(φ0) , (3.17)
A△(φ1, φ2, φ3 ; θ1, θ3) = L(θ1 ∣φ2, φ3) +L(θ1 + θ3 ∣φ1, φ3) +L(θ3 ∣φ1, φ2) , (3.18)
where C(φi) is the leading O(h̵−1) asymptotic of the Boltzmann weight S(σi), given by
C(φi) = −( 1
rN
2φi − rπ2
1 − τ ′ )2 , 0 ≤ Re(4rN(1 − τ ′)φi + πrτ ′) ≤ 2πN , (3.19)
with period φi → φi + π2rN2(1−τ ′) .
The functions L(θ ∣φi, φj) and L(θ ∣φi, φj) are the leading asymptotics of the edge Boltz-
mann weights (2.9), given by
L(θ ∣φi, φj) = θ
π
(C(φi) +C(φj))
+ i
rN2(1 − τ ′) {∫ φi+φjrpi
2
dz log
ϑ3(θ + z ∣ rτ ′)
ϑ3(θ − z ∣ rτ ′) + ∫ φi−φj0 dz log ϑ2(θ + z ∣ rτ ′)ϑ2(θ − z ∣ rτ ′)} ,
(3.20)
and
L(θ ∣φi, φj) = L(η′ − θ ∣φi, φj) . (3.21)
Note that the factorisation (2.16) has been used to conveniently combine the leading asymp-
totics of the factor R(α1, α3) in (2.15), with the leading asymptotics of the edge Boltzmann
weights (2.9).
The function (3.20) satisfies
L(θ ∣φi, φj) = L(θ ∣φj , φi) , L(−θ ∣φi, φj) = −L(θ ∣φi, φj) , (3.22)
which are classical manifestations of the symmetries of the Boltzmann weights (2.11).
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From (3.20), and (3.21), the saddle point equation (3.8) is explicitly written as
(Ψ(η′ − θ1 ∣φ0, φ1) +Ψ(θ1 + θ3 ∣φ0, φ2) +Ψ(η′ − θ3 ∣φ0, φ3))φ0=φ∗ = 0 , (3.23)
where
Ψ(θ ∣φi, φj) = log ϑ3(θ + (φi + φj) ∣ rτ ′)
ϑ3(θ − (φi + φj) ∣ rτ ′) + log ϑ2(θ + (φi − φj) ∣ rτ ′)ϑ2(θ − (φi − φj) ∣ rτ ′) . (3.24)
The asymptotics of the star-triangle relation (3.7) are governed by solutions of (3.23),
and particularly the classical star-triangle relation (3.11), defined by (3.17), and (3.18), must
hold on solutions φ∗ of (3.23). Interestingly, the equation (3.23) appears in the literature as
the “three-leg form” of Q4, the latter being the top level classical discrete integrable equation
in a particular classification by Adler, Bobenko, Suris (ABS) [30], based on the concept of
“3D-consistency”. The appearance of Q4 in (3.23) is not unexpected, since the equations of
the ABS classification have been seen to arise also in the quasi-classical limit of various other
solutions of the star-triangle relation [4, 5, 31]. Particularly, the results of the classification of
[30] suggest that Q4 is the only equation that can be expected to appear as the saddle point
equation (3.23) at the elliptic level.
3.4 Subleading order (O(h̵0)) expansion:
Next consider the subleading order O(h̵0) expansion of the star-triangle relation (3.7), where
there is now additional dependence on the discrete spin variables mi, and also the discrete
variables ni, which enter through the redefinition (3.13).
In the following let xi denote a triplet of variables
xi = (φi,mi, ni) , (3.25)
where the components are φi ∈ R, mi ∈ {0,1, . . . , r − 1}, ni ∈ {0,1, . . . ,N − 1}.
Define also functions Pj(θ ∣x), and Fj(θ ∣x) as the following products of Jacobi theta
functions
Pj(θ ∣x) = rN∏
k=1
⎛⎜⎜⎝
ϑj (πnN + φ+θrN + π(2k−1)2rN ∣ τ ′N )
ϑj (πnN + φ−θrN + π(2k−1)2rN ∣ τ ′N )
⎞⎟⎟⎠
rN−2(k+m)+1
2rN
∣m∣∏
k=1
⎛⎜⎜⎝
ϑj (πnN + φ+θrN − ε(m)π(2k−1)2rN ∣ τ ′N )
ϑj (πnN + φ−θrN − ε(m)π(2k−1)2rN ∣ τ ′N )
⎞⎟⎟⎠
ε(m)
,
(3.26)
Fj(θ ∣x) = rN∏
k=1
(ϑj (πn
N
+ φ + θ
rN
+ π(2k − 1)
2rN
∣ τ ′
N
) ϑj (πn
N
+ φ − θ
rN
+ π(2k − 1)
2rN
∣ τ ′
N
)) −12rN. (3.27)
Both of these functions are even functions of the spin x in (3.25), satisfying
Pj(θ ∣x) = Pj(θ ∣ − x) , Fj(θ ∣x) = Fj(θ ∣ − x) (3.28)
where −x = (−φ,−m,−n).
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Then the subleading asymptotics of the star-triangle relation (3.7) may be written as
exp (B☆(x0,x1,x2,x3, θ1, θ3)) = Q(θ1 ∣x0,x1)P (θ1 + θ3 ∣x0,x2)Q(θ3 ∣x0,x3)S(x0) , (3.29)
exp (B△(x1,x2,x3, θ1, θ3)) = P (θ1 ∣x2,x3)Q(θ1 + θ3 ∣x1,x3)P (θ3 ∣x1,x2)R, (3.30)
where
P (θ ∣xi,xj) = P4(θ ∣xi + xj)P1(θ ∣xi − xj) , (3.31)
Q(θ ∣xi,xj) = P4(η′ − θ ∣xi + xj)P1(η′ − θ ∣xi − xj)F4(η′ − θ ∣xi + xj)F1(η′ − θ ∣xi − xj) ,
(3.32)
are the subleading asymptotics of the edge Boltzmann weights (2.9) (up to exponential factors
that have no overall contribution to the star-triangle relation (3.7)).
Due to (3.28), these functions are symmetric in the exchange of xi and xj, satisfying
P (θ ∣xi,xj) = P (θ ∣xj ,xi) , Q(θ ∣xi,xj) = Q(θ ∣xj ,xi) . (3.33)
The factor S(x) in (3.29) is given by
S(x) = epiiτ ′8N√
2πrN
ϑ4 ( 2φ
rN
+ 2πn
N
− 2πm
rN
∣ τ ′
N
) , (3.34)
and the factor R in (3.30) is given by
R = epiiτ ′r8 K(θ1)K(θ3)
K(θ1 + θ3) , (3.35)
where
K(θ) = rN∏
k=1
ϑ1 ( 2θ
rN
− πk
rN
∣ τ ′
N
) 12− krN . (3.36)
Up to exponential factors (which have no overall contribution to the star-triangle relation
(3.7)), (3.34), and (3.35), correspond to the subleading asymptotics of the vertex Boltzmann
weight (2.14), and the normalisation factor (2.15), respectively. Both (3.34), and (3.35), can
be derived from the asymptotics of the elliptic gamma function (3.3), for example.
At this order of the expansion, the normalisation factor in (3.12) that involves a second
derivative of the action also needs to be calculated. This essentially involves determining
a useful expression for the factor ∂2A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3)/∂φ20∣φ0=φ∗ , in terms of Jacobi
theta functions (or other known functions). This is non-trivial to compute directly.
One possible method that may be used to find a useful expression for this factor, is to
utilise Equation (3.12) for r = N = 1. Defining
A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3)∣r=N=1 ∶= A(1)☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3) ,
B☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3)∣r=N=1 ∶= B(1)☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3) ,
B△(φ1, φ2, φ3 ; θ1, θ3)∣r=N=1 ∶= B(1)△ (φ1, φ2, φ3 ; θ1, θ3) ,
(3.37)
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for r = N = 1, (3.12) may be written as
log
⎛⎝ 12π ∂2A
(1)
☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3)
∂φ20
⎞⎠
− 1
2
φ0=φ∗
+B(1)☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3) = B(1)△ (φ1, φ2, φ3 ; θ1, θ3) .
(3.38)
Now note that the difference in the leading asymptotic term A☆ for general r,N ≥ 1, and the
leading term A1☆ for r = N = 1, is a rescaling of τ ′:
A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3 ; τ ′) = A(1)☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3 ; rτ ′) , (3.39)
where the dependence on the parameter τ ′, has now been included as the last argument of
A☆, and A
(1)
☆ . This then implies that a saddle point φ∗ for general r,N ≥ 1, and a saddle
point φ
(1)
∗ for r = N = 1, are related by
φ∗∣τ=τ ′ = φ(1)∗ ∣τ=rτ ′ . (3.40)
For all cases considered here, the saddle point is in fact independent of τ , and consequently
the above saddle points are equivalent.
The general expression for the second derivative evaluated at the saddle point may then
be written as
1
2π
∂2A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3)
∂φ20
∣
φ0=φ∗
= exp (2B(1)☆ (φ0 ; φ1, φ2, φ3 ; θ1, θ3 ; rτ ′))
exp (2B(1)△ (φ1, φ2, φ3 ; θ1, θ3 ; rτ ′) . (3.41)
Since Φ(0)(z,m) = 1 for r = N = 1, there will be no contribution from any Pj(θ ∣x) factors.
Then from the above expressions (3.29), (3.30), evaluated at r = N = 1, the second derivative
may be written explicitly as
∂2A☆(φ0 ; φ1, φ2, φ3 ; θ1, θ3)
∂φ20
∣
φ0=φ∗
= D(θ1 ∣φ∗, φ1)D(θ3 ∣φ∗, φ3)
D(θ1 + θ3 ∣φ1, φ3) , (3.42)
where
D(θ ∣φi, φj) = ϑ1(2θ ∣ rτ ′)ϑ4(2φi ∣ rτ ′)ϑ4(2φj ∣ rτ ′)
ϑ4(φi + φj ± θ ∣ rτ ′)ϑ1(φi − φj ± θ ∣ rτ ′) , (3.43)
and ± represents a product of two factors with + and − respectively.
Equation (3.42) is the final expression for the second derivative factor that will be used
in the following section, where it will contribute to the R factor of the star-triangle relation.
Note also that similar expressions involving the second derivative of a three-leg form, were
previously derived in the consideration of the quasi-classical limit of various different solutions
of the star-triangle relation for the case r = 1 [5]. In fact the expression (3.42) could be derived
from the formulas in Appendix B of [5] after using a simple change of variables, due to the
property (3.39).
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4 Discrete spin solutions of the star-triangle relation
The expressions of the subleading O(h̵0) asymptotics derived in the previous section will be
used to write equation (3.12), in the desired form of the star-triangle relation (2.19). Such
a star-triangle relation is for an integrable spin model of statistical mechanics, with discrete
spins taking values in ZrN . It will be seen that different solutions of (3.23) correspond to
some important integrable models. However there are additional variables φ0, φ1, φ2, φ3, which
also are parameters of the model that need to be considered, and furthermore φ0 is required
to satisfy the saddle point equation (3.23). This makes the general form of the Boltzmann
weights quite complicated, except for some special cases.
In this section to simplify notations the primed variables will be written as non-primed
variables, so that
η = π
2
, (4.1)
and τ is an independent parameter.
Define also the discrete spin variables ai taking values in ZrN , in terms of the discrete
spin components ni, and mi, as
ai = rni −mi . (4.2)
Now let P (θ ∣φi, φj) and Q(θ ∣φi, φj) denote the functions (3.31), (3.32), for the case of
mi =mj = ni = nj = 0, i.e.,
P (θ ∣φi, φj) ∶= P (θ ∣ (φi,0,0), (φj ,0,0)) , (4.3)
Q(θ ∣φi, φj) ∶= Q(θ ∣ (φi,0,0), (φj ,0,0)) . (4.4)
Then the functions (3.31), (3.32) of the previous section can be written in the form
P (θ ∣xi,xj) = P (θ ∣φi, φj)W (θ ∣ (φi, ai), (φj , aj)) , (4.5)
Q(θ ∣xi,xj) = Q(θ ∣φi, φj)W (θ ∣ (φi, ai), (φj , aj)) , (4.6)
where the edge Boltzmann weights in (4.5), (4.6) are given by
W (θ ∣ (φi, ai), (φj , aj)) = w4,3(θ ∣φi + φj , ai + aj)w1,2(θ ∣φi − φj , ai − aj) , (4.7)
and
W (θ ∣ (φi, ai), (φj , aj)) =W (η − θ ∣ (φi, ai), (φj , aj)) , (4.8)
where
wj1,j2(θ ∣φ,a) = (ϑj2(φ + θ ∣ rτ)
ϑj2(φ − θ ∣ rτ))
a
rN ×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a∏
k=1
ϑj1 (φ−θrN + π(2k−1)2rN ∣ τN )
ϑj1 (φ+θrN + π(2k−1)2rN ∣ τN ) a ≥ 1 ,
−a∏
k=1
ϑj1 (φ+θrN − π(2k−1)2rN ∣ τN )
ϑj1 (φ−θrN − π(2k−1)2rN ∣ τN ) a < 1 .
(4.9)
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The function wj1,j2(θ ∣φ,a) satisfies the periodicity with respect to rN
wj1,j2(θ ∣φ,a) = wj1,j2(θ ∣φ,a + rN) . (4.10)
Consequently the edge Boltzmann weights (4.7), (4.8), satisfy a similar periodicity. The edge
Boltzmann weights also satisfy the symmetry
W (θ ∣ (φi, ai), (φj , aj)) =W (θ ∣ (φj , aj), (φi, ai)) , (4.11)
and
W (θ ∣ (φi,0), (φj ,0)) = 1 . (4.12)
Because of the symmetry (4.11), except for some special choices of the φi, φj , satisfying (3.23),
the Boltzmann weights will generally be chiral with respect to the discrete spins ai, aj .
The corresponding vertex Boltzmann weight is given by
S(φ,a) = epiiτ8N√
rN
ϑ4 (2πa
rN
+ 2φ
rN
∣ τ
N
) , (4.13)
and satisfies a similar a periodicity to the edge Boltzmann weights
S (φ,a + rN
2
) = S(φ,a) . (4.14)
The normalisation factor R consists of a combination of the remaining factors coming
from (3.35), (3.42), (4.5), (4.6), and depends on the variables θ1, θ3, and φ0, φ1, φ2, φ3. The
R factor is defined in terms of (4.3), and the following factor
r(θ ∣φi, φj) = epiirτ8 ϑ1(2θ ∣ rτ)
Q(θ ∣φi, φj) ( ϑ4(2φx ∣ rτ)ϑ4(2φy ∣ rτ)ϑ4(φx + φy ± θ ∣ rτ)ϑ1(φx − φy ± θ ∣ rτ) )
1
2 rN∏
k=1
ϑ1 (2θ − πk
rN
∣ τ
N
) −krN,
(4.15)
as
R = r(θ1 ∣φ0, φ1) r(θ3 ∣φ0, φ3)
r(θ1 + θ3 ∣φ1, φ3) P (θ1 ∣φ2, φ3)P (θ3 ∣φ1, φ2)P (θ1 + θ3 ∣φ0, φ2) . (4.16)
Note that the ordering of two spins φi, φj, doesn’t matter in arguments of r(θ ∣φi, φj), and
P (θ ∣φi, φj), which follows from the definition (4.15), and the symmetries (3.33).
Then the Boltzmann weights (4.7), (4.8), (4.13), (4.16), satisfy the star-triangle relation:
rN−1∑
a0=0
S(φ∗, a0)W (θ1 ∣ (φ∗, a0), (φ1, a1))W (θ1 + θ3 ∣ (φ∗, a0), (φ2, a2))W (θ3 ∣ (φ0, a0), (φ3, a3))
= RW (θ1 ∣ (φ2, a2), (φ3, a3))W (θ1 + θ3 ∣ (φ1, a1), (φ3, a3))W (θ3 ∣ (φ1, a1), (φ2, a2)) ,
(4.17)
– 15 –
where φ∗ is a solution to the saddle point equation (3.23). This is the final expression for the
star-triangle relation corresponding to an integrable ZrN -state lattice model. For the case
r = 1, and θi → θi/2, φi → φi/2, this is equivalent to the star-triangle relation for ZN models
obtained by Bazhanov and Sergeev, in Section 4.2 of [4]. Note also that the latter star-triangle
relation (for r = 1) [4], may be obtained with the change of variables (rN, τ) → (N,τN), in
(4.17). The latter connection between the two star-triangle relations is rather surprising,
considering the difference in the subleading order asymptotics of the lens elliptic gamma
function (3.5), for the respective cases of r = 1, and r > 1. Consequently the root of unity
limit (up to O(1)) of the star-triangle relation (2.19), is effectively independent of r, and thus
the cases of the star-triangle relation (4.17) studied here, are equivalent to the well known
cases (Kashiwara-Miwa and chiral Potts models) that were also previously studied in [4].
In the star-triangle relation (4.17), φ∗ is a solution of the saddle point equation (3.23),
and hence is taken to be a fixed value and is not a free parameter. Due to the symmetry of the
problem (to avoid inhomogeneities in the spin system) the same comment applies to φ1, φ2, φ3.
The role of the φi also changes now, where the φi originally comes from the redefinition of
spins (3.16) in the model (2.19), the choice of the φ∗, φ1, φ2, φ3, as well as θ1, θ3, now will
coincide with the rapidity parameterisation in (4.17).
The saddle point equation (3.23) in principle can be solved exactly for φ∗, in terms of
φ1, φ2, φ3, and this solution will be given in terms of Jacobi (or Weierstrass) elliptic functions
and their inverses. This is a direct consequence of the “affine-linear” property of the Q4
equation [30]. Substituting this value of φ∗ into the discrete spin star-triangle relation (4.17)
results in a general elliptic solution of the star-triangle relation, with a0, a1, a2, a3 ∈ ZrN
defined in (4.2), now playing the role of the spins of the model. However for a general choice
of φ∗, φ1, φ2, φ3 satisfying the saddle point equation (3.23), the Equations (4.7), and (4.8),
will give a complicated expression for up to six independent Boltzmann weights satisfying
(4.17), and an interpretation as an integrable model of statistical mechanics is not immediately
obvious. Nonetheless, as seen for the r = 1 case [4], there are some special symmetric solutions
of (3.23), where the resulting Boltzmann weights (4.7), and (4.8), satisfying (4.17), correspond
to well-known integrable lattice models of statistical mechanics.
In the following subsections, the known solutions [4] of (3.23) will be considered, along
with some details not included in [4], and also some new aspects. First, in Section 4.1 the
solution of (3.23) corresponding to the Kashiwara-Miwa model is considered. The Boltzmann
weights obtained directly from the normalisation used in (4.12) are given, along with the
explicit connection to the usual convention used for the Kashiwara-Miwa model [4, 39]. In
Section 4.2, the trigonometric limit of (4.17) will be considered, which results in the general
expression for Boltzmann weights satisfying (4.17), that are given in terms of the cos and
sin functions. For this case, the saddle-point equation for (4.17) reduces from Q4 in (3.23),
to Q3(δ=0) in (4.32). In Section 4.3, it is shown that the Kashiwara-Miwa solution of the
saddle-point equation (3.23) used in Section 4.1, also solves Q3(δ=0) in (4.32), which results
in the Boltzmann weights of the Fateev-Zamolodchikov model. In Section 4.4, the chiral
Potts solution [4] of Q3(δ=0) is considered. Particularly, it is shown here that with the usual
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form of Boltzmann weights, the chiral Potts spectral curve is the unique solution to the
trigonometric saddle point equation (4.32), at least under a certain parametrization of the
spectral parameter. This provides new insight into the appearance of the chiral Potts curve in
the rapidity parameterisation of the chiral Potts model, as the unique solution of the saddle
point equation corresponding to the classical integrable lattice equation Q3(δ=0).
4.1 Kashiwara-Miwa model
A special case of the solution of (3.23) is found for the values φ0, φ1, φ2, φ3 = π2 (ζ + ν), where
ζ ∈ Z, and ν ∈ {0, 1
2
}. This corresponds to the case of the Kashiwara-Miwa model [28], with
the edge Boltzmann weights given by
W (θ ∣ai, aj) = w4(θ ∣π(ζ + ν), ai + aj)w1(θ ∣0, ai − aj) ,
W (θ ∣ai, aj) =W (η − θ ∣ai, aj) , (4.18)
where
wj(θ ∣φ,a) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a∏
k=1
ϑj (φ−θrN − π(2k−1)2rN ∣ τN )
ϑj (φ+θrN − π(2k−1)2rN ∣ τN ) a ≥ 1 ,
−a∏
k=1
ϑj (φ+θrN + π(2k−1)2rN ∣ τN )
ϑj (φ−θrN + π(2k−1)2rN ∣ τN ) a < 1 ,
(4.19)
and the vertex Boltzmann weight given by
S(a) = 1√
rN
ϑ4 (2πa
rN
+ π(ζ + ν)
rN
∣ τ
N
) . (4.20)
The crossing parameter is defined in (4.1).
The Boltzmann weights above satisfy the periodicity with respect to rN
W (θ ∣ai, aj) =W (θ ∣ai + rN,aj) =W (θ ∣ai, aj + rN) , S(a + rN) = S(a) , (4.21)
while the edge Boltzmann weights also satisfy the symmetry
W (θ ∣ai, aj) =W (θ ∣aj , ai) , (4.22)
and similarly for W (θ ∣ai, aj).
The edge Boltzmann weights also satisfy
W (θ ∣0,0) =W (θ ∣0,0) = 1 . (4.23)
For this choice of the φ0, φ1, φ2, φ3, many theta functions cancel in the normalisation
factor (4.16), which may be written in the form
R(θ1, θ3) = r(θ1) r(θ3)
r(θ1 + θ3) . (4.24)
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where
r(θ) = ϑ4(πν ∣ rτ)ϑ2(θ ∣ rτ)ϑ3(θ + πν ∣ rτ) 2ε(ζ)(ζ+ν)∏
k=1
ϑ4 ( θrN − πk2rN ∣ τN )
ϑ4 ( θrN + π(k−1)2rN ∣ τN )
× rN−1∏
k=0
(ϑ2 ( θ
rN
+ πk
2rN
∣ τ
N
) ϑ3 ( θ
rN
+ πk
2rN
∣ τ
N
))−1 .
(4.25)
Note that this r(θ) also depends on the two parameters ζ, and ν.
The above Equations (4.18), (4.20), (4.24), define a solution of the star-triangle relation
rN−1∑
a0=0
S(a0)W (θ1 ∣a0, a1) W (θ1 + θ3 ∣a0, a2) W (θ3 ∣a0, a3)
= R(θ1, θ3)W (θ1 ∣a2, a3) W (θ1 + θ3 ∣a1, a3) W (θ3 ∣a1, a2) . (4.26)
This star-triangle relation depends on a number of different variables, these are the three
independent spins a1, a2, a3, as well as two independent spectral variables θ1, θ3, and it also
depends on the values of the additional parameters τ , ζ, ν, and the product rN .
The edge and vertex Boltzmann weights (4.18), (4.20), have a similar form to the usual
Boltzmann weights for the Kashiwara-Miwa model, while the normalisation factor R in (4.24)
has a rather different form from the usual normalisation factor R, for example given in [4, 39].
The reason for this is some differences in the definitions of the Boltzmann weights, including
the different condition on Boltzmann weights (4.23), which is inherited from the original
model (2.19). By manipulating the products in (4.24), it is straightforward to relate the
Boltzmann weights to the usual form.
First the r(θ) above can be written into the equivalent form
r(θ) = ⌊ rN2 ⌋∏
k=1
ϑ1 (π(2k−1)2rN + θrN ∣ τN )
ϑ1 ( πkrN − θrN ∣ τN )
⌊ rN
2
−ν⌋
∏
k=1
ϑ4 (π(2k−1+2ν)2rN + θrN ∣ τN )
ϑ4 (π(k+ν)rN − θrN ∣ τN )
× ϑ4(πν ∣ rτ) ⎛⎜⎜⎝
ϑ4 ( θrN − π2rN ∣ τN )
ϑ4 ( θrN ∣ τN )
⎞⎟⎟⎠
2ν
2ε(ζ)(ζ+ν)∏
k=1
ϑ4 ( θrN − πk2rN ∣ τN )
ϑ4 ( θrN + π(k−1)2rN ∣ τN ) .
(4.27)
The products in the first line are already equivalent to the usual r(θ) factor of the model.
The ϑ4(πν ∣ rτ) factor should be moved to the definition of S(a). For the remaining terms,
first note that
w4(θ ∣π(ζ + ν), ai + aj) = t4(θ ∣ai + aj + ζ) ∣ζ ∣∏
k=1
ϑ4 ( ε(zt)πν+θrN + π(2k−1)2rN ∣ τN )
ϑ4 ( ε(zt)πν−θrN + π(2k−1)2rN ∣ τN ) , (4.28)
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where
tj(θ ∣a) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a∏
k=1
ϑj (πν−θrN + π(2k−1)2rN ∣ τN )
ϑj (πν+θrN + π(2k−1)2rN ∣ τN ) a ≥ 1 ,
−a∏
k=1
ϑj (πν+θrN − π(2k−1)2rN ∣ τN )
ϑj (πν−θrN − π(2k−1)2rN ∣ τN ) a < 1 .
(4.29)
Then the remaining products of theta functions in (4.27), exactly cancel with the extra terms
that come from rewriting the edge Boltzmann weights of (4.18), in the form
W (θ ∣ai, aj) = t4(θ ∣ai + aj + ζ)w1(θ ∣0, ai − aj) . (4.30)
This edge Boltzmann weight satisfies the same properties (4.21), and (4.22), while instead of
(4.23), this Boltzmann weight now satisfies
W (θ ∣0,0) = t4(θ ∣ ζ) . (4.31)
This is the form of the edge Boltzmann weight for the Kashiwara-Miwa model given in [4, 39].
4.2 Trigonometric limit
Consider next the trigonometric limit7, when τ → i∞, of (4.17). First, in this limit the saddle
point equation of motion (3.23) becomes
(Ψ(η − θ1 ∣φ0, φ1) +Ψ(θ1 + θ3 ∣φ0, φ2) +Ψ(η − θ3 ∣φ0, φ3))φ0=φ∗ = 0 , (4.32)
where
Ψ(θ ∣φi, φj) = log cos(θ + (φi − φj))
cos(θ − (φi − φj)) . (4.33)
The saddle point equation (4.32) may be identified with the “three-leg form” of classical
discrete integrable equation known as Q3(δ=0) [30].
The edge Boltzmann weights (4.7), (4.8) in the trigonometric limit are
W (θ ∣ (φi, ai), (φj , aj)) = (cos(φi − φj + θ)
cos(φi − φj − θ))
ai−aj
rN ×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai−aj∏
k=1
sin (φi−φj−θ
rN
+ π(2k−1)
2rN
)
sin (φi−φj+θ
rN
+ π(2k−1)
2rN
) ai − aj ≥ 1 ,
aj−ai∏
k=1
sin (φi−φj+θ
rN
− π(2k−1)
2rN
)
sin (φi−φj−θ
rN
− π(2k−1)
2rN
) ai − aj < 1 ,
(4.34)
7At the level of the lens elliptic gamma function solution of the Yang-Baxter equation (2.9) (in the original
variables), this more closely resembles a hyperbolic limit [22].
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and
W (θ ∣ (φi, ai), (φj , aj)) =W (η − θ ∣ (φi, ai), (φj , aj)) , (4.35)
where the crossing parameter is defined in (4.1). As in the elliptic case (4.10), the Boltzmann
weights satisfy the symmetries
W (θ ∣ (φi, ai + rN), (φj , aj)) =W (θ ∣ (φi, ai), (φj , aj + rN)) =W (θ ∣ (φi, ai), (φj , aj)) ,
(4.36)
W (θ ∣ (φi, ai), (φj , aj)) =W (θ ∣ (φj , aj), (φi, ai)) , (4.37)
and similarly for W (θ ∣ (φi, ai), (φj , aj)).
The S factor (4.13) becomes
S(ai) = 1 , (4.38)
and the normalisation factor (4.16) becomes
R = r(θ1 ∣φ0 − φ1) r(θ3 ∣φ3 − φ0)
r(θ1 + θ3 ∣φ3 − φ1) P (θ1 ∣φ3 − φ2)P (θ3 ∣φ1 − φ2)P (θ1 + θ3 ∣φ0, φ2) , (4.39)
where
r(θ ∣φ) = (rN) 12 sin(2θ) 12(2 sin(φ ± θ)) rN−12rN P (π
2
− θ ∣φ)
rN∏
k=1
sin(2θ − πk
rN
) rN−2k2rN , (4.40)
and
P (θ ∣φ) = (cos(φ + θ)
cos(φ − θ))
rN+1
2rN rN∏
k=1
⎛⎜⎝sin (
φ+θ
rN
+ π(2k−1)
2rN
)
sin (φ−θ
rN
+ π(2k−1)
2rN
)⎞⎟⎠
− k
rN
. (4.41)
Some cancellation has been used between identical exponential factors that appear in both
(4.13), and (4.16).
The functions (4.34), (4.35), (4.39), define a solution of the star-triangle relation (4.17).
Note that in the above trigonometric limit, the S factor is S(ai) = 1, and the star-triangle
relation will only depend on differences of the spin variable components, in the form φi − φj ,
and ai − aj. Thus the particular choices of φ0, φ1, φ2, φ3 here satisfying the saddle point
equation (4.32), result in solutions of the star-triangle relation with ZrN symmetry. For the
elliptic case of the previous section, this symmetry is broken.8
8Note that also some continuous spin solutions of STR are known [15, 22] with broken ZrN symmetry, and
which are not elliptic.
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4.3 Fateev-Zamolodchikov model
The same solution φ0 = φ1 = φ2 = φ3 = π2 (ζ+ν), ζ ∈ Z, ν ∈ {0, 12}, used to obtain the Kashiwara-
Miwa model in Section 4.1, can be used as a solution to (4.32). However in this case there is
no dependence on the additional parameters ζ, and ν, as they can be simply absorbed into a
redefinition of the discrete spins ai. As expected, this solution of the saddle point equation
corresponds to the Fateev-Zamolodchikov model [29], with Boltzmann weights given by
W (θ ∣ai, aj) = ∣ai−aj ∣∏
k=1
sin ( θ
rN
− π(2k−1)
2rN
)
sin ( −θ
rN
− π(2k−1)
2rN
) , W (θ ∣ai, aj) =W (π2 − θ ∣ai, aj) , (4.42)
and
S(ai) = 1 , R = r(θ1) r(θ3)
r(θ1 + θ3) , (4.43)
where
r(θ) = √rN ⌊ rN2 ⌋∏
k=1
sin ( θ
rN
+ π(2k−1)
2rN
)
sin ( θ
rN
+ πk
rN
) . (4.44)
The factorisation of R in (4.44) agrees with the expression obtained in [39].
The Boltzmann weights are obviously symmetric, satisfying
W (θ ∣ai, aj) =W (θ ∣aj , ai) , W (θ ∣ai, aj) =W (θ ∣aj , ai) , (4.45)
and are periodic by a shift of the spins by rN
W (θ ∣ai, aj) =W (θ ∣ai + rN,aj) =W (θ ∣ai, aj + rN) , (4.46)
W (θ ∣ai, aj) =W (θ ∣ai + rN,aj) =W (θ ∣ai, aj + rN) . (4.47)
The above Boltzmann weights (4.42), and (4.43), define a solution of the star-triangle
relation
rN−1∑
a0=1
W (θ1 ∣a1, a0) W (θ1 + θ3 ∣a2, a0) W (θ3 ∣a3, a0)
= RW (θ1 ∣a2, a3) W (θ1 + θ3 ∣a1, a3) W (θ3 ∣a1, a2) . (4.48)
4.4 Chiral Potts model
4.4.1 Reparametrization
For the cases of the Kashiwara-Miwa and Fateev-Zamolodchikov models, the parameters θ1
and θ3 are identified directly with the spectral parameters of the model. We can instead try
to identify spectral parameters from some combination of θ1 and θ3, as well as φ0, . . . , φ3.
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An example of this is the following parametrization introduced by Bazhanov and Sergeev
[4], where we have six parameters9 xp, yp, xq, yq, xr, yr, which are defined up to overall multi-
plication:
e
2iθ1
rN =√xryr
xqyq
, e
2iθ3
rN =√xqyq
xpyp
,
e
2i(φ1−φ0)
rN =√yqxr
xqyr
, e
2i(φ2−φ0)
rN = ω 12√xpxr
ypyr
, e
2i(φ3−φ0)
rN =√xpyq
ypxq
,
(4.49)
where we used ω = e2πi/rN .
In this parametrization, we find that the saddle point equation (4.32) may be written as
X1Y1(X2 −X3 + Y2 − Y3) +X2Y2(X3 −X1 + Y3 − Y1) +X3Y3(X1 −X2 + Y1 − Y2) = 0 , (4.50)
where we defined
Xi ∶= xrNi , Yi ∶= yrNi . (4.51)
Note that the final equation is manifestly symmetric in the cyclic exchange of indices 1,2,3.
In terms of the parametrization introduced in (4.49), the Boltzmann weights ((4.34) and
(4.35)) to be evaluated at the saddle points are given by
Wpq(ai, aj) = ⎛⎝yrNp − xrNqyrNq − xrNp ⎞⎠
ai−aj
rN ×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai−aj∏
k=1
yq − ωkxp
yp − ωkxq , ai − aj ≥ 1 ,
aj−ai−1∏
k=0
xq − ωkyp
xp − ωkyq , ai − aj < 1 ,
(4.52)
and
W pq(ai, aj) = ⎛⎝ yrNp − yrNqxrNq − xrNp ⎞⎠
ai−aj
rN ×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai−aj∏
k=1
ωxp − ωkxq
yq − ωkyp , ai − aj ≥ 1 ,
aj−ai−1∏
k=0
yp − ωkyq
xq − ωk+1xp , ai − aj < 1 .
(4.53)
These Boltzmann weights are chiral upon the exchange of spins ai, aj , i.e.
Wpq(ai, aj) ≠Wpq(aj , ai) , W pq(ai, aj) ≠W pq(aj , ai) . (4.54)
This is expected since the Boltzmann weights (4.34), (4.35) are only symmetric upon exchange
of the pairs (φi, ai) and (φj , aj), as in (4.37).
The Boltzmann weight (4.52) also satisfies the usual periodicity with respect to rN
Wpq(ai + rN,aj) =Wpq(ai, aj + rN) =Wpq(ai, aj) , (4.55)
9The rapidity variables labelled xr, and yr, are not related to the integer parameter r, defined in (2.1).
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and similar for (4.53).
Note that these Boltzmann weights define a solution of the star-triangle relation, with the
only restriction on the variables xp, yp, xq, yq, xr, yr, being that they satisfy the saddle point
equation (4.50). To have the usual interpretation as integrable model of statistical mechanics,
it remains to determine a solution of (4.50), such that pairs (xp, yp), (xq, yq), (xr, yr), may
be interpreted as rapidity variables of the corresponding model.
4.4.2 Chiral Potts curve
A special solution of the saddle point equation (4.50), is given when the pairs (xp, yp) satisfy
the usual spectral curve of the chiral Potts model:
xrNp + yrNp = k(1 + xrNp yrNp ) . (4.56)
We can then regard the points (xp, yp) on this curve as rapidity variables.
The Boltzmann weights (4.52) and (4.53) may be written respectively as
Wpq(ai, aj) = (µp
µq
)ai−aj×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai−aj∏
k=1
yq − ωkxp
yp − ωkxq , ai − aj ≥ 1 ,
aj−ai−1∏
k=0
xq − ωkyp
xp − ωkyq , ai − aj < 1 ,
(4.57)
and
W pq(ai, aj) = (µpµq)ai−aj×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai−aj∏
k=1
ωxp − ωkxq
yq − ωkyp , ai − aj ≥ 1 ,
aj−ai−1∏
k=0
yp − ωkyq
xq − ωk+1xp , ai − aj < 1 .
(4.58)
where we have introduced µp defined by
kxrNp = 1 − k′µ−rNp , kyrNp = 1 − k′µrNp , (4.59)
with k2 + k′2 = 1. The point (xp, yp, µp) defines a point on the spectral curve.
These above Boltzmann weights then exactly coincide with the Boltzmann weights of the
chiral Potts model [2, 3]. The Boltzmann weights (4.57) and (4.58) do not satisfy a rapidity
difference property, and hence depend on the values of the two rapidity variables, labelled by
p, and q, independently.
The R factor (4.39) may be written as
Rpqr = fqrfrp
fpq
, (fpq)rN = rN−1∏
k=1
(µq(xq − ωkyp)
µp(xp − ωkyq) (1 − ωk)(xpyp − ωkxqyq)(xp − ωkxq)(yp − ωkyq) )
k
. (4.60)
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The fpq is written here as a product of two fractions, the fraction on the left is the contribution
coming from factors of P (θ ∣φi−φj) in (4.39), and the fraction on the right is the contribution
coming from factors of r(θ ∣φi − φj) in (4.39).
The Boltzmann weights (4.57), (4.58), (4.60), then satisfy the star-triangle relations
rN−1∑
a0=0
W qr(a1, a0)Wpr(a2, a0)W pq(a0, a3) = RpqrWqr(a2, a3)W pr(a1, a3)Wpq(a2, a1) ,
rN−1∑
a0=0
W qr(a0, a1)Wpr(a0, a2)W pq(a3, a0) = RpqrWqr(a3, a2)W pr(a3, a1)Wpq(a1, a2) . (4.61)
4.4.3 Uniqueness: homogeneous case
In the analysis of the previous subsection, the Boltzmann weights (4.52) and (4.53) already
take the same form as those for the chiral Potts model, even before choosing a specific saddle
point as given by the chiral Potts curve (4.56). It is then a natural question to ask if we can
find more general solutions to the saddle point equation, whose associated spectral curve is
different from (4.56).
Let us consider the possibility that the all the points (xp, yp) are located on the same
spectral curve C, of the form
C ∶ Y = F (X) , (4.62)
where the capitalized variables are introduced in (4.51).10
This assumption has an immediate consequence. Since all the points (xp, yp) are located
on the same spectral curve C, we have Yi = F (Xi) with a single function F (X) independent
of the index i.
An immediate consequence for this is that the saddle point equation (4.50) now gives a
functional equation
X1F (X1)(X2 −X3 +F (X2) − F (X3)) +X2F (X2)(X3 −X1 +F (X3) − F (X1))+X3F (X3)(X1 −X2 + F (X1) − F (X2)) = 0 . (4.63)
Since the equation is preserved the the shift of F (X) by a constant, we can assume
F (X = 0) = 0.11 Then we have, by choosing X3 = 0,
F (X1) − F (X2)
X1 −X2 = −F (X1)F (X2)X1X2 . (4.64)
By taking the limit X2 →X1 =X we obtain
F ′(X) = −F (X)2
X2
. (4.65)
10Written in this form, F (X) in general is a multi-valued function of X, however this fact will not affect the
following analysis.
11We here implicitly assumed that the origin X = 0 is contained in the spectral curve. The argument here,
however, can be applied to other points, say X = 1, with only minor modifications.
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to give
Y = F (X) = X
CX − 1 −D , (4.66)
for some constants C,D (here we recovered the constant part F (0) = −D). This gives the
spectral curve
CXY +D =X + Y . (4.67)
If C,D ≠ 0, by simultaneous rescaling of X and Y we can set C = D = k ≠ 0, to obtain
the curve for the chiral Potts model (4.56). If C = 0 or D = 0 we obtain simpler curves
xrN + yrN =D , or CxrNyrN = xrN + yrN , (4.68)
which can be thought of as degenerations of the chiral Potts curves (4.56).
This completes the proof that under the assumptions above, the chiral Potts model, as
described by the curve (4.56), is the unique possibility.
4.4.4 Uniqueness: inhomogeneous case
In light of the uniqueness argument of the previous section, the natural question is to explore
more possibilities by relaxing some conditions.
One such possibility is to consider a different spectral curve for each rapidity line, so that
we have
Y1 = F (X1) , Y2 = G(X2) , Y3 =H(X3) . (4.69)
for three independent functions F (X),G(X),H(X). We then obtain a functional equation
X1F (X1)(X2 −X3 +G(X2) −H(X3)) +X2G(X2)(X3 −X1 +H(X3) − F (X1))+X3H(X3)(X1 −X2 +F (X1) −G(X2)) = 0 . (4.70)
As before, we can choose F (X = 0) = 0, by shifting both F (X) and G(X) by the same
constant. Then by choosing X1 = 0 we have
G(X2)H(X3)
X2X3
= −G(X2) −H(X3)
X2 −X3 . (4.71)
Consistency of this equation as X2 → X3 requires
12 G(X) = H(X). Then (4.71) is the same
constraint as before (see (4.64)), and hence determines G(X) to be of the chiral Potts form:
12This argument does not apply when the spectral curve for the rapidity parameters (x2, y2) and (x3, y3)
collapses to a single point, so that we have
Y1 = F (X1) , Y2 = Y3 = β , X2 =X3 = α . (4.72)
Indeed, the saddle point equation is automatically satisfied for any choice of the function F (X) in this case.
Unfortunately, the corresponding model is problematic since the Boltzmann weight associated with the crossing
of rapidities lines for (x2, y2) and (x3, y3) then diverges.
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G(X) =X/(CX − 1) −D. By plugging this into (4.70), and using (4.71), and H(X) = G(X),
we have
F (X1) = X1(X2G(X2) −X3G(X3))
X1(X2 +G(X2) −X3 −G(X3)) − (X2G(X2) −X3G(X3)) . (4.73)
The right hand side is independent of X2,X3 only if we have D = 0, in which case we obtain
F (X) = X
CX − 1 = G(X) . (4.74)
We therefore find that the chiral Potts model is again the unique possibility, even under this
relaxed condition.
5 Comments on Gauge Theory Interpretation
As commented in introduction, the lens elliptic gamma function solution of the STR we
started with, naturally arises from the lens index [8] of four-dimensional N = 1 quiver gauge
theories [6]. It is then natural to ask for the interpretation of the results above in the language
of supersymmetric gauge theories. While we leave the detailed analysis for future work, let
us below make some preliminary comments.
5.1 Geometry of S1 × S3/Zr
The lens index is the supersymmetric partition function on the geometry S1 × S3/Zr, with
the complex structure parametrised by p,q as [40]
(z1, z2) ∼ (p2z1,q2z2) , (5.1)(z1, z2) ∼ (e 2piir z1, e− 2piir z2) , (5.2)
where (5.1) defines S3 × S1 and (5.2) defines its quotient by Zr.
Indeed, we can apply a coordinate transformation
z1 = e2πiτ1x cos θ
2
eiϕ , z2 = e2πiτ2x sin θ
2
eiχ ,
x ∼ x + 1 , 0 ≤ θ ≤ π , ϕ ∼ ϕ + 2π , χ ∼ χ + 2π . (5.3)
Then x is the coordinate for S1, while (θ,ϕ,χ) the coordinates for S3, expressed as a T 2-
fibration (parametrized by ϕ,χ) over an interval [0, π] (parametrized by θ) with one of the
one-cycles of the fiber degenerating at the two endpoints. This S3 is an ellipsoid, which at
position x of S1 is given by
(e2πImτ1x)2∣z1∣2 + (e2πImτ2x)2∣z2∣2 = 1 . (5.4)
The Zr-quotient (5.2) acts as 2π/r-rotation along the S1-fiber for the Hopf fiberation of S3.
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We need ∣p∣, ∣q∣ < 1 in order for the geometry defined by equations (5.3) to be compact.13
This is also needed for the convergence of the lens elliptic gamma function, and hence of the
associated lens superconformal index.
5.2 Saddle point and Gauge/Bethe correspondence
Let us first consider the un-orbifolded case r = 1, and take the limit q → 1. In our previous
notation, this is to consider the root-of-unity limit (3.1) with N = 1.
In this limit, the geometry S1 × S3 will decompactify into T2 × C; the identification
(5.1) reduces in the limit to z1 → pz1, which defines a torus with modulus 2πτ1, and z2 is
a coordinate of C. The parameter h̵, when kept finite, has the effect of regularizing the
non-compact geometry, as is similar to the case of the Ω-background [42, 43].
One can make this point more precise. In the limit h̵→ 0+ the lens index is divergent, as
we have seen above:
I → ∫ dσ exp [1
h̵
I(−1)(σ) + I(0)(σ) +O(h̵1)] . (5.5)
We propose that the leading divergence I(−1)(σ) should be identified with the effective twisted
superpotential Weff(σ) of the four-dimensional N = 1 theories on T2—when compactified, we
obtain two-dimensional N = (2,2) theories with infinitely-many Kaluza-Klein (KK) modes,
and after integrating out massive matters we obtain an effective twisted superpotential, a
function of the complex scalar in the adjoint N = (2,2) vector multiplet.14 A similar analysis
was made in [10] for the three-dimensional N = 2 theory on S3 when four-dimensional theory
on S1 × S3 is compactified along S1 (with KK modes along the compactified S1 neglected),
and our discussion here can be thought of an “elliptic uplift” of the story there.
We have seen that the leading piece is build out of the function Φ(−1) defined in (3.4),
which function is written as an integral of the logarithm of the Jacobi theta function:15
∫ z
0
du log ϑ4 (u ∣ τ + 1) = ∫ z
0
du logϑ3 (u ∣ τ) . (5.6)
This can be rewritten as an infinite sum of the classical dilogarithm function:
∫ z
0
du
⎛⎝ln ∞∏j=1(1 + e2iueiπNτ(2j−1))(1 + e−2iueiπNτ(2j−1))⎞⎠ .
= ∞∑
j=0
(∫ z
0
ln(1 + eiueiπNτ(2j+1))du − ∫ −z
0
ln(1 + eiueiπNτ(2j+1))du)
= i ∞∑
j=0
(Li2 (−e2N izeiπNτ(2j+1)) − Li2 (−e−2N izeiπNτ(2j+1))) ,
(5.7)
13Note that the first equation can equivalently be written as (z1, z2) ∼ (p
−1z1,q
−1z2), implying the geomet-
rical symmetry as (p,q) ↔ (p−1,q−1). This means we can equivalently take ∣p∣, ∣q∣ > 1. The superconformal
index indeed has such a symmetry, if the flavor fugacities are simultaneously inverted, see [41].
14This statement should be a limit of the proposed factorization of the four-dimensional index [44–47].
15Since r =N = 1 we have τˆ = τ + 1 in (3.4).
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where we used the integral representation of the classical dilogarithm function
iLi2(−ec+ix) = ∫ x du ln(1 + ec+iu) (5.8)
for constant c. Such an infinite sum of the classical dilogarithm function also appears in
the twisted superpotential for a four-dimensional N = 1 chiral multiplet [48]; the infinite
sum in the equation above represents the sum over KK modes when we compactify from four
dimensions to three dimensions, and the function (5.6) should be thought of as elliptic version
of the classical dilogarithm function (see also [49] for recent related discussion).
We can push this correspondence further. In our analysis of the quasi-classical limit of
the STR, it was crucial to solve the saddle point equation for the leading piece:
exp(∂I(−1)(σ)
∂σ
) = exp(∂Weff(σ)
∂σ
) = 1 . (5.9)
This equation is also the equation determining the vacua of the two-dimensional N =(2,2) theory, and was studied in the context of the so-called Gauge/Bethe correspondence of
Nekrasov and Shatashvili [48]. There the saddle point equation of the two-dimensional model
is identified with the Bethe Ansatz equation of the associated integrable model, and that the
two-dimensional theory arises from four-dimensional N = 1 theory on T2 is reflected in the
fact that the associated integrable model is governed by an elliptic version of the quantum
group.
This should be compared with the discussion above (in the context of the Gauge/YBE
correspondence [6, 10, 11]), where the saddle point equation of the leading part I(−1) is
identified with a classical discrete integrable equation of [30]. Here we also have a version of
the elliptic quantum group—as shown in [14] (see also [20]) the R-matrix for our integrable
model with r = 1 [4, 10, 11, 15] arises as the intertwiner for two representations of the Sklyanin
algebra Up,q(sl2) [50] (an elliptic algebra associated with the R-matrix for the eight-vertex
model [51]).16
Indeed, the parallel becomes even more striking once we consider the Gauge/Bethe cor-
respondence for the four-dimensional N = 2 theory on the Ω-background [53]; there we have
two equivariant parameters ǫ1, ǫ2 for U(1)2 actions on C2, and the Nekrasov-Shatashvili limit
is the limit for ǫ2 → 0 with ǫ1 kept finite. This is the same limit studied in this paper if we
identify τ1, τ2 with ǫ1, ǫ2.
We can summarize the comparison between Gauge/YBE and Gauge/Bethe correspon-
dence as in Table 1.
There is clearly more need to explore this parallel further, especially for the more general
cases of r > 1 and N > 1 discussed in this paper, whose counterpart in the context of the
Gauge/Bethe correspondence seems to be unknown. We hope to return to this exciting topic
in the near future.
16When the gauge groups of four-dimensional quiver gauge theory is a product of SU(Nc) we have the
algebra Up,q(slNc) of [52].
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Table 1. Parallel between Gauge/YBE and Gauge/Bethe correspondence.
Gauge/YBE correspondence Gauge/Bethe correspondence
4d N = 1 theory 4d N = 2 theory
superconformal index Nekrasov partition function(S3 × S1)p,q (C2)ǫ1,ǫ2
superconformal index fugacities (p,q) Ω-background parameters (ǫ1, ǫ2)
unity limit q → 1 Nekrasov-Shashvili limit ǫ2 → 0
leading piece I(−1)(σ) of index effective twisted superpotential Weff(σ)
saddle point equation vacuum equation for 2d N = (2,2) theory
discrete integrable equation (Q4) Bethe Ansatz equation
Sklyanin/Cherednik algebra Up,q(slNc) elliptic quantum group
root-of-unity limit (N > 1) ???
Zr-orbifolding ???
6 Conclusion
In this paper it is shown how the root of unity limit of the lens elliptic gamma function solution
of the star-triangle relation (2.19), reduces to the well-known discrete spin solutions of the
star-triangle relations, namely the Kashiwara-Miwa model, at the elliptic level, and chiral
Potts and Fateev-Zamolodchikov models, at the trigonometric level. Furthermore, the specific
integrable model that is obtained in the root of unity limit, corresponds to a certain solution
of the classical integrable lattice equation Q4 [30], or in the trigonometric limit, Q3(δ=0). This
provides an important new example of the recently observed correspondence [4, 5, 31, 32],
between quantum and classical integrable systems that satisfy the Yang-Baxter equation,
and the 3D-consistency properties, respectively. The resulting correspondence between the
different quantum and classical integrable models at the elliptic level is summarised in the
diagram in Figure 1.
In the quasi-classical limit, the original discrete spins with values in Zr, and new discrete
spins with values in ZN (corresponding to a certain periodicity associated with the 2rN -th
root of unity), were shown in Section 4 to be effectively described in terms of a single discrete
spin, with values in ZrN . This is consistent with the previous calculations for the r = 1
case [4], which resulted in the same discrete spin integrable models, with ZN valued spins.
Consequently the root of unity limits of the r = 1, and r > 1 cases respectively, essentially
coincide up to a change of N → rN . This is a rather non-trivial and unexpected connection,
particularly considering that the subleading order asymptotics of the lens elliptic gamma
function (3.5) for r = 1 (with m = 0), and r > 1, are quite different. Consequently, the
low temperature limit of (2.19) is essentially independent of r, at least up to O(1). This
result, and connection outlined in Figure 1, provides some insight into the properties of
the integrable models with continuous and discrete spins that are based on the Boltzmann
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Quantum
Classical
[5] N →∞q → epii/rN
MS
q→ epii/rN
[4] q→ epii/N
[4] q → epii/Nr = 1LEGF KM
Q4
Figure 1. Elliptic quantum/classical integrable models correspondence involving solutions of the star-
triangle relation. Here LEGF, MS, KM, stand for lens elliptic gamma function solution (considered in
this paper), master solution [4], Kashiwara-Miwa solution [28], of star-triangle relations respectively.
Also filled single, and double arrow heads, respectively represent leading (O(h̵−1)) and subleading
(O(h̵0)) order quasi-classical limits.
weights (2.9). For example, it is of interest to determine the quantum group structure that
underlies the lens elliptic gamma function solutions of the Yang-Baxter equation [6, 7]. The
R-matrices for (2.9), for the r = 1, and r > 1 cases are rather different, and consequently
the quantum group structure for general r > 1, is likely to differ from that of the special
case r = 1 (Sklyanin algebra Up,q(sl2) [50]). The connection established in Figure 1 suggests
that whatever algebra is associated to general r, say Up,q;r(sl2), the two algebras Up,q(sl2)
and Up,q;r(sl2) should coincide in the root of unity limit. This will be of help in identifying
any new algebraic structure, and in the study of its representation theory. Similarly this
connection gives possible insight into the other so far unknown properties of the model, such
as diagonalization of transfer matrices, and expressions for observables such as magnetization,
where in the root of unity limit they can be expected to reduce to the known quantities for
the respective discrete spin models.
In Section 4, it has also been shown that for a particular parametrisation of Boltzmann
weights, the chiral Potts curve is the unique restriction on the rapidity variables, required
to satisfy the saddle point equation corresponding to Q3(δ=0). This gives a new perspective
into the appearance of the chiral Potts curve in the rapidity parameterisation of the chiral
Potts model, and particularly this implies that the chiral Potts model can be expected to
be the most general form of the discrete spin star-triangle relation at the hyperbolic level,
which possesses ZN symmetry. One thing to note here, is that while the different integrable
models of statistical mechanics in Section 4, were shown to correspond to different solutions
of classical integrable lattice equations Q4, and Q3δ=0, conversely it is not true that any
solution of the latter integrable lattice equations, will correspond to an integrable model of
statistical mechanics. For example, there is a different case of the classical Q3 equation,
where the parameter is δ = 1 (rather than δ = 0), however the solutions that were used
for the case δ = 0 in Sections 4.3, and 4.4, either do not provide a solution for δ = 1, or
– 30 –
result in singular Boltzmann weights. It would be interesting to find a solution of Q3(δ=1)
leading to non-singular Boltzmann weights, corresponding to a hyperbolic solution of the
star-triangle relation with broken ZN symmetry, of which there are no known cases (as far
as the authors are aware). In this direction it could be possible to generalise the uniqueness
argument presented in Section 4.4, in order to obtain such a model for the case of Q3(δ=1).
The same also applies to the elliptic case of Q4, if a suitable parameterization of the latter
equation can be found, which would indicate whether there are some other elliptic solutions of
the star-triangle relation with discrete integer valued spins, apart from the Kashiwara-Miwa
model.
Finally in Section 5, details were given on how the results of this paper may be interpreted
with respect to the gauge/YBE correspondence [6], which provides a relation between the four-
dimensional N = 1 quiver gauge theory on the lens space, to the two-dimensional integrable
model of this paper. In this context, the root of unity limit of the lens supersymmetric
index for the four-dimensional N = 1 theory, is seen to correspond to the effective twisted
superpotential for a certain two-dimensional N = (2,2) theory. However with respect to the
results of this paper, there are certain important aspects of the correspondence which still
remain to be fully understood, including the gauge theory interpretation for the appearance
of the discrete spin star-triangle relations in Section 4, and the relation to the gauge/Bethe
correspondence of Nekrasov and Shatashvili, in light of the parallels summarised in Table 1.
There are several other important directions for future work which are worth mentioning.
For example, a natural next step is to consider the root of unity limit of multi-spin models
[6, 25], that are a direct generalisation of the star-triangle relation (2.19). For these multi-spin
models, even in the simplest r = 1 case [54, 55] the corresponding root of unity limit is not
yet known. It is expected that the analysis of these multi-spin cases should follow closely to
the analysis of the root of unity limit in Sections 3, and 4. Another possibility is to consider
hyperbolic solutions of the Yang-Baxter equation [15, 22, 56], and corresponding multi-spin
cases. These cases have an extra complication due to the integration being taken over the
entire real line, which would possibly lead to discrete spin models with arbitrary integer valued
spins in Z (instead of ZrN ). Each of the above cases may lead to new integrable models, and
importantly provide new examples of a correspondence between the Yang-Baxter equation,
and 3D-consistency conditions for multi-component spin variables, where not much is known,
particularly at the classical level. Finally, it is also of interest to determine whether the root of
unity limit considered in this paper, has some application in the context of certain integrable
spin chains, which were recently shown [57–59] to result in sum/integral formulas related to
some limits of the star-triangle relation (2.19). We hope to return to each of these interesting
topics in our future works.
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A Jacobi theta functions
In terms of the following four functions
ϑ1(x ∣ τ) ∶= 2eiπ τ4 sin(x) ∞∏
n=1
(1 − e2ixeπiτ(2n))(1 − e−2ixeπiτ(2n)) ,
ϑ2(x ∣ τ) ∶= 2eiπ τ4 cos(x) ∞∏
n=1
(1 + e2ixeπiτ(2n))(1 + e−2ixeπiτ(2n)) ,
ϑ3(x ∣ τ) ∶= ∞∏
n=1
(1 + e2ixeπiτ(2n−1))(1 + e−2ixeπiτ(2n−1)) ,
ϑ4(x ∣ τ) ∶= ∞∏
n=1
(1 − e2ixeπiτ(2n−1))(1 − e−2ixeπiτ(2n−1)) ,
(A.1)
the Jacobi theta functions ϑi(x ∣ τ), i = 1, . . . ,4, are defined as
ϑi(x ∣ τ) ∶= G(τ)ϑi(x ∣ τ) (i = 1, . . . ,4) , (A.2)
where
G(τ) ∶= ∞∏
n=1
(1 − e2πiτn) . (A.3)
In this paper the expressions (A.1) are used more often than the expressions (A.2).
The four different theta functions in (A.1) are related to each other by simple shifts of x
ϑ1(x ∣ τ) = −ieix+πi τ4 ϑ4 (x + πτ
2
∣ τ) ,
ϑ2(x ∣ τ) = ϑ1 (x + π
2
∣ τ) ,
ϑ3(z ∣ τ) = ϑ4 (x + π
2
∣ τ) .
(A.4)
For this paper we need to use modular transformation properties of the Jacobi theta
functions. For the T -transformation, we have
ϑ1(z ∣ τ + 1) = exp(πi
4
)ϑ1(z ∣ τ) ,
ϑ2(z ∣ τ + 1) = exp(πi
4
)ϑ2(z ∣ τ) ,
ϑ3(z ∣ τ + 1) = ϑ4(z ∣ τ) ,
ϑ4(z ∣ τ + 1) = ϑ3(z ∣ τ) ,
(A.5)
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and for the S-transformation
ϑ1 (z ∣ − 1
τ
) = −i√τ
i
exp ( i
π
τz2)ϑ1(zτ ∣ τ) ,
ϑ2 (z ∣ − 1
τ
) =√τ
i
exp( i
π
τz2)ϑ4(zτ ∣ τ) ,
ϑ3 (z ∣ − 1
τ
) =√τ
i
exp( i
π
τz2)ϑ3(zτ ∣ τ) ,
ϑ4 (z ∣ − 1
τ
) =√τ
i
exp( i
π
τz2)ϑ2(zτ ∣ τ) .
(A.6)
By combining these we derive the transformation properties under the STS-transformation:
ϑ1 (z ∣ τ
1 − τ ) = − exp(πi4 )√1 − τ exp( iπz2(τ − 1))ϑ1 (z(τ − 1) ∣ τ) ,
ϑ2 (z ∣ τ
1 − τ ) = √1 − τ exp( iπz2(τ − 1))ϑ3 (z(τ − 1) ∣ τ) ,
ϑ3 (z ∣ τ
1 − τ ) = √1 − τ exp( iπz2(τ − 1))ϑ2 (z(τ − 1) ∣ τ) ,
ϑ4 (z ∣ τ
1 − τ ) = exp(πi4 )√1 − τ exp( iπz2(τ − 1))ϑ4 (z(τ − 1) ∣ τ) .
(A.7)
Variations of the above equations are also used, such as
ϑ4 (z ∣ τ
N(1 − τ)) = exp (πiN4 )√1 − τ exp( iNπ z2(τ − 1))ϑ4 (z(τ − 1) ∣ τN ) . (A.8)
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