In this paper we formulate a transmission problem for the transient acoustic wave equation as a system of retarded boundary integral equations. We then analyse a fully discrete method using a general Galerkin semidiscretization-in-space and Convolution Quadrature in time. All proofs are developed using recent techniques based on the theory of evolution equations. Some numerical experiments are provided.
Introduction
In this paper we study a boundary integral formulation for the problem of the scattering of a transient acoustic wave by a non-smooth obstacle in two or three space dimensions. The boundary integral formulation is the transient equivalent to Costabel and Stephan's [13] system of integral equations for Helmholtz Transmission Problems. It is a direct formulation (with physical fields as unknowns) involving the four operators of the associated Calderón calculus (the entries of the Calderón projector) at two different wave speeds. In addition to studying the well-posedness of the problem, we give estimates for Galerkin semidiscretization-in-space, for any choice of the discrete spaces, and analyze the fully discrete method obtained by applying second order Convolution Quadrature to the associated system of semidiscrete delayed integral equations. The paper will be written for a single obstacle. The case of multiple separate scatterers (with no common boundaries), each of them possibly with different material properties, is a straightforward extension of this work. The case of layered obstacles might raise new issues from the point of view of analysis, and is the object of future research. The more involved case of obstacles with piecewise constant material properties not organized into layers is due to be considerably more complicated, requiring the use of multitrace spaces following [19, 12] . Finally, the choice of modeling the interior of the scatterer using a variational formulation leads to BEM-FEM coupling strategies: [1, 16, 6] .
Background. Elementary results on Sobolev spaces (traces, weak normal derivatives, etc) is assumed throughout. Some basic background results in operator-valued distributions are used in the presentation of the equations (Section 2) and in the quite technical reconciliation of the strong and weak solutions (Section 5). These aspects can be easily learned from handbooks in advanced tools of applied analysis or, in a simplified version, in [26] . All needed results from the theory of evolution equations are stated in clear terms before they are used.
Prolegomena and definitions
Geometric setting and problem. This paper is concerned with a transmission problem for the wave equation in free space (in dimensions d = 2 or d = 3), where a bounded obstacle with homogeneous isotropic material properties is surrounded by a medium with different homogeneous and isotropic properties. In order to set up the problem as soon as possible, let us describe the simplified model we will analyse. Let Ω − ⊂ R d be a bounded Lipschitz domain with boundary Γ. The exterior domain will be denoted Ω + := R d \ Ω − and ν will be the unit normal vector field on Γ, pointing from Ω − to Ω + . Two positive parameters κ and c will be used to describe the material properties in Ω − . For sufficiently smooth functions defined in R d \ Γ = Ω − ∪ Ω + , the restrictions to the boundary will be denoted γ ± u. Similarly, ∂ ± ν u will denote the normal derivatives from both sides of Γ. We will specify their weak definitions later on. We look for the solution to the following transient scattering problem:
(t) = κ∆u (t) in Ω − , ∀t ≥ 0, (2.1a) v(t) = ∆v (t) in Ω + , ∀t ≥ 0, (2.1b) γ − u(t) = γ + v(t) + β 0 (t) on Γ, ∀t ≥ 0, (2.1c) κ∂ Let us first clarify some notational aspects of (2.1). We need two Sobolev spaces
endowed with their natural norms. We can then define the interior and exterior traces 
In principle, these functions are not related to each other, although in a physical setting there is an incident wave u inc satisfyingü inc (t) = ∆u inc (t) in free space for all t, and we take β 0 (t) := γu inc (t) and β 1 (t) := ∂ ν u inc (t).
Strong and weak causality. Given a function f : R → X, where X is any function or operator space, we will say that f is causal when f ≡ 0 in (−∞, 0). Given a distribution f in R with values in a Banach space X, we will say that f is causal when its support is contained in [0, ∞). Note that if X and Y are two Banach spaces, A : X → Y is linear and bounded, and f is a causal X-valued distribution, then Af defines a causal Y -valued distribution. In particular if X ⊂ Y with bounded embedding, every X-valued distribution can be read as a Y -valued distribution. For equality of two distributionsf and g with values in a space X we will use the notation f = g (in X), as a reminder of where the equality takes place. Instead of thinking of the system (2.1) with strong differentiation and strongly imposed initial conditions, we can write it in the sense of vector-valued distributions: we then look for a causal
Now β 0 and β 1 are causal H 1/2 (Γ)-and H −1/2 (Γ)-valued distributions respectively, and differentiation is understood in the sense of distributions in R. The initial conditions are now implicit in the fact that we assume the distributions to be causal and in the fact that differentiation is taken over the entire real line, and not only on (0, ∞).
Weak form of the Huygens' Potentials. Given a causal H 1/2 (Γ)-valued distribution ϕ and a causal H −1/2 (Γ)-valued distribution η, and assuming that both of them are Laplace transformable, we consider the following transmission problem: find a causal
As shown in [26, Chapters 2 and 3], problem (2.3) admits a unique solution that can be written using two convolution operators
Here S m and D m are causal distributions with values in
respectively, that can be described using their Laplace transforms. Neither the expressions of the Laplace transforms of S m and D m nor the expression of the convolutional formula (2.4) for smooth enough (in time) input ϕ and η is relevant for what follows. The convolution operators in (2.3) are called the single and double layer (retarded) potentials. The Laplace transforms will be used later on for the time discretization of the problem using Lubich's Convolution Quadrature techniques. Associated to the layer potentials there are four boundary integral operators, formed by convolution with the following distributions
5a)
5b)
5c) The time domain Costabel-Stephan system. We return to the weak transmission problem (2.2), and choose two unknowns on the boundary
to represent the solution of that problem. Using uniqueness arguments tied to the definition of the layer potentials, and thinking of u as extended by zero to Ω + and v to be extended by zero to Ω − , we represent
Then, the quantities λ and φ satisfy the system of convolutional boundary integral equations
We make these arguments more precise in the next result. Its proof follows from [22, Section ..].
Proposition 2.1. Let (u, v) be a causal solution of (2.2). Then the distributions (2.6) are a causal solution of the system of convolution equations (2.8) and (u, v) can be represented using the potential expressions (2.7). Reciprocally, if (λ, φ) is a causal solution of the system (2.8) and we define the pair (u, v) using (2.7), then (u, v) is a causal solution of (2.2) and (2.6) holds.
Semidiscretization in space
Galerkin semidiscretization in space. We next address the semidiscretization in space of (2.8) using a Galerkin scheme. Let then X h ⊂ H −1/2 (Γ) and Y h ⊂ H 1/2 (Γ) be finite dimensional spaces. We will tag the spaces in the parameter h, with no geometric meaning. In order to say that a constant is independent of the choice of the finite dimensional spaces X h and Y h we will just say that it is independent of h. We will also assume that P 0 (Γ) ⊂ X h , i.e., the space of constant functions is a subspace of X h . The polar sets of X h and Y h are
where the angled bracket will be used for the H −1/2 (Γ) × H 1/2 (Γ) duality product. Following [22] , we will use polar sets to give shorthand forms of Galerkin-type identities. We will thus write
The Galerkin semidiscrete version of (2. 
A solution of (3.1) is then used to build approximations of (u, v) using the same potential expressions as in (2.7):
An exotic transmission problem. There is a form, based on [22, 25, 15] , of writing the Galerkin semidiscretization (3.1)-(3.2) by focusing directly on (u h , v h ). Note that the potentials are defined on both sides of the interface Γ. They also satisfy the following double transmission problem (with two functions on each side of the boundary and six transmission conditions):
The fact that there are six transmission conditions (instead of only four) is related to the fact that (3.3g) and (3.3h) can be understood as incomplete transmission conditions (only some moments of function are imposed to vanish), and they have to be complemented with dual conditions (3.3e)-(3.3f) to make the problem well-posed. As emphasized in [22] , there is no need for X h and Y h to be finite dimensional. Any pair of closed spaces would do. In particular, when we choose
, the conditions (3.3e)-(3.3f) are void (the jumps are in those spaces by definition) and the conditions (3.3g)-(3.3h) can be read as γ
The following result gives a precise relationship between (3.3) and (3.1) and states unique solvability of both. The proof of the result follows from [22, Section 8] .
, and let
. Finally, problem (3.3) admits a unique causal Laplace transformable solution.
The Galerkin solver and the Galerkin error operator. The Galerkin solver is the linear operator that for given β 0 , β 1 , solves the problem (3.1)-(3.2) or equivalently solves (3.3)-(3.4). The Galerkin error operator is the operator that given a causal distribution (λ, φ) with values in
and then outputs (ε
as well as the potentials
The potentials e h u and e h v are causal solutions of the following problem:
The problem is very similar to (3.3). The only modification is which of the transmission conditions are non-homogeneous.) Using Laplace domain techniques as in [26, Chapter 5] , the Galerkin solver and the Galerkin error operator can be described as convolution operators. We next state the two main theorems of this part of the paper. Their proofs will be the goal of the next two sections. Some notation is first needed. For a given Hilbert space X, we consider the spaces
We also consider the cummulative seminorms
and the antidifferentiation operator 
are orthogonal projectors, we can place φ − Π Y h φ and λ − Π X h λ instead of φ and λ in the right-hand-sides of the bounds in Theorem 3.3.
Short term analysis in cut-off domains
The cut-off problems. Let B 0 := B(0; R) = {x ∈ R d : |x| < R} be such that Ω − ⊂ B 0 . Let then B T := B(0; R + max{1, m}T ).
We will now need two more trace operators
and the space H
We next present cut-off strong versions of problems (3.3) and (3.6). To unify notation of both problems and to make comparisons with [22] simpler, the pairs (u h , v h ) in (3.3) and (e and two more transmission conditions
The cut-off Galerkin error operator equations, corresponding to (3.6), susbtitute (4.2) by Spaces, norms, and integration by parts formulas. We need to introduce some spaces and operators in order to describe the solution of (4.1). Let
be endowed with the inner product
Consider also its subspace
endowed with the inner product
The proof that (4.4d) is an inner product in V is an easy exercise. Consider next the space (a) The inclusion of V into H is dense and compact.
(b) There exists C T independent of h such that
(c) The following Green identity holds:
Proof. The proof of (a) is straightfoward. To verify (b), note that there exists C T > 0 such that (4.5) holds for all (v, v ) in the space
This can be proved with a simple compactness argument. To prove (c) it is enough to note that some simple algebraic manipulations yield:
Let us finally sketch the proof of (d). Given (f, f ) ∈ H, we solve the coercive variational problem
(4.8b)
Testing equations (4.8) with (v, v ) ∈ D(B T \ Γ) 2 (the space of smooth compactly supported functions), it follows that
Plugging (4.9) in (4.8), using the definition of weak normal derivatives and (4.7), we then show that
is surjective, and therefore that the map
is also surjective. This implies that the condition (4.10) yields what is necessary to ensure that (u, u ) ∈ D(A) and therefore (u, u ) − A(u, u ) = (f, f ) by (4.9). 
has a unique solution
For all t ≥ 0, this solution satisfies
If f ∈ C 1 ([0, ∞); H) and f (0) = 0, then problem (4.11) has a unique solution in (4.12) satisfying, for all t 
The solution of (4.14) will be written as (w, w ) := L(β 0 , φ, β 1 , λ). The boundedness of this operator is stated in the next result. Note that L(0, 0, β 1 , λ) takes values in V .
Proposition 4.3.
There exists C independent of h and T such that the solution of (4.14) can be bounded by
Proof. This follows from an easy (but careful) variational argument. Consider the bilinear form
The solution of (4.14) is the same as the solution of
By substracting (w 0 , w 0 ) satisfying
problem (4.15) can be transformed into a coercive variational problem in V . The H 1 (B T \ Γ) bound on (w, w ) follows from this variational formulation. Finally the bound for the Laplacians follow from the first equation of (4.14).
Additional notation. In the space H 1 (B T \ Γ), we consider the usual Sobolev norm B T \Γ , which is equal to the H(div, B T \ Γ) norm of ∇u. For a Hilbert space X, we will also consider the spaces
. Then the solution of (4.1) and (4.2) is in the space
and satisfies for all t ≥ 0
Proof. The key is the decomposition of the solution in the form
3), and
It is clear that f 0 ∈ C 
Proof. The proof is very similar to that of Proposition 4.4, using the sum of the liftings L(0, φ, 0, 0) and L(0, 0, 0, λ), plus the solution of two non-homogeneous differential equations of the second order associated to the operator A. Details are omitted.
Long term analysis in free space
Causality arguments. Assume that f is a causal L(X, Y )-valued distribution whose Laplace transform satisfies
where µ ∈ R and C F : (0, ∞) → (0, ∞) is a non-increasing function that can be bounded by a rational function close to zero. Then, if g is an X-valued causal Laplace transformable distribution, f * g is a Y -valued distribution whose support is contained in [M, ∞). This is proved in [26, Proposition 3.6.1] .
The distribution w can then be shown to be a causal solution of
However, (5.7) can be considered as a uniquely solvable distributional evolution equation (this is done using Laplace transforms and elementary arguments) and therefore ξ → ∂ ν T w can be shown to be a causal convolution operator. This and (5.5) imply that supp µ ⊂ [T + δ, ∞), and then (5.6) implies that supp
Consider now the spatial extension u(t). Since the trace and normal derivative vanish on both sides of ∂B T up to t = T + δ, it follows that
and in that time interval, the Laplacian operators in
give the same result. In the entire time interval
Using the distributional Kirchhoff formula, we can write
where S ∂B T is a single layer potential emanating from ∂B T . Finally, by (5.8), it follows that
which proves (5.3).
Recovery of densities. So far the solution of (4.1) and (4.2), or of (4.1) and (4.3) has been denoted without explicit reference to T . We now have to show that these solutions coincide on finite time intervals: they start being different once the outgoing wave hits the boundary of the cut-off domain. This will be the final step in reconciling the solutions of the cut-off problems with the distributional solutions of the problems in Section 3.
Proposition 5.2. Let (u T , u T ) be the solution of (4.1)-(4.2). Let then
Then for all t ∈ [0, T + δ]
The same result holds for the solution of (4.1) and (4.3).
Proof. Given (u T , u T ) and M > 0, we consider the extensions
With the argument given in the proof of Proposition 5.1 we can show that
. A simple energy argument can then be used to show that they are equal, which implies that
The result is a straightforward consequence of this fact. 
Then the pair (u h , v h ) is the solution of (3.3), as follows from comparing the different transmission conditions in (3.3) with those of (4.1)-(4.2). Then Proposition 5.1 proves that
and
The remainder of the proof follows from simple shifting and density arguments. Details are identical to similar proofs in [25, Section 7.5] .
Proof of Theorem 3.3. It is a slight variant of the previous proof.
Time discretization with Convolution Quadrature
Full discretization. The final step for discretization of our problem consists of applying one of the possible Convolution Quadrature techniques to the semidiscretized integral system (3.1) (this includes using CQ in the convolution operators acting on the data functions) and to the potential postprocessing (3.2). We will apply a BDF2-based CQ discretization. Other multistep techniques (based on the implicit Euler scheme or on the trapezoidal rule) can be presented and analyzed with similar tools. Finally, multistage CQ is also available, using implicit Runge-Kutta methods as background ODE solvers in the numerical scheme. Multistep CQ originated in [23] , applied to parabolic problems, and was extended in [24] to hyperbolic problems, including a time domain boundary integral equation in acoustics. A modern introduction to computational uses of CQ for wave propagation problems is given in [8] . Algorithmic details and several possible interpretations of CQ can be found in [18] . In this section we will follow the plan developed in [26, Section 10.3] , based on [5, Section 6] . We note that while a time domain analysis of multistep CQ discretizations for wave propagation problems is known, at the current stage of research multistage CQ methods require a Laplace domain analysis of the associated Galerkin solver (see [22] ). In order to fix ideas, let us introduce the causal BDF2 approximation of the derivative
where k will be the time-discretization parameter (time-step). Following [5, Section 6] , it is easy to prove that the BDF2-CQ discretization of (3.1)-(3.2) is equivalent to the transmission problem
followed by the computation of
Even if the analysis is done through comparison of (6.1) and (3.3)-(3.4), let us emphasize two facts: (a) in reality what is solved is the integral system (3.1), which is followed by the potential postprocessing (3.2); (b) the solution is only computed at equally spaced time-steps of length k, and thus we are only computing the values of the continuous causal
Error equations. Consider the errors for (6.1) as a discretization of (3.3):
The distributions (e u , e v ) are a causal solution to the error equations
Proposition 6.1. The errors e u and e u can be bounded for all t ≥ 0 as follows
where P 2 f := f + 2ḟ +f .
Proof. Let E u , E v , U h , V h be the respective Laplace transforms of e u , e v , u h , and v h . Taking the Laplace transform of (6.2), and using an integration by parts argument (with the same format as in the proof of Proposition 4.1(c)), it is easy to prove that for all s ∈ C with Re s > 0, it holds Proof. The bounds for the gradients follows from Proposition 6.1 and Theorem 3.2. In order to bound the traces we use the fact that for a causal X-valued function f
and then use this to obtain L 2 (R d ) estimates of e v (t) from those of ∂ k e v (t) given in Proposition 6.1. Finally, in order to bound normal derivatives of e v , we use the error equation
The details are very similar to those of the proof of [5, Theorem 6.7] (see also [26, Section 10.3] ) and are therefore omitted.
Numerical experiments
A smooth obstacle. In this experiment we choose Γ ⊂ R 2 to be the smooth closed curve parametrized by the function
which is shaped like a smoothened square parallel to the coordinate axes. We choose κ = 0.8 and c 2 κ = 1.2 2 . The data in (2.1) are taken so that the exterior solution is zero and the interior solution is a plane wave u(x, t) = sin(c
and h is a smoothened version of the Heaviside function, namely a polynomial of degree ten that connects the points (0, 0) and (1, 1). We will integrate in the time interval [0, 4] using the BDF2-based CQ scheme.
For spatial discretization we use a division of Γ into N elements, by choosing a uniform grid in parametric space. The space X h is composed of piecewise constant functions in this mesh. For Y h we choose continuous piecewise linear functions in the parameter z, mapped to Γ and defined on a uniform grid with N elements which is staggered with respect to the grid that is used to define X h . With adequately chosen reduced integration, it is possible to rewrite all the elements of the matrices in the language of the fully discrete Calderón calculus of [14] . The interior solution will be computed in the center and corners of the square [−0.5, 0.5] 2 ⊂ Ω − : these five points will be denoted x obs for = 1, . . . , 5. We then measure relative errors associated to the absolute errors (The corresponding relative errors will be denoted with a capital E in the tables.) Here Π 0 is the midpoint interpolation operator on X h and Π 1 is the natural Lagrange interpolation on Y h . The results are reported in Table 1 and Figure 1 .
e.c.r. E λ e.c.r. E Table 1 : Relative errors at final time (T = 4) for trace, normal derivative and interior solution in the case of a smooth obstacle. Table 1 A polygonal obstacle. We now consider an obstacle whose boundary is the quadrilateral with vertices (0, 0), (1, 0), (0.8, 0.8), and (0.2, 1). The same physical data (κ and c) and the exact solution are the same as in the previous experiment, and we also integrate up to time T = 4 with the BDF2-CQ scheme. Each of the edges of Γ is subdivided into an equal number of elements (the partition is thus piecewise uniform) to a total of N elements. The spaces X h and Y h are respectively composed of piecewise constant and continuous piecewise linear functions on this grid. The interior solution will be observed in the points We measure relative errors corresponding to Table 2 : Relative errors at final time for trace, normal derivative and interior solution in the case of a non-smooth scatterer. Table 2 .
A multiple scatterer illustration. We finally show several snapshots of the scattering of a plane wave by four circular obstacles with different material properties. In all four obstacles κ = 1. The wave velocity is set to be c = 2 in the obstacles placed in NE and SW positions (see Figure 3) and c = 0.5 in the other two obstacles. Figure 3 : Six images of the scattering of a short-pulse plane wave by four penetrable obstacles. The obstacle in the upper right corner propagates waves at twice the speed of the surrounding medium, giving a head start to the part of the wave that traverses the obstacle with respect to the incident wave.
