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Abstract
Let RM(n, d) be the class {A|A is an n × n reducible nonnegative matrix and the greatest common
divisor of the lengths of all cycles in D(A) is d}, where D(A) is the associated digraph of A. In this paper we
determine the set of numbers of positive entries of A for A ∈ RM(n, d). We also characterize the reducible
nonnegative matrices with the maximum and minimum numbers of positive entries.
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1. Introduction
A square matrix A1 is permutation similar to A2 if for some permutation matrix P we have
PA1P
T = A2. A matrix is reducible if it is permutation similar to a matrix of the form
[
B O
C D
]
,
where B and D are square (nonvacuous) matrices. Otherwise it is irreducible. For an irreducible
matrix A, the imprimitivity index (cyclicity index or period) d of A is the number of eigenvalues
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of A whose moduli are equal to the spectral radius of A. A is primitive if d = 1, and imprimitive
if d > 1.
For an n × n nonnegative matrix A, its associated digraph D(A) is deﬁned to be the digraph
with vertex set V = {1, 2, . . . , n} and arc set E = {(i, j)|aij /= 0}.
A cycle is a digraph C with vertex set V (C) = {v1, v2, . . . , vk} and arc set E(C) = {(v1, v2),
(v2, v3), . . . , (vk−1, vk), (vk, v1)}, where the vertices v1, v2, . . . , vk are all distinct. The number
of arcs of C is its length.
Denote by σ(A) the number of positive entries of A, where A is a matrix. Let IM(n, d) be
the class {A|A is an n × n irreducible nonnegative matrix and the greatest common divisor of the
lengths of all cycles in D(A) is d}. For an irreducible nonnegative matrix A, the greatest common
divisor of the lengths of all cycles in D(A) is the imprimitivity index of A.
For a real number x, denote by x the largest integer not exceeding x. Let h(n, d) =
min{σ(A)|A ∈ IM(n, d)} and h¯(n, d) = max{σ(A)|A ∈ IM(n, d)}. Forn > 1, Zhan [4] deter-
mined
h(n, d) =
{
n + 1 if d < n,
n if d = n (1)
and
h¯(n, d) =
{n2/d if 1  d  4,
2n − d + (n − d)2/4 if d  5. (2)
Fang and Wang [3] proved that for any positive integer k with h(n, d)  k  h¯(n, d), there exists
A ∈ IM(n, d) such that σ(A) = k. Cheng and Liu [2] characterized the irreducible nonnegative
matrices with h(n, d) and h¯(n, d) positive entries respectively.
In this paper we consider reducible nonnegative matrices. For 1  d < n, let RM(n, d) be
the class {A|A is an n × n reducible nonnegative matrix and the greatest common divisor of the
lengths of all cycles in D(A) is d}. Deﬁne g(n, d) = min{σ(A)|A ∈ RM(n, d)} and g¯(n, d) =
max{σ(A)|A ∈ RM(n, d)}.
In Section 2 of this paper we obtain
g¯(n, d) =
⎧⎨⎩
n2 − n + 1 if 1 = d < n,
n2/2 if 2 = d < n,
d + 12 (n + d − 1)(n − d) if 2 < d < n
and
g(n, d) = d.
Furthermore we also characterize the matrices with g(n, d) and g¯(n, d) positive entries respec-
tively and prove that for any positive integer k with g(n, d)  k  g¯(n, d), there exists A ∈
RM(n, d) such that σ(A) = k.
2. Main results
Some notations are given ﬁrst. We always designate a zero matrix by O, a matrix with every
entry equal to 1 by J . In order to emphasize the sizes of these matrices we sometimes include
subscripts. Thus Jm,n denotes the all-1’s matrix of size m by n, and this is abbreviated to Jn
if m = n. The notations Om,n and On have similar meanings. Denote the matrix
[
A1 O
J A2
]
by
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A1øA2. We use økA for the matrix Aø · · · øA (k copies A). x is used for the smallest integer no
less than x.
Let A be an n × n imprimitive nonnegative matrices with imprimitive index p. Then A is
permutation similar to⎡⎢⎢⎢⎢⎢⎢⎣
O A1 O O . . . O
O O A2 O . . . O
O O O A3 . . . O
. . . . . . . . . . . . . . . . . .
O O O O . . . Ap−1
Ap O O O . . . O
⎤⎥⎥⎥⎥⎥⎥⎦ , (3)
where the zero blocks along the diagonal are square (see [1, p. 71]). The matrix in (3) is called
the canonical form of A. If in (3) the block Ai is of the size ni × ni+1 (i = 1, . . . , p; here we
read the subscripts mod p) and Ai = Jni,ni+1 for i = 1, . . . , p, then we denote the matrix of the
form (3) by Pn1,n2,...,np .
(0,1) matrices are closely related to nonnegative matrices. For a given nonnegative matrix A,
we deﬁne A˜ to be the corresponding (0,1) matrix obtained by replacing all the positive entries of
A by 1. Clearly, A˜ completely determines the zero-nonzero pattern of the nonnegative matrix A
and vice versa.
The following result is from (1), (2) and (3).
Lemma 2.1. Let A ∈ IM(n, n) where n  2. Then σ(A) = n and A˜ is permutation similar to
P1,1,...,1.
The following theorem is quoted from [3].
Theorem 2.2 [3]. Let A be a (0, 1) matrix and A ∈ IM(n, 2) where n  2. Then σ(A)  n22 
and the equality holds if and only if A is permutation similar to Pn1,n2 where n1 = n2  and
n2 = n2 .
We can re-write Theorem 2.2 as follows.
Theorem 2.3. Let A ∈ IM(n, 2) where n  2. Then σ(A)  n22  and the equality holds if and
only if A˜ is permutation similar to Pn1,n2 where n1 = n2  and n2 = n2 .
Let A be a reducible nonnegative matrix. Then A is permutation similar to⎡⎢⎢⎢⎢⎣
A1 O O . . . O
A21 A2 O . . . O
A31 A32 A3 . . . O
. . . . . . . . . . . . . . .
At1 At2 At3 . . . At
⎤⎥⎥⎥⎥⎦ , (4)
where A1, A2, A3, . . . , At are irreducible.
If A ∈ RM(n, d) and σ(A) = g¯(n, d), then A21, A31, A32, . . . , At1, At2, At3, . . . , At,t−1 in
the form (4) are all-1’s matrices. Therefore we have the following result.
B. Cheng, B. Liu / Linear Algebra and its Applications 430 (2009) 308–317 311
Lemma 2.4. If A ∈ RM(n, d) and σ(A) = g¯(n, d), then A is permutation similar to some
A1øA2øA3ø · · · øAt where A1, A2, A3, . . . , At are irreducible and t  2.
If Ai is of the size ni × ni , then we denote the matrix A1øA2ø · · · øAt
by (n1, A1, n2, A2, . . . , nt , At ).
Denote byCn the n × nmatrix
⎡⎢⎣ 0 1 0 . . . 00 0 1 . . . 0. . . . . . . . . . . . . . .
0 0 0 . . . 1
1 0 0 . . . 0
⎤⎥⎦. For an irreducible matrixA, ind(A)
is used for the imprimitivity index of A.
Since all parameters of interest are equal for A and PAP T, we might always assume that A is
already in the form (n1, A1, n2, A2, . . . , nt , At ), where A ∈ RM(n, d) and σ(A) = g¯(n, d).
Lemma 2.5. Let A ∈ RM(n, d) and σ(A) = g¯(n, d) with 1  d < n. Suppose A = (n1, A1,
n2, A2, . . . , nt , At )whereA1, A2, . . . , At are irreducible and t  2. If ni > 1, then ind(Ai) = d.
Proof. Let di = ind(Ai). Note that d is the greatest common divisor of the lengths of all cycles
in D(A). Then d|di .
Assume di /= d. Then di > d .
Choose matrix B1 ∈ IM(ni, d) and σ(B1) = h¯(ni, d). For a given n, h¯(n, k) is strictly
decreasing in k for 1  k  n. Note that di > d . Then we have h¯(ni, d) > h¯(ni, di). Therefore
σ(B1) = h¯(ni, d) > h¯(ni, di)  σ(Ai).
Set B = A1ø · · · øAi−1øB1øAi+1ø · · · øAt . Then σ(B) > σ(A) = g¯(n, d).
By the fact that B1 ∈ IM(ni, d) we have B ∈ RM(n, d). Therefore σ(B)  g¯(n, d), a con-
tradiction. Then di = d . 
Lemma 2.6. If 3  d < n, then the following hold:
(1) d + 12 (n + d − 1)(n − d) > 2n − d + (n−d)
2
4 .
(2) 12 (n
2 − n) > 2n − d + (n−d)24 .
Proof. (1) We have
d + 1
2
(n + d − 1)(n − d) −
(
2n − d + (n − d)
2
4
)
= n
2 + (2d − 10)n − d(3d − 10)
4
= (n − d)(n + 3d − 10)
4
> 0.
Then the result follows.
(2) We have
1
2
(n2 − n) −
(
2n − d + (n − d)
2
4
)
= (n − d)(n + 3d − 10)
4
+ d(d − 3)
2
> 0.
Then we get the result. 
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Lemma 2.7. Let A ∈ RM(n, d) and σ(A) = g¯(n, d) where 2 < d < n. Suppose A = (n1, A1,
n2, A2, . . . , nt , At )whereA1, A2, . . . , At are irreducible and t  2. If ni > 1, then the following
hold:
(1) nj = 1 for j /= i.
(2) ni = d.
(3) Ai is permutation similar to Cd.
Proof. (1) Assume that there exists j (j /= i) such that nj > 1. By Lemma 2.5, ind(Aj ) = d and
ind(Ai) = d. Hence Aj ∈ IM(nj , d) and Ai ∈ IM(ni, d).
Let B1 = ønj O1. Then σ(B1) = 12 (n2j − nj ).
Ifd > 3, thenσ(B1) > 2nj − d + (nj−d)
2
4 byLemma2.6(2). Thusσ(B1) > h¯(nj , d)  σ(Aj ).
If d = 3, then σ(B1) > n
2
j
3  h¯(nj , d)  σ(Aj ).
SetB = A1ø · · · øAj−1øB1øAj+1ø · · · øAt . ThenB ∈ RM(n, d) andσ(B) > σ(A) = g¯(n, d),
a contradiction.
(2) Assume ni /= d. Then ni > d .
By Lemma 2.5, ind(Ai) = d . Hence Ai ∈ IM(ni, d).
Let B1 = Cdø(øni−dO1). Then
σ(B1) = d + (d + d + 1 + · · · + ni − 1) = d + 1
2
(ni + d − 1)(ni − d).
If d > 3, then σ(B1) > 2ni − d + (ni−d)24 by Lemma 2.6(1). Therefore σ(B1) > h¯(ni, d) 
σ(Ai).
If d = 3, then
σ(B1) = d + 1
2
(ni + d − 1)(ni − d) = 1
2
(ni + 2)(ni − 3) + 3
= 1
2
(n2i − ni) >
n2i
3
 h¯(ni, d)  σ(Ai).
SetB = A1ø · · · øAi−1øB1øAi+1ø · · · øAt . ThenB ∈ RM(n, d) andσ(B) > σ(A) = g¯(n, d),
a contradiction.
(3) From (2), we have Ai ∈ IM(d, d). Then Ai is permutation similar to Cd by
Lemma 2.1. 
From Lemma 2.7, we can get the following result.
Lemma 2.8. Let A ∈ RM(n, d) and σ(A) = g¯(n, d) where 2 < d < n. Then there exists integer
k, 0  k  n − d, such that A˜ is permutation similar to (økO1)øCdø(øn−k−dO1).
Lemma 2.9. Let A˜ be permutation similar to (økO1)øCdø(øn−k−dO1), where 2 < d < n and
0  k  n − d. Then A ∈ RM(n, d) and σ(A) = d + 12 (n + d − 1)(n − d).
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Proof. If k > 0, thenwe see (økO1)øCdø(øn−k−dO1) is reducible. If k = 0, then A˜ is permutation
similar to Cdø(øn−dO1). Thus A is reducible by the fact that n > d .
Note that (økO1)øCdø(øn−k−dO1) only contains a cycle of length d. Then A ∈
RM(n, d).
We have
σ(A) = k(k − 1)
2
+ (k + 1)d + (k + d) + (k + d + 1) + · · · + (n − 1)
= k(k − 1)
2
+ (k + 1)d + (k + d + n − 1)(n − k − d)
2
= d + 1
2
(n + d − 1)(n − d). 
Theorem 2.10. Let A ∈ RM(n, d) where 2 < d < n. Then σ(A)  d + 12 (n + d − 1)(n − d)
and the equality holds if and only if there exists integer k, 0  k  n − d, such that A˜ is permu-
tation similar to (økO1)øCdø(øn−k−dO1).
Proof. It is immediate from Lemmas 2.8 and 2.9. 
Now we consider the cases d = 1 and d = 2.
Lemma 2.11. Let A ∈ RM(n, 1) and σ(A) = g¯(n, 1) where n > 1. Suppose A = (n1, A1,
n2, A2, . . . , nt , At ) where A1, A2, . . . , At are irreducible and t  2. Then t = 2.
Proof. Suppose t > 2. SetB = (n1 + n2, B1, n3, A3, . . . , nt , At )whereB1 = Jn1+n2 . ThenB ∈
RM(n, 1) and we have σ(B) − σ(A) = σ(B1) − σ(A1øA2)(n1 + n2)2−(n21 + n22+n1n2) =
n1n2 > 0.
Then σ(B) > σ(A) = g¯(n, 1), a contradiction. 
Lemma 2.12. LetA ∈ RM(n, 1)andσ(A) = g¯(n, 1)wheren > 1.SupposeA = (n1, A1, n2, A2)
where A1 and A2 are irreducible. Then the following hold:
(1) n1 = 1 or n1 = n − 1.
(2) If n1 = 1, then A˜ is J1øJn−1. If n1 = n − 1, then A˜ is Jn−1øJ1.
Proof. (1) Suppose n1 /= 1 and n1 /= n − 1. Then 2  n1  n − 2. Thus 2  n2  n − 2. From
the fact that A = (n1, A1, n2, A2), we have σ(A)  n21 + n22 + n1n2.
Set B = J1øJn−1. Then we have
σ(B) − σ(A) n2 − n + 1 − (n21 + n22 + n1n2)
= (n1 + n2)2 − n1 − n2 + 1 − n21 − n22 − n1n2
= n1n2 − n1 − n2 + 1 = (n1 − 1)(n2 − 1) > 0.
Therefore σ(B) > σ(A) = g¯(n, 1), a contradiction.
(2) If n1 = 1, then A˜1 and A˜2 are forced to be J1 and Jn−1, respectively. Therefore A˜ is
J1øJn−1. If n1 = n − 1, then A˜1 and A˜2 are forced to be Jn−1 and J1, respectively. Therefore A˜
is Jn−1øJ1. 
The following lemma is clear.
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Lemma 2.13
(1) Let A˜ be permutation similar to J1øJn−1 where n > 1. Then A ∈ RM(n, 1) and σ(A) =
n2 − n + 1.
(2) Let A˜ be permutation similar to Jn−1øJ1 where n > 1. Then A ∈ RM(n, 1) and σ(A) =
n2 − n + 1.
Theorem 2.14. LetA ∈ RM(n, 1)where n > 1.Then σ(A)  n2 − n + 1 and the equality holds
if and only if A˜ is permutation similar to J1øJn−1 or Jn−1øJ1.
Proof. It follows from Lemmas 2.12 and 2.13. 
Lemma 2.15. Let A ∈ RM(n, 2) and σ(A) = g¯(n, 2) where n > 2 and n is even. Suppose A =
(n1, A1, n2, A2, . . . , nt , At ) where A1, A2, . . . , At are irreducible and t  2. Then
(1) 2|ni for i = 1, . . . , t.
(2) Ai ∈ IM(ni, 2) and σ(Ai) = h¯(ni, 2).
(3) A˜i is permutation similar to Pni
2 ,
ni
2
.
(4) A˜ is permutation similar to Pn1
2 ,
n1
2
øPn2
2 ,
n2
2
ø · · · øPnt
2 ,
nt
2
.
Proof. (1) Suppose there exists k1 (1  k1  t) such that 2 |nk1 . Since n is even, there must exist
k2 (1  k2  t and k1 /= k2) such that 2 |nk2 .
Without loss of generality, we may assume k1 = 1 and k2 = 2. Set B = (n1 + n2, B1, n3,
A3, . . . , nt , At ) where B1 = Pn1+n2
2 ,
n1+n2
2
. Then B ∈ RM(n, 2) and σ(B1) = (n1+n2)22 .
We have
σ(B) − σ(A) = σ(B1) − σ(A1øA2)
 1
2
(n1 + n2)2 − n
2
1 − 1
2
− n
2
2 − 1
2
− n1n2 = 1.
Hence σ(B) > σ(A) = g¯(n, 2), a contradiction. Then 2|ni for i = 1, . . . , t .
(2) Since ni > 1, ind(Ai) = d = 2 by Lemma 2.5. Thus Ai ∈ IM(ni, 2). Then σ(Ai) =
h¯(ni, 2) by the fact that σ(A) = g¯(n, 2).
(3) A˜i is permutation similar to Pni
2 ,
ni
2
by Theorem 2.3.
(4) It is immediate from (3). 
Lemma 2.16. Let A˜ be permutation similar to Pn1
2 ,
n1
2
øPn2
2 ,
n2
2
ø · · · øPnt
2 ,
nt
2
where n1, n2, . . . , nt
are positive even integers, n1 + n2 + · · · + nt = n and t  2. Then A ∈ RM(n, 2) and σ(A) =
n2
2 .
Proof. It is clear that A ∈ RM(n, 2).
And we have
σ(A) = n
2
1
2
+ n
2
2
2
+ · · · + n
2
t
2
+ n2n1 + n3n1 + n3n2 + . . . + ntn1
+ ntn2 + · · · + ntnt−1
= (n1 + n2 + · · · + nt )
2
2
= n
2
2
. 
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Theorem 2.17. Let A ∈ RM(n, 2) where n > 2 and n is even. Then σ(A)  n2/2 and the equal-
ity holds if and only if there exist positive even integers n1, n2, . . . , nt such that n1 + n2 + · · · +
nt = n and A˜ is permutation similar to Pn1
2 ,
n1
2
øPn2
2 ,
n2
2
ø · · · øPnt
2 ,
nt
2
where t  2.
Proof. It follows from Lemmas 2.15 and 2.16. 
Lemma 2.18. Let A ∈ RM(n, 2) and σ(A) = g¯(n, 2) where n > 2 and n is odd. Suppose A =
(n1, A1, n2, A2, . . . , nt , At ) where A1, A2, . . . , At are irreducible and t  2. Then the following
hold:
(1) There exists nk (1  k  t) such that 2  |nk.
(2) 2|ni for 1  i  t and i /= k.
(3) Set B =
{
O1 if nk = 1,
Pnk−1
2 ,
nk+1
2
if nk > 1. Then A˜k is permutation similar to B.
(4) A˜i is permutation similar to Pni
2 ,
ni
2
for 1  i  t and i /= k.
(5) A˜ is permutation similar to Pn1
2 ,
n1
2
ø · · · øPnk−1
2 ,
nk−1
2
øBøPnk+1
2 ,
nk+1
2
ø · · · øPnt
2 ,
nt
2
.
Proof. (1) It follows from the fact that n is odd.
(2) Similarly as Theorem 2.15(1), we can prove the result.
(3) If nk = 1, then A˜k = J1 or O1. Since A ∈ RM(n, 2), A˜k = O1.
Ifnk > 1, then ind(Ak) = 2byLemma2.5.ThereforeAk ∈ IM(nk, 2) andσ(Ak) = h¯(nk, 2).
So A˜k is permutation similar to Pnk−1
2 ,
nk+1
2
by Theorem 2.3.
(4) From (2), we have ni > 1 for 1  i  t and i /= k. Therefore ind(Ai) = 2 and Ai ∈
IM(ni, 2). Then A˜i is permutation similar to Pni
2 ,
ni
2
.
(5) It is clear from (4). 
Lemma 2.19. (1) Let A˜ be permutation similar to Pn1
2 ,
n1
2
ø · · · øPnk−1
2 ,
nk−1
2
øO1øPnk+1
2 ,
nk+1
2
ø · · ·
øPnt
2 ,
nt
2
where t  2, 1  k  t, n1, . . . , nk−1, nk+1, . . . , nt are positive even integers and n1 +
· · · + nk−1 + 1 + nk+1 + · · · + nt = n. Then A ∈ RM(n, 2) and σ(A) = n2−12 .
(2) Let A˜ be permutation similar to Pn1
2 ,
n1
2
ø · · · øPnk−1
2 ,
nk−1
2
øPnk−1
2 ,
nk+1
2
øPnk+1
2 ,
nk+1
2
ø · · ·
øPnt
2 ,
nt
2
where t  2, 1  k  t, n1, . . . , nk−1, nk+1 . . . , nt are positive even integers, nk is
odd, nk > 1 and n1 + · · · + nk−1 + nk + nk+1 + · · · + nt = n. Then A ∈ RM(n, 2) and
σ(A) = n2−12 .
Proof. Similar to the proof of Lemma 2.16. 
Theorem 2.20. Let A ∈ RM(n, 2) where n > 2 and n is odd. Then σ(A)  (n2 − 1)/2 and the
equality holds if and only if there exist positive even integers n1, . . . , nk−1, nk+1, . . . , nt and
positive odd integer nk such that n1 + · · · + nk−1 + nk + nk+1 + · · · + nt = n and A˜ is permu-
tation similar toPn1
2 ,
n1
2
ø · · · øPnk−1
2 ,
nk−1
2
øBøPnk+1
2 ,
nk+1
2
ø · · · øPnt
2 ,
nt
2
where t  2, 1  k  t and
B =
{
O1 if nk = 1,
Pnk−1
2 ,
nk+1
2
if nk > 1.
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Proof. It is clear from Lemmas 2.18 and 2.19. 
We can get the following corollary from Theorems 2.10, 2.14, 2.17 and 2.20.
Corollary 2.21
g¯(n, d) =
⎧⎨⎩n
2 − n + 1 if 1 = d < n,
n2/2 if 2 = d < n,
d + 12 (n + d − 1)(n − d) if 2 < d < n.
Theorem 2.22. Let A ∈ RM(n, d) where 1  d < n. Then σ(A)  d and the equality holds if
and only if A˜ is permutation similar to
[
B O
O O
]
, where B =
{
Cd if d > 1,
J1 if d = 1.
Proof. Since A ∈ RM(n, d), D(A) contains a cycle of length d. Then σ(A)  d.
If σ(A) = d, then D(A) is a cycle of length d and some isolated vertices. Therefore A˜ is
permutation similar to B. 
Corollary 2.23
g(n, d) = d.
The following result shows that there exists no gap in the set of numbers of positive entries of
A for A ∈ RM(n, d).
Theorem 2.24. Foranypositive integer kwithg(n, d)  k  g¯(n, d), there existsA ∈ RM(n, d)
such that σ(A) = k.
Proof. We consider the following three cases.
Case 1: d = 1. Set B =
[
J1 O
C D
]
where C = Jn−1,1 and D = Jn−1. Change any n2 − n −
k + 1 nonzero entries of [C D] to zero, and we get a new matrix A from B. Then σ(A) =
1 + (n − 1)n − (n2 − n − k + 1) = k and A ∈ RM(n, 1).
Case 2: d = 2. Set B =
[
P1,1 O
C D
]
where C = Jn−2,2 and D = P n−22 , n−22 . Change any
n2/2 − k nonzero entries of [C D] to zero, and we get a new matrix A from B. Then
A ∈ RM(n, 2) and σ(A) = 2 + 2(n − 2) +  (n−2)22  − (n
2
2  − k) = k.
Case 3: 2 < d < n. Set B =
[
Cd O
C D
]
where C = Jn−d,d and D = øn−dO1. Change any d +
1
2 (n + d − 1)(n − d) − k nonzero entries of
[
C D
]
to zero, and we get a new matrix A from
B. Then A ∈ RM(n, d) and
σ(A) = d + d(n − d) + (n − d)
2 − (n − d)
2
−
(
d + 1
2
(n + d − 1)(n − d) − k
)
= k.
This completes the proof. 
Remark. In order to consider the case that D(A) contains no (directed) cycle, let RM(n, 0) =
{A|Ais ann × n reducible nonnegative matrix andD(A) contains no directed cycle}(n  2).De-
ﬁne g(n, 0) = min{σ(A)|A ∈ RM(n, 0)} and g¯(n, 0) = max{σ(A)|A ∈ RM(n, 0)}. We can ob-
tain that g(n, 0) = 0 and g¯(n, 0) = n2−n2 .
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