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Atmtract. This Imper describes & technique fo¢ the solution of non-linem" boundary value problems 
in one dlmendon baaed on the boundary dement method. The nonlinearity is handled by a quasi- 
linem-ization over subintervals or dements within the main domain. The weighting functlmm used 
are the solutions to the one dimensional diffusion operator or the solutions to the adjoint differential 
equation to the original problem. The paper also describes the development ofa computer code to 
handle the numeriad ~lpects of the problem. A nttmber of illtmtrative problenm are solved tudng this 
computer code and it is demomtrated that the method isvery robust and leads to accurate numerical 
results for both the dependent v~risble and its derivative at the nodal points. A method of estimating 
the accuracy of the solution is also prc~nted. A number of problems for which the boundary element 
method is likely to he imrticularly suitable are pointed out. 
1 PROBLEM DEFINITION 
A general class of problem in engineering can be represented by the diffusion operator acting 
on a non-finear ate model. 
V2c = f ( c )  (1) 
where V ~ represents the Laplacian or diffusion operator, c is the dependent variable (also refered 
to as the concentration variable here) and f ( c )  is the nonlinear rate model. For instance, the above 
problem occupies a central role in chemical reaction engineering. (Aria, 1) with c representing 
the concentration variable. The problem is thus representative of the transport of a reactant and 
simultaneous reaction in a porous catalyst. A similar problem is encountered in gas absorption 
with chemical reaction and in phase transfer catalysis. The transport and production of electrons 
in glow discharge plasma can be described by a somewhat similar equation if one models the glow 
discharge plasma as a continuum. (Graves and Jensen, 2). A number of problems in mathematical 
biology are also governed by a similar equation. To mention one example, the growth of cancer in 
some cases can be modeled by the the absence of the growth inhibitor in certain critical regions 
of the tissue (Adams, 3). The concentration of the growth inhibitor is in turn governed by a 
diffusion and generation process. 
The domain of integration of Equation (1) is often idealized by a one dimensional geometry of 
a slab. The Laplacian operator then takes the following simple form: 
d2c 
V2c -- dz ~ (2) 
where z is the characteristic distance parameter for the chosen geometry. 
The problem can be generalized to include the dependency of the non-linear ate model on 
both the gradient and the distance variable. Thus a more general representation f this class of 
boundary value problem would be: 
d% 
dz ~ - f ( c ,p ,  z)  (3) 
where p represents the gradient of the dependent variable: 
dc 
P = dz (4) 
The domain of integration can be taken to be from 0 to 1 without loss of generality and the 
boundary conditions may be stated in a general form as: 
At x = 0, a lp  a u a2c "- a3 (5) 
and 
At x = 1, blp + b2c = b3 (6) 
This paper is concerned with the development of an efficient solution procedure to these types of 
problems based on the boundary element solution concepts. 
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2 LITERATURE BACKGROUND 
A number of solution methods are available to solve these types of problems. Orthogonal 
collocation method appears to be the most commonly used technique to solve the one dimensional 
problem. (Villadsen and Stewart [4] ; ViUadsen and Michelsen [5]). Sharp gradients in either 
the concentration or its derivative may exist near one of the boundaries in some cases. In order 
to resolve these steep gradients, the method of collocation on finite subregions or the spline 
collocation has been developed with considerable success (Carey and Finlayson [6] ; Patterson 
and Cresswell [7]). Spline collocation based general software COLSYS is also available for this 
problem and an application example is presented in the paper by Denison et al. [8]. Collocation 
using exponential basis functions has also been suggested for this problem (Sorensen and Stewart 
[9]). Direct finite element methods can also be applied and recent papers by Mills et al. [10,11] 
show an application to a two dimensional problem with non-uniform boundary conditions along 
the enclosing boundary. 
In this work, an integral formulation based on the boundary element method (BEM) has 
been proposed to solve the diffusion with nonlinear reaction problem in one dimension. The 
BEM methods are becoming increasingly popular in the field of heat transfer and elasticity 
(Brebbia et al [12]). Compared to the conventional method the BEM method uses the Green's 
function of the problem or the solution to the corresponding adjoint differential equation as the 
weighting function in the weak formulation of the problem. This formulation is integrated twice 
thereby reducing the order of the differential equation resulting in an integral representation to
the problem. The order reduction is the key advantage of the method and improves the accuracy 
of this method over conventional techniques. The finite difference method does not reduce the 
order of the differential equation while the finite element method reduces the order by one. The 
present method reduces the order by two. Another advantage of the method is that it solves 
directly for the dependent variable and its derivative at each of the nodal points. This is an 
advantage in itself since often the value of the derivative (or the concentration gradient) is the 
quantity of practical interest. Further for problems where the rate term is also an explicit function 
of the derivative, p, the direct calculation of p and its use in an iterative scheme proves to be of 
advantage. 
The BEM method has not been used extensively in the literature for non-linear problems. The 
one dimensional problem is briefly discussed in the book by Banerjee and Butterworth [13]. This 
paper presents a detailed study of this problem and incorporates a number of new features: (1) 
The BEM formulation is applied to subintervals within the domain rather than for the entire do- 
main. (2) The solution of the adjoint differential equation is used as the weighting function rather 
than the solution to the Greens function of the differential operator. (3) Osculating polynomials 
within the subintervals are used to facilitate accurate calculation of the subinterval integrals. (4) 
Here we propose that the non-linearity can be handled by the concept of quasi-linearization over 
a subinterval or element. The BEM method is then applied to the linearized problem over each 
subinterval. This permits a very accurate discretization of the problem with both the dependent 
variable and its gradient as the unknown variables and the problem is solved in an iterative 
manner. The technique of quasi-linearization has been used for non-linear problems by Lee [14] 
in the context of the finite difference solution technique. The above modifications makes BEM 
a very strong method for the solution of the boundary value problems as demonstrated in this 
paper. 
3 SOLUTION PROCEDURE 
The basis of the solution procedure developed here assumes that the function f can be rep- 
resented by a linearized form within a subinterval or an element inside the main domain. The 
weighted residual formulation is then applied to the quasi-linearized equation to obtain a weak 
formulation. The weighting functions (two needed) are chosen as the solution of the diffusion 
operator in one dimension. Further, an osculating polynomial is derived for the concentration in 
each subinterval. Using this representation, the weak formulation can be represented in terms 
of the unknowns in the boundaries of each subinterval. By assembling the equations for each 
subinterval and solving the resultant matrix the solution for the specified domain is obtained. 
The details will be now presented. 
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We shall illustrate the solution procedure for the case where f is a function of c and z only 
(and not an explicit function ofp as well.) Later, the modifications necessary for the more general 
case will be presented. 
Let a < z < b represent a sufficiently small subinterval, i within the domain of integration 
such that the the nonlinear function is adequately represented by a local linearized version. Thus 
if ci is the average value of the dependent variable in this subinterval, the nonlinear term can be 
represented as : 
where 
f ( c ) .  + 
/~') -- f(c,) -- C, ~cc c, 
(7) 
(s) 
and 
o, 
The superscripts in Equations (8 and 9) are used to indicate that the kl and k2 are different for 
each subinterval i. Also kt and k2 axe known functions of the independent variable z (and for 
the most general case a function of the gradient as well.) 
With this quasilinearization, the Equation (1) or (3) can be represented as: 
d2c 
dz 2 k2c = kx within a to b (10) 
The weighted residual (or weak) formulation of the Equation (bemla) for the linearized case 
for the subinterval i is : 
G Ldz2 -k2  dx= Gk ldz  (11) 
where G represents a local weighting function defined in the subinterval i.
If the first term of Equation (bern8) is integrated twice by parts then the resulting formulation 
is : 
dx  J . - [-J'~z J . ÷ 2 dz - k2Gc d z = Gkl dx (12) 
We now choose two weighting functions uch that the term containing the differential oper- 
ator ~ on the LHS of Equation (beml0a) vanish. Thus the weighting functions are chosen 
as the solution to the differential equation : 
~G =0 (13) dx 2 
If such a choice is made then the Equation (beml0a) can be presented as: 
-paG[a] + ca + pbG[b] - Cb -- k2Gc dx = bIG dx (14) 
The first weighting function is chosen as : 
G1 = G~ i) = x - a (15) 
Once the weighting function is chosen, the integral on the RHS of Equation (bern34) can 
be evaluated by standard Gaussian quadrature formulae because this term is a function of 
z only. To evaluate the integral on the LHS (which depends on the unknown dependent 
variable c) we need to express c as an approximate polynomial. This can be done most 
conveniently in the context of the boundary element method in terms of nodal variables of 
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the unknown and its gradient (namely p, ,e , ,ps,  es), Further it is useful here to introduce a
local co-ordinate system defined as: 
z - -a  
7 = b -  a (16) 
The osculating polynomial equation for c can then be derived as: 
where 
c = ~(b-  a)p.  + ~2co+~s(b-  a)p~ +~4cs  
(~1 = 7 - -  2r/2 "}" r/3 
~2 "- i -  372 + 27 s 
~s = -72  + 17 s
¢4 = 372 - 27 s 
With this approximation, Equation (bem34) can be expressed as: 
HllPa + H12ca + HlsPb + H14cb -- hi 
where the coeffients H and h are defined by the following integrals. 
I* HI~ - - (b  - a)s 1~21717(7 - 272 + 7 s) d7 
H~2 - 1 - (b - a) 2 k21717(1 - 372 + 27 s) d7 
H~s = (b - . )  - (b - . ) s  k21717(-72 + ,I s) d7 
I* /-/~4 - -1  - (b - a)2 t21717(372 - 2,7 s) d7 
and 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
(32) 
(31) 
f0 
1 
H21 "- - (b  - a) - (b - a) 3 /c217](1 - 7)(7 - 272 + 73) d7 
H~ - -1  - (b - a)2 t2171(1 - 7)(1 - 372 + 27 s) d7 
H2s = - (b  - . )3 t2[,11(1 - 7)(-,72 + ,7") d7 
(30) 
f0 
1 
hi - (b - a) 2 ~k117] d7 (27) 
Note:  In the above equations the square bracket [7] is used to represent the functional 
dependence on 7 and should not be interpreted as a product erm. 
The second weighting function is chosen as : 
G2 = G (0 = b -  z (28) 
The discretization equation (hem34) using this second weighting function can be represented 
as :  
H21pa "4" H22ea "1" H~2pb "1" H24¢b "" h2 (29) 
where the coefficients H and h for the subinterval 'i' are defined by the following integrals. 
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and 
~0 
1 
H24 = 1 - (b - a) 2 k2[~/](1 - r})(3~/~ - 2t/s) d~/ (33) 
~01(I (34) h2 = (b - a) 2 - . )h  [7] 
where once again the square bracket [tl] is used to represent the functional dependence on I/. 
Equations (bem12a and bem14a) are the key equations for each subinterval. These are similar 
to the element level equations of the finite element method, and can be assembled into a 
global matrix, using the following conditions: 
= (35) 
and 
= (30) 
4 GLOBAL MATRIX FORM 
For the purpose of matrix assembly, we note that there are 2 * (N + 1) unknowns where N is 
the number of subintervals into which the domain is divided into. The unknowns are thus : 
Pl~ C1~ P2~ C2~ • • • ~PN-I-I.CN+I 
where we use a global numbering systems for the unknowns. Here, the subscript 1 refers to the 
position x -0  while (N+I)  refers to x -1 .  
The subinterval Equations (bem12a and bem14a) for each interval provide 2 • N equations 
and the two boundary conditions at z - 0 and z - 1 provide two additional equations to 
completely define the problem. It should be noted here that both the dependent variable 
(concentration) and its gradient appear as explicit variables and the concentration gradient 
is explicitly obtained as a part of the solution. All the other solution methods provide 
solution only for the concentration and the gradient would then be calculated by numerical 
differentiation i a post-processor. The coefficients for each subintervals can be obtained 
accurately by a ten point Gaussian quadrature. 
The matrix resulting out of the assembly process is a a banded matrix with a semi-band width 
of only two. An illustrative matrix structure is shown in Table 1 for N = 4. The terms hR 
and right in Table 1 means Equations (bem12a nd bem14a) applied to a particular element 
i. 
TABLE I: MATRIX STRUCTURE OF THE FINAL ASSEMBLED EQUATIONS FOR N-4.  
NOTE : * DENOTES THE FILLED ELEMENTS OF THE GLOBAL MATRIX. 
B.Cat  x=0 
= 1, left 
, - 1, right 
* = 2,1eft 
* - 2, right 
s = 3,1eft 
* -- 3, right 
* = 4.1eft 
- 4, right 
B.Cat  x=l  
Pl Cl P2 C2 P3 CS P4 C4 PS C6 
* * 0 0 0 0 0 0 0 0 
* * * * 0 0 0 0 0 0 
* * * * 0 0 0 0 0 0 
0 0 * * * • 0 0 0 0 
0 0 * * * • 0 0 0 0 
0 0 0 0 * • • • 0 0 
0 0 0 0 * • • • 0 0 
0 0 0 0 0 0 * * • • 
0 0 0 0 0 0 * * • • 
0 0 0 0 0 0 0 0 • • 
The iterative solution procedure is then as follows : 
(1) Assume an average concentration for each element. 
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(2) Based on this average concentration compute the values of kl and k2 for each element. 
(3) The corresponding coefficients for this subinterval re calculated by a Gaussian quadrature. 
(4) Assemble these coefficients into a global matrix of the type shown in Table 1. 
(5) Solve the global matrix by any standard routine for banded matrix linear equation solvers. 
(6) Check whether the assumed average concentrations are close to the calculated value. 
(7) Iterate until an acceptable degree of accuracy is obtained. 
5 PROGRAM DESCRIPTION 
A computer program was developed to solve a general problem of the type described by Equa- 
tion (3). A listing of the program is available on request. A brief description of the structure of 
this program will now be presented. 
A main driver program reads the input data through a subroutine INPUT. The main program 
then calls the subroutine SOLVE which performs one iteration of the boundary element routine. 
The program now returns to MAIN where the convergence for the assumed nodal concentrations 
is checked via a subroutine TEST. The routine SOLVE is repeatedly called by the main program 
till the convergence is achieved or the maximum number of iterations is reached. The user needs 
to provide a data file which defines the nodal positions and the assumed values of the dependent 
variable for the first iteration and a function subroutine to define the rate form f (e,p,z)  and 
a second function subroutine to define the derivative of f with respect o concentration. The 
program currently uses a SSP library subroutine GELB to solve a banded matrix. Any well 
tested subroutine for solving a banded matrix can be used in place of GELB in the subroutine 
SOLVE. The program was implemented on VAX 11/750 but can run easily on a desktop ersonal 
computer. 
6 ILLUSTRATIVE RESULTS 
In this section we provide some illustrative applications of the method to some cases for which 
analytical or asymptotic solutions are available. 
6.1 Linear Kinetics. For linear rate forms, no iterations are necesary and the solution to the 
assembled matrix provides directly the solution to the problem. 
The rate form: 
f = Mc (37) 
represents the problem of diffusion accompanied by a first order reaction. Here M represents a 
dimensionless rate constant for the chemical reaction. The boundary conditions used here are: 
and 
dc 
Atx -0 ,  ~z- -O  (38) 
Atx=l ,  c=1 (39) 
These boundary conditions will be used for all the illustrative xamples in this section. 
The analytical solution to the above problem is given by: 
cosh(zv~)  (40) 
c= cosh J '~  
and is of a boundary layer nature with a sharp concentration drop near z - I for large values of 
M. 
The results for M - 8 are presented in Table 2 using only four equally spaced elements. 
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TABLE 2: BEM SOLUTION FOR A FIRST ORDER REACTION 
FOR M = 8 WITH FOUR ELEMENTS 
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z c p 
0.00 0.1178 0.0000 
0.25 0.1485 0.2557 
0.50 0.2566 0.6447 
0.75 0.4984 1.369 
1.0 0.9999 2.808 
The numerical results are in complete agreement with the exact solution. (Hence only the 
values obtained from the numerical solution are shown in Table 2 .) The above accuracy with 
even a very coarse 'mesh' results from two reasons: (1) BEM being an integral representation 
to the problem, introduces no errors in approximating the derivatives by difference formula. (2) 
Over each element the dependent variable is represented by a cubic equation and hence the BEM 
results would be accurate as long as a cubic is a satisfactory representation of the variable within 
a subinterval. 
The results for M = 104 are presented in Table 3. Here due to the boundary layer nature of 
the problem unevenly spaced elements with the nodes concentrated near z = 1 are needed to 
obtain a reasonable accuracy. The effect of increasing the number of meshes near x = 1 on the 
solution is presented in Table 3. 
TABLE 3: EFFECT OF MESH REF INEMENT ON THE SOLUTION FOR 
A FIRST ORDER REACTION FOR M = 10 4 
N Node Spacing 
I0 Ten equal spacings of .I 
12 Two more nodes at .85, .95 
13 One more at .975 
17 Four more at .98, .985, .99, .995 
18 One more at 0.9625 
20 Two more at .875, .925 
22 Two more at .825, .9975 
c at  z =0.9  patz=l  
.1075 66.48 
2.44e - 3 89.51 
4.16e - 4 98.37 
3.83e - 4 99.98 
3.53e - 4 99.99 
3.53e - 5 99.99 
5.48e - 5 99.99 
The concentration at an arbitrarily chosen point, x = 0.9, and the concentration gradient at 
z = 1 is examined in Table 3. (The values from the analytical solution are 4.53e-5 and 100. 
respectively.) First ten equally spaced intervals were used and the resulting numerical solution 
examined (although as seen from hindsight one is better off starting with fewer unevenly spaced 
nodes). The results indicate a sharp increase in concentration from 0.1 to 1.0 within the region 0.9 
to 1.0. This indicates that additional nodes are needed in this region. The effect of progressively 
increasing the nodes in this region on the convergence to the exact solution is shown in Table 
3. The gradient at z = 1 (often the major quantity of interest in diffusion-reaction problems) 
converges quickly to the exact solution. The concentration values in the region of 0.9 to 1.0 agree 
very closely with the analytical solution. The results in Table 3 indicated that the global matrix 
is well-conditioned even for the case of large values of M.  Thus BEM is able to provide accurate 
solutions for the entire range of M values. 
A systematic way of progressively increasing the nodes to improve the accuracy can be devel- 
oped by examining the error in the second derivative 
of the solution and this is briefly discussed in section 7.1 of the paper. The regions where 
additional refinements are needed can be identified by this procedure. 
A second test case for a linear problem was chosen as the following: 
.f = - lOOc  (41) 
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The boundary conditions used are the same as above (Equations 38 and 39) resulting in the 
following analytical solution: 
cos(10x) 
e= coal0 (42) 
The above rate form was chosen for testing the procedure since the analytical solution is of 
an oscillatory nature here. The solution with N--10 and N-20 and equally spaced intervals are 
presented in Table 4. Both the solutions are in reasonable agreement with the analytical solution. 
TABLE 4: EFFECT OF NUMBER OF ELEMENTS ON THE CONCENTRATION AND GRADIENT 
OR THE CASE OF f "- --100C; NOTE: SOLUTION SHOWN ONLY FOR INTERMEDIATE NODES 
z ewithN--10 cwi thN-20  pwi thN-20  
0.0 -1.1867 -1.1914 0.0000 
0.2 0.4924 0.4957 10.83 
0.4 0.7781 0.7789 -9.01 
0.6 -1.1381 -1.143 -3.33 
0.8 0.1664 0.1729 11.78 
1.0 1.000 1.000 -6.47 
6.2 Linear Rate  Dependent  on z. In this subsection we consider a case where the rate is a 
function of both c and z, Consider the equation: 
f m --e2"c (43) 
with the same boundary condtions as above: The numerical solution with N-10 is shown in 
Table 5 and this matches almost exactly with the analytical solution given by: 
Yo(er)J1(1)- Jo(e')Y1(1) (44) 
c = Yo(e)3 , (1 )  - Jo(e)Y,(1) 
where J and Y are the Bessel functions. 
TABLE 5: BEM NUMERICAL SOLUTION TO f = -cexp(2z) WITS N- -10  
z c p 
0.0 7.648 0.000 
0.2 7.473 -1.865 
0.4 6.850 -4.5014 
0.6 5.619 -7.922 
0.8 3.655 -11.707 
1.0 1.000 -14.491 
6.3 Nonl inear Kinetics. The rate form: 
I = Me 2 (45) 
represents diffusion with a second order reaction. The results of the BEM solution for M = 8 
are shown in Table 6. 
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TABLE 6: RESULTS OF THE BEM NUMERICAL SOLUTION FOR A 
SECOND ORDER REACTION FOR M -- 8 USING TEN ELEMENTS 
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z c p 
0.0 0.3171 0.000000 
0.2 0.3334 0.1664 
0.4 0.3861 0.3699 
0.6 0.4877 0.6695 
0.8 0.6683 1.1915 
1.0 1.000 2.2688 
The solution was obtained with ten equally spaced subintervals. An arbitrary starting con- 
centration of zero (except at z = 1) was used and the solution converged in six iterations to a 
maximum total error in the assumed and calculated concentrations of 1.0e-4. The method of 
successive substitution was used for the iterations, i. e. the new nodal concentration for the 
next iterations were set equal to the calculated values. The convergence was monotonic. The 
converged solution shown in Table 6 agrees exactly with the numerical solution presented in the 
book by Villadsen and Michelsen [5] on p 244. 
The solution for M = 104 for a second order reaction will now be presented. Since the 
solution is of the boundary layer type, the nodes must be closely spaced near z = 1. Hence 22 
subintervals with the node placing corresponding to the last column of Table 3 was chosen for this 
case. The iterations converged in 13 trims to a tolerance rror of 1.0e-4 from arbitrary starting 
concentrations. The rate of convergence was quadratic. The results at selected nodal points are 
shown in Table 7. 
TABLE 7: RESULTS OF THE NUMERICAL SOLUTION FOR A SECOND ORDER REACTION 
FOR M - -  104; S - -22  WITH NODE PLACINGS AS IN THE LAST ROW OF TABLE 3 
x c p 
0.000 8 .76E-  04 0.0000 
0.600 3 .43E-  03 1 .619E-  02 
0.900 3 .93E-  02 0.6328 
0i950 0.1091 2.908 
0.975 0.2459 9.881 
0.985 0.3856 19.484 
0.990 0.5052 29.225 
0.995 0.6903 46.659 
1.00 1.000 81.468 
The problem has an asymptotic solution given by: 
1 = 1 + 0.5 (1 - x) (46) 
c 
for large values of M and this permits an evaluation of the accuracy of the BEM solution. The 
comparison between the above asymptoic solution and the BEM numerical solution is excellent. 
We next consider the problem of diffusion with a reaction of order of half. Here f takes the 
form:  
f = Mc 112 (47) 
with the restriction that only positive real solutions to c are physically permissible. Hence the 
rate function f was set equal to zero in the regions where the concentration values fell below zero 
during any particular iteration. 
The results for M = 104 are shown in Table 8. The convergence rate was now oscillatory and 
hence required the use of an underrelaxation parameter of 0.8. (i.e. the new concentration was 
taken as 0.8 times the calculated value and 0.2 times the old value). The program converged in 
13 iterations 
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TABLE 8: 
P. A. RAMACHANDRAN 
RESULTS OF THE NUMERICAL SOLUTION FOR A HALF ORDER 
REACTION FOR M --- 104; N - -22  
z c p 
0.000 -1 .383E-  03 0.00 
0.100 -1 .383E-  03 0.00 
0.9625 -1 .383E-  03 -8 .94E-  08 
0.975 5.508E - 03 2.33 
0.980 3.089E - 02 8.59 
0.985 0.1019 20.98 
0.990 0.2546 41.58 
0.995 0.5352 72.49 
0.9975 0.74061 92.39 
1.000 1.000 115.65 
The problem again has an asymptotic analytical solution given by: 
The analytical solution indicates that the concentration becomes zero at z = 0.9653 for M = 104. 
This agrees very well with that predicted from the BEM solution as seen from Table 8. Further 
the value ofp at z = I predicted from the analytical solution is 115.47 which is again in agreement 
with the BEM results. 
An additional case of nonlinear kinetics will now be presented The rate form considered here 
is : 
Mc 
f - 1 +/~c + 7c 2 (49) 
This type of kinetic behaviour is encountered in biochemical reactions where the rate is inhibited 
by the concentration of the substrate itself. The system has an interesting property that for 
certain range of parameters, multiple solutions can exist. The range of parameters for which 
such multiple solutions are possible can be identified by an approximate procedure discussed by 
Ramachandran and Kulkarni [15]. Here we investigate one such case using the BEM solution 
method. The parameter chosen were M = 550; ~ --110 and 7 =1000. The BEM program was 
run with an initial starting concentration f zero for iteration purposes. The procedure converged 
in six iterations and yielded a low concentration solution. The solution was then repeated with 
a starting profile of one at all the nodal points. The procedure quickly converged to the high 
concentration solution. The results are shown in Table 9: 
z c, Lower c, Higher 
0.0 3.719E - 03 0.6702 
0.2 5.015E - 02 0.6843 
0.4 0.2073 0.7259 
0.6 0,4349 0.7937 
0.8 0,7035 0.8858 
1.0 1.000 1.000 
Pz•l 1.536 0.622 
The above example illustrates that the BEM solution is capable of producing multiple solutions 
to the problem when such solutions exist and therefore would prove to be useful in estimating 
the branch points in the solution. 
6.4 Rate  dependent  on p. In this section we shall describe a simple procedure by which the 
method can be extended to handle cases where the rate term f is also an explicit function of the 
derivative, p. The quasilinearization is still done with respect o c and hence the terms hi and 
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k2 would be now a function of both z and p. The dependency of p on the variable z most now 
he explicitly defined so that the various integrations involving the terms kl and k~ can be done. 
This is done in two steps. 
First the value of p used is the one corresponding to the values obtained at the previous 
iteration. Thus 
kl kl[z,p*] (50) 
where the asterisk indicates the value at the previous iteration. A similar equation holds for k2. 
The function p over a subinterval is approximated now by a linear interpolation function using 
the nodal values. 
p(i) ~ p, = p~(1 - 7) +P;~/ (51) 
With this approach it is possible to extend the method to handle problems with an explicit 
dependency on p as well in a simple manner. Note that this simple approach is possible with the 
BEM method since this method solves explicitly for the values of the derivatives at each iteration 
level. 
As illustration consider the form: 
f = cp (52) 
with the boundary conditions that at z -- 0, the value of c equals 1 and at z - 1, c equals two. 
The BEM method converged for this case in seven iterations and the results are shown in Table 
10. The results were compared with an implicit analytical solution to the problem and the two 
matched almost exactly. 
TABLE 10: SOLUTION FOR THE CASE OF f = cp WITH N --10 
z c p 
0.0 1.0000 0.4992 
0.2 1.1109 0.6165 
0.4 1.2496 0.7805 
0.6 1.4281 1.020 
0.8 1.6662 1.389 
1.0 2.0000 2.003 
7 EaRoa ANALYSIS 
For linear problems, the main source of the error is in approximating the variable, c, by a cubic 
osculating polynomial over an element. For nonlinear problems a second error is introduced ue 
to quasilinearization. A breif description of estimating these errors will now be presented. 
7.1 Second Der ivat ive  and  Res iduals .  From the osculating polynomial for c the second 
derivative can be calculated by simple differentaition. For a given subinterval, the values of the 
second derivative can be represented in terms of the nodal variables as: 
1 
q" = (b - a) 2 [-4(b - a)pa - 6c~ - 2(b - a)p b + 6ca] (53) 
and 
with q representing 
1 
qb = (b - a) 2 [2(b - a)pa "[" 6Ca "[" 4(b - a)pb -- 6Cb] (54) 
d2c 
q = dx 2 (55) 
The second derivative must be continuous across any two adjacent elements. Thus 
q.(i) qb(i - 1) (56) 
and this provides a measure of the accuracy of the BEM. 
In order to test this, the first order reaction case was run with five and ten equally spaced 
elements for M = 100. The second derivative values at nodes near x =1 are shown in Table 11. 
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TABLE 11: ERROR CALCULATION IN THE SECOND DERIVATIVE FOR A FIRST ORDER 
REACTION FOR M --~ I00 WITH N -" 5 AND N ---~ 10; 
RESULTS AT NODES CLOSE TO Z "- I ARE SHOWN. 
# z qx- qx+ qEqnorf 
N=5 
3 0.4 0.2 0.0 0.3 
4 0.6 1.6 0.3 1.9 
5 0.8 11.5 2.4 13.9 
6 1.0 83.1 *** 100.0 
N-10  
4 0.3 0.I 0.I 0.I 
5 0.4 0.2 0.2 0.2 
6 0.5 0.6 0.6 0.7 
7 0.6 1.7 1.6 1.8 
8 0.7 4.7 4.3 5.0 
9 0.8 12.8 11.8 13.6 
10 0.9 34.7 32.1 36.8 
11 1.0 94.2 **** 100.0 
The comparison shows that the numerical values of the second derivatives are not properly 
matched for N - 5. The value of the second erivatives obtained by differentiating the osculating 
polynomial can also be compared with the value obtained from the differential equation itself, i. 
e. with the nodal values of f. This comparison is also shown in Table 11. The solution with N 
- 5 mismatches the second derivative at x -- 1 by 17 % while the solution with N =10 shows 
an error of only 6%. Further the solution with N - 10 has a very good match of the second 
derivative between adjacent elements. ( Compare q=- and q=+ in Table 11) This shows that for 
all practical purposes further mesh refinement is not needed. 
The comparison of the numerical results for the above range of parameters with the exact 
solution will be of illustrative use here. The values of cA=0 are 1.037e-4, 9.146e-5 and 9.08e-5 and 
the values ofpx=l are 9.9215, 9.9936 and 10.0 for N =5, N-10 and the exact analytical solution 
respectively. This is consistent with the results of the error analysis presented above. 
7.2 Quasi l inearization Error.  The error introduced by the quasilinearization process can be 
estimated by comparing the contributions ofthe actual rate term to that of the linearized term in 
the weak formulation. Thus the linearized term appears as the following integral in this method: 
I1 = (b - .)2 . (k l  + k c) d.  (57) 
where kl and k2 are based on the average concentration ver an element. If the actual rate term 
is used the contribution is: 
I2 = (b - a) 2 ~lf(c) dT1 (58) 
(Note that in the above xpressions the weighting function, G1, has been used. Similar expressions 
can also be defined using G~ with (1 - ~) replacing ~/in the above equations. 
The absolute difference between 11 and I2 is a measure of the error introduced to linearization. 
As a rough rule of thumb this value should be less than .1. The error can be minimized by 
rearranging the elememts such that the dependent variable changes only by, say, 10 to 20 % over 
an element. 
8 SPECIAL WEIGHTING FUNCTIONS 
The solution procedure developed here is very robust and general. It is also possible to construct 
special 'tailor-made' weighting functions for some problems which can essentially decrease the 
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discretization requirements and improve the accuracy. Here we present some preliminary ideas 
on this aspect of the problem. Details of these special formulations based on the HEM will be 
reported in a forthcoming paper [16] 
For problems for which the rate is a function of c only it is possible to introduce special 
weighting functions uch that the solution is exact for the corresponding linear problem. The 
weighting functions will now be the solution to the differential equation: 
d2G 
dz 2 k2G = 0 (59) 
and will be exponential or trignometric functions depending on the sign of k2. This choice 
eliminates the need for the osculating polynomial for e and the solutions become xact for the 
linear problem. (Note that the integral on the LHS of Equation (12) now vanish with this choice 
and therefore there is no need for an osculating polynomial for c. Only the quasilinearization error 
now remains for the nonlinear problems which can be minimized by proper mesh rearrangement. 
Consider as an additional example the problem: 
d2 e - B dc 
A-j-~ ~ - f (c)  = 0 (60) 
where A and B axe constant coefficients. This problem is representative of the diffusive and 
convective transport of a species with a chemical reaction and is encountered in a number of 
application problems. The special weighting functions for this problem can be derived as the 
solution to the quasilinearized adjoint problem: 
daG B dG A-~-z2 -I'- ~ -- k2G = 0 (61) 
Again with this choice, the solution becomes exact for the linear problem and by reducing the 
quasilinearization error by proper mesh design accurate solutions to nonlinear problems can be 
obtained. 
The computer program presented here is very flexible and is written in such a manner that 
it can be easily modified by changing the weighting funtion routines accordingly to handle such 
problems. 
9 APPLICATION AREAS 
The method devloped is quite general and can be used for a variety of common problems in 
engineering. Here we mention two problems where the BEM method could have a significant 
advantage over other methods. 
A general class of problem in diffusion with a fast reaction can be formulated as: 
V% =/ (c ,  z,p~=0, or ,) (62) 
The equation contains explicitly, in the rate term, the unknown concentration gradient at one of 
the diffusing boundaries as a parameter. (See for example, Sen [17] for the developments leading 
to this expression). Thus the the differential equation itself contains an undetermined parameter 
(P==I or Px=o) which has to be implicitly determined by the application of the boundary condi- 
tions at x= 0 or x=l .  Since the gradient, p is determined irectly as a part of the solution in 
the BEM, the above problem can be easily handled by an iterative solution method using BEM. 
The details are not presented here. 
The determination of the free surface of a liquid under the influence of surface tension forces is 
an important problem in modeling of semiconductor c ystals. (See Brown [18] for an application 
of the finite element method to this problem.) The problem is governed by the Laplace-young 
equation and in two dimensions can be expressed as: 
d2c - Boc(1 + p2)alU = f(c,p)  (63) 
dx2 - 
where Bo is the dimensionless Bond number. The Equation is one example of the general problem 
involving the gradient and is of the same form as represented by Equation (3). The BEM may be 
an accurate solution method for this class of problems ince the gradient appears as an explicit 
variable here. 
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10 CONCLUSIONS 
The boundary  element method has been shown to be an efficient method for solving a wide 
range of non-linear second order boundary  value problems in one dimension. A computer code 
has been constructed for this purpose and tested on a variety of problems. The code has efficient 
convergence properties and is very robust. Procedures for est imating the accuracy of the nu- 
merical solution have been developed. A range of application problems for which the boundary  
element element method is particularly suitable has been pointed out. 
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