We study the infimal value of the Hausdorff dimension of spaces that are Hölder equivalent to a given metric space; we call this bi-Hölder-invariant "Hölder dimension". This definition and some of our methods are analogous to those used in the study of conformal dimension.
Introduction
and bi-Lipschitz equivalence, so applying this process to either of these equivalences returns Hausdorff dimension. However, we can obtain new, interesting invariants by considering intermediate types of equivalence; for example, if we consider quasi-symmetric equivalence of metric spaces, then we get an invariant called conformal dimension, defined by Pansu in [Pan89b] , which is fundamentally different from topological and Hausdorff dimension. It often lies strictly between the two. It was originally used to study rank one symmetric spaces, and is now also used to study boundaries of hyperbolic groups, and other fractal metric spaces, see [MT10] .
In this paper, we concern ourselves with a form of metric control known as Hölder equivalence. Hölder continuity is prevalent in functional analysis, analysis on metric spaces, partial differential equations, and many other areas of mathematics. Furthermore, the kinds of metric spaces we will be interested in, like boundaries of hyperbolic groups, have a self-similarity property which behaves nicely under this kind of metric distortion. If such a homeomorphism exists, then X and Y are said to be Hölder equivalent.
Immediately from the definitions, one obtains the bounds Hölder equivalence is a topological equivalence so preserves topological dimension and, therefore, all Y that are Hölder equivalent to X have topological dimension equal to that of X. Combined with Theorem 1.2, we have a trivial lower bound dim(X) ≤ Höldim(X), (1.6.1)
where dim(X) denotes the topological dimension of X.
Further, for bounded, uniformly perfect metric spaces, quasi-symmetric equivalences are also Hölder equivalences, see [Hei01, Corollary 11 .5], hence dim(X) ≤ Höldim(X) ≤ Confdim(X) for such spaces. For the reader unacquainted with uniform perfectness, it is also sufficient for the metric space to be bounded and connected as uniform
and the image of f has Hausdorff q-measure at most 4 q , and therefore Hausdorff dimension at most q.
The space ℓ 2 is the space of square-summable, real-valued sequences with the the norm |(z i ) i∈N | = i∈N z 2 i . In comparison to Theorem 1.1, we upgrade the embedding to one with biHölder metric control, but at the expense of the generality of X and the finitedimensionality of the range.
We give definitions of the conditions imposed on X in Section 2. For now, the reader can think of 'capacity dimension' as providing controlled open covers of X at small scales, and 'doubling' as giving an upper bound on the number of elements in these controlled covers.
The idea of the proof is that these conditions on X allow us to approximate X, at a sequence of scales, by open covers with good properties. We then transfer these approximations over into ℓ 2 using maps with simplicial ranges, which inherit strong metric and dimension control from the properties imposed on these covers. Finally, we take the limit of these approximating maps to get an embedding, and check it has the desired metric and dimension control. Corollary 1.7 follows from Theorem 1.8 because doubling and capacity dimension equal to topological dimension are both consequences of a compact metric space being locally self-similar. As an intermediate corollary, we have the following. Corollary 1.9. Let X be a compact, doubling metric space with capacity dimension n, then X has Hölder dimension at most n.
There is a subtlety to Hölder dimension not explicitly mentioned in these results. As Hölder dimension is an infimum, there is a question left open: "Is this infimum attained and in fact a minimum?" The following examples illustrate that both possibilities can occur.
The example of [0, 1] ⊂ R shows that Hölder dimension can be attained as [0, 1] has topological and Hausdorff dimension both equal to 1. Indeed, any example where the topological dimension is equal to the Hausdorff dimension will be an example of this case.
The standard 1/3-Cantor set, C, has Hölder dimension 0. This can be seen by noting that C is a compact, locally self-similar metric space with topological dimension 0 and using Corollary 1.7. However, C cannot attain its Hölder dimension, by the trivial bounds 1.5.1. In Section 7, we show this lack of attainment can happen in all higher dimensions by giving, for any n ∈ N, an example of a compact, locally self-similar metric space of topological dimension n which does not attain its Hölder dimension under any Hölder equivalence.
Theorem 1.10. Let n ∈ N, I
n = [0, 1] n be the unit hyper-cube in R n , C be the 1/3-Cantor set, and X = C × I n their product with the ℓ 2 metric. Let Y be a Hölder equivalent metric space to X. Then Y has Hausdorff dimension strictly greater than n. In particular, C × I n has Hölder dimension n but no Hölder equivalent space attains n as its Hausdorff dimension.
Essentially, this is because the family {{x} × I n | x ∈ C} sitting inside C × I n is 'spread out' and consists of 'big' copies of I n . Such a family forces the Hausdorff dimension of C × I n to be strictly more than n. These properties are sufficiently preserved by bi-Hölder maps so that any equivalent space also contains a 'spread out' family of 'big' copies of I n , also forcing equivalent spaces to have Hausdorff dimension strictly greater than n.
We have also constructed a non-self-similar Cantor set to illustrate the necessity of some kind of strengthening of topological dimension. Theorem 1.11. There exists a compact, doubling metric space with topological dimension 0 but Hölder dimension 1.
This example is described in detail in Section 8. Inspiration for this example comes from [Ako06] in which Hakobyan concludes that there exist Cantor sets of Hausdorff dimension 1 which are minimal for conformal dimension. The fundamental ideas underlying the example are; in the construction of a Cantor set, if one cuts out progressively smaller gaps in proportion to the scale they are cut from, then the Hausdorff dimension of the resulting Cantor set can be forced to be 1, and if one takes the ratio of gap-to-scale to grow faster than any power, then this property cannot be broken by passing through a bi-Hölder map.
Finally, we present an example to illustrate that Hölder dimension can be strictly less than capacity dimension, verifying that the estimate "at most n" in Corollary 1.9 is necessary. Theorem 1.12. There exists a compact, doubling metric space with capacity dimension 1 but Hölder dimension 0.
The idea is that it only takes a countable number of points spaced out poorly to force capacity dimension to increase beyond 0, but a countable number of points has Hausdorff dimension 0. This example is explicitly described in Section 9.
The reader should note that every example we've given has had integer Hölder dimension. For our compact, locally self-similar examples, this follows from Corollary 1.7. However, even in our non-self-similar examples we still have an integer Hölder dimension. This leads one to pose the question: Question 1.13. Can Hölder dimension take a non-integer value?
Another possible line of further investigation is to try to improve upon our choice of ℓ 2 by embedding, instead, into some finite dimension space, R N , for sufficiently large N .
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Capacity dimension and metric spaces
A major component of the proof of Theorem 1.8 is approximating X by sequentially finer covers. However, not any old haphazard covers will do; we will need them to have quite a bit of structure. In this section, we delve into some background on how to cover metric spaces with open sets, and how concepts like dimension and doubling allow us to take covers with more structure. In particular, we define topological dimension, capacity dimension, and doubling, and provide a lemma which combines capacity dimension and doubling to prove the existence of covers with especially useful properties. We start with the notion of topological dimension. The following definitions are from [Mun00, Section 50].
Let X be a topological space. Definition 2.1. A collection A of subsets of the space X is said to have multiplicity m if some point X lies in m elements of A, and no point of X lies in more than m elements of A. Definition 2.2. Given a collection A, a collection B is said to refine A, or to be a refinement for A, if for each element B of B, there is an element A of A such that B ⊂ A. These definitions culminate in the following topological notion of dimension, also sometimes also referred to as "covering dimension". Definition 2.4. The topological dimension of X is defined to be the smallest integer m such that for every open covering A of X, there exists an open covering B that refines A and has multiplicity at most m + 1.
We need better control on the size of elements in these covers so we look to a related notion called capacity dimension, which can be found in [BL07] , that strengthens topological dimension in metric spaces by imposing metric constraints.
Let X be a metric space.
Definition 2.5. The mesh of a covering U is the supremum of the diameters of elements of U.
Definition 2.6. A covering U is said to be coloured if it is the union of m ≥ 1 disjoint families, U = ∪ a∈A U a , |A| = m, with the property that, for any a ∈ A, if U, V ∈ U a are distinct, then U ∩ V = ∅. In this case we also say that U is m-coloured.
Note that an m-coloured covering U has multiplicity at most m. Indeed, if some members of U have non-empty intersection, then they must each lie in different families of which there are m, and, therefore, at most m can intersect non-trivially.
Definition 2.7. Let U be a family of open subsets in a metric space X which cover A ⊂ X. Given x ∈ A, we let
We give the definition of Lebesgue number from [BL07] as this is the definition Buyalo and Lebadeva use when giving Definition 2.9.
This definition is a little opaque, but, luckily, the reader need only concern themselves with the following key fact about Lebesgue number.
Lemma 2.8. If U is a finite cover for A ⊂ X, then, for every x ∈ A, the open ball B(x, r) in X of radius r ≤ L(U) centred at x is contained in some element of the cover U.
Definition 2.9. The capacity dimension of a metric space X is the minimal integer n ≥ 0 with the following property: There is a constant σ ′ ∈ (0, 1) such that for every sufficiently small δ > 0 there exists an (n + 1)-coloured open covering
We say that X has capacity dimension n with coefficient σ ′ .
Buyalo and Lebadeva then proceed to give some conditions for which one can assume that capacity dimension and topological dimension are equal.
Definition 2.10. A metric space (X, d) is locally self-similar if there exists λ ≥ 1 such that for every sufficiently large R > 1 and every A ⊆ X with diam(A) ≤ Λ 0 /R, where Λ 0 = min{1, diam(X)/λ}, there is an embedding
In other words, f is a λ-bi-Lipschitz homeomorphism from (A, Rd), the subspace A with a rescaled metric, to its image in (X, d).
The following theorem is corollary 1.2 in [BL07] .
Theorem 2.11. The capacity dimension of every compact, locally self-similar metric space X is finite and coincides with its topological dimension.
We will, in fact, not need the full strength of local self-similarity for our main theorem, but it is helpful to see here that a space having finite capacity dimension is not a particularly unreasonable assumption.
Finally, we need control on how many elements are in these covers. To this end, we introduce the concept of a doubling metric space which can be found in [Hei01, Chapter 10].
Definition 2.12. A metric space is doubling if there exists a constant N < ∞ such that, for any x ∈ X and r > 0, any ball B(x, r) can be covered by at most N balls of radius r/2. In particular, we say X is N -doubling. 
Proof. Given that X is N -doubling, we can cover X by at most N balls of radius diam(X)/2. Each of these balls can be covered by at most N balls of radius diam(X)/4, so X can be covered by at most N 2 balls of radius diam(X)/4. Continuing inductively, we see that X can be covered by at most N k balls of radius diam(X)/2 k for any k ∈ N. Let δ > 0 be sufficiently small as in Definition 2.9 of capacity dimension, and fix k ∈ N to be the unique positive integer such that
Rearranging, we see k satisfies
Now, let U ′ be a cover for X of mesh at most δ provided by the definition of capacity dimension. In particular,
Consider also a cover D of X by balls of radius σ ′ δ/2. By N -doubling and the above, we can assume,
, then for each j, using the Lebesgue number of U
is also an open covering of mesh at most δ, (n + 1)-coloured, but now with |U| at most N k . We're almost there, but we might have decreased the Lebesgue number by removing elements from U. To fix this, note that
is still an open cover for X, so, for any x ∈ X there exists a j such that
by the triangle inequality, and therefore B(
, and taking σ := σ ′ /2, we get the desired result that U has capacity dimension properties plus
Construction of the approximating maps
We now begin the proof of Theorem 1.8. We start in Subsection 3.1 by defining a sequence of scales, approximating X by nice covers at each of these scales, and then building functions, in Subsection 3.2 which translate these approximating covers over into approximations of X in ℓ 2 . We will then proceed to, in Section 4, show some useful properties of these approximating functions.
Approximating X by nice covers at controlled scales
Assume X is a compact, doubling metric space which has capacity dimension n. For now, we prove Theorem 1.8 assuming X has diameter equal to 1.
Let σ be as in Lemma 2.13, and let L = L(n, σ) be defined by
Later, we will show that certain maps are locally Lipschitz, and L will appear in the corresponding Lipschitz constants.
Let q > n. We will construct a space which is Hölder equivalent to X and has Hausdorff dimension at most q.
Note 3.1. The 'N ' in N -doubling, see Definition 2.12, is really only an upper bound; if N ′ ≥ N and X is N -doubling, then X is N ′ -doubling too. Similarly, if U is a cover as in Lemma 2.13, then for every
because the exponent is positive considering that δ ≤ diam(X) and 0 < σ < 1.
Throughout, it will be convenient to assume N is much larger than other constants. Indeed, as n, q, σ are all such that replacing N with a larger value has no effect on them, we can assume N is arbitrarily large with respect to n, q, and σ. The exact value of N = N (n, q, σ) is determined by Lemma 5.8 later.
Let δ 0 = 1, ǫ 0 = 1, and inductively define ǫ i+1 = ǫ i+1 (n, q, σ, N, δ i ) by
In Subsection 3.2 we will construct a sequence of maps from X to ℓ 2 dependent on these sequences (ǫ j ) j∈N and (δ j ) j∈N . One should think of (ǫ j ) j∈N and (δ j ) j∈N as partitioning distances in ℓ 2 and X, respectively, into different 'scales'. The maps will approximate X at scale δ i by simplicies at scale ǫ i in ℓ 2 . Our exact choices of these ǫ i and δ i are made to give us good control on how the maps distort distance. For now, we note some properties of these two sequences as they will be integral to the overall proof. 
Proof. Inductively apply the recurrence relation and note you have a telescoping product. Finally, recall that ǫ 0 = δ 0 = 1.
In particular, throughout, we will also require (ǫ j ) j∈N to be such that
which is a consequence of Lemma 3.3 by the definition of L given in (3.0.1).
Proof. If i ≥ 1 then by substituting out δ i using Lemma 3.2 in the expression of ǫ i+1 given in (3.1.1), we see that
where
The statements that B 2 and B 3 are positive come from 0 < σ < 1 for B 2 , and L > 1 for B 3 .
Similarly, we can simplify the expression for ǫ 1 from (3.1.1) without substituting out δ 0 but instead recalling that δ 0 = ǫ 0 = 1 to get
, which extends (3.3.1) to include the i = 0 case.
As B 3 > 0 and N ≥ 1, we know that N B3 ≥ 1. Furthermore, by Note 3.1, we can assume n + 2 q − n log 2 (N ) ≥ 1 and
for all i ≥ 0. Now, as (3.3.1) holds for all i ≥ 0 and ǫ 0 = 1, we can observe that, inductively, ǫ i ≤ 1 and therefore ǫ i+1 ≤ 1 L ǫ i . By combining Lemma 3.3, Note 3.1, and the definition of δ i in (3.1.2), we see that we can assume that δ i is sufficiently small as to apply Lemma 2.13 with δ = δ i for all i ≥ 1.
Let U i+1 be a cover of X, for all i ≥ 0, as in Lemma 2.13 with mesh(
has multiplicity at most n + 1, and
) .
(3.3.5) Note 3.4. These open sets are collections of points which have distances at most δ i+1 from each other, and, by the Lebesgue number property, any collection of points with distances bounded above by σδ i+1 lies in one of these open sets. Therefore, one could interpret such a covering as approximating X by objects of roughly the scale δ i+1 .
Assumption 3.5. Later, in the proof of Proposition 4.1, we will assume that these covers, (U j ) j∈N ≥1 , satisfy a kind of 'non-redundancy' property: For any U i+1 , i ≥ 0, and any distinct U, V ∈ U i+1 , we have that U V . This assumption is justified as if there exists a pair of distinct elements U, V ∈ U i+1 such that U ⊆ V , then U i+1 \ {U } is still an open cover of X with mesh at most δ i+1 , Lebesgue number at least σδ i+1 , multiplicity at most n + 1, and |U i+1 | ≤ N log 2 (2/σδi+1) . Therefore, replacing U i+1 with a cover which has had all of the 'redundant' elements removed in this way gives us a new cover with all the same desired properties.
The construction
Recall that ℓ 2 is the space of square-summable, real-valued sequences with the the norm |(z i ) i∈N | = i∈N z 2 i . Let f 0 : X → ℓ 2 be the constant zero map; f 0 (x) = (0, 0, 0, . . . ) for all x ∈ X. We now inductively define a sequence of maps (f j ) j∈N which will approximate X in ℓ 2 to progressively finer scales.
Suppose you have a map
is contained in a particular finite-dimensional linear subspace of ℓ 2 . Note that this condition does indeed hold for f 0 as f 0 (X) = {(0, 0, . . . )} is of this form.
where the ǫ i+1 /2 is in the (m i + k)-th co-ordinate.
We will sometimes write
is also contained in this set. This justifies that we can indefinitely continue this inductive definition of functions to get an infinite sequence (f j ) j∈N .
Properties of the approximating maps
In this section, we show that the approximating maps, f i , are locally-Lipschitz, that points that are clearly distinct at scale δ i are clearly distinct in the image by scale ǫ i , which we refer to as a "separation" property, and finally that we have good control of the q-measure of the images, f i (X).
Locally Lipschitz
The functions f i have been chosen so that they don't stretch distances too far. More precisely,
, where L is defined in (3.0.1). We actually only require the following corollary.
Corollary 4.2. For all
and note that σ < 1, 128(n + 1) 2 ≥ 1, and ǫ i+1 ≤ ǫ i from Lemma 3.3, so δ i+1 ≤ σδ i , and therefore by Proposition 4.1,
First we need some lemmas. Throughout the following lemmas, we impose conditions so that open sets, U , are not the entirety of X; this is simply so that
Lemma 4.3. For X a metric space, x, y ∈ X, and U X an open set, we have
Proof. For any z ∈ X \ U , by definition and then the triangle inequality, we have
This argument was symmetric in x and y, so the lemma holds.
Lemma 4.4. Suppose X is a metric space, and U is an open cover of X with mesh at most
Proof. Observe that for any x ∈ X and U X open, then d(x, X \ U ) is nonzero if and only if x ∈ U . Therefore, as δ > 0, if x ∈ X and U ∈ U with d(x, X \ U ) > 2δ, then x ∈ U . We see that d(U, X \ U ) > δ by applying the triangle inequality while bearing in mind that the mesh constraint on U means that, for any y ∈ U , d(x, y) ≤ δ. To see that U intersects no other element of U, observe that, if, for some V ∈ U, there exists y ∈ U ∩ V , then, for any
Finally, by the non-redundancy restriction on U described in Assumption 3.5, this must mean V = U .
The message that the reader should take away from this lemma is that if d(x, X \ U ) is much larger than the scale of the cover U, then x lies in precisely one subset U and this U is isolated from the rest of X at this scale.
Lemma 4.5. Suppose X is a metric space and U is an open cover of X with mesh at most δ < diam(X), Lebesgue number at least ξ, and multiplicity at most m + 1, such that, for any distinct
Proof. By the Lebesgue number property,
All other terms in the sum are non-negative, so the left inequality indeed holds.
The middle equality is just the observation that each term in this sum is nonnegative.
The right inequality is the combination of the observations; that d(x, X \ U ) > 0 if and only if x ∈ U , that x can be in at most m + 1 members of the cover U because U has multiplicity at most m + 1, and that d(x, X \ U ) is at most 2δ for every U ∈ U by assumption.
Lemma 4.6. Suppose X is a metric space and U is an open cover of X with multiplicity at most m + 1. Then, for any x, y ∈ X, and U, V ∈ U which are not the entirety of X,
Proof. This follows from combining the triangle inequality, the observation that there can be at most m + 1 non-zero contributions from x and at most m + 1 non-zero contributions from y, and Lemma 4.3.
Lemma 4.7. For any real numbers a, b, c, d,
Proof. Observe |ab − cd| = |ab − ad + ad − cd| and use the triangle inequality.
. Also, by the assumption (4.8.1), and noting that
Combining this all together and using the triangle inequality, we get |p
Proof of Proposition 4.1. We proceed by induction.
d(x, y) trivially holds. Thus, the base case is verified.
In particular, plugging in the definition of δ j+1 , given in (3.1.2), we get
In fact, this implication is all we will actually use from the induction hypothesis.
When i = j + 1, if we pick x, y ∈ X with d(x, y) ≤ σδ j+1 and write out explicitly
We can use Lemma 4.4 here because of the non-redundancy assumption on U justified in Assumption 3.5. As x and y are close, d(x, y) ≤ σδ j+1 ≤ δ j+1 , we have that both x and y lie in U . Therefore both x and y lie exclusively in U , meaning d(x, X \ U ) and d(y, X \ U ) are the only nonzero terms within the sums in Expression (4.8.3). This means both f j+1 (x) and f j+1 (y) evaluate to p U and, therefore, this distance is equal to zero, which trivially satisfies the desired bound.
Therefore, we may assume that both d(x, X \ U ) ≤ 2δ j+1 and d(y, X \ U ) ≤ 2δ j+1 , for every U ∈ U j+1 , allowing us to use Lemma 4.5 in the following manipulations of Expression (4.8.3).
Note that δ j+1 < 1 = diam(X), which can be seen by combining Lemma 3.3, the definition of δ j+1 from (3.1.2), and ǫ 0 = 1. Therefore, no element of U j+1 is the entirety of X, so d(x, X \ U ) is well defined, and we can apply lemmas 4.3 and 4.6 in the following.
, which is contained in U 0 ∈ U j+1 for some U 0 by the Lebesgue number property of U j+1 , and so {x, y} ⊂ U 0 too. Let p 0 be the vertex corresponding to U 0 as in the construction, given in (3.5.1).
(4.8.
trivially, we get
Pulling out the denominators and using the lower bound from Lemma 4.5, we observe
Using Lemma 4.7, we see
Now, using lemmas 4.5 and 4.6, we obtain
Using the triangle inequality
Note, for any z ∈ X, d(z, X \ U ) is non-zero if and only if z ∈ U , so the first sum has a non-zero contribution from (p U − p 0 ) only if x ∈ U or y ∈ U . We assumed x, y ∈ U 0 so, in fact, we have a non-zero contribution from (p U − p 0 ) only if x or y is in U ∩ U 0 . Without loss of generality, assume x ∈ U . By Lemma 4.8 applied to f j , we know |p
We can apply Lemma 4.8 here because f j satisfies (4.8.2), which was obtained from the induction assumption. Similarly, in the second sum, |p U − p 0 | ≤ 2ǫ j+1 whenever there is a non-zero contribution from d(y, X \ U ). So, we can continue to bound the above expression by
Finally, by lemmas 4.3 and 4.5,
which completes the induction.
Separation
In this subsection we show that the functions f i have been chosen so that points distinguished by the cover U i remain uniformly distinguished after applying f i . More precisely, Lemma 4.9. For any i ≥ 0 and x, y ∈ X,
First, we need a lemma. Proof. This is standard. For example, one could use Lagrange multipliers.
Proof of Lemma 4.9. Recall that evaluating f i+1 at a point x is given by the sum
as defined in the construction in (3.5.2). It is key to note that the k-th term of the sum is non-zero if and only if x ∈ U k . Now suppose x, y ∈ X such that d(x, y) > δ i+1 . As we chose U i+1 , via Lemma 2.13, to have mesh at most δ i+1 , x and y can't both lie in any single element of U i+1 . Therefore, the non-zero p k components associated to x are disjoint from the non-zero p k components associated to y. Further, f i+1 (x) will have the form
Now by Lemma 4.10, bearing in mind the conditions on the λ k and µ k sums, we get
q-measure
In this subsection we show the functions f i have been chosen so that we can easily bound the q-measure of their images.
In the following we will refer to 'simplicies' containing the image of f i+1 . What we mean by this is that if you consider x ∈ X, there exist
where λ k ≥ 0 for all k and m k=1 λ k = 1. We say that [p j1 , . . . , p jm ] is a simplex containing f i+1 (x). Due to our construction of f i , the image of f i is contained in an n-dimensional simplicial complex with simplicies of diameter approximately ǫ i+1 . Subspaces in R n can be covered efficiently at all scales. Hence, our approach is to cover each component simplex efficiently using our knowledge of covering n-dimensional euclidean space, then union over all simplicies to cover the complex. The upper bound on the number of elements in the cover U i+1 from Lemma 2.13 will give control on the number of simplicies in this simplicial complex.
This will be the scale within ℓ 2 at which we cover f i+1 (X), the (i + 1)-th approximation of X.
Lemma 4.11. For each i ≥ 0, there exists a cover, V i+1 , of f i+1 (X) with mesh at most 4η i+1 , Lebesgue number at least η i+1 as a cover of f i+1 (X) ⊆ ℓ 2 , and
The 'Lebesgue number' component on this lemma is present so that V i+1 also covers a small ℓ 2 -neighbourhood of the image. Hence, V i+1 will also cover the image of functions similar to f i+1 . In particular, this will mean that the image of the pointwise limit of (f j ) j∈N will be covered by V i+1 , and this will give us a useful family of covers for computing the Hausdorff q-measure of this limit image.
Proof of Lemma 4.11. Following our strategy detailed above, we begin by explaining how to cover an individual simplex containing some of the image of f i+1 .
For each simplex, ∆ = [v 0 , . . . , v m ] with v j ∈ {p U | U ∈ U i+1 } and m ≤ n, by picking a base vertex of ∆, say v 0 , and letting S be the span of the vectors (v j − v 0 ) in ℓ 2 , we observe that ∆ sits inside a translated copy of R r , say (S + v 0 ), for some r ≤ m ≤ n. Lemma 4.8 tells us that the edge lengths of ∆ are at most 2ǫ i+1 , hence we see that ∆ is contained in an r-cube in (S + v 0 ) of edge length 4ǫ i+1 centred at v 0 . To be precise, identify S with R r , let R = [−2ǫ i+1 , 2ǫ i+1 ] r ⊂ S, and then translate R so that it is centred on v 0 ; (R + v 0 ) is the aforementioned r-cube. Consider the cover of R by subdividing R into r-cubes of edge length η i+1 / √ n. Note each of these covering r-cubes
. This requires at most 4 √ nǫ i+1 /η i+1 + 1 subdivisions along each edge of R. One may observe that 4 √ nǫ i+1 /η i+1 ≥ 1 by combining Lemma 3.3 with the definition of η i+1 as 8ǫ i+2 , (4.10.1). Hence, we can simplify this to at most 8 √ nǫ i+1 /η i+1 subdivisions. Thus, to cover the whole r-cube R we need at most (8
n . Now, if we do this for each simplex in the complex f i+1 (X) and take the collection of all these covering hypercubes of diameter at most η i+1 , we get a cover, say V i+1 , for f i+1 (X).
We picked U i+1 from Lemma 2.13, so we know that
We also know that every simplex is a choice of at most (n + 1) distinct elements of U i+1 , which is at most a choice of (n + 1) elements of U i+1 with repetition.
Hence, if we define ∆ i+1 to be the set of all simplicies, then
We can, therefore, estimate the q-measure of the image by
with the cover described above.
Noting that ǫ i+1 ≤ 1, by Lemma 3.3 and ǫ 0 = 1, we can again bound by
Plugging the definition of ǫ i+2 , (3.1.1), into the definition of η i+1 , (4.10.1), and combining with equations (4.11.1) and (4.11.2) we obtain
Now we have a cover of the image of f i+1 , but we are lacking control on the Lebesgue number of V i+1 to ensure that V i+1 also covers a small ℓ 2 -neighbourhood of the image. For each V ∈ V i+1 , pick a point y V ∈ V , then consider V ⊂ B(y V , η i+1 ) and diam B(y V , η i+1 ) ≤ 2 diam(V ) so we can replace V by B(y V , η i+1 ) and still cover f i+1 (X) without significantly affecting the value of the above sum. We can also double the radius of B(y V , η i+1 ) without changing the value of the above sum by much, so if we consider a new cover
Now, we proceed to show that we have good control of the Lebesgue number of this modified cover. Indeed, for any y ∈ f i+1 (X), V is a cover of f i+1 (X), so there exists some V ∈ V such that y ∈ V ⊂ B(y V , η i+1 ) and thus
is at most 4η i+1 , we see that V ′ i+1 satisfies the requirements for our lemma.
Cauchy
In this section, we justify that we have good control on how close each map in the sequence of maps (f j ) j∈N is to the previous map.
The following proof is essentially from [HW48, page 59].
Proof. For x ∈ X, let U j1 , . . . , U jm be the collection of elements of U i+1 that contain x. Recall from Definition (3.5.1) that, for each 1 ≤ k ≤ m, U j k is associated to a point, x j k , contained within. As both x and x j k are contained in U j k , and diam(
follows by application of the triangle inequality. Hence,
Along with our knowledge of the sequence (ǫ j ) j∈N from Lemma 3.3, we see that the sequence (f j ) j∈N is Cauchy.
The bi-Hölder embedding
In this section we define the map f mentioned in our main theorem, Theorem 1.8, and verify it has the desired properties for the theorem.
The definition and basic properties of f
In this subsection we define the map f as the pointwise limit of the sequence (f j ) j∈N , prove its existence, and show how nice properties of f i translate over to f . Lemma 5.1. The pointwise limit, f , of {f j } j∈N exists, and,
Proof. Recall, Lemma 4.12 gives
and Lemma 3.3 gives
and L ≥ 2. If we combine these with the triangle inequality, we may observe that (f j (x)) j∈N is a Cauchy sequence in ℓ 2 for every x ∈ X and therefore, by the completeness of ℓ 2 , has a limit. Define f :
but, for j ≥ i, by repeated use of the triangle inequality and noting that
We see in the following two lemmas that the control imposed on the approximating functions, f i , roughly follows through to the limit.
Lemma 5.2. For all
Proof. When i ≥ 1, using the triangle inequality combined with d(f, f i−1 ) ≤ 2ǫ i from Lemma 5.1, and
from Corollary 4.2, we get the desired
For i = 0 we similarly use the triangle inequality and d(f, f 0 ) ≤ 2ǫ 1 ≤ ǫ 0 , but instead of using Corollary 4.2 we use the definition of f 0 to get d(f 0 (x), f 0 (y)) = 0 for all x, y ∈ X.
Lemma 5.3. For all i ≥ 0,
Proof. By Lemma 4.9, we have
, and note that L ≥ (8 2(n + 1)), so
Combining these facts and using the triangle inequality, we get, for any x, y ∈ X such that δ i+1 < d(x, y),
The Hausdorff dimension of f (X) is at most q
Proposition 5.4. The image, f (X), of f has Hausdorff dimension at most q, in particular f (X) has q-Hausdorff measure at most 4 q .
Proof. By Lemma 4.11, for every i ≥ 1, we have a cover, V i , of the image f i (X), with mesh at most 4η i and Lebesgue number, as a cover of f i (X) ⊆ ℓ 2 , at least
Plugging the definition of η i+1 , given in (4.10.1), into the result of Lemma 5.1 we find d(f, f i ) ≤ η i /4. Hence, for any x ∈ X, f (x) lies in the ball B(f i (x), η i /2) which is contained in an element of V i by the Lebesgue number component of Lemma 4.11. Therefore, V i is also a cover for f (X).
Noting that η i → 0, because ǫ i → 0 by Lemma 3.3, we see that the Hausdorff q-measure of f (X) is at most 4 q , which is finite so the Hausdorff dimension of f (X) is at most q.
The map f is bi-Hölder onto its image Proposition 5.5. The map f is bi-Hölder onto its image, in particular there exists Q = Q(n, q, N ) and λ = λ(n, q, N, σ) such that, for any x, y ∈ X,
Proof. Recall ǫ 0 = 1 so applying Lemma 3.3 inductively, we get
As we did in Lemma 3.3, it is convenient to simplify our definition of ǫ i+1 as given in (3.1.1). Recall
Let C = C(n, q, N, σ), be defined as
and Q = Q(n, q, N ) as
and note that C, Q are large positive constants. So now we can write
Proof. By plugging Lemma 3.2 into (5.6.3), we see
Using Lemma 5.6, we observe
Rearranging, we get
, because C, Q ≥ 1 from Note 3.1, as desired.
Proof of Proposition 5.5. As a consequence of Lemma 3.3 and (3.1.2) we see that (δ j ) j∈N limits to zero, this sequence starts at δ 0 = 1 and thus for any r ∈ (0, 1] there exists i such that
Also, as diam(X) = 1, for any x, y ∈ X, either x = y, or d(x, y) ∈ (0, 1] and, therefore, there exists i such that
by combining Lemma 5.2 and Lemma 5.3. We can weaken the bounds on d(x, y) using Lemma 5.6 and Lemma 3.2, to get
and 1
Let λ = λ(n, C, Q) be defined as λ := max 9 2 C 1 2Q , 2 2(n + 1)C .
Summarising, we have the desired bi-Hölder inequality for f
Checking the consistency of choices relating to N
Throughout, we made some assumptions on the size of N . In this subsection, we summarise these assumptions and verify that they can be satisfied simultaneously.
Recall the following definitions of constants:
Lemma 5.8. For N sufficiently large, δ 1 is sufficiently small to apply Lemma 2.13,
Proof. Note that n + 2 ≥ 1 and q − n > 0 so (n + 2)/(q − n) > 0. Hence, Q → ∞ as N → ∞. Further, 0 < σ < 1 so log 2 (2/σ) > 0, and, therefore C → ∞ as N → ∞ as well.
Note that B 1 and B 2 , are both positive and independent of N , hence B 1 N B2 → ∞ as N → ∞. Observe that L is independent of N and therefore B 1 N B2 ≥ L for N large enough. This independence between L and N also has the consequence that δ 1 = 1/(LC) → 0 as N → ∞.
Proof of Theorem 1.8
We now summarise the above to conclude the proof of Theorem 1.8.
Proof of Theorem 1.8. Suppose diam(X) = 1. The f stated in the theorem is the pointwise limit of the sequence of functions (f j ) j∈N as defined in Section 3. By Proposition 5.4, the Hausdorff q-measure of f (X) is at most 4 q , and, by Proposition 5.5, the distance estimate holds with µ = λ, α = 2Q and β = 1/4Q.
For any bounded metric space (X, d) with non-zero diameter, we can always rescale the metric and get another metric space with much the same properties but with diameter equal to 1. Indeed, note that (X, space which is compact if X is; similarly, doubling and capacity dimension n with coefficient σ are unaffected by rescaling the metric. Let
be the identity map on the set X. As X, 1 diam(X) d has diameter equal to 1, from the above, we have a map f : X,
As φ is the identity map on the set X, the image of f doesn't change under composition with φ, f • φ(X) = f (X), and therefore the image of f • φ also has Hausdorff q-measure at most 4 q .
Proofs of corollaries
Proof of Corollary 1.9. From Theorem 1.8, for any q > n, we can find a biHölder map, f : X → ℓ 2 , where the image has finite Hausdorff q-measure and, therefore, Hausdorff dimension at most q. Restricting the range of f to its image makes f a Hölder equivalence between X and f (X), which gives Höldim(X) ≤ q. Further, as q > n was arbitrary, we conclude Höldim(X) ≤ n.
To relate Theorem 1.8 to Corollary 1.7 we need to understand local self-similarity better.
Lemma 5.9. If X is a compact, locally self-similar metric space, then X is N -doubling, for some N ∈ N.
Proof. Let λ, R, and Λ 0 be as in the definition of local self-similarity, Definition 2.10. Let ǫ = min{Λ 0 /2R, Λ 0 /16λ}. Consider the cover of X, x∈X B(x, ǫ), by ǫ-balls and use compactness to take a finite subcover, say
is a cover of B(x, r), as it covers X, of at most N balls of half the radius. If r < Λ 0 /2R, then Λ 0 /2r ≥ R, so Λ 0 /2r is sufficiently large to apply local self-similarity of X. As diam(B(x, r)) ≤ 2r ≤ Λ 0 /(Λ 0 /2r), we can find a λ-biLipschitz embedding, f : (B(x, r),
covers X, it also covers f (B(x, r) ), so we can pull this cover of the image back through f to get a cover for B(x, r). Using the lower bound of the bi-Lipschitz inequality for f , we get that the diameter of the preimage of each element of this cover is at most 4λrǫ/Λ 0 . If the preimage of a ball is empty, then it contributes nothing to covering B(x, r) and we can ignore it. If not, pick y i ∈ f −1 (B(x i , ǫ)) and note that f −1 (B(x i , ǫ)) ⊆ B(y i , 8λrǫ/Λ 0 ). Hence, {B(y i , 8λrǫΛ 0 )} i covers B(x, r). As ǫ ≤ Λ 0 /16λ, the radius of each of these balls is at most r/2. There are at most N centres, y i , so at most N balls in this collection. Hence, B(x, r) is covered by at most N balls of half the radius and we obtain the desired result.
Proof of Corollary 1.7. From Lemma 5.9, X locally self-similar implies X is doubling, so we can use Corollary 1.9 to obtain that X has Hölder dimension at most its capacity dimension. By Theorem 2.11, X has capacity dimension equal to its topological dimension therefore, the Hölder dimension of X is at most its topological dimension. However, topological dimension is always a lower bound for Hölder dimension by (1.6.1), so we have the reverse inequality too. Combining these inequalities, we arrive at the desired equality.
Notation for Cantor sets
In this section, we provide notation for a standard construction of Cantor sets in the interval [0, 1]. This notation is an extension of that which is found in [Mat95, Section 4.10].
Denote I = I 0,1 = [0, 1]. To construct the standard 1/3-Cantor set, cut the middle third, J 1,1 = (1/3, 2/3), from I 0,1 to get I 1,1 = [0, 1/3] and I 1,2 = [2/3, 1], then repeat by cutting out the middle third of both I 1,1 and I 1,2 , and so on. The remaining set, after cutting out middle thirds ad infinitum in this manner, is the 1/3-Cantor set. More precisely, inductively define a collection of intervals I n,i , for n ∈ N and 1 ≤ i ≤ 2 n , by removing the middle open interval, J n+1,i , of diameter 1 3 diam(I n,i ) from I n,i to get two disjoint closed intervals I n+1,2i−1 and I n+1,2i . Taking the collection of points that, for every n ≥ 0, lie in one of I n,i gives us a Cantor set, C,
This Cantor set is known as the 1/3-Cantor set because of the constant ratio of diameters
However, we could have chosen J n+1,i to be the middle open interval of diameter λ diam(I n,i ) from I n,i for any 0 < λ < 1 and this process would have produced another Cantor set with identical topological properties but potentially different metric ones.
We can go further and chose arbitrary diameters for
, and still obtain a Cantor set.
In the following, we will use the 1/3-Cantor set as an example of a locally self-similar space, and define a generalised Cantor set, using this notation, as a non-example of local self-similarity. The key to constructing the non-example of Theorem 1.11 will be to have, as n increases, the diameters of the gaps become progressively smaller proportions of the intervals they are cut from.
Product of a Cantor set and a hyper-cube
As discussed in the introduction, the Hölder dimension of a space can be not attained, and we gave the 1/3-Cantor set as an example when the Hölder dimension was equal to 0. In this section, we provide a family of examples of compact, locally self-similar spaces with Hölder dimension n, for any n ∈ N, none of which attain their Hölder dimension. Recall, We draw inspiration from an important method in the study of conformal dimension. In the n = 1 case, this method tells us that the Hausdorff dimension of C × I cannot be lowered by quasi-symmetric equivalence and, therefore, C × I is minimal for conformal dimension, see [Pan89a] . Under Hölder equivalence we don't get something quite as strong, but from this method we can still derive that, for C × I, the Hausdorff dimension of Hölder equivalent spaces can never be lowered to 1 (or below). The core idea in the quasi-symmetric case can be found in [Bou95, Lemma 1.6]; where Bourdon makes explicit ideas formulated by Pansu in [Pan89a, Proposition 2.9] and [Pan89b, Lemma 6.3]. Essentially, if one has a large family of curves in a space, X, which are spread out enough so that the Hausdorff dimension of X is greater that 1, and if these curves are still sufficiently spread out in a quantifiable way after applying, in our case, a bi-Hölder map, then the image of these curves still force the Hausdorff dimension of the image to be greater than 1. To then generalise this to n ≥ 2 in the quasi-symmetric case, one considers C × I n as C × I n−1 × I and uses the same idea about curves. However, this doesn't work for Hölder equivalence, so we introduce some tools to prove that we can, instead, consider a large family of copies of I n in a similar way. We will refer to copies of I n as hyper-curves.
There are two key ingredients to this argument; we can find a family of hypercurves, Γ, in Y such that:
1. The hyper-curves are uniformly 'big'. Formally, there exists a uniform, B > 0, lower bound away from zero such that for any hyper-curve γ ∈ Γ, the Hausdorff n-measure of γ as a subspace of Y is at least B. The importance of checking this 'big'-ness property is that it should mean that every hyper-curve substantially contributes to the (at least) n-dimensionality of Y , and if we have enough of them, then we should break-out beyond dimension n.
2. The hyper-curves are 'spread out'. We will quantify this by fitting a measure on Γ such that, uniformly, the measure of the set of hyper-curves intersecting a given subset of Y is bounded above polynomially by the diameter of the subset. Such an upper bound encapsulates the 'spread out' property, which can be seen by examining the opposite via the extreme of a Dirac mass on a single hyper-curve.
For any f : C × I n → Y bi-Hölder homeomorphism to an equivalent space Y , there is a natural choice for a family of hyper-curves in Y obtained by pushing the fibres of C in C ×I n through f . Formally, let C = {γ x : I n → C ×I n | x ∈ C} where γ x : t → (x, t), and Γ = {f • γ x | x ∈ C}. We proceed to show that elements of Γ are 'big' and 'spread out' as described above.
Firstly, we state simply and precisely what we mean by curves being uniformly 'big'.
For any γ ∈ Γ, by definition, there exists x ∈ C such that γ = f • γ x . Note, for any x ∈ C, γ x is an isometry onto its image. Combine this with the (λ, α, β)-bi-Hölder property of f to make the observation that γ : I n → Y is a (λ, α, β)-bi-Hölder homeomorphism onto its image.
We need to introduce the following machinery before we can prove Lemma 7.2.
Proof. First, note that the boundary map F ∂I n is surjective. If not, then there exists a point z 0 ∈ ∂I n \ F (∂I n ) and we can factor F ∂I n through ∂I n \ {z 0 } to find F ∂I n : ∂I n → ∂I n is equivalent to the path
However, ∂I n \ {z 0 } deformation retracts to a point, and, therefore, has trivial reduced (n − 1)-homology. Hence, this path, through ∂I n \ {z 0 }, implies that the endomorphism induced by F ∂I n onH n−1 (∂I n ) is trivial, contradicting our assumption. Now, for a contradiction, suppose that there exists a point y 0 ∈ I n \F (I n ). Note that this point must lie in the interior of I n as F surjects onto the boundary by the above. As y 0 is interior, we have an inclusion ι : ∂I n ֒→ I n \ {y 0 } which has a retract r : I n \ {y 0 } → ∂I n defined as follows. For any point y ∈ I n \ {y 0 }, let r(y) be the point of intersection of ∂I n and the straight line l y := {ty + (1 − t)y 0 | t ≥ 0} that originates at y 0 and passes through y. Note, r restricts to the identity on the boundary, so r • ι is the identity map on ∂I n . The composition ι • r is homotopic to the identity by the straight line homotopy (y, t) → ty + (1 − t)r(y). This map takes values in I n \ {y 0 } because y 0 , y, r(y) are co-linear, in that order along the line l y ⊆ I n , and the points ty + (1 − t)r(y), for 0 ≤ t ≤ 1, are contained in the segment of l y containing y and r(y), which does not contain y 0 .
Hence, ι is a homotopy equivalence and we may deduce that ι * :
Observe that we have the following commutative diagram;
which induces the following commutative diagram in the the reduced (n − 1)-homology;
is an isomorphism, the commutative diagram in the homology above gives contradiction.
Recall, for any γ ∈ Γ, γ : I n → Y is a (λ, α, β)-bi-Hölder homeomorphism onto its image. To massage this set-up into one that can utilise Proposition 7.3 we introduce the following notation.
Let A i be the 'axial' face of I n defined to be the subset of I n with value 0 in the i-th coordinate;
Each axial face has an 'opposite' face O i defined to be the subset of I n with value 1 in the i-th coordinate;
The idea is that γ transfers these faces over to Y as distorted versions of themselves, which we use to build a map from Y to the cube, and then compose with γ to obtain a self-map of the cube to which we can apply Proposition 7.3.
For each i, we define a map φ i as a kind of projection in the i-th direction.
for any y ∈ Y . More concisely written;
Note, as φ i is a distance function to a set, φ i is 1-Lipschitz and thus also continuous.
We could now take the product of these maps to build a map to R n , but it is unclear what the image of this map will look like. Instead, we make a slight adjustment to these maps to make their product simpler. and note the following lemma.
Lemma 7.4. The product map Ψ is λ √ n-Lipschitz.
The product map Ψ has image in the unit hyper-cube, I n , so we can reduce to studying continuous self-maps of the unit hyper-cube, with some desirable properties, by composing with γ. Define the continuous map F :
A useful observation to make is that the (n−1)-dimensional faces are mapped to themselves under F . Indeed, for any
, γ(A i )) = 0, and therefore, the i-th coordinate of F (x) is 0, which characterises being an element of A i . For x ∈ O i , x is at least 1 away from every point in A i , and therefore, by the lower bound of the bi-Hölder inequality for γ,
After applying the capping and rescaling, we see that the i-th component of F (x) takes the value 1, thus determining it as an element of O i . This observation will allow us to use the following lemma when studying F .
Lemma 7.5. Let F :
Proof. Firstly, F ∂I n has image in ∂I n , because ∂I n is covered by the (n − 1)-dimensional faces and the (n − 1)-dimensional faces are all contained in ∂I n .
To see that F ∂I n is homotopic to the identity on ∂I n , consider the map
At face value, H(x, 0) = x and H(x, 1) = F (x), and H is continuous. However, it is not immediately obvious that the linear combination tF (x) + (1 − t)x is in ∂I n for all t ∈ [0, 1] and not just in R n . However, for all i, F maps faces A i and O i to A i and O i respectively. Therefore, for any x ∈ ∂I n , x lies in a face S, and thus, F (x) also lies in S. The faces of I n are convex, meaning that the straight line joining x and F (x), namely {tF (x) + (1 − t)x | t ∈ [0, 1]}, also lies in the face S. Thus we can conclude that F restricted to the boundary is indeed homotopic to the identity.
We can now combine Lemma 7.5 and Proposition 7.3 to get the following. Lemma 7.6. Let F : I n → I n be a continuous map such that, for all i,
Proof. By Lemma 7.5, F (∂I n ) ⊆ ∂I n , and F ∂I n : ∂I n → ∂I n is homotopic to the identity on ∂I n and therefore induces the identity onH n−1 (∂I n ). However, ∂I n is homotopic to S n−1 which hasH n−1 (S n−1 ) ∼ = Z which is non-trivial.
Hence, the endomorphism ofH n−1 (∂I n ) induced by F ∂I n : ∂I n → ∂I n must be non-trivial.
We have verified that F satisfies the conditions to apply Proposition 7.3 allowing us to conclude that F is surjective.
We now have the requisite tools to prove Lemma 7.2.
Proof of Lemma 7.2. From the discussion earlier, we have an induced continuous map F , see (7.4.1), which maps faces to faces, and is, therefore, surjective by Lemma 7.6. This forces the product of projections Ψ, see (7.3.1), to be surjective as well. Thus, if H n denotes the n-dimensional Hausdorff measure, we observe
as Ψ is (λ √ n)-Lipschitz by lemma 7.4. This allows us to conclude that the Now, onto the 'spread out' property; Let µ C be the probability measure on C defined as the weak* limit of measures on the covers i . This induces a measure, µ Γ , on Γ by
for any S ⊆ Γ. We claim µ Γ has a 'spread out' property in the form of the following lemma.
Lemma 7.7. There exists A > 0 such that, for any U ⊆ Y ,
Proof. We start by noting a similar upper bound for µ C . The measure µ C on C is "Ahlfors log(2)/ log(3)-regular", see [Fal86, Theorem 1.14], in particular, there exists ν > 0 such that for any closed ball B in C,
Let φ : C × I n → C, defined by (x, t) → x, be the projection of C × I n onto C, and observe that φ is 1-Lipschitz. Now, for any subset U ⊆ Y pick y ∈ U ; we can assume U is non-empty as the inequality trivially holds for empty U . Let
and note that
The 1-Lipschitz property of φ combined with the bi-Hölder inequalities for f tells us that
Further, if B is the closed ball in C of radius diam(I U ) centred at φ(f −1 (y)), then I U ⊆ B and diam B ≤ 2 diam(I U ). (7.7.4) Therefore, we can conclude
by (7.6.1) and (7.7.2),
log 2/ log 3 by (7.7.1), ≤ 2 log(2)/ log(3) ν diam(I U ) by (7.7.4),
log 2/α log 3 by (7.7.3),
where A = 2 log 2/ log 3 νλ log 2/α log 3 .
We now know something about arbitrary decompositions of each γ ∈ Γ via Lemma 7.2, and something about how decompositions of Y interact with Γ via Lemma 7.7. We introduce the following notation for indicator functions, as they will be useful for converting decompositions of Y to decompositions for γ ∈ Γ, which is how we shall link these two ideas. For any U ⊆ Y and γ ∈ Γ, define
We now have sufficient tools to prove Theorem 7.1.
Proof of Theorem 7.1. Let B > 0 be as in Lemma 7.2. Observe, as µ Γ is a probability measure,
so, for any decomposition U of Y , by Lemma 7.2,
then, by Lemma 7.7, there exists some A > 0 such that,
Hence,
and therefore, the Hausdorff dimension of Y is at least n + log 2/α log 3 > n as U was arbitrary.
To see that the Hölder dimension of C × I n is equal to n, we use Corollary 1.9. The compactness of C × I n comes from being a product of compact spaces. Considering C × I n as a subspace of R n+1 , we see that it is doubling directly from the doubling property of R n+1 . Finally, C × I n has capacity dimension n by Proposition 7.8 below.
We now present a proof of the capacity dimension result for C × I n used above.
Proposition 7.8. C × I n has capacity dimension n.
For this proposition, we utilise the following lemma, which is Theorem 9.5.1 in [BS07] . The interested reader should note that Buyalo and Schroeder refer to capacity dimension as "ℓ-dimension" in this source.
Lemma 7.9. For any metric spaces X 1 and X 2 , the capacity dimension of X 1 × X 2 is at most the sum of the capacity dimensions of X 1 and X 2 .
Proof of Proposition 7.8. Note that C × I n contains a copy of I n as {0} × I n , and therefore has topological dimension at least n. As topological dimension is a lower bound to capacity dimension, we observe that C × I n also has capacity dimension at least n. Therefore, using Lemma 7.9, it only remains to check that the capacity dimensions of C and I n are at most 0 and n respectively.
For C, take any 0 < δ ≤ 1 and let n ∈ N such that 1/3
n } has mesh at most 1/3 n ≤ δ, multiplicity 1, and Lebesgue number at least 1/3 n > δ/3. Therefore, C has capacity dimension at most 0.
For I n , we show that I has capacity dimension at most 1, then inductively use Lemma 7.9 to prove that I n has capacity dimension at most n.
For I, take any 0 < δ ≤ 1. The cover of I by balls of radius δ/2 centred at nδ/2, for n ∈ N and 0 ≤ n ≤ (2/δ) + 1, has mesh at most δ, multiplicity 2, and Lebesgue number at least δ/4. Therefore, I has capacity dimension at most 1.
Capacity dimension versus topological dimension
Theorem 1.8 shows that the Hölder dimension of a compact, doubling space is at most its capacity dimension. However, as topological dimension is a more commonly used notion of dimension, one could ask if Hölder dimension is, in fact, at most the space's topological dimension, extending the self-similar case. In this section, we provide an example of a compact, doubling space which has topological dimension 0 but Hölder dimension 1, proving that "capacity dimension" cannot be replaced with "topological dimension" in Theorem 1.8.
Theorem 8.1 (Theorem 1.11). Let X be the Cantor set defined in Section 6 where the diameter of the gaps, diam(J n,i ), is taken to be 1 10n n for all n ≥ 1 and 1 ≤ i ≤ 2 n−1 . Then X has Hölder dimension equal to 1.
As X is a Cantor set, it has topological dimension 0 and is compact. It is doubling as it is a subspace of R which is doubling. Therefore, to accomplish the goal stated above, we need only prove this theorem.
The main idea is, by making the gaps shrink fast enough that they cannot account for all the Hausdorff 1-measure in I, we've forced X to have Hausdorff dimension 1. Furthermore, as the shrinking is faster than any fixed power of n, no Hölder equivalence can find an equivalent space Y without this 'fast-shrinking gap' property, meaning any equivalent space will also have Hausdorff dimension 1.
Our construction of X allows us to choose the diameters for the gaps, J n,i , but leaves the diameters of I n,i implicit. Investigation of the construction gives us the following easy, but useful, bound.
Lemma 8.2. 1 3 n ≤ diam(I n,i ), for every n ∈ N and 1 ≤ i ≤ 2 n .
Proof. Let C be the 1/3-Cantor set as constructed in Section 6, with intervals I It is helpful to note the following lemma, which is a result of exclusively cutting from the interior of intervals in the construction of X. For k ≥ 4, k k ≥ 4 k = 2 2k so we see
Hence, k,j diam(J k,j ) < 5/10 = 1/2. Therefore, i diam(A i ) > 1/2. The decomposition A was arbitrary so H 1 (X) ≥ 1/2 > 0 and hence dim H (X) ≥ 1, but dim H (X) ≤ dim H ([0, 1]) = 1, so together we get that dim H = 1. Now consider f : X → Y , a (λ, α, β) bi-Hölder homeomorphism between X and a metric space Y . We would like to prove that dim H (Y ) ≥ 1. To do this, let's reduce to working in R so that we can extend decompositions to decompositions of intervals, like in the above. Consider ψ : Y → R defined by y → d Y (f (0), y). Note that ψ is a 1-Lipschitz map via the triangle inequality. Hence, we can preserve the upper bound of our Hölder inequality for f when we compose with ψ. That is, for any
Hence, by Lemma 8.4 there exists an extension, F , of ψ • f to I that is (λ, β)-Hölder continuous too. This extension means we can derive information from the gaps, J k,j , too, instead of just from the space X. For instance, for any j, k,
We interpret this as the Hölder map, F , being unable to break the shrinking property of the gaps.
Consider I k,1 , which has width at least 1/3 k by Lemma 8.2. We know that the smaller endpoint of I k,1 is 0, and let its larger endpoint be x, for some x > 0. By Lemma 8.3, both 0 and x lie in X and, therefore, F evaluates to ψ • f on them as F is an extension of ψ • f . Hence, 
Hölder dimension can be less than capacity dimension
In this section, we give an example to illustrate that the inequality between capacity dimension and Hölder dimension in Theorem 1.8 cannot be upgraded to an equality. That is, Theorem 9.1. Let X = {0} ∪ {1/n | n ∈ N} ⊂ R, then X is a compact, doubling metric space with capacity dimension 1, but has Hölder dimension 0.
Proof. Note that X is compact because it is a closed and bounded subspace of R, and X is doubling because it is a subspace of R which is doubling.
We can easily verify that X has Hölder dimension 0. Indeed, as countable collections of points have Hausdorff dimension 0, X has Hausdorff dimension 0. Further, Hölder dimension is non-negative and the Hausdorff dimension of X is an upper bound for its Hölder dimension, so X has Hölder dimension 0.
To see that X has capacity dimension 1, observe that X has capacity dimension at most 1 as it is a subspace of R, which has capacity dimension 1. We now prove X has capacity dimension at least 1 by proving that it does not have capacity dimension 0.
For a contradiction, assume that X has capacity dimension 0 with coefficient σ. Take n ∈ N such that n > max{2/σ, 2}, and so that 2/(σn(n − 1)) > 0 is sufficiently small as to apply the definition of capacity dimension 0 with δ := 2/(σn(n − 1)). Let U be an open cover of X of mesh at most δ, Lebesgue number at least σδ, and multiplicity 1 as per X having capacity dimension 0 with coefficient σ. For any m ≥ n, we calculate
.
By observing that 1/n(n− 1) < 2/(n(n− 1)) = σδ, we see that, for every m ≥ n, {1/m, 1/(m − 1)} ⊆ U m , for some U m ∈ U, by the Lebesgue number property. From the multiplicity 1 restriction on U, for any U, V ∈ U, if U ∩ V = ∅, then U = V . Hence, U m = U m+1 for every m ≥ n as m ∈ U m ∩ U m+1 . Inductively, m ∈ U n for every m ≥ n − 1. Also, 0 ∈ U n , as n(n − 1) ≥ n − 1 and d(0, 1/(n(n − 1))) < σδ, so there exists U 0 in U containing 0 and 1/(n(n − 1)), but 1/(n(n − 1)) ∈ U n so U 0 = U n too. Therefore, diam(U n ) ≥ d(0, 1/(n − 1)) = 1/(n−1) > 2/(σn(n−1)) = δ as 2/(σn) < 1, by definition of n. This contradicts the mesh constraint on U. Therefore, no such U exists and X cannot have capacity dimension 0.
