Abstract-Uncertain graph models are widely used in real-world applications such as knowledge graphs and social networks. To capture the uncertainty, each edge in an uncertain graph is associated with an existential probability that signifies the likelihood of the existence of the edge. One notable issue of querying uncertain graphs is that the results are sometimes uninformative because of the edge uncertainty. In this paper, we consider probabilistic reachability queries, which are one of the fundamental classes of graph queries. To make the results more informative, we adopt a crowdsourcing-based approach to clean the uncertain edges. However, considering the time and monetary cost of crowdsourcing, it is a problem to efficiently select a limited set of edges for cleaning that maximizes the quality improvement. We prove that the edge selection problem is #P-hard. In light of the hardness of the problem, we propose a series of edge selection algorithms, followed by a number of optimization techniques and pruning heuristics for reducing the computation time. Our experimental results demonstrate that our proposed techniques outperform a random selection by up to 27 times in terms of the result quality improvement and the brute-force solution by up to 60 times in terms of the elapsed time.
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INTRODUCTION
G RAPH data arises in a large variety of real-world applications, such as social networks, knowledge graphs, and protein-protein interaction networks [2] . However, the data in these applications is often uncertain for various reasons that include unreliable data sources, ambiguity in the content of data, or approximate data models. For example, duplicate author names may confuse the coauthor networks that are automatically extracted from academic websites (e.g., DBLP and Google Scholar); in a machine-generated knowledge graph, the relationships between entities may be uncertain since they are usually extracted from web documents by using natural language processing techniques; in a protein-protein interaction network, the interactions between proteins are typically derived by a statistical model. To capture the uncertainty in these data, uncertain graph model has been a widely used data model, where each edge is associated with an existential probability that signifies the likelihood of the existence of the edge [14] , [22] .
In the literature, tremendous efforts on processing probabilistic queries on uncertain graphs have been reported. One of the most fundamental queries is reachability query [8] , [14] , [40] , [41] . In a deterministic graph, a reachability query asks whether one vertex can reach another under some constraints, e.g., within a given distance or via a path that consists of a given set of labels. However, for an uncertain graph, the result of a reachability query is no longer a boolean value (i.e., "YES" or "NO"), but a probability of having the answer "YES". Existing works typically incorporate probabilities as follows. They assume the probabilities of the edges are independent of each other and adopt a possible world model to answer the queries. An uncertain graph may generate O(2 m ) possible worlds, where m is the number of the edges. Each possible world (or called possible graph) is a deterministic graph whose probability is the product of (i) the existential probabilities of all edges that exist in the graph and (ii) the non-existential probabilities of all edges that do not exist in the graph. The query result of an uncertain graph is the sum of the probabilities of the query results in all the possible worlds. Since the number of possible worlds is huge, the existing works focus on how to efficiently evaluate or estimate the query results.
A notable issue of querying uncertain graphs is that the results are sometimes uninformative, due to the uncertainty of edges. Consider the example in Fig. 1 . If a user issues a query "Are vertices s and i reachable in two hops?", the probability of the answer "YES" is 0.5, derived by multiplying the probabilities of the two edges connecting them. (The probability of the answer "NO" is also 0.5.) The answer does not provide any meaningful information to the user. To remedy this issue, data cleaning is a widely adopted method to reduce the ambiguity of the query results, by reducing the uncertainty of some edges [19] , [36] . In Fig. 1 , if one uses some method to clean the edge (s; k) and finds its existential probability is 1 (or 0), then the query result of "YES" is 0.8 (or 0) which is more informative than before.
The emergence of crowdsourcing platforms naturally facilitates the cleaning operations described above. As discussed in [28] , [36] , humans outperform computers in many tasks like entity resolution and natural language processing. We argue that human-powered graph cleaning is helpful in a number of real-life scenarios. Below we list several examples:
Cleaning of Uncertain Social Networks. A social network of academics can be extracted from publicly available bibliography repositories such as DBLP. Due to the duplicate and diverse forms of author names, the coauthor relationship may not be deterministic but probabilistic. People may want to use this coauthor relationship to discover some communities or to judge if two authors are involved in a two-hop relationship, for checking a potential conflict of interest. The probabilistic results could be uninformative, where data cleaning is needed. The probabilistic relationships involved can be posted to a crowdsourcing platform for cleaning. Humans in the crowd can simply resolve these relationships via external data sources, e.g., the homepages of the authors. Cleaning of Uncertain Knowledge Graphs. Some knowledge graphs are constructed by extracting public information from web data [12] . As stated in [12] , due to the potentially dirty web data and the limitation of accuracy in natural language processing techniques, the relationships (e.g., couples and located at) between entities in a knowledge graph may be modeled by probabilistic edges. As such, the query results on the knowledge graph would be uncertain. The relationships between entities can also be posted on a crowdsourcing platform, in which the crowd uses the experience in real life or understands the corpus of the corresponding entities to clean them. As discovered in [36] , the best performance is obtained when crowdsourcing tasks are broken down into simple, small pieces. Consistent to this, the crowd usually performs better in cleaning a single probabilistic edge, when compared to directly reasoning ambiguous query results. For example, it is easier for the crowd to answer "Do Alice and Bob have a coauthor relationship?" than to answer "Do Alice and Bob have a two-hop coauthor relationship?". Therefore, in this paper, we undertake an edge cleaning approach to reduce the ambiguity and, hence, to promote the quality of query results.
Edge cleaning by crowdsourcing is costly in terms of time and monetary resources. The budget for edge cleaning on an uncertain graph might be limited. As such, we should carefully select the edges for crowdsourcing in order to maximize the quality improvement of query results. The main challenge of this problem is that it requires to aggregate the improved probabilities derived from numerous possible worlds to compute the quality improvement of query results. Meanwhile, the number of the candidates tobe-cleaned edges can be huge. We prove that the problem of selecting the optimal probabilistic edge for cleaning is #P-hard. To address the above challenges, we propose a general framework for edge selection. To improve the efficiency of edge selection, we deduce a factor which is correlated to the quality improvement so as to avoid costly probability computation. Furthermore, we devise an upperbound based pruning technique to enable early termination of the edge selection procedure.
Our contributions made in this paper are summarized as follows:
We identify the problem of data cleaning for reachability queries on uncertain graphs, which is proved to be #P-hard. To the best of our knowledge, this is the first study on this problem. We propose a general edge selection algorithm for cleaning the result of a reachability query. We extend the edge selection algorithm to promote the quality of multiple queries, which considers the joint cleaning effect among these queries. We also extend our algorithm to select multiple edges for cleaning in parallel. Since determining the exact optimal edge set for cleaning is very costly, we devise two heuristic algorithms to efficiently find the suboptimal edge set. We conduct extensive experiments to evaluate the performance of the proposed solutions. The results show that our proposed methods outperform a random selection by up to 27 times in terms of the result quality improvement. Meanwhile, in terms of the efficiency, our proposed methods are up to 60 times faster than the brute-force algorithm. The rest of this paper is organized as follows. In Section 2, we present the background and related work. In Section 3, we define the problem and introduce some preliminaries about this problem. In Section 4, we focus on how to select the optimal edge to clean with respect to a single query. In Sections 5 and 6, the solution is respectively extended for selecting one edge for multiple queries and selecting multiple edges. Our experimental results are presented in Section 7. We conclude this paper in Section 8.
RELATED WORK
Uncertain Graph Queries
Querying uncertain data has been a classical problem in database research [1] . Several innovative solutions, such as probabilistic threshold query [9] , top-k query [24] , and nearest neighbor query [21] , have been proposed to solve the problem and its variants. One of the most widely adopted models for these works is the possible world model [3] . It can be briefly described as follows: Each uncertain object (or tuple) in a database is composed of several mutually exclusive instances, each of which is associated with a probability of its existence. An assumption is that all objects are independent. In each possible world, each object is assigned with the value of one instance. A possible world can then be regarded as a deterministic database. A possible world is also associated with a probability, which is simply the product of the probabilities of its instances. Queries on uncertain data are defined by combining the results of the queries on all possible worlds. However, listing all possible worlds is not feasible in many cases, since the number of possible worlds is exponential to the number of objects in the database. For this reason, the majority of existing works focuses on efficient techniques to evaluate queries on uncertain data, such as early stop [24] and approximation [14] .
Uncertain graph databases have been emerging with various applications, e.g., social networks [37] , knowledge graphs [12] , biological networks [23] . There are also many works on processing queries on uncertain graphs. Most of the works assume the edges of the graph are probabilistic. That is, there is a probability that an edge exists. Potamias et al. [22] propose a sampling-based algorithm for processing kNN queries on uncertain graphs. Yuan et al. [31] and Zou et al. [38] focus on two variants of shortest path queries, i.e., threshold-based shortest path query and top-k shortest path query. The studies presented in [18] , [20] , [33] , [34] aim to evaluate pattern matching queries on uncertain graphs, while Yuan et al. [32] propose a solution to processing similarity search. Jin et al. [14] focus on evaluating distanceconstraint reachability queries over uncertain graphs. They adopt a divide-and-conquer-based algorithm to determine an approximation of the reachability probability. Chen et al. [8] deal with label and distance-constraint reachability queries over uncertain graphs, which can be considered a variation of [32] .
Data Cleaning for Uncertain Data
Data cleaning (or data cleansing) is a well-studied technique that aims to correct or remove inaccurate data from a database [10] . Specifically, for uncertain data, data cleaning is used to reduce the uncertainty in data. The most widely used model for uncertainty is the entropy-based model. In this model, the objective of the data cleaning algorithms is reducing the entropy of the whole result set, instead of promoting the probability of specific results. Chen et al. [7] focus on reducing the uncertainty of max and range query results on an uncertain database. Keulen et al. [15] use human's feedback to promote the quality of results from diverse databases. Knagal et al. [17] analyze the sensitivity and explanation of query results in probabilistic query results. Mo et al. [19] aim at reducing the uncertainty of topk query results of an uncertain database.
The recent advances in the crowdsourcing platforms open up new opportunities for cleaning uncertain data. The crowd can help the system to reduce the inherent uncertainty in data, e.g., that produced by using artificial intelligence methods. Several existing works [11] , [26] , [27] , [28] , [29] , [30] have proposed solutions to improve the quality of entity resolution. Zhang et al. study data cleaning for schema matching [36] and relational databases with a noisy crowd [35] . However, to the best of our knowledge, no existing work has investigated how to reduce uncertainty for reachability queries on uncertain graphs via crowdsourcing.
PRELIMINARIES AND PROBLEM DEFINITION
In this section, we first introduce some preliminaries, followed by the problem definition of this work. For better readability, we summarize the frequently used notations in Table 1 . To ease presentation, we discuss our algorithms for undirected graphs only. The algorithms can be extended to handle directed graphs, since they do not make technical assumptions on directed or undirected graphs.
Definition 1 (Uncertain Graph). Let G ¼ ðV; E; p; lÞ denote an uncertain undirected graph, where V and E are respectively the set of vertices and edges, p : E ! ð0; 1 denotes a function that maps an edge e to its probability of existence, and l : E ! ð0; 1Þ maps an edge to its length (weight).
Definition 2 (Possible Graph
E G Þ of an uncertain graph G, denoted by G G, is generated by sampling each edge e in G according to its existential probability pðeÞ.
Slightly abusing the notations, in Definition 2, we use G G to denote a possible graph G of G. Specifically, E G is a subset of edges E but the existence probabilities of edges have been made deterministic. According to the definition, there are 2 jEj possible graphs of G. The sampling probability of G is calculated as follows: Fig. 2 shows two exemplary possible graphs, G 1 and G 2 , of the uncertain graph in Fig. 1 . The sampling probability of G 1 is PrðG 1 Þ ¼ pðs; fÞpðs; aÞpðg; aÞpðg; hÞ Á pða; tÞpðs; bÞpðb; eÞpðs; kÞpðk; iÞ Á ð1 À pðg; fÞÞð1 À pðh; tÞÞ Á ð1 À pðb; tÞÞð1 À pðe; tÞÞ ¼ 0:000016:
A path from vertex v 0 to vertex v n in G is a vertex sequence (v 0 ; v 1 ; v 2 ; . . . ; v i ; . . . ; v nÀ1 ; v n ), where (v i ; v iþ1 ) is an edge in G. A simple path is a path such that there is no vertex appearing more than once. For simplicity, we use path and simple path interchangeably in the rest of the paper. A path is present in a possible graph G iff all edges in the sequence exist in E G . The distance or length of a path is the sum of the lengths of all edges on the path. We denote by The d-path through edge e J e
The d-path not through edge e lðeÞ
The length of edge e distðv i ; v j Þ The shortest distance from v i to v j wðs; tÞ
The weight of PRQ on vertices s and t PrðjÞ
The probability that all edges in path j exist
The set of possible graphs in which all the paths in J 1 are present whereas all paths in J 2 are not.
distðs; tjGÞ the distance of the shortest path between two vertices s and t in a possible graph G.
Definition 3 (Deterministic Reachability). Given two vertices s and t of a possible graph G and a distance threshold d, s and t are reachable in G iff distðs; tjGÞ is not longer than d.
Let us take Fig. 2 ðGÞ is closer to 0 or 1, the quality of the PRQ result is higher since it can provide more deterministic information to the query issuer. Following the previous works [19] , [36] , we adopt information theory to measure the quality of the PRQ results.
Definition 6 (Quality of a PRQ Result). Given two vertices s and t in an uncertain graph G, the quality of a PRQ result is defined as follows:
where hðÁÞ is a function such that hðxÞ ¼ Àx log x and hð0Þ ¼ 0.
Eq. (3) can also be explained as the entropy of the cases "YES" and "NO". According to the concept of entropy, a lower Q d s;t ðGÞ means lower uncertainty and, hence, higher quality. We assume the cleaning of a probabilistic edge is to make its probability deterministic, that is, it is of the value either 1 or 0. Let E C denote the set of edges to be cleaned and let C be the set of possible cleaning results. Clearly, the cardinality of C is 2 jE C j since each edge in E C can be cleaned to either 0 or 1. The quality improvement due to a cleaning result c i 2 C is then defined as follows:
where G c i is the new uncertain graph after applying a cleaning result c i to the original graph G. Here, we assume the cleaning result of each edge is independent.
Since the cleaning is performed by the crowd, the cleaning results are not known beforehand. We use the expected quality improvement to quantify the benefit of a cleaning. The expected quality improvement can be formally expressed as follows:
According to the result of c i , E C can be divided into two disjoint sets I i0 and I i1 . For each edge e in I i0 (or I i1 ), the returned result of e is 0 (or 1). Therefore, we have the following: Let PrðjÞ be the probability that the path j is present, which is computed by directly multiplying the existential probabilities of all its edges. We use Prð W j2J jÞ to denote the probability that at least one path in J is present and Prð V j2J jÞ to denote the probability that all paths in J are present. 
where wðs; tÞ is the weight associated with the PRQ on (s, t). The weights might be learned from the query logs, which represent the importance or query frequency of a PRQ. By default, they are 1 jST j . The expected quality improvement of the results of a set of PRQs is defined as follows:
With the above definitions, we present the problem statement of this paper.
Definition 8 (Edge Cleaning Problem for PRQs).
Given an uncertain graph G, a distance threshold d, a candidate edge set E, and an edge cleaning budget n, the edge cleaning problem for PRQs is to find an edge set E C E, jE C j ¼ n, that maximizes EDQ ST ðG; E C Þ. The Sketch of the Proof. We prove the hardness of the Edge Cleaning Problem for PRQs (ECP) in two steps. First, we relate the hardness of an existing #P-complete problem to a specific problem that is close enough to ECP. Second, we establish the necessary tools for reducing the problem analyzed in the first part of the proof to a specific instance of ECP to establish the hardness of ECP. Due to the limitation of space, the full proof is presented in Appendix A in the supplementary file, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TKDE.2017.2684166. t u As such, it is necessary to study an efficient algorithm to practically solve the problem. In the following sections, we first assume n ¼ 1 and propose the single-edge selection algorithm for a single PRQ. Based on that, we then determine the single-edge that maximizes the quality improvement for multiple PRQs. Finally, we extend these techniques to the multiple-edge selection problem (where n > 1).
SINGLE-EDGE SELECTION ALGORITHM FOR SINGLE QUERY
To propose a practical solution for the edge cleaning problem for a single PRQ, we first deduce a factor that is correlated to EDQ for each edge, followed by discussing how to determine the edge with the maximum value of this factor.
Correlated Factor of Expected Quality Improvement
First, we introduce some notations for ease of presentation. Let J s;t denote the set of possible paths from s to t. We refer d-path to a subset of J s;t in which the distances of all paths are not larger than d, denoted as J The intuition of P Ã ðeÞ is as follows. It is the total probability of the possible graphs that contain at least one path passing through e and do not contain any path not passing through e. If the probability of e is cleaned to 0, it will only influence those possible graphs. In other words, the deterministic reachability I d s;t of those possible graphs will be changed from 1 to 0. On the other hand, if a possible graph contains some path(s) not passing through e, the cleaning result will not influence the I 
where The Sketch of the Proof. The proof can be divided into two steps. The first one is to identify the possible graphs in which the reachability will be influenced by cleaning edge e. We prove that the total probability of such possible graphs is P Ã ðeÞ Á pðeÞ. The second step is to identify the reachability increasement (or reduction) by cleaning edge e in the above possible graphs. The lemma is deduced by multiplying these two parts. Due to the limitation of space, the full proof is presented in Appendix B in the supplementary file, available online. Owing to Theorem 2, our problem can be reduced to selecting the edge with the maximum P Ã ðeÞ value. According to the definition of P Ã ðeÞ, it mainly consists of two factors, i.e., the denominator pðeÞ and the numerator P G2GðJe;J e Þ PrðGÞ. The straightforward method is computing the P Ã ðeÞ values for all edges and selecting the best one. However, the derivation of the numerator of P Ã ðeÞ is very inefficient since it should invoke many costly set union computation. Assuming the cardinalities of path set J e and J e are respectively jJ e j and jJ e j, the complexity of such set union computation is Oð2 jJ e j þ 2 jJ e j Þ. Hence, we propose an efficient algorithm that avoids computing all numerators. Algorithm 1 gives the overview of our algorithm. The main idea is similar to the TA algorithm for top-k computation [5] . We first derive the upper bound of the numerator for each edge in E (detailed later in this section). Then, we sort the upper bounds in descending order and sort the denominators in ascending order (Lines 3 and 4). After that, we sequentially access these two edge lists (Lines 7-17). In each iteration, after popping up the top edge of each list, we do random access to other sources to get the remaining parameters of the edge (e.g., connectivity probability, the paths going through it). For each accessed edge e, we adopt a Monte-Carlo method to compute the numerator of P Ã ðeÞ Ã ðeÞ for a small number of (accessed) edges. In the following, we discuss: 1) how to exactly compute P Ã ðeÞ, especially for the numerator; 2) how to derive the upper bound of the numerator.
To compute the exact P Ã ðeÞ, one may first list all paths in J d s;t . We adopt a DFS-based solution to list them. After that, J e and J e can be easily identified. The numerator of P Ã ðeÞ can be transformed as follows:
where Prð W j2Je jÞ means the probability of at least one path in the set J e being present.
In [16] , a Monte-Carlo method was introduced to estimate Prð W j2Je jÞ, which guarantees that the errors of the estimated values do not exceed a given range. However, the Monte-Carlo method may need to sample a large number of times to ensure this. Furthermore, we may call the Monte Carlo method once for each P Ã ðeÞ. As shown in [16] , to achieve the ð"; dÞ-precision, i.e., the probability that estimation error exceeds " will not be larger than d, the complexity is Oð 
and
Since the probabilistic reachability from s to t within distance d can be transformed as R 
Combining Eqs. (13) and (14), we have 
Optimizations by Edge Pruning
In this section, we introduce two optimization techniques to prune the number of edges that take part in the computation of Algorithm 1. They are mainly based on two intuitions: 1) some edges are far away from s and t so that they have no chance to be a component of any d-path; 2) the P Ã ðeÞ values of some edges are definitely smaller than those of the others.
Based on the above two intuitions, we propose two pruning rules as follows:
(1) Pruning by reverse shortest paths. The main idea can be divided into two steps: i) we first identify the vertices that will not be a vertex in any d-path; ii) all edges associated with these vertices are pruned. Specifically, we use Dijkstra's algorithm to compute the shortest distances between every vertex v to s and t, denoted by dsðvÞ and dtðvÞ, respectively. If dsðvÞþ dtðvÞ > d, it means that there is no path with a distance smaller than d that passes through v. According to the definition of P Ã ðeÞ, the P Ã ðeÞ value of any edge associated v must be 0 because J e ¼ f. (2) Pruning by edge dominance. Assuming there are two edges e 1 and e 2 , if both pðe 1 Þ < pðe 2 Þ and P G2GðJ e 1 ;J e 1 Þ PrðGÞ ! P G2GðJe 2 ;J e 2 Þ PrðGÞ hold, P Ã ðe 1 Þ is definitely larger than P Ã ðe 2 Þ. In such a case, e 2 can be pruned. The comparison of the P Ã ðeÞ's denominators is straightforward, while that of the numerator is more complex. One observation is if all paths through e 2 must pass through e 1 , i.e., J e 2 J e 1 , the numerator of P Ã ðe 1 Þ must be no smaller than that of P Ã ðe 2 Þ. In this case, we call e 1 dominates e 2 . Fig. 4 shows the pruning result of the uncertain graph in Fig. 1 . For pruning rule 1), we mark (dsðvÞ, dtðvÞ) for each vertex v. For vertices f, g, h, k and i, dsðÁÞ þ dtðÁÞ > d ¼ 3. All edges associated with them can all be pruned (labeled by crosses). For pruning rule 2), all paths of connecting s and t through edge (b; t), e.g., j 2 , must be through edge (s; b). Meanwhile since pðs; bÞ < pðb; tÞ, p Ã ðs; bÞ must be larger than p Ã ðb; tÞ, which means the latter edge can be pruned.
Theorem 3 provides a sufficient condition to achieve the pruning by rule 2). 
Optimizations for Large d Setting
Suppose that the distance threshold d is very large. It is not possible to list all paths from s to t since such listing is a #P-complete problem [25] . As such, we propose two heuristic algorithms to find an approximate solution.
Limited distance. The first heuristic is based on the observation that the probabilities of the paths with a long distance are negligible, since the probability of a path is obtained by multiplying the probabilities of all its edges. Besides, the edges covered by shorter paths tend to be covered by longer paths as well. As such, we select the best edge under a smaller d setting as an approximation for a larger d, where the path listing for the smaller d is affordable in computation. Limited probability. The second heuristic is only considering the paths with a probability exceeding some threshold. The intuition is similar to the first heuristic, that is, the paths with a higher probability play a more important role in deciding the optimal edge. As such, we set a probability threshold t. In the process of DFS-based path finding, if the probability of the current path is less than t, the finding along this path can be terminated, which saves a lot of computation time.
SINGLE-EDGE SELECTION FOR MULTIPLE QUERIES
Recall that our problem is, given a workload of multiple reachability queries, to find a number of edges for cleaning under a budget constraint. In this section, we extend our single-edge selection algorithm from singe query to multiple queries. We shall discuss the multiple-edge selection problem in Section 6. The result quality concerned with multiple queries should consider the probabilistic reachabilities of all vertex pairs involved in the query workload. The number of vertex pairs is large for a graph with many queries. Nevertheless, for the cleaning of a given edge, it can only influence the probabilistic reachability of a limited set of vertex pairs. We call this set of vertex pairs the influence set of the edge. In the following, we first identify the influence set of each edge, followed by an efficient algorithm to find the edge that maximizes the quality improvement for multiple queries.
According to the analysis in Section 4.3, the cleaning of an edge will influence the PRQ result of a vertex pair only if the edge is on a d-path of the vertex pair. Assuming there is an edge ðv i ; v j ) and a vertex pair s and t, the edge is on a d-path of s and t if and only if
where distðs; vÞ denotes the shortest distance from s to v in the uncertain graph G and lðv i ; v j Þ denotes the length of edge ðv i ; v j Þ.
We derive the influence set of edge (v i ; v j ) as follows. First, we use Dijkstra's algorithm to compute the shortest distances between every vertex and v i , v j . For a pair of vertices s and t satisfying the inequalities (15) or (16), the pair (s; t) is put into the influence set of edge (v i ; v j ). In the case where d is small, the influence set is much smaller than the set covering all vertex pairs in G, which would save the computation of selecting the best edge for cleaning.
A basic method to find the edge maximizing the quality improvement for multiple queries is to enumerate all edges and compare the new probabilistic reachabilities and expected quality improvement after cleaning them. However, as mentioned earlier, the reachability computation is essentially the set union of the paths, which is very costly. Even the Monte-Carlo method [16] may need to sample a large number of possible graphs to gain a high estimating accuracy. Hence, we should avoid as many reachability computation as possible. Similar to Algorithm 1, we use the upper bounds to help pruning. The details are shown in Algorithm 2. First, for each edge e, we compute the upper bound of the quality improvement for multiple queries by cleaning e, denoted by UQðeÞ (its derivation will be detailed in Section 5.1). After that, we sort these edges by UQðeÞ and access them sequentially. For each accessed edge e, we use the Monte-Carlo method to compute an estimated value of the expected quality improvement for multiple queries (EQ). We also maintain a variable EQ max to record the largest EQ obtained so far. If the UQðeÞ value of the next edge is smaller than EQ max , the algorithm is terminated and the edge associating with EQ max is returned as the selection result. Since Algorithm 2 can be regarded as executing Algorithm 1 jST j times, where jST j is the number of queries, the time complexity of this Algorithm is Oð
Þ. In the following section, we discuss how to derive UQðeÞ for a given edge e. 
Derivation of UQðeÞ
Denote by ST the set of vertex pairs involved in the given query workload. According to Eq. (7),
Note that Q ST ðGÞ is an invariant no matter which edge is selected for cleaning. Thus, deriving UQðeÞ, the upper bound of quality improvement for multiple queries, is equivalent to deriving the lower bound of pðeÞQ ST (19) and (20) into Eq. (17), UQðeÞ can be derived.
MULTIPLE-EDGE SELECTION ALGORITHM FOR MULTIPLE QUERIES
We now discuss how to select muliple edges for cleaning. We may invoke the single-edge selection algorithm repeatedly such that at each time an optimal edge is selected. Obviously, sequentially cleaning them is inefficient since the cleaning process in crowdsourcing takes time. An alternative is to select a batch of edges and clean them in parallel. Therefore, the multiple-edge selection problem is to find a set of edges E C 2 E which maximizes EDQ ST ðG; E C Þ as defined in Definition 7. However, to exactly get the optimal result of E C may need to enumerate all possible combinations of to-becleaned edges. The number of such combinations is C jE C j jEj . It is prohibitively costly when jEj and jE C j are large.
Inspired by the previous work on crowdsourcing-based cleaning, such as [19] , [39] , we propose two heuristic algorithms to optimize the performance.
Simple-extension. The first one is a variant of the optimal polynomial single-edge selection algorithm proposed in Section 5. Assuming the budget of edge cleaning is n, we select the top-n edges with the highest EQ values in Algorithm 2. It can be easily achieved by slightly modifying the stop condition of this algorithm as to find n edges with EQ values larger than UQðeÞ. Cleaning this set of edges is likely to yield a high joint quality improvement, but it may be suboptimal since it does not consider the mutual effect of the selected edges. Consider an uncertain graph containing four edges (s, a), (s, b), (t, a), (t, b), each with an existential probability of 0.7. Assume n ¼ 2, wðs; tÞ ¼ 0:7, and wða; bÞ ¼ 0:3. The EDQ ST ðG; E C Þ values of all edges are the same since they are all symmetric and we can randomly select two edges for cleaning according to this heuristic. However, the expected quality improvement of cleaning ðs; aÞ and ða; tÞ will be higher than that of cleaning ðs; aÞ and ðs; bÞ. It is because the former edge pair is involved in the same path, which augments the cleaning effect of each other.
Greedy. The second heuristic greedily finds the to-becleaned edges in rounds, aiming to derive a local optimal solution for each round. More specifically, assuming we have selected a set of i to-be-cleaned edges E C for an uncertain graph G, we aim to find the ði þ 1Þth edge e from the remaining edges such that EDQ ST ðG; E C þ fegÞ is maximized. Each round of the edge selection is similar to Algorithm 
Denote the time complexity of the single-edge solution (Algorithm 2) by X, which is Oð
Þ as stated in Section 5. The time complexity of simple-extension is also OðXÞ, while that of greedy is OðnXÞ.
PERFORMANCE EVALUATION
In this section, we conduct experimental studies to investigate the effectiveness and efficiency of our proposed algorithms.
Experiment Setup
Datasets. The following three datasets are used in performance evaluation:
ACD: It is an uncertain coauthor graph constructed from the academic data published in the contest of KDD cup 2013. 2 The contest aimed to resolve the author-name ambiguity problem in Microsoft Academic Search platform. The ambiguity is caused by the variations of author names in different publications and the sharing of the same name among different authors. The authors were identified by joining their names and affiliations. We adopted the algorithm introduced in [13] , which achieved an accuracy of 98 percent, to compute the linking probabilities between the authors and the papers in the original dataset. By these probabilities, we computed the coauthor probabilities between these authors and obtained an uncertain coauthor graph with 6,382 vertices and 23,179 edges. NELL: It is an uncertain costar graph consisting of 19,061 vertices and 108,538 edges. The "actorstarredinmovie" relationships were extracted from the candidate briefs in the NELL knowledge base. 3 Each brief is associated with a probability. By these briefs, we computed the probabilities that two entities co-starred in a movie. SYN: To gain performance insights under various graphs, we randomly generated synthesized uncertain graphs by varying some parameters related to our algorithms, including the number of vertices, the average degree, and the distribution of the probabilities on the edges. The edges on the graph are randomly generated, and their existential probabilities follow a normal distribution with mean m and variance s 2 . The corresponding parameters are summarized in Table 2 . Metrics and Implemented Algorithms. Our experiments aim to: (1) evaluate the effectiveness of our data cleaning algorithms for uncertain reachability queries; (2) evaluate the efficiency and scalability of our algorithms. As such, effectiveness and efficiency are two main metrics of the experiments:
Effectiveness. The effectiveness is measured by the quality improvement (Eq. (4)) owing to edge cleaning. The real datasets ACD and NELL are used to evaluate the effectiveness. The cleaning is achieved by posting the selected edges on Amazon Mechanical Turk 4 platform and getting the cleaning results from this platform. Each edge was assigned to five workers and each worker could get $0.01 as reward. The final cleaning result was obtained by adopting a majority vote on the answers from the workers. We compare our proposed algorithm (labeled by "PSTAR") with three straightforward algorithms. The first one (labeled by "RAND") randomly selects to-be-cleaned edges from the set of unpruned edges in Section 4.3. The second one (labeled by "PROB") follows the intuition that the edges with a probability close to 0.5 should be cleaned. Thus, we order the edges by j0:5 À pj and sequentially select them to clean, where p is the existential probability of an edge. The third one (labeled by "PATH") considers the paths in which the edges are involved. For each edge, we sum up the probabilities of the paths in which it is involved and select the edges with the largest sums to clean. Efficiency. The efficiency measures the elapsed time of the edge selection process in each algorithm. Both the "RAND" and "PROB" algorithms can be finished within a very short time. However, the quality improvement gained by them are very low as will be shown in the effectiveness experiments. Hence, we will omit them in the efficiency experiments. For comparison, we also include two straightforward algorithms to study the effects of our optimizations. The first one exhausts all candidate edges and compares their expected quality improvements by Eq. (9) (labeled by "EXH"). The second one computes the [16] to estimate the result of a set union operation. For the multiple-edge and multiple-query experiments, all algorithms except "PATH" are extended by heuristic "Simple-extension", presented in Section 6, i.e., selecting the top-n edges with the highest expected quality improvements, where n is the budget of edge cleaning. The "PATH" algorithm selects the top-n edges with the largest aggregated path probabilities. We also implement the heuristic "Greedy" for "PSTAR", denoted by "PSTAR_G", for comparison.
Experiment Environment. We set the candidate to-becleaned edges, E, as those with the original probabilities in the range [0.2, 0.8], since if the probability of an edge is close to 0 or 1, it is not very useful to clean it. The experiments were executed on a laptop (Intel Core i5 2.5 GHz CPU and 8 GB RAM) running Mac OS X 10.8.5 operating system. The codes were written in Java (JDK 1.6). Each experiment was repeated 100 times. All reported runtimes are the average of the measured results.
7.2 Performance of Single Query Setting 7.2.1 Effectiveness Fig. 5 shows the results for the single query cleaning. We can see that the quality improvement gained by PSTAR is up to 0.33, which means the average probability of the query result can be improved from 0.5 to 0.85. It performs much better than RAND and PROB for both datasets ACD and NELL. Especially, the quality improvement of PSTAR is up to 27 times larger than RAND (for dataset ACD when d ¼2) . PROB does not perform well as it only considers the probabilities of the edges, but not the topological relationships of the graph. The performance of all four algorithms deteriorates when the distance threshold d in the query increases. The reason is that as the value of d increases, the number of candidate edges increases and, hence, the effect of a single-edge cleaning degrades. Similarly, as the average degree in dataset NELL is larger than ACD, which produces more candidate paths and edges, the quality improvement for NELL is smaller than that for ACD.
Note that when d is set at 2, the performance of PATH is close to PSTAR. But as d increases, PATH degrades much faster than PSTAR. It is because PATH uses the summation of the path probabilities instead of the union. When d is 2, the summation is close to the union since the edges shared by different paths is very few. While d become larger, there will be more sharing edges, making the approximation less effective. Moreover, PSTAR assigns a deterministic value to the probability of the target edge, which makes the selection more precise.
To further compare PSTAR with PATH, we also conducted a set of experiments which clean three edges on the graph. PSTAR adopts the heuristic "Simple-extension" in Section 6, while PATH selects the top-3 edges with the highest total probability of the involved paths. Fig. 6 shows that PSTAR achieves much higher joint quality improvement when compared to PATH.
Efficiency
We investigate the efficiency of the algorithms by varying d in the queries on both real datasets. As shown in Fig. 7 , where the y-axis is on log-scale, the elapsed time of all algorithms degrades significantly as d grows. It is mainly because the relaxation of d increases the number of candidate paths and edges and hence prolongs the selection process. Nevertheless, we believe the performance is acceptable due to the following two reasons. First, in many real-world applications such as social networks, the d value used in reachability queries may not be very large. Second, many data cleaning solutions, such as crowdsourcing, are timeconsuming so that the time cost spent in edge selection is neglectable. We can also see that our algorithm PSTAR is only slightly costly than PATH, since the major computation of these two algorithms is the same, i.e., listing all paths. On the other hand, thanks to the optimization techniques, PSTAR runs much faster than the other two algorithms EXH and PSTAR_N, since our algorithm prunes over 70 percent edges in the computation.
Experiment for Large d Setting
This set of experiments examines the effects of our heuristics proposed for large d settings. Since exact computing is infeasible for a large graph, we used a small synthetic graph for this set of experiments. The graph consists of 100 vertices and the degrees of each vertex follow a power law distribution, which is observed in many large graphs, e.g., social networks. For heuristic "Limited distance", we assume that there are a series of reachability queries with a large d value.
The value of d is set to 8 here. If d is over 8, the computation is so costly that we cannot obtain the performance of precisely selecting the best edges for comparison. Following the heuristic, we select to-be-cleaned edges by only considering the paths with a distance shorter than a parameter D. We compare the quality improvement by cleaning these edges. As shown in Fig. 8a , if we only consider the path with a length up to 5, the quality improvement by cleaning the selected edges can achieve 89 percent of the exact computing (D ¼ 8). On the other hand, it saves up to 98.7 percent computation time comparing to the exact computing. For heuristic "Limited probability", we vary the threshold of the path probability. As shown in Fig. 8b , if we only consider the paths with a probability larger than 0.005, it achieves 94 percent quality improvement comparing to the exact computing, while it only uses 1 percent computation time. These results verify the effectiveness of the proposed heuristics.
Performance of Multiple-Query Setting
Effectiveness
We now evaluate the performance for multiple-query settings. We randomly select 2,000 reachability queries with an original probability in the range [0.2, 0.8]. The weights of these queries follow a normal distribution. We investigate the joint quality improvement with different budget quotas of edge cleaning. As shown in Fig. 9 , all algorithms gain more quality improvement with more budget quota. "PSTAR" and "PSTAR_G" perform better than the other algorithms for both datasets. "PSTAR_G" outperforms "PSTAR" since the former considers the mutual effect of the edges to be cleaned. Fig. 10 shows the elapsed time of edge selection for multiple queries, where we vary the number of queries on the graph.
Efficiency
As can be seen, the elapsed time is proportional to the number of queries. The reason is that the joint quality improvement for multiple queries is obtained by linearly combining those of the queries. Note that for dataset NELL, PSTAR performs 60 times faster than EXH when the number of queries is 125. And due to the same reasons stated in Section 7.2.2, the performance would be acceptable for data cleaning applications.
We also investigate the elapsed time of the algorithms by varying the budget quota for edge cleaning. As shown in Fig. 11 , EHX, PSTAR_N, and PATH are not influenced by varying the quota, since they just enumerate all candidate edges and compute the corresponding values. PSTAR and PSTAR_G are degraded as the quota increases since the stop point is postponed. Nevertheless, their worst case does not exceed PSTAR_N as the latter does not use any sorting and optimization to accelerate the computing. Although PSTAR_G costs more elapsed time than PSTAR and PATH, it achieves a much higher quality improvement, which is more important for data cleaning applications.
Scalability and Stability
Effectiveness
To test scalability, for each experiment we select 100 edges for cleaning in order to improve the quality of 100 randomly generated queries. The weights of these queries follow a normal distribution of mean 1 and variance 0.5.
We first investigate the performance by varying the graph size. As shown in the Fig. 12a , as the size of the graph grows, the performance of all the algorithms degrades. It is because in a smaller graph, the cleaning of one edge might be able to improve the quality of multiple queries. This effect degrades in a larger graph. We also vary the average degree on the synthesized graph. As shown in Fig. 12b , the quality improvement decreases significantly as the average degree increases. The reason is similar to that in Section 7.2.1: the higher degree produces more candidate paths and edges, which reduces the cleaning effect. Additionally, we vary the variance s 2 to change the probability distribution of the edges. A larger variance means less skewness. Fig. 12c shows that as s 2 grows, the difference between PSTAR and PATH decreases. This implies our algorithm PSTAR performs better when the probabilities are more skewed. When the skewness decreases, the topological factor of the graph becomes dominant in the edge selection. In this case, the selections of PSTAR and PATH tend to be the same.
Efficiency
Finally, we investigate the efficiency of the algorithms on synthesized graphs. As shown in Fig. 13a , the increase of the graph size only slightly affects the efficiency of the algorithms. The extra elapsed time is due to more edge pruning (Section 4.3). Since a reachability query is only correlated to a set of local edges and vertices, the number of candidate edges is stable as the graph size grows up. Fig. 13b shows the effect of varying the average degree. The performance degrades significantly as the degree grows. The main reason is the increase of candidate paths and edges, which prolongs the computation of all the algorithms. Fig. 13c shows that the gap between PSTAR and the other algorithms become larger when the skewness increases, since skewness is helpful to early stop the computation. This again suggests our algorithm is more efficient when the probability distribution is more skewed.
CONCLUSION AND FUTURE WORK
In this paper, we have studied the problem of data cleaning for probabilistic reachability queries on uncertain graphs. Due to the hardness of the problem, we proposed a correlated factor P Ã ðeÞ to facilitate the edge selection in crowdscouring-based cleaning. We developed a number of optimization techniques and pruning heuristics for reducing the computation time in edge selection for both single queries and multiple queries. Extensive experimental results demonstrate the effectiveness and efficiency of our proposed algorithms under various system settings.
As for future work, we plan to extend our work to solve the problem in which the edges are correlated. The main idea is to redefine the P Ã ðeÞ value such that the effects of both e and its corrected edges are considered. Moreover, we plan to use a more general weighted voting model to replace the majority voting model in aggregating the answers returned by the crowd. As the proposed edge selection algorithm can be extended to other decisional queries, we are also developing the details to support label-constraint reachability queries, cost-bounded reachability queries, and k-connectivity queries.
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