Applying the method of maximum likelihood to the problem of parameter and state estimation in linear dynamical systems requires the implementation of a recursive algorithm that consists of a Kalman filter and its derivatives with respect to each of the unknown parameters (the sensitivity equations). Since the conventional Kalman filtering algorithm has been shown to be numerically unstable, a different approach is taken in this paper, which is based on using the K-Lambda square root filtering technique. Equations are developed for the recursive computation of the log-likelihood function gradient (score) and the Fisher information matrix (FIM) in terms of the K-Lambda filter variables, which are the eigenfactors (eigenvalues and eigenvectors) of the estimation error covariance matrix. Based on the singular value decomposition, the recently introduced KLambda filters have been shown to be numerically stable and accurate. Therefore, their usage renders the resulting maximum likelihood scheme numerically robust. Moreover, making the covariance eigenfactors available to the user at all estimation stages, which is an inherent and unique property of the K-Lambda class, adds invaluable insight into the heart of the estimation process.
I. Introduction
T HE maximum likelihood (ML) method has been widely applied to problems of state and parameter estimation in dynamical systems. 1 ' 3 In principle, the method requires the implementation of a Kalman filter for the estimation of the states (based on the current best estimate of the parameters), as well as the solution of an uncoupled set of sensitivity equations, which consist of derivatives of the Kalman filter equations with respect to the unknown parameters. 4 ' 5 The sensitivity equations, which are driven by the Kalman state estimator as well as by the measurements, are used to compute the loglikelihood function gradient (score) and Fisher information matrix (FIM), which approximates the Hessian in some computational schemes. 6 The numerical instability of the conventional Kalman filtering algorithm is now well established 7 (see Ref. 8 for a definition and discussion of the numerical stability of the computational algorithm). It has been shown in numerous examples that implementation of this algorithm (either in its continuoustime or in its discrete-time version) on finite word-length computers may lead to the appearance of negative definite covariance eigenvalues, substantial loss of accuracy, and consequent filter divergence. 9 ' 10 In Ref. 11, Bierman and Thornton demonstrated the numerical instability of the conventional Kalman algorithm as well as Joseph's so-called "stabilized" algorithm, by way of an orbit determination case study that was based on a portion of the 1977 Mariner Jupiter-Saturn deep space mission. Contrary to the common belief that the Kalman filter is robust and numerical stability is not an issue if only the problem is well posed in an engineering sense, Bierman and Thornton's work proved that numerical failures and consequent performance degradation may occur in an uncontrived, realistic situation. As is now widely recognized, the best solution to these problems (except for some ad hoc solutions that may or may not work in different situations) is the use of square root filters.
11 ' 15 These algorithms, while being algebraically equivalent to the Kalman algorithm, are numerically stable and highly accurate. Since the estimation error covariance matrix is replaced in these algorithms by its square root factors, which are then propagated and updated, it implicitly retains symmetry and positive definiteness.
As noted previously, the maximum likelihood method for estimation of states and parameters in dynamical systems utilizes the Kalman filter and its derivatives with respect to the parameters. The numerical instability of the conventional Kalman algorithm inevitably renders the resulting ML algorithm numerically unstable. Intuitively, this sensitivity even increases when partial derivatives are taken. It is conceivable, therefore, that replacing the filtering algorithm by a numerically stable equivalent should greatly enhance the numerical characteristics of the ML scheme. The utilization of a square root filter in the context of maximum likelihood estimation was first introduced by Bierman et al. 16 They used the square root information filter (SRIF) 7 ' 10 to derive sensitivity equations that are phrased in terms of the SRIF factors. In this formulation, the square root factors are upper triangular matrices, which are propagated and updated using orthogonal Householder transformations. Procedures were developed for the numerically robust computation of the log-likelihood function gradient and the Fisher information matrix in terms of derivatives of the square root factors and state estimates.
Inspired by the work presented in Ref. 16 , this paper introduces a recursive ML algorithm that is based on the F-Lambda square root filter and its derivatives. The recently introduced F-Lambda class of filters 14 ' 15 is based on the spectral decomposition of the error covariance matrix P, i.e., P=VAV T , where Fis the matrix whose columns are the eigenvectors of P and A is the diagonal eigenvalue matrix. The discrete time versions of the F-Lambda filters are based on the singular value decomposition (SVD) as a main computational tool, which renders them extremely numerically robust and accurate. The introduction, in this paper, of the derivatives of the F-Lambda filter with respect to the parameters, i.e., the VLambda sensitivity equations, facilitates the use of this square root filter in the context of maximum likelihood parameter estimation. Compared with other square root alternatives, which use upper triangular factors of the covariance, the VLambda filters are attractive because they continuously provide their user with the eigenfactors of the estimation error covariance matrix. These may be continuously monitored to reveal singularities as they occur and to identify those state subsets that are nearly dependent (see Ref. 7 , p. 100; Ref. 17, p. 72; and Ref. 18) . Relying on the singular value decomposition, these filters are more computationally expensive than other alternatives, when using conventional, serial implementation. However, the recent advent in the area of parallel computation of the SVD using multiprocessor arrays should alleviate the computational burden and make these filters attractive from this perspective as well.
In Sec. II the ML parameter estimation problem is defined. The F-Lambda filter that is used to obtain the ML estimate is stated in Sec. III. The log-likelihood function, its gradient (the score), and the FIM are expressed in Sec. IV in terms of the F-Lambda variables and derivatives. Algorithms for the recursive computation of these derivatives are presented in Sec. V. These algorithms constitute the square root equivalents of the conventional sensitivity equations. The complete procedure is summarized in Sec. VI. Concluding remarks are given in Sec. VII.
II. Maximum Likelihood State and Parameter Estimation
Consider the following linear, discrete-time, stochastic dynamical system and observation: The maximum likelihood estimate & ML is defined as that value of 0 that maximizes the joint probability density function (pdf) of the measurements. Equivalently, it is that value of 0 that maximizes the following log-likelihood function 5 :
which is derived from the joint pdf of the innovations process (y(k\k-\)}% = i. The innovations process covariance is 9l(£|& -1). The innovations process and the covariance of that process are conventionally computed via a Kalman filter as
where x(k\k -1), the a priori state estimate, and P(k\k -1), the a priori estimation error covariance matrix at time k, are based on the measurement history <\)(N -1). Since the parameter vector 0 enters the log-likelihood function in a nonlinear manner, the computation of the ML estimate is carried out via an iterative, nonlinear mathematical programming algorithm of the form
where g t is the gradient of the log-likelihood function gi = V e L[0|<y(7V)]|e = e,. 
and pi is a scalar step size control parameter. In the GaussNewton method, the Hessian is approximated by the FIM, which is its expected value (up to a minus sign). This computation involves only the first derivatives of the log-likelihood function, which are needed anyway in the evaluation of the score. To solve problems of singularity or near-singularity of the computed information matrix, the Levenberg-Marquardt algorithm uses the following gain:
where 9H/ is the Fisher information matrix (based on the current estimate 0/), and ID/ is a diagonal matrix chosen to insure positive definiteness of 3C/. This paper presents a method for the computation of the gradient of the log-likelihood function and the Fisher information matrix, using the square root F-Lambda filtering algorithm implementation. Avoiding the numerical instability problem inherent in the conventional Kalman filter, the new algorithm is numerically superior to the conventional mechanization. The F-Lambda filtering algorithm is stated in the next section.
III. F-Lambda State Filtering
In this section the F-Lambda filtering algorithm, which will be used in the sequel, is presented. The algorithm is a hybrid one, consisting of a time update that is performed in covariance mode and a measurement update that is performed in information mode. Although the F-Lambda class contains complete algorithms in both covariance and information modes, this special arrangement of the algorithm is necessary for the ensuing development of the ML parameter estimator in the next sections. The algorithm is presented without proof; for a detailed derivation, the reader is referred to Refs. 14 and 15.
As stated in Sec. I, the F-Lambda filter is based on the spectral decomposition of the covariance (or information) matrix, P = FAF r . The spectral factors are propagated in time and updated across measurement according to the algorithms that follow. 
where Q V2 (k -1) is the matrix square root of Q(k -1), which can be computed via a Cholesky decomposition. 19 2) Use the singular value decomposition of GL( k -1) to write
where (14) 4) Compute the state estimate as
Given the time-propagated eigenfactors V(k\k-\) and A l/2 (k\k -1) of the a priori information matrix P~l( k \k -1), and the a priori normalized state estimate q(k\k -1), where
the following algorithm computes the a posteriori eigenfactors V(k\k) and A~l /2 (k\k), and the updated normalized estimate Q(k\k), defined as
to ob- (18) where ^(Ar) is the diagonal singular value matrix and Y(k) and $(A:) are, respectively, the left and right singular vector matrices.
3) The measurement updated spectral factors are related to the SVD factors of (B(fc) as follows: (19) (22) where the m vector e(k) is the normalized estimation residual (i.e., the innovation, normalized by its covariance square root) as will be shown in the sequel.
:
Returning to Eq. (14) and using the definitions Eqs. (15) and (16) and the expressions for the propagated and updated spectral factors yields the following time-update equation for the normalized state estimate :
which is equivalent to Eq. (14) .
In the next section, the log-likelihood function and its gradient are expressed in terms of the F-Lambda estimator variables and their derivatives with respect to the parameters.
IV. Log-Likelihood Function, Its Gradient, and Fisher Information Matrix: K-Lambda Formulation

Log-Likelihood Function
In Sec. II the log-likelihood function was defined in Eq. (3), which is repeated here for convenience:
The ultimate goal of this work is to express the score and the FIM in terms of the K-Lambda filter variables, which will enable the mechanization of the ML identification scheme via the F-Lambda filter. To this end, first we need to express Eq. (24) in terms of the F-Lambda filter variables. This is done next in Theorem 1. 
where {X/(fc|k -l))? = i are the eigenvalues of the a priori estimation error covariance.
Proof
The proof consists of two parts, in which it is shown, respectively, that To prove Eq. (27), we start by rewriting Eq. (22) as
Here, matrix Y T (k) was written in partitioned form and use was made of Eqs. (15), (16) , and (21) . From Eq. (29) we readily obtain
Next, using Eqs. (17), (19) , and (20) 
To 
where the innovation y(k\ k -1) was defined in Eq. (4). From Eq. (33), the norm of e(k) is computed as lk(*)ll
Employing the orthogonality of the singular vector matrix Y(k), we have
Substituting Eqs. (35) and (36) into Eq. (34) results, after some algebra, in
Finally, recalling the information mode Kalman measurement update, Algorithms for computing the derivatives of the eigenvalues will be developed in the following section. Notice that only the eigenvalues (and not the eigenvectors) are involved in this part of the gradient. The indirect participation of the eigenvectors will be revealed in the sequel.
P~\k\k) = H T (k)R~{(k)H(k)
To compute the gradient of the data dependent part Eq. (27), norms are taken from both sides of Eq. (22) 
where, to simplify notation, (-)e denotes partial derivative w.r.t
. 9, [d( -)/d9]. Since R 1/2 (Ar) is upper triangular, the product -RQ (k)R l/2 (k) is upper triangular as well. Denoting by U(k) the upper triangular part of the matrix on the left side of Eq. (43) and by D(k) its diagonal, we have
Equation (44) is a triangular linear system that is easily solved for# e -1/2 (A:). Summarizing the results so far, the components of the score are given by
where all variables involved are either directly available from the F-Lambda filter or are computed based on it via procedures that will be specified in the sequel.
Fisher Information Matrix
To compute the FIM, recall the definition
Since the score V e L [9 1 <y (N)] has zero mean, the FIM is the covariance of the score. The gradient of the log-likelihood function Eq. (3) can be written as the sum
where s(k\k -1) is the conditional score, i.e., the gradient of the conditional log-likelihood function given the past measurement history ^(k -1):
Using previous development, the components of the conditional score are given by 
Note that the FIM is the covariance of the sum Eq. (47) whose terms are uncorrelated. Following Ref. 21 , we propose to estimate the FIM from the sample as follows: Having obtained the expressions for the score and FIM in terms of the derivatives of the V-Lambda filter variables, these derivatives are developed next.
V. F-Lambda Sensitivity Equations
In this section we derive algorithms for the recursive computation of the derivatives of the K-Lambda filter variables, which are needed for the score computation, as shown in Sec. IV [Eq. (45)]. These include the derivatives of the eigenfactors and those of the state estimates.
Sensitivity Equation for the Time-Updated Eigenvalue Matrix
To obtain the sensitivity derivatives of the a priori eigenvalues, we use the covariance mode time-updated equation
which represents the singular value decomposition of <2(A: -1 -1) . The problem translates, therefore, to the computation of the derivatives of the eigenvalues of a symmetric matrix that depends on a parameter. To this end, the result summarized in the following theorem is needed. Theorem 2: Let P(s) be a symmetric n x n real matrix function that depends on the real parameter 5, and let P(s) possess continuous first derivatives for every s € (R. Let [A, (5))"=! be the eigenvalues of P(s) (which need not be distinct), and let V(s) be the orthogonal matrix whose columns are the corresponding eigenvectors {v/(s))? =1 
Employing Eq. (50), Gi(k -1) can be expressed as
where Zj(k -1) is they'th column of the matrix Z(k -1) [notice that only the first n columns of the (n+q)x(n+q) matrix Z(k-l) are involved]. Using the last expression for a(k -1), Eq. (55) becomes
where use was made of the eigenvectors orthonormality property. To simplify the notation in the sequel, define yu(k\k -1) as
and let F( k \ k -1) be the diagonal matrix
T(k\k-l):
: 
which is the sought for sensitivity equation for the time-updated eigenvalue matrix A(k \ k-l). Using this result in the expression for the log-likelihood gradient, the corresponding term in Eq. (45) is rewritten as
Note that all matrices involved here are diagonal, which renders the trace computation trivial. Note also that throughout the derivation CL Q (k -1) has been assumed known from previous calculations. We will return to the details of the explicit computation of this matrix derivative at a later point.
Sensitivity Equation for the Measurement-Updated Eigenvalue Matrix
Recall, from Sec. Ill, that the F-Lambda information mode measurement update can be written as
which is the singular value decomposition of <£(&). Obviously, A~l(k\k) is the eigenvalue matrix of (B r (A:)(B(A:), and the problem is, therefore, to compute the sensitivities of the eigenvalues of a symmetric matrix. Again, we use Theorem 2 to obtain 
where Yj(k) is the y'th column of the matrix Y(k) [again, notice that only the first n columns of the (n +m)x(n +m) matrix are involved]. Using the last expression for (B r (Ar), Eq. (65) becomes a0 LJ^I
where use was made of the eigenvectors orthonormality. Analogously to definitions Eqs. (58) and (59), we define 
Equation (71) 
Defining, analogously to Eq. (58) the functions yy(k\k -1) as l) 
Letting Q(k\k) be the matrix whose entries are the functions Ujj(k\k) Eq. (82) can be rewritten as -
or, in matrix form,
which is the required sensitivity equation for the measurementupdated eigenvector matrix. Having obtained the sensitivity equations for the eigenfactors, we finally derive the corresponding equations for the state estimates.
Sensitivity Equation for the A Priori Normalized State Estimate
Rewriting Eq. (23) as 
where
Now rewrite Eq. (91) as
where Y(k) € (R n + m >" is the matrix containing the first n columns of Y(k). Using the last result in Eq. (93), we obtain the final form of the sensitivity equation:
Having obtained the sensitivity equation for the normalized state estimate, the new, square root, maximum likelihood algorithm is completed. For the reader's convenience, it is summarized in the next section.
VI. Implementation Summary of the Maximum Likelihood Algorithm
Log-Likelihood Gradient Computation
The log-likelihood gradient is given in Eq. (45). The following procedure summarizes the algorithm for computing the F-Lambda variables and sensitivity derivatives appearing in that expression. 
V-Lambda
Fisher Information Matrix Computation
The FIM is estimated from the sample via Eq. (49), where the conditional scores are computed in Eq. (48) and the score is given in Eq. (45). Note that all of the variables needed for the FIM have already been computed for the score.
VII. Conclusions
The maximum likelihood (ML) parameter estimation method is implemented in this paper using a hybrid (covariance/information) K-Lambda square root state estimator. Derivatives of this filter with respect to the parameter vector are developed that comprise a complete set of square root sensitivity equations. Based on the F-Lambda filter variables and their derivatives, formulas are derived for the computation of the log-likelihood function, its gradient, and the Fisher information matrix.
Compared to the SRIF-based ML scheme proposed by Bierman et al. , 16 the new algorithm is more computationally expensive, relying mainly on the SVD procedure. However, in view of the excellent numerical characteristics of the SVD-based F-Lambda filter, the new scheme should be numerically superior in stability and accuracy. Moreover, the direct utilization of the covariance spectral factors adds physical insight into the estimation process as an additional merit of the proposed method.
