In the analysis of semi-competing risks data interest lies in estimation and inference with respect to a so-called non-terminal event, the observation of which is subject to a terminal event. Multi-state models are commonly used to analyse such data, with covariate effects on the transition/intensity functions typically specified via the Cox model and dependence between the non-terminal and terminal events specified, in part, by a unit-specific shared frailty term. To ensure identifiability, the frailties are typically assumed to arise from a parametric distribution, specifically a Gamma distribution with mean 1.0 and variance, say, 2 . When the frailty distribution is misspecified, however, the resulting estimator is not guaranteed to be consistent, with the extent of asymptotic bias depending on the discrepancy between the assumed and true frailty distributions. In this paper, we propose a novel class of transformation models for semi-competing risks analysis that permit the non-parametric specification of the frailty distribution. To ensure identifiability, the class restricts to parametric specifications of the transformation and the error distribution; the latter are flexible, however, and cover a broad range of possible specifications. We also derive the semi-parametric efficient score under the complete data setting and propose a non-parametric score imputation method to handle right censoring; consistency and asymptotic normality of the resulting estimators is derived and small-sample operating characteristics evaluated via simulation. Although the proposed semi-parametric transformation model and non-parametric score imputation method are motivated by the analysis of semi-competing risks data, they are broadly applicable to any analysis of multivariate time-to-event outcomes in which a unit-specific shared frailty is used to account for correlation. Finally, the proposed model and estimation procedures are applied to a study of hospital readmission among patients diagnosed with pancreatic cancer.
Introduction
In biomedical studies, a patient may experience multiple failure types. One specific setting is where interest lies primarily with some so-called non-terminal event, the observation of which is subject to some terminal event. Consider, for example, the study of end-of-life quality of care for patients diagnosed with pancreatic cancer. In health policy literature, an important marker of quality of care is readmission to the emergency room following discharge from the hospital at which the diagnosis was given (Vest et al., 2010; Warren et al., 2011) . In this setting, readmission is a non-terminal event in the sense that experiencing a readmission event does not preclude the patient from experiencing other relevant events including death. In contrast, death is terminal in the sense that experiencing a death event precludes the patient from subsequently experiencing the non-terminal readmission event, indeed any event. Data arising in this context are often referred to as semi-competing risks data (Fine et al., 2001) .
Notationally, let T 1 and T 2 be the non-terminal and terminal event times, respectively. Fine et al. (2001) showed that while the marginal distribution of T 2 is identifiable from semi-competing risks data, the marginal distribution of T 1 is not. Furthermore, the joint distribution of (T 1 , T 2 ) is only identifiable on the upper wedge of the joint support. Towards analyzing semi-competing risks data, two general statistical frameworks have been proposed in the literature. The first imposes models directly on the marginal distributions of T 1 and T 2 , with the joint distribution specified via a copula (Fine et al., 2001; Wang, 2003; Jiang et al., 2005; Ghosh, 2006; Peng & Fine, 2007; Lakhal et al., 2008; Hsieh et al., 2008) . The second framework views semi-competing risks data as arising from an underlying multi-state model, specifically the illness-death model (Liu et al., 2004; Ye et al., 2007; Zeng & Lin, 2009; Xu et al., 2010; Zeng et al., 2012; Lee et al.,2015) . Figure 1 provides a representation of this model.
In an illness-death multi-state model, the transitions between the three 'states' are characterized by three intensity or hazard functions, specifically:
Pr.T 1 D t 1 C j T 1 t 1 ; T 2 t 1 /;
Pr.T 2 D t 2 C j T 1 t 2 ; T 2 t 2 /;
Pr.T 2 D t 2 C j T 1 D t 1 ; T 2 t 2 /:
(1)
In practice, models must be specified for each of these functions. One specification considered by Xu et al. (2010) was to model the dependence of these hazard functions on covariates, denoted X, via Cox-type multiplicative models of the form:
1 .t 1 j X; / D 01 .t 1 / exp.ˇT 1 X/;
2 .t 2 j X; / D 02 .t 2 / exp.ˇT 2 X/;
3 .t 2 j t 1 ; X; / D 03 .t 2 / exp.ˇT 3 X/;
(2) where 01 .t 1 /; 02 .t 2 /; and 03 .t 2 / are baseline hazard functions and is a patient-specific random effect or frailty. Intuitively, the inclusion of the frailty terms in the model accounts for dependence between T 1 and T 2 that is induced marginally by covariates not included in X. Because the baseline hazard functions are typically left unspecified, however, identifiability requires imposing a parametric assumption on the distribution of the frailties across the population (Hougaard, 1984; McGilchrist & Aisbett, 1991) . If the frailties are assumed to follow a Gamma distribution, as Xu et al. (2010) do, the resulting (integrated) likelihood has the advantage of having a closed form expression and is therefore relatively simple to implement and maximize (Nielsen et al., 1992; Kosorok et al., 2004; Su & Wang, 2012) . It is well-known, however, that if a parametric random effect/frailty distribution is misspecified, then estimation for other model components is no longer guaranteed to be consistent (White, 1982) . This phenomenon has been extensively considered in the literature on related generalized linear mixed models (Neuhaus et al., 1992; Heagerty & Kurland, 2001; Agresti et al., 2004; Litière et al., 2007; Neuhaus et al., 2011) as well as on shared frailty models (Shih & Louis, 1995; Glidden, 1999; Agresti et al., 2004; Cui & Sun, 2004) . To our knowledge, however, potential misspecification of the frailty distribution has not been considered in the context of the analysis of semi-competing risks data. Towards relaxing distributional assumptions regarding the shared frailty terms in an illnessdeath model for semi-competing risks data, we consider a novel analysis approach based on transformation models. In the literature, these models are motivated by a desire to move beyond the proportional hazards assumption. Two classes of transformation models for univariate and multivariate survival outcomes have been considered: the first considers transformations of the hazard function (Zeng & Lin, 2007; and the second considers transformations of the survival outcomes themselves, a class which includes the well-known accelerated failure time (AFT) model (Pan, 2001) . In this paper, we build on the latter, focusing on developing models that consider the impact of covariates directly on the event times (rather than on the hazard function). The proposed framework is developed specifically to permit the frailty distribution to be non-parametric. To balance identifiability, we restrict to a class of flexible parametric transformation functions and error distributions. Towards performing estimation and inference, we derive the semi-parametric efficient score function under the complete data setting (i.e. in the absence of right censoring). To accommodate right censoring, we develop a score imputation-based approach for estimation and inference. Specifically, extending prior work in the univariate setting when covariates are discrete , the proposed method is developed for the semi-competing risks data where X can be a mixture of discrete and continuous covariates. For the latter, we derive the asymptotic properties of the resulting estimators and evaluate their small-sample operating characteristics via simulation. Finally, the data are applied to a motivating data set of readmission and death times for patients diagnosed with pancreatic cancer.
A semi-parametric transformation model
In statistical practice, the Cox model and AFT models are by far the most extensively used for investigating time-to-event outcomes. Both of these models can be shown to belong to a broader class of linear transformation models (Horowitz, 2010) . To see this, let T denote a univariate time-to-event outcome and consider the model G.T / =ˇTX C , where G is a monotone transformation function and is a random error term. If one sets G. / D log. / and leaves the distribution of arbitrary, then this model is equivalent to the AFT model; if one sets G. / D log ƒ 0 . /, with ƒ 0 . / an arbitrary cumulative hazard function, and assumes that follows an extreme value distribution, then the induced model for the hazard is equivalent to the Cox model.
Extending the univariate transformation model to the semi-competing risks data setting, consider the following semi-parametric linear transformation model for the i th subject:
if the non-terminal event has not occurred,
where X i D .X i0 ; : : : ; X ip / is a (p+1)-dimensional covariate vector with the first entry at 1, G˛l . / is a transition-specific transformation function, l D 1; 2; 3, and il follows a distribution for which the cumulative hazard is defined by i A Ä l . /, where A Ä l . / is parametric function indexed by an unknown finite-dimensional parameter Ä l . As with the univariate transformation model, one can show that the class of models given by (3) includes models previously described in the literature. For example, the Xu et al. (2010) model given by (2) is a special case of (3) with G˛l . / taken to be the log cumulative hazard function for the l th transition and the A Ä l . / = exp. / (i.e. each of the il error terms is taken to be distributed according to an extreme value distribution). Letting Â l = .˛T l ; Ä T l ;ˇT l / T , we note that the three transition-specific hazard functions corresponding to (3) have the following relatively simple representations:
where P A Ä l .u/ = dA Ä l .u/=du and P G˛l .t / = dG˛l .t/=dt. Note that the final equality in the expression for Â3 . / does not depend on t 1 . This corresponds to the so-called Markov assumption in which the hazard function for the transition from the non-terminal event to the terminal event is independent of when the non-terminal occurred. While this is a relatively standard assumption in the semi-competing risks literature (e.g. Xu et al., 2010) , we return to this point in the Discussion.
As we consider estimation and inference with respect to the unknown parameter vector Â = (Â 1 , Â 2 , Â 3 ), we note that analysts will, in most settings, face two forms of missing data: (i) incomplete observance of the event times due to censoring and (ii) the unobserved latent subject-specific frailties, i . In the next two sections, we outline our proposed strategy for accommodating both types of missingness, with the specific goal of ensuring estimation and inference that is robust to possible misspecification of the (unknown) frailty distribution.
Robust estimation and inference in the absence of censoring

The full data likelihood
In the absence of censoring, outcome information in the semi-competing risks setting can take on one of two forms: a subject is either observed to experience both the non-terminal and terminal events or solely experiencing the terminal event. To formalize this distinction, let D 1 = ¹Y t ; I.T 1 Ä T 2 /; T 2 º T Á ¹min.T 1 ; T 2 /; I.T 1 Ä T 2 /; T 2 º T . Based on this notation, the observed outcome vector for a subject that experiences both events will be d 1 = ¹t 1 ; 1; t 2 º; the observed outcome vector for a subject that experiences the terminal event prior to the non-terminal event will be d 1 = ¹t 2 ; 0; t 2 º. Finally, let F = .D T 1 ; X T ; / T denote the 'full' data vector (i.e. one in which there is no censoring and the frailty is observable).
Given an i.i.d sample of size n, the full data likelihood is a product of contributions each of the form:
where Á and Á X are the densities of i and X i , respectively, and
A detailed derivation of this likelihood, based on counting processes, is provided in Section A of the Supporting Information Appendix. Note that the likelihood construction based on the counting process does not require the assumption of latent T 1 when it was truncated by T 2 , which may not be the true data-generating mechanism.
The efficient score function
In practice, because the subject-specific frailties are not observable, one cannot proceed directly with likelihood-based estimation and inference based on (5). A standard way forward is to assume that the i is i.i.d according to some distribution with the Gamma distribution being a common choice because the induced marginal likelihood has a closed form expression. If this assumption is incorrect, however, the induced marginal likelihood is misspecified and the maximum likelihood estimator is no longer guaranteed to be consistent (White, 1982) . Towards ensuring estimation and inference that is robust to possible misspecification of the frailty distribution, we extend an approach developed by Tsiatis & Ma (2004) for measurement error models. Specifically, when is observed, consider the Hilbert space H F consisting of all d Â Á P 3 lD1 d˛l Cd Ä l Cp C1-dimensional mean-zero, finite variance functions of the full data. For elements 1 . / and 2 . / 2 H F , define the inner product as < 1 ; 2 > D E¹ T 1 .F/ 2 .F/º. The nuisance tangent space ƒ F is the subspace of H F , which is the mean square closure of all the elements in the form of BS, where S is an arbitrary nuisance score function and B a matrix with d Â rows (Ma & Zhu, 2012) .
When is observed, the nuisance tangent space with respect to the distributions of X and can be written as ƒ F D OE .X; / 2 H F ; such that E¹ .X; /º D 0:
Note the corresponding full data score function
is orthogonal to ƒ F because of the factorization in (5). Now, because the frailty is not observable, the nuisance tangent space for the observed data,
with the corresponding score function:
Because the expectation in expression (7) conditions on the observed data, U Â .OI Â/ is no longer orthogonal to ƒ. One can, however, show that the efficient score function is an element of the space ƒ ? defined as
Noting that there is an unique orthogonal project of U Â .OI Â/ onto ƒ of the form of E¹a Â .X; / j Oº, the efficient score is given by U Â .OI Â/ E¹a Â .X; / j Oº, where a Â can be found by solving the integral equation
under the correct specification of the unknown Á . Now, consider the, arguably common, situation where Á is misspecified. Let Á denote the misspecified density function (corresponding to the analysts choice of distribution for ) and E . / the expectation operator under the incorrect model. Let H denote the Hilbert space induced by the misspecified distribution Á and define ƒ F and ƒ analogously to ƒ F and ƒ but replacing the expectation E. / with E . /. The following theorem shows that the space orthogonal to the nuisance tangent space is invariant to the specification of Á .
Theorem 1. For the Hilbert space H induced by a possibly incorrect distribution Á , the space orthogonal to the nuisance tangent space ƒ 2 H is given by
as long as Á has the same support as the true Á .
The proof of this theorem follows the same arguments as those presented in Theorem 1 in Tsiatis & Ma (2004) .
Theorem 1 suggests that there exists a function a Â .X; / 2 ƒ F such that E ¹a Â .X; / j Oº is in ƒ , and U Â .OI Â/ E ¹a Â .X; / j Oº is orthogonal to ƒ . That is, there exists a function a Â .X; / 2 ƒ F such that
where U Â .OI Â/ is defined in the same way as U Â .OI Â/ in (7) but replacing Á by Á . Note, E ¹a Â .X; / j Oº is uniquely defined for any given Á because it is the orthogonal projection of U Â .OI Â/ onto ƒ . From this construction and Theorem 1,
has mean 0 even if Á is misspecified. Furthermore, the solution to P n iD1 S eff .O i I Â/ = 0 is the semi-parametric efficient estimator of Â under the true specification for Á and when there is no censoring (Tsiatis & Ma, 2004) .
Procedures for obtaining a Â
As is clear from expression (8), in order to evaluate S eff , one must be able to compute the function a Â . Here, we describe an algorithm for doing so when the possibly misspecified Á is taken to be a Gamma distribution, specifically one for which the density is Á . / = 2= 2 1= 2 1 exp. = 2 /= .1= 2 /, where 2 > 0 is considered to be known. We restrict attention to this distribution, in part, because it is by far not only the most common assumption made in practice but also because, as mentioned earlier, the induced marginal likelihood has a closed form expression.
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Now, it is well-known that any function can be approximated by a step function arbitrarily well as the number of component intervals increases. With this in mind, we assume that for each X, a Â .X; / can be approximated by
where . 1 ; : : : ; mC1 / is a partition of the support of and r j is the interval-specific value of an unspecified d Â -dimensional function. In practice, we can find the intervals by first fitting a working model for and then use the quantiles from the estimated frailty distribution as the partition endpoints. Under this specification,
where F g the posterior distribution of given O under the possibly misspecified Á . The latter can be shown to correspond to a Gamma
Define the matrix R to be the m m matrix with OEi; j th entry given by
One can then obtain the values of r D .r 1 ; : : : ; r m / T by solving:
Finally, after obtaining r j , the efficient score function S eff can be approximated by
Robust estimation and inference in the presence of censoring
The censored data likelihood
In the presence of (right) censoring, D 1 will not be observed for some subjects. To accommodate this, let C denote the censoring time and D 2 = ¹Y c ; I.T 1 Ä C /; C º T Á ¹min.T 1 ; C /; I.T 1 Ä C /; C º T . Based on this notation, the outcome vector for a subject that is censored prior to either of the events being observed would be d 2 = ¹c; 0; cº; the outcome vector for a subject that is observed to experience a non-terminal event but is subsequently censored would have d 2 = ¹t 1 ; 1; cº. For either of these subjects, the likelihood contribution is of the form:
Estimation via non-parametric score imputation
Building on the derivation of the efficient score function for the non-censored observations in Section 3.2, we derive the score function for censored observations based on a score imputation method. Towards this, let Y i2 D min. Wang et al. (2012) , the overarching strategy is to replace S eff .OI Â/ by its conditional expectation giving the observed data. Specifically, for an individual that experienced a non-terminal event but was censored prior to observation of a terminal event (i.e. 1 =1 and 2 =0), the unobserved efficient score function is replaced by
For an individual that is censored prior to observation of either event (i.e. 1 =0 and 2 =0), the unobserved efficient score function is replaced by Q 2 .C; XI Â/ D E¹S eff .OI Â/ j min.T 1 ; T 2 / > C; C; Xº:
Based on these expressions, the resulting censored data score function across all four observed data scenarios is
Note that because .Â/ has mean 0 under the true model, estimation based on (11) is consistent. An important practical challenge, however, is that evaluation of the conditional expectation components of .Â/ requires specification of the frailty distribution. To resolve this, we propose to use a kernel estimator for E¹S eff .OI Â/ j T 2 > C > T 1 ; C; Xº given by
where b F C is a root-n consistent estimator for 1 F C , the survival function for the censoring time, and K h .X X j / D Q p kD1 K h k .X k X jk / is a multivariate kernel with a p dimensional bandwidth h D .h k ; k D 1; : : : ; p/ T . Note that we choose the product kernel for X because it permits the analyst to monitor the bandwidth for each covariate individually which, in turn, facilitates the theoretical derivations and numerical evaluations. For the discrete covariates, we can simply take K h k .X k X jk / D I.X k D X jk /, although in practice any sensible multivariate kernel could be used. Similarly, we estimate E¹S eff .OI Â/ j min.T 1 ; T 2 / > C; C; Xº by F. Jiang and S. Haneuse Scand J Statist 44
Finally, combining expressions (11), (12) and (13), the proposed estimator is obtained as the
Asymptotic results
To establish asymptotic properties of the estimator proposed on Section 4, we first state the necessary conditions:
(A1) E¹S eff .OI Â/º D 0 has unique solution at Â D Â 0 and .Â/ has a continuous and bounded derivative. (A2) In the kernel function K h k .x/ D h k K.h 1 k x/, h k are bandwidths for covariate X k ; k D 1; : : : ; p and K is an`t h -order symmetric kernel function that satisfies` 1,
The bandwidths satisfy nh 2 k ! 1 for each k D 1; : : : ; p and n P p kD1 h 4 k ! 0. (A3) X has finite second moment. (A4) The joint density function for X is bounded away from zero and infinity on its support. (A5) The censoring time is conditionally independent of .T 1 ; T 2 / given X, the effects of which do not depend on time.
For the most part, these conditions are standard. Specifically, condition (A1) is the usual condition for identifiability of model parameters while condition (A2) guarantees convergence of the kernel estimators. Conditions (A3) and (A4) ensure that the asymptotic variance of the estimator is bounded. The first part of condition (A5) is analogous to the usual non-informative censoring assumption in univariate time-to-event analyses. The second part of condition (A5) is an assumption that permits the use of a Cox proportional hazards model for the censoring time: 
Á± are all root n consistent toˇc 0 , ƒ c0 .t / and F C .t j X/ (Lemma 1). The form of the censoring distribution covers the case when C is assumed to be independent of both X and T, which is used in Ma & Yin (2010) for an inverse probability weighting-based method. This independent censoring assumption would not affect the theoretic properties of the survival function estimators except thatˇc 0 D 0 is assumed to be known in advanced. It is worthwhile to note that any consistent method can be used here to estimate the censoring distribution.
With the aforementioned conditions/assumptions, the following theorem describes the asymptotic properties of the proposed estimator:
has an asymptotic mean-zero normal distribution with variance-covariance matrix,˙, given by Ä E
where J 1 ; J 2 ; J 3 are defined in Section D of the Supporting Information Appendix.
Inspection of the influence function given in Theorem 2 highlights that the uncertainty comes from three sources: uncertainty associated with the kernel estimator, uncertainty in estimate of the censoring distribution and uncertainty in the estimate b c . A proof of this result, along with those of two necessary lemmas, are presented in Appendices C and D. Because calculation of the empirical version of˙is rather involved, in practice, one could use the bootstrap to obtain standard error estimates and/or confidence intervals .
Simulation studies
Simulation set-up
To evaluate the small-sample operating characteristics of the proposed methods, we conducted a simulation study. As emphasized in the Introduction, the primary purpose of the patientspecific frailty terms is to account for dependence that is not taken into account by measured covariates included in the model. Our simulation studies are therefore structured to mimic this scenario. Specifically, we considered a data-generating mechanism based on model (3) setting G l . / D log. /, l = 1, 2, 3 and A l . / D exp. =Ä l / so that the error terms follow a scaled extreme value distribution with Ä l = 0.5. For covariates, we considered the two-dimensional vector X i D .1; X 1i / T and an additional latent variable Z i associated indirectly with the survival time through X 1i and the frailty. More specifically, Z i is drawn from a standard normal distribution. Given Z i , a binary X 1i was generated as a random Bernoulli draw with probability Pr.X 1i D 1 j Z i / =˚.Z i /, with˚. / the cumulative distribution function for the standard normal distribution. Furthermore, a patients frailty was generated from a mixture distribution depending on the value of another variable I i with probability Pr.I i D 1 j Z i / =˚.Z i /; if I i D 1 , i was drawn from a Gamma distribution with mean 1 and variance 0.5, denoted here by Gamma(1, 0.5); if I i D 0, i was drawn from 2 C Gamma.1; 6/, a location shifted Gamma distribution. By mixing the two Gamma distributions, the induced marginal distribution has a longer tail than either one of the component distributions; Fig. 2 provides a graphical representation. Note that, although I i and X 1i have the same distribution, they are independent, given the Z i , which suggests that i does not account for the dependence explained by X i . After obtaining multiple samples of X i ; i , survival times based on model (3) were generated using methods described in Jiang & Haneuse (2014) with the 'true' values of Â, denoted Â 0 , given in the first column of Table 1 . Finally, independent right censoring was introduced by generating a censoring time based on an exponential distribution with the rate parameter chosen to achieve a certain censoring rate.
Based on the previous structure, we generated four sets of 1,000 simulated semi-competing risks data sets, which varied in sample size (n = 100 and 500) and overall censoring rates (0 per cent and 20 per cent). For each of the data sets, we applied the proposed semi-parametric approach described in Section 4. Throughout, to focus the simulations on the misspecification of the distribution of the frailties, we assumed the true transformation and cumulative hazard functions. To approximate the efficient score function, we choose m = 25 equally spaced grid points on the support of the frailty distribution (Section 4.2). Based on preliminary analyses not shown, we found this choice to achieve a reasonable balance between computational tractability and accuracy. Finally, for comparison, we also fit model (3) assuming the frailties arise from a common parametric distribution, specifically a Gamma distribution with mean 1 and variance 2 .
Finally, we note that the methods described in Sections 2-5 have been implemented in R (R Core Team, 2015) . The code, together with the scripts for the simulation studies, are freely available via GitHub at https://github.com/homebovine/semifrailty.git.
Results
Results from the simulation study are provided in Table 1 . Comparing the results between the proposed semi-parametric transformation (upper half) and the parametric analysis (lower half), we see that both analyses estimate the Ä l parameters (that index the distribution of the il terms) with low bias. In contrast, estimates of the regression parameters exhibit substantial bias under the parametric analysis and virtually none under the proposed approach; because both analyses assume the correct functional form for the transformations and the error terms, this difference is solely because of the differences in treatment of the frailty distribution. Comparing the empirical estimates of the standard deviations of the sampling distributions, we see that the estimates based on the proposed approach generally exhibit greater uncertainty. However, the empirical mean squared error indicates that the overall performance of the proposed estimator is substantially better. Finally, across the board, the general conclusions we draw regarding the differences between the proposed approach and a fully parametric analysis do not change as the sample sizes changes nor as the censoring rate changes.
Analysis of Medicare data
The methods proposed in this manuscript are applied to a motivating data set consisting of patients diagnosed with pancreatic cancer. Specifically, we consider n = 621 Medicare enrollees aged 87 years and older who received a diagnosis for pancreatic cancer during a hospitalization between 01/2005 and 11/2008 and were subsequently discharged (i.e. they did not die during the index hospitalization). For these analyses, the non-terminal event of interest is whether or not the patient was readmitted to the emergency room after having being discharged from the index hospitalization; the terminal event is death. Furthermore, observation time was administratively censored at 90 days because interest typically lies with readmission events soon after a patient is discharged (Lee et al., 2015) . Among the n = 621 patients in the study sample, 56 patients were observed to experience both events, 34 patients were observed to experience a a Ä l indexes the scaled exponential distribution for the il error terms; (ˇl 0 ,ˇl 1 ) are the regression parameters, l=1,2,3; 2 is variance component indexing the Gamma distribution in the fully parametric analysis.
readmission event but were then censored prior to death, 401 patients were observed to experience a death event prior to readmission and 130 patients were censored prior to experiencing either event.
Analyses
To illustrate the approach, we follow the simulations and consider a single covariate, specifically gender, where X 1i = 0/1 if the i th patient is male/female. Four sets of analyses are considered. Specifically, we consider both the proposed semi-parametric approach as well as a fully parametric model (i.e. the patient-specific frailties are assumed to arise from a Gamma distribution). For both of these approaches, we consider the transformation functions to be (i) fixed as the log-transformation and (ii) taken from the Box-Cox family of transformations, specifically with G˛l .t / = .t˛l 1/=˛l , l = 1, 2, 3. Throughout, as in the simulations, we set A Ä l . / = exp. =Ä l / and approximate a Â .X; / based expression (9) with m = 25 equally spaced grid points. Finally, as is clear from the expression in Theorem 2, the functional form of asymptotic variance-covariance matrix is complex requiring the empirical evaluation of numerous integrals. We, therefore, report bootstrap-based standard error estimates and 95% confidence intervals, based on 1,000 replicates.
Results
Results from the four sets of analyses are shown in Tables 2 and 3 and in Fig. 3, and risk for readmission and death, both prior to and post readmission, than males. In both tables, the point estimates for the impact of gender on risk of readmission are different between the proposed semi-parametric and parametric analyses; in Table 2 , the estimates are b 11 = 0.35 and b 11 = 0.45 under the two analyses, respectively; in Table 3 the difference is even greater.
To aid in the interpretation of these differences, Fig. 3 provides estimates of the conditional survival function (i.e. setting the patient-specific frailty to = 1) for readmission stratified by gender, from the four analyses; estimates for the corresponding survival functions for death are provided in Section B in the Supporting Information Appendix. Comparing panel (a) to panel (b) and panel (c) to panel (d), we again see a clear indication of differences in the results between the proposed semi-parametric analysis and one that is fully parametric. Collectively, these results indicate that there is some sensitivity to the specification of the frailty distribution, with the proposed semi-parametric analysis likely providing more reliable results.
Comparing the results for the semi-parametric analysis between Tables 2 and 3, we see that while the point estimates for the effect of gender are similar, the standard error estimates are substantially smaller under the model in which a Box-Cox power transformation was used. From Table 3 , the results for the power transformation parameters provide a clear indication of a better fit of this model than one in which the transformation is taken as the log function. Further evidence of this is given by the differences in the results for 2 between the two tables; Fig. 3 . Estimated conditional survival functions for readmission from four analyses that vary in terms of the transformation functions, G. /, and treatment of the patient-specific frailties. In each panel, black lines correspond to males and grey lines to females. Dashed lines indicate pointwise bootstrap-based 95% confidence bands. Throughout, the patient-specific frailty was set to = 1. under the log-transformation, there is substantial residual between-patient variation that is absorbed by the frailties (b 2 =1.23; 95% CI 0.89, 1.71); under the Cox-Box specification, there is virtually no residual between-patient variation (b 2 =0.04; 95% CI 2.87e-06, 0.72).
Discussion
In this paper, we have proposed a novel semi-parametric transformation model for the analysis of semi-competing risks data. The primary goal of this work was to develop a framework within which the assumption of a Gamma distribution for patient-specific frailties, standard in multi-state models for semi-competing risks data, can be relaxed. To our knowledge, this is the first paper in the semi-competing risks literature that attempts to do so. While the proposed methodology requires the analyst to adopt a working frailty distribution, the estimation procedures developed in Sections 3 and 4 yield a consistent estimator that is robust to the specific choice. This robustness comes at a price; however, to ensure identifiability, we restrict attention to specifications for the three hazard functions in the illness-death model that are fully parametric. To mitigate this, we propose a new class of flexible transformation models within which the transformation functions and error distributions can be made as simple or complex as analysts see fit. To accommodate right censoring, we use non-parametric score imputation and show that the resulting estimator is p n-consistent and asymptotically normally distributed. The complexity of semi-competing risks data, coupled with finite sample sizes, typically requires analysts to balance structure and flexibility in their model specifications. Towards this, some parametric structure is invariably imposed either in the way in which covariates influence the underlying risk (i.e. regression parameters) or in terms of distributional assumptions. In principle, analysts can vary these assumptions and examine sensitivity in the results. This will be particularly important in 'data poor' settings where either the event rates are low either due to the overall sample size or if the censoring rate is high. The modelling and estimation framework we propose will be useful in this context, giving analysts a complementary analysis approach in which a standard parametric assumption can be relaxed. While the proposed transformation models are flexible, the proposed estimation procedures can also be used if analysts are interested in restricting to Cox-type or AFT model in order to facilitate interpretation of regression parameters. As with all transformation models, if the G˛l . / functions are permitted to be more flexible, one can compare risk across sub-populations graphically as we do in Section 7.
Although this paper is motivated by the analysis of semi-competing risks data, the semiparametric transformation model proposed in Section 2 and the estimation procedures derived in Sections 3 and 4 are much more broadly applicable. In particular, the methods could be applied to any analysis of multivariate survival data in which a shared frailty term is used to account for correlation. These include, but are not limited to, the modelling of natural disease history (page 271-300 in Aalen et al. (2008 ) & Yen et al. (2010 ) and multi-state models for competing risks data (Gorfine & Hsu, 2011) .
Finally, a number of extensions of the proposed methods are possible, which should give analysts even greater flexibility. Specifically, we are investigating relaxing the fully parametric specification for the hazard functions by considering estimation/inference for a Cox model for which the baseline hazard is left unspecified. This requires characterizing identifiability when the overall model has two non-parametric components, specifically the frailty distribution and the baseline hazard functions; this is an active area of our own research. Related to this is that while we adopt a Markov assumption for the transition from the non-terminal event to the terminal event (i.e. the hazard Â3 .t 2 j t 1 / in expression (4)), analysts may want to consider other formulations such as the semi-Markov assumption in which one models the so-called sojourn time between the two events (e.g. Xu et al. (2010) & Lee et al. (2015) ). Finally, an additional Scand J Statist 44 important extension will be to permit the observed data to be subject to left truncation and/or interval censoring, which will broaden the scope of applications to which the methods can be applied.
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