Abstract. We consider the identification of scattering and absorption rates in the stationary radiative transfer equation. For a stable solution of this parameter identification problem, we consider Tikhonov regularization within Banach spaces. A regularized solution is then defined via an optimal control problem constrained by an integro partial differential equation. By establishing the weak-continuity of the parameter-to-solution map, we are able to ensure the existence of minimizers and thus the well-posedness of the regularization method. In addition, we prove certain differentiability properties, which allow us to construct numerical algorithms for finding the minimizers and to analyze their convergence. Numerical results are presented to support the theoretical findings and illustrate the necessity of the assumptions made in the analysis.
Introduction
We consider the stationary radiative transfer equation s · ∇φ(r, s) + µ(r)φ(r, s) = σ(r) S φ(r, s ) ds − φ(r, s) + f (r, s),
which models the equilibrium distribution of an ensemble of mutually non-interacting particles in an isotropically scattering medium. The function φ(r, s) here denotes the density of particles at a point r ∈ R moving in direction s ∈ S = S d−1 , and the symbol ∇ denotes derivatives with respect to the spatial variables r only. The medium is characterized by rates µ and σ of absorption and scattering. Interior sources are represented by f and the inflow of particles over the boundary is modeled by φ(r, s) = g(r, s)
for r ∈ ∂R, s · n(r) < 0,
where n(r) is the unit outward normal at a point r ∈ ∂R. Problems of the form (1)-(2) arise in various applications, e.g., in neutron physics [6] , in medical imaging [2] , in astrophysics [7, 8, 29] , or climatology [26] .
In this paper, we are interested in the determination of the material properties, encoded in the spatially varying parameters µ and σ from measurements Bφ = s·n(r)>0
φ(r, s)s · n ds (3) of the outflow of particles over the boundary. This parameter identification problem can be formally written as an abstract operator equation
where M is a given measurement, and S denotes the parameter-to-solution map defined by S(µ, σ) = φ solving (1)- (2) . Note that S and M also depend on the sources f and g. Due to the many important applications, the inverse problem (4) has been investigated intensively in the literature. To give an impression of the basic properties of the problem, let us summarize some of the most important results: The parameters µ, σ can be uniquely identified, if sufficiently many measurements are available [9] . In particular, multiple excitations f and g are required. The stability of the identification process with respect to perturbations in the data has been investigated in [4, 5, 28] . In general, the stability will be very low. Various methods to numerically solve the parameter identification problem have been proposed as well [12, 25, 36] . It is by now well understood that solving (4) is an ill-posed problem. For a stable solution, we will therefore consider Tikhonov regularization, to be precise, we define approximate solutions via minimization problems of the form
where µ 0 and σ 0 denote some a-priori information about the unknown parameters µ, σ. The domain D(S) will be defined below. This can be seen as an optimal control problem governed by an integro partial differential equation.
The main focus of this manuscript is to establish the existence of minimizers for (5) and thus to ensure the well-posedness of the regularized problem. We will also show that (5) is a regularization method in the sense of [16] . In addition, we will investigate iterative algorithms to approximate the minimizers. The key ingredient for our arguments is a careful analysis of the mapping properties of the parameter-to-solution map S. We will establish its strong and weak continuity with respect to the corresponding L p and L q topologies, and derive various differentiability results. Let us mention that for particular choices of the parameter and measurement spaces, the stable solution of the inverse problem (4) by Tikhonov regularization has been considered already in [11, 33, 35] . Our results here are more general and require a much finer analysis of the operator S. We will make more detailed comments on this in the following sections. As a numerical method for minimizing the Tikhonov functional, we consider a variation of the iteratively regularized Gauß-Newton method. This method has been investigated in the framework of regularization methods in [3, 23] . Here, we investigate its properties for minimization of the regularized functional. The outline of the manuscript is as follows: in Section 2, we introduce the necessary notation and recall some existence results for the transport equation. After fixing the domain of S, we proof our main results about continuity, weak continuity, and differentiability of S in Section 3. We turn back to the optimal control problem in Section 4 and investigate iterative methods for its solution in Section 5. For illustration of our theoretical considerations, some numerical results are presented in Section 6, and we conclude with a short summary.
Preliminaries
Let us introduce the basic notions and the functional analytic setting in which we investigate the solvability of the radiative transfer problem. The following physically reasonable and quite general assumptions will be used throughout the paper.
(A1) R ⊂ R 3 is a bounded domain with Lipschitz boundary.
(A2) µ ∈ L ∞ (R) and 0 ≤ µ(r) ≤ µ for a.e. r ∈ R with some constant µ ≥ 0.
(A3) σ ∈ L ∞ (R) and 0 ≤ σ(r) ≤ σ for a.e. r ∈ R with some constant σ ≥ 0.
Since ∂R is Lipschitz continuous, we can define for almost every r ∈ ∂R the outward unit normal vector n = n(r). We denote by Γ := ∂R × S the boundary of the tensor product domain R × S and decompose Γ into an in-and outflow part by
We will search for solutions of the radiative transfer problem (1)-(2) in the space
which is equipped with the graph norm
denotes a weighted L p -space with weighting function |s · n|. Note that for 1 ≤ p ≤ ∞, the spaces V p are complete and that V 2 is a Hilbert space. Due to the boundedness of the spatial domain R, the embedding
with q = 1 − 1/p, we obtain the integration-by-parts formula
As usual, the symbol (u, v) D is used for the integral of the product of two functions over some domain D. Applying this formula to u ∈ V p and v = u|u| p−2 yields
i.e., the outflow trace of functions in V p is well-defined and the trace operator is continuous from V p to L p (Γ + ; |s · n|). Via Hölder's inequality, we immediately obtain
is linear and bounded.
Let us introduce the transport operator
which models the flow of particles in direction s, and the averaging operator
describing the scattering of particles by the background medium. The collision operator
then models the total interaction of particles with the medium. Note, that C depends linearly on the parameters µ and σ, and we will sometimes write C(µ, σ) to emphasize this dependence. For later reference, let us summarize some basic properties of the operators, which follow more or less directly from their definition; see [10, 14] for details.
are bounded linear operators. Moreover, Θ and C are self-adjoint and C is positive on L 2 (R × S).
As already mentioned, the energy spaces V p are not compactly embedded in L p (R × S). The following result, known as averaging lemma, serves as a substitute and will play a key-role in our analysis. We refer to [18] for a proof of this result. Let us mention that averaging lemmas also play a key role for the spectral analysis of the radiative transfer equation. Using the operators defined above, the radiative transfer problem (1)- (2) can be written
The two equations have to hold in the sense of L p (R × S) and L p (Γ − ; |s · n|), respectively. The existence and uniqueness of solutions for this problem is established next.
with a constant C depending only on diam R, p and the bounds µ and σ in (A2)-(A3).
For a proof of this and further results, let us refer to [10, 15] and the references given there.
Properties of the parameter-to-solution map
In this section, we investigate the mapping properties of the parameter-to-solution map
where φ is the solution of (9)- (10) for given data f and g. The domain of S is defined by
Note that the operator S also depends on the choice of p and on the data f and g. For ease of presentation, we will emphasize this dependence only if necessary.
3.1. Continuity. Let us start with presenting some results about the continuity of S with respect to the strong and weak topologies. The latter case will play a fundamental role in the analysis of the optimal control problem later on.
Furthermore, denote by φ and φ n the solutions of (9)- (10) with parameters (µ n , σ n ) and (µ, σ), respectively. Then
, we can choose a subsequence, again denoted by {µ n }, such that µ n → µ a.e. in R and consequently µ n φ → µφ a.e. in R × S. Since |µ n φ| ≤ C|φ| is uniformly bounded, Lebesgue's dominated convergence theorem
The uniform a-priori estimate of Theorem 2.4 then yields φ n → φ in V q .
We will show next, that the parameter-to-solution map is also continuous in the weak topology. This directly implies the weak-lower semi-continuity of the Tikhonov functional and thus yields the well-posedness of the regularization method. The proof of the result heavily relies on the compactness provided by the averaging lemma.
Proof. Since D(S) is closed and convex, D(S) is weakly closed and (µ, σ) ∈ D(S). Now let φ n , φ ∈ V p denote the unique solutions of (9)- (10) with parameters µ n , σ n and µ, σ, respectively. Then the difference φ n − φ satisfies the transport problem
with right-hand side defined bỹ
By Theorem 2.4, the operator A + C is continuously invertible. It thus remains to prove thatf n 0. Multiplying the first term with ψ ∈ C ∞ 0 (R × S) and integrating yields
Now by Lemma 2.3, we obtain S φ n ψ ds = Θ(φ n ψ) → Θ(φψ) strongly in L p (R × S). From this we conclude that I n (ψ) → 0 and as a consequence (µ n −µ)φ n 0. The term involving σ n − σ can be treated in a similar way.
For the following quantitative estimate, we require some slightly stronger assumptions on the source terms. This kind of regularity seems to be necessary since due to its hyperbolic type the transport equation does not possess a regularizing effect.
Proof. Let (µ, σ), (μ,σ) ∈ D(S) and denote by φ,φ ∈ V q the corresponding solutions of the transport problem (9)-(10). The differenceφ − φ then satisfies (12) with right-hand sidef = (μ − µ)φ + (σ − σ)(φ − Θφ). Using Theorem 2.4 we obtain
Due to the regularity of the data f and g, we haveφ ∈ V ∞ , which completes the prove.
3.2. Differentiability. As a next step, we investigate differentiability of the parameterto-solution map. We call a parameter pair
be defined as the unique solution of
withf = −C(μ,σ)φ and φ ∈ V q solving (9)-(10) with parameters (µ, σ). Then, there holds
Proof. Let φ t ∈ V q denote the solution of (9)- (10) for parameters (µ, σ) + t(μ,σ) ∈ D(S) and t sufficiently small and let w t := (φ t − φ)/t. Then A(w t − w) + C(w t − w) = C(μ,σ)(φ − φ t ) in R × S, and w t − w = 0 on Γ − . By Theorem 2.4 we thus obtain
The continuity of the parameter-to-solution map, and the integrability condition on the data, yields φ t → φ in L ∞ (R × S) from which we conclude that w t → w in V q as t → 0. The estimate (14) follows again from Theorem 2.4.
One can see from (13) that S depends linearly on the variation (μ,σ). By the continuous extension principle, the operator S (µ, σ) can then be extended to a bounded linear operator
which we call the derivative of S in the following.
Theorem 3.5. Let 2 ≤ p ≤ ∞ and 1 ≤ q ≤ p/2 and assume that f ∈ L ∞ (R × S) and g ∈ L ∞ (Γ − ). Then S is Lipschitz continuous, i.e., for (µ 1 , σ 1 ), (µ 2 , σ 2 ) ∈ D(S) there holds
Hölder's inequality the two parts off can be estimated individually by
. (16) Using Theorem 3.3 and Theorem 3.4 we then obtain via the triangle inequality
The Lipschitz estimate now follows from the a-priori estimates stated in Theorem 2.4.
Differentiability of S has already been proven in [11] , but under more restrictive assumptions and only for p = ∞, which turns out to be the simplest case. The proofs of [11] cannot be applied to the more general setting considered here. By carefully inspecting the estimates (15)-(16), using assumptions (A2)-(A3), Hölder's inequality, and interpolation, we obtain Corollary 3.6. Let 1 ≤ q < ∞ and q < p ≤ 2q and assume that f ∈ L ∞ (R × S) and g ∈ L ∞ (Γ − ). Then S is Hölder continuous with Hölder exponent
This estimate will allow us to obtain convergence of iterative minimization algorithms under very general conditions. With the same techniques as used to prove Theorem 3.5, one can also analyze higher order derivatives. For later reference let us state a result about the existence of the Hessian.
q is twice continuously differentiable and S is given by
where H ∈ V q is the unique solution of
Moreover, S (µ, σ) is Lipschitz continuous w.r.t. its arguments and
with C depending only on the domain, the bounds for the parameters, and the data.
Like above, the Hessian should first be defined for admissible parameter variations and then be extended to a bounded bilinear map. The estimate then follows in the same way as the Lipschitz estimate for the first derivative. We will utilize the properties of the Hessian to show local convexity of the regularized functional (5) in a Hilbert space setting.
The optimal control problem
Let us recall the definition of the optimal control problem
, defined by minimizing the Tikhonov functional for some α ≥ 0. Based on the results about the mapping properties of the parameter to solution map S and the observation operator B, we will now comment on the existence and stability of minimizers. The arguments are rather standard, and we only sketch the main points. Let us refer to [16, 17] for details and proofs.
Existence of Minimizers.
By weak continuity of S and weak lower semi-continuity of norms, the Tikhonov functional is weakly lower semi-continuous and bounded from below. Due to the box constraints and the reflexivity of L p , 1 < p < ∞, the domain D(S) is weakly compact. This yields the existence of a minimizer (µ α , σ α ) for any α ≥ 0.
Stability of Minimizers.
The minimizers are stable w.r.t. perturbations in the following sense: For α n → α ≥ 0 and M n → M there exists a sequence of minimizers (µ αn , σ αn ) converging weakly to a minimizer (µ α , σ α ). This follows from the weak compactness of D(S) and weak continuity of S. If α > 0, then we can obtain strong convergence.
Convergence of Minimizers.
From the stability result, we already deduce that subsequences of minimizers (µ αn , σ αn ) converge weakly towards a minimizer of the L pnorm residual of equation (4) if α n → 0. If the inverse problem is solvable and if α n → 0 and M n − M p L p /α n → 0, then convergence is strong and the limit is a solution of (4).
4.4.
Remarks and generalizations. Note that, in general, uniqueness of solutions for the inverse problem (4) or of minimizers for the optimal control problem (5) cannot be expected. We will discuss this issue in more detail in the next section. Also note that, with the same arguments as above, we can analyze minimization problems of the form
where R is some more general regularization functional. One particular choice R(µ, σ) = µ−µ 0 2 H 1 (R×S) + σ−σ 0 2 H 1 (R×S) will be considered in more detail in the next section. Total variation regularization R(µ, σ) = |µ| T V + |σ| T V is frequently used in image reconstruction; for an analysis see for instance [1] . Due to the continuous embedding of H 1 and BV in certain L p spaces, the statements about existence, stability, and convergence of minimizers made above also hold true for these choices. Our results thus generalize those of [35] . Note however, that in dimension d = 3, we cannot obtain Lipschitz-or Hölder continuity of the derivative S for T V -regularization, while for H 1 we even obtain Lipschitz continuous second derivatives. This is our guideline for the setting of the next section.
Iterative minimization algorithms
To ensure convergence of minimization algorithms, one has to impose some more restrictive conditions. In order to motivate the crucial assumptions, let us recall a basic convergence rate result from nonlinear regularization theory [16, 17] . To simplify the presentation, we restrict ourselves to a Hilbert space setting and consider the Tikhonov functional
Note that due to the continuous embedding of
we can use all properties of S derived in Section 3 for q = 2 and p ≤ 6. In particular, we infer from Theorem 3.5 and Theorem 3.7 that S has Lipschitz-continuous first and second derivatives.
Convergence Rates for Minimizers.
It is well-known that quantitative estimates for convergence can only be obtained under some kind of source condition. We therefore assume in the following that there exists some w ∈ V 2 such that
where (µ † , σ † ) solves (4) and L is the Lipschitz constant of S ; see Theorem 3.5. From the abstract theory of nonlinear Tikhonov regularization [16, 17] , we deduce that
where (µ α , σ α ) are corresponding minimizers of the Tikhonov functional with α > 0. Note that the best possible rate one could expect for the error in the parameters is o(1), and for the residual is O( √ α), if (18) is not fulfilled.
5.2.
An iterative algorithm for computing a minimizer. For minimizing the Tikhonov functional (17), we consider a projected Gauß-Newton (PGN) method. To ease the notation, we use x = (µ, σ) and F (x) = BS(µ, σ). The method then readŝ
Here P D(S) denotes the metric projection onto D(S) with respect to the H 1 -norm and F (x) * = S (µ, σ) * B * is the Hilbert space adjoint of the linearized parameter-to-measurement operator. As usual, F (x) * w can be computed via the solution of an adjoint problem similar to (13) . A detailed analysis of the PGN iteration in the framework of iterative regularization methods can be found [3, 22] . Here, we consider this algorithm for the approximation of minimizers x α = (µ α , σ α ) of the Tikhonov functional (17) . To promote global convergence, we choose a geometrically decaying sequence α n = max{ α 0 2 n , α} of regularization parameters. If the source condition (18) holds with w sufficiently small, then
with a constant C not depending on α or w. For α = 0, we recover the usual convergence rate statement of the iterative regularization method without data noise [3, Chapter 4] . For α > 0, the iteration is bounded but convergence is not so clear.
5.3.
Local convexity and convergence to minimizers. We will now explain that for α > 0 and under the source condition (18), the PGN iteration converges to a local minimizer x α of the Tikhonov functional. Consider the Hessian of the Tikhonov functional given by
One can easily see that, if F is two-times differentiable and the norm of the residual F (x) − M is sufficiently small, such that F (x) * (F (x) − M) < α, then the Hessian is positive definite. Now, by the Lipschitz estimate for the first derivative we deduce that F (x) ≤ L B , and from the convergence rate estimates for nonlinear Tikhonov regularization we have F (x α ) − M ≤ Cα w . Hence we conclude that, if the source condition (18) is valid and w is sufficiently small, then the Tikhonov functional is locally convex in a neighborhood of the minimizers x α . From the estimates for x α − x † and x n − x † and by the Lipschitz estimate for the first derivative, one can actually conclude that the region of convexity is always reached after a finite number of iterations. For a detailed analysis using similar arguments see [30] . In the area of convexity, the linear convergence follows with standard arguments.
Remarks and Extensions.
Using the abstract theory of regularization methods in Banach spaces [20] , the statements of the section can in principle be extended to the L p -L q setting considered earlier; see also [31, 32, 34] . The required convergence rates results for the GN method in Banach spaces have been established in [21, 24] . At the end of our discussion, let us mention that also projected gradient methods in combination with appropriate rules for the choice for the stepsize can be used for minimizing the Tikhonov functional. For these methods, convergence to stationary points can be established even without a source condition and merely under Hölder continuity of the derivative [19] . The same holds true for the PGN method [13] .
Computational Experiments
To illustrate the theoretical results of the previous sections, we will present some numerical experiments in the following. 6.1. Discretization. For discretization of the radiative transfer problem (1)- (2) we employ the P N -FEM method. This is a Galerkin approximation using a truncated spherical harmonics expansion with respect to the direction s and a mixed finite element approximation for the corresponding spatially dependent Fourier coefficients. Due to the variational character of the method, one can systematically obtain consistent discretizations of the operator parameter-to-solution operator S, its derivative S , and the adjoint (S )
* . Let us refer to [14, 27, 36] for an analysis of the method and details on the implementation. 6.2. Test example and choice of parameters. We consider the setup depicted in Figure 1: The computational domain R is a two-dimensional circle with radius 25 mm. The absorption parameter µ is in the range of 0.005 mm −1 to 0.04 mm −1 . The scattering σ ranges from 5 mm −1 to 30 mm −1 . This order of magnitude is typical for applications in optical tomography [2] . The data M ∈ R 16×16 are generated by sequentially illuminating the object by one of the sources g j and recording the outgoing light on the ith detector for prescribed parameters µ and σ, i.e.
Here φ j is the photon density generated by the jth source and Σ i ⊂ ∂R models the area of the ith detector; see Figure 1 for the arrangements of sources and detectors. For our numerical experiments, we choose a sequence of regularization parameters α n = max{ 6.3. Generation of Data and Non-uniqueness. Note that our choice of parameters µ and σ depicted in Figure 1 cannot be expected to satisfy the source condition (18) . To be able to observe convergence rates, we therefore compute in a first step a minimizer (µ † , σ † ) := (µ α min , σ α min ) of the Tikhonov functional with α min = 10 −10 . The result of this preprocessing step is depicted in Figure 2 . Let us mention that we obtain different reconstructions (µ † , σ † ) when changing the initial value (µ 0 , σ 0 ), which is a clear indication of non-uniqueness in for the inverse problem (4); see also [2] for a theoretical explanation. Using the calibrated parameter (µ † , σ † ) as truth-approximation, we then compute the measurements M = BS(µ † , σ † ) as in (19) . The relative error in the data corresponding to the parameters depicted in Figure 1 and 2 is less then 0.05%. This indicates the ill-posedness and possible non-uniqueness for the inverse problem.
6.4. Convergence rates for minimizers. In a first numerical test, we want to demonstrate the convergence of the minimizers (µ α , σ α ) of the Tikhonov functional (17) towards the correct parameter pair (µ † , σ † ) generated in the preprocessing step. We denote by
the observed residuals and errors in the regularized solutions. The convergence rates for the residual and the error can be seen in Figure 3 . As predicted by theory, we observe the asymptotic rate O( √ α) for the error err α . The convergence rate for the residuals res α is slightly less than the expected rate O(α).
6.5. Convergence of PGN method for α fixed. With the second experiment, we would like to demonstrate the linear convergence of the PGN method to the minimizer of the Tikhonov functional. To do so, we compute for α = 10 −5 the minimizers (µ α , σ α ) by iterating the PGN method until convergence. We then restart the iteration to create a sequence (µ n , σ n ) of PGN iterates defined as in Section 5.2 with α n = max( In the first iterations, α n is still rather large and the iterates stay within the vicinity of the initial guess. After α n decreased sufficiently, the convergence of the error err α n gets linear, i.e. err α n ≤ Cρ n for some 0 < ρ < 1. The residuals do not converge to zero here, since the minimizer (µ α , σ α ) does not solve the inverse problem (4) exactly. The residuals and the errors are however monotonically decreasing, which highlights the stability of the method.
Conclusions
In this paper we investigated numerical methods for reconstructing scattering and absorption rates in stationary radiative transfer from boundary observations. For a stable solution of this inverse problem, we considered Tikhonov regularization which leads to an optimal control problem constrained by an integro partial differential equation. Using some sort of compactness provided by the averaging lemma, we were able to prove the weak continuity of the parameter-to-solution mapping. This allows us to show existence and stability of minimizers. We also established important differentiability properties which are required for the convergence of iterative minimization algorithms. We discussed the convergence of a projected Gauß-Newton method. Under the typical source condition, which is also required for nonlinear regularization theory, we could establish local convexity of the Tikhonov functional in the vicinity of minimizers, and thus obtained local linear convergence of the projected Gauß-Newton method. It would be interesting to know, if convergence of iterative minimization algorithms can be shown without some sort of source condition.
