Abstract. Triangular systems play a fundamental role in matrix computations. It has been prominently stated in the literature, but is perhaps not widely appreciated, that solutions to triangular systems are usually computed to high accuracy--higher than the traditional condition numbers for linear systems suggest. This phenomenon is investigated by use of condition numbers appropriate to the componentwise backward error analysis of triangular systems. Results of Wilkinson are unified and extended. Among the conclusions are that the conditioning of a triangular system depends on the right-hand side as well as the coefficient matrix; that use of pivoting in LU, QR, and Cholesky factorisations can greatly improve the conditioning of a resulting triangular system; and that a triangular matrix may be much more or less ill-conditioned than its transpose.
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The purpose of this paper is twofold. First, in 3 we present a unified derivation of Wilkinson's results, extending some and phrasing all in terms of floating-point arithmetic. The key tools are the componentwise perturbation theory and associated condition numbers of Skeel [17] . Second, in 4 we present the results of numerical experiments designed to confirm and illustrate the analysis, and to give further insight into the numerical behaviour in practice.
Of course, in most applications, solving a triangular system forms just part of an algorithm, and even if the triangular system is solved exactly, we may not be able to draw stronger conclusions about the error properties of the overall algorithm. Nevertheless, it is interesting and useful to know when and why triangular systems are solved to "high accuracy," and in precisely what sense. We can draw an analogy with [3] , where, concerning the second stage of the SVD algorithm, high-accuracy computation of singular values of bidiagonal matrices is considered.
We stress that the analysis given here is applicable to all forms of the substitution algorithms: the inner product ("$D0'r") and vector sum ("$AXP") orderings [4] , implemented either in the standard serial fashion or in the sophisticated parallel versions that have recently been developed (see [10] for a survey). Fortran software for the substitution algorithms is widely available, notably in LINPACK [4] and in the Level 2 BLAS [5] , [6] . 2 where the empty sum is defined to be zero. The following backward error result assumes that the algorithm is carried out in precisely the manner indicated (and similarly for forward substitution). We stress that the backward error bound depends on the order in which the terms in the inner product are accumulated, and on the stage at which bi is added to the sum. However, the simple expedient of replacing the orderingdependent term [ IIx-ll< (K(T)c,u<I).
Ilxll -1-K(T)c,u
In [20] - [22] 3) ), and so it is appropriate to concentrate our efforts on assessing the size of cond (T, x).
The most important feature of cond (T, x) is that it is invariant under row scaling of T; this follows from the relation, for D--diag (di), (3.3)
The underlying reason for this invariance is that in (3.1) a row scaling of T and b is reflected in the bound for IEI, and thus (3.1) is essentially left unchanged by such a scaling.
In terms of the traditional condition number (T), ill-conditioning of a triangular matrix stems from two possible sources: variation in the size of the diagonal elements, and rows with off-diagonal elements that are large relative to the diagonal element. Significantly, because of the row scaling invariance, cond (T, x) is susceptible only to the second source. An extreme example of the difference between cond (T) and (T) is the case of diagonal matrices D: (D) can be arbitrarily large, yet cond (D)= 1. Despite its pleasing properties, cond (T, x) can be arbitrarily large. This is illustrated by the upper triangular matrix
for which cond (T(a), e) cond (T(a))---23
"-1 as a -*. Therefore we cannot assert that all triangular systems are solved to high accuracy. Nevertheless, for any T there is always at least one system for which high accuracy is obtained: the system Tx e if T is upper triangular, or Tx e, if T is lower triangular. In both cases cond T, x)= 1, and the solution comprises the computation of just a single scalar reciprocal.
To gain further insight we consider special classes of triangular matrices. In all the results below, T is assumed to be n n and nonsingular. The lower triangular matrices from Gaussian elimination with partial pivoting or complete pivoting;
The upper triangular matrices from Gaussian elimination with complete pivoting;
The upper triangular matrices from the Cholesky and QR decompositions with complete pivoting and column pivoting, respectively. Unfortunately, it does not seem possible to obtain a useful bound for cond (T, x) in terms of 0(T). An interesting feature of triangular M-matrices is that they exhibit two extremes of behaviour in the quantity cond (T, x). On the one hand, if T= M(T) has unit diagonal then, from Lemma 3.3,
This means, for example, that the system Ux b, where x e and U T(1) in (3.4) , is about as ill-conditioned with respect to componentwise relative perturbations in U as it is with respect to unstructured perturbations in U.
On the other hand, a triangular M-matrix system with a nonnegative right-hand side is very well-conditioned with respect to componentwise relative perturbations, irrespective of the size of K. We offer the following comments on the results.
(1) For each solution method the normwise error is mostly predicted correctly, to within about an order of magnitude, by (3.2) , and is significantly overestimated in the case of Rx b by (2.3). Table 4 .4 shows that the componentwise relative error can be quite large even when the upper triangular matrix T satisfies (3.5) and cond (T, x) is small. The entries for b e and x e in Table 4 .5 illustrate well the behaviour predicted by Lemma 3.4 and Theorem 3.5. GrGx b. Exponential Ai distribution.
bi N(0, 1) This bound indicates that any attempt to manipulate the normalisation to the advantage of the forward error will, in general, be futile. For whether D is combined with L or with U (e.g., Crout reduction or Gaussian elimination), or left separate, the dominant term in the bound is unchanged. Finally we mention two practical issues. First, for n x n triangular T the condition number cond (T, x) can be estimated in O(n 2) operations, without computing T -, using an algorithm from [9] , [14] (see [1] for the details). We stress, however, that in most applications cond (T, x) will not be of direct interest; rather, some condition number for the overall problem (e.g., (A) or cond (A, x) for Ax b) will be the most appropriate quantity to examine (see [1] , [13] ). Second, since Theorem 2.1 shows that the backward error in solving a triangular system is about as small as we could reasonably expect, it is not worth doing iterative refinement in single precision for triangular systems. In the LAPACK project, single-precision iterative refinement routines are being supplied for all linear systems except triangular ones [2] . 5 . Conclusions. Triangular systems are usually solved to high accuracy, but various contrary types of behaviour are possible within the freedom afforded by the bounds of 3. The condition number cond (T, x) is the key to understanding and predicting the behaviour of the forward error in the solution of a triangular system Tx b. Some of the phenomena we have identified are as follows.
(1) The computed solution to Tx b may be highly accurate irrespective of the size of (T).
(2) may have a small normwise relative error but a large componentwise relative error, but in our experience this is uncommon.
(
3) The accuracy of may depend very much on the right-hand side b (if cond (T) is large). (Note that Skeel draws this conclusion in [17] for general linear systems.) (4.) T" may be much more ill-conditioned than T, i.e., cond (T') >> cond (T).
Points 3 and 4 do not seem to be well known. A likely reason is that in practice such subtle behaviour is masked by the algorithm that leads to the triangular system. For example, rounding errors in the reduction phase of Gaussian elimination tend to dominate those for the triangular solves. Our experiments have shown that the forward errors can vary significantly with the implementation of a substitution algorithm: merely reordering the inner products can change the forward error by orders of magnitude. This is not at all surprising, since it is. well known that the forward error in a summation can be very sensitive to the order of summation, but the fact is easily overlooked. An important implication is that we must take extreme care when basing judgments of competing algorithms on comparisons of their forward errors! Our work provides some additional support for the use of pivoting in QR and Cholesky decompositions. The value of cond (T) is usually smaller if pivoting is used than if it is not, and consequently triangular systems may be solved more accurately (see Lemma 3 .1, Theorem 3.2, and Tables 4.3-4.4). This fact may help to explain the empirical observation that least-squares problems tend to be solved to higher accuracy when pivoting is used in the QR decomposition [15] .
