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Abstract
We study the notion of H-dimension and the formally stronger k-
variable property, as considered by Gabbay and Immerman & Kozen.
We exhibit a class of flows of time that has H-dimension 3, and admits
a finite expressively complete set of one-dimensional connectives, but
does not have the k-variable property for any finite k.
Published in Journal of Philosophical Logic 26 (1997) 81–101. Publisher’s pdf
available at http://www.springerlink.com/content/v1072477405v4031/
fulltext.pdf
1 Introduction
This paper is concerned with the relationship between the k-variable property
and finite H- or Henkin-dimension. These are notions of ‘bounded resources’
in the monadic first-order logic over a class of structures. A class K of
structures has H-dimension (at most) k if, up to equivalence over K, no
monadic formula requires more than k bound variables; K has the k-variable
property if every monadic formula with at most k free variables is equivalent
over K to one with only k variables altogether.
Let us review some background. In temporal logic, the notion of finite
H-dimension for a class K of flows of time (i.e., irreflexive posets) attracted
attention because of the result of Gabbay [G], showing that it is equivalent
to the existence of a finite expressively complete set of many-dimensional
temporal connectives for K. The paper [IK] studied the k-variable prop-
erty in this connection (but note that this term was used in two diﬀerent
senses in [IK]). In [H] it was shown that there are classes of flows of time
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with H-dimension 3, and with the 3-variable property, that admit no finite
expressively complete set of one-dimensional connectives.
The k-variable property is formally stronger than the property of having
H-dimension at most k. Here we show that it is strictly stronger. We exhibit
a class of flows of time with H-dimension 3 (and, in fact, admitting a finite
expressively complete set of one-dimensional connectives) but not having
the k-variable property for any finite k. Our example codes k-ary relations,
essentially using a pairing function. It is also possible to find a single flow of
time with the same properties. A corresponding example in the non-monadic
case, suggested by Ziegler, was given in [F, remark 2g]; it has infinite H-
dimension in our (monadic) sense.
We note that early authors in the field of expressivity and provability
issues for finite variable fragments of first-order logic were Tarski (see, espe-
cially, [TG], reporting on his work in the 1940s) and Henkin (see, e.g., [He]).
For a recent example of the use of finite H-dimension and the k-variable prop-
erty in establishing expressive completeness, see Venema [V, chapter 3 ¶4].
The paper [H] gives more motivation and information on finite H-dimension,
the k-variable property, and how they tie up with expressive completeness.
In section 2 we give formal definitions of H-dimension and of the k-variable
property, and in section 3 we list some simple consequences of the definitions.
In section 4 we give a class of structures with H-dimension 3 but not having
the k-variable property for any finite k. In section 5 we show that our class
admits a finite expressively complete set of one-dimensional connectives, and
in section 6, using techniques of [H], we show how to transform our example
into a class of flows of time with the same properties.
2 The basic notions
Definition 2.1 If L is a first-order relational signature, we define the mon-
adic (first-order) language over L as follows:
• There are available monadic predicates, P1, P2, . . . , not in L.
• the atomic formulas are x = y, R(x1, . . . , xk) and Pn(x) for each k-ary
relation symbol R ∈ L, any n and any variables x, y, x1, . . . Note that
we do not restrict the variables that are allowed to appear in a particular
place in relation symbols: so for example, R(x, x, . . . , x) is a formula.
• If ϕ,√ are formulas and x a variable then ¬ϕ, ϕ ∧ √ and ∃xϕ are
formulas.
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A non-monadic (first-order) formula is a monadic formula that does not in-
volve any monadic predicates.
We will always assume the signature to be relational. Notice that ‘=’ is
always part of the language. Unless otherwise stated, when we write ϕ(x1,
. . . , xm, P1, . . . , Pn) it will be implied that the free variables of ϕ lie amongst
x1, . . . , xm but need not include them all, and similarly for the monadic
predicates P1, . . . , Pn. (This is the usual convention.) However, for brevity
we sometimes omit x1, . . . , xm and/or P1, . . . , Pn altogether.
Definition 2.2 Let K be a class of structures of the same signature, and let
k,m < ω.
1. Let n < ω and let ϕ(x¯, P1, . . . , Pn), √(x¯, P1, . . . , Pn) be monadic formu-
las of the signature of K. We say that ϕ and √ are K-equivalent if for
all M ∈ K and all subsets S1, . . . , Sn of the domain dom(M) of M , we
have
M |= ∀x¯(ϕ(x¯, S1, . . . , Sn)↔ √(x¯, S1, . . . , Sn)).
Note that this definition does not depend on the choice of x¯ (containing
the free variables of ϕ and √).
2. We say that K has property BV (m, k) if for all n < ω, every monadic
formula ϕ(x1, . . . , xm, P1, . . . , Pn) is K-equivalent to a monadic formula
ϕ∗(x1, . . . , xm, P1, . . . , Pn) that uses at most k bound variables. (Here
and in 3. below, the free variables of ϕ∗ need not be the same as those
of ϕ; cf. our convention with regard to free variables.)
3. We say that K has property V (m, k) if for all n < ω, every monadic
formula ϕ(x1, . . . , xm, P1, . . . , Pn) is K-equivalent to a monadic formula
ϕ∗(x1, . . . , xm, P1, . . . , Pn) that uses at most m + k variables.
4. K is said to have H-dimension at most k if it has property BV (0, k).
That is, any monadic sentence is K-equivalent to one with at most k
bound variables. K is said to have finite H-dimension if such a k exists,
and H-dimension k if k is least such that K has H-dimension at most
k.
5. K is said to have the k-variable property if it has property V (k, 0). That
is, any monadic formula with at most k free variables is K-equivalent
to one written with at most k variables altogether.
6. In each case, we say that a structure M has the cited property if the
class {M} does.
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Proposition 2.3 Let K be a class of structures and let k < ω. If K has the
k-variable property then it has H-dimension at most k.
Proof. If K has the k-variable property, any monadic sentence σ is K-
equivalent to a monadic formula ϕ(x1, . . . , xk) written with variables x1, . . . ,
xk only. Then ∀x1 . . .∀xkϕ is a sentence that is K-equivalent to σ and whose
bound variables are at most x1, . . . , xk. So K has H-dimension at most k. •
Examples 2.4 The class of all linear orders has the k-variable property if
and only if k ≥ 3 [IK, theorem 4.1], as does the class of all ‘circles’ [H].
In [IK] various classes of trees with bounded branching were considered,
and the least k was determined for which they have the k-variable property.
The class of all sets does not have finite H-dimension, and nor does the
class of all flows of time [G].
2.1 Comparison with standard definitions
According to Gabbay [G, definition 1.3], a flow of time M = (T,<,=) is said
to have H-dimension k if k is the smallest number such that every monadic
formula ϕ(x1, . . . , xm) written with x1, . . . , xm as free variable letters and
any number of bound variable letters can be equivalently rewritten over M
using at most k bound variable letters and the same free x1, . . . , xm. For a
flow of time M , Gabbay’s definition and the one in definition 2.2 above are
equivalent. For clearly Gabbay’s definition implies ours. Conversely, assume
that M has property BV (0, k). It will be shown in proposition 3.1(1) below
that this implies that M has property BV (m, k) for all m. Let ϕ(x1, . . . ,
xm) be a monadic formula with free variable letters exactly x1, . . . , xm. By
BV (m, k), there is an M -equivalent monadic formula √(x1, . . . , xm) with at
most k bound variables and with free variables taken from x1, . . . , xm. Then
√ ∧ Vi≤m(xi = xi) is also M -equivalent to ϕ, is written with at most k
bound variables, and has exactly the same free variables as ϕ. So M has
H-dimension at most k in Gabbay’s sense.
Definition 2.2(5) of the k-variable property agrees with [IK, definition
2.2], except that the definition in [IK] is in terms of a first-order theory Σ
in some signature L, K being the class of all models of Σ. [IK] does not
mention monadic formulas, monadic predicates being regarded as part of the
signature. Thus,Σ is said to have the ‘(non-monadic) k-variable property’
if every L-formula with at most k free variables is Σ-equivalent to an L-
formula written with only k variables altogether. (However, in the abstract
and in §1 of [IK], the k-variable property is defined informally and diﬀerently
as
V
m<ω BV (m, k). By proposition 3.1(1) below, this is the same as ‘H-
dimension at most k’ in the sense of definition 2.2(4).)
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The ‘non-monadic’ approach is continued in Flum’s [F], where it is noted
that, in the non-monadic context, the notion of k-variable property is not
‘stable’: for example, the theory of discrete linear orderings without end-
points has the non-monadic 1-variable property but not the non-monadic
2-variable property. Flum then defines the notion of a k-bounded theory,
and shows that if a first-order L-theory Σ is k-bounded then it is k + 1-
bounded. Using the techniques of section 3.2 below, it can be shown that if
L is relational and all its relations have arity < k, then Σ is k-bounded iﬀ
Σ has the non-monadic n-variable property for all n ≥ k, iﬀ every L-formula
is Σ-equivalent to a boolean combination of L-formulas written with only k
variables.
3 Properties of V and BV.
Let us derive some simple facts about the properties V, BV.
3.1 Elementary facts
Proposition 3.1 Let k,m < ω be arbitrary, and let K be a class of similar
structures. The following statements refer implicitly to K.
1. BV is monotonic in each argument: BV (m, k) ⇒ BV (m + 1, k) ∧
BV (m, k + 1).
2. BV (m, k)⇒ BV (1, k) if m ≥ 1, and BV (1, k)⇒ BV (0, k + 1).
3. V is also monotonic in each argument.
4. V (m + 1, k)⇒ V (m, k + 1)
5. BV (m, k)⇒ V (m, k)⇒ BV (m, k + m).
6. V (0, k) ⇐⇒ BV (0, k).
Proof.
1. Clearly BV (m, k) is monotonic in k. Assume BV (m, k) holds, and
let ϕ(x1, . . . , xm+1, P1, . . . , Pn) be a monadic formula. Introduce a new
monadic predicate Q(x) and consider the formula
√(x1, . . . , xm, Q, P1, . . . , Pn)
def
= ∃xm+1(Q(xm+1) ∧ ϕ).
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There is a monadic formula √∗(x1, . . . , xm, Q, P1, . . . , Pn), K-equivalent
to √ and using at most k bound variables. We can assume that these
bound variables do not include xm+1. Let ϕ∗(x1, . . . , xm+1, P1, . . . , Pn)
be the result of replacing each atomic subformula of √∗ of the form Q(t)
(for some variable t) by t = xm+1. This substitution causes no clashes
as xm+1 does not occur in √∗; and clearly ϕ∗ uses at most k bound
variables. We show that ϕ∗ is K-equivalent to ϕ. For all M ∈ K, all
a1, . . . , am+1 ∈ dom(M) and all S1, . . . , Sn ⊆ dom(M), we have:
M |= ϕ(a1, . . . , am+1, S1, . . . , Sn)
⇐⇒ M |= √(a1, . . . , am, {am+1}, S1, . . . , Sn)
⇐⇒ M |= √∗(a1, . . . , am, {am+1}, S1, . . . , Sn)
⇐⇒ M |= ϕ∗(a1, . . . , am+1, S1, . . . , Sn).
Hence ϕ∗ is K-equivalent to ϕ, so BV (m + 1, k) holds.
2. Assume that BV (m, k) holds for some m ≥ 1, and take a monadic
formula ϕ(x1) with at most one free variable. Then ϕ is K-equivalent
to some formula √(x1, . . . , xm) with at most k bound variables. We can
assume that these bound variables are diﬀerent from x1, . . . , xm. Thus
we can substitute x1 for the variables x2, . . . , xm in √ to gain a formula
with free variables at most x1 and at most k bound variables that is
K-equivalent to ϕ. Thus BV (1, k) holds.
Now let σ be a monadic sentence. If BV (1, k) holds then there is
a monadic formula ϕ(x) with at most x free and at most k bound
variables, that is K-equivalent to σ. Thus the sentence ∀xϕ is K-
equivalent to σ and uses at most k+1 bound variables. Hence BV (0, k+
1) holds.
3. This is similar to (1).
4. If V (m + 1, k) holds then any monadic formula ϕ(x1, . . . , xm) is K-
equivalent to a formula ϕ∗(x1, . . . , xm+1) using only m+1+k variables.
Clearly, ∀xm+1ϕ∗ is K-equivalent to ϕ and involves free variables at
most x1, . . . , xm and at most k+1 more variables altogether. Hence K
has V (m, k + 1).
5. If BV (m, k) holds, then over K, any monadic formula ϕ(x1, . . . , xm)
can be equivalently rewritten with free variables from x1, . . . , xm and
at most k bound variables. Clearly the resulting formula will use at
most m + k variables altogether. Hence V (m, k) holds. Similarly, if
any ϕ(x1, . . . , xm) can be rewritten using at most m+ k variables then
obviously it can be rewritten using at most m + k bound variables, so
V (m, k)⇒ BV (m, k + m).
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6. This is a special case of (5).
•
That proposition 3.1(2) cannot be strengthened is shown by the following
observation.
Proposition 3.2 There is a structure M with property BV (1, 2) but not
BV (0, 2).
Proof. Let M be the seven-element structure shown in the figure below.
The signature consists of ‘<’ only. For a, b ∈ dom(M), we let M |= a < b if
and only if the shortest path from a to b is anticlockwise (by following the
arrows). The numbers 0-6 are labels, and are not part of the structure.
0
1
2
3 4
5
6
Figure 3.1
It is not hard to see that, over M , any monadic formula ϕ(x) can be equiva-
lently rewritten with only two bound variables. For let M∗ = (M,S1, . . . , Sn)
be a monadic expansion of M (i.e. let S1, . . . , Sn ⊆M), so that M∗ |= Pj(a)
⇐⇒ a ∈ Sj for all j and all a ∈ dom(M). We can write a formula χM∗(x)
of the form
τ0(x) ∧ ∃y(y > x ∧ τ1(y) ∧ ∃z(z > y ∧ z > x ∧ τ2(z)
∧ ∃y(y > x ∧ y > z ∧ τ3(y) ∧ ∃z(z < x ∧ z > y ∧ τ4(z)
∧ ∃y(y < x ∧ y > z ∧ τ5(y) ∧ ∃z(z < x ∧ z > y ∧ τ6(z))) · · ·)
where the formulas τi(x) are the conjunction of those monadic predicates Pj
that hold at the ith point of M and the negations of those Pj that do not.
It is clear that χM
∗
describes M∗ up to isomorphism (modulo M): i.e., for
all a ∈ dom(M) and S01, . . . , S0n ⊆ dom(M), we have M |= χM∗(a, S01, . . . ,
S0n) if and only if there is an isomorphism θ : M
∗ → (M,S01, . . . , S0n) with
θ(0) = a. Hence any monadic formula ϕ(x, P1, . . . , Pn) will be M -equivalent
to the finite disjunction_
{χ(M,S¯)(x) : S¯ = S1, . . . , Sn ⊆ dom(M), (M, S¯) |= ϕ(0)},
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which has only two bound variables. So BV (1, 2) holds.
However, the sentence ∃=3xP (x), saying that exactly three elements sat-
isfy P , is not expressible by a sentence using only two variables. This can
be seen as follows. For S ⊆ dom(M), let us say that (M,S) is smooth if for
all x ∈ dom(M) there are y, z > x with y ∈ S and z /∈ S, and similarly for
‘<’. It is easily seen (cf. [H] or [IK, theorem 4.1]) that if M1,M2 are any
two smooth expansions of M then M1 |= σ ⇐⇒ M2 |= σ for any monadic
sentence σ(P ) using only two variables. Let S be the set of black points (0,
2, 5) in Figure 3.1. If ∃=3xP (x) were expressible by such a sentence σ(P ),
then σ would have diﬀerent values in (M,S) and (M,dom(M) \ S), which is
impossible as they are both smooth. So BV (0, 2) fails.
We saw in examples 2.4 that for all m, the class of all linear orders has
BV (m, k) if k ≥ 3. (And in fact ‘only if’, because of the following. Using the
rationals and two copies of the integers with a single new point in between,
an argument similar to that of [IK, theorem 4.1] shows that the class of all
linear orders does not have the property BV (1, 2). Now the ‘only if’ direction
follows from proposition 3.1.) Hence the phenomenon found in M above —
that there is a k such that M has BV (1, k) but not BV (0, k) — does not
occur for all classes. •
3.2 The strong k-variable property
Here we show that, under restrictions on k, a superficially stronger condi-
tion than the k-variable property is in fact equivalent to it. The following
preliminary lemma is well-known.
Lemma 3.3 Let k ≥ 3 be greater than the arity of any relation in L. Then
every monadic formula ϕ that uses only k variables is a boolean combination
of formulas √ each with at most k − 1 free variables.
Proof. By induction on ϕ. If ϕ is atomic, it is x = y, P (x) (P a monadic
predicate) or R(x1, . . . , xn) for some n < k — so the result is clear in this
case. The boolean connectives clearly preserve the given property. Finally,
let ϕ(x1, . . . , xk) be a monadic formula written with variables among x1, . . . ,
xk. Then if 1 ≤ i ≤ k, ∃xiϕ clearly has at most k − 1 free variables. •
Note that this lemma fails if L has relation symbols of arity k, or function
symbols of arity 2 or more. In the case k = 4, for example, R(x1, . . . , x4),
and, if f is a 2-ary function symbol, the formula f(f(x1, x2), x3) = x4, are
not boolean combinations of formulas with at most 3 free variables.
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Corollary 3.4 Let K be a class of structures and let k ≥ 3 be greater than
the maximum arity of relation symbols in the signature of K. Then K has
the k-variable property if and only if for all n, any monadic formula ϕ(x1,
. . . , xn) is K-equivalent to a boolean combination of formulas √, each √ being
written with at most k variables. (This latter condition could be called the
strong k-variable property.)
Proof. We only need to prove left-to-right, which we do by induction on
n. If n ≤ k there is nothing to prove. Assume the result for n − 1 ≥ k
and let ϕ(x1, . . . , xn) be given. By proposition 3.1(3), K has the n-variable
property, so we can assume that ϕ is written with only n variables. By
lemma 3.3, ϕ is a boolean combination of monadic formulas √ with at most
n− 1 free variables. Hence it is enough to deal with each √. But we can do
this immediately, using the inductive hypothesis. This completes the proof.
Observe that by lemma 3.3, each formula of the boolean combination for ϕ
has at most k − 1 free variables. •
3.3 V and BV as functions
The main aim of this paper is to refute the converse of proposition 2.3. We
can frame our work more broadly, as follows. Fix a class K of structures and
define a partial function V : ω → ω by: V (m) is the least k such that K has
property V (m, k), if such a k exists; otherwise V (m) is undefined. Define a
partial function BV similarly. By proposition 3.1(1-5), either V and BV are
both total functions, or they are both undefined everywhere. The following
are also immediate consequences of proposition 3.1.
Corollary 3.5 For any class K of structures such that V and BV are total
functions:
1. K has property BV (m, k) if and only if k ≥ BV (m). BV is a non-
increasing function.
2. BV (m) = BV (1) for all m ≥ 1, and BV (0) ≤ BV (1) + 1.
3. The analogue of (1) for V holds.
4. V (m + 1) ≥ V (m)− 1 for all m.
5. BV (m) ≥ V (m) ≥ BV (m)−m for all m.
6. V (0) = BV (0).
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There is a structure M with BV (0) = BV (1)+1, and a class of structures
for which BV is constant (proposition 3.2). K has the k-variable property if
and only if V (k) = 0, and its H-dimension is BV (0) (if defined).
Figure 3.2 shows (schematically) some possibilities for the graphs of these
functions. The example in the next section will show that a graph like the
third, in which V (0) = 3, V (1) = 2 and V (m) = 1 for all m ≥ 2, so that
V is defined but is never zero, is a possibility. Indeed, it satisfies It remains
open to classify all possibilities for the function V . For example, does every
non-increasing function f : ω → ω satisfying f(m + 1) ≥ f(m)− 1 for all m
occur as V for some class K?
BV(m)
V(m)
k
m
BV(m)
V(m)
k
m
BV(m)
V(m)
k
m
Figure 3.2
4 The example
We will exhibit a class K of structures such that:
• K has H-dimension 3;
• K does not have the k-variable property for any k < ω.
We will use a pairing function, expressed as two binary relations.
Definition 4.1 The signature of K will consist of two binary relation sym-
bols, l and r. The axioms will be:
• ∀x∀y∃!z(l(x, z) ∧ r(y, z))
• ∀z(∃x l(x, z)↔ ∃y r(y, z))
• ∀xzt(l(x, z) ∧ l(t, z)→ x = t)
• ∀yzt(r(y, z) ∧ r(t, z)→ y = t)
• ∀xy(l(x, y) ∨ r(x, y)→ x 6= y)
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Here, ∃!z means that there exists a unique z. K will be the class of all models
of these axioms.
Example 4.2 If D is any non-empty set, let D0 = D and Dn+1 = Dn ∪
(Dn × Dn). Then let Dω = Sn<ω Dn. Interpreting l on Dω as the binary
relation {(x, (x, y)) : x, y ∈ Dω}, and r as {(y, (x, y)) : x, y ∈ Dω}, so that
l(x, z) holds iﬀ z = (x, y) for some y ∈ Dω, and similarly for r, we obtain a
structure M [D] ∈ K.
Definition 4.3 We define formulas πm(x, y) for m ≥ 1 by induction:
• π1(x, y) = l(x, y);
• πm+1(x, y) = ∃z[∃x(x = z ∧ r(x, y)) ∧ ∃y(y = z ∧ πm(x, y))].
Let M ∈ K, m ≥ 1 and a ∈ dom(M). We write adm for the unique m-tuple
(a1, . . . , am) ∈ dom(M)m such that M |= πi(ai, a) for all i ≤ m, if such a
tuple exists; otherwise, adm is undefined.
Notice that the formulas πm use only the variables x, y, z. If a ∈ dom(M),
adm is defined if and only if M |= ∃zπm(z, a).
Lemma 4.4 Let ϕ(v1, . . . , vk, P1, . . . , Pn) be a monadic formula of the lan-
guage of K, written only with variables from v1, . . . , vk. Then there is a
monadic formula ϕ∗(y, P1, . . . , Pn) using only variables x, y, z, such that for
all M ∈ K, all S1, . . . , Sn ⊆ dom(M) and all a ∈ dom(M) such that adk is
defined,
M |= ϕ(adk, S1, . . . , Sn)↔ ϕ∗(a, S1, . . . , Sn).
Proof. We define ϕ∗ by induction on ϕ. (We note that the definition of
ϕ∗ depends on the choice of k.) First suppose that ϕ(v1, . . . , vk) is atomic.
If it is R(vi, vj), where R ∈ {=, l, r} and i, j ≤ k, then we let ϕ∗(y) be
∃xz[πi(x, y) ∧ ∃x(x = z ∧ πj(x, y)) ∧ R(x, z)]. Similarly, if it is a monadic
formula P (vi) we let ϕ∗ be ∃x(πi(x, y) ∧ P (x)). We may define (¬ϕ)∗ as
¬(ϕ∗) and (ϕ ∧ √)∗ as ϕ∗ ∧ √∗. These definitions clearly work.
Finally, if we have defined ϕ∗(y) then for i ≤ k we let (∃viϕ)∗(y) be the
formula
∃z
≥
∃y(y = z∧ϕ∗(y)∧∃xπk(x, y))∧
^
j≤k
j 6=i
∀x(∃y(y = z∧πj(x, y))↔ πj(x, y))
¥
.
To confirm that this is what we want, assume the result for ϕ, written only
using variables v1, . . . , vk, and let i ≤ k. Let M ∈ K, S1, . . . , Sn ⊆ dom(M)
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and a ∈ dom(M), and suppose that adk is defined. Then M |= ∃viϕ(adk, S1,
. . . , Sn) if and only if there are b1, . . . , bk ∈ dom(M) such that the k-tuples
(b1, . . . , bk) and adk agree except possibly in their ith entries, and M |= ϕ(b1,
. . . , bk, S1, . . . , Sn). Since we may always choose b ∈ dom(M) with bdk = (b1,
. . . , bk), by the inductive hypothesis this holds if and only if M |= ϕ∗(b, S1,
. . . , Sn) for some b ∈ dom(M) such that bdk is defined and agrees with adk
except possibly in its ith entry. But this is equivalent to M |= (∃viϕ)∗(a, S1,
. . . , Sn), as required. •
Theorem 4.5 K has H-dimension at most 3.
Proof. Let σ(P1, . . . , Pn) be a monadic sentence. Fix k so that σ can
be written with only k variables. By the lemma, σ is K-equivalent to the
sentence ∀y(∃xπk(x, y)→ σ∗(y, P1, . . . , Pn)), which has at most three bound
variables. (Of course, σ∗ depends on k.) Hence BV (0, 3) holds. •
A similar argument shows that K has properties V (1, 2) and V (m, 1) for all
m ≥ 2.
Theorem 4.6 For no k < ω does K have the k-variable property.
Proof. Fix k ≥ 3 and define D to be the disjoint union of k copies Ei (i ≤ k)
of {0, 1}. Let M [D] ∈ K be as in example 4.2 above. Let S be the set
{d ∈ dom(M [D]) : ddk = (d1, . . . , dk), di ∈ Ei for i ≤ k Pi≤k di is even}.
Claim: Let n1, . . . , nk−1 ≤ k be any distinct indices, and let ani , bni be
arbitrary elements of Eni , for each i < k. Then for any monadic formula
√(x1, . . . , xk−1, P ) we have
M [D] |= √(an1 , . . . , ank−1 , S)↔ √(bn1 , . . . , bnk−1 , S).
Proof of Claim: Let {1, . . . , k} = {n1, . . . , nk} for some appropriate nk ≤ k.
Let ank ∈ Enk be 0 if
P
i<k ani is even, and 1 otherwise. Define bnk ∈ Enk
similarly. Define θ to be the permutation of D that, for each i ≤ k, fixes
the two elements of Ei if ai = bi, and interchanges them otherwise. Then (i)
θ(ai) = bi for all i. Also, |{i ≤ k : θ(ai) 6= ai}| is even, so (ii) if ci ∈ Ei for
each i ≤ k then Pi≤k ci and Pi≤k θ(ci) have the same parity (odd or even).
Now θ extends inductively to a permutation θn of each Dn as defined
in example 4.2, as follows. If θn is defined, and x, y ∈ Dn, we define
θn+1(x) = θn(x) and θn+1((x, y)) = (θn(x), θn(y)). Let θ∗ be the union
of the permutations θn (n < ω). Then θ∗ is a well-defined permutation
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of dom(M [D]). Moreover, it preserves l and r, so is an automorphism of
M [D]. Hence if d ∈ dom(M [D]) and ddk is defined and is (d1, . . . , dk),
then θ∗(d)dk is also defined and is (θ∗(d1), . . . , θ∗(dk)). So by (ii) we have
d ∈ S ⇐⇒ θ∗(d) ∈ S. Hence θ∗ is an automorphism of the structure
(M [D], S).
It now follows by an easy induction on the structure of √ that
M [D] |= √(an1 , . . . , ank−1 , S)↔ √(θ∗(an1), . . . , θ∗(ank−1), S).
Since by (i), θ∗(ai) = bi for all i, this proves the claim.
Now suppose for contradiction that K has the k-variable property. Hence
there is a monadic formula ϕ(v1, . . . , vk, P ) using only k variables that is
K-equivalent to ∃y(P (y) ∧Vi≤k πi(vi, y)). Choose ai, bi ∈ Ei for each i ≤ k
so that
P
i≤k ai is even and
P
i≤k bi odd. So clearly, M [D] |= ϕ(a1, . . . ,
ak, S) ∧ ¬ϕ(b1, . . . , bk, S). But as k ≥ 3, by lemma 3.3 we see that ϕ is a
boolean combination of formulas √(vn1 , . . . , vnk−1 , P ) with at most k− 1 free
variables, where the indices n1, . . . , nk−1 ≤ k are distinct. By the claim,
M [D] |= √(an1 , . . . , ank−1 , S) ↔ √(bn1 , . . . , bnk−1 , S) for all such √. Hence
M [D] |= ϕ(a1, . . . , ak, S) ↔ ϕ(b1, . . . , bk, S). This is a contradiction. So K
does not have the k-variable property, and by proposition 3.1(3) it follows
that K does not have the k-variable property for any finite k. •
We remark that there is a single structure M ∈ K that does not have
the k-variable property for any finite k. One such structure is of the form
M [D], where D is a structure in a signature with a single n-ary relation Rk
for each k < ω. The relations are placed on D ‘at random’: this can be done
using Fra¨ısse´ amalgamation (see [C] for details of this). We may code Rk as
Sk = {b : bdk exists and is in D, D |= Rk(bdk)}. Then we can show as in the
theorem above, by taking S = Sk, that M [D] does not have the k-variable
property for any k.
In the proof of theorem 4.6 we used the ‘method of big elements’ coming
from Algebraic Logic. This method, originating with H. Andre´ka (cf. [A] or
[AN]), consists of constructing and using a relation, the information content
of which completely vanishes if we forget any one of its coordinates.
5 Temporal connectives
We will prove that the class K admits a finite set of expressively complete
one-dimensional temporal connectives. For more details about the notions
below, see e.g., [H].
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Definition 5.1 We define a temporal language using the following set • of
one-dimensional temporal connectives.
• The boolean connectives ∧,¬
• Si for 1 ≤ i ≤ 3 (unary)
• Eij for 1 ≤ i, j ≤ 3 (nullary)
• Lij for 1 ≤ i, j ≤ 3 (nullary)
• Rij for 1 ≤ i, j ≤ 3 (nullary)
• Xi for 1 ≤ i ≤ 3 (unary)
• ♦ (unary)
The semantics of the connectives are given as follows. Let A be a formula
written with these connectives, M ∈ K, b ∈ dom(M) and h be an assignment
of subsets of dom(M) to the atoms p1, p2, . . . , where pi corresponds to the
monadic predicate Pi. We write kAkhb = 1 (respectively, kAkhb = 0) to mean
that A is true (respectively, false) at b in M under the assignment h. We also
write (M,h) |= P (b) iﬀ b ∈ h(p); in this way we can interpret any monadic
formula in (M,h).
• kSipkhb = 1 iﬀ (M,h) |= ∃y(πi(y, b) ∧ P (y))
• kEijkhb = 1 iﬀ M |= ∃y(πi(y, b) ∧ πj(y, b))
• kLijkhb = 1 iﬀ M |= ∃y∃z(πi(y, b) ∧ πj(z, b) ∧ l(y, z))
• kRijkhb = 1 iﬀ M |= ∃y∃z(πi(y, b) ∧ πj(z, b) ∧ r(y, z))
• kXipk
h
b = 1 iﬀ (M,h) |= ∃y
≥
P (y) ∧ ∃zπ3(z, y) ∧V
j∈{1,2,3}\{i} ∀z(πj(z, b)↔ πj(z, y))
¥
• k♦pkhb = 1 iﬀ (M,h) |= ∃y(P (y) ∧ π1(b, y) ∧ ∃zπ3(z, y)).
Definition 5.2 If √(x, P1, . . . , Pn) is a monadic formula, and A(p1, . . . , pn)
a temporal formula, we say that √ and A are K-equivalent if for all M ∈ K,
all a ∈ dom(M) and all assignments h of subsets of dom(M) to the atoms
p1, . . . , pn, we have
M |= √(a, h(P1), . . . , h(Pn)) ⇐⇒ kAkha = 1.
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Lemma 5.3 Let √(x1, P1, . . . , Pn) be a monadic formula written with vari-
ables x1, x2, x3 only. Then there exists a K-equivalent temporal formula
Aϕ(p1, . . . , pn), written with the connectives of •.
Proof. First let √(x1, x2, x3) be any monadic formula using only the variables
x1, x2 and x3. We define a temporal formula B√ by induction on √, as follows:
• BP (xi) = Sip, where p is the atom corresponding to the monadic pred-
icate P,
• Bxi=xj = Eij,
• Bl(xi,xj) = Lij,
• Br(xi,xj) = Rij,
• B¬√ = ¬B√,
• B√∧√0 = B√ ∧B√0 ,
• B∃xi√ = Xi(B√).
The proof of lemma 4.4 shows that for all M ∈ K, all assignments h of subsets
of dom(M) to the monadic predicates P1, . . . , Pn and all b ∈ dom(M) such
that bd3 is defined,
M |= √(bd3, h(P1), . . . , h(Pn)) ⇐⇒ kB√khb = 1.
Now define A√ to be ♦B√. Let M,h, a be as in definition 5.2. Let
S = {b ∈ dom(M) : bd3 is defined and M |= π1(a, b)}.
Note that S 6= ∅. We have M |= √(a, h(P1), . . . , h(Pn))
iﬀ M |= √(bd1, h(P1), . . . , h(Pn)) for some (any) b ∈ S,
iﬀ kB√khb = 1 for some (any) b ∈ S,
iﬀ kA√kha = 1, as required. •
Example 5.4 The formula √(x) = ∀y(l(x, y) ∧ P (y) → ∃z(r(z, y) ∧ Q(z)))
is K-equivalent to the temporal formula ♦[¬X2¬(L12∧S2p→ X3(R32∧S3q)].
Definition 5.5 We say that the connectives • are expressively complete
over K if for every monadic formula ϕ(x, P1, . . . , Pn) there is a K-equivalent
temporal formula A(p1, . . . , pn).
Theorem 5.6 The connectives in • are expressively complete over K.
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Proof. Let ϕ(x, P1, . . . , Pn) be any monadic formula with a single free vari-
able and let k be the number of variables occurring in ϕ. Let the formula
ϕ∗(y, P1, . . . , Pn), written with three variables, be as in lemma 4.4. By the
argument of theorem 4.5, ϕ is K-equivalent to the formula
√(x, P1, . . . , Pn) = ∃y(π1(x, y) ∧ ∃xπk(x, y) ∧ ϕ∗(y, P1, . . . , Pn)),
which uses only three variables. By the lemma above, there is a temporal
formula A√, written with the connectives above, that is K-equivalent to √.
The expressive completeness of the connectives is established. •
Remarks 5.7 1. Note that the tables of the connectives in definition 5.1
can be written with three variables. So by [G] or [H, theorem 1.5], theorem
5.6 actually implies theorem 4.5.
2. The coding of tuples as single elements is used twice in theorem 5.6.
First, we use lemma 4.4 to obtain a formula √, coding the behaviour of the
variables in ϕ with only three variables, and second, we code the behaviour
of these three variables using the temporal connectives. To do this in one
step would involve coding arbitrarily long tuples as single elements, which is
easy, and finding a finite set of connectives that can refer to these (arbitrarily
many) ‘components’ of an element, which is not.
6 Flows of time
Let K be as in section 4. We will describe a new class K∗ of flows of time
(i.e., irreflexive posets) obtained from those in K. K∗ will have H-dimension
3, and will admit a finite set of expressively complete one-dimensional con-
nectives, but will not have the k-variable property for any finite k. This
slight strengthening of the results of section 4 is of interest because questions
about H-dimension etc. were originally framed in the context of flows of time
— see [G] or [H]. Moreover, it shows that restricting attention to flows of
time need not simplify matters very much, at least as far as H-dimension
and the k-variable property are concerned.
Definition 6.1 Let M ∈ K. We define a flow of time M∗ as follows.
dom(M∗) will be dom(M) × {−2,−1, 0, 1, 2}. We will write ai for (a, i) ∈
dom(M∗); we identify a0 with a ∈ dom(M). We define a binary relation <
on dom(M∗) as follows. We let M∗ |= ai < bj iﬀ
1. a = b and i < j, or
2. M |= l(a, b), i = −2 and j ≥ 0, or
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3. M |= r(a, b), i ≤ 0 and j = 2, or
4. M |= ∃c(l(a, c) ∧ r(c, b)), i = −2 and j = 2.
It is evident that < is irreflexive and transitive. Thus, M∗ is a flow of
time. Notice that dom(M) is definable in dom(M∗) by the formula ϕ(x) =
∃y∃z(z < y < x) ∧ ∃y∃z(x < y < z), which uses only three variables.
Definition 6.2 We define the following formulas:
1. αx=y is x = y,
2. αl(x,y) is x 6= y ∧ ∃z(z < x ∧ ∃x(x < z ∧ x < y)),
3. αr(x,y) is x 6= y ∧ ∃z(z > y ∧ ∃y(y > z ∧ y > x)),
4. For each k with −2 ≤ k ≤ 2, χk(x, y) is defined so that for any M ∈ K,
a, b ∈ dom(M) and i, j ∈ {−2,−1, 0, 1, 2},
M∗ |= χk(ai, bj) ⇐⇒ a = b, j = 0 and i = k.
We can easily find suitable formulas χ that use only three variables.
For example, χ−1(x, y) is ϕ(y) ∧ x < y ∧ ∃z(z < x).
5. For i, j ∈ {−2,−1, 0, 1, 2} we let =ij(x, y) be the formula x 6= x if i 6= j,
and x = y if i = j. Than for any M ∈ K and any a, b ∈ dom(M),
M∗ |= ai = bj ⇐⇒ M |= =ij(a, b).
6. For all i, j ∈ {−2,−1, 0, 1, 2} we let <ij(x, y) be a formula of the signa-
ture {l, r} of K chosen so that for any M ∈ K and any a, b ∈ dom(M),
M∗ |= ai < bj ⇐⇒ M |= <ij(a, b).
Reading oﬀ from definition 6.1, we see that <ij will be the disjunction
of:
• x = y, if i < j
• l(x, y), if i = −2 and j ≥ 0
• r(x, y), if i ≤ 0 and j = 2
• ∃z(l(x, z) ∧ r(z, y)), if i = −2 and j = 2.
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All these formulas are written with at most three variables.
Now let K∗ = {M∗ : M ∈ K}. The argument of theorem 4.6 shows that
K∗ does not have the k-variable property for any k. (Notice that automor-
phisms of M extend canonically to automorphisms of M∗.) But by theorem
4.4 and results in §6 of [H], K∗ has H-dimension at most 3. We sketch the
proof of this. Consider a monadic sentence σ(P1, . . . , Pn) of the signature {<}
of K∗. Introduce new monadic predicates P ik (k ≤ n, i ∈ {−2,−1, 0, 1, 2}),
and the corresponding atoms pik. If M ∈ K and h is an assignment into M∗,
we will define an assignment h0 into M by
h0(p
i
k) = {a ∈ dom(M) : ai ∈ h(pk)}.
Since every ai ∈ dom(M∗) has a ‘representative’ a ∈ dom(M), and the re-
lation ai < bj on M∗ is definable in terms of the representatives a, b, using
<ij, (M,h0) ‘knows’ all about (M∗, h), and we can write a monadic sen-
tence σ0(P
−2
1 , . . . , P
2
n) of the signature {l, r} such that (M∗, h) |= σ ⇐⇒
(M,h0) |= σ0. By theorem 4.5, σ0 can be equivalently rewritten over K to a
sentence σ1(P
−2
1 , . . . , P
2
n) using only three variables. We then simultaneously
relativise the quantifiers of σ1 to ϕ, replace all atomic subformulas l(x, y) of
σ1 by αl(x,y), etc., and, for each i, k, replace all monadic subformulas P ik(y)
of σ1 by ∃x(χi(x, y) ∧ Pk(x)) (see definition 6.2). This can be done without
using more variables, since ϕ and the α- and χ-formulas use only three vari-
ables. We obtain a sentence σ2(P1, . . . , Pn) that is K∗-equivalent to σ and
uses only three variables. Thus we see that K∗ has H-dimension (at most)
three, as required.
A similar argument shows that K∗ admits a finite expressively complete
set of temporal connectives. See [H, §6] for details.
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