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Design of Dispersive Delay Structures (DDSs)
Formed by Coupled C-Sections
Using Predistortion with Space Mapping
Qingfeng Zhang, Member, IEEE, John W. Bandler, Life Fellow, IEEE, and Christophe Caloz, Fellow, IEEE
Abstract—The concept of space mapping is applied, for the
first time, to the design of microwave dispersive delay structures
(DDSs). DDSs are components providing specified group delay
versus frequency responses for real-time radio systems. The DDSs
considered in this paper are formed by cascaded coupled C-
sections. It is first shown that aggressive space mapping does not
provide sufficient accuracy in the synthesis of DDSs. To address
this issue, we propose a predistortion space mapping technique.
Compared to aggressive space mapping, this technique provides
enhanced accuracy, while compared to output space mapping,
it provides greater implementation simplicity. Two full-wave and
one experimental examples are provided to illustrate the proposed
predistortion space mapping technique.
Index Terms—Coupled C-sections, space mapping, predistor-
tion, accuracy, dispersive delay structure (DDS), analog signal
processing (ASP), real-time radio.
I. INTRODUCTION
Real-time radio, a technology inspired by ultra-fast optical
processing and surface acoustics wave signal processing [1],
[2] for high-speed microwave analog signal processing, might
be a candidate to address the increasing demand for faster
and more reliable wireless connectivity in the near future [3].
The main applications of real-time radio pertain to instru-
mentation [4]–[11], radar [12]–[14], sensors [15]–[17] and
communications [18]–[22]. Some reviews of the real-time
radio techniques are provided in [3], [23], [24].
The core of a real-time radio system is a dispersive delay
structure (DDS), a device that controllably delays the different
spectral components of an input signal by different amounts, so
that the spectral information of the input signal gets mapped to
the time domain of the output for real-time processing. Thus,
DDSs follow group delay versus frequency specifications.
They are mainly divided into reflection-type and transmission-
type structures. Reflection-type DDSs can be synthesized
either using Bragg grating techniques [25], [26] or coupled-
resonator filter techniques [27]. The drawback of reflection-
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type DDSs is that they require circulators or hybrid couplers
for transformation into two-port devices. On the other hand,
transmission-type DDSs do not suffer of this issue, since they
are inherently two-port devices. They can be further divided
into bandpass-type and allpass-type components according to
their magnitude responses. Transmission-type bandpass DDSs
are designed using coupling matrix techniques [28]. They
are usually limited to narrow-band operation due to their
resonator-based configurations. In contrast, transmission-type
allpass DDSs are inherently wide-band. They are designed as
coupled transmission lines [29]–[34], i.e., C-sections or D-
sections. A comparison of transmission-type and reflection-
type allpass DDSs in terms of system resolution was reported
in [35].
Among transmission-type allpass DDSs, uncoupled C-
section DDSs are particularly simple and can be designed
using closed-form synthesis techniques [33]. However, they
are relatively large. On the other hand, coupled C-section
DDSs are more compact and provide larger group delay
swings, due to cross coupling. However, only highly time-
consuming brute-force optimization [31] has been available to
design them since cross-coupling is very difficult to model ac-
curately. Therefore, an efficient synthesis technique, benefiting
from the simplicity of uncoupled C-section DDSs closed-form
techniques while retaining the compactness and resolution
features of coupled C-section DDSs is greatly desirable. Space
mapping (SM) [36]–[40] is a powerful approach to efficiently
perform such a task.
We apply here SM for the first time to microwave analog
signal processing, using the closed-form formulas available
for uncoupled C-section DDSs for the coarse model and
full-wave simulation of the corresponding coupled C-section
DDS for the fine model. We start with a typical variant of
SM, aggressive space mapping (ASM) [36], and find that
it suffers from inaccuracy in the design of DDSs due to
inherent modeling differences. We subsequently propose a
novel variant of SM, predistortion space mapping, which offers
both enhanced accuracy and architecture simplification. In
addition to providing fast convergence, this technique allows
one to modify the specifications during the course of the SM
iterative procedure.
The paper is organized as follows. Section II presents the
configuration of the coupled C-section DDS and its uncoupled
C-section coarse model. Section III introduces the design of
coupled C-section DDS using ASM. Section IV overviews the
other variants of SM techniques and subsequently presents
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the proposed predistortion SM technique. Section V provides
two full-wave and one experimental examples to illustrate
the proposed SM technique. Finally, conclusions are given in
Sec. VI.
II. COUPLED C-SECTION DDS
The coupled C-section DDS is shown in Fig. 1. It features
high compactness due to the small spacings between adjacent
C-sections. It is composed of N coupled C-sections, which
are formed by coupled transmission lines shorted at one
end. The nth C-section has physical dimensions wn, sn, ℓn,
corresponding to the width, spacing and length of the coupled
transmission line. The spacings between these C-sections are
set here to a constant, d0, which is usually set larger than the
spacings of the coupled lines (sn). Due to the smallness of
these spacings, strong cross coupling occurs between adjacent
C-sections. These couplings trap the wave inside the structure,
which results in increased delays [32], [41], leading to higher
system resolution [3].
It is difficult to accurately model the cross coupling between
C-sections in Fig. 1. However, if it is small compared to the
dominant coupling associated with the individual C-sections,
one may use the uncoupled structure shown in Fig. 2 as the
coarse model. Note that the nth C-section is characterized
by the pair of parameters (ω0n, kn), where ω0n denotes the
frequency at which the coupled transmission line is a quarter
wavelength long and kn is the coupling coefficient. The coarse
model in Fig. 2 can be analyzed using closed-form formulas,
as follows. For the nth C-section of Fig. 2, the group delay
is [30]–[32]
τn(ω) =
πan
ω0n
[
a2n + (1− a
2
n) cos
2
(
πω
2ω0n
)] , (1)
where
an =
√
1− kn
1 + kn
. (2)
Note that the group delay τn exhibits a periodic response, with
maxima occurring at the odd multiples of ω0n and minima
occurring at the even multiples of ω0n. A wave interference
explanations of the group delay dispersion in C-sections and
in resonators are provided in [32] and [41], respectively.
The total group delay in uncoupled C-section DDSs of
Fig. 2 (coarse model) is simply the sum of the delays incurred
in all the C-sections, i.e.
τc(ω) =
N∑
n=1
τn(ω), (3)
since no cross coupling exists between them.
Although very fast to design, this delay, based on the
formula (3), is only a rough approximation of the coupled
C-section DDS of interest (Fig. 1) since it neglects the cross
coupling effects. On the other hand, it would be very time-
consuming to directly optimize the group delay of the coupled
C-section DDS using full-wave analysis. ASM offers a well-
suited and powerful approach to combine the speed of Fig. 2
and the accuracy of Fig. 1 for an efficient synthesis of the
DDS.
PSfrag replacements
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Fig. 1. Configuration of a DDS formed by N coupled C-sections (only
significant cross coupling is plotted here).
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Fig. 2. Coarse model for the DDS of Fig. 1, where no cross coupling exists
between the C-sections (ω0n denotes the quarter-wavelength frequency and
kn is the coupling factor).
III. DDS OPTIMIZATION USING ASM
A. Statement of the Problem
The problem is to find the parameter set xf such that
Rf (xf )−Rspec = 0, (4)
where Rf (.) denotes the response of the fine model and Rspec
is the specified response. The response of the fine model (Rf )
corresponds to the response obtained using an accurate but
time-consuming approach; in the C-section DDS problem, it
will correspond to the full-wave computation of the group de-
lay response of the coupled C-sections in Fig. 1. The parameter
set xf is a vector formed by quantities that are the unknowns
to find; in the C-section DDS problem, these quantities will
be the physical dimensions indicated in Fig. 1. Rf and Rspec
are vectors whose elements represent the values of discretized
functions of one or more variables at points where (4) is
enforced; in the C-section DDS problem, these vectors will be
functions of the frequency, ω, and may therefore be written
explicitly Rf (xf ;ω) and Rspec(ω), respectively, where ω is
a vector including the discrete frequency points.
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The satisfaction of (4) may be tested as
‖Rf (xf )−Rspec‖ ≤ ǫ, (5)
where ‖.‖ indicates a suitable norm and ǫ is a suitably small
positive constant.
B. ASM Review
Instead of testing many xf ’s in Rf (xf ) to satisfy (5), which
is excessively time-consuming, ASM first optimizes the coarse
model response Rc(xc) to satisfy
‖Rc(xc)−Rspec‖ ≤ ǫ, (6)
whose solution, x∗c , closely satisfying
Rc(x
∗
c) = Rspec, (7)
is almost instantaneously obtained by any classical fitting
method. The coarse model response vector Rc corresponds to
the response obtained using an approximate but fast approach;
in the C-section DDS problem, it will correspond to the closed-
form formula (3) for the group delay response of Fig. 2, where
the parameter set xc will represent the quarter-wavelength
frequencies and coupling coefficients in Fig. 2.
However, x∗c is only a rough approximation to the original
problem, Eq. (4), because the coarse model is substantially
different from the fine model.
In order to combine the speed of (7) and the accuracy of (4),
one may combine the two equations via their common target
Rspec as
Rc(x
∗
c) = Rf (xf ), (8)
and then split this relation into the two new equations
Rc(xc) = Rf (xf ), (9a)
xc − x
∗
c = 0, (9b)
which will be solved sequentially. In this system, solving (9a)
is fast since this simply consists in optimizing xc in Rc so
that Rc(xc) fits Rf (xf ) where Rf has been run just once.
Moreover, since different xf ’s clearly correspond to different
xc’s in (9a), an implicit relation exists between xf and xc.
This relation may be represented by a mapping function, P ,
xc = P (xf ), (10)
that is still undetermined at this point. So, xc is a function of
xf , and (9b) is then a nonlinear equation in xf , which reads
P (xf )− x
∗
c = 0, (11)
and forms the system of equations to solve together with (9a).
To solve this system, one may introduce the error function
η(xf ) = xc − x
∗
c = P (xf )− x
∗
c , (12)
with the goal
η(xf ) = 0. (13)
This last relation is equivalent to the system to solve since it
represents (9b) via the first equality in (12) and (9a) via the
second equality in (12) from (11).
Equation (13) may be solved by the quasi-Newton tech-
nique. Let x(i)f be its solution at the ith iteration. The next
iteration updates this set as
x
(i+1)
f = x
(i)
f + h
(i), (14)
where h(i) is obtained by inverting the relation
B(i)h(i) = −η(x
(i)
f ), (15)
where B(i) is an approximation to the Jacobian matrix of the
vector η with respect to xf at the ith iteration. B(i) is set to
be the identity matrix in the first iteration (i = 1), and is next
updated using the Broyden formula [42]
B(i+1) = B(i) +
η(x
(i+1)
f )h
(i)T
h
(i)T
h
(i)
. (16)
C. Application to the Coupled C-section DDS Synthesis
We use Fig. 2 and Fig. 1 as the coarse and fine models,
respectively. The coarse model parameter set xc is
xc = [ω01, . . . , ω0n, . . . , ω0N , k1, . . . , kn, . . . , kN ]
T, (17)
where ωn, kn corresponds to the quarter wavelength frequency
and coupling coefficient, respectively, of the nth C-section in
Fig. 2. The fine model parameter set xf is
xf = [ω
′
01, . . . , ω
′
0n, . . . , ω
′
0N , k
′
1, . . . , k
′
n, . . . , k
′
N ]
T, (18)
where ω′0n, k′n are the quarter wavelength frequency and
coupling coefficient, respectively, of the nth C-section in
Fig. 1. One may relate {ω′0n, k′n} to the physical dimensions
{wn, sn, ℓn} of a C-section using approximate formula, such
as given in [43] for the case of a stripline implementation of
Fig. 1.
In practical applications of DDSs, it is the group delay
swing rather than the absolute group delay matters [3]. Thus,
group delay responses exhibiting parallel (i.e. frequency-
independent) group delay versus frequency responses are
equivalent. Therefore, one may add an arbitrary constant, τ0,
to the coarse model response (3), which becomes
Rc(xc;ω) = τ 0(xc) +
N∑
n=1
τn(ω0n, kn;ω), (19)
where τn(ω) is a vector whose elements are calculated by
(1) at the corresponding elements of ω. Remember that the
coarse model response in (19) is purely closed-form, and
therefore fast to optimize, whereas the fine model response
of Fig. 1 requires a full-wave simulation, which is accurate
but excessively slow.
The key of the ASM procedure is the system (9a), which
stipulates that the coarse model response must be aligned to
the fine model response. However, the group delay swing
of the fine model is usually larger than that of the coarse
model in C-section DDSs, because of the additional cross
coupling. One possible way to align the coarse model is to
allow higher coupling coefficients than in the fine model so as
IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES 4
to compensate for its cross coupling. This results in different
upper bounds for the coarse and fine model, i.e.
kn ∈ [0, U ], (20a)
k′n ∈ [0, U
′], (20b)
where U and U ′, with 0 ≤ U ′ ≤ U ≤ 1, are the upper
bounds of the coarse model and fine model, respectively.
U ′ is usually determined by fabrication limitations, e.g. the
minimum allowed line width and spacing. In contrast, there is
no particular limitation for U , except U ′ ≤ U ≤ 1, since this
quantity relates to a purely computational model. Different
choices are possible for U , leading to different solutions
to (9a), and possibly resulting in non-converging solutions
for (9b). The trust region method [37] is a possible approach
to solve this problem. Its basic idea is to use η in (12) as
a measure of the misalignment between xc and x∗c , where
this misalignment may be quantified by the geometric average
error over the 2N elements of η in (12), i.e.
d =
√∑2N
i=1 η
2
i
2N
, (21)
For (9b) to converge, d should decrease at each ASM iteration.
So one should always choose the minimum d among different
d’s associated with different U ’s.
The overall design procedure may be summarized as fol-
lows:
1) Given a specified group delay response (frequency band
with discretized points ω and delay function over this
band τ ), Rspec = τ (ω), set the error in (5), ǫ, to an
acceptable value.
2) Optimize the coarse model by adjusting xc until (6) is
satisfied, which provides both the required order N of
the DDS and the aligned coarse model parameter set x∗c .
3) Simulate the fine model with the initial setting x(1)f =
x∗c to obtain the response Rf (x
(1)
f ). Stop if (5) is
satisfied. Otherwise, set i = 1 and B(1) = I , and go
to the next step.
4) Set U ′ to the technologically highest achievable value k′n
in x(i)f , and find the optimal the parameter set x in the
coarse model minimizing ‖Rc(x) −Rf (x(i)f )‖, with a
gradually increasing upper bound U starting at U = U ′
for the coupling coefficients in x, until the minimum
misalignment d in (21) is reached. Then set x(i)c = x.
5) Using (12), compute η(x(i)f ) = x(i)c −x∗c , and then h(i)
using (15). Then update x(i+1)f using (14).
6) Simulate the fine model to obtain the response
Rf (x
(i+1)
f ). Stop if (5) is satisfied. Otherwise, update
B(i+1) using (16). Set i = i+ 1 and go to Step 4).
D. Design Example
To illustrate the design method, let us take an example.
Consider a specified group delay response that is linear
(quadratic phase) and exhibits a swing of 0.5 ns over the
frequency band 1 − 4 GHz. DDS is implemented in stripline
technology, as shown in Fig. 3, using RT/duroid 6010LM as
PSfrag replacements
1 GHz 4 GHz f
20 mil
0.5 ns
Rspec
stripline
0.67 mil
50.67 mil
Fig. 3. Specified group delay response for an example of a coupled C-section
DDS and its configuration in stripline technology.
the substrate (dielectric constant 10.2 and loss tangent 0.0023).
For convenience, all the C-sections are separated by the same
gap, of 20 mil. The physical dimensions of the C-sections in
Fig. 1 corresponding to a parameter set xf are calculated using
the closed-form approximation formula provided in [43].
Firstly, one optimizes the coarse model parameter x∗c to
meet the specified response. The allowed maximum response
error is set to ǫ = 0.006 ns (1.2% of the delay swing) and
the subsequent number of C-sections required is found to be
N = 7. The obtained response is plotted in Fig. 4(a). Note
that the optimized response is well aligned with the specified
one with an error below ǫ = 0.006 ns. The parameter set x∗c
is given in the first row of Tab. I. Note that all the C-section
elements except the first one have the same parameters. This
is due to the tight optimization bounds used. In this example,
where U is set to the relatively low value of 0.38, most of the
coupling coefficients saturate at this upper bound because of
higher coupling values would actually be required to reach the
relatively high specified group delay swing. This phenomenon
is illustrated with different coupling bounds in the Appendix:
loosely bounded parameters inherently allow for more de-
grees of freedom and therefore lead to a wide distribution
of optimized parameter values. However, the corresponding
coupling coefficients might be excessively high in practice due
to fabrication limitations.
Secondly, one sets x(1)f = x∗c and runs the full-wave
simulation. The calculated fine model response is shown in
Fig. 4(b). An expected large discrepancy, due to the cross
coupling in the fine model, is observed.
Thirdly, one gradually increases the upper bound U of
the coupling coefficient kn while aligning the coarse model
response with the find model distorted response. One obtains
different values of d for different U ’s, as shown in Fig. 5. It is
noted that d reaches its minimum when U = 0.47. Therefore
one chooses the optimized parameter x(1)c corresponding to
U = 0.47. Then one follows Step 5) to update x(2)f , which is
listed in the second row of Tab. I.
The response corresponding to x(2)f is shown in Fig. 4(c). It
is noted that this response is greatly improved compared with
IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES 5
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Fig. 4. Design example using ASM: group delay response of (a) the coarse model using the parameter x∗c , (b) the fine model using the parameter x(1)f , (c)
the fine model using the parameter x(2)
f
, (d) the fine model using the parameter x(3)
f
, (e) the fine model using the parameter x(4)
f
, (f) the fine model using
the parameter x(5)
f
.
TABLE I
COMPUTED FINE MODEL PARAMETER SETS AT DIFFERENT ITERATIONS USING ASM (f ′0n =
ω′
0n
2pi
/GHZ).
xf f
′
01 f
′
02 f
′
03 f
′
04 f
′
05 f
′
06 f
′
07 k
′
1 k
′
2 k
′
3 k
′
4 k
′
5 k
′
6 k
′
7
x
∗
c 1.957 4.283 4.283 4.283 4.283 4.283 4.283 0.165 0.380 0.380 0.380 0.380 0.380 0.380
x
(2)
f
1.934 4.366 4.366 4.366 4.366 4.366 4.366 0.170 0.290 0.290 0.290 0.290 0.290 0.290
x
(3)
f
1.967 4.346 4.346 4.346 4.346 4.346 4.346 0.170 0.257 0.257 0.257 0.257 0.257 0.257
x
(4)
f
1.991 4.361 4.361 4.361 4.361 4.361 4.361 0.175 0.253 0.253 0.253 0.253 0.253 0.253
x
(5)
f
1.945 4.329 4.329 4.329 4.329 4.329 4.329 0.169 0.257 0.257 0.257 0.257 0.257 0.257
that in Fig. 4(b). However, there is still a small discrepancy.
Therefore, one runs the iteration procedure from Step 4) to
Step 6) another three times. The updated parameters x(3)f ,
x
(4)
f and x
(5)
f are listed in the third, fourth and fifth rows of
Tab. I, respectively. The corresponding full-wave responses are
plotted in Fig. 4(d), Fig. 4(e) and Fig. 4(f), respectively. It is
observed that the responses are difficult to further improve for
small discrepancies. Beyond a certain point, the error function
starts to oscillate instead of converging to smaller values.
E. Accuracy Issue
It has been found in the design example that ASM technique
suffers from an accuracy issue beyond some optimization
point. This issue is examined next.
ASM attempts to solve (7), (9a) and (9b) sequentially, and
numerical errors inevitably incur at each of these steps and all
together accumulate to produce a large final error when the
variations involved are small.
One possible technique to improve accuracy is output space
mapping [40]. However, this technique involves a surrogate
model in addition to the coarse model, which implies two
model alignments at each iteration and therefore complicates
the SM procedure. To avoid this issue, we next introduce
a predistortion space mapping technique, which offers both
simplicity and enhanced accuracy.
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Fig. 5. Computed misalignment (d) versus the upper bound (U) for the
coarse model.
IV. ENHANCED-ACCURACY SM TECHNIQUE
A. Overview of SM Variants
In order to properly introduce the proposed predistortion
space mapping technique, we need to briefly overview and
compare the different variants of SM techniques reported to
date, i.e. ASM [36], [37], implicit space mapping (ISM) [38],
[39] and output space mapping [40], through the perspective
of equation decomposition. This will clearly show how the
variants of SM techniques evolve from the original problem
in (4).
1) ASM: The essence of ASM is to decompose the original
equation (4) into the three equations
Rc(x
∗
c)−Rspec = 0, (22a)
Rc(xc) = Rf (xf ), (22b)
xc − x
∗
c = 0, (22c)
and to solve these equations sequentially, instead of solving
(4) directly. However, each of the three equations in (22) incur
numerical errors, which may accumulate and eventually lead
to a large final error, as discussed in Sec. III-E.
2) ISM: ISM brings in a preassigned parameter set, xp,
which only appears in the coarse model. It decomposes (4)
into
Rc(xf ,xp) = Rf (xf ), (23a)
Rc(xf ,xp) = Rspec. (23b)
One first optimizes xp until (23a) is satisfied, and then
optimizes xf with the optimized xp fixed until (23b) is
satisfied. Note that ISM involves only two approximations
compared to three approximations of ASM, and therefore it
exhibits a smaller error.
3) Output Space Mapping: Output space mapping uses a
surrogate model to improve ISM. It decomposes (4) into
d = Rf (xf )−Rc(xf ,xp), (24a)
Rs(xf ,xp)
∆
= Rc(xf ,xp) + d, (24b)
Rs(xf ,xp) = Rspec, (24c)
where Rs(.) denotes the response of the surrogate model. To
apply these equations, one first optimizes xp to minimize the
error between Rc(xf ,xp) and Rf (xf ), and then calculates
the residual error using (24a). One subsequently builds the
surrogate response as (24b) and optimizes xf while fixing xp
until (24c) is satisfied. Since (24a) and (24b) are both exact,
output space mapping involves only one approximation, (24c).
Therefore, output space mapping would ultimately exhibit the
smallest error compared with ASM and ISM.
B. Predistortion Space Mapping
It has been pointed out in Sec. IV-A that output space
mapping features a smaller error compared with ASM and
ISM. However, the surrogate model induces extra complexity.
In this section, we will introduce a new variant of SM
techniques – predistortion space mapping. It is a simpler
version of output space mapping featuring comparable error.
1) Design Formula: It has been shown in Sec. IV-A that all
the variants of SM techniques follow from the original problem
by equation decomposition. However, equation decomposition
incurs either error accumulation or extra complexity. To avoid
these issues, we shall reformulate instead of decomposing the
original equation (4). One possible way to do this is to subtract
Rc(xf ) from both sides of (4) and replace xf by x, which
yields
Rc(x) = Rc(x)−Rf (x) +Rspec. (25)
This reformulation constitutes a single equation, which avoids
error accumulation and also preserves simplicity. It may be
written in the iterative form
Rc(x
(i+1)) = Rc(x
(i))−Rf (x
(i)) +Rspec. (26)
Note that Rc(x(i)) − Rf (x(i)) in this relation represents a
response error due to the difference between the coarse and
the fine models. At each iteration, one predicts this error
based on the responses in the previous iteration and adds it to
the specified response, which results in an updated objective
response in the right-hand side of (26). This represents an
iterative predistortion procedure since the update parameter
[left-hand side of (26)] is fitted to a distorted version of the
specified function (Rspec) corresponding to the sum of this
function and the sum of the distance between the coarse and
the fine models at the previous step of the iteration [right-hand
side of (26)].
To apply (26), one starts with the parameter set x(i), and
then optimizes the parameter set x(i+1) until the condition∥∥∥Rc(x(i+1))−Rc(x(i)) +Rf (x(i))−Rspec
∥∥∥ ≤ ǫ (27)
is satisfied.
2) Convergence Condition in DDS Synthesis: Although it
is very simple, the iterative formula (26) does not necessarily
converge. Therefore, one has to derive a convergence criteria
for it. For this purpose, one may investigate under which
condition∥∥∥Rf (x(i+1))−Rspec
∥∥∥ < ∥∥∥Rf (x(i))−Rspec
∥∥∥ (28)
is satisfied at each iteration, corresponding to a monotonic
decrease of the error response.
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Let us apply the convergence condition (28) to the synthesis
of the coupled C-section DDS and try to see if it may
be simplified. We start by denoting the response difference
between the fine model and coarse model,
Rcross
∆
= Rf −Rc, (29)
which represents the response contributed by cross coupling,
since this is the only difference between the fine and coarse
models.
Once the parameter set has been updated from x(i) to
x(i+1), the change in the fine model response, δRf , differs
from that in the coarse model response, δRc, by the amount
δRcross = δRf − δRc, (30)
where
δRc = Rc(x
(i+1))−Rc(x
(i)), (31a)
δRf = Rf (x
(i+1))−Rf (x
(i)). (31b)
Inserting (31) and (26) into (30) yields
δR(i+1)cross = Rf (x
(i+1))−Rspec, (32)
whose substitution in (28) yields∥∥∥δR(i+1)cross
∥∥∥ <
∥∥∥Rf (x(i))−Rspec
∥∥∥ . (33)
This relation represents a sufficient condition for (26) to
converge in the coupled C-section DDS synthesis. It states that
the response variation due to cross coupling at a given iteration
should be smaller than the distance between the fine model
response and the specified response at the previous iteration.
At the beginning of the iterative procedure, the fine model
response is usually far from the specified one. Then (33) is
easy to satisfy since its right-hand side is large while the left-
hand part is small. Accordingly, the iteration procedure at the
beginning is inherently convergent without any condition.
To illustrate this point, let us consider the first two iterations
for a simple design example, as depicted in Fig. 6. Assume that
the specified group delay is linear, as represented by the dotted
green line in Fig. 6. One first optimizes the parameter set x(1)
until the coarse model response, plotted in solid red in Fig. 6,
aligns with the specified one. Next x(1) is used to obtain the
fine model response1, plotted in solid blue in Fig. 6. Note that
the blue line has a larger slope than the red line due to the extra
cross coupling in the fine model. One next optimizes a new
parameter set x(2) until (26) is satisfied. The corresponding
coarse model response, Rc(x(2)), is plotted in solid magenta
in Fig. 6. Where will then Rf (x(2)) be located with respect
to the other curves? Firstly, it should be below the x(1) (blue)
curve since the response of the coarse model is decreasing
(from the red curve to the magenta curve). Secondly, it should
be above the purple line because cross coupling, only existing
in the fine model, increases the group delay swing. Therefore,
the possible region for Rf (x(2)) is the shaded area in Fig. 6.
It is then obvious that (28) is satisfied, if one considers the
integral area under the curve as the norm for (28).
1Here, all the responses are regarded as linear for simplicity. In practice,
they are imperfectly linear, even for a linear group delay specification, as seen
for instance in the green curve of Fig. 4(b).
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Fig. 6. Illustration of the convergence behavior of predistorsion space
mapping after the first iteration (the group delay responses are all regarded
as linear for simplicity).
However, when the fine model response has become close
to the specified one, after a few iterations, Equation (33) may
not be satisfied any more, due to the small value of its right-
hand side. In this case, one has to enforce a special condition
to maintain convergence. One possible way is to do so is to
prescribe
δRcross ≈ 0, (34)
which will naturally maintain convergence in (33) since its
left-hand side is now forced to be almost zero.
How can the condition (34) be integrated in the DDS
synthesis? Equation (34) states that cross coupling is forbidden
to vary significantly when the parameter set x is updated. One
way to realize this is to fix in x the parameters that are most
sensitive to cross coupling.
To illustrate this strategy, let us consider a simple DDS
formed by three C-sections, as shown in Fig. 7. Cross coupling
with respect to the first C-section is very sensitive to the
spacing (d0) between the C-sections and to the lengths of
the second and third C-sections, ℓ2 and ℓ3, respectively. So,
one may fix the three parameters while optimizing the other
parameters in x, so that the response contributed by cross
coupling remains almost unchanged.
In the problem of the C-section DDS, the proposed pre-
distortion space mapping technique automatically converges
if condition (33) is satisfied, irrespectively of the magnitude
of the initial distance between the fine model response and
the specification. Therefore, it can be applied independently,
without prior resorting to ASM, from the beginning to the end
of the optimization procedure. This is true in the particular
case of the C-section DDS, as shown above, but may not be
true in general. In other problems, ASM is still recommended
as a first phase of the optimization procedure, until the mis-
alignment between the model response and the specification is
sufficiently small for predistorsion space mapping to converge.
3) Design Procedure: The converging predistorsion SM
procedure for the coupled C-section DDS may be summarized
as follows:
a) Given a specified group delay response, Rspec, choose
ǫ.
b) Optimize the coarse model until it satisfies (6), to obtain
the required order N and the parameter set x∗c .
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Fig. 7. DDS example formed by three coupled C-sections. The parameters
{wn, sn, ℓn} for the nth C-section are defined in Fig. 1.
c) Set x(1) = x∗c . Simulate the fine model and obtain the
response Rf (x(1)). Stop if (5) is satisfied. Otherwise,
set i = 1 and go to Step d).
d) Optimize the coarse model with the parameter set x(i+1)
until (27) is satisfied.
e) Simulate the fine model to obtain the response
Rf (x
(i+1)). Stop if (5) is satisfied. Otherwise, go to
Step f).
f) Test if the condition (28) is satisfied. If yes, set i = i+1
and go to Step d). Otherwise, go to Step g).
g) Fix in x(i+1) the parameters that are related to the cross
coupling and optimize the other parameters until (27) is
satisfied.
h) Simulate the fine model to obtain the response
Rf (x
(i+1)). Stop if (5) is satisfied. Otherwise, set
i = i+ 1 and go to Step g).
C. Comparison of SM Variants
Table II compares different SM variants for the DDS design.
Aggressive SM and predistortion SM provides better initial
improvement, while implicit SM and output SM offer more
flexibility since they allow choices for the implicit parameter
(as xp in (23) and (24)). In terms of simplicity, predistortion
SM, using only one equation as in (25), is much simpler
than aggressive SM involving three equations as in (22). For
final accuracy, predistortion SM provides better results than
aggressive SM, as can be seen from Fig. 4 and Fig. 8 in the
forthcoming section. For the initial coarse model optimization,
it is automatically included in aggressive SM, whereas it is
preferable for the other three SM variants.
V. PREDISTORTION SPACE MAPPING DESIGN EXAMPLES
A. Numerical (Full-Wave) Examples
To illustrate the proposed predistortion space mapping tech-
nique, we apply it to the design example addressed with ASM
in Sec. III-D. The specified group delay is still linear with
a swing of 0.5 ns over the frequency band 1 − 4 GHz. The
maximum allowed response error ǫ is 0.006 ns.
The first step of the predistortion space mapping technique
is exactly the same as that of ASM. One aligns the coarse
model to the specified response and obtain the parameter
set x∗c . The synthesized coarse model response is plotted in
Fig. 4(a). Then one sets x(1) = x∗c and runs a full-wave
simulator for the fine model. The computed response is plotted
in Fig. 8(a), and the parameter set x(1) is given in the first
row of Tab. III. Then one runs step d) and e) in the design
procedure outlined in Sec. IV-B. The updated parameter set
x(2) is given in the second row of Tab. III, and the fine model
response is plotted in Fig. 8(b). Comparing this response with
that in Fig. 4(c) confirms that the predistortion space mapping
technique converges much faster than ASM. Also note that
the error is still above the allowed level. Therefore, one runs
another round of correction through steps d)-f). The updated
parameter set x(2) is given in the third row of Tab. III, and
the calculated fine model response is plotted in Fig. 8(c). Note
that the response closely follows the specified one and that the
error is below the allowed level. Accordingly, the predistortion
space mapping is proved to provide enhanced convergence in
both speed and accuracy.
Another benefit of the predistortion space mapping tech-
nique is that it allows one to alter the specification, if desirable,
at any iteration of the design procedure, without having to
start it over. In practical analog signal processing applications,
it is typically desired to achieve the highest possible group
delay swing. Assume therefore that the specification is given
in terms of a minimum group delay swing, ∆τminspec. Further
assume that there is a specified limitation in terms of the size
of the DDS component, which allows no more than Nmax
cascaded C-sections. In this case, the procedure is launched
with N = Nmax and the initial swing ∆τ Ispec = ∆τminspec.
Moreover, the maximal acceptable coupling coefficient is set,
based on fabrication constraints, to kmaxfab , where it is noted
that the maximal coupling coefficient required to meet ∆τ Ispec,
i.e. the greatest k among all the k’s of the C-sections of
the DDS, kmax might not need to be as large as kmaxfab 2. If
at a given iteration one finds that kmax is much smaller than
kmaxfab , this means that there is margin in the k’s to achieve a
substantially greater swing than ∆τminspec. Therefore, one may
change on the fly the swing specification to ∆τ IIspec > ∆τminspec
for the next iteration. If at that point the new kmax is still
smaller than kmaxfab , but close to it, then the maximal swing
that could be obtained for the allowed number of C-section
has been reached, and one keeps going with the procedure;
otherwise, if kmax is greater than kmaxfab , then ∆τ IIspec was too
ambitious, and one needs to target a smaller swing, ∆τ IIIspec,
such that ∆τ Ispec < ∆τ IIIspec < ∆τ IIspec.
Let us still use the above example to illustrate this point.
Assume that at a point one obtained the response in Fig. 8(b),
corresponding to the k’s given in the second row of Tab. II.
Assuming kmaxfab = 0.24, one sees that kmax = 0.27 > kmaxfab ,
meaning the synthesized DDS cannot be fabricated. Therefore,
one needs to decrease the targeted swing, from 0.5 ns to,
say, 0.45 ns, as shown in Fig. 9(a). Note that the new fine
model response is far from the new specification, although
2The value of kmax that the procedure will find to meet the specifications is
unknown at the beginning of the procedure since cross coupling contributions
are still unknown at this stage.
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TABLE II
COMPARISON OF DIFFERENT SM VARIANTS FOR THE DDS DESIGN.
SM Variants Initial Improvement Flexibility Simplicity Final Accuracy Initial Coarse Model Optimization
Aggressive SM High Less Less Less Included
Implicit SM Moderate High Moderate Moderate Preferable
Output + Implicit SM Moderate High Less High Preferable
Predistortion SM High Less High High Preferable
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Fig. 8. Design example using the proposed predistortion space mapping technique: group delay response of the fine model using the parameter set (a) x(1),
(b) x(2) , and (c) x(3) .
TABLE III
COMPUTED FINE MODEL PARAMETER SETS AT DIFFERENT ITERATIONS USING THE PREDISTORTION SPACE MAPPING TECHNIQUE (f ′0n =
ω′
0n
2pi
/GHZ).
x f ′01 f
′
02 f
′
03 f
′
04 f
′
05 f
′
06 f
′
07 k
′
1 k
′
2 k
′
3 k
′
4 k
′
5 k
′
6 k
′
7
x
(1) 1.957 4.283 4.283 4.283 4.283 4.283 4.283 0.165 0.380 0.380 0.380 0.380 0.380 0.380
x
(2) 2.134 4.499 4.499 4.499 4.499 4.499 4.499 0.197 0.270 0.270 0.270 0.270 0.270 0.270
x
(3) 2.117 4.485 4.485 4.485 4.485 4.485 4.485 0.197 0.275 0.275 0.275 0.275 0.275 0.275
it closely followed the original specification. Then one em-
ploys the predistortion space mapping technique for the new
specification. The updated parameter set x(3) is given in the
first row of Tab. IV and the computed fine model response is
plotted in Fig. 9(b). Seeing that kmax = 0.234 is smaller than
kmaxfab , one keeps 0.45 ns as the specified group delay swing
in the following iterations. One also observes that the new
response follows the new specification, but that the error has
not decreased so largely as that in Fig. 8(b). This indicates
that the variation in cross coupling is large. To speed up
the convergence, one fixes then some parameters related to
cross coupling in x(3) in the next iteration. Since the distance
between C-sections d0 is already fixed, one may further fix
f ′02, f
′
03, f
′
04, f
′
05, f
′
06 and f ′07. Then one optimizes the other
parameters in x(3) at the new iteration. The new parameter
set, x(4), is given in the second row of Tab. IV, and the
computed fine model response is plotted in Fig. 9(c). Note
that the response very closely fits the specification and that the
error has now receded below the allowed level. This example
has shown that the predistortion space mapping technique
provides more efficiency and flexibility than ASM, where the
specification cannot be changed in the course of the procedure
since x∗c in (12) is fixed in order to ensure convergence.
It is also interesting to realize that one can impose the
convergence condition (34), by fixing some parameters related
to the cross coupling, even at a point of the procedure
where the response was not diverging (i.e. where (28) is still
satisfied). This indicates that (34) may be used as a strategy
to speed up the convergence of (26).
B. Experimental Verification
To further validate the results of the full-wave simulation,
we fabricated a prototype corresponding to the response in
Fig. 8(c).
The fabricated prototype is shown in the inset of Fig. 10
and its dimension is shown in Tab. V. It is implemented
in stripline technology and uses two via-hole based stripline
to coplanar waveguide transitions for coplanar excitation,
selected for measurement convenience. Via holes are placed
around the structure to ensure a uniform voltage between the
two ground planes of the stripline structure. The fabricated
prototype is measured using a vector network analyzer and the
experimental group delay and magnitude responses are plotted
in Fig. 10 and Fig. 11, respectively. Note that the measured
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Fig. 9. (a) Specification is changed midway in the optimization example in Fig. 8 (starting from Fig. 8(b)); (b) fine model response aligning the new
specification with the updated parameter x(3); (c) fine model response aligning the new specification with the updated parameter x(4).
TABLE IV
COMPUTED FINE MODEL PARAMETER SETS AT DIFFERENT ITERATIONS WITH A NEW SPECIFICATION (f ′0n =
ω′
0n
2pi
/GHZ).
x f ′01 f
′
02 f
′
03 f
′
04 f
′
05 f
′
06 f
′
07 k
′
1 k
′
2 k
′
3 k
′
4 k
′
5 k
′
6 k
′
7
x
(3) 2.025 4.350 4.350 4.350 4.350 4.350 4.350 0.176 0.234 0.234 0.234 0.234 0.234 0.234
x
(4) 1.976 4.350 4.350 4.350 4.350 4.350 4.350 0.161 0.222 0.222 0.222 0.222 0.222 0.222
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Fig. 10. Measured group delay response of the fabricated prototype.
TABLE V
DIMENSIONS OF THE FABRICATED PROTOTYPE (UNIT: MIL).
n 1 2 3 4 5 6 7
wn 7.20 6.70 6.70 6.70 6.70 6.70 6.70
sn 13.95 9.17 9.17 9.17 9.17 9.17 9.17
ln 436.35 206.00 206.00 206.00 206.00 206.00 206.00
group delay response closely follows the full-wave response
and the specification, while the measured magnitudes slightly
differ from the full-wave ones due to fabrication tolerance. The
measured insertion loss has a maximum of 2.1 dB at 4 GHz,
whereas the full-wave insertion loss is 1.7 dB.
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Fig. 11. Measured transmission and reflection magnitude of the fabricated
prototype.
VI. CONCLUSIONS
SM techniques have been applied for the first time to the
design of DDSs for analog signal precessing. Specifically,
they have been applied to DDSs formed by coupled C-
sections. Both conventional ASM and a new predistortion
space mapping technique were applied and compared. The
results indicate that the predistortion space mapping technique
features enhanced accuracy and implementation simplification.
Two full-wave and one experimental examples have been pro-
vided to illustrate the predistortion space mapping technique.
From the authors’ experience, predistorsion space mapping
reduces the design of a stripline coupled C-section DDS from
a dozen hours to about one hour using an FEM simulator
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Fig. 12. Calculated response and error for the coarse model with the
parameter set in the first row of Tab. VI.
accounting for all losses and for the presence of a film of
epoxy adhesive.
APPENDIX
In this appendix, we shall present two examples of cascaded
C-section DDS designs with loosely bounded coupling in the
coarse model optimization.
In the first example, we set U = 0.5 instead of U = 0.38
used in Fig. 4(a). The corresponding optimized parameter set
x∗c is shown in the first row of Tab. VI and the response is
plotted in Fig. 12. Note that three coupling coefficients are now
different from each other while the rest four are identical. This
larger degree of difference between the parameters is due to
the fact that the coupling coefficients are now less saturated
and therefore experience more freedom to change. Also note
from Fig. 12 that the error is reduced by a factor of about 10
compared with Fig. 4(a).
In the second example, we further increase the upper bound
to U = 0.7. The optimized parameter set x∗c is shown in the
second row of Tab. VI and the response is plotted in Fig. 13.
Note that all the parameters are different from each other. Also
note from Fig. 12 that the error has now been reduced by a
factor of about 100 compared with Fig. 4(a).
Although the error can be improved by increasing the upper
bound of the coupling coefficients, as shown above, excessive
bounds are inappropriate in practical applications, for two
practical reasons. First, very high coupling coefficients are
difficult to implement due to fabrication limitations. Second,
the extremely small errors require extremely accurate coupling
which might be impossible to achieve in the given fabrication
tolerances.
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