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First-order stationary-point necessary optimality criteria of both the Fritz John 
and Kuhn-Tucker type are established for continuous-time nonlinear programming 
problems. Furthermore, the relationship between these criteria and saddlepoint 
optimality conditions is also discussed. The main auxiliary result employed in 
the derivation of the principal optimality criteria is a continuous-time version of 
Gordan’s transposition theorem. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Continuous-time programming originated from a class of production-in- 
ventory “bottleneck” problems studied by Bellman [4, S]. Considering a 
certain dynamic generalization of an ordinary linear programming 
problem, he formulated a corresponding dual problem, established a weak 
duality theorem, and suggested some computational procedures. 
Subsequently, Bellman’s formulation and duality theory were substan- 
tially extended to more general forms of continuous-time linear programm- 
ing problems, and also to certain classes of continuous-time nonlinear 
programming problems. For a summary of the results pertaining to duality 
theory in continuous-time programming and a fairly extensive list of 
relevant references the reader is referred to [ 163. 
Optimality conditions of the Kuhn-Tucker type were first considered in 
continuous-time programming by Hanson and Mond [ 111 for the follow- 
ing linearly constrained nonlinear program: 
maximize 0’/(~( t)) dt I 
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subject to 
B(t) x(t) d c(t) + jt K( t, s) x(s) ds, OdfdT, 
0 
X(I) 3 0, O<t,<T, 
where x(t)~ R” is bounded and measurable on [O, T], B(t) is an m xn 
matrix piecewise continuous on [0, T], c(t) E R” is piecewise continuous on 
[0, T], K(s, t) is an m x n matrix piecewise continuous on [0, T] x [IO, T], 
and f is a given concave scalar function twice continuously differentiable. 
Imposing certain positivity conditions on B(t), c(t), and K(s, t), they 
showed that for a function X to be an optimal solution of the above 
problem it is necessary and sufficient that there exist an m-vector ii(t) 2 0 
such that 
B’(r)u(r)-Vf(~(t))-p(s,r)u(s)ds~o, f 
B(r)X(t)-(.(t)-[SiK(t,.~)X(~~)ds dz=O, 
0 I 
where prime denotes transposition. 
Their method for deriving these optimality conditions was indirect in the 
sense that it consisted of linearizing the objective function, applying an 
extended version of Levinson’s linear duality result [12] to establish a 
duality theorem for the nonlinear problem under consideration, and then 
deducing the Kuhn-Tucker conditions as a consequence of this nonlinear 
duality theorem. 
Farr and Hanson [7] introduced nonlinearity into the constraints and 
considered the following general form of the above problem: 
maximize 07f(~( t)) dt 
.c 
subject to 
dx(f)) G c(t) + it K(t, .y) ht-4~)) 4 O=$t<T, 
0 
x(t) 20, O,<tdT, 
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where x(t) E (w” is bounded and measurable on [0, T], fis a concave twice 
continuously differentiable scalar function, K( t, s) is an m x n matrix having 
nonnegative entries with K(1, s) = 0 for s > t, c(t) > 0, and each component 
of the vector functions -g and h is concave and differentiable. 
Assuming some positivity conditions similar to those of Levinson [12], 
employing a linearization scheme, and invoking a linear duality result due 
to Grinold [lo], they obtained duality for a linearized form of the problem 
and then with additional conditions onf, established a duality theorem for 
the nonlinear problem which in turn was used to prove that for a function 
X to be an optimal solution of the above continuous-time nonlinear 
programming problem, it is necessary and sufficient that there exist an m- 
vector ii(t) 3 0 such that 
Vg’(.qt)) u(t)-vf(x(r))-SIVh’(x(t)) R(s, t) ii(s) ds>O, 
I 
vg’(sf(t)) I?(l)-V~(x(t))-S’Vh’(x(t)) K’(s, t) ii(s) ds dt =O, 
I 1 
g(Z(t))-c(f)-[‘K(t,s)h(Z(s))ds dt=O. 
0 1 
Similar optimality conditions were established by the same authors in 
[8] for continuous-time programs with nonlinear time-delayed constraints. 
The results of Farr and Hanson [7] were subsequently improved and 
generalized by Reiland and Hanson [14]. 
Recently, optimality conditions for continuous-time nonlinear program- 
ming problems have been obtained by direct methods. In [l] a certain 
regularity assumption is used to establish the Kuhn-Tucker conditions for 
a class of convex programming problems. Reiland [ 151, employing a con- 
tinuous-time version of Zangwill’s constraint qualification [21] introduced 
in [14], and an infinite-dimensional form of Farkas’ theorem, established 
optimality conditions and duality relations for differentiable continuous- 
time programs. In [ 16) the notions of perturbation and stability have been 
utilized to derive both saddlepoint and stationary-point optimality criteria 
of the Kuhn-Tucker type for a general class of continuous-time program- 
ming problems. 
In this paper we will adopt a geometric point of view and develop the 
continuous-time analogues of the Fritz John and Kuhn-Tucker optimality 
conditions in the spirit of finite-dimensional nonlinear programming. The 
main auxiliary result making this approach possible is a continuous-time 
version of Gordan’s transposition theorem [ 171. 
The continuous-time problem considered in this paper cannot be treated 
as a special case of more abstract optimization problems studied in the 
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literature, because in our problem the range spaces of the constraint maps 
are contained in a normed space which is not complete and its nonnegative 
cone has empty interior-two properties that are invariably assumed in 
more abstract settings. 
2. PRELIMINARIES 
We consider the following problem: 
PROBLEM P: 
minimize 4(x) = j7f(x(t), t) dt 
0 
subject to 
g(x(t), t) d 0 a.e. in [O, T], x E X, 
where X is a nonempty open convex subset of the Banach space L”,[O, T] 
of all Lebesgue measurable essentially bounded n-dimensional vector 
functions defined on the compact interval [0, T] c R, with the norm )I 1) aj 
defined by 
where for each t E [0, T], xi(t) is the jth component of x(t) E R”; 4 is a real- 
valued function defined on X, and g(x(t), t) = y(x)(t), where y is a map 
from X into the normed space A;l[O, T] of all Lebesgue measurable essen- 
tially bounded m-dimensional vector functions defined on [0, T], with the 
norm 1) )I1 defined by 
llYlI1 = *yyfm I oT IYj(t)l dt. . . 
It can easily be verified that the normed space A;[O, TJ is not complete, 
and that its nonnegative cone (YEA;[O, T]:y(t)>O a.e. in [0, T)} has 
empty interior. 
Let V be an open set in R” containing the set (x(t) E R”: XE X, 
t E [0, T]}. Thus f and gj (the ith component of g), i = 1, 2 ,..., m, are real- 
valued functions defined on V x [O, TJ. 
Let F denote the set of all feasible solutions of Problem P (assumed to be 
nonempty), that is, let 
F= (x~X:g(x(t), t)<O a.e. in [0, TJ}. 
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For any 2 E F, let I(Z) denote the index set of all the binding constraints 
at 3, that is, let 
I(i?)= (2 {I,2 ,..., m):gi(qf), f)=O a.e. in [O, T] 1. 
Let S be a nonempty subset of a real Banach space E, and let 1 be in the 
closure of S. Then a y E E is called a feasible direction for S at Zi? if there is a 
real number 6 >O such that X+ AYES for all O<I<6. The set of all 
feasible directions for S at I will be denoted by F(S, X). Clearly, this set is 
a cone. 
Let the function I@ E + 03 be defined at X E E. Then a y E E is called a 
direction of descent of J/ at X if there exists a real number 6 > 0 such that 
$(X + Ay) < t,+(3) for all 0 < 2 < 6. The set of all directions of descent of J, at 
I will be denoted by g(@, 3). It can easily be shown that this set is a blunt 
cone. 
For more details about the cones %(S, 22) and g($, X), and other related 
concepts, the reader is referred to Girsanov [9]. 
All vectors are column vectors unless transposed, and all integrals are in 
the Lebesgue sense. 
We will next state the main auxiliary result that will be needed later in 
the sequel. 
THEOREM 2.1 [ 171 (Generalized Gordan theorem). Let X be a non- 
empty convex subset of L",[O, T], let the mapp: V x [0, T) + 58”’ be defined 
by p(x(t), t) = n(x)(t), where TC is a map from X into Ay[O, T], and suppose 
that p is convex wifh respect fo its first argument on V throughout [0, T]. 
Then either 
p(x(t), t) < 0 a.e. in [O, T] 
has a solution x E X, or 
5 
T 
u'(t) p(x( t), t) dt > 0 
0 
for all x E X and for some u E L”,[O, T]\{O}, u(t) 20 a.e. in [0, T]; but 
never both. 
3. OPTIMALITY CONDITIONS 
In this section we will derive the continuous-time version of the Fritz 
John necessary optimality criteria by first characterizing the notion of local 
optimality in terms of the absence of feasible directions that improve the 
objective function. 
409/110/2-I4 
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For the case of a Frechet differentiable function 4: L”,[O, T] -+ IF& it can 
easily be verified that the cone of directions of descent at X is precisely 
{hEL:,[O, T]:Dq@)h<O), 
where &S(X) denotes the Frtchet derivative of #J at X. Thus if a point h in 
the cone of feasible directions of the feasible set F of Problem P satisfies the 
inequality 
D@(x) h = j?“‘(~(l), t) h(t) dt < 0, 
0 
then starting from a feasible solution -U, a small movement along the ray 
emanating from X will reduce the value of the objective function. This 
means that if x is a point of local minimum for Problem P and h satisfies 
the above inequality, then h cannot be a feasible direction. This observation 
leads to the following necessary condition for local optimality for 
Problem P. 
THEOREM 3.1. Suppose that I$ is FrPchet differentiable at X E F. If X is a 
local optimal solution of Problem P, then 
%(F, X) n .9(+, X) = 0. (3.1) 
Proof: If y~9(F, Z)nSS(#, X), then there exist 6,, 6, > 0 such that 
4(X + d.Y) <SW forallO<A<6,, 
and 
Z+AyEF forallO<E,<6,. 
Thus for 6 = min{b, , S,}, our assumption leads to the existence of feasible 
solutions X + Ay, 0 < A< 6, with better objective function values, in con- 
tradiction to the local optimality of X. Hence (3.1) holds. 1 
THEOREM 3.2. Let X E F, and suppose that # and, for each i E I(X), yz are 
Frkhet dgferentiable at X, and that for each ic (1, 2,..., m}\Z(2), yi is con- 
tinuous at X. Zf X is a local optimal solution of Problem P, then 
(3.2) 
Proof We will first show that the intersection of the cones 9(yi, X), 
ieI(X), is a subset of S(F, X), and then invoke Theorem 3.1. 
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Let p E ni, ,(.*) 9(yi, X). Since .f E X and X is open, there exists a 6, > 0 
such that X + 2~ E X for all 0 < A < 6,. Since YE 9(y,, X) for each in I(,?), 
there exists a 6, > 0 such that 
YiG + Ay)(t) <Y,(x)(t) = 0 a.e. in [IO, T] for all 0 < A < hi. 
Finally, because the nonbinding constraints are assumed to be continuous 
at -i;, for each iE { 1, 2 ,..., m}\Z(Z), we can find 6, > 0 such that 
y;(X + ly)(t) < 0 a.e. in [0, r] for all 0 < i < 6,. 
Letting 6 = min{ 6,, 6 I ,..., S, 1, it follows that points of the form X + ;ly, 
0 < ,I < 6, are feasible for Problem P. Thus y E 9(F, X), and hence nip ,Cxj 
9(y,, X) c 9(F, X). Since X is a local optimal solution of Problem P, by 
Theorem 3.1, 9(F, X) C-I 9(& X) = 0, and therefore (3.2) holds. 1 
We will next translate the above geometric characterization of local 
optimality into an equivalent algebraic statement. This will lead to a 
generalization of the Fritz John optimality conditions. 
THEOREM 3.3 (Fritz John necessary optimality theorem). Let ZE F. 
Suppose that f and, for each i E I(X), gi are continuously differentiable in their 
first arguments at Z(t) throughout [0, T], that for each iE { 1,2,..., mj\I(Z), 
gi is continuous in its first argument at x(t) throughout [0, T], and that the 
functions t --t Vf(Z(t), t) and t +Vg:(x(t), t) h(t)=@,(Z)(h)(t), iEl(X), are 
Lebesgue integrable on [0, T] f or all h E L”, [0, T]. If 2 is a local optimal 
solution of Problem P, then there exist ii0 E R, ii,~ L,[O, T], iE I(X), such 
that 
’ u,Vf’(x(t), t)+ C &(t)Vg;(x(t), t) h(t)dt=O 
ie /(S) 1 
for all h E L”,[O, T], (3.3) 
ii” 3 0, l&(t) >, 0 a.e. in [0, T], iE Z(X), (3.4) 
(Go, +.,,(t)) f 0 (3.5) 
where ti,(,,(t) is the vector whose components are Gi(t), iE I(X). Furthermore, 
iffor each iE { 1, 2,..., m}\I(x), g, is also differentiable in its first argument 
at X(t) throughout [0, T], then conditions (3.3)-(3.5) can be written in the 
following equivalent form: 
tioVf’(x(t), t)+ f z&(t)Vg;(,?(t), t) h(t)dt=O 
t=l 1 
for all h E L”,[O, T], (3.6) 
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u’(t)g(x(l), I)=0 a.e. in [0, T], (3.7) 
ii,>o, ii(t)20 a.e. in [0, r], (3.8) 
(%> u(t)) zo (3.9) 
Proof: Since X is a local optimal solution of Problem P, by 
Theorem 3.2, the system of linear inequalities 
i 
T  
V”(x(t), t) h(t) dt < 0, 
0 
Vgj(Z(t), t) h(t) < 0 a.e. in [0, T], ie Z(X), 
has no solution h E L;[O, 7’1. Therefore, by Theorem 2.1, there exist U, E R, 
17,~ L,[O, T], in Z(X), such that (3.4) and (3.5) are satisfied and 
T i&,V”(x(t), t)+ C z&(t)Vg;(x(t), t) h(t) dt>O 
ie I(.?) I 
for all h E L”, [0, T]. 
Since this inequality is satisfied for all h E L; [0, r], it must be satisfied as 
an equality. Thus (3.3) also holds. The equivalent form is readily obtained 
by letting z&(t)=0 a.e. in [0, T] for ie {l, 2 ,..., m}\l(Z). n 
A somewhat better picture of the above optimality conditions may be 
obtained by considering a fairly general explicit form of the constraint 
function g. Thus consider the following form of Problem P: 
PROBLEM P. 
minimize 4(x) = joTfW> t) dt 
subject to P(x(t), t) <r(t) + 1: Q(x(s), t, s) ds a.e. in [0, T], 
x E x, 
where f and X are as in Problem P and for each i = 1, 2 ,..., m, Pi, Y,, and Q, 
(the ith components of P, r, and Q) are real-valued functions defined on 
Vx [0, T], [O, T] and Vx [0, T] x [0, T], respectively. Then under 
appropriate assumptions, (3.6) for Problem P becomes 
i 
oT [&Vf’(x(t), 1) h(t) + 2 t&(t) VIy(Z(t), t) h(t) 
isI 
I m 
- 
SC 
ii,(t) VQ;(Z(s), 1, s) h(s) ds] dr = 0 for all h EL”, [O, T]. 
0 i=l 
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Applying Fubini’s theorem to the double integral in this equation, we 
obtain 
5 oTh’(l)[ti()Vf(-f(t)~ t)+ f uj(t)Vpi($j), t, 
i= 1 
T m  
- 0 t&(s) VQi(x(t), s, t) ds] dt = 0 for all h EL”, [0, T], t i=l 
which implies that the expression inside the brackets equals zero a.e. in 
[0, T]. Hence (3.6)-(3.9) for Problem P become 
tiovf(x(t), I) + 2 tii(t) VPj(x(t)T t) 
r=l 
T” 
- SE z&(s) VQi(Z(t), s, t) ds = 0 f i=l a.e. in [O, T], 
ii’(t)[P(Z(t), t)- r(t) - j; Q(X(s), t, s) dri] =0 a.e. in [0, T], 
iiO20, ii(t) z 0 a.e. in [0, T], (zig, ii(t)) # 0. 
Similarly, it is easily seen that for the continuous-time quadratic 
programming problem 
minimize 
s 
oT[~x’(r)R(r)x(z)+c’(t)x(r)] dt 
subject to A(r)~(t)<a(r)+~~B(r,~)x(~)ds a.e. in [0, T], 
0 
C(t) x(t) = b(t) + j”’ D(t, s) x(s) ds a.e. in [0, T], 
0 
XEL”,CO, Tl, 
where R(j), c(t), A(t), a(t), B( t, s), C(t), b(j), and D( t, s) are appropriately 
defined matrices, the necessary optimality conditions (3.6)-(3.9) can be 
expressed as follows: 
@‘R’(t) Z(t) + c(t)] + A’(t) ii(t) - j’B’(s, t) U(s) ds 
I 
+~(r)d(r)-STD’(~,f)V(~)ds=O a.e. in [0, T], 
I 
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u’(t)[A(r) Z(t) - a(t) - j’ B(t, s) Z(s) ds] = 0 a.e. in [0, T], 
0 
u 2 0, u(t) 2 0 a.e. in [0, T], (i&b C(i), D(i)) # 0. 
In the statement of the Fritz John theorem there is no requirement to 
guarantee that the Lagrangian multiplier associated with the derivative of 
the objective function will be nonzero. Indeed, if it is zero, then the infor- 
mation contained in the derivative of the objective function will be lost and 
consequently the Fritz John conditions will be of little value in searching 
for the optimal solution. In order to avoid such an undesirable situation, 
one has to impose some sort of regularity condition on the constraints of 
the problem. Many conditions of this type, called constraint qualzjications, 
have been introduced in the literature of finite-dimensional nonlinear 
programming [2, 3, 6, 131. Most of these constraint qualifications can be 
extended to the case of continuous-time programming. However, here we 
will use only Slater’s constraint qualification [ 133, defined below, to derive 
the continuous-time version of the Kuhn-Tucker optimality conditions. 
Let X be a convex set in L”,[O, r], and let g be convex in its first 
argument on V throughout [0, T]. Then g is said to satisfy Slater’s COW 
straint qualification (on X) if there exists an x E X such that g(Z(t), t) < 0 
a.e. in [0, r]. 
It follows immediately from Theorem 2.1 that Slater’s constraint 
qualification is equivalent to the assertion that there exists no 
UE L;,[O, r], u(t) > 0, u(t) # 0 a.e. in [0, T], such that 
*7 
J u’(t)g(x(t), r)dt>O for all x E X. 0 
This condition is called Karlin’s constraint qualification [ 131. 
THEOREM 3.4 (Kuhn-Tucker necessary optimality theorem). Let X E F 
and assume that in addition to the hypotheses of the first part ef 
Theorem 3.3, for each iEZ(X), g, is convex in its first argument on V 
throughout [0, T] and satisfies Slater’s constraint qualification on X. If I is 
a local optimal so&ion of Problem P, then there exist ~2; E L, [0, T], 
iE I(X), such that 
Vf’(Jf(t), t) + 2 ii,(r)Vg;(x(t), t) h(t)dt=O 
c t 0) I 
zqt) 3 0 
for all h E Lz [0, T], 
a.e. in [0, T], iEZ(X). 
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Furthermore, if for each i E { 1, 2 ,..., m}\Z(%), gj is also differentiable in its 
first argument at Y(t) throughout [0, T], then the above conditions can be 
expressed in the following equivalent form: 
V”(x(t), t) + f i&(t) Vg;.(%(t), t) h(t) dt = 0 
i= I 1 
.for all h E L”, [0, T], 
ii’(t) g(X( t), t) = 0 a.e. in [0, T], 
ii(t) 30 a.e. in [0, T]. 
Proof: By Theorem 3.3, there exist &E R, Ui~ L,[O, T], iE Z(X), such 
that (3.3)-(3.5) hold. If r&=0, then (3.3) reduces to 
T  s c z&(t) Vg:(i( t), t) h(t) dt = 0 for all he L”,[O, T]. (3.10) 0 , E /(S, 
Since for each iEZ(X), gj satisfies Slater’s constraint qualification on X 
throughout [0, T], there exists an 2.~ X such that 
g,cQ(t), t) < 0 a.e. in [0, T], i E Z(2). 
By the convexity of g,( ., t), iEZ(X), on V throughout [0, T], we have 
s,(~(~h t) -g,(2(t), t) >,VdG(t), t)Ci(t) - K(t)1 a.e. in [0, T], i E Z(X). 
Multiplying through by Ci(t) 20 a.e. in [0, T], summing over iEZ(X), and 
integrating, we obtain 
T  s 1 iii(t) gi(a(t), t) dt 
0 iEl(.C) 
T  
> 
s 1 
U,(t) Vg:(x(t), t)[i(t) - Z(t)] dt. 
O lEI(.f) 
In view of (3.10) with h = 1- .F, this inequality shows that 
T  s 2 u,(t) gi(.Q(t), t) dt 3 0, O iE/(X) 
which, by Theorem 2.1, implies that g;(a(t), z) < 0 a.e. in [O, T], iE Z(2), is 
impossible, contradicting Slater’s constraint qualification. Hence U, # 0. 
- - 
Now dividing (3.3) by U, and letting ii = U/U,,, we get the desired result. 
The equivalent form is obtained by letting iii(t) = 0 a.e. in [0, T] for 
iE { 1, 2 ,..., ml\Z(%). i 
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The results established in this section have been restricted entirely to 
necessary optimality conditions for Problem P. In order to derive sufficient 
optimality conditions, one will have to assume some kind of convexity 
property for the objective and constraint functions. Various sufhcient 
optimality conditions under generalized convexity criteria have recently 
been presented in [ 18) for more general continuous-time nonlinear 
programming problems with nonlinear equality and inequality constraints. 
4. RELATIONSHIP BETWEEN THE SADDLEP~INT 
AND STATIONARY-POINT OPTIMALITY CRITERIA 
In the following theorem we will establish the equivalence of the Fritz 
John saddlepoint and stationary-point optimality conditions for differen- 
tiable convex programs. 
THEOREM 4.1. Let XE F and suppose that f and g are continuously dif- 
ferentiable with respect to their first arguments at Z(t) throughout [0, T] 
and that the functions t + Vf(Z(t), t) and t -+ Vgj(i(t), t) h(t), i = 1, 2,..., m, 
are Lebesgue integrable on [0, T] for all h E L; [0, T]. Furthermore, assume 
that 4 is convex at X (with respect to F), g is convex in its first argument at 
x(t) (with respect to {x(t)E R”: XE F}) throughout [O, T], and there exist 
17, E R, ii E L”, [0, T] such that 
ii,V’(2(t), t)+ 2 i&(t)Vg:(x(t), t) h(t)dt=O 
i=l 1 
22’(t) g(X( t), t) = 0 
for al/h E L’& [O, T], (4.1) 
a.e. in [0, T), (4.2) 
- - 
u, 3 0, ii(t) 3 0 
(Co, $t)) z 0 
a.e. in [0, T], 
a.e. in [0, T]. 
Then (x, uO, U) satisfies the following saddlepoint inequalities: 
(4.3) 
(4.4) 
L(X, ti,, u) < L(X, u(), 22) d L(x, u,, U) (4.5) 
for all XEX, uofz IR, UE L”,[O, T] with u,20, u(t)>0 a.e. in [0, T], where 
the Lagrangian function L: L”,[O, T] x R x L”,[O, T] + R’ is defined by 
L(x, uo, u) = 1“ [uof(x(t), t) + u’(t) g(x(t), t) J dt. 
0 
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Conoersely, suppose that (3, Go, U) E L”,[O, T] x R x L”,[O, T], with X E X, 
U0 > 0, ii(t) 2 0, (I&,, C(t)) # 0 a.e. in [0, T], satisfies the saddlepoint 
inequalities (4.5). Then X is a feasible solution of Problem P, and (2, UO, ii) 
satisfies conditions (4.1) and (4.2). 
Proof: Suppose that (3, Go, U) satisfies the Fritz John conditions 
(4.1)-(4.4). In view of the convexity assumptions, we can write 
I oT ii,f(x( t), t) dt 3 j”’ - o uofC4t), t) dt 
+~oTtioVf’(~(~), t)[x(t)-x(t)] dt, (4.6) 
gi(x(t), f)2gj(x(t), t)+Vgi(z(t), t)[X(t)-Z(t)], i= 1, 2 ,..., m, (4.7) 
for all XE X, TV [0, T]. Multiplying (4.7) by iii(t), summing over 
i = 1, 2,..., m, integrating, adding the resulting inequality to (4.6), and using 
(4.1) and (4.2), we obtain the second inequality of (4.5). The first inequality 
of (4.5) follows immediately from the fact that u’(t)g(Z(t), t) <O a.e. in 
[0, T] for all u(t) 20 a.e. in [0, T], and condition (4.2). Hence (2, U,, 5) 
satisfies (4.5). 
- - 
To prove the converse, suppose that (x, u,,, U), with X E A’, U, > 0, 
ii(t) 2 0, (UO, ii(t)) #O a.e. in [0, T], satisfies (4.5). From the first inequality 
we have 
I ’ [u’(t)-G’(t)]g(x(t), t)dt<O. 0 
Let 
Ai= {te [0, T]:g,(zC(t), t)<O}, i= 1,2 ,..., m, 
Bi= (TV [0, T]:g,(Z(t), t)>O}, i= 1,2 ,..., m. 
We see that A i n B, = 0 and A i u Bi = [0, T] for i = 1,2 ,..., m. Letting 
u,(t) = iii(f) 
= zqt) + 1 
for all t E A,, i = 1, 2 ,..., m, 
for all t E Bi, i = 1, 2 ,..., m, 
we see that 
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which implies that p(B,) = 0 for i= 1, 2,..., WI, where p is the Lebesgue 
measure defined on the sigma field of all subsets of [0, T]. Now if we let 
171 ,F, 
A=nA; and B= n B,, 
,=I I _ I 
we observe that 
[0, T]IAuB= uB= fi (A,uB)1 fj (AiuBi)=[O, T], 
,= 1 i= I 
and 
III 
0 d P(B) < c p(B,) = 0. 
i= I 
Thus p(B) = 0. Therefore, we conclude that g(l(t), I) d 0 a.e. in [0, T], and 
thus .? is a feasible solution of Problem P. Since G(t) 3 0 a.e. in [O, TJ, we 
have G’(t) g(.?(l), t) d 0 a.e. in [0, T]. If strict inequality holds on a 
subset of [O, T] with positive Lebesgue measure, then in view of the 
saddlepoint inequality L(X, U,, u) d L(X, U,, U), with u(t) = 0 a.e. in [0, T], 
a contradiction will ensue. Therefore, (4.2) is satisfied. 1 
In precisely the same manner a similar relationship can be established 
between the Kuhn-Tucker saddlepoint and stationary-point optimality 
conditions. 
5. APPLICATIONS 
If we augment Problem P by introducing equality constraints of the form 
h(x(t), t) = 0 a.e. in [0, T], where the map h: 58” x [IO, T] -+ lRk defined by 
h(x(t), t)=q(x)(t) with q being a map of X into A’;[O, T], is linear with 
respect to its first argument throughout [O, T], then, under appropriate 
assumptions, all the necessary optimality conditions developed in this 
paper are still valid because each linear equality constraint can be replaced 
by an equivalent pair of linear inequality constraints without affecting the 
required convexity property. Of course, in this case the multiplier functions 
corresponding to equality constraints will be unrestricted in sign. However, 
nonlinear equality constraints cannot be handled by this method. 
Consequently, our results can be used to derive optimality conditions for 
certain classes of constrained variational and optimal control problems. 
For example, under appropriate assumptions, the following optimal con- 
trol problem with linear dynamics and linear equality and nonlinear 
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inequality constraints on both the state and control variables is a special 
case of Problem P: 
minimize *‘f(x( t), w(t), t) dt 
s 
subject to 
-g(r)=A(t).x(r)+B(t)w(t)+a(t), 
C(t) x(t) + D(t) w(t) + j’ K,(r, z) X(T) dz + jc; K,.(t, T) w(z) d7 =b(t), 
0 
g(x(t), 4th t) <c(t) + j' W(z), W(T), t t) & t E [0, T], x(0) given. 
6. CONCLUDING REMARKS 
In this paper we have established necessary stationary-point optimality 
conditions of the Fritz John and Kuhn-Tucker type for a class of con- 
tinuous-time nonlinear programming problems. These conditions are the 
continuous-time analogues of similar well-known conditions in the area of 
finite-dimensional nonlinear programming, and closely resemble the 
Euler-Lagrange criteria of the classical calculus of variations. 
As is well known, the Fritz John and Kuhn-Tucker optimality con- 
ditions are of fundamental importance in -many aspects of tinite-dimen- 
sional nonlinear programming. In particular, these conditions play pivotal 
roles in duality theory, in sensitivity analysis, and in the construction of 
computational algorithms. Similarly, it is possible to use the continuous- 
time counterparts of these conditions presented here as a basis for for- 
mulating duality relations and for devising numerical solution procedures 
for certain classes of dynamic optimization problems. 
The results of this paper have been utilized in [19] for establishing 
duality relations for a class of continuous-time homogeneous programming 
problems. 
Recently, optimality conditions for more general continuous-time 
programming problems, under slightly different assumptions than those 
employed here, have been obtained in 11203. 
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