Abstract: Observed changes in Northern Hemisphere snow cover from satellite records were compared to those predicted by all available Coupled Model Intercomparison Project Phase 5 ("CMIP5") climate models over the duration of the satellite's records, i.e., 1967-2018. A total of 196 climate model runs were analyzed (taken from 24 climate models). Separate analyses were conducted for the annual averages and for each of the seasons (winter, spring, summer, and autumn/fall). A longer record for the spring season which combines ground-based measurements with satellite measurements was also compared to the model outputs. The climate models were found to poorly explain the observed trends. While the models suggest snow cover should have steadily decreased for all four seasons, only spring and summer exhibited a long-term decrease, and the pattern of the observed decreases for these seasons was quite different from the modelled predictions. Moreover, the observed trends for autumn and winter suggest a long-term increase, although these trends were not statistically significant. Possible explanations for the poor performance of the climate models are discussed.
Introduction
Snow cover represents one of the main components of the cryosphere, along with sea ice [1] , permafrost [2] , and the various ice sheets and glaciers [3, 4] . Seasonal snow cover also represents a major component of the hydrological cycle in mid-and high-latitudes [5] . Snow cover also supports a large winter outdoor recreation industry, while snowmelt is an important source of water for many societies. As a result, Sturm et al. [6] estimate that the financial value of snow to human society is of the order of trillions of dollars. Boelman et al. [7] further stress that understanding changes and trends in snow cover is also important for the study of wildlife communities of ecosystems that experience seasonal snow.
replicate the overall annual cycle, i.e., the fact that snow cover increases in the autumn and winter and decreases in the spring and summer [11, 14, 16] .
By comparing linear trends for the spring over a fixed time-period, it could be argued that some agreement existed between the climate model predictions and the observations [11, [13] [14] [15] [16] [17] [18] 29, 30] . In particular, the widely-cited Intergovernmental Panel on Climate Change's (IPCC) Working Group 1 Fifth Assessment Report [29] used the observed negative 1967-2012 trend in Northern Hemisphere spring snow cover extent as one of its main arguments for concluding that the global warming since the 1950s was very unusual, "Warming of the climate system is unequivocal, and since the 1950s, many of the observed changes are unprecedented over decades to millennia. The atmosphere and ocean have warmed, the amounts of snow and ice have diminished, sea level has risen, and the concentrations of greenhouse gases have increased" ( [29] , emphasis added in italics) (p. 2).
Some studies have gone further and used climate model-based "detection and attribution" studies to argue that the decline in spring snow cover cannot be explained in terms of natural variability and must be due to human-induced global warming [15, 17] . Essentially, these studies compared the output of the Coupled Model Intercomparison Project Phase 5 (CMIP5) climate models [31] using "natural forcings only" and those using "natural and anthropogenic forcings" to the observed spring trends and were only able to simulate a negative trend using the latter [15, 17] . This is similar to the approach the IPCC 5th Assessment Report used for concluding that, "It is extremely likely that human influence has been the dominant cause of the observed warming since the mid-20th century." [28] (p. 15). Soon et al. [32] , however, showed that the CMIP5 climate modelling groups only considered a small subset of the available estimates of solar variability for their "natural forcings" and that if other (equally plausible) estimates had been considered, much (or possibly all) of the post-1950s warming could have been explained in terms of natural climate change.
Focusing on linear trends still highlighted puzzling discrepancies between the model predictions and observations. First, the observed negative linear trends for spring are considerably larger in magnitude than the model-predicted trends for spring [11, [14] [15] [16] [17] [18] 30] . Although widely-noted, this does not itself appear to have generated much criticism of the reliability of the climate models-perhaps because the signs of the trends are in this case the same. A second discrepancy is that snow cover increased for all seasons in the Tibetan Plateau region [33] [34] [35] , and more generally, China [35] , while the climate models predicted this region should have experienced a decrease in snow cover.
However, a third major discrepancy is more controversial and has led to considerable debate. In recent years, many regions in the Northern Hemisphere have experienced heavy snow storms in the autumn or winter (e.g., the winters of 2009/2010 and 2010/2011). Partly for this reason, linear trends for autumn and winter suggest an increase in snow cover [16, 24, [36] [37] [38] , or at least that snow cover has remained reasonably constant [39] . This is in sharp contrast to the climate models which (as explained above) have predicted a continual decrease for all four seasons.
Räisänen [12] argued that the response of the total winter snow fall to global warming is non-trivial because increases in temperature tend to increase precipitation, and if the air temperature remains low enough for the precipitation to be in the form of snow, this can lead to an increase in the total snow fall. Under a period of warming, the models predict an increase in snowfall for some regions (where the average temperature is below about −20 • C), but a decrease in other regions [12, 13] . However, the regions where the models predict an increase in snowfall are regions that are already snow-covered. Therefore, this cannot explain the observed increase in winter snow cover.
Cohen et al. [36] suggested that the climate models might be missing important climatic processes-specifically, that a decrease in summer Arctic sea ice could contribute to the observed increase in October snow cover for Eurasia, and that this, in turn, alters the Arctic Oscillation, leading to colder winters (and a greater winter snow cover). Liu et al. [37] have made similar arguments. Brown and Derksen [40] argue that a bias might exist in the Eurasian October snow cover data, and that the large increasing trend for October is simply an artefact of bad observations. While Mudryk et al. [16] offer support to this argument, they note that the problem largely was confined to October in the Eurasian region. Moreover, in a follow-up to the Cohen et al. study which specifically avoided the use of the October trends, Furtado et al. [41] presented further evidence that the CMIP5 climate models systematically fail to "capture well the observed snow [-Arctic Oscillation] relationship". More recently, Hanna et al. [42] have argued that the CMIP5 climate models also fail to capture the summer Greenland high-pressure blocking phenomenon.
Although several studies have compared the observed spring snow cover trends to climate model predictions [11, [14] [15] [16] [17] [18] 30] , little direct comparison of trends for other seasons has been conducted [16] . Moreover, most of the comparisons have focused exclusively on linear trends, while the observed trends often show distinctly non-linear fluctuations from year to year. Therefore, in this paper, we directly compare the observed Northern Hemisphere snow-cover trends for all four seasons (and annual trends) to the CMIP5 climate model hindcasted trends. Our analysis compares both the linear trends (obtained by linear least squares fitting) and the time-series themselves.
Materials and Methods
Monthly snow cover data for the Northern Hemisphere (in square kilometers) were downloaded from the Rutgers University Global Snow Lab website, https://climate.rutgers.edu/, in January 2019. This dataset begins in November 1966 and provides an almost complete time-series up to January 2019, although some months in the early portion of the record (i.e., July 1968, June-October 1969, and July-September 1971) have no data. We estimated the values for these missing months as the mean of the equivalent monthly values in the year before and after the missing year.
Global Climate Model output from the CMIP5 model runs were obtained from the Koninklijk Nederlands Meteorologisch Instituut's (KNMI's) Climate Explorer website, https://climexp.knmi.nl/, in January 2019 using a Northern Hemisphere land mask. Monthly Northern Hemisphere snow cover from this source were reported as either a percentage or a fraction of the total land area (depending on the format used by each modelling group). We converted these values into square kilometers by multiplying by the total Northern Hemisphere land area (1.00281 × 10 8 km 2 ).
For our comparisons with the Rutgers dataset, we were interested in the modelled output over the same period for which we had observations, i.e., 1967-2018. Each of the submitted CMIP5 model runs covered a much longer period, i.e., 1861-2100. The first part of each run (1861-2005) was generated using "historical forcings". However, the rest of the run (2006-2100) used one of four representative concentration pathway (RCP) scenarios [43] : "RCP2.6", "RCP4.5", "RCP6.0", and "RCP8.5". These scenarios offer different projections of how greenhouse concentrations could increase to 2100 and are named according to the estimated extra "radiative forcing" (in W/m 2 ) this is projected to have added by 2100. Although these scenarios substantially diverge during the 21st century, the differences between the projections by 2018 are relatively modest. For example, if we consider the 1967-2016 annual trend (a metric which will be discussed in Section 3.1), the multi-model mean using all 196 model runs (across all four scenarios) is −29,800 ± 1600 km 2 /year. Meanwhile, if we calculate the multi-model means separately for each scenario, the results are: RCP2.6 = −30,600 ± 3600 km 2 /year; RCP4.5 = −30,200 ± 2500 km 2 /year; RCP6.0 = −26,500 ± 3400 km 2 /year; and RCP8.5 = −30,700 ± 3200 km 2 /year. In other words, the trends up to 2016 are comparable across all scenarios. On the other hand, as will be discussed in Section 3.1, the exact "internal variability" differs for each scenario run. For this reason, we treated each of the scenario runs as a separate run.
As can be seen from Table 1 , 15 modelling groups (from 9 countries) contributed snow cover estimates to the CMIP5 project as part of their model output. Some modelling groups used more than one model version (and some tested different "physics versions") and/or multiple runs for each of the four scenarios. We noted that the Climate Explorer website did not provide snow cover results for some of the CMIP5 modelling groups (e.g., the UK's Hadley Centre) even though the website provides output for these models for other parameters, e.g., surface air temperature. It is possible that some of these missing models either did not calculate or did not submit snow cover output to the CMIP5 project. At any rate, we analyzed output from 196 model runs (from 24 climate models). Rather than studying the trends for all twelve months separately, we considered just the four Northern Hemisphere seasons: winter (December, January, and February -henceforth DJF), spring (March, April, and May -henceforth MAM), summer (June, July, and August -henceforth JJA), and autumn/fall (September, October, and November -henceforth SON). The winter averages for a given year used the December from the preceding calendar year. We also discuss the annual averages (i.e., January to December). However, Brown and Robinson's [28] "spring" dataset consists of the average over only two months (March and April). For our comparison with the Brown and Robinson [28] dataset, we used March/April averages only.
The Brown and Robinson [28] dataset was downloaded from the supplementary information provided with their paper. However, their time-series excludes Greenland (due to a shortage of pre-satellite era measurements) and only extends to 2010. As can be seen from Figure 1a 
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Comparison of CMIP5 Climate Modelled Snow-Cover Trends to the Satellite-Derived Rutgers Dataset
Observed Northern Hemisphere snow cover (km 2 ) for all four seasons (Figure 2a-d) and the annual average (e) to the equivalent values for each of the 196 CMIP5 runs, averaged over the 50-year period (1967-2016) is shown. The models tended to underestimate the observed values for all four seasons, and a wide range existed for all seasons (although smallest for summer). However, the models did seem to at least capture the general annual cycle in that the snow cover reached a maximum in winter and a minimum in summer, with intermediate values for the spring and autumn/fall. This qualitative replication of the annual cycle was noted by others and suggests that there is at least some realism to the models [11, 14, 16] .
Because each model run implies a different average snow cover and these values are typically smaller than the observed averages, a direct comparison between the absolute trends can be challenging. Thus, for the rest of the paper, each time-series is converted into an anomaly time-series relative to the 1967-2016 average.
The observed 1967-2016 linear trends were compared to the equivalent trends of each of the 196 CMIP5 runs for each season (Figure 3 ). Although the observed annual linear was consistent with that of the models (Figure 3e ), we can see that this was due to the fact that the models significantly underestimated the negative summer trend (Figure 3c ), and to a lesser extent, that of spring (Figure [28] with the Rutgers dataset for average March/April snow cover.
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Because each model run implies a different average snow cover and these values are typically smaller than the observed averages, a direct comparison between the absolute trends can be challenging.
Thus, for the rest of the paper, each time-series is converted into an anomaly time-series relative to the 1967-2016 average.
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while failing to predict the positive trends for winter (Figure 3a) and autumn (Figure 3d) . In other words, the models poorly described trends for three of the four seasons (winter, summer, and autumn), and fared little better at describing trends in the spring. As discussed in the introduction, it can be misleading to limit a comparison of climate models and observations to the linear trends over a single time-period, since the observed time-series were not linear in nature. Technically, a linear trend can be nominally computed for any interval, but if the time-series is non-linear in nature, then this can misleadingly imply a "linear" nature to the data which is absent.
To remedy this, the entire time-series was plotted (Figure 4a ) for observed annual snow cover (relative to the 1967-2016 mean). Annual snow cover was lower after the mid-1980s relative to what it was before the mid-1980s. Thus, the linear trend implies a long-term decrease of −25,000 km 2 /year, but this was largely an artefact of the step-like drop in the mid-1980s [25, 26] . Indeed, the last two years had above-average snow cover.
The multi-model means of all 196 CMIP5 runs (Figure 4b) showed that unlike the observations, the model-predicted trends were reasonably well described in terms of a decreasing linear trend (−30,000 km 2 /year). Qualitatively, this can be seen by visually comparing the two plots. The observations plot (Figure 4a) showed a considerable amount of yearly variability, while the multi-model mean (Figure 4b) showed a gradual but almost continuous decline from 1967 to the present.
While the linear fit associated with the multi-model mean had an r 2 of 0.93, that associated with the observations was only 0.19. Due to the long time-period, all linear fits were statistically significant (p = 0.0014 for the observations and p = 10 −28 for the multi-model mean). Also, the error bars (uncertainty) associated with the linear fits were much greater for the observations (±15,000 km 2 /year) than that for the multi-model mean (±2000 km 2 /year).
On this basis, the current climate models appear to be unable to explain the observed trends and are therefore inadequate. However, one might disagree because the multi-model mean is largely determined by the "external forcings" that are input into the models and does not reflect the "internal variability" of individual model runs.
With the current climate models, global snow cover is largely dictated by global temperatures (hence they predict that global snow cover should decrease due to the predicted human-induced global warming from greenhouse gases). If a simulation run is adequately equilibrated and not majorly affected by "drift", then the global temperatures for a given year are mostly determined by:
1.
External radiative forcing from "anthropogenic factors". This includes many factors, but atmospheric greenhouse gas and stratospheric aerosol concentrations are the main components. 2.
External radiative forcing from "natural factors". Currently, models consider only two: changes in total solar irradiance ("solar") and stratospheric aerosols from volcanic eruptions ("volcanic"). 3.
Internal variability. This is the year-to-year random fluctuations in a given model run. As we will discuss below, some argue that this can be treated as an analogue for natural climatic inter-annual variability.
As Soon et al. [32] noted, the CMIP5 models only consider a small subset of the available total solar irradiance estimates, and each of the estimates in that particular subset implied that solar output has been relatively constant since the mid-20th century (perhaps with a slight decrease). Meanwhile, the "internal variability" of each model yields different random fluctuations (since they are random). Therefore, the internal variability of the models tends to cancel each other in the multi-model mean.
Thus, the 1967-2018 trends of the multi-model mean are almost entirely determined by the modelled "anthropogenic forcing" (a net "human-induced global warming" from increasing greenhouse gases) and short-term cooling "natural forcing" events from the two stratospheric volcanic eruptions that occurred over that period (i.e., the El Chichón eruption in 1982 and the Mount Pinatubo eruption in 1991). However, clearly, the observed trends in annual snow cover (Figure 4a ) are more complex than that relatively simple explanation. There seem to be broadly two schools-of-thought within the scientific community on the relevance of the multi-model means. Some researchers argue that the "internal variability" of the climate models is essentially "noise", and that by averaging together the results of multiple models you can improve the "signal-to-noise" ratio, (e.g., [1, 32, [44] [45] [46] [47] ). Others disagree and argue that this random noise is a "feature" of the models, which can somehow approximate the "internal variability" of nature, (e.g., [15] [16] [17] [18] 29, [48] [49] [50] [51] ). Both camps agree that because the random fluctuations are different for each model run, they cancel each other out in the multi-model ensemble averages. Where they disagree is whether this is relevant for comparing model output to observations. While we have demonstrated that the multi-model mean cannot fully explain the observed trends in annual snow cover, it is important to also consider the possibility that this is due to the lack of "internal variability" in the multi-model means. There are several methods to address this. For example, when comparing observed and modelled Arctic sea ice trends, Connolly et al. [1] considered both the multi-model mean and the median model run (in terms of long-term sea ice trends). Rupp et al. [15] , by contrast, used the model output from "pre-industrial simulations" that were run without any "external forcing" to estimate the "internal variability", and Mudryk et al. [16] used an ensemble of 40 model runs that all used the same climate model and identical "external forcing". Other groups have calculated confidence intervals from the entire range of model output (e.g., the upper 5% and lower 5%) [17, 18, 29, [45] [46] [47] [48] [49] [50] [51] .
Here, we consider the "internal variability" of the models by analyzing three representative model runs. All model runs were ranked according to their 1967-2016 linear annual trend (Figure 2e ). The mean and standard deviation was calculated for all 196 model runs. We then identified (i) the median model run and the model runs whose linear trends were closest to (ii) +1 standard deviation and (iii) −1 standard deviation (Figure 4c-e) .
Comparing individual model runs to observations yields a more favorable comparison than using the multi-model mean. That is, the individual runs show more year-to-year variability than the multi-model mean. Nonetheless, the individual models still poorly explain the observed trends and all three selected models (i.e., the median and +/− one standard deviation) suggest a fairly continuous long-term decrease in snow cover extent.
If the lack of internal variability in the multi-model mean is proposed as the explanation for the discrepancies between the multi-model mean and the observations, then this does not vindicate the robustness of the climate models. Rather, it merely argues that the models are "not totally inconsistent with" the observations. This argument becomes weaker when the individual seasonal trends are examined.
The above analysis is repeated but for each of the seasonal averages instead of the annual averages-winter ( Figure 5) ; spring ( Figure 6 ); summer ( Figure 7) ; and autumn ( Figure 8 ). Note that the median, +1 standard deviation, and −1 standard deviation model runs for each of these seasons were not necessarily the same as for the annual averages.
First, consider the modelled winter (DJF) snow cover trends compared to observations ( Figure 5 ). Climate models predicted a long-term decrease in winter snow cover, but this has not been observed. Indeed, the observations imply a net increase in winter snow cover, although this is not statistically significant. At any rate, since the start of the 21st century, snow cover has mostly been above the 1967-2016 average.
Collectively, climate models predicted a statistically significant decrease in winter snow cover which has not been observed (Figure 5c ), even after more than fifty years of observations. However, for some of the models (e.g., the +1 standard deviation model), the modelled decrease is not statistically significant.
for some of the models (e.g., the +1 standard deviation model), the modelled decrease is not statistically significant. Results for spring (MAM- Figure 6 ) are more encouraging for the climate models, although notable discrepancies still exist between the modelled and observed trends. Perhaps this partially explains why this is the season which has received the most attention, (e.g., [11, [13] [14] [15] [16] [17] [18] 29, 30] ).
Although the trends were all negative, the magnitude of the observed trend was greater than what most of the models had predicted-this can also be seen from Figure 3b . This has already been noted by others [11, [14] [15] [16] [17] [18] 30] , although the typical implication is that the models performed well but simply "underestimated" the rate of the human-induced global warming to which the decrease is attributed. Derksen and Brown [30] , for example, imply that the discrepancy is "... increasing evidence of an accelerating cryospheric response to global warming" ( [30] , p. 5).
Such an explanation is flawed. If the reason the models underestimated the negative trend in snow cover in spring (and summer) was because the models underestimated the effect of human-induced global warming, then their failure to explain winter and autumn is even more significant. Moreover, as previously noted, most of the decrease in spring snow cover occurred as a step-like behavior in the late-1980s [24] [25] [26] , and the two most recent years (2017 and 2018) had values above the 1967-2016 average.
Like spring, modelled trends in summer (JJA- Figure 7) were negative, commensurate with the observed trends. However, this was where the similarities ended. The observed decrease in summer was greater than for spring, but the modelled decline was much more modest for summer. That is, the discrepancy between the modelled and observed trends was even greater for summer than spring-which was particularly striking (see Figure 3c) . A partial explanation might be that the climate models significantly underestimated the total summer snow cover (see Figure 2c) . However, the models poorly explained the observed summer trends.
Trends for autumn/fall (SON- Figure 8 ) were broadly similar to those for winter, but the contrast between the observed and modelled trends was even greater. Although the observed autumn snow cover decreased in the late-1970s, it had mostly been above the 1967-2016 average since the early-1990s (Figure 8a) . As for the other seasons, all models implied an almost continuous decline in autumn snow cover which was not reproduced in the observations. Brown and Derksen [40] suggest that the Rutgers dataset overestimated the October snow cover extent for Eurasia in recent years, which could partially explain some of the disagreement among the models [16, 40] . However, we note that the Rutgers dataset was likely to be reasonably accurate because the weekly satellite-derived charts from which it was constructed, used operationally, and were manually evaluated by a human team for accuracy [27] .
Comparison of CMIP5 Climate-Modelled March/April Trends to the Updated Brown and Robinson Time-Series (1922-2018)
Observed spring snow-cover trends for the Northern Hemisphere obtained from the updated Brown and Robinson time-series were compared to those of the climate models (Figure 9 ). Since the original time-series covers only the period 1922-2010 [28] , trends for this period were only analyzed for this 88-year period, although all series were plotted to the most recent data point (i.e., 2018).
Results were similar to those of Figure 6 . While all series implied a negative trend, the observations implied a greater decrease in snow cover than the models had predicted. Meanwhile, the pattern of the trends for the models were distinct from the observations. The models implied there should have been a gradual, but almost continuous decrease since the latter half of the 20th century, while the observed trends were more consistent with the step-like decrease in the late-1980s-as has already been noted by others [24] [25] [26] . The observed annual variability was quite substantial.
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Discussion and Conclusions
In this paper, the observed changes in Northern Hemisphere snow cover extent since 1967 were compared to the changes predicted by the CMIP5 climate models. In total, 196 climate model runs (taken from 24 climate models and 15 climate modelling groups) were analyzed. A longer time-series that was also available for Northern Hemisphere spring (March-April), beginning in 1922 [28] , was also compared to the equivalent climate model predictions.
According to the climate models, snow cover should have steadily decreased for all four seasons. However, the observations show that only spring and summer demonstrated a long-term decrease. Indeed, the trends for autumn and winter suggest a long-term increase in snow cover, although these trends were not statistically significant. Moreover, the decrease in spring (and to a lesser extent, summer) was mostly a result of an almost step-like decrease in the late-1980s, which is quite different from the almost continuous gradual decline expected by the climate models.
The CMIP5 climate models expected the decline in snow cover across all seasons because they assume:
(1) Northern Hemisphere snow cover trends are largely determined by their modelled global air temperature trends.
(2) They contend that global temperature trends since the mid-20th century are dominated by a human-caused global warming from increasing atmospheric greenhouse gas concentrations [29] .
The fact that the climate models expect snow cover trends to be dominated by a human-caused global warming is confirmed by the formal "detection and attribution" studies of spring snow-cover trends [15, 17] . However, the inability of the climate models to accurately describe the observed snow cover trends indicates that one or both assumptions are problematic. Several possible explanations exist:
(a) The models may be correct in their predictions of human-caused global warming, yet are missing key atmospheric circulation patterns or effects which could be influencing Northern Hemisphere snow-cover trends [36, 37, 41, 42] . (b) The models might be overestimating the magnitude of human-caused global warming, and thereby overestimating the "human-caused" contribution to snow-cover trends. This would be consistent with several recent studies which concluded that the "climate sensitivity" to greenhouse gases of the climate models is too high [56] [57] [58] . (c) The models might be underestimating the role of natural climatic changes. For instance, the CMIP5 models significantly underestimate the naturally occurring multidecadal trends in Arctic sea ice extent [1] . Others have noted that the climate models are poor at explaining observed precipitation trends [47, 48, 59] , and mid-to-upper atmosphere temperature trends [44] [45] [46] . (d) The models might be misattributing natural climate changes to human-caused factors. Indeed, Soon et al. [32] showed that the CMIP5 models neglected to consider any high-solar variability estimates for their "natural forcings". If they had, much or all of the observed temperature trends could be explained in terms of changes in the solar output.
It is possible that more than one of the above factors is relevant, therefore we would encourage more research into each of these four possibilities. At any rate, for now, we recommend that the climate model projections of future and past snow-cover trends should be treated with considerable caution and skepticism. Changes in the Northern Hemisphere snow cover have important implications for society [6] and local ecosystems [7] . Therefore, it is important that people planning for future changes in snow cover do not rely on unreliable projections.
One short-cut which regional and global climate modellers could use to potentially improve the reliability of their snow cover projections is to apply "bias corrections" to bring the hindcasts more in line with observations. This is a technique which has now become a standard procedure in climate change impact studies, e.g., see Ehret et al. [60] . However, we agree with Ehret et al. [60] that any such bias corrections should be made clear and transparent to the end users.
In the meantime, more than 50 years of satellite data exist (Figure 4a, Figure 5a , Figure 6a , Figure 7a , and Figure 8a ) to estimate the climatic variability in snow cover for each of the seasons, as well as nearly 100 years of data for spring snow cover (Figure 9a) . Consequently, the observed historical variability for each of the seasons is a far more plausible starting point than the current climate model projections for climate change adaptation policies. With this in mind, we have provided the various time series and data used in this paper as Supplementary Materials. 
