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Abstract
We propose robust sparse reduced rank regression for analyzing large and
complex high-dimensional data with heavy-tailed random noise. The proposed
method is based on a convex relaxation of a rank- and sparsity-constrained non-
convex optimization problem, which is then solved using the alternating direc-
tion method of multipliers algorithm. We establish non-asymptotic estimation
error bounds under both Frobenius and nuclear norms in the high-dimensional
setting. This is a major contribution over existing results in reduced rank re-
gression, which mainly focus on rank selection and prediction consistency. Our
theoretical results quantify the tradeoff between heavy-tailedness of the random
noise and statistical bias. For random noise with bounded (1 + δ)th moment
with δ ∈ (0, 1), the rate of convergence is a function of δ, and is slower than
the sub-Gaussian-type deviation bounds; for random noise with bounded second
moment, we obtain a rate of convergence as if sub-Gaussian noise were assumed.
Furthermore, the transition between the two regimes is smooth. We illustrate
the performance of the proposed method via extensive numerical studies and a
data application.
Keywords: Huber loss; convex relaxation; tail robustness; low rank approximation; spar-
sity.
1 Introduction
Low rank matrix approximation methods have enjoyed successes in modeling and extracting
information from large and complex data across various scientific disciplines. However,
large-scale data sets are often accompanied by outliers due to possible measurement error,
or because the population exhibits a leptokurtic distribution. As shown in She and Chen
(2017), one single outlier can have a devastating effect on low rank matrix estimation.
Consequently, non-robust procedures for low rank matrix estimation could lead to inferior
estimates and spurious scientific conclusions. For instance, in the context of financial data,
it is evident that asset prices follow heavy-tailed distributions: if the heavy-tailedness is not
accounted for in statistically modeling, then the recovery of common market behaviors and
asset return forecasting may be jeopardized (Cont, 2001; Mu¨ller et al., 1998).
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In the context of reduced rank regression, She and Chen (2017) addressed this challenge
by explicitly modeling the outliers with a sparse mean shift matrix of parameters. This ap-
proach requires an augmentation of the parameter space, which introduces a new statistical
challenge: it raises possible identifiability issues between the parameters of interest and
the mean shift parameters. For instance, Candes et al. (2011) proposed a form of robust
principal component analysis by introducing an additional sparse matrix to model the out-
liers. To ensure identifiability, an incoherence condition is assumed on the singular vectors
of the original parameter of interest. In other words, the parameter of interest cannot be
sparse. Therefore, it is unclear whether She and Chen (2017) can be generalized to the
high-dimensional setting in which the number of covariates is larger than the number of
observations. Similar ideas have been considered in the context of robust linear regression
(She and Owen, 2011) and robust clustering (Wang et al., 2016; Liu et al., 2012).
In many statistical applications, the outliers themselves are not of interest. Rather than
introducing additional parameters to model the outliers, it is more natural to develop robust
statistical methods that are less sensitive to outliers. There is limited work along these lines
in low rank matrix approximation problems. In fact, She and Chen (2017) pointed out that
in the context of reduced rank regression, directly applying a robust loss function that
down-weights the outliers, such as the Huber loss, may result in nontrivial computational
and theoretical challenges due to the low rank constraint. So a natural question arises:
can we develop a computationally efficient robust sparse low rank matrix approximation
procedure that is less sensitive to outliers and yet has sound statistical guarantees?
In this paper, we propose a novel method for fitting robust sparse reduced rank regression
in the high-dimensional setting. We propose to minimize the Huber loss function subject
to both sparsity and rank constraints. This leads to a non-convex optimization problem,
and is thus computational intractable. To address this challenge, we consider a convex
relaxation, which can be solved via an alternating direction method of multipliers algorithm.
Most of the existing theoretical analysis of reduced rank regression focuses on rank selection
consistency and prediction consistency (Bunea et al., 2011; Mukherjee and Zhu, 2011; Bunea
et al., 2012; Chen et al., 2013). Moreover, the theoretical results for robust reduced rank
regression of She and Chen (2017) are developed under the assumption that the design
matrix is low rank. Non-asymptotic analysis of the estimation error, however, is not well-
studied in the context of reduced rank regression, especially in the high-dimensional setting.
To bridge this gap in the literature, we provide non-asymptotic analysis of the estimation
error under both Frobenius and nuclear norms for robust sparse reduced rank regression.
Our results require a matrix-type restricted eigenvalue condition, and are free of incoherence
conditions that arise from the identifiability issues discussed in Candes et al. (2011).
The robustness of our proposed estimator is evidenced by its finite sample performance
in the presence of heavy-tailed data, i.e., data for which high-order moments are not finite.
When the sampling distribution is heavy-tailed, there is a higher chance that some data are
sampled far away from their mean. We refer to these outlying data as heavy-tailed outliers.
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Theoretically, we establish non-asymptotic results that quantify the tradeoff between heavy-
tailedness of the random noise and statistical bias: for random noise with bounded (1+δ)th
moment, the rate of convergence, depending on δ, is slower than the sub-Gaussian-type
deviation bounds; for random noise with bounded second moment, we recover results as if
sub-Gaussian errors were assumed; and the transition between the two regimes is smooth.
The Huber loss has a robustification parameter that trades bias for robustness. In past
work, the robustification parameter is usually fixed using the 95%-efficiency rule (among
others, Huber, 1964, 1973; Portnoy, 1985; Mammen, 1989; He and Shao, 1996). Therefore,
estimators obtained under Huber loss are typically biased. To achieve asymptotic unbi-
asedness and robustness simultaneously, within the context of robust linear regression, Sun
et al. (2018) showed that the robustification parameter has to adapt to the sample size,
dimensionality, and moments of the random noise. Motivated by Sun et al. (2018), we
will establish theoretical results for the proposed method by allowing the robustification
parameter to diverge.
Heavy-tailed robustness is different from the conventional perspective on robust statistics
under the Huber’s -contamination model, which focuses on developing robust procedures
with a high breakdown point (Huber, 1964). The breakdown point of an estimator is defined
roughly as the proportion of arbitrary outliers an estimator can tolerate before the estima-
tor produces arbitrarily large estimates, or breaks down (Hampel, 1971). Since the seminal
work of Tukey (1975), a number of depth-based procedures have been proposed for this
purpose (among others, Liu, 1990; Zuo and Serfling, 2000; Mizera, 2002; Salibian-Barrera
and Zamar, 2002). Other research directions for robust statistics focus on robust and re-
sistant M -estimators: these include the least median of squares and least trimmed squares
(Rousseeuw, 1984), the S-estimator (Rousseeuw and Yohai, 1984), and the MM-estimator
(Yohai, 1987). We refer to Portnoy and He (2000) for a literature review on classical robust
statistics, and Chen et al. (2018) for recent developments on non-asymptotic analysis under
the -contamination model.
Notation: For any vector u = (u1, . . . ,up)
T ∈ Rp and q ≥ 1, let ‖u‖q =
(∑p
j=1 |uj |q
)1/q
denote the `q norm. Let ‖u‖0 =
∑p
j=1 1(uj 6= 0) denote the number of nonzero entries
of u, and let ‖u‖∞ = max1≤j≤p |uj |. For any two vectors u,v ∈ Rp, let 〈u,v〉 = uTv.
Moreover, for two sequences of real numbers {an}n≥1 and {bn}n≥1, an . bn signifies that
an ≤ Cbn for some constant C > 0 that is independent of n, an & bn if bn . an, and
an  bn signifies that an . bn and bn . an. If A is an m × n matrix, we use ‖A‖q to
denote its order-q operator norm, defined by ‖A‖q = maxu∈Rn ‖Au‖q/‖u‖q. We define
the (p, q)-norm of a m × n matrix A as the usual `q norm of the vector of row-wise `p
norms of A:
∥∥A∥∥
p,q
≡ ∥∥(‖A1·‖p, . . . , ‖Am·‖p)∥∥q, where Aj· is the jth row of A. We use
‖A‖∗ =
∑min{m,n}
k=1 λk to denote the nuclear norm of A, where λk is the kth singular value
of A. Let ‖A‖F =
√∑m
i=1
∑n
j=1A
2
ij be the Frobenius norm of A. Finally, let vec(A) be the
vectorization of the matrix A, obtained by concatenating the columns of A into a vector.
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2 Robust Sparse Reduced Rank Regression
2.1 Formulation
Suppose we observe n independent samples of q-dimensional response variables and p-
dimensional covariates. Let Y ∈ Rn×q be the observed response and let X ∈ Rn×p be
the observed covariates. We consider the matrix regression model
Y = XA∗ + E, (1)
where A∗ ∈ Rp×q is the underlying regression coefficient matrix and E ∈ Rn×q is an error
matrix. Each row of E is an independent mean-zero and potentially heavy-tailed random
noise vector.
Reduced rank regression seeks to characterize the relationships between Y and X in a
parsimonious way by restricting the rank of A∗ (Izenman, 1975). An estimator of A∗ can
be obtained by solving the optimization problem
minimize
A∈Rp×q
tr {(Y −XA)T(Y −XA)} , subject to rank(A) ≤ r, (2)
where r is typically much smaller than min{n, p, q}. Due to the rank constraint on A, (2)
is non-convex: nonetheless, the global solution of (2) has a closed form solution (Izenman,
1975).
It is well-known that squared error loss is sensitive to outliers or heavy-tailed random
error (Huber, 1973). To address this issue, it is natural to substitute the squared error loss
with a loss function that is robust against outliers. We propose to estimate A∗ under the
Huber loss function, formally defined as follows.
Definition 1 (Huber Loss and Robustification Parameter). The Huber loss `τ (·) is defined
as
`τ (z) =
{
1
2z
2, if |z| ≤ τ,
τ |z| − 12τ2, if |z| > τ,
where τ > 0 is referred to as the robustification parameter that trades bias for robustness.
The Huber loss function blends the squared error loss (|z| ≤ τ) and the absolute de-
viation loss (|z| > τ), as determined by the robustification parameter τ . Compared to
the squared error loss, large values of z are down-weighted under the Huber loss, thereby
resulting in robustness. Generally, an estimator obtained from minimizing the Huber loss
is biased. The robustification parameter τ quantifies the tradeoff between bias and robust-
ness: a smaller value of τ introduces more bias but also encourages the estimator to be
more robust to outliers. We will provide guidelines for selecting τ based on the sample size
and the dimensions of A∗ in later sections. Throughout the paper, for M ∈ Rp×q, we write
`τ (M) =
∑p
i=1
∑q
j=1 `τ (Mij) for notational convenience.
In the high-dimensional setting in which n < p or n < q, it is theoretically challenging
to estimate A∗ accurately without imposing additional structural assumptions in addition
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to the low rank assumption. To address this challenge, Chen et al. (2012) and Chen and
Huang (2012) proposed methods for simultaneous dimension reduction and variable selec-
tion. In particular, they decomposed A∗ into the product of its singular vectors, and im-
posed sparsity-inducing penalty on the left and right singular vectors. Thus, their proposed
methods involve solving optimization problems with non-convex objective.
Given that the goal is to estimate A∗ rather than its singular vectors, we propose to
estimate A∗ directly. Under the Huber loss, a robust and sparse estimate of A∗ can be
obtained by solving the optimization problem:
minimize
A∈Rp×q
{
1
n
`τ (Y −XA)
}
, subject to rank(A) ≤ r and card(A) ≤ k, (3)
where card(A) is the number of non-zero elements in A. Optimization problem (3) is non-
convex due to the rank and cardinality constraints on A. We instead propose to estimate
A∗ by solving the following convex relaxation:
minimize
A∈Rp×q
{
1
n
`τ (Y −XA) + λ (‖A‖∗ + γ‖A‖1,1)
}
, (4)
where λ and γ are non-negative tuning parameters, ‖·‖∗ is the nuclear norm that encourages
the solution to be low rank, and ‖ · ‖1,1 is the entry-wise `1-norm that encourages the
solution to be sparse. The nuclear norm and the `1,1 norm constraints are the tightest
convex relaxations of the rank and cardinality constraints, respectively (Recht et al., 2010;
Jojic et al., 2011). In Section 3, we will show that the estimator obtained from solving
the convex relaxation in (4) has a favorable statistical convergence rate under a bounded
moment condition on the random noise.
2.2 Algorithm
We now develop an alternating direction method of multipliers (ADMM) algorithm for
solving (4), which allows us to decouple some of the terms that are difficult to optimize
jointly (Eckstein and Bertsekas, 1992; Boyd et al., 2010). More specifically, (4) is equivalent
to
minimize
A,Z,W∈Rp×q ,D∈Rn×q
{
1
n
`τ (Y −D) + λ (‖W‖∗ + γ‖Z‖1,1)
}
,
subject to
DZ
W
 =
XI
I
A. (5)
For notational convenience, let B = (BD,BZ ,BW )
T, X˜ = (X, I, I)T, and Ω = (D,Z,W)T.
The scaled augmented Lagrangian of (5) takes the form
Lρ(A,D,Z,W,B) = 1
n
`τ (Y −D) + λ (‖W‖∗ + γ‖Z‖1,1) + ρ
2
‖Ω− X˜A + B‖2F,
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Algorithm 1 An ADMM Algorithm for Solving (5).
1. Initialize the parameters:
(a) primal variables A,D,Z, and W to the zero matrix.
(b) dual variables BD,BZ , and BW to the zero matrix.
(c) constants ρ > 0 and  > 0.
2. Iterate until the stopping criterion ‖At −At−1‖2F/‖At−1‖2F ≤  is met, where At is the value
of A obtained at the tth iteration:
(a) Update A,Z,W,D:
i. A = (X˜TX˜)−1X˜T(Ω + B).
ii. Z = S(A − BZ , λγ/ρ). Here S denote the soft-thresholding operator, applied
element-wise to a matrix: S(Aij , b) = sign(Aij) max(|Aij | − b, 0).
iii. W =
∑
j max (ωj − λ/ρ, 0) ajbTj , where
∑
j ωjajb
T
j is the singular value decompo-
sition of A−BW .
iv. C = XA−BD. Set
Dij =
(Yij + nρCij)/(1 + nρ), if |nρ(Yij − Cij)/(1 + nρ)| ≤ τ,Yij − S(Yij − Cij , τ/(nρ)), otherwise.
(b) Update BD,BZ ,BW :
i. BD = BD + D−XA; ii. BZ = BZ + Z−A; iii. BW = BW + W −A.
where A,D,Z,W are the primal variables, and B is the dual variable. Algorithm 1 summa-
rizes the ADMM algorithm for solving (5). A detailed derivation is deferred to Appendix A.
Note that the term (X˜TX˜)−1 can be calculated before Step 2 in Algorithm 1. Therefore,
the computational bottleneck in each iteration of Algorithm 1 is the singular value decom-
position of a p× q matrix with computational complexity O(p2q + q3).
3 Statistical Theory
We study the theoretical properties of Â obtained from solving (4). Let Vp,q = {U ∈
Rp×q : UTU = Iq} be the Stiefel manifold of p× q orthonormal matrices. Throughout the
theoretical analysis, we assume that A∗ can be decomposed as
A∗ = U∗Λ∗(V∗)T =
r∑
k=1
λ∗ku
∗
k(v
∗
k)
T, (6)
where U∗ ∈ Vp,r, V∗ ∈ Vq,r, maxk ‖u∗k‖0 ≤ su, and maxk ‖v∗k‖0 ≤ sv with su, sv  n,
r  n, and rsusv  n. Consequently, A∗ is sparse and low rank. Let S = supp(A∗) be the
support set of A∗ with cardinality |S| = s, i.e., S contains indices for the non-zero elements
in A∗. Note that s ≤ rsusv.
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For simplicity, we consider the case of fixed design matrix X and assume that the
covariates are standardized such that maxi,j |Xij | = 1. To characterize the heavy-tailed
random noise, we impose a bounded moment condition on the random noise.
Condition 1 (Bounded Moment Condition). For δ > 0, each entry of the random error
matrix E in (1) has bounded (1 + δ)th moment
vδ ≡ max
i,j
E
(|Eij |1+δ) <∞.
Condition 1 is a relaxation of the commonly used sub-Gaussian assumption to accommodate
heavy-tailed random noise. For instance, the t-distribution with degrees of freedom larger
than one can be accommodated by the bounded moment condition. This condition has also
been used in the context of high-dimensional Huber linear regression (Sun et al., 2018).
Let Hτ (A) be the Hessian matrix of the Huber loss function `τ (Y −XA) /n in (5). In
addition to the random noise, the Hessian matrix is a function of the parameter A, and
Hτ (A) may equal zero for some A, because the Huber loss is linear at the tails. To avoid
singularity of Hτ (A), we will study the Hessian matrix in a local neighborhood of A
∗. To
this end, we define and impose conditions on the localized restricted eigenvalues of Hτ (A).
Definition 2 (Localized Restricted Eigenvalues). The minimum and maximum localized
restricted eigenvalues for Hτ (A) are defined as
κ−(Hτ (A), ξ, η) = inf
U,A
{
vec(U)THτ (A)vec(U)
‖U‖2F
: (A,U) ∈ C(m, ξ, η)
}
,
κ+(Hτ (A), ξ, η) = sup
U,A
{
vec(U)THτ (A)vec(U)
‖U‖2F
: (A,U) ∈ C(m, ξ, η)
}
,
where
C(m, ξ, η)={(A,U) ∈ Rp×q×Rp×q : U 6= 0,S ⊆ J, |J | ≤ m, ‖USc‖1,1 ≤ ξ‖US‖1,1, ‖A−A∗‖1,1 ≤ η}
is a local `1,1-cone.
Condition 2. There exist constants 0 < κlower ≤ κupper < ∞ such that the localized
restricted eigenvalues of Hτ are lower-and upper-bounded by
κlower/2 ≤ κ−(Hτ (A), ξ, η) ≤ κ+(Hτ (A), ξ, η) ≤ κupper.
A similar type of localized condition was proposed in Fan et al. (2018) for general
loss functions and in Sun et al. (2018) for the analysis of robust linear regression in high
dimensions. In what follows, we justify Condition 2 by showing that it is implied by the
restricted eigenvalue condition on the empirical Gram matrix S = XTX/n. To this end, we
define the restricted eigenvalues of a matrix and then place a condition on the restricted
eigenvalues of S.
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Definition 3 (Restricted Eigenvalues of a Matrix). Given ξ > 1, the minimum and maximum
restricted eigenvalues of S are defined as
ρ−(S, ξ,m) = inf
U
{
tr(UTSU)
‖U‖21,2
: U ∈ Rp×q,U 6= 0,S ⊆ J, |J | ≤ m, ‖UJc‖1,1 ≤ ξ‖UJ‖1,1
}
,
ρ+(S, ξ,m) = sup
U
{
tr(UTSU)
‖U‖21,2
: U ∈ Rp×q,U 6= 0,S ⊆ J, |J | ≤ m, ‖UJc‖1,1 ≤ ξ‖UJ‖1,1
}
,
respectively.
Condition 3. There exist constants 0 < κlower ≤ κupper < ∞ such that the restricted
eigenvalues of S are lower- and upper-bounded by
κlower ≤ ρ−(S, ξ,m) ≤ ρ+(S, ξ,m) ≤ κupper.
Condition 3 is a variant of the restricted eigenvalue condition that is commonly used in
high-dimensional non-asymptotic analysis. It can be shown that Condition 3 holds with
high probability if each row of X is a sub-Gaussian random vector.
Under Condition 3, we now show that the localized restricted eigenvalues for the Hessian
matrix are bounded with high probability under conditions on the robustification parameter
τ and the sample size n. That is, we prove that the localized restricted eigenvalues condition
in Condition 2 holds with high probability under Condition 3. The result is summarized in
the following lemma.
Lemma 1. Consider A ∈ C(m, ξ, η) where C(m, ξ, η) is the local `1,1-cone as defined in
Definition 2. Let τ ≥ min(8η, C · (mνδ)1/(1+δ)) and let n > C ′ ·m2 log(pq) for sufficiently
large constants C,C ′ > 0. Under Conditions 1 and 3, there exists constants κlower and
κupper such that the localized restricted eigenvalues of Hτ (A) satisfy
0 < κlower/2 ≤ κ−(Hτ (A), ξ, η) ≤ κ+(Hτ (A), ξ, η) ≤ κupper <∞
with probability at least 1− (pq)−1.
Lemma 1 shows that Condition 2 holds with high probability, as long as Condition 3 on the
empirical Gram matrix S holds. Note that the constants κlower and κupper also appear in
Condition 3.
We now present our main results on the estimation error of Â under the Frobenius norm
and nuclear norm in the following theorem. For simplicity, we will present our main results
conditioned on the event that Conditions 1–2 hold.
Theorem 1. Let Â be a solution to (4) with truncation and tuning parameters
τ &
(
nvδ
log(pq)
)1/min{(1+δ),2}
, λ & v1/min(1+δ,2)δ
(
log(pq)
n
)min{δ/(1+δ),1/2}
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and γ > 2.5. Suppose that Conditions 1–2 hold with ξ = (2γ + 5)/(2γ − 5), κlower > 0 and
η & κ−1lowerλs. Assume that n > Cs2 log(pq) for some sufficiently large universal constant
C > 0. Then, with probability at least 1− (pq)−1, we have∥∥Â−A∗∥∥
F
. κ−1lowerv
1/min{1+δ,2}
δ
√
rsusv
{
log(pq)
n
}min{δ/(1+δ),1/2}
,
∥∥Â−A∗∥∥∗ . κ−1lowerv1/min{1+δ,2}δ rsusv { log(pq)n
}min{δ/(1+δ),1/2}
.
Theorem 1 establishes the non-asymptotic convergence rates of our proposed estimator
under both Frobenius and nuclear norms in the high-dimensional setting. To the best of
our knowledge, we are the first to establish such results on the estimation error for robust
sparse reduced rank regression. By contrast, most of the existing work on reduced rank
regression focuses on rank selection consistency and prediction consistency (Bunea et al.,
2011, 2012). Moreover, the prediction consistency results in She and Chen (2017) are
established under the assumption that the rank of the design matrix X is smaller than the
number of observations n. When the random noise has second or higher moments, i.e.,
δ ≥ 1, our proposed estimator achieves a parametric rate of convergence as if sub-Gaussian
random noise were assumed. It achieves a slower rate of convergence only when the random
noise is extremely heavy-tailed, i.e., 0 < δ < 1.
Intuitively, one might expect the optimal rate of convergence under the Frobenius norm
to have the form ∥∥Â−A∗∥∥
F
.
√
r(su+sv)
{
log(pq)
n
}min{δ/(1+δ),1/2}
,
since there are a total of roughly r(su + sv) nonzero parameters to be estimated in A
∗ as
defined in (6). Using the convex relaxation (4), we gain computational tractability while
losing a scaling factor of
√
susv/(su+sv).
By defining the effective dimension as deff = rsusv and the effective sample size as
neff =
{
n/ log
(
pq)
}min{2δ/(1+δ),1}
, the upper bounds in Theorem 1 can be rewritten as
∥∥Â−A∗∥∥
F
.
√
deff
neff
,
∥∥Â−A∗∥∥∗ . deff√neff .
The effective dimension depends only on the sparsity and rank, while the effective sample
size depends only on the sample size divided by the log of the number of free parameters,
as if there were no structural constraints. Our results exhibit an interesting phenomenon:
the rate of convergence is affected by the heavy-tailedness only through the effective sample
size; the effective dimension stays the same regardless of δ. This parallels results for Huber
linear regression in Sun et al. (2018).
4 Numerical Studies
We perform extensive numerical studies to evaluate the performance of our proposal for
robust sparse reduced rank regression. Five approaches are compared in our numerical
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studies: our proposal with Huber loss, hubersrrr; our proposal with squared error loss
(with τ → ∞), srrr; robust reduced rank regression with an additional mean parameter
that models the outliers (She and Chen, 2017), r4; penalized reduced rank regression via an
adaptive nuclear norm (Chen et al., 2013), rrr; and the penalized reduced rank regression
via a ridge penalty (Mukherjee and Zhu, 2011), rrridge. The proposals rrridge, rrr,
and r4 do not assume sparsity on the regression coefficients. Moreover, r4 can only be
implemented in the low-dimensional setting in which n ≥ p, or under the assumption that
the design matrix X is low rank. Among the five proposals, only hubersrrr and r4 are
robust against outliers.
For all of our numerical studies, we generate each row of X from a multivariate normal
distribution with mean zero and covariance matrix Σ, where Σij = 0.5
|i−j| for 1 ≤ i, j ≤
p. Then, all elements of X are divided by the maximum absolute value of X such that
maxi,j |Xij | = 1. The response matrix Y is then generated according to Y = XA∗ +
E. We consider two different types of outliers: (i) heavy-tailed random noise E, and (ii)
contamination of some percentage of the elements of Y. We simulate data with sparse and
non-sparse low rank matrix A∗. The details for the different scenarios will be specified in
Section 4.1.
Our proposal hubersrrr involves three tuning parameters. We select the tuning pa-
rameters using five-fold cross-validation: we vary λ across a fine grid of values, consider
four values of γ = {2.5, 3, 3.5, 4} as suggested by Theorem 1, and considered a range of the
robustification parameter τ = c{n/ log(pq)}1/2, where c = {0.4, 0.45, . . . , 1.45, 1.5}. The
tuning parameters for srrr are selected in a similar fashion with τ → ∞. For scenarios
with non-sparse regression coefficients, we simply set γ = 0 for hubersrrr and srrr for
fair comparison against other approaches that do not assume sparsity. For r3, we select
the tuning parameter using five different information criteria implemented in the R package
rrpack (Chen et al., 2013), and report the best result. For rrridge, we specify the correct
rank for A∗ and simply consider a fine grid of tuning parameters for the ridge penalty and
report the best result. The two tuning parameters for r4 control the sparsity of the mean
shift parameter for modeling outliers, and the rank of A∗. We implement r4 by specifying
the correct rank of A∗, and choose the sparsity tuning parameter according to five-fold
cross-validation. In other words, we give a major advantage to rrridge and r4, in that we
provide the rank of A∗ as an input.
To evaluate the performance across different methods, we calculate the difference be-
tween the estimated regression coefficients Â and the true coefficients A∗ under the Frobe-
nius norm. In addition, for scenarios with in which A∗ is sparse, we calculate the true
and false positive rates (TPR and FPR), defined as the proportion of correctly estimated
nonzeros in the true parameter, and the proportion of zeros that are incorrectly estimated
to be nonzero in the true parameter, respectively.
Since some existing approaches are not applicable in the high-dimensional setting, we
perform numerical studies under the low-dimensional setting in which n ≥ p in Section 4.1.
10
We then illustrate the performance of our proposed methods, hubersrrr and srrr, in the
high-dimensional setting in Section 4.2.
4.1 Low-Dimensional Setting with n ≥ p
In this section, we perform numerical studies with n = 200, p = 50, and q = 10. We first
consider two cases in which A∗ has low rank but is not sparse:
1. Rank one matrix: A∗ = u1vT1 , where each element of u1 ∈ Rp and v1 ∈ Rq is
generated from a uniform distribution on the interval [−1, 0.5] ∪ [0.5, 1].
2. Rank two matrix: A∗ = u1vT1 +u2vT2 , where each element of u1,u2 ∈ Rp and v1,v2 ∈
Rq is generated from a uniform distribution on the interval [−1, 0.5] ∪ [0.5, 1].
We then generate random noise E ∈ Rn×q from three different distributions: (i) the normal
distribution N(0, 4), (ii) the t-distribution with degrees of freedom 1.5, and (iii) the log-
normal distribution logN(0, 1.22). Moreover, we consider a contamination scenario in which
we generate each element of E from theN(0, 4) distribution, and then randomly contaminate
5% and 10% of the elements in Y by replacing them with random values generated from a
uniform distribution on the interval [10, 20]. The estimation error for each method under
the Frobenius norm, averaged over 100 data sets, is reported in Table 1.
From Table 1, we see that rrr and rrridge outperform all other methods when A∗ is
rank one under Gaussian noise. This is not surprising, since rrr and rrridge are tailored for
reduced rank regression without outliers. We see that hubersrrr has similar performance
to srrr, suggesting that there is no loss of efficiency for hubersrrr even when there are
no outliers. When the random noise is generated from the t-distribution, r4 has the best
performance, followed by hubersrrr. The estimation errors for methods that do not model
the outliers are substantially higher. For log-normal random noise, hubersrrr outperforms
r4. Under the data contamination model, r4 and hubersrrr perform similarly, and both
outperform all of the other methods. These results corroborate the observation in She and
Chen (2017) that the estimation of low rank matrices is extremely sensitive to outliers.
As we increase the contamination percentage of the observed outcomes, we see that the
performance of the non-robust methods deteriorates. Similar results are observed for the
case when A∗ has rank two.
Next, we consider two cases in which A∗ is both sparse and low rank:
1. Sparse rank one matrix: A∗ = u1vT1 with u1 = (1T4 ,0Tp−4)T and v1 = (1T4 ,0Tq−4)T;
2. Sparse rank two matrix: A∗ = u1vT1 + u2vT2 with u1 = (1T4 ,0Tp−4)T, v1 = (1T4 ,0Tq−4)T,
u2 = (0
T
2 ,1
T
4 ,0
T
p−6)T, and v2 = (0T2 ,1T4 ,0Tq−6)T.
The heavy-tailed random noise and data contamination scenarios are as described earlier.
The results, averaged over 100 data sets, are reported in Table 2.
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Table 1: The mean (and standard error) of the difference between the estimated regression
coefficients and the true regression coefficients under the Frobenius norm, averaged over
100 data sets, in the setting where A∗ is not sparse, with n = 200, p = 50, and q = 10.
Three distributions of random noise are considered: normal, t, and log-normal. We also
considered contaminating 5% or 10% of the elements of Y.
Rank of A∗ Random Noise Data Contamination
Methods Normal t Log-normal 0% 5% 10%
rrr 5.80 (0.07) 17.71 (2.84) 10.71 (0.19) 5.80 (0.07) 10.35 (0.13) 12.33 (0.11)
rrridge 5.42 (0.06) 13.79 (0.52) 9.22 (0.17) 5.42 (0.06) 9.07 (0.10) 10.93 (0.11)
1 srrr 7.19 (0.08) 26.75 (5.32) 10.41 (0.13) 7.19 (0.08) 10.49 (0.09) 11.76 (0.10)
r4 7.32 (0.10) 4.65 (0.07) 8.88 (0.16) 7.32 (0.10) 7.93 (0.11) 8.54 (0.12)
hubersrrr 7.21 (0.08) 6.96 (0.13) 6.70 (0.08) 7.21 (0.08) 7.92 (0.09) 8.40 (0.09)
rrr 6.09 (0.09) 31.20 (5.64) 12.08 (0.32) 6.09 (0.09) 12.29 (0.19) 16.81 (0.25)
rrridge 9.16 (0.09) 22.75 (1.16) 15.16 (0.20) 9.16 (0.09) 15.24 (0.12) 18.22 (0.13)
2 srrr 8.69 (0.11) 41.76 (11.42) 14.20 (0.24) 8.69 (0.11) 14.94 (0.16) 18.26 (0.18)
r4 11.63 (0.13) 8.51 (0.41) 12.56 (0.17) 11.63 (0.13) 12.62 (0.14) 13.69 (0.15)
hubersrrr 8.70 (0.11) 8.25 (0.24) 7.82 (0.11) 8.70 (0.11) 9.81 (0.13) 10.99 (0.15)
Table 2: Results for the case where A∗ is sparse, with n = 200, p = 50, and q = 10. Other
details are as in Table 1.
rank of A∗ Random Noise Data Contamination
Methods Normal t-dist Log-normal 0% 5% 10%
rrr 4.65 (0.04) 6.95 (0.88) 4.98 (0.01) 4.65 (0.04) 5.00 (0.01) 5.00 (0.01)
rrridge 2.73 (0.03) 7.78 (0.55) 4.17 (0.08) 2.73 (0.03) 4.02 (0.04) 4.64 (0.05)
1 srrr 2.57 (0.04) 5.02 (0.08) 4.48 (0.06) 2.54 (0.04) 4.54 (0.04) 4.94 (0.04)
r4 7.29 (0.10) 4.79 (0.09) 10.44 (0.16) 7.29 (0.10) 7.98 (0.12) 8.94 (0.12)
hubersrrr 2.57 (0.04) 2.82 (0.13) 2.37 (0.05) 2.54 (0.04) 2.93 (0.05) 3.28 (0.06)
rrr 5.25 (0.04) 10.05 (0.82) 8.18 (0.03) 5.25 (0.04) 8.22 (0.01) 8.24 (0.01)
rrridge 4.36 (0.03) 9.35 (0.54) 6.00 (0.05) 4.36 (0.03) 6.11 (0.04) 6.82 (0.04)
2 srrr 3.26 (0.04) 7.81 (0.11) 5.78 (0.11) 3.26 (0.04) 5.83 (0.06) 6.96 (0.07)
r4 11.55 (0.12) 7.75 (0.12) 12.91 (0.15) 11.55 (0.12) 12.50 (0.13) 13.65 (0.15)
hubersrrr 3.27 (0.04) 3.44 (0.11) 3.07 (0.05) 3.27 (0.04) 3.70 (0.04) 4.09 (0.06)
When A∗ is sparse, hubersrrr and srrr outperform all of the methods that do not
assume sparsity. In particular, we see that r4 has the worst performance when the random
noise is normal or log-normal, or when the data are contaminated. The method rrr has an
MSE of 5.00 when the data are contaminated, due to the fact that the information criteria
always select models with the regression coefficients estimated to be zero. In short, our
proposal hubersrrr has the best performance across all scenarios and is robust against
different types of outliers.
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Table 3: Results for the case when A∗ is sparse and low rank in the high-dimensional setting
with n = 150, p = 200, and q = 10. Three distributions of random noise are considered:
normal, t, and log-normal. We report the mean (and standard error) of the true and false
positive rates, and the difference between Â and A∗ under Frobenius norm, averaged over
100 data sets.
Rank of A∗ Noise srrr hubersrrr
TPR FPR Frobenius TPR FPR Frobenius
Normal 0.95 (0.01) 0.12 (0.01) 3.74 (0.05) 0.95 (0.01) 0.13 (0.01) 3.75 (0.05)
1 t-dist 0.01 (0.01) 0.01 (0.01) 6.23 (1.23) 0.96 (0.02) 0.14 (0.01) 4.28 (0.47)
Log-normal 0.08 (0.02) 0.01 (0.01) 5.00 (0.02) 0.98 (0.01) 0.15 (0.01) 3.53 (0.06)
Normal 0.96 (0.01) 0.15 (0.01) 4.65 (0.05) 0.96 (0.01) 0.16 (0.01) 4.65 (0.05)
2 t-dist 0.06 (0.02) 0.01 (0.01) 9.38 (1.21) 0.97 (0.01) 0.17 (0.01) 5.11 (0.48)
Log-normal 0.39 (0.03) 0.03 (0.01) 7.50 (0.09) 0.98 (0.01) 0.18 (0.01) 4.41 (0.07)
4.2 High-Dimensional Setting with p > n
In this section, we assess the performance of our proposed method in the high-dimensional
setting, when the matrix A∗ is sparse. To this end, we perform numerical studies with
q = 10, p = 200, and n = 150. Note that r4 is not applicable when p > n. Moreover, rrr
and rrridge do not assume sparsity and therefore their results are omitted. We consider
low rank and sparse matrices A∗ described in Section 4.1. Similarly, two types of outliers
are considered: heavy-tailed random noise, and data contamination. The TPR, FPR, and
estimation error under Frobenius norm for both types of scenarios, averaged over 100 data
sets, are summarized in Tables 3–4, respectively.
We see that for Gaussian random noise, hubersrrr is comparable to srrr, indicating
that there is little loss of efficiency when there are no outliers. However, in scenarios in which
the random noise is heavy-tailed, hubersrrr has high TPR, low FPR, and low Frobenius
norm compared to srrr. In fact, we see that when the random noise is heavy-tailed, the
TPR and FPR of srrr are approximately zero. We see similar performance for the case
when the data are contaminated in Table 4. These results suggest that hubersrrr should
be preferred in all scenarios since it allows accurate estimation of A∗ when the random noise
are heavy-tailed, or under data contamination. Moreover, there is little loss of efficiency
compared to srrr when there are no outliers.
5 Data Application
We apply the proposed robust sparse reduced rank regression to the Arabidopsis thaliana
data set, which consists of gene expression measurements for n = 118 samples (Rodr´ıgues-
Concepcio´n and Boronat, 2002; Wille et al., 2004; Ma et al., 2007; Tan et al., 2015; She
and Chen, 2017). It is known that isoprenoids play many important roles in biochemical
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Table 4: Results for the case when A∗ is sparse and low rank, and n = 150, p = 200, and
q = 10, with 5% and 10% of the data being contaminated. Other details are as in Table 3.
Rank of A∗ Contamination % srrr hubersrrr
TPR FPR Frobenius TPR FPR Frobenius
0% 0.95 (0.01) 0.12 (0.01) 3.74 (0.05) 0.95 (0.01) 0.13 (0.01) 3.75 (0.05)
1 5% 0.14 (0.02) 0.02 (0.01) 5.08 (0.03) 0.82 (0.03) 0.12 (0.01) 4.24 (0.06)
10% 0.04 (0.01) 0.01 (0.01) 5.13 (0.04) 0.74 (0.03) 0.11 (0.01) 4.52 (0.06)
0% 0.96 (0.01) 0.15 (0.01) 4.65 (0.05) 0.96 (0.01) 0.16 (0.01) 4.65 (0.05)
2 5% 0.49 (0.02) 0.06 (0.01) 7.43 (0.07) 0.94 (0.01) 0.15 (0.01) 5.22 (0.07)
10% 0.21 (0.02) 0.03 (0.01) 8.13 (0.04) 0.90 (0.01) 0.15 (0.01) 5.63 (0.08)
functions such as respiration, photosynthesis, and regulation of growth in plants. Here, we
explore the connection between two isoprenoid biosynthesis pathways and some downstream
pathways.
Similar to She and Chen (2017), we treat the p = 39 genes from two isoprenoid biosyn-
thesis pathways as the predictors, and treat the q = 795 genes from 56 downstream pathways
as the response. Thus, X ∈ R118×39 and Y ∈ R118×795, and we are interested in fitting the
model Y = XA+E. We scale each element of X such that maxi,j |Xij | = 1, and standardize
each column of Y to have mean zero and standard deviation one. To assess whether there
are outliers in Y, we perform Grubbs’ test on each column of Y (Grubbs, 1950). Grubbs’
test, also known as the maximum normalized residual test, is used to detect outliers from a
normal distribution. After a Bonferroni correction, we find that 260 genes contain outliers.
In Figure 1, we plot histograms for three genes that contain outliers.
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Figure 1: Histograms for three genes from the abscisic acid, jasmonic acid, and phytosterol
pathways that are heavy-tailed. These genes are AT1G30100, AT1G72520, and AT4G34650,
respectively.
In Section 4.2, we illustrated with numerical studies that if the response variables are
heavy-tailed, sparse reduced rank regression with squared error loss will lead to incorrect
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estimates. We now illustrate the difference between solving (4) with Huber loss and squared
error loss. We set γ = 3, and pick λ such that there are 1000 non-zeros in the estimated
coefficient matrix. For the robust method, we set the robustification parameter to equal
τ = 3 for simplicity. In principle, this quantity can be chosen using cross-validation.
Let Âhubersrrr and Âsrrr be the estimated regression coefficients for the robust and
non-robust methods, respectively. To measure the difference between the two approaches
in terms of regression coefficients and prediction, we compute the quantities ‖Âhubersrrrst−
Âsrrr‖F/‖Âhubersrrr‖F ≈ 37% and ‖XÂhubersrrr −XÂsrrr‖F/‖XÂhubersrrr‖F ≈ 35%.
Figure 2 displays scatterplots of the right singular vectors of XÂsrrr against the right
singular vectors of XÂhubersrrr. We see that while the first singular vectors are similar
between the two methods, the second and third singular vectors are very different. These
results suggest that the regression coefficients and model predictions can be quite different
between robust and non-robust methods when there are outliers, and that care needs to be
taken during model fitting.
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Figure 2: Scatterplots of the leading right singular vectors of XÂhubersrrr and XÂsrrr.
6 Discussion
We propose robust sparse reduced rank regression for analyzing large, complex, and possibly
contaminated data. Our proposal is based on a convex relaxation, and is thus computation-
ally tractable. We show that our proposal is statistically consistent under both Frobenius
and nuclear norms in the high-dimensional setting in which p > n. By contrast, most of
the existing literature in reduced rank regression focus on prediction and rank selection
consistency.
In this paper, we focus on tail robustness, i.e., the performance of an estimator in the
presence of heavy-tailed noise. We show that the proposed robust estimator can achieve
exponential-type deviation errors only under bounded low-order moments. Tail robustness is
different from the classical definition of robustness, which is characterized by the breakdown
point (Hampel, 1971), i.e., the proportion of outliers that a procedure can tolerate before it
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produces arbitrarily large estimates. However, the breakdown point does not shed light on
the convergence properties of an estimator, such as consistency and efficiency. Intuitively,
the breakdown point characterizes a form of the worst-case robustness, while tail robustness
corresponds to the average-case robustness. So a natural question arises:
What is the connection between the average-case robustness and the worst-case
robustness?
We leave this for future work.
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A Derivation of Algorithm 1
We derive the ADMM algorithm for solving (5). Recall that B = (BD,BZ ,BW )
T, X˜ =
(X, I, I)T, and Ω = (D,Z,W)T. The scaled augmented Lagrangian for (5) takes the form
Lρ(A,D,W,Z,B) = 1
n
`τ (Y −D) + λγ‖Z‖1,1 + λ‖W‖∗ + ρ
2
∥∥∥Ω + B− X˜A∥∥∥2
F
. (7)
The ADMM algorithm requires the following updates:
1. At+1 ← argmin
A
Lρ(A,Dt,Wt,Zt,Bt).
2. Dt+1 ← argmin
D
Lρ(At+1,D,Wt,Zt,Bt).
3. Wt+1 ← argmin
W
Lρ(At+1,Dt+1,W,Zt,Bt).
4. Zt+1 ← argmin
Z
Lρ(At+1,Dt+1,Wt+1,Z,Bt).
5. Bt+1 ← Bt + ρ(X(At+1)−Ωt+1).
Update for A: To obtain an update for A, we solve the following optimization problem
minimize
A
∥∥∥Ω + B− X˜A∥∥∥2
F
.
Thus, we obtain Â = (X˜TX˜)−1X˜T(Ω + B).
Update for Z: To obtain an update for Z, we need to solve the following optimization
problem
minimize
Z
1
2
‖Z− (A−BZ)‖2F +
λγ
ρ
‖Z‖1,1.
Thus, we have Ẑ = S(A − BZ , λγ/ρ), where S denote the soft-thresholding operator, ap-
plied element-wise to a matrix, i.e., S(Aij , b) = sign(Aij) max(|Aij | − b, 0).
Update for W: To obtain an update for W, it amounts to solving
minimize
W
1
2
‖W − (A−BW )‖2F +
λ
ρ
‖W‖∗.
Let A − BW =
∑min{p,q}
j=1 ωjajb
T
j be the singular value decomposition of A − BW . Then,
we obtain Ŵ =
∑min{p,q}
j=1 max (ωj − λ/ρ, 0) ajbTj .
Update for D: We solve the following problem to obtain an update for D:
minimize
D
1
n
`τ (Y −D) + ρ
2
‖D− (XA−BD)‖2F .
For notational convenience, let C = XA −BD. We can solve the above problem element-
wise:
minimize
Dij
1
n
`τ (Yij −Dij) + ρ
2
(Dij − Cij)2.
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Recall the Huber loss function from Definition 1 that there are two cases.
First, we assume that |Yij −Dij | ≤ τ . Then, the above optimization problem reduces to
minimize
Dij
1
2n
(Yij −Dij)2 + ρ
2
(Dij − Cij)2.
Thus, we have D̂ij = (Yij + nρCij)/(1 + nρ). Substituting this into the constraint |Yij −
Dij | ≤ τ , we have |[nρ(Yij − Cij)]/(1 + nρ)| ≤ τ . Thus, D̂ij = (Yij + nρCij)/(1 + nρ) if
|[nρ(Yij − Cij)]/(1 + nρ)| ≤ τ .
Next, we assume that |Yij−Dij | > τ . To obtain an estimate of Dij in this case, we solve
minimize
Dij
τ
n
|Yij −Dij |+ ρ
2
(Dij − Cij)2.
Let Hij = Yij −Dij . By a change of variable, we consider solving
minimize
Hij
1
2
(Yij − Cij −Hij)2 + τ
nρ
|Hij |,
which yields the solution Ĥij = S(Yij − Cij , τ/(nρ)). Thus, we have D̂ij = Yij − S(Yij −
Cij , τ/(nρ)).
B Proof of Lemma 1
Proof. The proposed Huber loss function can be written as
Lτ (A) = 1
n
n∑
i=1
q∑
k=1
`τ (Yik −XTi·A.k).
Let
Tiτ = diag{1(|Yi1 −XTi·A·1| ≤ τ), . . . , 1(|Yiq −XTi·A·q| ≤ τ)}.
It can be shown that the Hessian takes the form
Hτ (A) =
1
n
n∑
i=1
Tiτ ⊗Xi·XTi·,
where ⊗ is the kronecker product between two matrices. For notational convenience, let
T˜iτ = diag{1(|Yi1 −XTi·A·1| > τ), . . . , 1(|Yiq −XTi·A·q| > τ)}.
Let u˜ = vec(U). For any (U,A) ∈ C(m, ξ, η), we have
u˜THτ (A)u˜ = u˜
T
(
1
n
n∑
i=1
Tiτ ⊗Xi·XTi·
)
u˜
= u˜T
(
1
n
n∑
i=1
Iq ⊗Xi·XTi·
)
u˜− u˜T
(
1
n
n∑
i=1
T˜iτ ⊗Xi·XTi·
)
u˜
= ‖S˜1/2u˜‖22 − u˜T
(
1
n
n∑
i=1
T˜iτ ⊗Xi·XTi·
)
u˜,
(8)
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where S˜ = n−1
∑n
i=1 Iq ⊗Xi·XTi·. We now obtain an upper bound for each element in T˜iτ .
For 1 ≤ j ≤ q,
1(|Yij −XTi·A·j | > τ) = 1(|Yij −XTi·A∗·j + XTi·A∗·j −XTi·A·j | > τ)
≤ 1(|Eij | > τ/2) + 1(|XTi·(A∗·j −A·j)| > τ/2). (9)
Moreover, we have
1(|XTi·(A∗·j −A·j)| > τ/2) = 1
(
2
τ
|XTi·(A∗·j −A·j)| > 1
)
≤ 2
τ
|XTi·(A∗·j −A·j)| (10)
≤ 2η
τ
max
1≤i≤n
‖Xi·‖∞ (11)
≤ 2η
τ
. (12)
where the second inequality holds by Holder’s inequality and the condition that ‖A∗·j −
A·j‖1 ≤ η. Let uj be the jth column of U. Since, T˜iτ is a diagonal matrix, we obtain
u˜T
(
1
n
n∑
i=1
T˜iτ ⊗Xi·XTi·
)
u˜
=
q∑
j=1
uTj
(
1
n
n∑
i=1
Xi·XTi· · 1(|Yij −XTi·A·j | > τ)
)
uj
≤
q∑
j=1
uTj
(
1
n
n∑
i=1
Xi·XTi· · 1(|Eij | > τ/2)
)
uj
+
q∑
j=1
uTj
(
1
n
n∑
i=1
Xi·XTi· · 1(|XTi·(A∗·j −A·j)| > τ/2)
)
uj
≤ 2η
τ
‖S˜1/2u˜‖22 + max
1≤i≤n
q∑
j=1
(XTi·uj)
2 · max
1≤j≤q
(
1
n
n∑
i=1
1(|Eij | > τ/2)
)
,
(13)
where the first inequality holds by (9) and the last inequality holds by (10).
By Lemma 7, for any 1 ≤ j ≤ q and t > 0, we have
1
n
n∑
i=1
1(|Eij | > τ/2) ≤ (2/τ)1+δνδ +
√
t/n
with probability at least 1− exp(−2t). Moreover, for any 1 ≤ i ≤ n, we have
q∑
j=1
|XTi·uj | ≤ ‖XTi·‖∞‖u˜‖1 ≤ (1 + ξ)‖u˜S‖1 ≤ (1 + ξ)
√
m‖u˜S‖2.
Thus, combining the above with (8) and (13), we have
u˜THτ (A)u˜ ≥ ‖S˜1/2u˜‖22 −
2η
τ
‖S˜1/2u˜‖22 − (1 + ξ)2m
[
(2/τ)1+δνδ +
√
t/n
]
.
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Consequently, picking τ ≥ min(8η, C(mνδ)1/(1+δ)), t = log(pq)/2, and n > C ′(m2 log(pq))
for sufficiently large C and C ′, we have
u˜THτ (A)u˜ ≥ 3
4
κlower −m(1 + ξ)2
[
(2/τ)1+δνδ +
√
t/n
]
≥ 1
2
κlower,
with probability at least 1− (pq)−1.
The upper bound u˜THτ (A)u˜ ≤ κupper can be obtained similarly.
C Proof of Theorem 1
Recall from (4) that the optimization problem takes the form
minimize
A
{
Lτ (A) + λ (‖A‖∗ + γ‖A‖1,1)
}
, (14)
where we use the notation Lτ (A) = n−1
∑n
i=1
∑q
k=1 `τ (Yik−XTi·A.k) for convenience through-
out the proof. We start with stating some facts and notation.
Let A ∈ Rp×q be a rank r matrix with singular value decomposition UΛVT, where
U ∈ Rp×r, V ∈ Rq×r, and Λ ∈ Rr×r. The sub-differential of the nuclear norm is then given
by (see, for instance, Recht et al., 2010)
∂‖A‖∗ =
{
UVT + W : W ∈ Rp×q,UTW = 0,WV = 0, ‖W‖2 ≤ 1
}
. (15)
Let F(r) = {A ∈ Rp×q : rank(A) ≤ r} be the algebraic variety of matrices with rank at
most r. Then, the tangent space at A with respect to F(r) is given by
T (A) =
{
UWT1 + W2V
T : W1 ∈ Rq×r,W2 ∈ Rp×r
}
,
where T (A) can be interpreted as a subspace in Rp×q (Chandrasekaran et al., 2012). We
now state a connection between the sub-differential of the nuclear norm and its tangent
space. Let PT (A) denote the projection operator onto T (A). Then, it can be shown that
the following relationship holds
N˜ ∈ ∂‖A‖∗ if and only if PT (A)(N˜) = UVT, ‖PT (A)⊥N˜‖2 ≤ 1.
In addition, we define several quantities that will be used in the proof. For any convex
loss function Lτ (·), the Bregman divergence between Â and A∗ is
DL(Â,A∗) = Lτ (Â)− Lτ (A∗)− 〈∇Lτ (A∗), Â−A∗〉 ≥ 0.
We define the symmetric Bregman divergence as
DsL(Â,A
∗) = DL(Â,A∗) +DL(A∗, Â) = 〈∇Lτ (Â)−∇Lτ (A∗), Â−A∗〉 ≥ 0 (16)
The proof involves obtaining an upper bound and a lower bound for the symmetric Bregman
divergence. To this end, we state some technical lemmas that will be used in the proof.
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Lemma 2. Assume that the covariates are standardized such that maxi,j |Xij | = 1 and
that Eik is such that vδ = E(|Eik|1+δ) < ∞. Pick τ ≥ C1{nvδ/ log(pq)}min{1/2,1/(1+δ)}, we
have
‖∇Lτ (A∗)‖∞,∞ ≤ C2v1/min(1+δ,2)δ
(
log(pq)
n
)min{1/2,δ/(1+δ)}
,
with probability at least 1− (pq)−1, where C1 and C2 are universal constants.
Lemma 3 (`1,1-Cone Property). Assume that ‖∇Lτ (A∗)‖∞,∞ ≤ λ/2. Let Â be a solution
to (4). We have Â falls in the following `1,1-cone∥∥(Â−A∗)Sc∥∥1,1 ≤ 2γ + 52γ − 5∥∥(Â−A∗)S∥∥1,1.
Let U be the linear space spanned by the columns of U, and V the linear space spanned
by the columns of V. We denote by U⊥ and V⊥ the orthogonal complements of U and V,
respectively.
Lemma 4 (Nuclear Cone Property). Assume that ‖∇Lτ (A∗)‖∞,∞ ≤ λ/2 and γ ≥ 1/2. We
have ∥∥PU⊥(Â−A∗)PV⊥∥∥∗ ≤ ∥∥PU (Â−A∗)PV∥∥∗ + (γ + 0.5)∥∥(Â−A∗)S∥∥1,1.
Lemma 5 (Restricted Strong Convexity). Under the same conditions as in Lemma 1, for
matrices (A,U) ∈ C(m, ξ, η), we have
DsL(A,A∗) ≥
κlower
2
‖A−A∗‖2F,
with probability at least 1− (pq)−1.
To prove Theorem 1, we obtain upper and lower bounds for the symmetric Bregman
divergence, respectively.
Proof. Upper bound under Frobenius norm: By the first order optimality condition
of (4), there exists N˜ ∈ ∂‖Â‖∗ and Γ˜ ∈ ∂‖Â‖1,1 such that
∇Lτ (Â) + λ(N˜ + γΓ˜) = 0. (17)
Substituting (17) into (16), we have
DsL(Â,A
∗) = 〈−λN˜− λγΓ˜−∇Lτ (A∗), Â−A∗〉
= 〈∇Lτ (A∗),A∗ − Â〉︸ ︷︷ ︸
I1
+λ〈N˜,A∗ − Â〉︸ ︷︷ ︸
I2
+λγ〈Γ˜,A∗ − Â〉︸ ︷︷ ︸
I3
. (18)
Upper bound on I1: By the Holder’s inequality, we have
I1 ≤ ‖∇Lτ (A∗)‖∞,∞‖Â−A∗‖1,1
≤ λ
2
‖Â−A∗‖1,1
=
λ
2
(
‖(Â−A∗)S‖1,1 + ‖(Â−A∗)Sc‖1,1
)
≤ 2λγ
2γ − 5‖(Â−A
∗)S‖1,1,
(19)
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where the last inequality holds by Lemma 3.
Upper bound on I2: By the Holder’s inequality, we have
I2 ≤ λ‖N˜‖∞,∞‖Â−A∗‖1,1
≤ λ‖N˜‖2‖Â−A∗‖1,1
≤ 2λ‖Â−A∗‖1,1
≤ 8λγ
2γ − 5‖(Â−A
∗)S‖1,1,
(20)
where the second inequality holds by the fact that ‖N˜‖2 ≤ 2, and the last inequality holds
by Lemma 3.
Upper bound on I3: Similarly, by Holder’s inequality and using the fact that ‖Γ˜‖∞,∞ ≤
1, we obtain
I3 ≤ λγ‖Γ˜‖∞,∞‖Â−A∗‖1,1 ≤ λγ‖Â−A∗‖1,1 ≤ 4λγ
2
2γ − 5‖(Â−A
∗)S‖1,1, (21)
where the last inequality holds by Lemma 3.
Thus, substituting (19), (20), and (21) into (18), we obtain
DsL(Â,A
∗) ≤ 4γ
2 + 10γ
2γ − 5 λ‖(Â−A
∗)S‖1,1 ≤ 4γ
2 + 10γ
2γ − 5 λ
√
s‖(Â−A∗)S‖F, (22)
where s ≤ rsusv is the sparsity parameter of A∗, that is s = |supp(A∗)|.
Next, we employ Lemma 5 to obtain a lower bound for the symmetric Bregman diver-
gence. Lemma 5 requires the matrix A ∈ C(m, ξ, η). To this end, we construct the matrix
Âη = A
∗+ ζ(Â−A∗) such that ‖Âη− Â∗‖1,1 ≤ η for some η > 0. If ‖Â−A∗‖ < η, we set
ζ = 1, so Âη = Â. Otherwise, we pick ζ ∈ (0, 1) such that ‖Âη−A∗‖1,1 = η. By Lemma 3,
it can be shown that Âη falls in an `1-cone, and thus, Âη ∈ C(m, ξ, η) with
‖(Âη −A∗)Sc‖1,1 ≤ 2γ + 5
2γ − 5‖(Âη −A
∗)S‖1,1 and ‖Âη −A∗‖1,1 ≤ η. (23)
Therefore, by Lemma 5, we have
DsL(Âη,A
∗) ≥ κlower
2
‖Âη −A∗‖2F. (24)
By Lemma A.1 of Sun et al. (2018),
DsL(Âη,A
∗) ≤ ζDsL(Â,A∗). (25)
Combining (24) and (25) yields
‖Âη −A∗‖2F ≤ ζκ−1lower
8γ2 + 20γ
2γ − 5 λ
√
s‖Â−A∗‖F.
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Since Â−A∗ = ζ−1(Âη −A∗), this yields
‖Âη −A∗‖F ≤ κ−1lower
8γ2 + 20γ
2γ − 5 λ
√
s.
Finally, by (23), we have
‖Âη −A∗‖1,1 ≤ 4γ
√
s
2γ − 5‖(Âη −A
∗)S‖F ≤ κ−1lower
4γ
2γ − 5
8γ2 + 20γ
2γ − 5 λs < η,
where the last inequality holds by the assumption that n > Cs2 log(pq) for some sufficiently
large constant C > 0. By the construction of Âη, since ‖Âη−A∗‖1,1 < η, we have Âη = Â,
implying
‖Â−A∗‖F ≤ κ−1lower
8γ2 + 20γ
2γ − 5 λ
√
s.
Upper bound under nuclear norm: Next, we establish an upper bound for Â−A∗
under the nuclear norm. Recall that s = |supp(A∗)|. We have shown previously that Â is
in the local cone. Applying Lemma 4, we can bound ‖PU⊥
(
Â−A∗)PV⊥‖∗ as∥∥PU⊥(Â−A∗)PV ⊥∥∥∗ ≤ ∥∥PU (Â−A∗)PV∥∥∗ + (γ + 0.5)∥∥(Â−A∗)S∥∥1,1
≤ √r∥∥PU (Â−A∗)PV∥∥F + (γ + 0.5)√s∥∥Â−A∗∥∥F
. κ−1lower
4γ2 + 10γ
2γ − 5 λ
√
s
{√
r ∨ (γ + 0.5)√s}.
Thus, we have∥∥Â−A∗∥∥∗ ≤ ∥∥PT∗(Â−A∗)∥∥∗ + ∥∥PT⊥∗ (Â−A∗)∥∥∗
. κ−1lower
4γ2 + 10γ
2γ − 5 λ
√
s
{
2
√
r ∨ (γ + 0.5)√s}
≤ Cγκ−1lowerλ
√
s(
√
r ∨√s)
. κ−1lowerλ
√
s(
√
r ∨√s),
where Cγ = (2γ − 5)−1(4γ2 + 10γ)
{
2 ∨ (γ + 0.5)} is a constant depending only on γ.
D Proof of Lemmas in Appendix C
D.1 Proof of Lemma 2
Proof. To obtain an upper bound for ‖∇Lτ (A∗)‖∞,∞, we first obtain an upper bound for
a single element of the gradient and then use a union bound argument to obtain an upper
bound for the max norm. Recall from (14) that Lτ (A∗) = `τ (Y − XA∗)/n and note
that Eik = Yik −XTi·A∗·k, where Xi· and A∗·k are the ith row of X and kth column of A∗,
respectively. Taking the gradient of Lτ (A∗) with respect to A∗jk, we obtain
{∇Lτ (A∗)}jk = − 1
n
n∑
i=1
Xij {Eik1(|Eik| ≤ τ) + τ1(Eik > τ)− τ1(Eik < −τ)} . (26)
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It remains to obtain an upper bound for (26). To this end, we define the quantity
ψ(u) = u1(|u| ≤ 1) + 1(u > 1)− 1(u < −1).
We will consider two cases: (i) 0 < δ ≤ 1 and (ii) δ > 1. When 0 < δ ≤ 1, it can be
verified that ψ(u) has the following lower and upper bounds for all u ∈ R
− log
(
1− u+ |u|1+δ
)
≤ ψ(u) ≤ log
(
1 + u+ |u|1+δ
)
. (27)
Using the notation ψ(u), the gradient can be rewritten as
{∇Lτ (A∗)}jk = − τ
n
n∑
i=1
Xijψ(Eik/τ).
Next, we obtain an upper bound for Xijψ(Eik/τ). By (27), we have
Xijψ(Eik/τ) ≤ 1(Xij ≥ 0)Xij log
(
1 + Eik/τ + |Eik/τ |1+δ
)
− 1(Xij < 0)Xij log
(
1− Eik/τ + |Eik/τ |1+δ
)
.
Since only one of the two terms on the upper bound is nonzero, we have
exp{Xijψ(Eik/τ)}
≤
(
1 + Eik/τ + |Eik/τ |1+δ
)1(Xij≥0)Xij
+
(
1− Eik/τ + |Eik/τ |1+δ
)−1(Xij<0)Xij
≤ 1 +
(
Eik/τ + |Eik/τ |1+δ
)
Xij ,
where the last inequality follows from the inequality (1 + u)v ≤ 1 + uv for u ≥ −1 and
0 < v ≤ 1. Using the above inequality, we obtain
E
[
exp
{
n∑
i=1
Xijψ(Eik/τ)
}]
=
n∏
i=1
E [exp {Xijψ(Eik/τ)}]
≤
n∏
i=1
E
[{
1 + (Eik/τ)Xij + |Eik/τ |1+δXij
}]
≤
n∏
i=1
E
[{
1 + |Eik/τ |1+δ
}]
=
n∏
i=1
{
1 + vδ/τ
1+δ
}
≤ exp
(
nvδ/τ
1+δ
)
,
(28)
where the second inequality holds using the fact that E[Eik] = 0 and that maxi,j |Xij | = 1,
and the last inequality holds by the fact that 1 + u ≤ exp(u).
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Recall that {∇Lτ (A∗)}jk = −τn−1
∑n
i=1Xijψ(Eik/τ). By the Markov’s inequality
and (28), for any z > 0, we have
P (−{∇Lτ (A∗)}jk ≥ vδτz) = P
(
n∑
i=1
Xijψ(Eik/τ) ≥ nvδz
)
≤ E {exp (
∑n
i=1Xijψ(Eik/τ))}
exp(nvδz)
≤ exp
{
−nvδ(z − τ−(1+δ))
}
≤ exp {−nvδz/2} ,
where the last inequality holds by picking τ ≥ (2/z)1/(1+δ). Similarly, it can be shown that
P ({∇Lτ (A∗)}jk ≥ vδτz) ≤ exp {−nvδz/2}. Then, by the union bound, we have
P (‖∇Lτ (A∗)‖∞,∞ ≥ vδτz) ≤
p∑
j=1
q∑
k=1
P (|{∇Lτ (A∗)}jk| ≥ vδτz)
≤ 2pq exp(−nvδz/2).
(29)
Picking z = (6/vδ) log(pq)/n and τ ≥ {(nvδ)/(3 log(pq))}1/(1+δ) , we obtain
P (‖∇Lτ (A∗)‖∞,∞ ≥ vδτz) ≤ 1
pq
,
implying
‖∇Lτ (A∗)‖∞,∞ ≤ 6δ/(1+δ)(2vδ)1/(1+δ)
(
log(pq)
n
)δ/(1+δ)
with probability at least 1− (pq)−1.
For δ > 1, instead of the inequality in (27), we use
− log (1− u+ |u|2) ≤ ψ(u) ≤ log (1 + u+ |u|2) .
Following a similar argument, we arrive at
‖∇Lτ (A∗)‖∞,∞ ≤ 121/2v1/2δ
(
log(pq)
n
)1/2
with probability at least 1− (pq)−1. We obtain the desired results by combining both cases
when 0 < δ ≤ 1 and δ > 1.
D.2 Proof of Lemma 3
Proof. Recall that S is the support of A∗. Under the condition that ‖∇Lτ (A∗)‖∞,∞ ≤ λ/2,
we will show that ∥∥(Â−A∗)Sc∥∥1,1 ≤ 2γ + 52γ − 5∥∥(Â−A∗)S∥∥1,1.
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By the first order optimality condition of (4), there exists N˜ ∈ ∂‖Â‖∗ and Γ˜ ∈ ∂‖Â‖1,1
such that
〈∇Lτ (Â) + λ(N˜ + γΓ˜), Â−A∗〉 = 0. (30)
From (16), we have DsL(Â,A
∗) = 〈∇Lτ (Â)−∇Lτ (A∗), Â−A∗〉 ≥ 0, implying
〈∇Lτ (Â), Â−A∗〉 ≥ 〈∇Lτ (A∗), Â−A∗〉. (31)
Substituting (31) into (30), we obtain
〈∇Lτ (A∗) + λ(N˜ + γΓ˜), Â−A∗〉 ≤ 0,
or equivalently,
〈∇Lτ (A∗), Â−A∗〉︸ ︷︷ ︸
I1
+λ〈N˜, Â−A∗〉︸ ︷︷ ︸
I2
+λγ〈Γ˜, Â−A∗〉︸ ︷︷ ︸
I3
≤ 0, (32)
It remains to obtain lower bounds for I1, I2, and I3.
Lower bound for I1: By the Holder’s inequality and the condition that ‖∇Lτ (A∗)‖∞,∞ ≤
λ/2, we can lower bound I1 by
I1 ≥ −‖∇Lτ (A∗)‖∞,∞‖Â−A∗‖1,1 ≥ −(λ/2)‖Â−A∗‖1,1. (33)
Lower bound for I2: Similarly, by the Holder’s inequality, we have
I2 ≥ −λ‖N˜‖∞,∞‖Â−A∗‖1,1 ≥ −λ‖N˜‖2‖Â−A∗‖1,1 ≥ −2λ‖Â−A∗‖1,1, (34)
were the second inequality holds using the fact that ‖N˜‖∞,∞ ≤ ‖N˜‖2 and the last inequality
holds by ‖N˜‖2 ≤ 2.
Lower bound for I3: By the definition of the subgradient of an `1 norm, we have 〈Γ˜, Â〉 =
‖Â‖1,1 and that ‖Γ˜‖∞,∞ ≤ 1. Thus, we have
I3 = λγ〈Γ˜S , (Â−A∗)S〉+ λγ〈Γ˜Sc , (Â−A∗)Sc〉
≥ −λγ‖(Â−A∗)S‖1,1 + λγ〈Γ˜Sc , (Â−A∗)Sc〉
≥ −λγ‖(Â−A∗)S‖1,1 + λγ‖(Â−A∗)Sc‖1,1,
(35)
where the second inequality follows from Holder’s inequality and the last inequality follows
from the fact that 〈Γ˜Sc , ÂSc〉 = ‖ÂSc‖1,1 and that A∗Sc = 0.
Substituting (33), (34), and (35) into (32), we obtain
−(λ/2)‖Â−A∗‖1,1 − 2λ‖Â−A∗‖1,1 − λγ‖(Â−A∗)S‖1,1 + λγ‖(Â−A∗)Sc‖1,1 ≤ 0.
After rearranging the terms, we have
‖(Â−A∗)Sc‖1,1 ≤ 2γ + 5
2γ − 5‖(Â−A
∗)S‖1,1.
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D.3 Proof of Lemma 4
Proof. From (30)–(33) in the proof of Lemma 3, there exists N˜ ∈ ∂‖Â‖∗ and Γ˜ ∈ ∂‖Â‖1,1
such that
〈∇Lτ (A∗), Â−A∗〉+ λ〈N˜, Â−A∗〉+ λγ〈Γ˜, Â−A∗〉 ≤ 0.
Moreover, by monotonicity of subdifferentials of convex functions, 〈−λ(N˜−N), Â−A∗〉 ≤ 0,
where N ∈ ∂‖A∗‖∗. Combining the above inequalities, we have
λ〈N, Â−A∗〉︸ ︷︷ ︸
II1
+λγ〈Γ˜, Â−A∗〉︸ ︷︷ ︸
II2
+ 〈∇L(A∗), Â−A∗〉︸ ︷︷ ︸
II3
≤ 0. (36)
Lower bound for II1: Recall the sub-differential of the nuclear norm in (15). From (15),
the subdifferential N can be written as
N = UVT + PU⊥WPV⊥ , where ‖W‖2 ≤ 1.
We choose W such that 〈PU⊥WPV⊥ , Â−A∗〉 = ‖PU⊥ÂPV⊥‖∗, and this implies that
II1 = λ
〈
UVT + PU⊥WPV⊥ , Â−A∗
〉
= λ
〈
UVT,PU (Â−A∗)PV
〉
+ λ
〈PU⊥WPV⊥ , Â〉
≥ λ∥∥PU⊥ÂPV⊥∥∥∗ − λ∥∥PU (Â−A∗)PV∥∥∗.
Lower bound for II2: using a similar argument to the proof of Lemma 3, we have
II2 ≥ −λγ‖(Â−A∗)S‖1,1 + λγ‖(Â−A∗)Sc‖1,1.
Lower bound for II3: using a similar argument to the proof of Lemma 3, we obtain that
II3 ≥ −
∥∥∇Lτ (A∗)∥∥∞,∞∥∥Â−A∗∥∥1,1 ≥ −λ2∥∥Â−A∗∥∥1,1.
Therefore, combining the lower bounds for II1, II2 and II3 into (36), we obtain
λ
∥∥PU⊥(Â−A∗)PV⊥∥∥∗ − λ∥∥PU (Â−A∗)PV∥∥∗ − λγ∥∥(Â−A∗)S∥∥1,1
+ λγ
∥∥(Â−A∗)Sc∥∥− (λ/2)‖Â−A∗‖1,1 ≤ 0.
By the assumption that γ ≥ 1/2, the above equation simplifies to∥∥PU⊥(Â−A∗)PV⊥∥∥∗ ≤ ∥∥PU (Â−A∗)PV∥∥∗ + (γ + 0.5)∥∥(Â−A∗)S∥∥1,1.
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D.4 Proof of Lemma 5
Proof. Recall that
DsL(A,A
∗) = 〈∇Lτ (A)−∇Lτ (A∗),A−A∗〉.
Let ∆ = A−A∗. By the mean value theorem, we have
DsL(A,A
∗) = vec(∆)THτ (A˜)vec(∆),
where A˜ lies between A∗ and A∗ + ∆. By Holder’s inequality, we have
DsL(A,A
∗) ≥ λmin
(
Hτ (A˜)
)
‖A−A∗‖2F.
It remains to show that λmin(Hτ (A˜)) is lower bounded by a constant.
Let t ∈ [0, 1]. Then, we can rewrite A˜ as a convex combination of A∗ and A∗ + ∆, i.e.,
A˜ = tA + (1− t)A∗. Thus, by the triangle inequality, we have
‖A˜−A∗‖1,1 ≤ ‖tA + (1− t)A∗ −A∗‖1,1 ≤ t‖A−A∗‖1,1 ≤ tη.
Therefore, A˜ ∈ C(m, ξ, η). By Lemma 1, we have λmin(Hτ (A˜)) ≥ κlower/2 with probability
1− (pq)−1. Thus,
DsL(A,A
∗) ≥ κlower
2
‖A−A∗‖2F.
E Technical Lemmas
Lemma 6 (Hoeffding’s Inequality). Let Z1, . . . , Zn be independent random variables such
that E(Zi) = µ and a ≤ Zi ≤ b. Then, for any z > 0,
P
(
1
n
n∑
i=1
Zi ≥ z + µ
)
≤ exp(−2nz2/(b− a)2).
Lemma 7. Let X1, . . . , Xn be independent random variables with
E(Xi) = 0 and vδ = max
i
E(|Xi|1+δ) <∞ for δ > 0.
For any t ≥ 0 and τ > 0, we have
P
(
1
n
n∑
i=1
1(|Xi| > τ/2) ≥ (2/τ)1+δvδ +
√
t/n
)
≤ exp(−2t).
Proof. We first obtain an upper bound for E(n−1
∑n
i=1 1(|Xi| > τ/2)). By the Markov’s
inequality, we have
E
(
1
n
n∑
i=1
1(|Xi| > τ/2)
)
=
1
n
n∑
i=1
P(|Xi| > τ/2) = 1
n
n∑
i=1
P
(
|Xi|1+δ > (τ/2)1+δ
)
≤ (2/τ)1+δvδ.
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Let Zi = 1(|Xi| > τ/2), µ = E(Zi), and z =
√
t/n. Note that 0 ≤ Zi ≤ 1. By Lemma 6,
we have
P
(
1
n
n∑
i=1
1(|Xi| > τ/2) ≥ (2/τ)1+δvδ +
√
t/n
)
≤ exp(−2t),
as desired.
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