We consider the semi-supervised ordinal regression problem, where unlabeled data are given in addition to ordinal labeled data. There are many evaluation metrics in ordinal regression such as the mean absolute error, mean squared error, and mean classification error. Existing work does not take the evaluation metric into account, has a restriction on the model choice, and has no theoretical guarantee.
Introduction
The goal of ordinal regression is to learn a classifier to predict a label from a discrete and ordered label set [Chu and Ghahramani, 2005; Chu and Keerthi, 2005; Gutierrez et al., 2016; Pedregosa et al., 2017] . For example, consider the problem where we want to predict the diabetes stage of the patient. The progress of diabetes consists of five stages ranging from mild to severe conditions [Weir and Bonner-Weir, 2004] . The stage number is discrete and the possible stages are total ordered. Ordinal regression has been employed in a variety of fields such as medical research Grouven, 1997, 1998 ], credit rating [Dikkers and Rothkrantz, 2005; Kim and Ahn, 2012] , and social sciences [Fullerton and Xu, 2012] . In the real-world, the labeling process can be costly and time-consuming. Hence, it is desirable to make use of unlabeled data to improve the performance of the prediction. Although semi-supervised ordinal regression has great benefits on practical applications, there is only a little work on this problem. To the best of our knowledge, we are only aware of the work by Liu et al. [2011] , Seah et al. [2012] , and Srijith et al. [2013] .
The main challenge of semi-supervised learning is how to incorporate unlabeled data to improve the classification performance [Chapelle et al., 2006] . To make use of unlabeled data, many assumptions for unlabeled data have been proposed. One example is a manifold assumption [Belkin et al., 2006] , where the input data assumed to be distributed in a lower dimensional manifold. Liu et al. [2011] proposed a semi-supervised ordinal regression method that relies on such an assumption. Another assumption is a cluster assumption [Seeger, 2000] , where examples that are close to each other in term of the input space should have the same label. Seah et al. [2012] proposed a transductive semi-supervised ordinal regression method based on the cluster assumption. However, their method cannot be applied to the inductive setting. Another semi-supervised ordinal regression method is based on Gaussian processes [Srijith et al., 2013] , which relies on the low density separation assumption [Chapelle et al., 2006] . Nonetheless, Gaussian processes have high computation costs and also restrictions in the choice of model. Note that all existing semi-supervised ordinal regression methods mentioned above do not have theoretical guarantee, do not take the target evaluation metric into account, have a limited choice of model, and rely on a specific assumption in semi-supervised learning. It is known that the performance of semi-supervised learning method degrades if assumptions on unlabeled data are violated [Li and Zhou, 2015; Sakai et al., 2017] .
Our goal is to construct a method that allows flexible choices of models, evaluation metrics, optimization algorithms, and does not require a restrictive assumption on unlabeled data. Built on the recent development of the theoretical analysis on ordinal regression [Pedregosa et al., 2017] and semi-supervised binary classification based on positive-unlabeled classification [Sakai et al., 2017] , we propose an ERM-based method that achieves this ambitious goal. Also, we show that our method is theoretically guaranteed by establishing an estimation error bound of our proposed unbiased risk estimator. Finally, we demonstrate the usefulness of our method by conducting experiments for mean absolute error minimization using synthetic and real-world datasets.
Our contributions can be summarized as follows:
• We propose an empirical risk minimization framework to handle semi-supervised ordinal regression.
• We establish an estimation error bound of our method (Section 4). We use this result to guide the choice of hyperparameters of our risk estimator effectively. Our estimation error bound achieves the optimal parametric convergence rate without additional assumptions [Mendelson, 2008] .
• We provide a practical implementation of the proposed framework. Also, we demonstrate the practical usefulness of our method with experiments using benchmark datasets (Section 6).
Preliminaries
In this section, we formulate the standard supervised ordinal regression problem.
Supervised Ordinal Regression
We formulate the standard supervised ordinal regression problem. Let X ⊂ R d be a d-dimensional example space and Y = {1, . . . , K} be an ordered label space, where K is the number of classes. We assume that labeled data (x, y) ∈ X × Y is drawn from the joint probability distribution with density p(x, y). In ordinal regression, a function g : X → Y, which is called a prediction function, is used to predict a label from input x as follows:
where
and f : X → R. Note that f is a function that is parameterized by some parameters that can be independent from θ. We regard f and θ as parameters of g. The goal of ordinal regression is to obtain a prediction function that minimizes the task risk defined as Task loss L(g(x), y) Task loss L(g(x), y)
Task surrogate loss ψ(α, y)
where E (X,Y )∼p [·] denotes the expectation over the joint distribution with density p and L : R × Y → R + is called a task loss function. The task loss function L(z, y) measures the performance of a prediction function from the distance between the output of the prediction function z ∈ Y and the true class label y ∈ Y. Table 1 shows the task losses that are often used in ordinal regression [Pedregosa et al., 2017] . They are the absolute loss, zero-one loss and squared loss. Note that the absolute error is the most often used [Pedregosa et al., 2017] . For this reason, we focus on the absolute loss in this paper, although all the discussions in this paper can be easily extended to other task losses. With the absolute loss, the task risk (2) can be expressed as
The following proposition holds for the absolute loss [Pedregosa et al., 2017] .
Proposition 1. The absolute loss can be equivalently expressed as
Surrogate Loss for Ordinal Regression
Here, we discuss one of the task surrogate losses of the absolute loss called all thresholds (AT) [Pedregosa et al., 2017] . Table 2 shows the notations used throughout this paper. The AT loss can be obtained by substituting the 0-1 loss 1 [·] in Eq. (5) with a binary surrogate loss . The main motivation to use a surrogate loss instead of the 0-1 loss is to make optimization easier. The direct optimization of 0-1 loss is NP-hard problem owing to the the discrete nature of the 0-1 loss [Ben-David et al., 2003; Feldman et al., 2012] . The binary surrogate loss should be an optimization-friendly function and also satisfy the minimum requirement for the AT loss to be Fisher consistency described in Pedregosa et al. [2017] . For example, the well-known squared loss and logistic loss are valid to apply for the AT loss in ordinal regression. Specifically, the task surrogate loss based on Eq. (4) can be expressed as
Note that, in general, the task surrogate risk is directly obtained as follows:
The notation of Eq. (6) can be confusing since g is not observed in the RHS. However, g contains f and θ as parameters, and α can be derived from f and θ. Thus, we adopt this notion to use in this paper. We would like to emphasize that the AT loss is known to have good empirical performance compared with the other surrogate losses in most cases [Rennie, 2005] . Therefore, we focus on the AT loss as a task surrogate loss in this paper. However, all the discussions can be easily extended to other losses. In supervised ordinal regression, we are given labeled data drawn independently following density p(x, y). Then, the absolute risk (3) can be minimized by the ERM framework. Note that regularization schemes can also be applied.
In the real-world, collecting labeled training data can be costly. Thus, it is preferable to incorporate unlabeled data to train a classifier [Chapelle et al., 2006] . We can see that the direct empirical estimate of the risk term in (3) cannot utilize unlabeled data. Our goal in this paper is to mitigate this problem by extending the ERM framework to semi-supervised ordinal regression.
Proposed Method
In this section, we introduce our new formulation for semi-supervised ordinal regression. We first derive a risk estimator based on our proposed ERM framework. Then, we theoretically investigate the behavior of our proposed risk estimator.
Problem Setting
Suppose that we are given the following data:
where n y denotes the number of labeled data in class y. In addition to the labeled data, we are also given unlabeled data drawn following fthe marginal density p(x) as follows:
where n U denotes the number of unlabeled data and
denotes the class-prior probability of the class y such that K y=1 π y = 1. In this paper, we call Eq. (7) the independence assumption. This assumption is more general than the following case, which we call the joint assumption [Sakai et al., 2017] :
where n L denotes the number of labeled data, i.e., n L = K y=1 n y . Intuitively, the independence assumption suggests that labeled data from each class can be inquired independently. Therefore, we can control the number of labeled data from each class. On the other hand, the joint assumption suggests to draw data from one joint distribution and thus we cannot inquire data from the specific classes but to draw both an example and its label simultaneously.
Unbiased Risk Estimator for Semi-Supervised Ordinal Regression
As discussed in Section 2.2, it is not clear how to incorporate unlabeled data into the task surrogate risk (6). To handle this problem, we propose to find an equivalent expression of the task surrogate risk (6) so that we can obtain an unbiased risk estimator that uses both unlabeled data and labeled data.
Our following lemma states that we can rewrite the task surrogate risk term to contain the expectations over K − 1 classes of labeled data and the expectation over the marginal distribution, which unlabeled data are drawn from.
Lemma 2. For any k ∈ {1, . . . , K}, the task surrogate risk Eq. (6) can be equivalently expressed as
where E U [·] denotes the expectation over unlabeled data, Y \k Y\{k}, and "LU" stands for "LabelUnlabeled".
Proof. We can rewrite the task surrogate risk as follows:
By expanding the marginal distribution as
we can express
in terms of the expectation of unlabeled data and the classconditional expectations of all classes except class k as follows:
By replacing the last term of the RHS of Eq. (11) with the RHS of Eq. (13), we conclude the proof.
With the risk term obtained from Lemma 2, we can derive the following unbiased risk estimator for semi-supervised ordinal regression:
We can interpret the risk estimator in Eq. (14) as follows. The first term on the RHS of Eq. (14) indicates that labeled data that are not from class k should be predicted correctly. The second term indicates that unlabeled data should be predicted as k. The purpose of the third term is to cancel the bias from the second term by subtracting the risk of all labeled data that are not from class k but predicted as as class k. Lemma 2 was inspired by the technique used in weakly-supervised learning [du Plessis et al., 2015] .
Although we can obtain a risk estimator that can utilize unlabeled data, we still cannot make full use of all given data since our risk estimator in Eq. (14) ignores labeled data from class k. To mitigate this problem, inspired by the work on semi-supervised learning for binary classification [Sakai et al., 2017] , we propose to combine the risk of supervised ordinal regression to our risk estimator in Eq. (14) by convex combination as follows.
Theorem 3. For any k ∈ Y, the task surrogate risk Eq. (6) can be equivalently expressed with
It is worth noting that our risk in Eq. (15) is equivalent to the ordinary surrogate risk in Eq. (6). Therefore, the theory of the Fisher-consistency of surrogate losses and excess risk bounds in the ordinary ordinal regression [Pedregosa et al., 2017] are directly applicable to our framework, which will be discussed in the next section.
Since the removed class k can be determined arbitrarily as shown in Lemma 2, we investigate the strategies to select the class k, which will be discussed in Section 5.1.
Theoretical Analysis
In this section, we establish the estimation error bound to elucidate that our risk estimatorR \k ψ,LU (g) gives a consistent estimation of the task surrogate risk (6). First, we remark the following proposition.
Proposition 4. R \k ψ,SEMI-γ (g) is Fisher-consistent to R(g) if we adopt the all-threshold, cumulative link, least absolute deviation, immediate threshold, or least squares as the task surrogate loss ψ.
we adopt the all-threshold, cumulative link, least absolute deviation, immediate threshold, or least squares as the task surrogate loss ψ [Pedregosa et al., 2017] . By combining all of the results mentioned above, Proposition 4's result follows.
With Proposition 4, we can clarify that a following estimation error bound is applicable for many surrogate losses. Next, let G ⊂ R X be a function class of a specified model. Then, let us consider a distributiondependent model complexity measure that we will use to prove the estimation error bound called expected Rademacher complexity defined as follows.
Definition 5. Let n be a positive integer, Z 1 , . . . , Z n be i.i.d. random variables drawn from a probability distribution with density p, G = {g : Z → R} be a class of measurable functions, and σ = (σ 1 , . . . , σ n ) be random variables taking +1 and −1 with equal probabilities. Then expected Rademacher complexity of G is defined as
Intuitively, Radamacher complexity quantifies how much our model G can correlate to the random noise. Thus, the higher the Rademacher complexity implies the higher flexibility the model. This complexity term is an important tool to derive our estimation error bound (more details about the measures of the complexity of the hypothesis class can be found in Bartlett and Mendelson [2002] ; Mohri et al. [2018] ; Shalev-Shwartz and Ben-David [2014] ).
In this section, we assume for any probability density p, our model class G satisfies
for some constant C G > 0. This assumption is reasonable since many model classes such as the linear-in-
(C w and C φ are positive constants) satisfies this assumption [Bao et al., 2018; Mohri et al., 2018; Niu et al., 2016] . Subsequently, let g * argmin g∈G R \k ψ,LU (g)(= R ψ (g)) be the true risk minimizer, and g \k argmin g∈GR \k ψ,LU (g)( =R ψ (g)) be the empirical risk minimizer. The next theorem states the estimation error bound (its proof is given in Appendix).
Theorem 6. Assume the task surrogate loss function ψ is ρ-Lipschitz with respect to the first argument (0 < ρ < ∞), and there exists a constant C ψ > 0 such that ψ(y, α) ≤ C ψ for any y ∈ R, α ∈ R K−1 . For any k ∈ Y and δ > 0, with probability at least 1 − δ,
Theorem 6 shows that our proposed risk estimator is consistent, i.e., R ψ (ĝ \k ) → R ψ (g * ) as n y → ∞ (y = 1, . . . , K) and n U → ∞. The convergence rate is
where O p denotes the order in probability. This order is the optimal parametric rate for the empirical risk minimization without any additional assumption [Mendelson, 2008] .
Practical Implementation
With Theorem 3, we can obtain a risk estimator that can use all given data. It is straightforward to see that our risk estimator based on Theorem 3 is an unbiased estimator. However, to use our unbiased risk estimator effectively, there is an important problem that need to be clarified. That is, how to decide the class k to remove forR \k ψ,LU (g) ? We discuss strategies to handle this problem theoretically based on the analysis of the estimation error bound.
Strategies to Remove One Class forR
Here, we discuss some guidelines to select a class to remove forR \k ψ,LU (g). We provide two strategies. The first one is based on finite sample estimation error. More specifically, when we approximate the expectation term by a limited number of samples, the variance of an estimator can be large. Then a naive strategy would be to remove the class that contains the smallest number of labeled data:
The other idea is based on the estimation error bound. As discussed in Theorem 6, the convergence rate of the estimation error is O p ( y∈Y \k π y / √ n y + 1/ √ n U ), where O p denotes the order in probability. This implies the following proposition for labeled data obtained under the independence assumption:
Proposition 7. If labeled data are obtained under the independence assumption Eq.
gives the lowest upper bound of the estimation error.
If labeled data are obtained under the joint assumption, we can further simplify Proposition (7) as follows. 
Order Constraints
Here, we discuss the order constraints for the threshold parameters θ. In addition to the risk objective, the threshold parameters should be ordered i.e., θ 1 ≤ θ 2 ≤ · · · ≤ θ K−1 [Pedregosa et al., 2017] . Here, we introduce a simple trick to constrain the threshold parameters θ by simply adding the following term:
where µ ≥ 0 is a regularization parameter for the order constraints. We show that this simple trick works well in the experiment section. In fact, even without any regularization term on θ, we empirically observed that the values of threshold contraints θ are usually ordered. This suggests that the threshold parameters are not difficult to satisfy for the solution of the optimization problem. This threshold regularization scheme is based on the idea of the log-barrier method [Boyd and Vandenberghe, 2004] , where we impose a high cost to the objective function when the θ i+1 − θ i (i = 1, . . . , K − 2) are close to 0. Loss name (z) (24) Hinge
Class Prior Estimation
By observing a risk estimatorR \k ψ,LU (g), it is necessary to obtain class priors π 1 , . . . , π K to employ this unbiased estimator. In weakly-supervised learning [Bao et al., 2018; du Plessis et al., 2015] , the class prior estimation problem is an unidentifiable problem unless we further assume a stronger condition [Blanchard et al., 2010; Scott, 2015] , we have access to labeled data for all classes and thus we can estimate the class priors effectively.
If the given labeled data are drawn under the joint assumption, we can estimate the class prior for each class by the following simple method for each y ∈ Y byπ y = n y /n L . On the other hand, if the given labeled data are drawn under the independence assumption, we cannot use the previously mentioned method for the joint assumption. However, we can use the class prior estimation method based on divergence minimization such as class prior estimation based on the energy distance [Kawakubo et al., 2016] .
Implementation for Linear-in-Parameter Models
Here, we investigate the objective function when the linear-in-parameter model f (x) = w φ(x) is employed as f , where w ∈ R d is a parameter and φ : R d → R b is a basis function. We assume that the bias parameter is included in w. We formulate semi-supervised ordinal regression as the following empirical risk minimization problem using Eq. (14) together with the 2 regularization for parameter w:
wherê
and λ ≥ 0, µ ≥ 0 are the regularization parameters. Regularization for theta's ordering, i.e. θ 1 ≤ θ 2 ≤ · · · ≤ θ K−1 is given by the method based on the logarithmic barrier as we discussed in Section 5.2. We took max operator for the constraints on θ since this constraint can be negative. Next, we investigate appropriate choices of the binary surrogate loss . Let us consider a margin-based loss functions [Bartlett et al., 2006] . A margin loss is a loss (z) that takes a margin, i.e., z = yg(x), as an argument. Many well-known surrogate losses in binary classification are margin losses, e.g., the squared loss, logistic loss, hinge loss and sigmoid loss.
In general, although we apply a linear-in-parameter model with a convex loss function, we cannot guarantee that our empirical risk objective (23) [Boyd and Vandenberghe, 2004] . Nevertheless, our next theorem states a sufficient condition to guarantee that, for a certain task surrogate loss function, the optimization problem (22) results in a convex optimization problem.
Theorem 9. Let C be a positive constant. If the AT loss ψ AT (α, y) is adopted as the task surrogate loss, and the binary surrogate loss (z) is convex with satisfying the following condition,
thenĴ (w, θ) is convex with respect to w and θ. Also, if the least absolute deviation loss or least squares loss is adopted as the task surrogate loss, thenĴ (w, θ) is convex with respect to the parameter w and θ (details of the least absolute deviation and least squares are shown in Appendix).
A proof of Theorem 9 is given in Appendix. This condition in Eq. (24) is known as the linear-odd condition [Patrini et al., 2016] , which has been considered in many weakly-supervised learning problems such as learning from positive-unlabeled data [du Plessis et al., 2015] and learning from pairwise and similarity data [Bao et al., 2018] . In the experiment, we used the logistic loss and double-hinge loss with linear-in-parameter model.
Experiments
In this section, we present the experimental results of semi-supervised ordinal regression on both synthetic datasets and real-world datasets. Also, we investigate the performance of each strategy to remove one class forR \k ψ,LU (g) as discussed in Section 5.1. Common Setup: The linear-in-parameter model was adopted as the hypothesis class and identity map with bias was adopted as the feature map. Note that our framework does not restrict the model to be the linear-in-parameter models but we can also consider other models such as neural networks. Gradient descent with 500 epochs (full-batch size) and learning rate 0.05 were used for optimization. The hyperparameters λ and µ were fixed to 0.05, respectively. Also we regarded γ as a hyperparameter and decided γ from the candidates in {0, 0.05, 0.1, . . . , 1}. We used five-fold cross validation to select a hyperparameter in the experiment. Note that the risk of semi-supervised learning in Theorem 3 with γ = 0.0 coincides with that of supervised ordinal regression. We adopted the AT loss as the task surrogate loss. We adopted the logistic loss and double-hinge loss as the binary surrogate losses. We used Chainer [Tokui et al., 2015] to implement our models.
We compared our proposed method (15) with a supervised ordinal regression method (3). We denote SEMI-1 as our proposed semi-supervised method, where the strategy of removing class is on the basis of the finite sample approximation, while SEMI-2 denotes the strategy based on the estimation error bound. Moreover, we also compare to an oracle-supervised method, where the label is even given to unlabeled data then apply the supervised ordinal regression method. As an evaluation metric, we adopted the mean absolute error. Note that this metric coincides with the task loss which adopts the absolute error as the task loss.
Experiments on synthetic dataset
Synthetic Data: In synthetic experiments, we fixed class size to K = 3. We used two-dimensional Gaussian distributions with means µ 1 , µ 2 , µ 3 and covariance matrices Σ 1 , Σ 2 , Σ 3 , for p 1 , p 2 and p 3 , respectively. Specifically, we fixed µ 1 = [2, 2] , µ 2 = [0, 0] , µ 3 = [−2, −2] and other specific parameters used for Table 6 : The mean absolute error on synthetic datasets removing class with both strategies. SEMI-1 denotes the strategy based on the finite sample approximation, SEMI-2 denotes the strategy based on estimation error bound. Table 7 : The mean absolute error on real-world datasets removing class with both strategies. SEMI-1 denotes the strategy based on the finite sample approximation, SEMI-2 denotes the strategy based on estimation error bound. each dataset are shown in Table 4 . We generated n L = 20 labeled data, n U = 200 unlabeled data from the same distribution and number of labeled data for each class was decided by
Similarly, 100 labeled data was generated as test data in the same way.
Experimental Results: The experimental results are shown in Table 6 . It indicates that for all datasets except the dataset B, the proposed semi-supervised ordinal regression framework obtained better score compared to the supervised learning. However, for datasets B, we cannot improve the mean absolute error. Also the score is not improved so much in dataset E. Nevertheless, we can observe that the performance of all methods are close to the oracle's performance. As Table 4 shows, these datasets are imbalanced dataset. It is known that the standard ordinal regression may also not work well for the imbalanced data [Baccianella et al., 2009] .
As discussed in Section 5.1, we can think of two ways to decide which class to remove when deriving the unbiased risk estimator for semi-supervised learning (14) . For the comparison between two strategies for removing class k, we cannot observe huge differences in performance between two strategies. Nevertheless, our next experiment on real-world datasets shows that the strategy based on the estimation error bound shows better performance.
Experiments on real-world datasets
Real-World Datasets: The datasets are obtained from the dataset used in the work on Gaussian processes for ordinal regression [Chu and Ghahramani, 2005] , and the detail of datsets used is shown in Table 5 . These dataset are originally regression dataset, and the target values (continuous label) are discretized into five classes.
We subsampled labeled data (changing labeled data to unlabeled one with probability of 1/6), thus we obtain train data whose ratio of labeled and unlabeled is one to five.
Experimental Results:
The experimental results are shown in Table 7 . Simliar tendency with the results on the synthetic datasets can be observed. Specifically, although we only 1/6 number of labeled dataset, we obtained the comparable performance to oracle by our proposed framework in stocksdomain and wisconsin datasets, which are balanced dataset (Table 5) . Our proposed framework failed to utilize the unlabeled data in abalone dataset, however, the performance of oracle is worse. The potential reason is the imbalanced dataset, which may degrade the performance of the ordinal regression method [Ospina and Ferrari, 2012] . We can see that the performance of the strategy based on the estimation error bound (SEMI-2) obtained better results compared to the simple strategy (SEMI-1). Moreover, our semi-supervised ordinal regression based on the estimation error bound strategy can achieve better performance in many datasets. However, our proposed method unfortunately could not improve the performance in terms of mean absolute error for imbalanced dataset. Therefore, one important future work is to apply our framework to evaluation metrics for imbalanced datasets like macro mean absolute error [Baccianella et al., 2009] .
Conclusion
We presented a novel framework to incorporate unlabeled data in ordinal regression based on empirical risk minimization. We proposed an unbiased risk estimator that is applicable to all well known task losses, which are the absolute loss, squared loss, and zero-one loss. Also, we investigated the property of the proposed unbiased risk estimator through analysis of the estimation error bound to guarantee that our learning method is consistent. Experimental results showed that our proposed method can utilize unlabeled data, resulting in obtaining better scores in terms of mean absolute error compared to the supervised learning method. For the future work, we plan to analyze the property of the proposed unbiased risk estimator when we adopt deep neural networks, and give the remedy for imbalanced dataset especially on zero-inflated dataset.
A Proof of Theorem 6
Let us begin with the estimation error R ψ (ĝ \k ) − R ψ (g * ). For convenience, we define
For simplicity, we denoteĝ \k , R \k ψ,LU , andR \k ψ,LU asĝ, R ψ,LU , andR ψ,LU , respectively. Then, we have
Each term in the last line is bounded in the following two lemmas with probability at least 1 − δ 2 . Lemma 10. Assume the task surrogate loss function ψ is ρ-Lipschitz with respect to the first argument (0 < ρ < ∞), and there exists a constant C ψ > 0 such that ψ(y, α) ≤ C ψ for any y ∈ R, α ∈ R K−1 . For any δ > 0, with probability at least 1 −
Proof. By using 
2) holds. Thus, with probability at least 1 − δ 2K , it holds that
The second term of the right hand side of the above inequality can be bounded by Rademacher complexity as follows: Lemma 11. Assume the task surrogate loss function ψ is ρ-Lipschitz with respect to the first argument (0 < ρ < ∞), and there exists a constant C ψ > 0 such that ψ(y, α) ≤ C ψ for any y ∈ R, α ∈ R K−1 . For any δ > 0, with probability at least 1 − δ K ,
Proof. This lemma can be proven similarly to Lemma 10.
Combining Lemma 10, Lemma 11 and Eq. (A.1), Theorem 6 is proven.
B Proof of Theorem 9
Proof. IfR ψ,L (g) is shown to be convex or linear, the objective functionĴ (w, θ) is convex with respect to w and θ since the other terms contains only convex or linear term. Remind that the all thresholds (AT) loss is defined as Thus,R ψ,L (g) is linear and the objective functionĴ (w, θ) is convex. In the same way, the least absolute deviation (LAD) loss is defines as ψ LAD (α, y) y + α 1 − 3 2 .
Thus, if the LAD is adopted as the task surrogate risk, holds. This is linear and subsequently the objective functionĴ (w, θ) is convex. holds. This is linear and subsequently the objective functionĴ (w, θ) is convex.
