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 Abstract 
Within the dairy industry there is no unique maintenance policy designed to handle 
all the tasks or situations, so a reactive maintenance of “the right strategy in the right 
situation” policy has been adopted. This thesis provides an online, automated 
software platform capable of assessing machine health to facilitate a change from the 
current reactive maintenance policy to a condition based maintenance policy.   
Multiple different decision making methods were considered for the system, such as 
neural networks, expert systems and fuzzy systems and were discounted. Several 
advantages of Dominance-based Rough Set Approach (DRSA) over these methods 
made it an obvious choice for the decision-making technique embedded in the 
condition monitoring system.  For example, the output of DRSA takes the form of 
logic statements or rules, which need no interpretation from experts or specialists, they 
are simple to implement in terms of computation complexity, and they can address 
hesitancy, ambiguity and vagueness in the data and in the preferences of the classes by 
the distinction of different kinds of decision rules. 
Implementing DRSA in a three phase, multi-criteria, iterative, classification 
framework, has been proposed. During the first phase historical, live industrial data is 
used as a learning set for the DRSA, and a set of conditional statements are generated 
to classify data. The second phase validates the conditional statements generated, using 
a combination of automatic and manual techniques. Finally the third stage of the 
process is to classify, current, unseen real machine data. 
The novelty in this thesis lies in the implementation of a condition based monitoring 
system in the dairy industry, in the decision making technique used to assess the health 
of the machine, and that in the decision made on the health of the machine occurs after 
the data has been statistically analysed.  
During the initial data collection and algorithm development phase of the project 18 
potential major breakdowns were identified and avoided, a saving of £3.6 M to the 
dairies. During the final stages of the project using the DRSA algorithms within the 
automatic software, a further 4 faults that could have led to major breakdowns were 
identified. 
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 Chapter 1 Introduction  
1.1. Background 
Milk is a staple of the average Briton's daily diet, with 98% of all households in the 
UK buying milk [1], and on average each person in the UK drinks 82 litres or around 
144 pints of milk a year [2]. That means across the UK in excess of 11 billion litres of 
milk need to be produced each year [3]. “The milk has 36 hours from the time the cow 
is milked until it must reach the shop shelves. Milk bottling machines fill 33,000 litres 
of milk per hour and run for 20 hours per day” [4]. The dairy industry is a low-margin, 
high turnover industry, and a huge amount of pressure is placed on both the staff and 
machines involved in the process. In addition to this day-to-day pressure on staff, there 
is global pressure on the manufacturing and food industries as a whole, to reduce their 
costs and improve productivity and quality of their produce.  
Between 15% and 40% of operational costs are dedicated to maintenance costs in 
manufacturing and production; 15% for lighter industries such as food and dairy and 
40% for heavier industries [5]. Reducing maintenance overheads is one key area where 
improvements are made to reduce overall costs and improve productivity and 
availability of machines. 
Within the dairy industry there is no unique maintenance policy designed to handle all 
the tasks or situations, so a right strategy in the right situation policy has been adopted 
[6]. This reactive type of  maintenance, is effectively a combination of a time based 
scheduling, where components are replaced according to the normal mechanical 
wearing as a function of operating time, and a run to failure, where components are 
replaced if they fail or breakdown.  Dairy filling machines in the UK are aging and run 
for extended periods without maintenance, outside their original design specification, 
coupled with the maintenance policy in place, they often experience catastrophic 
breakdowns. 
 
A catastrophic breakdown on any one of the 60 dairy filling machines in the UK has 
disastrous consequences in terms of production lost, redeployment of produce to 
alternative sites, breach of service contract penalties, and repair costs, with losses 
 approximating £350,000 per day. Dairy filling machines are large and complex pieces 
of machinery, so spare parts are not readily available and have to be ordered several 
weeks in advance. Unscheduled breakdowns cause considerable disruption to 
operations until a spare part is bought or procured from an alternative site. Despite the 
difficulties in obtaining spare parts and the financial implications of a machine 
breakdown, these machines do not have any condition based monitoring or fault 
detection ability.  
 
1.2. Problem Formation 
Condition based monitoring (CBM) is a maintenance policy that recommends 
maintenance actions based on the information collected through condition monitoring 
[7]. CBM systems only recommend maintenance tasks or actions when there is 
evidence a machine is running abnormally. If properly implemented a CBM 
maintenance policy can significantly reduce maintenance costs by reducing the 
number of unnecessary scheduled maintenance operations and reducing the number of 
breakdowns the machine experiences and the associated costs, as well as reducing the 
overall energy consumption of a site [7] [8]. Improving the current maintenance policy 
to a CBM policy would also not only increase machine reliability, but increase its 
overall availability, improving the productivity, increasing operational efficiency and 
improving the quality of the final product [9], a reduction in wastage of time, money 
and manpower is also experienced [10]. 
A summary of the different types of maintenance schedules and the improvements and 
cost savings generated from escalating the maintenance policy from reactive to 
proactive as shown in Table 1. Reactive maintenance policies include run-to-fail, 
where equipment runs until failure, and preventative maintenance, where maintenance 
is performed on a schedule, whether the equipment is close to failure or not. Proactive 
maintenance is predictive, maintenance is either based on the condition of the asset or 
on how long the equipment is estimated to continue to operate successfully. 
 
 
 
 Table 1: Associated savings when changing maintenance policies [11] 
 Reactive Proactive 
Category Run-to-Fail Preventative Predictive 
What Fix when 
equipment 
breaks 
Scheduled 
Maintenance 
Condition Based 
Maintenance  
Reliability Centred 
Maintenance  
When No scheduled 
maintenance 
Static: maintenance 
based on fixed time 
schedule for inspects, 
repair, overhaul. 
Dynamic: 
maintenance based 
on current 
condition. 
Dynamic: 
maintenance based 
on forecast of 
remaining equipment 
life. 
Why N/A Maintenance 
requirements 
predicted during 
design 
Based on real time 
evidence to prevent 
equipment 
degradation. 
Maintenance is 
probable within the 
next operating 
request. 
How N/A Per equipment, OEM 
manual, or educated 
guess. 
Continuous 
collection of 
condition data. 
Forecast of 
remaining equipment 
life based on actual 
stress conditions. 
Value 
Gains 
 12%-18% cost savings 
over no maintenance. 
8%-12% cost 
savings over 
preventative 
maintenance 
programs. 
18%- 22% savings 
over preventative 
maintenance 
programs. 
 
1.2.1. Condition Based Monitoring  
CBM consists of three stages, see Figure 1:  Stage 1: Data acquisition, to obtain data 
relevant to system health. Stage 2: Data processing, feature selection, feature 
extraction or dimension reduction, to facilitate data handling and analysis, to extract 
relevant information. Stage 3: Decision making, to decide what the information means, 
and suggest a recommended course of action.   
 
Figure 1: General Condition Based Monitoring System [7] 
 CBM policies can be diagnostic, prognostic or a combination of the two.  If the 
objective of the CBM is diagnostic, the system deals with fault detection, is the 
machine healthy or not, then diagnosis, if there is a fault, which component is at risk. 
Finally, identification, to determine the nature of the fault once it is detected. If the 
objective of the CBM is prognostics, the system attempts to predict the fault before it 
occurs, it determines whether a fault is impending, estimates how likely a fault will 
occur and estimates a length of time before occurrence. To reduce the number of 
breakdowns a machine experiences, prognostics are much more efficient and the 
information gained from them is used for scheduling to further minimise the risk of 
breakdown.  
1.2.2. Knowledge Transfer Partnership  
In 2010 The University of Portsmouth and Stork, participated in a Knowledge Transfer 
Partnership (KTP) the purpose was to integrate and embed the concept of a condition 
based monitoring system within the dairy industry [12], [13].  
The physical restrictions of an instillation in industry, especially in such a hostile 
environment, and the complexity of the machines being monitored should not be 
understated.  
For obvious reasons the environment that the dairy machines are housed in, needs to 
be sterile at all times, as well as the machines themselves. This requirement for sterility 
gives the impression that they are clean and organised. In reality they are not, they are 
messy and noisy and are reactive in nature, making them seem chaotic and high 
pressured, as well as over utilised.  
The sterility of the machines is maintained using caustic steam, which will affect the 
physical condition of the data acquisition system. The sensors, cables, connections and 
fixings will all be exposed to the caustic steam, so need to be capable of withstanding 
the cleaning process and maintain their position and accuracy to ensure the viability of 
the overall system, or the data, and thus the system will be rendered useless. 
With several filling machines in one area, it is always very loud making 
communication hard. Machines are often stopping and starting, with operators and 
engineers checking for bottle jams and that control mechanisms on the machines are 
operating correctly. Each time the machine is opened any fluid inside must be disposed 
 of, as it is no longer sterile, which means the factory floor is often littered with run off 
and excess fluids.  
A large percentage of time of the KTP therefore, was dedicated to simply 
understanding the problems of implementing a CBM system and how to overcome 
them practically, in essence developing the data acquisition phase of the CBM system 
shown in Figure 1.  
Vibration is considered to be “the most important indicator of the mechanical integrity 
of rotating machinery and tells a great deal about the health of that machinery” [14], 
and has been used extensively in the condition monitoring and fault diagnosis systems 
in other industries [15][14][15], [16], [17]. Components of the machine that the 
engineers considered to be critical or experienced regular faults had vibration sensors 
were placed on them, as the first stage of the data acquisition system.  
The vibration sensors fed back into a data acquisition box, where various filters and 
parameters could be changed to facilitate the data processing stage of the condition 
based monitoring system. The data acquisition box was driven by software on a PC 
held on site and the raw data generated was stored in an SQL database. This PC could 
be accessed remotely to view the raw data live as it was being acquired or in the SQL 
database.  
The data acquisition system was used to collect data when a rotary filling machine was 
experiencing a fault and again after the fault had been rectified. The two sets of raw 
data were compared to ensure that a difference in the two sets of data could be observed 
and a fault could be identified using this hardware configuration.  
The hardware system developed under the KTP was successful as a proof of concept, 
with six faults being identified. The system was based on an intelligent analyst 
“looking” for abnormalities within the generated raw data sets. When the vibration 
amplitude exceeded a threshold value, site engineers were alerted to the potential 
presence of a fault. These threshold values required a working knowledge of what was 
normal for each component on each machine, held by the analyst learnt over a 
familiarisation period.  
This made the system labour intensive, and very heavily dependent on the knowledge 
and experience of the KTP analyst. However due to the success of the prototype the 
 company went on to install the CBM system with the same configuration on another 
two machines, building in the dependency on the expert knowledge of the analyst.   
A fundamental statistical analysis, conducted towards the end of the KTP on the data 
collected showed promising results for further development in the CBM system and 
has been detailed in [18].    
1.2.3. Preliminary Research to the Project 
1.2.3.1. The Rotary Filling Machines 
Although the dairy industry is considered to be low tech, the filling machines are 
complex pieces of machinery, costing around £2m. Each machine is comprised of 
several individual but constituent parts, all housed within one unit, which needs to 
remain sterile at all times, a typical machine is shown in Figure 2. 
These machines take in sheets of plastic, blow mould them into bottles and place 
them on the carousel. The milk is pumped into the machine and then injected into the 
bottles. Thee bottles are then capped and labelled, date stamped and then placed onto 
pallets ready for transportation.  
The machines have four modes of operation, full speed, low speed, cleaning in 
progress (CIP) and filler is stopped, see Table 2. At full speed the carousel has a slow 
rotation of 7 RPM and is at full capacity, so the machine is under maximum load. 
Maximum load is also experienced when the machine is operating at low speed. 
 
 
Figure 2: Stork Rotary Bottle Filling Machine 
 The machine is rarely operated in low speeds, and when the machines are operated in 
full speed, the bottles jam and the machine experiences multiple stops and starts in a 
relatively short time space. When the machine is being cleaned the carousel is empty 
so the machine is operating under no load. During CIP, because there are no bottles 
on the carousel, the machine does not experience any bottle jams, so the machine 
runs continuously for the full cleaning cycle, normally at least ten minutes.  
Table 2: Filler Speed and Corresponding Outputs 
Output Volts 
(V) 
Corresponding Speed in Bottles 
per Minute (BPM) 
Machine Running Speed 
0-0.5 0 On, no rotation 
3.5 75 Cleaning in Progress (CIP) 
5.5 140 Half 
7.5 230 Full  
 
1.2.3.2. Machine Sterilisation 
In order to sterilise the machines, internal to the whole unit the machine is house in, 
they are sprayed with caustic steam, to neutralise any contaminates. They are then 
sprayed with steam to rinse off any residual of the chemicals used in the sterilisation 
process. CIP must take place at regular intervals and whenever the machine is 
opened for inspection, to remove bottle jams or any other reason. It is this 
sterilisation process that causes vast amounts of run off to pool and collect on the 
factory floor, and must be considered when designing the CBM system.   
 
1.2.3.3. Hardware Recommendations 
Physical constraints on the system and the proposed research were placed on the 
research by the company, in terms of cost of installation, operation and maintenance 
of the system. Nor would the company release any financial figures in regard to these 
factors, or to the cost of existing maintenance schemes. With a provisional working 
system, the company were reluctant to agree to any changes to the system that may 
have affected operation or incur costs, which to some degree limited the direction of 
the research itself. As pre-cursor to the thesis, the existing hardware configuration and 
 components were reviewed by the author and recommendations to the overall system 
implemented.   
 Vibration sensors previously glued or screwed to components were replaced 
with sensors that were held in place magnetically to create a more secure fitting 
to the component in questions and for ease of installation and replacement in 
the future.  
 Although the sensors placement was not affected by the machine cleaning 
process, it was a factor to be considered when deciding the physical 
specification of the sensors, in that the sensors came from the factory with the 
tails hardwired into the sensor, with additional length in the tails, to reduce the 
number of fixtures and connections on the factory floor. 
 Redundant vibration sensors were removed and in consultation with a vibration 
specialist and information from existing data from the KTP, placed on 
alternative components. As preliminary research four sensors where placed in 
a quadrat formation on the machine housing to see if faults could been seen 
from the housing reducing the number of sensors required, but no viable data 
was obtained from these sensors.   
 All the filters and pre-processing facilities on the data acquisition box were 
removed, to effectively become a “dumb” box, and software provided by the 
data acquisition box used to control the data acquisition process.  
 The data was sampled at 2.4kHz and the data acquisition triggered every 6.5 
hours for 10 minutes and the raw data stored in an asci file. Data acquisition is 
triggered by software on the data collection box. In the future it is anticipated 
that the data acquisition could be triggered externally by an operative or 
engineer, or via digital output from the control system whenever the system 
undertakes a cleaning cycle. Although it would be preferable to obtain data 
when the machine is operating with a full load, it is difficult to ensure that the 
machine runs at constant speed under a full load, and often experiences 
deceleration and acceleration as the control systems, attempt to reduce the 
number of bottle jams. However, under a cleaning cycle the machine operates 
with no bottles, so does not experience bottle jams and runs at a constant speed 
for a minimum of five minutes, allowing the acquisition of viable data for 
analysis.   
  Files are uploaded to a cloud server for the analyst to access the data remotely 
and to provide an additional layer of security to the end customers who are 
often reluctant to allow access to the servers. Currently the cloud server in use 
for the system is a domestic server and free to use. However, as the company 
increases the number of sites and machines using this system they will be 
forced to seek alternative cloud servers for industrial use, which will have a 
cost they must incur.  
1.2.3.4. Project Hardware Configuration 
1.2.3.4.1. Sensors  
Piezoelectric accelerometers, or vibration sensors, with a response of 100mV/g, 
frequency range of 0.8hz – 12kHz, a temperature range of -55 – 90 degrees celsuis, 
and an industrial IP67 rating, which means that it is fully protected from dust and can 
also withstand being submerged in 1m (about 3.3 feet) of static water for up to 30 
mins,  are used to avoid damage from the harsh chemicals used to clean the machine. 
They placed on the critical components of the machine are shown in Figure 3.  
The main gear box is the component responsible for driving the whole machine so is 
placed under significant strain, but is integral to the machine so has vibration sensors 
placed in both the axial and radial planes. The main bearing is the largest component 
in the machine, and ensures that the filler rotates to that the milk bottles can be filled, 
so also has two vibration sensors, one in the axial and one in the radial plane. 
1.2.3.4.2. Data Acquisition 
The data acquisition box has high dynamic range having 24 Bit delta/sigma analogue 
to digital converter, IEPE sensor connectivity, antialias filter and sampling frequency 
up to 20kHz and 16 channels.  
The box is utilised with no filers or anti-aliasing, data is acquired every 6.5 hours, 
and sampled at 2.4kHz, the output a binary file stored on a local PC, and then 
uploaded to a cloud server automatically.  
The data acquisition box and the PC both need to be housed in a casing with an IP67 
industrial rating.  
 
  
Figure 3: Component and Sensor Placement 
 
1.2.4. Preliminary Research 
The previous analyst left the project with very short notice and taking with them vast 
amounts of knowledge of the system and the processes involved that were difficult to 
document satisfactorily. Preliminary research and validation of the system needed to 
be duplicated by the author and then documented appropriately.   
It was confirmed that component faults could be observed in the raw data see Appendix 
B, and a fundamental statistical analysis was conducted. The results of the statistical 
analysis identified a dimension reduction and feature extraction method, which 
retained data integrity and information, please see Appendix C. Reducing the file size  
facilitates data upload from remote sites with only basic internet facilities.   
 Once an appropriate method of feature extraction and dimension reduction was 
identified research was conducted into ensuring that it was an appropriate method 
under all the different possible modes of operation or types of fault the machinery 
could be experiencing. The result of this work can be seen in Appendix D. The kurtosis 
of the data is calculated every ten seconds for all the components, and displayed on 
the same graph with the speed of the filler and has been successful in preventing 18 
catastrophic failures [19]. 
The purpose of this thesis, therefore, is to develop an automated system of assessing 
machine health using the existing hardware configuration.  
1.3. Aims and Objectives 
The aims of this thesis were to: 
 Identify an accurate threshold of machine health, alerting staff to faults earlier, 
without compromising the quality of the system by increasing false alarms. 
 Develop a system to measure the severity of unhealthiness to monitor fault 
escalation and time to failure. 
 Develop a system that can discriminate between the types of fault.  
 Extend the condition monitoring system to be able to analyse the health of a 
large number of machines in an automated way. 
 
In order to achieve these aims, the following objectives must be undertaken: 
 Understand machine operation, and the reasons for different modes of 
operation, and the implications on the proposed system. 
 Understand the existing hardware and processing system. 
 Understand the physical and practical limits enforced by site and the company. 
 Understand the data available for analysis and their meaning relative to the 
health of the machine. 
 Study artificial intelligence techniques in decision making. 
 
 
 1.4. Novelty 
The dairy industry is a low profit, high turnover industry, and is low tech in regards to 
its maintenance policies. There are no condition monitoring systems for critical 
production machines; these machines are operated way beyond their origin design 
specification in their utilisation in the number of hours they operate, often 22 hours a 
day, 7 days a week; and in their life expectancy.   
The novelty in this thesis, to industry, lies in the implementation of a condition based 
monitoring system in the dairy industry. Whilst condition based monitoring systems 
have been utilised in other more hi-tech industries, such as the aerospace [16][17], the 
food industry and particularly the dairy industry have no system in place to assess the 
condition of their machinery.   
The novelty to industry also lies in the condition based monitoring system proposed, 
as it differs from those currently in use, in that the decision made on the health of the 
machine occurs after the data has been statistically analysed, rather than frequency 
analysed or by simple threshold level detection.  
The novelty in this thesis to research, lies in the decision-making technique used to 
assess the health of the machine. Dominance-Based Rough Set Analysis (DRSA) has 
been utilised in the manufacturing industry for product design and spare part 
classification, but has not been used in conjunction with condition based monitoring 
systems previously. 
Using DRSA, the proposed system has the capability to provide a rough estimate of 
time until failure, and the facility to “learn” so the system can be placed on unseen 
machines and assess the condition of the asset with very little familiarisation time and 
minimal tuning. Although fault diagnosis is a much researched topic, fault prognosis 
and automatic decision making it still very much in early stages of development. [20].  
The prognosis capability within the thesis provides a strong novel aspect for both 
academic research and industrial application.  
 
 
 1.5. Outline of Thesis 
Chapter 2 contains a brief description of decision-making and operational research 
techniques in general. Techniques considered more relevant to the project are reviewed 
and the method behind them explored.  
Chapter 3 is a literary review of research in the field of decision-making and 
operational research within industry and engineering. Successful research utilising 
decision-making and operation research techniques in condition based monitoring 
systems are identified and discussed.     
Chapter 4 explains the decision-making method and the process of implementation 
used within the scope of the project.  
Chapter 5 presents the results of the thesis and in summary presents a set of general 
rules which could be used to monitor the health of an unknown machine. The results 
chapter address each of the thesis objectives individually.  
 A full set of results and summary of them are displayed for the first module, single 
fault analysis, all interim tables of results generated throughout the DRSA process are 
shown in the relevant appendix.  
A summary of the results for the modules are displayed within the thesis; if a full set 
of results from the other modules can be made available on request. 
Chapter 6 presents the conclusions, the main contributions of the thesis and future 
work. 
  
 
 
 
 
 
 
 Chapter 2 Literature Review 
CBM data can be very versatile, from a variety of sources; vibration data being just 
one, through the use of different signal processing techniques it is possible to obtain 
vital diagnostic information from a vibration profile before a component fails [21]. 
CBM monitoring data also consists of two types of data, event data, when the machine 
experiences a fault, and condition data which are the measurements related to the 
health or condition of the machine.  
Both event data and condition data are important in a CBM system, a common mistake 
is to attach more importance to the condition data, rather than the event data [7]. Event 
data provides information on the performance of the condition indicators and can be 
used as feedback to CBM system designers, to improve condition indicators, or to 
machine designers to improve machine design, or even to maintenance managers to 
improve staff training and skillsets [13].  
Once the relevant data has been collected, it will need to be processed, depending on 
the type of data being collected a variety of different models, algorithms and tools are 
available. The data could be a single value for a point in time, such as oil analysis, 
humidity, pressure and temperature, or over a period of time, observed as a waveform 
such as vibration data and acoustic. Imaging data such as video or thermal imaging is 
considered to be multidimensional.  
The CBM system in this project, uses accelerometers to collect vibration data, wave 
form signal processing techniques in the time domain, frequency domain or time-
frequency domain should therefore be considered.  
Frequency domain analysis requires specification data on the key components of the 
machinery, to allow for the computation and monitoring of key fault frequencies [22]. 
These key frequencies are used to determine the health of the individual components 
and the overall health of the machine. Whilst the specification data on the individual 
components would have been available at the time of installation, with the passage of 
time, many of the individual components will have been replaced or repaired, making 
the information in the original records obsolete, currently in this industry ongoing 
 specification data is not kept. This impartial knowledge of the machine components, 
renders frequency analysis or time-frequency analysis impractical as a signal 
processing technique for the CBM system. 
Traditional time-domain analysis techniques calculate statistical features from the time 
waveform, descriptive features such as such as mean, peak, standard deviation and 
crest factor, or high order statistics such as root mean square, skewness and kurtosis 
[23].  
The CBM system implemented in the dairy industry calculates the kurtosis in 10 
second intervals, for the full data collection period of ten minutes. The development 
of the data analysis used within the system is detailed in Appendix D. To remove or 
reduce noise and effects from other sources, thus enhancing the signal components of 
interest the ensemble average of the kurtosis values is calculated, in a similar way to 
the time synchronous average (TSA) method [24].  
The third stage of a CBM maintenance regime, is decision making, and could be either, 
diagnostics, prognostics or a combination of both. Several commonly used artificial 
intelligence techniques have been developed recently for CBM systems, such as neural 
networks (NN), expert systems (ES) and fuzzy logic (FL) to assist in diagnosis of 
machine faults [21] [25] [26], the decision aspect of condition based monitoring is 
discussed in [27]. Numerous attempts have been made to improve the accuracy and 
efficiency of fault diagnosis or rotating machinery by employing these artificial 
intelligence techniques, and have shown improvements on traditional approaches such 
as inspection [28] [21].  
2.1. Artificial Intelligence Techniques 
Artificial intelligence techniques aim to generate classification expressions simple 
enough to be understood easily by the human. Expert knowledge may be exploited in 
development, but the operation is assumed without human intervention. The method 
in which the artificial intelligence techniques learn, fall into one of three categories: 
Supervised, Unsupervised or Reinforcement Learning.  
Supervised learning is the process of learning a set of rules from events, or creating a 
classifier that can be used to generalise new events. Unsupervised algorithms seek 
out similarity between pieces of data in order to determine whether they can be 
 characterised as forming a group or cluster. Reinforcement Learning, data is not 
given, the best outcome is learnt independently through trial and error searching in 
the space of behaviours to select one that performs well in the environment. 
Neural networks, expert systems, fuzzy systems and DRSA are all techniques which 
utilise supervised learning and prior knowledge from the expert and have been 
considered for use within the project.  
An up-to-date review on recent progresses in motor fault diagnosis systems 
summarising several motor fault diagnosis techniques using artificial intelligence 
techniques is reviewed in  Gao [29]. 
2.1.1. Neural Networks 
Artificial neural networks are designed to mimic the structure and the function, 
simulating the human-decision making and draws conclusions even when presented 
with complex, noisy and irrelevant information [30]. They consist of nodes connected 
in such a way it allows the model to approximate non-linear functions with multiple 
inputs and outputs [30].  
 
Figure 4: A Diagram Depicting a Neural Network. 
Neural network techniques have gained popularity in discovering similarities among 
large bodies of data [31] and learn knowledge, by training on data with known faults, 
and modelling the function by adjusting the weights of the nodes and observing the 
changes in the inputs and outputs of the model, a simple neural network is shown in 
Figure 4. 
 The selection of the network structure may affect the network performance, 
feedforward neural networks are the most widely used in machine fault diagnosis [32], 
[33], [34], [35]. However, the most commonly used neural network for classification 
and therefore diagnostic condition based monitoring is the forward feed neural 
network, with a backward propagation training algorithm [36], [37], [38]. However 
some neural networks have slow convergence speeds and training them can take a 
substantial amount of time and the use of neural networks may not guarantee an 
optimal solution leading to errors in diagnosis. The lack of semantic knowledge can 
also limit their use [39]. 
2.1.2. Expert systems  
Expert systems rely on expert’s knowledge of a system to draw upon past knowledge 
and previous experience to make a decision. They consist of two main elements, a 
knowledge base and an inference mechanism. The knowledge base contains 
knowledge of the domain which can be expressed as any combination of conditional 
statements, factual rules, frames objects, procedures and cases [40] . The three main 
expert systems used in machinery diagnostics are rule-based reasoning [41] case 
based reasoning [42] [43] and model based reasoning [44]. There are several 
limitations of expert systems, they can only diagnose faults stored in the knowledge 
base, and are unable to tackle new problems that are unseen. Building these 
knowledge bases is labour intensive and time consuming. As the number of cases in 
the knowledge base increases, so does the computation time. There also is an 
increase in computation complexity and therefore time, when the number of 
variables increases.  
2.1.3. Fuzzy Systems 
Fuzzy sets and rough sets, address imperfect knowledge, either uncertainty or 
vagueness [45] [46] [47], both are extensions of classical set theory and  it is generally 
accepted that they are related but distinct and complementary theories [48], [49], [50], 
[51], [52]. In classical set theory, a set is uniquely determined by its elements, which 
means every element must be uniquely classified as either belonging to the set or not 
[53], so therefore does not embrace the concept of either vagueness or uncertainty; it 
is black or it is white, grey simply cannot exist Figure 5.  
  
Figure 5: Example of Classic Set Theory 
 
The notion of a fuzzy set [54] is the first successful approach to uncertainty, fuzzy sets 
allow an element to partially belong to a set, i.e. grey belongs partially to black, and 
partially to white, Figure 6. The Fuzzy set theory addresses gradualness of knowledge, 
expressed by fuzzy membership [46], dealing with the poor definition of the 
boundaries of classes, with the continuous generalisation of a set of characteristics 
[45]: a fuzzy set is a class with unsharp or fuzzy boundaries.  
 
Figure 6: Example of Fuzzy Set Theory 
The advantage of fuzzy logic-based systems in fault diagnosis is their use of embedded 
linguistic knowledge, and their capability of reasoning and is proven to be successful 
in [25]. Designing a fuzzy logic system relies heavily on the experience and intuition 
of practising operators, therefore its ability to diagnose faults becomes subjective. 
Fuzzy logic systems are unable to self-learn [29] and unable to guarantee to provide 
optimal solutions, again leading to errors in fault diagnosis.  
The application of fuzzy logic can also be incorporated with techniques like neural 
networks or expert systems, [55] developed a fuzzy neural network for fault diagnosis 
of rotary machines to improve the recognition rate of pattern recognition, and [56] 
utilises an adaptive neural fuzzy inference system as a bearing fault detection. 
2.1.4. Rough sets 
Rough set based intelligence diagnostic systems are also capable of dealing with 
vagueness, but approach the concept from a granular perspective. The indiscernibility 
 relationship [57] [46], provides a systematic method for representing and processing 
vague concepts [45]: a rough set is a crisp class coarsely defined.  
Rough sets use approximations to define a boundary region; the lower approximation 
of the boundary contains all elements belong to the set, and an upper approximation 
where elements could belong to the set. If the boundary region contains elements of a 
set it means that our knowledge about the set is not sufficient to define the set precisely 
[46], an example is shown in Figure 7. 
 
Figure 7: Example of Rough Set Theory 
They have the same linguistic capabilities as fuzzy logic systems and have been 
utilised in [58], [39] [59] and , but suffer with the same drawbacks as the fuzzy systems 
mentioned. Rough sets have been successfully applied in fault diagnosis in conjunction 
with statistical data analysis techniques [60], neural networks [61] and fuzzy neural 
networks [62]. 
Rough set theory does not cover some important aspects of decision making, the aim 
of rough set analysis is the explanation of the dependence between the values of some 
decision attributes [63] and is restricted to classification where the preference order of 
the evaluations is not considered, i.e. where is no one class better than the other.  
In real life decisions there is often a preferable outcome between decision classes. In 
order to be able to deal with these preferences, the dominance principle has been 
proposed to substitute the indiscernibility relationship is used in rough sets, to form 
Dominance-Based Rough Set Analysis [64], see Figure 8.  
  
Figure 8: Example of DRSA 
 
Whilst rough sets could be satisfactory when deciding if the system is simply healthy 
or not, DRSA would be more appropriate when deciding on the severity of a fault, 
with a minor fault being preferable to a major fault.  
An important consideration to the relevance of the technique considered is also the 
output. The output of DRSA is in the form of logic statements or rules, which need no 
interpretation from experts or specialists, are simple to implement in terms of 
computation complexity, and can address hesitancy in the preferences of the classes 
by the distinction of different kinds of decision rules [64].    
 
The main features of DRSA can be summarised as follows [63]:  
 Expert and analyst opinion is utilised in the form of exemplary decisions to 
obtain preferential information. 
  Rough set analysis of the preferential information produces useful elements of 
knowledge about the decision situation, in the form of reducts, minimal subsets 
of attributes or criteria, and the core, the set of non-reducible attributes or 
criteria. 
 Preference model induced from the preferential information is expressed in 
natural language as conditional statements. 
 Heterogeneous information can be processed within DRSA. 
 Preference model result from DRSA is more general than all other models 
because of its capacity to handle inconsistent preferences. 
 Proposed methodology is based on elementary concepts and mathematics, so 
concepts can be kept natural and the dominance relation objective and key. 
2.1.5. Summary of Techniques 
Although any of the techniques mentioned above, or combination of them can be used 
to come to a decision, as the complexity of the decision making system increases so 
does the time taken to develop the system, the computational time, space to process 
the results and the need for an expert to be involved to deliver the system. DRSA is 
capable of delivering the desired results as a simple user-friendly stand-alone system, 
the advantages and disadvantages of each system is shown in Table 3. 
 
Table 3: Summary of Advantages and Disadvantages of Intelligence techniques 
 Neural 
Networks 
Fuzzy 
Systems 
Expert 
Systems 
Dominance-Based Rough 
Set Analysis 
Self-Learning Capabilities yes no no yes 
Intelligible Output no yes yes yes 
Transparent no yes yes yes 
Auditable no yes yes yes 
Easily Adapted for Parameter 
Changes 
no yes no yes 
Length of time required for 
Development 
high  low high low 
Expert Knowledge Required yes yes yes yes 
Qualitative Capabilities no yes yes yes 
Preference Capabilities no no yes yes 
Computational Time high  low high low 
 
 2.2. Dominance-based Rough Set Analysis in 
other Applications 
The DRSA theory has been successfully applied in a variety of fields, the Medical 
Industry, Communications, Business and Information Systems, Finance, Commerce, 
Manufacturing and the Travel Industry are a few highlighted within this review. DRSA 
has been extensively applied social capital sectors, to aid decision making when 
deciding which social projects should be funded, or where facilities should be placed 
with a region.    
DRSA has been successfully employed in the medical industry in [65] DRSA is 
compared against another statistical analysis technique in the field of metabolomics, 
and is used to ascertain the metabolic profile of small molecules for use in the health 
care sector. DRSA is found to be an improvement on the predictive performance of 
the data analysis currently and the selection of strong decision rules provides useful 
information about relevant condition-decision relationships not otherwise revealed in 
the data. 
Wireless communications can be placed under attack and DRSA has successfully 
employed to detect such an attack [66]. DRSA has also been used as a classification 
model for the judgement of emergency communication in China [67], the system has 
been designed to optimise the existing communication plans and help government 
departments to determine the level of accident scientifically and have been proven to 
be valid.    
DRSA and classical rough set approach (CRSA) have been applied to customer 
banking data, after the data has been processed using four clustering techniques [68]. 
Both techniques were applied to extract the rules to predict the behaviours of the 
customers that risk financial processes and classify them as healthy or not. The results 
indicate that the DRSA has better prediction ability than CRSA and because the 
decision rules are in natural language, they are easier to understand and use than other 
traditional methods.  
In [69] DRSA has been used to assess managerial competences, to offer organisational 
decision makers a comprehensive analysis of their executives. This allows the 
 company to develop bespoke training courses aligned to the expectations and needs of 
the organisation.  DRSA was chosen in place of other techniques, as it does not require 
any preliminary or additional information about the data. The system was found to be 
successful as the candidates identified by the system, for either additional training or 
templates of good practise, were found to be suitable. 
DRSA has been used in the manufacturing industry to classify spare parts as an 
alternative to other classification methods [70] and provides useful clear conditional 
statements that do not require expert interpretation. It has also been successfully used 
in product development for manufacture [71]. To ensure that the company end product 
is fit for purpose and appropriate to the end user, the customers feelings and needs 
about a product are collected  and DRSA and converts these ambiguous expressions 
into a detailed design. Traditionally statistical approaches were utilised, but were 
found to be unable to deal with non-linearity and vagueness, both can be addressed 
using DRSA. The options to best maximise customer satisfaction be identified and the 
knowledge base generated can be used to advise engineers on modifications and 
improvements, and help establish an expert system for customer-orientated product 
development.   
The condition of engineering processes has also utilised DRSA in the diagnosis of 
plunge grinding, showing between 80.77% and 98.72% accuracy with 17 condition 
attributes and 5 decision attributes in highlighting the versatility of DRSA in all 
engineering and manufacturing processes. 
DRSA is proposed to select the winner of a multi-attribute auction, as an alternative to 
the price-based auction model [72]. DRSA is an integrated model, which can directly 
mine out the preference relations between the attributes so that relevant mechanisms 
can be designed. The method is easily programmed and future work in new 
applications is proposed. 
DRSA is used to make a new contribution to the research area devoted to embedding 
ontologies within information systems [73]. The approach generalises a look on 
decision rules if new knowledge describing a meaning of an attribute is available, or 
the decision system and the decision rule are to be considered from different 
perspectives.  
 In [74] DRSA is compared to multiple discriminate analysis, to provide a set of rules 
for determining customer attitudes and loyalties, the usefulness of the DRSA method 
is proven in predicting the behaviour of airline customers, and is found to be 
encouraging. DRSA is found to be useful in this environment due to the high level of 
vagueness experienced when dealing with customers and the semantics within the 
language they use.   
As stated previously, DRSA has been used extensively to develop decision support 
systems for social capital issues [75], [76], [77], [78], [79], [80]. DRSA has been found 
to be successfully applied as a decision aid in deciding which projects should be chosen 
for rural sustainable development [75] [76], in the placement of undesirable facilities 
[77], in setting appropriate speed limits and restrictions [78] and deciding appropriate 
courses of action in highway maintenance scheduling.  It has also been successfully 
applied in asset monitoring for bridges [79] and an appropriate course of action, which 
provides the framework that DRSA could be adapted for condition based monitoring 
in industry. 
The proposed decision model was found to be an intelligent tool as it allows the 
parameters to be updated periodically as a consequence of practice, expertise and 
management policies, and was found to have several advantages over other approaches 
[75], [76], [77], [78], [79], [80]: 
 Natural and understandable rules are generated, that all concerned 
parties can access with little or no explanation.   
 Traceability: information gained from the dataset can be easily 
identified from the rules generated. 
 Transparency: all relevant condition attributes can be stated and 
displayed. 
 Flexibility and manageability: selection of priorities and their impact is 
clear, which can be easily modified or updated.  
 Heterogeneous information can be processed. 
 Capable of taking into consideration multiple different factors. 
 Capable of incorporating preference information from an expert panel. 
 Capable of dealing with highly complex emotive situations when 
attributes can often be in direct conflict with one another. 
 DRSA has proven to be a versatile, easily understood decision support system in a 
variety of different of real life applications, and has several advantages over other 
techniques.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 3 Dominance-based 
Rough Set Analysis Methodology 
Using DRSA, a series of conditional statements are generated from the datasets of 
various components when they are known to be unhealthy. The generated statements 
are validated and applied to new data sets and the health of the components classified, 
based on the features observed. 
 
This analysis approach compromises of three main phases, shown in Figure 9. The 
first stage of the process is considered to be the learning phase, which summarises the 
preferences of the decision maker, based on their experience, and then combines this 
expertise with the features obtained from a representative set of component failure 
data, to generate a collection of conditional statements or rules.     
 
Validating the output of the learning phase is the second stage. Reclassifying the 
original component failure data, statistical analysis or cross-validation analysis 
methods are used to compare the generated statements. The output can also be 
validated by utilising the expert knowledge of the decision maker and their comments 
can be used to revise the learning process. 
 
The third and final phase, is exploitation, once the conditional statements have been 
validated they can be used to classify the health of the individual components, and then 
of the overall machine.  The main advantage of the proposed approach is that the rules 
generated can be applied to new or unknown components and machines.  
 
The proposed approach is an iterative decision-making process, shown in Figure 9, the 
process can be repeated over multiple iterations, at the completion of each phase of the 
approach, or when required. On completion of phase one, a collection of condition 
statements are generated; if the involved decision maker does not agree with these 
rules, the process can be reiterated by considering new input data. Once the decision 
maker agrees with conditional statements generated, the second phase can commence. 
  
 
Figure 9: General Structure DRSA  
 
 On completion of the second phase an advanced analysis of the decision rules is 
conducted by the decision maker, if the decision maker does not agree with the rules 
generated, the process can be reiterated, again considering new input data. If the 
decision maker is in agreement with the rules generated the exploitation phase can 
commence. The output of the exploitation phase can be used as the new input data to 
re-evaluate the decision rules generated; this progressively enhances the condition 
monitoring system used to determine the health of the individual components and the 
overall machine.   
 
3.1. Phase 1: Learning 
Chapter 3 details the methodology used to obtain the results in Chapter 4. The structure 
and process is identical to facilitate easy navigation between the two chapter, and each 
section in chapter four is cross referenced to the appropriate section in chapter 3.  
Data taken from several different components experiencing a fault, is used to generate 
a set of conditional statements.  These statements are used to indicate the health of 
each component based on its scores in respect to the evaluation criteria, and then be 
used to assign a health status to the overall machine, i.e. if all of the individual 
components are healthy, the overall status of the machine is considered as healthy. The 
assessment of the input data is a crucial step in this phase because the quality and 
representativeness of obtained decision rules depend largely on the quality and 
representativeness of the learning set. This phase relies on the DRSA which is an 
extension of conventional Rough Sets Theory (RST) for multiple criteria classification 
[63].  
3.1.1. Data structuring 
In rough sets theory, information regarding the decision objects is structured in a 4-
tuple information table, S=<U,Q,V,f>, where:  
 
 U is a non-empty finite set of objects, which can also be known as the 
universal set  
 Q is a non-empty finite set of attributes such that q:UVq for every 
qQ.  
  Vq is the domain of attribute q. V=qQVq,   
 f:UxQV is the information function defined such that f(x,q)Vq for 
each attribute q and object xU.  
 
Q is divided into a sub-sets:  
 C of condition attributes  
 D of decision attributes  
 
Where CD=Q and CD=.  
 
In multi-criteria decision-making, the domain (or scale) of condition attributes (C) 
should be ordered according to decreasing or increasing preference. Such attributes are 
called criteria. DRSA assumes that the preference increases with a value of f(.,q) for 
every qC, and that the decision attribute set D={E} is unique. The decision attribute 
E, partitions U into a finite number of decision classes Cl={Clt,tT}, T={0,…,n}, so 
each xU can only belong to one class. We also assume that the classes are preference-
ordered, i.e., for all r,sT such that r>s, objects from Clr are preferred to objects from 
Cls. 
3.1.2. Approximation 
 
In the DRSA, the represented knowledge is a collection of upward unions Clt
≥ and 
downward unions Clt
≤ of classes defined thus: 
 
 Clt≥=s>t Cls, Clt≤=s<t Cls. 
 
"x  Clt≥" means that "x belongs to at least class Clt",  
"x  Clt≤" means that "x belongs to at most class Clt"  
The approximation of the upward and downward classes unions is based on the 
dominance relation. Let PC be a subset of condition attributes. The dominance 
relation P associated with P is defined for each pair of objects x and y so: 
 
 xPy  f(x,q)≥f(y,q), qP. 
 In the above definition, the symbol "≥" should be replaced with "≤" for criteria that are 
ordered according to decreasing preferences.  
 
We associate two sets with each object xU:  
 
 the P-dominating set P+(x)={yU:yPx} containing objects that 
dominate x  
 the P-dominated set P-(x)={yU:xPy} containing objects dominated 
by x.  
 
These sets are used to approximate decision classes. 
 
The P-lower and P-upper Clt
≥ approximations with respect to PC, respectively 
denoted P(Clt
≥) and P̅(Clt≥), are defined thus: 
 
 P(Clt≥)={xU:P+(x)Clt≥} 
 P̅(Clt≥)=xClt≥P
+(x)={xU:P-(x)Clt≥}. 
 
Similarly, the P-lower and P-upper Clt
≤ approximations with respect to PC, 
respectively denoted P(Clt
≤) and P̅(Clt≤), are defined thus: 
 
 P(Clt≤)={xU:P-(x)Clt≤} 
 P̅(Clt≤)=xClt≤P
-(x)={xU:P+(x)Clt≤}. 
 
For objects in the lower approximations group, they definitely belong to the class union 
Clt
≥(resp.Clt
≤). The objects in the upper approximation could belong to Clt
≥ (resp. Clt
≤).  
 
Any objects that can neither be ruled in nor out of either class Clt, are considered to be 
in the uncertain region or boundary region of Clt, and is defined in the following way: 
 BnP(Clt≥)=P̅(Clt≥)- P(Clt≥), 
 BnP(Clt≤)=P̅(Clt≤)- P(Clt≤). 
 3.1.2.1. Quality and Accuracy of Approximation 
The quality of the input data and the accuracy of the approximations is checked using 
two measures of ratio. The quality of the approximation, or classification, is expressed 
by the ratio of all the correctly classified objects: 
 
 γ
P
(Cl)=
|U-((∪t∈TBnP(Clt
≥))(∪t∈TBnP(Clt
≤))) |
|U|  
 
   
 
The ratio between the number of objects in the lower approximation and the number 
of objects that in upper approximation of Clt defines the accuracy of the rough-set 
representation of classes, and is expressed mathematically in the following way:  
 
 
 
αP(Clt

)=
|P(Clt

)|
|P(Clt

)| 
 
    ∀ t ∈ T.  
Where:  {≤,≥}.  
 
As the lower approximation holds all the objects that are definitely in the lower 
approximation, and the upper approximation holds objects that could in the upper 
approximation, the upper approximation by definition has to include all the objects 
that form the lower approximation: P(Clt

)P(Clt

), tT. So when the upper and lower 
approximations are equal (i.e., the boundary region is empty), αP(Clt

)=1,  the 
approximation is perfect. When the lower approximation is empty, the accuracy is 
zero, i.e., αP(Clt

)=0; so 0≤αP(Clt

)≤1, tT. 
 
The DRSA defines the reduct(s) and the core of a decision table. The reduct is a subset 
of condition attributes which fully characterize the knowledge in the decision table, 
but the reduct may not be unique, there could be several subsets of condition attributes 
generated. The core is the set of condition attributes common to all the reduct subsets 
generated from the decision table. They are the condition attributes that cannot be 
removed from the decision table without the equivalence class structure collapsing. 
Knowing the difference between the reduct and the core allows us to attach a level of 
significance or importance to the information generated from the decision table.  
 3.1.2.2. Inference of decision rules 
Decision attributes create a partition of U independent of condition attributes which 
allow a decision table to be described as a set of "IF-THEN" rules. Three types of 
decision rules may be considered in DRSA:  
 
(i) certain rules generated from lower approximations of class unions,  
(ii) possible rules generated from upper approximations of class unions,  
(iii) approximate rules generated from boundary regions. 
 
The general structures of a certain decision rules are as follows: 
 
 IF condition(s) THEN At Least Clt 
 IF condition(s) THEN At Most Clt  
 
The condition part specifies values assumed by one or more condition attributes and 
the decision part specifies a certain assignment to one or more decision classes. The 
decision part of certain rules takes the form of an assignment to at most, or at least 
class unions.  
 
The general structures of a possible decision rules are as follows: 
 
 IF condition(s) THEN Could belong to At Least Clt 
 IF condition(s) THEN Could belong to At Most Clt 
 
The condition part specifies values assumed by one or more condition attributes and 
the decision part specifies a possible assignment to at least, or at most class unions.  
 
 
The general structures of an approximate decision rules are as follows: 
 
 IF condition(s) THEN belongs to Cls ∪ Cls+1 ∪…..∪Clt  
 
The decision part is defined as a union of several decision classes. 
  An object xU supports a decision rule if its description matches both the condition 
and decision parts of the rule. A decision rule covers object x if the description of x 
matches at least the condition part of the rule. Each decision rule is characterized by 
its strength, which is the number of objects that support this rule. If the consequence 
is univocal (i.e., contains only one decision), the rule is exact; otherwise, it is 
approximate. 
 
3.2. Phase 2: Validation 
In order to validate the decision rules generated, four different techniques have been 
conducted within this PhD: 
 
3.2.1.1. Decision rule analysis.  
The decision maker is asked to consider all the decision rules and indicate their level 
of agreement on a five-level Likert scale (Strongly disagree to strongly agree). When 
required, the decision maker can suggest modifications to one or more decision rules. 
This direct analysis of the decision rules is the simplest of validation techniques 
conducted within the PhD.  
 
3.2.1.2. Re-classification analysis.  
Using the generated decision rules the original component fault data is reclassified. 
In theory the assignments as the information within both datasets is identical the 
reclassification should also be identical. In practice, however, especially with real 
industrial data, this is not always the case and a limited number of misclassifications 
maybe tolerated. If the number of misclassifications becomes unacceptable, the 
learning phase must be iterated and the decision maker asked to revise their initial 
assignments in order to improve the quality of the decision rules generated.   
 
 3.2.1.3. Statistical analysis.  
The correlation between the initial assignment provided by the decision maker and 
those generated by the system are measured using a series of non-parametric statistics 
and a series of rankings can be generated. 
 
3.2.1.4. Cross-validation analysis.  
The available data is divided into training and testing subsets, and then used to 
evaluate the prediction accuracy of system. The training subset trains the model, and 
the testing subset measures the accuracy of the prediction. Several iterations of cross-
validation are performed on different subsets of training and testing data, and the 
validation results are averaged over the rounds. The key difference between cross-
validation and reclassification is the testing subset of the data is always unknown and 
not used to train the system previously.  
 
The validation techniques conducted within the project are complementary to one 
another, and can be used either jointly or individually. It is important to note that the 
statistical analysis has been conducted as an individual validation technique for the 
following reasons:  
 
 the decision maker/analyst may prefer to use only statistical measures to 
validate the quality of the first phase;  
 the use of statistical measures to check the quality of re-classification and 
cross-validation results is not a requirement since both strategies have their 
own quality measures (e.g. accuracy). 
 
Conducted separately they facilitate the opportunity for the decision maker to better 
appreciate and refine the learning set and the obtained decision rules; naturally 
enhancing the effectiveness of the decision making process and the successful 
implementation of the final solution.  
 
 3.3. Phase 3:  Exploitation 
The exploitation phase exploits the condition statements to classify the health of the 
components and machines, other than those used initial phase of learning. For more 
advanced applications, condition statements are used to develop a rule-based decision 
support system by incorporating these statements into the knowledge base.  
 
The proposed approach is structured as an iterative decision-making process, designed 
to generate a set of collective conditional statements, which can learn from experience. 
The output from the final classification can be used as the input to induce a set of new 
decision rules, subject the decision maker’s agreement after the validation phase. The 
new collection of condition statements is used in practice to monitor the health of other 
components and machines, and the iteration process commences again.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 4 Results 
4.1. Introduction 
Within the existing hardware system, several components are monitored using 
accelerometers, see Appendix A, each of the components monitored is critical to the 
production of the machine and if a single component fails, production will cease. The 
criticality of the sensors was determined by site engineers and a specialist consultant 
in vibration analysis, and was based on the effect on production of component failure, 
length of time for procurement and frequency of failure.  
 
It is possible for the machine to be experiencing unrelated faults on more than one 
component simultaneously. If components are grouped together or in close proximity, 
see Appendix E, it is also possible for vibrations from the faulty component to be 
reflected in the data obtained on the healthy component. In addition to this, there are 
also components not directly monitored that can develop faults, and the vibrations 
from these components, can be seen on the components in close proximity or grouped 
with them. These different types of faults are defined in the following way: 
 
 Single Faults:- A single component faults, observed on a single component. 
 Multiple Faults:- Multiple independent faults, occurring simultaneously, 
observed on multiple components 
 Propagated Faults:- Escalated vibration levels observed on healthy critical 
components originating from faults on unhealthy critical components. 
 Transmitted Faults:- Escalated vibration levels observed on healthy critical 
components from faults on unhealthy non-critical components. 
 
The overall aim for the company is to move from a time based maintenance schedule 
to a CBM maintenance schedule, so it will become important to distinguish between 
the different faults and their severity, to alert engineering staff with the maximum 
amount of time so they can select the most appropriate course of action available to 
them. Implementing DRSA will achieve the following aims: 
  Identify accurate thresholds of machine health.  
 Alert staff to faults more promptly, without compromising the quality of the 
system by increasing false alarms. 
 Develop a system to measure the severity of unhealthiness to monitor fault 
escalation and time to failure. 
 Develop a system that can discriminate between the different types of faults.   
 Extend the condition monitoring system to be able to analyse the health of a 
large number of machines in an automated way. 
 
In order to achieve these aims, the project has been broken down 3 into simple 
modules, so that each module can be generalised using the conditional statements 
generated from DRSA, these modules are developed to increase complexity to be able 
to achieve the final aim.  
 
The first stage is to classify the health of the machine, healthy or not; by assessing the 
health of each of the individual components. Sensors are attached only to components 
considered to be critical to the machine operation, identified by the vibration 
consultant and maintenance engineers, as detailed in chapter 1. The second module is 
using DRSA in conjunction with expertise from engineers on site develop a set of 
conditional statements to measure the unhealthiness of the individual components 
experiencing a fault.  The third module will combine conditional rules generated by 
DRSA, expertise from design and maintenance engineers and knowledge from the 
existing analysts, to analyse the different classes of fault. Once each module has been 
validated and successfully exploited, a set of general conditional rules will be derived 
and applied to “new machines” and utilising the iteration embedded in the DRSA 
approach, the system will learn the new characteristics of each machine.   
 
 
 
 
 
 
 
 4.2. Single Faults  
Single faults are considered to be faults that affect only one component within the 
machine. The vast majority of faults experienced during the course of this project have 
been single faults, so single fault data used is the most comprehensive and consists of 
real data for critical faults and root causes for each component considered. The result 
of the single fault analysis are shown within this chapter, the results of each process of 
the analysis are shown in Appendix F. 
4.2.1. Learning  
For details on the methodology of the learning phase, please see 3.1. 
4.2.1.1. Data Structuring 
For details on the methodology of the data structuring, please see 3.1.1 
4.2.1.1.1.  Identification of Criteria 
The criteria are the main bearing radial and axial, the main gearbox axial and radial, 
the end gearbox an scroll gear box, capper gearbox, shaft 1 and shaft 2, they are 
continuous and the preference is gain, where the preference is increasing with 
reference to the criteria values.  
4.2.1.1.2. Identification and assignment of learning examples 
The evaluation data has an assignment of either healthy or unhealthy by the decision 
maker. 
4.2.1.2. Approximation  
For details on the methodology of the approximation process, please see 3.1.2 
The set of criteria C = {Mainbearingradial, mainbearingaxial, maingearboxradial, 
maingearboxaxial, endgearbox, scrollgearbox, cappergearbox, shaft1, shaft2}.  The 
domain of the decision attribute E is equal to {healthy, unhealthy}. The set U into the 
classes: Cl0={healthy} and Cl1={unhealthy}.  
 
 
 
 
 The approximated class unions are:  
 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class unhealthy. 
 
The class unions have been approximated, and the boundaries found to be empty, 
indicating that the approximation is perfect. 
4.2.1.2.1. Quality of Approximation and Accuracy  
For details on the methodology of the quality of approximation and accuracy, please 
see 3.1.2.1. 
The quality of approximation and accuracy of all the decision classes is one. 
4.2.1.2.2. Inference of Decision Rules 
For details on the methodology of the inference of the decision rules, please see 
3.1.2.2. 
The application of the DRSA algorithm on the results of the approximation generates 
18 certain and exact decision rules given in Table 4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 Table 4: Decision Rules Single Fault Analysis 
Rule 
Number 
Rule Description 
No. supporting 
objects 
Strength 
(%) 
1 (MainBearingRadial<= 3.92)         health at most 0 119 100 
2 (MainBearingRadial >= 10.23)      health at least 1 541 100 
3 (MainBearingAxial <= 3.95)         health at most 0 119 100 
4 (MainBearingAxial >=10.01 )        health at least 1 541 100 
5 (MainGearBoxRadial<=3.97)        health at most 0 119 100 
6 (MainGearBoxRadial >=10.04)      health at least 1 541 100 
7 (MainGearBoxAxial<=4.09)         health at most 0 119 100 
8 (MainGearBoxAxial >=10.00)       health at least 1 541 100 
9 (EndGearBox<=4.18)                    health at most 0 119 100 
10 (EndGearBox >=10.03)                  health at least 1 541 100 
11 (ScrollGearBox<=3.85)                 health at most 0 119 100 
12 (ScrollGearBox>=10.00)                health at least 1 541 100 
13 (CapperGearBox<=4.20)               health at most 0 119 100 
14 (CapperGearBox >=10.00)             health at least 1 541 100 
15 (Shaft1<=3.092)                             health at most 0 119 100 
16 (Shaft1>=10)                                  health at least 1 541 100 
17 (Shaft2 <= 3.09)                            health at most  0 119 100 
18 (Shaft2>= 10)                                 health at least 1 541 100 
4.2.2. Validation 
For details on the validation process, please see 3.2 
4.2.2.1. Decision Rule Analysis 
For details on decision rule analysis, please see 3.2.1.1 
The decision maker strongly agrees with 100% of the rules generated. 
4.2.2.2. Reclassification Analysis  
For details on reclassification analysis, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software 100%. 
 
  
 4.2.2.3. Statistical Analysis 
For details on the statistical analysis, please see 3.2.1.3. 
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
4.2.2.4. Cross-Validation Analysis 
For details on the cross validation analysis, please see 3.2.1.4. 
The cross validation analysis shows a 100% between all the data sets and the DRSA.   
4.2.3. Exploitation 
For details on the exploitation process, please see 3.3. 
New items classified using the decision rules generated in the single fault analysis, and 
the rules found to be 100% accurate. 
4.2.4. Discussion  
Using DRSA a set of conditional rules for each critical component was identified, 
shown in Table 5. From analysis of the conditional rules for each of the individual 
components, it is possible to derive a single set of conditional statements to cover all 
the critical components and classify the health of the overall system.   
 
Table 5: Boundary Levels for Each Attribute 
Component Healthy Upper Boundary Unhealthy Lower Boundary 
Main Bearing 1 3.96 10.01 
Main Bearing 2 3.92 10.23 
Main Gear Box 1 3.97 10.04 
Main Gear Box 2 4.10 10.00 
End Gear Box 4.18 10.03 
Capper Gear Box 4.20  10.00 
Scroll Gear Box 3.86 10.01 
Shaft 1 3.09 10.00 
Shaft 2 3.09 10.00 
Max/Min Values 4.20  10.00 
  
If the value of each of the components is less than 4.2, then the machine is considered 
to be healthy. If the kurtosis value on any individual component is greater than 
10.0006, the machine is considered to be unhealthy, which can be generalised as 
follows: 
 If all components are less than 4.2 then the machine is healthy. 
 If any component is more than 10.00 then the machine is unhealthy. 
 
It is impractical to alert staff to the possibility of a fault, whenever the value exceeds 
4.2, when the value exceeds the threshold of healthy and enters the uncertain region. 
So the uncertain region is used to create a margin of error, this is a region where the 
analyst is aware that the vibration levels are abnormal, but it is unsure if a fault is 
present yet. This practise was adopted to avoid false alarms, to build confidence in the 
system and the analyst, it is anticipated that using DRSA will increase the accuracy of 
the system and reduce these margins of error. Once the value of a critical component 
enters the unhealthy region a report is generated advising site or engineering staff of a 
possible fault. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 4.3. Escalating Faults  
Components have an acceptable amount of vibration under normal operation, which 
when the kurtosis is calculated returns a value of 3, if a fault occurs on the component 
the level of vibration changes, and the kurtosis value also increases. As the fault 
increases in severity, the level of vibration also escalates. If the different levels of 
vibration experienced by a component when in failure mode are identified, the decision 
maker could assign a level of vibration severity to the component, which could be 
formulated into a scale of unhealthiness, and the length of time until failure, based on 
engineer expert knowledge. 
4.3.1. Learning 
For details on the methodology of the learning phase, please see 3.1. 
4.3.1.1. Data Structuring 
For details on data structuring, please see 3.1.1. 
4.3.1.1.1. Identification of Criteria 
The criteria are main bearing escalating fault (MBEF) and main gear box fault 
(MGBEF), both these criteria are continuous and the preference is gain.   
4.3.1.1.2. Identification and assignment of learning examples 
The evaluation data is given an assignment of healthy, unhealthy1, unhealthy2, 
unhealthy3 and unhealthy4 by the decision maker. 
4.3.1.2. Approximation  
For details on the approximation, please see 3.1.2. 
The set of criteria C = {MBEF, MGBEF}. The domain of the decision attribute E is 
equal to {healthy, unhealthy1, unhealthy2, unhelthy3, unhealthy4}. The set U is 
divided into the classes: Cl0={healthy}, Cl1={unhealthy1}, Cl2={unhealthy2}, 
Cl3={unhealthy3} and Cl4={unhealthy4}. The approximated classes are:  
 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class unhealthy1. 
 Cl1≤, i.e., the objects belonging to (at most) class unhealthy1. 
  Cl2≥, i.e., the objects belonging to (at least) class unhealthy2. 
 Cl2≤, i.e., the objects belonging to (at most) class unhealthy2. 
 Cl3≥, i.e., the objects belonging to (at least) class unhealthy3. 
 Cl3≤, i.e., the objects belonging to (at most) class unhealthy3. 
 Cl4≥, i.e., the objects belonging to (at least) class unhealthy4. 
 
The class unions have been approximated and the boundaries found to be empty, 
indicating that the approximation is perfect. 
4.3.1.3. Quality of Approximation and Accuracy. 
For details on the quality of approximation and accuracy, please see 3.1.2.1. 
The quality of approximation and accuracy is one.  
4.3.1.3.1.  Inference of Decision Rules 
For details on the inference of the decision rules, please see 3.1.2.2. 
The application of the DRSA algorithm on the results of both approximation of MBEF 
generates 8 certain and exact decision rules shown in Table 6.   
 
Table 6: MBEF Decision Rules 
Rule Number Rule Description No. supporting objects Strength (%) 
1 (Mainbearing<=4.45)       health at most 0 59 100 
2 (Mainbearing>= 10.23)    health at least 1 240 100 
3 (Mainbearing<= 19.89)    health at most 1 120 100 
4 (Mainbearing>= 20.04)    health at least 2 179 100 
5 (Mainbearing<= 49.93)    health at most 2 179 100 
6 (Mainbearing>= 50.02)    health at least 3 120 100 
7 (Mainbearing<= 99.25)    health at most 3 239 100 
8 (Mainbearing>= 100.94)   health at least 4 60 100 
 
The application of the DRSA algorithm on the results of both approximation of 
MGBEF generates 8 certain and exact decision rules shown in  
 
 
 
 
 
 
 Table 7.   
 
 
 
 
 
 
Table 7: MGBEF Decision Rules 
Rule Number Rule Description No. supporting 
objects 
Strength (%) 
1 (maingearbox<=4.43)        health at most 0 59 100 
2 (maingearbox>=10.29)      health at least 1 240 100 
3 (maingearbox<=19.97)      health at most 1 120 100 
4 (maingearbox2>=20.07)    health at least 2 179 100 
5 (maingearbox2<=49.66)    health at most 2 179 100 
6 (maingearbox2>=50.00)    health at least 3 120 100 
7 (maingearbox2<=99.89)    health at most 3 239 100 
8 (maingearbox2>=113.54)   health at least 4 60 100 
4.3.2. Validation 
For details on the validation phase, please see 3.2 
4.3.2.1. Decision Rule Analysis 
For details on the decision rule analysis, please see 3.2.1.1. 
The decision maker strongly agrees with 100% of the rules generated.  
4.3.2.2. Reclassification Analysis 
For details on the reclassification analysis, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software by 100%.  
4.3.2.3. Statistical Analysis  
For details on the statistical analysis, please see 3.2.1.3. 
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
4.3.2.4. Cross-Validation Analysis  
For details on the cross validation analysis please see 3.2.1.4. 
 The cross validation analysis shows a 100% correlation between all the data sets. 
4.3.3. Exploitation 
For details on the exploitation phase, please see 3.3. 
New items were classified using the decision rules generated in the single fault 
analysis, and the rules were found to be 100% accurate. 
4.3.4. Discussion 
Using DRSA software, it has been possible to identity conditional statements that can 
partition the unhealthy data into smaller subsets, shown in Table 8. 
 
Table 8: Boundary Thresholds Escalating Faults 
Threshold 
Identifier 
MBEF:  
Lower 
Boundary 
Threshold 
MBEF: 
Upper 
Boundary 
Threshold 
MGBEF: 
Lower 
Boundary 
Threshold 
MGBEF: 
Upper 
Boundary 
Threshold 
Minimum 
Lower 
Boundary 
Threshold 
Maximum 
Upper 
Boundary 
Threshold 
0  4.46  4.46  4.46 
1 10.23 19.89 10.29 19.97 10.23 19.97 
2 20.04 49.93 20.07 49.66 20.04 49.93 
3 50.02 99.25 50.00 99.89 50.00 99.89 
4 100.94  113.44  100.94  
 
Using the conditional statements generated from these case studies, it is possible to 
derive a set of general conditional statements to partition the unhealthy data: 
 
 If X < 4.46 then class 0, healthy 
 If X < 10.23 and > 19.97 then X belongs to 1 (unhealthy1) 
 If X < 20.04 and > 49.93 then X belongs to 2 (unhealthy2) 
 If X < 50.00 and > 99.89 then X belongs to 3 (unhealthy3) 
 If X < 100.94 then X belongs to 4 (unhealthy4). 
 
These values have been validated and found to be appropriate, using datasets from 
both seen and unseen data, and data when the machine is considered to be healthy and 
experiencing faults of different severities. 
 
Utilising the knowledge of the decision maker, and the expertise of the engineers, it 
has been possible to draw correlations between the boundaries of the different subsets 
 within the unhealthy classifications of data, and the severity of the fault and the length 
of time until component failure. This allows the system to assign a severity to the fault, 
and an indication of time until breakdown, assuming no intervention measures are 
taken to prolong the length of the component, seen in table Table 9. 
 
 
Table 9: Boundary Thresholds, Fault Severity and Time Until Failure 
Boundary Thresholds Fault Severity Time until Failure 
0-10 Normal  
10-20 Minor 6-8 weeks 
20-50 Medium 4-6 weeks 
50-100 Major 2-4 weeks 
100+ Very High 2 weeks 
 
As more faults occur and different types of faults occur, it is possible for the learning 
phase of the DRSA is reiterated with the new input information and the system to learn 
and provide more accurate information to staff based on revised time scales and 
severity classifications.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
4.4. Fault Discrimination  
As previously mentioned in an industrial setting it is possible for the machine to be 
experiencing unrelated faults on more than one component simultaneously, these 
different types  of faults have been classified in the following way and detailed in 
appendix E: 
 
 Single Faults 
 Multiple Faults 
 Propagated Faults 
 Transmitted Faults 
 
Each type of fault is analysed individually with both healthy and single fault data, 
using artificial data for the learning phase. 
4.4.1. Artificial Learning Set Development 
DRSA creates conditional statements based in the learning set, if the learning set of 
data is not representative, nor will the conditional statements generated and hence the 
accuracy and the ability of the system to classify faults correctly will be severely 
restricted. 
 
Only a limited number of real datasets available for each type of fault: four types of 
multiple faults, 2 types of propagated faults and only 1 type of transmitted fault. All 
the different possible types of data or decision classes were not represented, so the 
learning set of data was considered to be of low accuracy and poor quality during the 
validation and exploitation phase of the process. Simply reiterating the learning phase 
of the system with the data sets used in the exploitation phase would not increase the 
knowledge of the system, so was not conducted.  
 
 In addition to the learning set not being representative, the rules generated by the 
system would only be able to classify faults if they are of a similar nature to those used 
to generate the classification rules. For example the system would be able to tell the 
difference between a multiple fault on a capper and main bearing and a transmitted 
fault from a mounting between a main gear box and main bearing, as the system has 
learnt the rules for these scenarios. But if there system is presented with data 
containing multiple faults on a main bearing and a scroll gear box, or a transmitted 
fault between the shaft and the end gear box, the data remains unclassified. 
 
For the system to be able to classify all unseen data sets, the system would have to 
learn all the different combinations and computations of the different faults and fault 
classes. It would define each of them and then all future datasets would be analysed in 
respect to the conditional statements and a decision made to the class of fault. 
 
There are two approaches  for this to be realised, the first approach is as more faults 
are experienced on the machines, the DRSA approach can be reiterated with the new 
fault data and the new conditional statements generated will include those for the new 
data, and used to classify future datasets. Any data that falls outside those “learnt” will 
be unclassified. This is heavily dependent on the machines experiencing a fault and 
the feedback from engineers and site being timely and accurate, and may take several 
years to fully populate the condition monitoring system.  
 
The second approach would be to generate a set of artificial training data, to encompass 
all the different types of faults a machine could experience in each of the fault classes. 
The conditional rules generated from this artificial learning set, can be analysed to be 
able to generalise the conditions for each type of fault, and then implemented. This 
approach is heavily dependent on site engineers and decision maker expertise input 
whilst generating the training set, but would not require a delay whilst waiting for the 
live machines to experience faults, or on depend on the accuracy of feedback reports 
from site. The approach would still be subject to error and if a fault not previously 
“thought” by either the engineer or decision maker, but under these circumstances 
would return an unclassified object, which can then be assessed, and the rules adjusted 
accordingly. This approach would give a much more accurate condition monitoring 
system within an acceptable timeframe.  
  
An artificial data set was generated containing healthy data, single fault data for each 
component, multiple fault data for each possible combination of multiple faults, 
propagated fault data and transmitted fault data, described by maintenance and 
machine design engineers and expertise from the decision maker or analyst. In order 
to ensure the conditional rules generated are clear during the learning phase, the 
healthy datasets have been assigned a value of 4.2, which is upper approximation for 
the general threshold established for the at most healthy class for each attribute.  
 
The unhealthy values have been given a value of 50, and the propagated and 
transmitted values for each of the components have been developed by the analyst to 
best reflect those experienced in previous examples. Each type of fault was then 
analysed with healthy and single fault data to obtain the conditional statements 
representative of that decision class.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
4.5. Fault Discrimination: Full Training Set 
4.5.1. Learning  
For details on the learning process, please see 3.1 
4.5.1.1. Data Structuring 
For details on data structuring, please see 3.1.1. 
4.5.1.1.1. Identification of Criteria 
The criteria are healthy, single, multiple, propagated and transmitted, all are 
continuous, and their preference is gain, where the preference is increasing to the 
criteria values.  
4.5.1.1.2. Identification and assignment of learning examples 
The assignments expressed by the decision maker are healthy (h), single (s), multiple 
(m), propagated (p) and transmitted (t). 
4.5.1.2. Approximation  
For details on the approximation process, please see 3.1.2. 
The set of criteria C = {healthy, single, multiple, propagated, transmitted}. The 
domain of the decision attribute E is equal to {healthy, single, multiple, propagated, 
transmitted}. The set U into the classes: Cl0={healthy}, Cl1={single}, 
Cl2={multiple}, Cl3={propagated} and Cl4={transmitted}.  
 
The approximated class unions are: 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class single. 
 Cl1≤, i.e., the objects belonging to (at most) class single. 
 Cl2≥, i.e., the objects belonging to (at least) class multiple. 
  Cl2≤, i.e., the objects belonging to (at most) class multiple. 
 Cl3≥, i.e., the objects belonging to (at least) class propagated. 
 Cl3≤, i.e., the objects belonging to (at most) class propagated. 
 Cl4≥, i.e., the objects belonging to (at least) class transmitted. 
 
The boundaries are empty, which indicates that the approximation is perfect.  
4.5.1.2.1. The quality of the approximation and accuracy  
For details on the quality of the approximation and accuracy process, please see 
3.1.2.1. 
The quality of the approximation and the accuracy are both 1.   
4.5.1.2.2. Inference of Decision Rules 
For details on the inference of decision rules, please see 3.1.2.2. 
The application of the DRSA algorithm on the results of the approximation generates 
a table of 83 certain and exact decision rules, are sample of which are shown in Table 
13. 
Table 10 Decision Rule Table for Full Training Data Set 
Rule  
No. 
Rule Description No of 
Supporting 
Objects 
Strength 
(%) 
1 
 
Fault at most h 
30 100 
2 
 
fault at most s 
42 43.75 
3  
fault at most s 
75 66.67 
4 
 
fault at most s 
65 60.42 
4.5.2. Validation 
For details on the validation process, please see 3.2. 
4.5.2.1. Decision Rule Analysis  
For details on the decision rules analysis, please see 3.2.1.1. 
The decision maker strongly agrees with 100% of the rules generated. 
 4.5.2.2. Reclassification Analysis  
For details on the reclassified analysis process, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software by 60% and that 40% are ambiguous. The confusion 
matrix relevant for this case study is shown in Table 11.    
 
Table 11: Confusion Matrix for all faults 
 h s m p t 
h 30/30 0/0 0/0 0/0 0/0 
s 0/0 66/66 0/21 0/0 0/0 
m 0/0 0/0 75/75 0/10 0/32 
p 0/0 0/0 0/9 36/36 0/33 
t 0/0 0/0 0/9 0/36 36/36 
 
In classification processes, if there are any numerical values present anywhere other 
than the leading diagonal, the sum of these numbers added together should equal the 
total number within the category. This confusion table is unusual as this is not the case. 
This is because in the process of reclassifying the data, there are some elements that 
satisfy the conditional statements for more than one class, normally under the 
reclassification process the element is simply assigned a single different classification. 
So for example after the reclassification of this data set there are 51 elements assigned 
a value of multiple or propagated or transmitted,  9 of which were originally assigned 
as multiple, 10 as propagated and 32 as transmitted faults.  
4.5.2.3. Statistical Analysis  
For details on the statistical analysis process, please see 3.2.1.3. 
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
4.5.2.4. Cross-Validation Analysis  
For the details on the cross-validation analysis process, see please 3.2.1.4.  
The cross validation analysis shows a 100% between all the data sets and the DRSA.   
 4.5.3. Exploitation 
For details on the exploitation process, please see 3.3. 
New items were classified using the decision rules generated from the artificial data 
set fault analysis, the results shown in Table 12. 
Table 12: Decision Maker Agreement for New Elements 
Agreement 
Level 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Total 
Number  0 29 0 16 45 90 
Percentage 
(%) 
0 32 0 17 50 100 
 
The acceptance rate of 67% is low. Normally when the learning set is considered to be 
poor, additional data is added to the learning set the process iterated. However in this 
instance as the learning set has been artificially generated it is considered to be 
representative of the types of faults and decision classes it was not considered 
appropriate to reiterate the learning process.  
 
4.5.4. Discussion 
The conditional statements generated from the artificial dataset used in the learning 
phase can be used to successfully categorise data if is healthy or unhealthy, but are 
unable to identify consistently distinguish between single faults, multiple faults, 
propagated faults and transmitted faults.  
 
The reclassification process identifies elements that satisfy the conditional statements 
for more than one fault category simultaneously, and so are given more than one 
possible fault category, multiple or propagated or transmitted. Each of the individual 
types of fault are investigated further, to identify if conditional statements generated 
can enhance the system ability to discriminate between the fault types. 
 
 
 
 
  
 
 
 
4.6. Fault Discrimination: Multiple Faults 
4.6.1. Learning  
For details on the learning process, please see 3.1 
4.6.1.1. Data Structuring 
For details on data structuring, please see 3.1.1. 
4.6.1.1.1. Identification of Criteria 
The criteria are healthy, single and multiple, both continuous, and their preference is 
gain, where the preference is increasing to the criteria values.  
4.6.1.1.2. Identification and assignment of learning examples 
The assignments expressed by the decision maker are healthy or multiple. 
4.6.1.2. Approximation  
For details on the approximation process, please see 3.1.2. 
The set of criteria C = {healthy, single, multiple}. The domain of the decision attribute 
E is equal to {healthy, single, multiple}. The set U into the classes: Cl0={healthy}, 
Cl1={single} and Cl2={multiple}.  
 
The approximated class unions are: 
 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class single. 
 Cl1≤, i.e., the objects belonging to (at most) class single. 
 Cl2≥, i.e., the objects belonging to (at least) class multiple. 
 
The boundaries are empty, which indicates that the approximation is perfect.  
 4.6.1.2.1. The quality of the approximation and accuracy  
For details on the quality of the approximation and accuracy process, please see 
3.1.2.1. 
The quality of the approximation and the accuracy are both 1.   
4.6.1.2.2. Inference of Decision Rules 
For details on the inference of decision rules, please see 3.1.2.2. 
The application of the DRSA algorithm on the results of the approximation generates 
a table of 37 certain and exact decision rules, are sample of which are shown in Table 
13. 
Table 13: A sample of Decision Rules for Multiple Faults 
Rule 
Number 
Rule Description No of Supporting 
Objects 
Strength 
(%) 
1  
Fault at most h 
30 100 
2  
fault at most s 
34 66.67 
3  
fault at most s 
54 82.35 
4  
fault at most s 
39 72.55 
4.6.2. Validation 
For details on the validation process, please see 3.2. 
4.6.2.1. Decision Rule Analysis  
For details on the decision rules analysis, please see 3.2.1.1. 
The decision maker strongly agrees with 100% of the rules generated. 
4.6.2.2. Reclassification Analysis  
For details on the reclassified analysis process, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software by 87% and that 13% are ambiguous. The confusion 
matrix relevant for this case study is shown in Table 14. 
 
 Table 14: Confusion Matrix for Multiple Faults 
 h s m 
h 30/30 0/0 0/0 
s 0/0 66/66 0/21 
m 0/0 0/0 75/75 
 
During the reclassification process 21 elements that were originally assigned a value 
of multiple were given an ambiguous classification of single or multiple. 
4.6.2.3. Statistical Analysis  
For details on the statistical analysis process, please see 3.2.1.3. 
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
4.6.2.4. Cross-Validation Analysis  
For the details on the cross-validation analysis process, see please 3.2.1.4.  
The cross validation analysis shows a 100% between all the data sets and the DRSA.   
4.6.3. Exploitation 
For details on the exploitation process, please see 3.3. 
New items were classified using the decision rules generated from the artificial data 
set fault analysis, the results shown in Table 15. . 
Table 15:Decision Maker Agreement for Multiple Faults 
Agreement 
Level 
Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Total 
Number  0 13 0 32 55 100 
Percentage 
(%) 
0 13 0 32 55 100 
 
4.6.4. Discussion 
Using the conditional statements generated in the learning phase, the system is able to 
identify if the system is healthy or not, but some ambiguity exists when discriminating 
 between multiple and single faults. The ambiguity in the classification of the fault 
stems from the fact that large critical components have multiple sensors.  
 
 
 
 
 
4.7. Faults Discrimination: Propagated Faults  
4.7.1. Learning 
For details on the learning process, please see 3.1. 
4.7.1.1. Data Structuring 
For details on data structuring, please see 3.1.1. 
4.7.1.1.1. Identification of Criteria 
The criteria are healthy and propagated, both continuous; the preference is gain, where 
the preference is increasing to the criteria values.  
4.7.1.1.2. Identification and assignment of learning examples 
The assignments as expressed by the decision maker of healthy, single and propagated. 
4.7.1.2. Approximation  
For details on the approximation process, please see 3.1.2. 
The set of criteria C = {healthy, propagated}. The domain of the decision attribute E 
is equal to {healthy, single, propagated}. The set U into the classes: Cl0={healthy}, 
Cl1={single} and Cl2={propagated}. The approximated class unions are: 
 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class single. 
 Cl1≤, i.e., the objects belonging to (at most) class single. 
 Cl2≥, i.e., the objects belonging to (at least) class propagated. 
 
The boundaries are empty, which indicates that the approximation is perfect.  
 4.7.1.2.1. The quality of the approximation and accuracy  
For details on the quality of approximation and accuracy, please see 3.1.2.1. 
The quality of the approximation and the accuracy are both 1.   
4.7.1.2.2. Inference of Decision Rules 
For details on the inference decision rules, please see 3.1.2.2. 
The application of the DRSA algorithm generates a table of 22 certain and exact 
decision rules, a sample is in Table 16.  
 
Table 16: Decision Rules for Propagated Faults 
Rul
e 
No. 
Rule Description No of 
Supportin
g Objects 
Strengt
h (%) 
1 
 
Fault at most h 
30 100 
2 
 
Fault at most s 
72 75 
3 
 
Fault at most s 
72 75 
4 
 
Fault at most p 
132 100 
 
4.7.2. Validation 
For details on the validation process, please see 3.2. 
4.7.2.1. Decision Rule Analysis  
For details on the decision rule analysis, please see 3.2.1.1. 
The decision maker strongly agrees with 100% of the rules generated. 
 
4.7.2.2. Reclassification Analysis  
For details on the reclassification analysis, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software 100%.  
 
 4.7.2.3. Statistical Analysis  
For details on the statistical analysis, please see 3.2.1.3.  
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
4.7.2.4. Cross-Validation Analysis  
For details on the cross-validation analysis, please see 3.2.1.4. 
The cross validation analysis shows a 100% between all the data sets and the DRSA.   
4.7.3. Exploitation 
For details on the exploitation process, please see 3.3. 
New items classified using the decision rules generated in the single fault analysis, and 
the rules found to be 100% accurate. 
4.7.4. Discussion 
The conditional statements generated during the learning phase of the propagated 
faults from artificial data sets were analysed. The system is able to distinguish between 
healthy and unhealthy, and between single fault and propagated faults.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
4.8. Fault Discrimination: Transmitted Faults 
4.8.1. Learning  
For details on the learning process, please see 3.1. 
4.8.1.1. Data Structuring 
For details on data structuring, please see 3.1.1. 
4.8.1.1.1. Identification of Criteria 
The criteria are healthy and transmitted, both are continuous, and their preference is 
gain, where the preference is increasing to the criteria values.  
4.8.1.1.2. Identification and assignment of learning examples 
The assignments expressed by the decision maker are healthy, single or transmitted. 
4.8.1.2. Approximation  
For details on the approximation process, please see 3.1.2. 
The set of criteria C = {healthy, single, transmitted}. The domain of the decision 
attribute E is equal to {healthy, single, transmitted}. The set U into the classes: 
Cl0={healthy},  Cl1={single} and Cl1={transmitted}. The approximated class unions 
are:  
 
 Cl0≤, i.e., the objects belonging to (at most) class healthy. 
 Cl1≥, i.e., the objects belonging to (at least) class single. 
 Cl1≤, i.e., the objects belonging to (at most) class single. 
 Cl2≥, i.e., the objects belonging to (at least) class transmitted. 
 
The boundaries are empty, which indicates that the approximation is perfect.  
4.8.1.2.1. The quality of the approximation and accuracy  
For details on the quality of approximation and accuracy, please see 3.1.2.1. 
The quality of the approximation and the accuracy are 1.  
 4.8.1.2.2. Inference of Decision Rules 
For details on the inference of decision rules, please see 3.1.2.2. 
The application of the DRSA algorithm generates a table of 18 certain and exact 
decision rules, a sample of which are shown in Table 17. 
.  
Table 17: Decision Rules for Transmitted Faults 
Rule 
No. 
Rule Description No of Supporting 
Objects 
Strength 
(%) 
1 
 
Fault at most h 
30 100 
2 
 
Fault at least t 
72 75 
3  
Fault at least t 
72 75 
4 
 
Fault at least t 
12 33 
 
4.8.2. Validation 
For details on the validation process, please see 3.2. 
4.8.2.1. Decision Rule Analysis  
For details on the decision rule analysis, please see 3.2.1.1. 
The decision maker strongly agrees with 100% of the rules generated. 
4.8.2.2.  Reclassification Analysis  
For details on the reclassification analysis, please see 3.2.1.2. 
The reclassification analysis shows that the original assignments match with those 
proposed by the DRSA software 100%.  
4.8.2.3. Statistical Analysis  
For details on the statistical analysis, please see 3.2.1.3. 
The statistical analysis shows a 100% positive correlation between the assignments 
proposed by the DRSA and the decision maker. 
 4.8.2.4. Cross-Validation Analysis  
For details on the cross-validation analysis, please see 3.2.1.4. 
The cross validation analysis shows a 100% between all the data sets and the DRSA.   
4.8.3. Exploitation 
For details on the exploitation process, please see 3.3. 
New items classified using the decision rules generated in the single fault analysis, and 
the rules found to be 100% accurate. 
4.8.4. Discussion 
The conditional statements generated during the learning phase of the transmitted 
faults from artificial data sets were analysed. The system is able to distinguish between 
healthy and unhealthy, and between single fault and transmitted faults.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
4.9. Summary of Results 
The objectives of this research were to: 
 
 Identify accurate thresholds of machine health, alerting staff to faults earlier, 
without compromising the quality of the system by increasing false alarms. 
 Develop a system to measure the severity of unhealthiness to monitor fault 
escalation and time to failure. 
 Develop a system that can discriminate between the types of fault.  
 Extend the condition monitoring system to be able to analyse the health of a 
large number of machines in an automated way. 
 
The research was split into 3smaller modules so the conditional statements that defined 
each class could be observed and the conditional statements generalised. It was 
anticipated that these general statements could then be used to develop a general 
system which can be applied to unknown machines and their health monitored 
immediately.  
  
The first module was to analyse single faults, each component was analysed 
individually, and all the rules generated condensed to: 
 
 If all components are less than 4.2 then the machine is healthy. 
 If any component is more than 10.0006 then the machine is unhealthy. 
 
The second module was to analyse escalating faults, two component faults were 
analysed until breakdown and the rules generated were condensed to: 
 
 If the component is less than 4.46 then the component is healthy 
  If the component is greater than 10.23 and less than 19.97 then the component 
is experiencing a minor fault 
 If the component is greater than 20.04 and less than 49.93 then the component 
is experiencing a medium fault 
 If the component is greater than 50.00 and less than 99.89 then the component 
is experiencing a major fault 
 If the component is greater than 100.94 then the component is experiencing a 
very high fault. 
 
The third module was to identify the difference between the faults, because the live 
data sets were limited and not representative of all the fault and decision classes, the 
rules generated were restricted and not appropriate, an artificial training set was 
generated to have full representation of faults and decision classes.  
 
Conditional statements from this artificial data set were satisfactory in discrimintaing 
between, healthy and unhealthy systems, but when more complex analysis to identify 
the type of fault the system is experiencing was attempted the system was 
unsatisfactory. 
 
Individual analysis of all the fault types with healthy and single fault data was 
undertaken, and the system is capable of identifying the fault classes in all cases except 
for multiple faults, and although no general rules were identified a better understanding 
of the data and the types of faults was achieved. 
 
The analysis process places a strong emphasis on the values of the components, rather 
than the relationship between the values of the affected components, knowledge of 
these relationships can be utilised and implemented in the software to be able to exploit 
this knowledge and allow the system to discriminate between the fault type. 
 
 
 
 
 
  
 
 
 
 
 
4.10. Exploitation of Results 
Combining the rules generated from DRSA with the meta- human knowledge from the 
expert analyst, the system is implemented as show in Figure 10. The system is able to 
assess the health of the machine, and if the machine is experiencing a fault, the system 
can identify the component that is experiencing the fault, the level of severity of the 
fault and the type of fault the machine is experiencing. 
 
  
Figure 10: Generalised System using DRSA and Meta-Human Knowledge 
 
The analysis process places a strong emphasis on the values of the components, rather 
than the relationship between the values of the affected components. Combining the 
information gained from DRSA and expertise from the decision maker allows the 
system to discriminate between multiple, propagated and transmitted faults, improving 
the generalised systems ability to classify the type of fault experienced. 
 
 The conditional rules to distinguish between healthy, single faults and multiple faults, 
centre on the condition if more than one component is experiencing a value over 10. 
The inability for the system to discriminate between the different fault types lies in 
that one data set may satisfy all the conditional statements generated for each type of 
fault. For example if a main gear box and a capper gear box both show elevated values 
over 10, then this satisfy any generalised statements for a multiple fault, a propagated 
fault and a transmitted fault.  
 
Components are grouped together as shown in Appendix E, if components from 
different groupings are elevated they are unrelated, so the fault type would be a 
multiple fault. If components showing elevated readings are within the same grouping, 
additional information is required to identify between propagated and transmitted 
faults. Based on decision maker and expert knowledge this is where the relationship 
between the values of the affected components becomes important.  
 
Using the analysts expert knowledge of the system and component faults, if the 
affected component values differ by over 50% of the maximum value, the fault is 
propagated see Appendix E.  If the values of the affected components are within 50% 
of the maximum value, the fault is transmitted. For example if two critical components, 
the main bearing has a value of 100 and the main gearbox has a value of 40, the fault 
is propagated. If the main bearing has a value of 100 and the main gearbox has a value 
of 60 the fault is transmitted.   
 
This combined information is utilised, the type of fault can be classified further to 
distinguish between multiple, propagated and transmitted faults using the decision 
process given in Figure 11.  
 
  
Figure 11 Type of Fault Decision from Meta-Human Knowledge 
 
It is still conceivable that there will be times when the data provided to the system will 
still satisfy all the conditions from more than one fault class, and return an ambiguous 
classification. Under these circumstances, the ambiguous data is passed to the decision 
maker for the final classification, whose decision may include other parameters not 
considered within the scope of this research. 
 
 
 4.10.1. Results of Exploitation 
 
The generalised system, as detailed in 764.10, has been implemented on six machines, 
previously analysed by an analyst. The generalised system and the human analysis was 
trialled in parallel for a twelve-week period, the generalised system results and the 
decision maker show 100%. Both analysis methods correctly identifying 7 faults, the 
components involved, the severity of the fault and the appropriate discrimination of 
the fault. The results are detailed in Appendix G and a sample of the code used in 
Appendix I.  
 
The generalised system was installed on a third site, with five machines unseen by the 
analyst or the system. Over a three month period, the level of agreement between the 
analyst and the system is 100%, with both analysis methods correctly identifying 6 
faults, the components involved, the severity of the fault and the appropriate 
discrimination of the fault and detailed in Appendix H. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 5 Conclusion 
This thesis has proven a statistical based, decision-making system, capable of 
identifying machine health, the severity of a fault and type of fault if the system is 
considered to be unhealthy in a live industrial environment, previously unacquainted 
with proactive maintenance strategies or condition monitoring of equipment.  
 
More prominence has been placed on single fault analysis within this thesis, to develop 
the DRSA decision making system’s viability in industry, before over stating the 
systems ability prior to research. The vast amount of fault data available is of single 
faults, across multiple different machines, and covers multiple different root causes to 
single faults. The number of multiple faults, transmitted faults and propagated fault is 
limited, and so the amount of data to test the systems viability of live data is restricted. 
 
5.1. Achievements 
 
The overall aims of this thesis were to provide the decision making system to complete 
a condition based monitoring system capable which can: 
 
 Identify accurate thresholds of machine health, to alert staff to faults earlier.   
 Indicate the level of severity of a fault, and estimate time to failure. 
 Discriminate between the types of fault.  
 Be placed on new machines and analyse the health of a large number of 
machines in an automated way. 
 
Using DRSA and meta-human  all these aims been achieved, but utilising DRSA as 
the decision-making technique the system is also able to: 
 
 Learning and adjust decision-making criteria as new information becomes 
available, without increasing the occurrence of false alarms.  
  Include more attributes within the dataset. Essentially the system will become 
a platform for future systems that may include a variety of different sensors to 
be able to assess the health of the machine. 
 
The system is capable of identifying if the machine is healthy or not and of indicating 
which of the components is suspected to be at fault, with 100% success rate based on 
live industrial data, as demonstrated in 4.2.3. The severity of an escalating fault is 
investigated in 4.3.3 the system is also proven to be capable of identifying differing 
levels of severity on live industrial data with 100% accuracy. 
 
In order for the system to be able to distinguish between the different types of faults a 
combination of DRSA and decision maker knowledge is required, as detailed in 4.9.  
 
Due to the restricted amount of available data of a live system experiencing a fault, an 
artificial training set generated and employed. The system was successful in 
classifying all the differing types of faults found in historical live data sets, and has 
been 100% successful in the classifying the types of faults currently experienced on 
site, as detailed in 4.10.1.  
 
Whilst reviewing CBM in Chapter 2, vibration monitoring was identified as the most 
useful method of CBM for rotating machinery. Vibration sensors are placed at critical 
points around the machine and their values monitored, once a nominated threshold is 
reached site or engineers are alerted to the possibility of a fault. The disadvantage of 
this method, is the number of false alarms which could be triggered by noise or spikes 
in the signal, and the amount of time and labour required to be able to identify an 
appropriate threshold value.   
 
This system utilises a statistical analysis technique to pre-processes the data, to remove 
the impact of noise and erroneous spikes. The pre-processing compares the profile of 
the data with a normal distribution and gives a value indicating the level of deviation. 
This means the amplitude of the vibration data becomes irrelevant, and new machines 
can be assessed almost instantly into healthy or unhealthy, further classification can 
begin after a relatively a short period of research on each machine. This has been 
 realised with the inclusion of five more machines on a third site with the condition 
monitoring using this system beginning immediately on installation, see 4.10.1. 
 
The proposed approach is an iterative decision-making process which can be repeated 
over multiple iterations, at the completion of any of the three phases of the process 
Chapter 3. The output of the system can be used as the new input data to re-evaluate 
the decision rules generated; allowing the system to progressively enhances the 
conditional statements generated, which are used to determine the health of the 
individual components and the overall machine.  The system is also capable of 
introducing more attributes, as more research is conducted, and more information 
learned about the condition of the machine from alternative sensors, this new sensor 
information can be incorporated into the process, effectively making this a viable 
platform for future work in condition monitoring.  
5.2. Cost Saving 
The savings to the customer were calculated in two different ways, initially the 
average number of breakdowns each machine experienced in a year was calculated 
using the breakdown figures for the preceding five years previous to the system 
being implemented. The number of breakdowns the machine experienced the first 
year after the system was documented and the two figures compared. The difference 
was between these two figures was accepted as the number of breakdowns the 
system averted. 
In subsequent years, as the number of breakdowns the machines experienced fell, a 
second approach as devised, in that for every fault raised by the system, the 
investigation engineer confirmed if the fault would have become catastrophic and in 
within what time frame, in order to establish which financial year would be impacted 
by the costs. This number of positive confirmations was recorded and became the 
accepted number of breakdowns. 
The associated benefits of installing this system were many, but predominantly was 
the improvement in general maintenance policies within the company. The impact on 
poor maintenance or lost maintenance became apparent to operators and engineers 
over the course of the project, and it was found that maintenance policies were 
enforced, and maintenance was completed more regularly, and not postponed in 
 preference for production. The general health of the machines improved and thus the 
number of breakdowns diminished over the course of the project.   
5.2.1. Cost Saving Calculation 
Each critical component has an estimated time of procurement and replacement, 
which was provided by the company. The company was also able to provide a 
monetary value for each day a loss in production would cost, currently anticipated to 
be £350,000, these figures can then be used to calculate the cost of each fault to the 
company. 
For example a main bearing fault typically takes 6 days to repair, if a breakdown can 
be avoided the savings to the company would be £2.1m. A main gear box failure 
takes 4 days to repair, avoiding a gear box fault would save the company £1.4m.  
Using the figures from the first machine on which the system was trialled, the 
machine experienced on average 5 breakdowns a year, each breakdown lasting 
between 4-6 days, using an average of 5 days this is 25 days of lost production 
costing £8.75m.  
In the first year the machine did not experience any faults, using the first method of 
calculating costs, it was anticipated saving the company a minimum of £8.75m.  
Using the second method of calculating costs the system identified 6 faults that 
would have been catastrophic, 4 of which were main bearing at 6 days per fault, and 
2 main gear box at 4 days per fault. Saving the company 32 days of lost production 
which would have been £11.2m.  
 
 
 
 
 
 5.3. Future Work 
Several different future research avenues were identified throughout the duration of 
this project, in both condition monitoring and in decision-making and are listed below;  
 
 Assess machine condition or health under different speed profiles, over the 
course of the thesis, some interesting observations have been raised when the 
machine’s speed is not constant which could indicate the presence of different 
faults, or increase the accuracy of the system, alerting staff to potential faults 
earlier. 
 To include a variety of different sensors; current, temperature or torque for 
example, which could prove to be more effective at identifying faults, or 
identify different faults, which opens up the prospect of developing DRSA into 
an outranking relation-based system, which allows different attributes to have 
different weightings and considerations. 
 To develop DRSA further into an unsupervised learning system, which needs 
no expert or decision maker input utilising four different algorithms. The 
Unsupervised DRSA (UDRSA) maintains the same steps as DRSA and adds a 
new step devoted to generate and populate a set of preference-ordered decision 
classes.  There are four different procedures for construction decision classes: 
o Top-Down procedure: This procedure uses the P-dominating set P+(x) 
and proceeds sequentially starting from the most (Top) preferred 
decision class down to the less (Down) preferred decision class; 
o Bottom-Up procedure: This procedure uses the P-dominated set P-(x) 
and proceeds sequentially starting from the less (Bottom) preferred 
decision class up to the most (Up) preferred decision class; 
o Compromised Top-Down/Bottom-Up procedure: This procedures 
starting by applying sequentially  the Top-Down and then Top-Down 
procedures or the opposite and then uses some simple rules to define 
compromised assignment of the decision examples by reducing the  
assignment intervals generated by the two previous decision classes 
construction procedure; 
o Combined Top-Down/Bottom-Up procedure:  This procedure is based 
on an intertwined use of the P-dominating  P+(x) and dominated P-
 (x) and proceeds by a simultaneous construction of decision classes 
from the extremes (the most and the less preferred decision classes) 
towards the decision classes in the middle. 
 To include other types of electro-mechanical or process machinery within the 
dairy industry, currently only rotary fillers are monitored, but on site there are 
several other different machines that could be appropriate for use with this 
system, like the linear fillers or the refrigeration systems.  
 To include other areas of the food industry, or even other industries that utilise 
large electro-mechanical or process machinery.  
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 Appendix A The Virtual 
Engineer 
In 2010 Stork and the Institute of Industrial Research at the University of Portsmouth 
were awarded a Knowledge Transfer Partnership to develop the hardware for a 
condition based monitoring system, to be used for predictive performance diagnostics 
of rotating bottle-filling machines in the dairy industry. 
 
The system was based on the concept that measuring and monitoring the changes in 
energy consumption and vibration levels in real time would alert staff to faults in the 
very early stages of development, to better support scheduling of emergency and 
maintenance work and avoid catastrophic breakdowns. With the assistance of Stork 
engineers and a vibration consultant, the critical components of the filling machine 
were identified and accelerometers or vibration sensors attached as shown in Figure 3. 
 
  
Figure 3: Component and Sensor Placement 
 
The sensors feedback into a data acquisition box, sampled at 24khz,  and using 
statistical techniques the profile of the vibration data identified. The raw data is held 
in an SQL database on a pc at site and a MatLab interface used to view the raw data 
when the filling machine is healthy and when there is a known fault. This information 
is used to assess if the system is capable of differentiating between the two sets of data, 
and therefore viable to be used for condition monitoring of the assets. The raw data is 
uploaded to a cloud storage facility, which can be accessed by the University so the 
data can be downloaded for analysis, and manipulation for further research, as shown 
in Figure 12. 
 
  
Figure 12 Data Acquisition Process 
 
 
 
 
 
 Appendix B Hardware 
Validation 
Once the sensors and data acquisition box had been trialled, they were installed on live 
diary filling machines, live data was harvested to identify raw data characteristics and 
to establish if faults could be identified using the hardware system developed. The 
system was installed on three machines primarily, one with a known main bearing 
fault, one with a main gear box and one with no known faults. Data was harvested with 
the faults, these were then corrected and the machines certified as healthy and data 
taken again. The raw data was then compared for a healthy main bearing, Figure 13, 
and faulty main bearing, Figure 14Figure 14, and a healthy gear box, Figure 15Figure 
17, and faulty gear box Figure 18. 
   
 
Figure 13 Healthy Main Bearing Data 
 
The main bearing has two sensors placed on it, one in the axial plane, main bearing 1, 
the second plot and the second, main bearing 2, in the radial plane, the final plot. Figure 
13Figure 13 when the machine is healthy, it is possible to see that more vibration can 
be seen in the axial plane than on the radial. Figure 14Figure 14Figure 14 is when the 
machine has main bearing fault, again vibration levels in the axial plane, main bearing 
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 sensor 1, and the second plot, are higher than in the radial plane, the final plane. The 
amplitude of the vibration data on the faulty data has escalated from that of the healthy 
data, and the profile of the healthy data and faulty data on both sensors are very 
different. The faulty data seems to have a cyclic or periodic element to it from these 
data samples.  
 
 
Figure 14 Unhealthy Main Bearing Data 
 
In order to be able to see the differences between the amplitude and profile of the faulty 
main bearing and healthy main bearing data samples, it is easier to overlay the two 
sets, when they are both at full speed, Figure 16 and Figure 16. The plots in black are 
the data from the unhealthy main bearing and those in blue are of the healthy main 
bearing. 
 
 
Figure 15 Comparison of Faulty and Healthy Main Bearing, sensor 1 axial. 
 
0
2
4
6
8
10
-0.05
0.00
0.05
-0.02
0.00
0.02
0.04
50 100 150 200 250 300 350 400 450 500 550 600
New post-process graph
 [
V
]
 [
V
]
 [
V
]
Time [s]
CH2 Speed Reference[02]
CH2 Main Bearing 1 Axial[02]
CH2 Main Bearing 2 Axial[02]
-0.05
0.00
0.05
280 300 320 340 360 380 400 420
New post-process graph
 [
V
]
Time [s]
CH2 Main Bearing 1 Axial[02] CH2 Main Bearing 1 Axial[01]
  
Figure 16 Comparison of Faulty and Healthy Main Bearing, sensor 2 radial 
 
The difference between the healthy and faulty main bearing data is clearly observable 
in both the amplitude and the profile of the two sets of data. 
Figure 17 shows the healthy main gearbox. The main gearbox has two sensors on it, 
one in the axial plane, plot two, and one in the radial plane, plot three, the first plot 
being the speed of the filling machine. Higher levels of vibration are observed in the 
axial plane than in the radial plane.  
 
 
Figure 17 Main Gear Box Healthy Data 
  
Figure 18 shows the fault main gearbox, again plot 2 is of the sensor placed in the axial 
plane, plot three is of the sensor placed in the radial plane, and plot one is of the speed 
of the filling machine. The scale on the axis, when displayed individually, make it 
difficult to see the difference in amplitude between the faulty and healthy data sets, 
and it is difficult to observe any changes in profile between the two manually.  
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Figure 18 Main Gear Box Faulty Data 
 
In order to be able to see the differences easily between the amplitude of the faulty 
main gearbox and healthy main gear box data samples, it is easier to overlay the two 
sets, when they are both at full speed as in Figure 19 and Figure 20. The plots in black 
are the data from the unhealthy main gearbox and those in colour are of the healthy 
main gear box. 
 
 
Figure 19 Healthy and Faulty Main Gear Box, sensor 1 Axial 
 
0
5
10
-0.1
0.0
0.1
0.2
-0.05
0.00
0.05
0.10
50 100 150 200 250 300 350 400 450 500 550 600
New post-process graph
 [
V
]
 [
V
]
 [
V
]
Time [s]
CH3 Speed Reference[01]
CH3 Main Gearbox Axial[01]
CH3 Main Gearbox Radial[01]
-0.020
-0.015
-0.010
-0.005
0.000
0.005
0.010
0.015
20 40 60 80 100 120 140 160 180 200 220 240
New post-process graph
 [
V
]
Time [s]
CH3 Main Gearbox Axial[01] CH3 Main Gearbox Axial[02]
  
Figure 20 Healthy and Faulty Main Gear Box, sensor 2 Radial. 
 
Although the difference in amplitudes is now clearly visible, it is still not possible to 
detect if the profile of the data shows any significant differences. 
 
On individual machines, the difference in the amplitude, and sometimes profile of the 
data,   between healthy and faulty components is clearly observable. However, if you 
are developing thresholds across a range of components, the vibration levels are 
different so one single threshold value cannot established be applied to the data from 
different components, an example of this can be shown in Figure 21 and Figure 22. 
 
 
Figure 21 Healthy Data from Three Components from one Machine 
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Figure 22 Overlaid Healthy Data from Three Components on one Machine 
 
Once the data is overlaid on the same graph, it is easy to see the difference in amplitude 
of the different components. 
 
When multiple machines are being analyzed across multiple sites, in multiple 
companies, with vastly differing maintenance strategies and policies, it becomes 
increasingly difficult to find meaningful threshold values. Figure 23 shows faulty raw 
data from a fault on one machine, and healthy raw data on an alternative machine. 
From these data sets, it is difficult to establish a basic threshold value to use as an 
alarm, without the risk of false alarms, although manually the differences between the 
two can be observed.  
 
The Blue plot shows the faulty main gear box data from one machine, and the red 
shows data from a healthy main gear box on a different machine on the same site. 
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Figure 23 Faulty and Healthy Main Gear Box Data from Different Machines 
 
This could simply be an anomaly specific to these two machines and sites, but in order 
to overcome these types of errors, a much larger number of reference machines will 
need to be incorporated into the research, which is impractical in with the confines of 
this study. 
 
The data is also used to generate a report for site on the condition of their machines. 
There are multiple sites spread across the UK, so the data needs to be uploaded to a 
data centre to generate these reports. The raw data files are incredibly large, and the 
transfer of such large files from site, causes countless issues. In practical terms it is 
much easier to process the data and feature extract on site and then transfer the 
processed results to the data centre to generate the machine condition reports for each 
site.  
 
 
 
 
 
 
 
 
 
 
-0.03
-0.02
-0.01
0.00
0.01
0.02
0.03
380 400 420 440 460 480 500 520 540 560 580
New post-process graph
 [
V
]
Time [s]
BW5 Main Gearbox Radial[01] BW3 Main Gearbox Radial[01]
 Appendix C Statistical Analysis 
Using the hardware platform provided by the KTP, vibration data is taken from the 
filling machines. Several statistic and higher order time domain features are calculated 
using data collected when the filling machine is known to be healthy, in order to 
establish a baseline set of features for comparison. These features are also calculated 
under the four key operating speeds of the machine, on with no rotation, cleaning in 
progress (CIP), half speed and full speed, as detailed in Table 2.  
 
Table 2: Filler Speed and Corresponding Outputs 
Output Volts 
(V) 
Corresponding Speed in Bottles 
per Minute (BPM) 
Machine Running Speed 
0-0.5 0 On, no rotation 
3.5 75 Cleaning in Progress (CIP) 
5.5 140 Half 
7.5 230 Full  
 
In industry maintenance is an on-going process, and as such components are constantly 
being repaired and or replaced, this affects the ability to use frequency analysis. As the 
components are replaced the nameplate data changes as does the interaction between 
the components which affects the key vibrations used in the analysis. If components 
are repaired this will also affect the key vibration and their interaction within the 
system as a whole. Making frequency analysis impractical, especially in an industry 
where the maintenance records can in complete at best.  
  
 
 
 
 
 
 
 The same features were calculated when a known fault is occurring in order to establish 
which feature is most indicative the fault.  
 
Time Domain Features 
 
Mean: Is the mean value of the signal. Vibration signals ideally have a zero mean 
value. If there is some offset voltage present in the vibration, it can be deducted from 
the mean value to bring it to zero. 
𝑀𝑒𝑎𝑛 =
1
N
 ∑  xi   xi is time vector of i samples
N
i = 1
 
  
Mean Absolute Deviation: Is sensitive to outliers, and describes the dispersion between 
the data and mean value. 
𝑀𝐴𝐷 =  𝑚𝑒𝑎𝑛(𝑎𝑏𝑠(𝑥𝑖  −  𝜇)), 𝜇 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 
 
Variance: Is the square of standard deviation. 
𝜎2  =  
1
𝑁
 ∑(𝑥𝑖  −  𝜇)
2
𝑁
𝑖 = 1
 
 
Root mean Square: Shows the effective energy or the power content of vibration 
signal. If mean value of the vibration signal is zero then RMS value and standard 
deviation become equivalents. Normally vibration signal has zero mean value. 
𝑅𝑀𝑆 =  √
1
𝑁
 ∑ 𝑥𝑖
2
𝑁
𝑖 = 1
 
Delta RMS: Is the difference between two consecutive root mean square values. It is 
sensitive to variation in RMS value and good indicator of vibration level changes in 
case of non-stationary vibrations signal. 
 
𝑑𝑅𝑀𝑆 =  𝑅𝑀𝑆(𝑛)  −  𝑅𝑀𝑆(𝑛 +  1) 
 
Kurtosis: Indicates the flatness or spikiness of the signal, and is a good indicator of 
outliers, as shown in Figure 24Figure 24:  
 𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =  
∑ (𝑥𝑖 −  𝜇 )
4𝑁
𝑖 = 1
𝑁𝜎4
 
 
 
Figure 24 Shape of Graphs with differing kurtosis values 
 
Crest Factor: Is the ratio of peak to root mean square. 
𝐶𝐹 =  
𝑚𝑎𝑥(𝑥)
𝑟𝑚𝑠(𝑥)
 
 
Shape Factor: Is the ratio of the RMS value to mean absolute value. 
𝑆𝐹 =  
𝑟𝑚𝑠(𝑥)
𝑚𝑒𝑎𝑛[𝑎𝑏𝑠(𝑥)]
 
 
Impulse Factor: Is ratio of peak value to mean absolute value.  
𝐼𝐹 =  
𝑚𝑎𝑥(𝑥)
𝑚𝑒𝑎𝑛[𝑎𝑏𝑠(𝑥)]
 
 
Entropy: The total energy carried by the data. As the fault progress, the vibration 
energy increases and vice versa. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ 𝑥𝑖
𝑁
𝑖 = 1
. 𝑙𝑜𝑔10 𝑥𝑖 
 
Results of Statistical Analysis 
 
 Data was taken from the main gearbox when it was both healthy and with a known 
fault. The data was analysed using statistical time domain features the results are as 
follows: 
 
      
Figure 25 Mean: Healthy and Faulty 
 
       
Figure 26 Mean Absolute Deviation: Healthy and Faulty 
 
     
Figure 27 Variance: Healthy and Faulty 
  
      
Figure 28 RMS: Healthy and Faulty 
   
    
Figure 29 dRMS: Healthy and Faulty 
 
      
Figure 30 Kurtosis: Healthy and Faulty 
   
      
Figure 31 Crest: Healthy and Faulty 
 
       
Figure 32 Shape Value: Healthy and Faulty 
   
     
Figure 33 Impulse Value: Healthy and Faulty 
 
      
Figure 34 Entropy Value: Healthy and Faulty 
 
From the above statistical analysis graphs, it was decided the kurtosis was the optimal 
statistical tool, the process returns easily understood numerical values and the speed 
profile can clearly be observed when transposed graphs. 
 Appendix D Kurtosis 
Validation 
The kurtosis of the signal measures the spikiness of the signal, under a normal 
Gaussian distribution, and is a good indicator of the presence of outliers or abnormal 
data points. If the data is normal, the kurtosis algorithm returns a value of 3.  As the 
number of outlier’s increases, or the vibration increases, this kurtosis value will also 
increase. As a fault emerges and the vibration levels increase, the kurtosis value 
returned also increases. 
 
  
Figure 35 Kurtosis: Healthy and Faulty Main Bearing 
 
There are several factors to be take into consideration when considering the system 
as a whole. The filling machine consists of several individual modules that all 
interact and affect one another, so a fault on one component may cause vibrations to 
propagate throughout the filler and an increase in vibrations on other component 
parts. These vibrations maybe identified by the monitoring system, and incorrectly 
classified as a fault. It therefore makes sense to review all the sensors in parallel 
primarily, and then investigate each sensor on an individual basis if required, some 
examples are shown in Figure 36. 
 
  
 
Figure 36 Kurtosis Values of all Component Sensors 
 
Assessing the health of the system as a whole avoids false alarms, when individual 
sensors show escalated readings if the escalation is in response to vibration on a 
component part in close proximity, and allow confidence in the system to be developed 
and TVE as a tool embedded within Stork maintenance policy and their end customers, 
Figure 37. 
 
  
Figure 37 Kurtosis Values of interacting component faults. 
   
The kurtosis plots are used to monitor the increase in kurtosis values over a period of 
time, Figure 38, this information could be used to give the company an indication of 
the rate of escalation of the fault, allowing them to better schedule engineers, spares 
and equipment, whilst still avoiding catastrophic breakdowns. Although more research 
would have to be conducted with the company and engineers to establish realistic fault 
predictions before it could be used commercially.   
 
  
Figure 38 Escalating Main Bearing Fault 
 
It is also important to ensure that the speed of the machine is constant whilst the data 
is acquired. The main gearbox drives the machine, so more vibration is experienced 
on the main gearbox the filler accelerates and decelerates. These vibrations are also 
propagated throughout the machine, the components closest to the main gear box 
experience more vibration than those further along the drive shaft, so in order for 
these “normal” vibrations not to trigger false alarms, or alert the company to 
 potential faults, they should be avoided, by taking kurtosis values under constant 
running conditions, Figure 39. 
   
 
Figure 39 Kurtosis Values under constant running and stops and starts. 
 
Multiple critical sensors can experience high kurtosis values simultaneously, so it is 
to establish if all critical components are experiencing separate faults simultaneously, 
or if the vibrations of from a single component have escalated to high enough values 
to affect neighbouring components kurtosis values. 
 
 If multiple critical components are experiencing faults independent of one another, 
the system is identified as experiencing multiple faults. If a critical component 
experiences high levels of vibration, or an elevated kurtosis values, because 
vibrations from a neighbouring faulty critical component have propagated physically 
through the mechanical systems, the system is identified as experiencing a 
propagated fault. If a critical component experiences high levels of vibration, or an 
elevated kurtosis values, because vibrations from a neighbouring faulty non-critical 
component have been transmitted physically through the mechanical systems, the 
system is identified as experiencing a transmitted fault, Figure 40.  
 
 
Figure 40 Propagated Faults 
 
This system is on a live machine, in production, in an industrial setting, “real” 
machines are not perfect, they experience large amounts friction, noise, wear and tear 
 and poor maintenance practice, all of which have an effect on the smooth running, and 
therefore vibration level of the machine. As soon as a machine is placed on the shop 
floor and begins to work, it begins to experience vibration. It has to be assumed that 
some vibration is normal and to be expected under normal production practices and 
should be considered when assessing the health or condition of a machine. When the 
data is healthy the kurtosis algorithm returns a value of 3, and we anticipate a certain 
level of vibration in all “real” machines, so a small increase in this perfect theoretical 
value should be anticipated. 
 Appendix E Metahuman 
Knowledge   
Fault Definitions 
 Single Faults:- Only one critical component is experiencing a fault. 
 Multiple Faults:- More than one critical component is experiencing a fault 
simultaneously. 
 Propagated Faults:- One critical component is experiencing a fault, but the 
vibrations can be seen in other critical components. 
 Transmitted Faults:-  A NON-critical component is experiencing a fault, but 
vibrations can be seen in the critical components in close proximity. 
 
Same Component 
 Main Bearing 1 (Radial) and Main Bearing 2 (Axial) are two sensors on the 
same component 
 Main Gear Box 1 (Radial) and Main Gear Box 2 (Axial) are two sensors on the 
same component. 
 
Grouped Components 
Based on sensor positions on the machine Appendix A, and empirical knowledge from 
the analyst. 
Table 18: Component Groupings 
Component Group 
Starwheel Gear Box 0 
Main Bearing 1 (Radial) 1 
Main Bearing 2 (Axial) 1 
Main Gear Box 1 (Radial) 1 
Main Gear Box 2 (Axial) 1 
End Gear Box 2 
Shaft 2 2 
Capper Gear Box 3 
Shaft 1 3 
 
 Vibration Levels 
Similar: Kurtosis levels are within 50% of each other. 
Dissimilar:  Kurtosis levels are outside of 50% of each other.  
 
The value of 50% is derived from empirical knowledge, using existing case studies is 
correct, but should be more rigorously investigated.  
 
Fault Type Flow Chart 
 
Figure 41 Fault Type Flow Chart 
 
 
 
 
 
 
 
 Appendix F Single Fault 
Analysis Results Tables 
Learning: Please see 4.2.1 
Data Structuring: Please see 4.2.1.1 
Identification of Criterion: please see 4.2.1.1.1. 
Table 19 Characteristics of Criteria 
Code Preference Data type 
MainBearingRadial Gain Continuous 
MainBearingAxial Gain Continuous 
MainGearBoxRadial Gain Continuous 
MainGearboxAxial Gain Continuous 
EndGearBox Gain Continuous 
ScrollGearbox Gain Continuous 
CapperGearBox Gain Continuous 
Shaft1 Gain Continuous 
Shaft2 Gain Continuous 
 
Identification and Assignment of Learning examples: Please see 4.2.1.1.2 
Table 20 Sample of Evaluation Data and Decision Maker Assignment 
Main 
Bearing 
1 
 
Main 
Bearing 2 
 
 
Main 
Gear 
Box 1 
 
Main 
Gear 
Box 2 
 
End 
Gear 
Box 
 
Scroll 
Gear Box 
 
 
Capper 
Gear 
Box 
 
Shaft 
1 
 
 
Shaft 
2 
 
 
Health Assign 
 
65.140 34.034 25.084 17.723 16.276 10.318 18.117 10 10 Unhealthy 
152.594 26.953 24.028 16.418 15.988 14.131 18.202 10 10 Unhealthy 
189.904 41.101 19.006 17.047 16.701 11.860 17.577 10 10 Unhealthy 
60.423 37.986 14.695 14.858 16.223 1140.136 18.148 10 10 Unhealthy 
150.180 49.470 19.246 17.185 17.602 32.022 16.365 10 10 Unhealthy 
85.840 27.464 15.854 18.184 16.913 10.126 18.223 10 10 Unhealthy 
67.791 29.549 16.597 16.687 16.571 11.444 15.988 10 10 Unhealthy 
205.364 37.463 15.431 17.482 17.194 19.744 16.701 10 10 Unhealthy 
 287.504 37.458 16.384 19.194 17.280 15.842 13.960 10 10 Unhealthy 
12.845 13.194 15.939 17.834 16.410 15.083 13.893 10 10 Unhealthy 
2.909 3.2970 2.695 3.682 3.342 3.688 4.092 2.78 3.03 Healthy 
2.839 3.225 3.281 3.462 3.627 3.715 3.692 1.71 2.05 Healthy 
2.904 3.275 2.184 3.542 3.370 3.626 3.852 1.55 2.97 Healthy 
2.973 3.162 2.760 3.566 2.900 3.763 3.885 3.03 2.96 Healthy 
3.004 3.252 2.430 3.620 2.901 3.516 4.047 2.90 2.68 Healthy 
2.833 3.251 2.603 3.515 2.880 3.427 4.055 3.09 3.08 Healthy 
2.887 3.266 2.614 3.693 2.922 3.651 4.046 3.06 3.08 Healthy 
2.900 3.267 2.482 3.526 3.212 3.545 3.724 2.61 2.67 Healthy 
2.875 3.093 2.835 3.408 4.063 3.656 3.768 2.94 2.40 Healthy 
2.913 3.174 2.096 3.652 3.569 3.691 3.588 3.03 1.56 Healthy 
 
Approximation:  Please see 4.2.1.2  
Table 21 Results of Approximation 
Class 
union 
Lower approximation Upper approximation Boundary 
Cl0≤ 
  
 
Cl1≥ 
  
 
 
Quality and Accuracy of Approximation: Please see 4.2.1.2.1 
Table 22 Quality and Accuracy of the Approximation 
Analysis 
attribute 
Quality of  
approximation 
Accuracy 
Cl0≤ Cl1≥ 
MainBearingRadial 1 1 1 
MainBearingAxial 1 1 1 
MainGearBoxRadial 1 1 1 
 MainGearBoxAxial 1 1 1 
EndGearBox 1 1 1 
ScrollGearBox 1 1 1 
CapperGearBox 1 1 1 
Shaft1 1 1 1 
Shaft2 1 1 1 
 
Inference of Rules: Please see 4.2.1.2.2 
Table 23 Decision Rules, Single Fault Analysis 
# Rule 
No. 
supporting 
objects 
Strength 
(%) 
1 (MainBearingRadial<= 3.922325686)    health at most 0 119 100 
2 (MainBearingRadial >= 10.23102885)    health at least 1 541 100 
3 (MainBearingAxial <= 3.959471511)      health at most 0 119 100 
4 (MainBearingAxial >=10.01006978 )      health at least 1 541 100 
5 (MainGearBoxRadial<=3.973289403)    health at most 0 119 100 
6 (MainGearBoxRadial >=10.04481266)   health at least 1 541 100 
7 (MainGearBoxAxial<=4.099192533)      health at most 0 119 100 
8 (MainGearBoxAxial >=10.0006836)        health at least 1 541 100 
9 (EndGearBox<=4.184424883)                 health at most 0 119 100 
10 (EndGearBox >=10.03494011)                 health at least 1 541 100 
11 (ScrollGearBox<=3.859885712)              health at most 0 119 100 
12 (ScrollGearBox>=10.0006836)                 health at least 1 541 100 
13 (CapperGearBox<=4.199139969)           health at most 0 119 100 
14 (CapperGearBox >=10.00068376)           health at least 1 541 100 
15 (Shaft1<=3.091985913)                            health at most 0 119 100 
16 (Shaft1>=10)                                               health at least 1 541 100 
17 (Shaft2 <= 3.09488351)                           health at most  0 119 100 
18 (Shaft2>= 10)                                              health at least 1 541 100 
  
Validation: Please see 4.2.2 
Decision Rule Analysis: please see 4.2.2.1 
 Table 24 Decision Rule Analysis 
# Rule Strongl
y 
Disagre
e 
Disagre
e 
Neutr
al 
Agre
e 
Strongl
y 
Agree 
Comme
nt 
1 
(MainBearingRadial<= 
3.922325686)    health at most 0 
    X  
2 
(MainBearingRadial >= 
10.23102885)    health at least 1 
    X  
3 
(MainBearingAxial <= 
3.959471511)      health at most 0 
    X  
4 
(MainBearingAxial 
>=10.01006978 )      health at 
least 1 
    X  
5 
(MainGearBoxRadial<=3.973289
403)    health at most 0 
    X  
6 
(MainGearBoxRadial 
>=10.04481266)   health at least 1 
    X  
7 
(MainGearBoxAxial<=4.0991925
33)      health at most 0 
    X  
8 
(MainGearBoxAxial 
>=10.0006836)        health at least 
1 
    X  
9 
(EndGearBox<=4.184424883)                 
health at most 0 
   X  
1
0 
(EndGearBox >=10.03494011)                 
health at least 1 
   X  
1
1 
(ScrollGearBox<=3.859885712)              
health at most 0 
   X  
1
2 
(ScrollGearBox>=10.0006836)                 
health at least 1 
   X  
1
3 
(CapperGearBox<=4.199139969)           
health at most 0 
   X  
1
4 
(CapperGearBox 
>=10.00068376)           health at 
least 1 
    X  
1
5 
(Shaft1<=3.091985913)                            
health at most 0 
    X  
 1
6 
(Shaft1>=10)                                               
health at least 1 
   X  
1
7 
(Shaft2 <= 3.09488351)                           
health at most  0 
    X  
1
8 
(Shaft2>= 10)                                              
health at least 1 
   X  
 
Reclassification: Please see 4.2.2.2 
Table 25 Confusion Matrix Single Fault Analysis 
Original/Possible Healthy Unhealthy 
Healthy 119/119 0/0 
Unhealthy 0/0 541/541 
 
Statistical Analysis: Please see 4.2.2.3 
Table 26 Statistical Analysis, Single Fault 
Failure  Type Kendall’s 
Tau 
Spearman’s 
rho 
Unweighted 
Cohen’s kappa 
Weighted Cohen’s 
kappa 
Main Bearing 1 0.99958 1 1 1 
Main Bearing 2 0.99958 1 1 1 
Main Gear Box 1 1 1 1 1 
Main Gear Box 2 1 1 1 1 
End Gear Box 1 1 1 1 
Scroll Gear Box 1 1 1 1 
Capper Gear box 1 1 1 1 
Shaft 1 1 1 1 1 
Shaft 2 1 1 1 1 
  
 
 
 
  
 Cross Validation: Please see 4.2.2.4 
Table 27 Results of the cross validation for DRSA Statistical Analysis 
Statistics 
Main Bearing 1 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Main Bearing 2 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Main Gear Box 1 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
 Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Main Gear Box 2 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
End Gear Box 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Scroll Gear Box 
Fold Min Max Average 
 1     2     3     4     5     6     7     8     9     
10 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Capper Gear Box 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Shaft 1 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
 Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Statistics 
Shaft 2 
Fold 
1     2     3     4     5     6     7     8     9     
10 
Min Max Average 
Kendall’s Tau 
 
1     1     1     1     1     1     1     1     1      
1    
1 1 1 
Spearman’s rho 
 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Unweighted 
Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
Weighted Cohen’s 
kappa 
1     1     1     1     1     1     1     1     1      
1 
1 1 1 
 
Exploitation: Please see 4.2.3 
Table 28 Summary of Decision Maker Agreement, single fault 
Agreement Level Strongly 
Disagree 
Disagree Neutral Agree Strongly 
Agree 
Total 
Number  0 0 0 0 77 77 
Percentage (%) 0 0 0 0 100 100 
 Appendix G Final Exploitation 
Results 
  Site 1        
  
filler 
1 
filler 
1 filler 2 filler 2 filler 3 filler 3 filler 4 filler 4 
  DRSA 
Analy
st DRSA Analyst DRSA Analyst DRSA Analyst 
04/02/2
016 
box 
off 
box 
off Normal normal normal normal filler off filler off 
05/02/2
016 
norm
al 
norm
al Normal normal normal normal 
MGB 
Single 
MGB 
Single 
06/02/2
016 
norm
al 
norm
al filler off filler off normal normal 
MGB 
Single 
MGB 
Single 
07/02/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
10/02/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
11/02/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
12/02/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
13/02/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
14/02/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d filler off filler off 
MGB 
Single 
MGB 
Single 
17/02/2
016 
norm
al 
norm
al filler off filler off normal normal normal normal 
18/02/2
016 
norm
al 
norm
al MB single MB single normal normal filler off filler off 
19/02/2
016 
filler 
off 
filler 
off 
MB 
Propagate
d 
MB 
Propagate
d normal normal normal normal 
20/02/2
016 
norm
al 
norm
al filler off filler off normal normal filler off filler off 
21/02/2
016 
norm
al 
norm
al filler off filler off normal normal 
MGB 
Single 
MGB 
Single 
24/02/2
016 
norm
al 
norm
al filler off filler off normal normal 
MGB 
Single 
MGB 
Single 
25/02/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d normal normal 
MGB 
Single 
MGB 
Single 
26/02/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d 
MGB 
Single 
MGB 
Single filler off filler off 
 27/02/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d normal normal filler off filler off 
28/02/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d normal normal normal normal 
03/03/2
016 
filler 
off 
filler 
off 
MB 
propagate
d 
MB 
propagate
d normal normal filler off filler off 
04/03/2
016 
filler 
off 
filler 
off filler off filler off normal normal filler off filler off 
05/03/2
016 
norm
al 
norm
al 
MB 
propagate
d 
MB 
propagate
d normal normal filler off  filler off  
06/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
07/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
10/03/2
016 
filler 
off 
filler 
off 
MB 
propagate
d 
MB 
propagate
d normal normal box off box off 
11/03/2
016 
norm
al 
norm
al 
MB 
propagate
d 
MB 
propagate
d normal normal box off box off 
12/03/2
016 
filler 
off 
filler 
off 
MB 
propagate
d 
MB 
propagate
d normal normal box off box off 
13/03/2
016 
norm
al 
norm
al 
MB 
propagate
d 
MB 
propagate
d normal normal box off box off 
14/03/2
016 
norm
al 
norm
al 
MB 
propagate
d 
MB 
propagate
d normal normal box off box off 
17/03/2
016 
norm
al 
norm
al 
MB 
Propagate
d 
MB 
Propagate
d normal normal box off box off 
18/03/2
016 
norm
al 
norm
al filler off filler off normal normal box off box off 
19/03/2
016 
norm
al 
norm
al filler off filler off normal normal 
MGB 
Single 
MGB 
Single 
20/03/2
016 
norm
al  
norm
al  MB Single MB Single 
MGB 
Single 
MGB 
Single filler off filler off 
21/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
24/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
25/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
26/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
27/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
28/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
 31/03/2
016 
box 
off 
box 
off box off box off box off box off box off box off 
01/04/2
016 
norm
al 
norm
al Normal normal normal normal filler off filler off 
02/04/2
016 
filler 
off 
filler 
off filler off filler off filler off filler off filler off filler off 
03/04/2
016 
norm
al 
norm
al Normal normal normal normal filler off filler off 
04/04/2
016 
filler 
off 
filler 
off filler off filler off filler off filler off normal normal 
07/04/2
016 
filler 
off 
filler 
off filler off filler off filler off filler off filler off filler off 
08/04/2
016 
filler 
off 
filler 
off Normal normal normal normal normal normal 
09/04/2
016 
norm
al 
norm
al filler off filler off normal normal filler off filler off 
10/04/2
016 
norm
al 
norm
al 
MGB 
Single 
MGB 
Single normal normal filler off filler off 
11/04/2
016 
norm
al 
norm
al 
MGB 
Single 
MGB 
Single normal normal filler off filler off 
14/04/2
016 
filler 
off 
filler 
off Normal normal 
MGB 
Single 
MGB 
Single 
MGB 
Single 
MGB 
Single 
15/04/2
016 
filler 
off 
filler 
off Normal normal normal normal 
MGB 
Single 
MGB 
Single 
16/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single filler off filler off 
17/04/2
016 
filler 
off 
filler 
off Normal normal 
MGB 
Single 
MGB 
Single filler off filler off 
18/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single 
MGB 
Single 
MGB 
Single 
21/04/2
016 
filler 
off 
filler 
off filler off filler off filler off filler off filler off filler off 
22/04/2
016 
norm
al 
norm
al Normal normal filler off filler off 
MGB 
Single 
MGB 
Single 
23/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single 
MGB 
Single 
MGB 
Single 
24/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single filler off filler off 
25/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single filler off filler off 
28/04/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single filler off filler off 
29/04/2
016 
filler 
off 
filler 
off Normal normal 
MGB 
Single 
MGB 
Single normal normal 
30/04/2
016 
norm
al 
norm
al Normal normal normal normal filler off filler off 
01/05/2
016 
norm
al 
norm
al Normal normal 
MGB 
Single 
MGB 
Single normal normal 
 
Figure 42 Site 1: DRSA and Expert Comparison 
 
  
  Site 2    
  filler 2 filler 2 filler 3 filler 3 
  DRSA Analyst DRSA Analyst 
04/02/2016 pc off pc off pc off pc off 
05/02/2016 pc off pc off pc off pc off 
06/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
07/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
10/02/2016 normal  normal  EGB, MGB, Multiple EGB, MGB, Multiple 
11/02/2016 normal  normal  EGB, MGB, Multiple EGB, MGB, Multiple 
12/02/2016 filler off filler off EGB, MGB, Multiple EGB, MGB, Multiple 
13/02/2016 normal normal filler off filler off 
14/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
17/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
18/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
19/02/2016 normal normal filler off filler off 
20/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
21/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
24/02/2016 normal normal EGB, MGB Multiple EGB, MGB Multiple 
25/02/2016 normal normal filler off filler off 
26/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
27/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
28/02/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
03/03/2016 C single C single EGB, MGB, Multiple EGB, MGB, Multiple 
04/03/2016 C single C single EGB, MGB, Multiple EGB, MGB, Multiple 
05/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
06/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
07/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
10/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
11/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
12/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
13/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
14/03/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
17/03/2016 box off box off box off box off 
18/03/2016 box off box off box off box off 
19/03/2016 box off box off box off box off 
20/03/2016 box off box off box off box off 
21/03/2016 box off box off box off box off 
24/03/2016 box off box off box off box off 
25/03/2016 box off box off box off box off 
26/03/2016 box off box off box off box off 
27/03/2016 box off box off box off box off 
28/03/2016 box off box off box off box off 
31/03/2016 box off box off box off box off 
01/04/2016 box off box off box off box off 
02/04/2016 box off box off box off box off 
03/04/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
04/04/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
 07/04/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
08/04/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
09/04/2016 normal normal EGB, MGB, Multiple EGB, MGB, Multiple 
10/04/2016 box off box off box off box off 
11/04/2016 box off box off box off box off 
14/04/2016 box off box off box off box off 
15/04/2016 box off box off box off box off 
16/04/2016 box off box off box off box off 
17/04/2016 box off box off box off box off 
18/04/2016 box off box off box off box off 
21/04/2016 box off box off box off box off 
22/04/2016 box off box off box off box off 
23/04/2016 box off box off box off box off 
24/04/2016 box off box off box off box off 
25/04/2016 box off box off box off box off 
28/04/2016 box off box off box off box off 
29/04/2016 box off box off box off box off 
30/04/2016 box off box off box off box off 
01/05/2016 box off box off box off box off 
 
Figure 43 Site 2 DRSA and Analyst Comparison 
 Appendix H New Site Results 
  DRSA Analyst DRSA Analyst DRSA Analyst DRSA Analyst DRSA Analyst 
  filler 1  filler 1  filler 2 filler 2 filler 3 filler 3 filler 4 filler 4 filler 5 filler 5 
04/02/20
16 normal normal 
MGB 
Single 
MGB 
Single 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted 
C, MGB, 
Multiple 
C, MGB, 
Multiple 
normal 
(CIP) 
normal 
(CIP) 
05/02/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted n/a n/a normal normal 
06/02/20
16 normal normal filler off filler off filler off filler off 
C, MGB, 
Multiple 
C, MGB, 
Multiple normal normal 
07/02/20
16 normal  normal  normal  normal  
MGB, MB 
Transmitted 
MGB, MB 
Transmitted 
C, MGB, 
Multiple 
C, MGB, 
Multiple normal normal 
10/02/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted filler off filler off normal normal 
11/02/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted 
C, MGB, 
Multiple 
C, MGB, 
Multiple filler off filler off 
12/02/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
13/02/20
16 filler off filler off normal normal filler off filler off filler off filler off filler off filler off 
14/02/20
16 box off box off box off box off box off box off box off box off box off box off 
17/02/20
16 box off box off box off box off box off box off box off box off box off box off 
18/02/20
16 box off box off box off box off box off box off box off box off box off box off 
 19/02/20
16 box off box off box off box off box off box off box off box off box off box off 
20/02/20
16 box off box off box off box off box off box off box off box off box off box off 
21/02/20
16 box off box off box off box off box off box off box off box off box off box off 
24/02/20
16 box off box off box off box off box off box off box off box off box off box off 
25/02/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted 
C, MGB, 
Multiple 
C, MGB, 
Multiple n/a n/a 
26/02/20
16 
main gear 
box 
main gear 
box normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted 
C, MGB, 
Multiple 
C, MGB, 
Multiple normal normal 
27/02/20
16 filler off filler off normal normal normal normal 
C, MGB, 
Multiple 
C, MGB, 
Multiple normal normal 
28/02/20
16 filler off filler off normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted filler off filler off normal  normal  
03/03/20
16 normal normal filler off filler off 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted filler off filler off normal  normal  
04/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal  normal  
05/03/20
16 filler off filler off filler off filler off filler off filler off filler off filler off filler off filler off 
06/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single normal normal 
07/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single filler off filler off 
10/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single filler off filler off 
11/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single filler off filler off 
12/03/20
16 box off box off box off box off box off box off box off box off box off box off 
 13/03/20
16 box off box off box off box off box off box off box off box off box off box off 
14/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single normal normal 
17/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted C Single C Single normal normal 
18/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
19/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal filler off filler off 
20/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
21/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
24/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
25/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
26/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
27/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted n/a n/a normal normal 
28/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
31/03/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal filler off filler off 
01/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
02/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
03/04/20
16 filler off filler off filler off filler off filler off filler off filler off filler off filler off filler off 
 04/04/20
16 normal normal 
MB 
Single 
MB 
Single filler off filler off normal normal normal normal 
07/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
08/04/20
16 normal normal 
MB 
Single 
MB 
Single 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
09/04/20
16 C Single C Single 
MB 
Single 
MB 
Single 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
10/04/20
16 box off box off box off box off box off box off box off box off box off box off 
11/04/20
16 filler off filler off normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted MB Single MB Single normal normal 
14/04/20
16 normal normal normal normal filler off filler off normal normal normal normal 
15/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
16/04/20
16 filler off filler off filler off filler off filler off filler off filler off filler off filler off filler off 
17/04/20
16 normal normal normal normal filler off filler off normal normal filler off filler off 
18/04/20
16 normal normal normal  normal  
MGB, MB 
Transmitted 
MGB, MB 
Transmitted MB Single MB Single normal normal 
21/04/20
16 normal normal normal  normal  
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
22/04/20
16 normal normal filler off filler off 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
23/04/20
16 box off box off box off box off box off box off box off box off box off box off 
24/04/20
16 box off box off box off box off box off box off box off box off box off box off 
25/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
 28/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
29/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
30/04/20
16 normal normal normal normal 
MGB, MB 
Transmitted 
MGB, MB 
Transmitted normal normal normal normal 
01/05/20
16 filler off filler off filler off filler off filler off filler off filler off filler off filler off filler off 
 
Figure 44 New Site DRSA and Analyst Comparison 
 Appendix I Code 
The generated DRSA conditional statements are implemented in MatLab. A sample of the code 
used is shown below: 
 
home 
clear 
fprintf ( [ '================================\n',... 
            '        PARSE CVS FILE\n',... 
            '================================\n',... 
            'Started at: %s.\n\n' ], datestr(now) ); 
  
% ------------------ 
% Creating variables 
% ------------------ 
  
% Files that will be used 
SourceFileName   = 'ch-04-20-05-16-10-45-10.ASC';         % File with the data in text format. 
KurtosisHistoryFile = 'ch-f4.xlsx'; 
TempFileName     = 'Temp.csv';              % Temporary file used to copy the original file, excepting 
its header. 
% KurtosisFileName = 'Kurtosis_Outcome.csv';  % Name of the file where the kurtosis results will 
be saved. 
  
% Date of the file: 
FileDate = strrep ( SourceFileName(7:14), '-', '/'); 
% FileDate = '12/12/12'; 
  
% Variables for kurtosis computation: 
AverageSpeedCol = 2;    % Number of the column where the speed is. 
FullScaleSpeed = 10;    % Full scale of the speed, in volts or bottles per second. 
CountOfChunks = 0; 
InitialRange = 1; 
OneTimeFlag = 0; 
WinSizeInSeconds = 10; % Width of the window to compute values, in seconds. 
  
% ------------------- 
% Removing the header 
% ------------------- 
  
fprintf ( '- Copying the source file excepting the header... ' ); 
  
% The files are opened: 
fsource = fopen ( SourceFileName, 'rt' );  % Original file: only to be read. 
ftemp   = fopen ( TempFileName, 'wt+' );   % Tempory file: overwrite its content if it already 
exists. 
  
% The first line (header) is kept for the legend of the kurtosis plot: 
FileHeader = fgetl ( fsource );  % Line read without end-of-line characters. 
  
% Coping the rest of the original file into the temporary one: 
while ~feof ( fsource ) 
  fwrite ( ftemp, fgets ( fsource ) ); % Reading another line from the source file, including end-of-
line characters, and writing it in the temporary one. 
 end 
  
% Closing both files: 
fclose ( fsource ); 
fclose ( ftemp ); 
  
fprintf ( [ 'DONE!\n',... 
            '- Computing kurtosis values... ' ] ); 
  
% ------------------------- 
% Computing kurtosis values 
% ------------------------- 
  
RawData = dlmread ( TempFileName,'' );          % Loading the temporary csv file. 
[Rows, Cols] = size(RawData);                % Getting the number of columns and rows of the csv 
file. 
SecondChunks = floor(RawData(Rows, 1)/WinSizeInSeconds);   % Find out how many second-
based chunks you have in your file. 
KurtosisValues = zeros(SecondChunks, Cols);  % The kurtosis values will be saved here.             
AverageSpeed = zeros(SecondChunks, 1);       % The average speed will be saved here.             
  
for CurrentRow = 1 : Rows 
    seconds = RawData(CurrentRow, 1); 
     
    if seconds ~= floor(seconds) 
        OneTimeFlag = 0; 
    End 
 
    % Check for the 10-second-rule: 
    TenSecRule = rem(seconds, 10); 
    if ( ~TenSecRule && seconds == floor(seconds) && seconds > 0 && ~OneTimeFlag ) 
         
        CountOfChunks = CountOfChunks + 1;  % One more chunk. 
        FinalRange = CurrentRow; 
  
        % Import the data and perform kurtosis: 
        KurtosisValues(CountOfChunks, :) = kurtosis ( RawData ( InitialRange:FinalRange, 1:Cols ) 
); 
        AverageSpeed(CountOfChunks)   = mean ( RawData ( InitialRange:FinalRange, 
AverageSpeedCol ) ); 
        OneTimeFlag = 1; 
                 
        % This is for the next construct entry: 
        InitialRange = FinalRange; 
  
    end 
end 
  
fprintf ( 'DONE!\n' ); 
  
% Saving the kurtosis results in a csv file: 
% fprintf ( '- Saving kurtosis values... ' ); 
% csvwrite ( KurtosisFileName, KurtosisValues ); 
% fprintf ( 'DONE!\n' ); 
