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On a compact Riemannian manifold (M, g), we consider the existence and nonexistence of
global solutions for the parabolic Monge–Ampère equation⎧⎨
⎩
∂
∂t
ϕ = log
(
det(g + Hessϕ)
det g
)
− λϕp − f (x),
ϕ(x,0) = ϕ0(x).
(∗)
Here p > 1 and λ are real parameters. − f ,ϕ0 :M → (0,+∞) are smooth functions on M .
If λ > 0, then the solution ϕ of (∗) exists for all times t and ϕt = ϕ(·, t) converges
exponentially towards a solution ϕ∞ of its stationary equation as t → ∞. In the case of
λ < 0, it does not have the global solution of (∗). Thus we obtain the nonexistence of the
positive solution for the stationary equation of (∗).
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The main purpose of this paper is to study the parabolic Monge–Ampère equation on a compact Riemannian manifold.
Let M be a smooth compact Riemannian manifold of dimension n 2. We consider the following parabolic Monge–Ampère
equation⎧⎨
⎩
∂
∂t
ϕ = log
(
det(g + Hessϕ)
det g
)
− λϕp − f (x),
ϕ(x,0) = ϕ0(x).
(∗)
Here p > 1 and λ are real parameters. − f and ϕ0 : M → (0,+∞) are smooth functions on compact Riemannian manifold
(M, g) and g is a Riemannian metric on M . When p = 1, the above parabolic Monge–Ampère equation is the same as
the equation which is considered in [1]. But in this article we investigate the equation when p > 1. Two main results
shall be proved here. First of all, if λ > 0, we tackle the long time existence of solution ϕ(x, t). Secondly we consider the
nonexistence of the global solution of (∗) when λ < 0 and f = 0.
Minkowski problems, Weyl problems and the Calabi conjecture can lead to Monge–Ampère equations. Monge–Ampère
equations have been investigated by lots of mathematicians for years (see [2–16]). Generally speaking, Monge–Ampère
equations are considered in two kinds of spaces: (i) on manifold (see [1,14–19]); (ii) in bounded convex domains in Rn (see
[20–25,12,13]). The problems in the case (i) are usually connected to geometry, like the Minkowski problem and reﬂection
problem related to geometric optics. For the problem in case (ii), the Dirichlet problem and second boundary value problem
* Corresponding author.
E-mail address: duanzhw@hust.edu.cn (Z. Duan).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.12.005
598 J. Huang, Z. Duan / J. Math. Anal. Appl. 389 (2012) 597–607are considered (see [26]). For Monge–Ampère equations, the main discussions are about existence and regularity (see [21,7,
27,14]) of solution to the problems. In general, there are two ways to tackle the problem: one is continuity method which
involves some appropriate a priori estimates, the other is weak solution theory.
In the recent work [28], Zhang and Wang studied the boundary value problems for Monge–Ampère equation: det D2u =
e−u in Ω ⊂ Rn , n 1, u|∂Ω = 0. The paper showed that there exists a critical radius such that if the radius of a ball is smaller
than this critical value there exists a solution, and vice versa. An equivalent problem with a parameter t: det D2u = e−tu
in Ω , u|∂Ω = 0, t  0 was also investigated in this paper. While Ahmed Mohammed (see [29]) considered the existence
of a negative convex solution to the singular Monge–Ampère equations: det(D2u) = p(x)g(−u) in Ω , u|∂Ω = 0, where
Ω is a strictly convex, smooth, and bounded domain in Rn . Both [28] and [29] considered boundary value problems on
bounded convex domain in Rn , but [1] and [2] studied the initial value problem of Monge–Ampère equation on Riemannian
manifolds. In [2], Cao considered the following complex Monge–Ampère equations⎧⎨
⎩
∂
∂t
u = logdet
(
gi¯ j +
∂2u
∂zi∂ z¯ j
)
− logdet(gi¯ j) + f ,
u(x,0) = 0.
The long time existence and convergence of solution are the main results acquired in [2]. Monge–Ampère equations with
boundary value problem on Riemannian manifolds have been investigated by Bo Guan and Yan Yan Li (see [3]). For more
recent progress of Monge–Ampère equations, we refer to [20,4,26,5,21,9–11]. Trudinger and Wang [21] have proved global
second derivative estimates for solutions of the Dirichlet problem for Monge–Ampère equation when the inhomogeneous
term is only assumed to be Hölder continuous.
The main results obtained in this paper are as follows:
Theorem 1. If λ > 0, then the solution ϕ(x, t) of (∗) exists for all t  0. As t → +∞, the solution ϕt = ϕ(·, t) of (∗) converges in the
C∞-topology to a function ϕ∞ on M and ϕ˙t = ∂∂tϕ(x, t) converges in the C∞-topology to 0. Furthermore, the limit function ϕ∞ is the
unique solution of the stationary equation
log
(
det(g(x) + Hessϕ∞(x))
det g(x)
)
− λϕp∞(x) − f (x) = 0.
Theorem 2. If λ < 0 and f = 0, then the global solution of (∗) doesn’t exist.
The proof of Theorem 1 will be presented in Section 2. Comparing Theorem 1 with the results acquired in [1], we ﬁnd
that if λ > 0, the conclusions obtained in this paper and [1] are the same. To some extent, the above Theorem 1 is the
extension of Theorem 1.1 achieved in [1] because of p > 1 here. At the same time, we can see that the global solution of
(∗) doesn’t exist as λ < 0 (i.e. Theorem 2), which will be proved in Section 3. Therefore we obtain the nonexistence of the
positive solution for the stationary equation of (∗) (see Theorem 3.1).
Remark 1. In fact, if given appropriate conditions for function f (x, y, z) and ϕ0(x), we can use the method which we adopt
in this paper to tackle the following parabolic Monge–Ampère equation⎧⎨
⎩
∂
∂t
ϕ = log
(
det(g + Hessϕ)
det g
)
− λ f (x,ϕ,∇ϕ),
ϕ(x,0) = ϕ0(x).
Notation. Throughout the paper, ∇ denotes the covariant differentiation on M . Let ∂
∂x1
, . . . , ∂
∂xn be a local frame on M . We
use the notation ∇i = ∇ ∂
∂xi
,∇i j = ∇i∇ j , etc. For a differentiable function h(x) deﬁned on M , ∇h denotes the gradient, and
∇2h the Hessian which is given by
∇i jh = ∂
2h
∂xi∂x j
− ∂h
∂xk
Γ ki j .
We recall that ∇i jh = ∇ jih and
|∇h|2 = gij∇ih∇ jh = ∇ jh∇ jh,
h = ∇i∇ ih = ∇i
(
gij∇ jh
)= gij∇i jh,
∇i jkh − ∇ jikh = Rlkji∇lh,
∇i jklh − ∇ikjlh = Rmlkj∇imh + ∇i Rmlkj∇mh,
∇i jklh − ∇ jiklh = Rmkji∇lmh + Rmlji∇kmh.
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In this section we consider λ > 0 in (∗). From standard theory, it is easy to show that the solution of (∗) exists for a
short time. In order to get the long time existence and property of solution, assume that ϕt = ϕ(·, t) is the solution of (∗)
on the maximal time interval [0, T ) such that g + Hessϕt is positive deﬁnite. Then for any t ∈ [0, T ), g + Hessϕt deﬁnes a
metric on M . In local coordinates we write g˜i j = gij + ∇i jϕ for this metric and g˜i j for its inverse. Set
N(ϕ) = det(g + Hessϕ)
det g
and denote the linearization of logN(ϕ) at ϕ by ϕ . Using the summation convention we ﬁnd that
ϕψ = d(logN)(ϕ)(ψ)
= d
ds
logN(ϕ + sψ)∣∣s=0
= 1
N(ϕ)
1
det g
(det g˜)g˜i j∇i jψ
= g˜i j∇i jψ.
Rewrite (∗) as follows⎧⎨
⎩
∂
∂t
ϕ − log
(
det(g + Hessϕ)
det g
)
+ λϕp = − f (x) > 0,
ϕ(x,0) = ϕ0(x) > 0,
(2.1)
where λ and p > 1 are real parameters, − f ,ϕ0 : M → (0,+∞) are smooth functions on compact Riemannian manifold
(M, g).
Lemma 2.1. On M × [0, T ), the solution ϕ of (2.1) satisﬁes ϕ > 0.
Proof. Suppose ϕ > 0 failed. Then we can ﬁnd a point P (x1, t1) that satisﬁes ϕ(x1, t1) 0. Since ϕ0(x) > 0 and according to
continuous dependence on the initial value of solution, there exists a point Q (x0, t0) such that ϕ(x0, t0) = 0 and ϕ(x, t) > 0
for all 0 < t < t0. Now pay attention to the solution ϕ on interval (0, t0], it is clear that ϕ achieves its minimal value at
point Q (x0, t0), then we have
∂
∂t
ϕ
∣∣∣∣
Q
 0, log
(
det(g + Hessϕ)
det g
)∣∣∣∣
Q
> 0.
From (2.1) we know the left-hand of equation is negative, but the right-hand of equation − f > 0. This is a contradiction.
Thus ϕ > 0. 
Denote by
| · |∞ := max
x∈M | · |.
Lemma 2.2. On M × [0, T ), the solution ϕ of Eq. (2.1) is bounded and 0 < ϕ  ( | f |∞
λ
)
1
p + |ϕ0|∞ .
Proof. Suppose ϕ is unbounded, then there exists a point E(x2, t2), t2 ∈ (0, T ) such that
∂
∂t
ϕ
∣∣∣∣
E
 0, log
(
det(g + Hessϕ)
det g
)∣∣∣∣
E
< 0, λϕp
∣∣
E > | f |∞.
Thus ∂
∂tϕ − log( det(g+Hessϕ)det g ) + λϕp > | f |∞ . This is in contradiction with (2.1). Hence ϕ is bounded and it’s easy to obtain
0 < ϕ  ( | f |∞
λ
)
1
p + |ϕ0|∞ . 
Lemma 2.3. There exists a positive constant C0 = C0(|ϕ0|∞, |∇2ϕ0|∞, λ, p, | f |∞) such that
−C0e−λpα0t  ϕ˙(x, t) C0e−λpα0t, x ∈ M, t  0
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M×[0,T )
∣∣ϕ˙(x, t)∣∣= max
M
∣∣ϕ˙0(x)∣∣ C0.
Here ϕ˙(x, t) = ∂
∂tϕ(x, t), α0 = min{α1,α2}, α1 = (minM (− f )λ )
p−1
p , α2 = (minM ϕ0)p−1 .
Proof. Differentiating (2.1) in t we get⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
ϕ˙ −ϕϕ˙ + λpϕp−1ϕ˙ = 0,
ϕ˙(x,0) = log
(
det(g + Hessϕ0)
det g
)
− λϕp0 − f := ϕ˙0(x).
From Lemma 2.1, we have c1(x) = λpϕp−1  0. Then according to the maximum principle [32] for parabolic equations we
obtain
sup
M×[0,T )
∣∣ϕ˙(x, t)∣∣= max
M
∣∣ϕ˙0(x)∣∣ C0.
If the solution ϕ(x, t) of (2.1) doesn’t achieve its minimal value at the beginning of time but at the internal point Q ∈
M × (0, T ), then
∂
∂t
ϕ
∣∣∣∣
Q
 0, − log
(
det(g + Hessϕ)
det g
)∣∣∣∣
Q
 0.
Combining (2.1) we have
λϕp − f min
M
(− f ) > 0.
Thus
ϕp−1 
(
minM(− f )
λ
) p−1
p
:= α1.
Let α2 = (minM ϕ0)p−1 and choose α0 = min{α1,α2} > 0. Consider the following equation⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(
eλpα0t ϕ˙
)−ϕ(eλpα0t ϕ˙)+ λp(ϕp−1 − α0)(eλpα0t ϕ˙)= 0,
ϕ˙(x,0) = log
(
det(g + Hessϕ0)
det g
)
− λϕp0 − f = ϕ˙0(x).
Obviously c2(x) = λp(ϕp−1 − α0) 0. Then according to the maximum principle for parabolic equations we get
−C0e−λpα0t  ϕ˙(x, t) C0e−λpα0t . 
Lemma 2.4. (See [15].) D denotes the diameter of (M, g) and osc denotes oscillation. Then
sup
M×[0,T )
|∇ϕ| 2D, oscϕ(x, t) 2D2, (x, t) ∈ M × [0, T ).
The following is an estimate for the term gkl g˜kl = gkl(gkl + ∇klϕ) = n + ϕ . This is done by applying the parabolic
maximum principle to the evolution equation of ϕ .
Lemma 2.5. ϕ satisﬁes the following evolution equation
∂
∂t
ϕ =ϕϕ − gij g˜kr g˜ls∇irsϕ∇ jklϕ − E − λϕp −  f .
And the function E has an estimate as follows
|E| ∣∣a(n + ϕ) + b∣∣ · g˜uv guv + c.
Here ϕp = pϕp−1ϕ + p(p − 1)ϕp−2|∇ϕ|2 and a, b, c are positive constants only depending on (M, g).
J. Huang, Z. Duan / J. Math. Anal. Appl. 389 (2012) 597–607 601Proof.
∂
∂t
ϕ = ∂
∂t
(
gij∇i jϕ
)= ϕ˙
= 
(
log
det(g + Hessϕ)
det g
)
− λϕp −  f
= gij∇i j
(
log
det(g + Hessϕ)
det g
)
− λϕp −  f
= gij∇i
(
g˜kl∇ jklϕ
)− λϕp −  f
= gij(∇i g˜kl)∇ jklϕ + gij g˜kl∇i jklϕ − λϕp −  f
= gij(−g˜kr g˜ls∇irsϕ)∇ jklϕ + gij g˜kl∇i jklϕ − λϕp −  f
= gij g˜kl∇i jklϕ − gij g˜kr g˜ls∇irsϕ∇ jklϕ − λϕp −  f
= gij g˜kl∇kli jϕ − gij g˜kl∇kli jϕ + gij g˜kl∇i jklϕ − gij g˜kr g˜ls∇irsϕ∇ jklϕ − λϕp −  f
=ϕϕ − gij g˜kl(∇kli jϕ − ∇i jklϕ) − gij g˜kr g˜ls∇irsϕ∇ jklϕ − λϕp −  f
=ϕϕ + gij g˜kltkli j − gij g˜kr g˜ls∇irsϕ∇ jklϕ − λϕp −  f
=ϕϕ + gij g˜kltkli j − gij g˜kr g˜ls∇irsϕ∇ jklϕ − λpϕp−1ϕ − λp(p − 1)ϕp−2|∇ϕ|2 −  f ,
where tkli j = ∇i jklϕ − ∇kli jϕ . Now let’s review the following formula
(1) ∇i jklϕ − ∇ikljϕ = gmn∇i Rlmkj∇nϕ + Rlmkj gmn∇inϕ;
(2) ∇ikljϕ − ∇kiljϕ = Rnlki∇ jnϕ + Rnjki∇lnϕ = Rlmki gmn∇ jnϕ + R jmki gmn∇lnϕ;
(3) ∇kiljϕ − ∇kli jϕ = Rnjli∇knϕ + ∇kRnjli∇nϕ = R jmli gmn∇knϕ + gmn∇kR jmli∇nϕ.
Adding the above three equations, we have
tkli j = ∇i jklϕ − ∇kli jϕ
= gmn(∇i Rlmkj + ∇kR jmli)∇nϕ + Rlmkj gmn∇inϕ + Rlmki gmn∇ jnϕ + R jmli gmn∇knϕ + R jmki gmn∇lnϕ.
Choosing orthogonal local coordinates, we get
gmn =
{
1, m = n,
0, m = n.
Thus
tkli j = (∇i Rlmkj + ∇kR jmli)∇mϕ + Rlmkj∇imϕ + Rlmki∇ jmϕ + R jmli∇kmϕ + R jmki∇lmϕ.
From above we know that E = −gij g˜kltkli j in Lemma 2.5. For the sake of obtaining an estimate for E , we can do as in [15]
and take it into two pieces of which we can deal with. By Lemma 2.4, |∇ϕ|∞ is bounded and the metric g is smooth. Hence
there exists a positive constant b such that
∣∣gij g˜kl(∇i Rlmkj + ∇kR jmli)∇mϕ∣∣ b(g˜kl gkl).
In orthogonal local coordinates, the remaining part E ′ of E satisﬁes
E ′ = −2
∑
α,β
g˜αα(Rαββα∇ββϕ + Rβαβα∇ααϕ).
Since ∑
β
Rαββα = −
∑
β
Rβαβα = −Rαα,
we have
∑
α
∑
β
g˜ααRαββα∇ββϕ =
∑
α
[
g˜αα
(∑
β
(1+ ∇ββϕ)Rαββα + Rαα
)]
.
From g˜αα = (g˜αα)−1 = (1+ ∇ααϕ)−1, thus
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α,β
g˜ααRβαβα∇ααϕ =
∑
α
g˜ααRαα∇ααϕ =
∑
α
(
Rαα − Rαα
1+ ∇ααϕ
)
= R −
∑
α
g˜ααRαα,
and
E ′ = −2
∑
α,β
g˜αα(1+ ∇ββϕ)Rαββα − 2R.
Let a/2 be a bound for the sectional curvature of (M, g) and assume c = 2supM |R|. According to 1 + ∇ββϕ > 0, β =
1,2, . . . ,n, then we get
∣∣E ′∣∣ a(n + ϕ)∑
α
g˜αα + c.
Hence we obtain Lemma 2.5. 
Proposition 2.1. There exist time independent constants k, K such that
n · exp
(
−1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)
 n + ϕ  K exp(2kD2).
Here D denotes the diameter of (M, g), constants k, K only depending on (M, g), λ, p, |ϕ˙|∞ , |ϕ|∞ , |∇2 f |∞ and |∇ϕ|∞ .
Proof. In order to obtain the lower estimate of n + ϕ , we choose local coordinates such that
det(g + Hessϕ)
det g
=
n∏
v=1
(1+ ∇vvϕ),
1
n
(n + ϕ) = 1
n
n∑
v=1
(1+ ∇vvϕ).
Since
1
n
log
n∏
v=1
(1+ ∇vvϕ) log
(∑n
v=1(1+ ∇vvϕ)
n
)
= log n + ϕ
n
,
thus
ϕ˙ = log det(g + Hessϕ)
det g
− λϕp − f = log
n∏
v=1
(1+ ∇vvϕ) − λϕp − f  n log n + ϕ
n
− λϕp − f ,
and
n + ϕ  n exp
(
1
n
(
ϕ˙ + λϕp + f )
)
 n exp
(
−1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)
.
Therefore
n + ϕ  n exp
(
−1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)
.
For the upper estimate of n + ϕ we consider the function
B(x, t) := log(n + ϕ(x, t))− kϕ(x, t),
where k is a constant still to be deﬁned. In order to apply the parabolic maximum principle to the function B , ﬁrstly, we
calculate ∂B
∂t and ϕ B .
∂B
∂t
= 1
n + ϕ
∂
∂t
ϕ − kϕ˙
= 1
n + ϕ
(ϕϕ − gij g˜kr g˜ls∇irsϕ∇ jklϕ − E − λϕp −  f )− kϕ˙,
and
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= g˜i j∇i
(
1
n + ϕ∇ jϕ
)
− kϕϕ
= 1
n + ϕϕϕ + g˜i j∇i
(
1
n + ϕ
)
∇ jϕ − kϕϕ
= 1
n + ϕϕϕ −
1
(n + ϕ)2 g˜
i j∇iϕ∇ jϕ − kϕϕ.
Therefore(
ϕ − ∂
∂t
)
B = − 1
(n + ϕ)2 g˜
i j∇iϕ∇ jϕ − kϕϕ + 1
n + ϕ
(
gij g˜kr g˜ls∇irsϕ∇ jklϕ − E − λϕp −  f
)+ kϕ˙.
If B achieves its maximum value at point P (p,0), then
B(x, t) = log(n + ϕ(x, t))− kϕ(x, t) log(n + ϕ0(p) − kϕ0(p).
Thus n+ ϕ  (n+ ϕ0(p))exp(2D2k) = K exp(2D2k), hence we obtain Proposition 2.1. If not we ﬁx t ∈ [0, T ) and assume
B achieves its maximum value at point P (p, t0) ∈ M × [0, t], with t0 > 0. Then at point P (p, t0) we have(
ϕ − ∂
∂t
)
B|P  0.
Seeing the left-hand of above inequality, for its further simpliﬁcation we use the following lemma:
Lemma 2.6. At the maximum point P (p, t0), gi j g˜kr g˜ls∇irsϕ∇ jklϕ satisﬁes the following inequality
gi j g˜kr g˜ls∇irsϕ∇ jklϕ  1n + ϕ g˜
ls∇lϕ∇sϕ + 2kg˜ls Rσs ∇σ ϕ∇lϕ.
Proof.
0
[
(n + ϕ)∇irsϕ − g˜ir∇sϕ
][
(n + ϕ)∇ jklϕ − g˜ jk∇lϕ
]
gij g˜kr g˜ls
= (n + ϕ)2gij g˜kr g˜ls∇irsϕ∇ jklϕ − (n + ϕ)∇irsϕ∇lϕgir g˜ls
− (n + ϕ)∇ jklϕ∇sϕg jk g˜ls + g˜ir gir g˜ls∇sϕ∇lϕ
= (n + ϕ)2gij g˜kr g˜ls∇irsϕ∇ jklϕ − 2(n + ϕ)g˜ls∇sϕ∇lϕ + (n + ϕ)g˜ls∇sϕ∇lϕ
= (n + ϕ)2gij g˜kr g˜ls∇irsϕ∇ jklϕ − 2(n + ϕ)g˜ls(∇sϕ − ∇sϕ)∇lϕ − (n + ϕ)g˜ls∇sϕ∇lϕ
= (n + ϕ)2gij g˜kr g˜ls∇irsϕ∇ jklϕ − 2(n + ϕ)Rσs g˜ls∇σ ϕ∇lϕ − (n + ϕ)g˜ls∇sϕ∇lϕ.
At the maximum point P , we get
0 = ∇l B(P ) = 1n + ϕ(P )∇lϕ(P ) − k∇lϕ(P ).
Thus ∇lϕ(P ) = k(n + ϕ(P ))∇lϕ(P ) and putting it into the above inequality, Lemma 2.6 is obtained. 
The next step is to choose a bound for Ricci tensor and use the gradient bound in order to get
2kg˜ls Rσs ∇σ ϕ∇lϕ −2knδ|∇ϕ|2∞ g˜ls gls −8kD2nδ g˜ls gls.
Use this estimate at the point P and obtain
0
(
ϕ − ∂
∂t
)
B
−kϕϕ + kϕ˙ + 1
n + ϕ
(
E + λϕp +  f − 8kD2nδ g˜ls gls
)
= −k(n − g˜ls gls)+ kϕ˙ + 1n + ϕ
(
E + λϕp +  f − 8kD2nδ g˜ls gls
)
 kg˜ls gls − kn − 1
((
a(n + ϕ) + b)g˜ls gls + c)+ 1 (λϕp +  f − 8kD2nδ g˜ls gls)+ kϕ˙.n + ϕ n + ϕ
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g˜ls gls
(
k − a − 1
n + ϕ
(
b + 8kD2nδ)
)
 kn + 1
n + ϕ
(
c − λϕp −  f )+ kϕ˙.
Now we suppose k = a + 2 and distinguish two cases.
Case 1. If
2− 1
n + ϕ(P )
(
b + 8kD2nδ) 1,
then
(
n + ϕ(P )) b + 8kD2nδ =: K˜ .
Using the following inequality which holds at maximum point P ,
log(n + ϕ) − kϕ  log(n + ϕ(P ))− kϕ(P )
and combining the bound for the oscillation from Lemma 2.4, we have
n + ϕ  K˜ exp(2kD2), (x, t) ∈ M × [0, T ).
Hence Proposition 2.1 holds.
Case 2. If
2− 1
n + ϕ(P )
(
b + 8kD2nδ)> 1,
then
g˜ls gls < kn + 1n + ϕ
(
c − λϕp −  f )+ kϕ˙.
Putting ϕp = pϕp−1ϕ + p(p − 1)ϕp−2|∇ϕ|2 into the above inequality we obtain
g˜ls gls < kn + 1n + ϕ
[
c − λpϕp−1ϕ − λp(p − 1)ϕp−2|∇ϕ|2 −  f ]+ kϕ˙.
Now set ϕ(P ) > 0, if not we can easy get n+ϕ  n exp(2kD2) = K˜ exp(2kD2). On the other hand we already know from
the lower estimate in Proposition 2.1
n + ϕ  n exp
(
−1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)
,
thus
1
n + ϕ 
1
n
exp
(
1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)
.
Using the gradient bound, therefore we have
g˜ls gls(P ) <
1
n
exp
(
1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)(
c + | f |∞
)(
λp(p − 1)ϕp−2(∇ϕ)2)+ k(n + |ϕ˙|∞)
<
4
n
D2λp(p − 1)|ϕ|p−2∞ exp
(
1
n
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)
)(
c + | f |∞
)+ k(n + |ϕ˙|∞)=: K0.
In local coordinates, since g˜ss < K0, s = 1,2, . . . ,n, then
1+ ∇ssϕ(P ) = (1+ ∇ssϕ)(P )
∏
v =s
g˜vv
∏
v =s
g˜ vv
=
n∏
v=1
(1+ ∇vvϕ)(P )
∏
v =s
g˜ vv
= N(ϕ)(P )
∏
v =s
g˜ vv
 Kn−1 exp
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞).0
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n + ϕ(P ) nKn−10 exp
(|ϕ˙|∞ + λ|ϕ|p∞ + | f |∞)=: K¯ .
Using the bound of the oscillation, yields
n + ϕ  (n + ϕ(P ))exp(k(ϕ(P ) − ϕ)) K¯ exp(2kD2).
Finally from Cases 1 and 2, Proposition 2.1 holds. 
Lemma 2.7. For ∇2ϕ , we have the following estimate
sup
M×[0,T )
∣∣∇2ϕ∣∣√n ·max{1, K exp(2kD2)− 1},
where k, K are the constants from Proposition 2.1, |∇2ϕ|2 = gij gkl∇ikϕ∇ jlϕ . Furthermore g + Hessϕt is positive deﬁnite for all
t ∈ [0, T ) and the metrics g˜t = g + Hessϕt are uniformly equivalent in t to the metric g.
Proof. In local orthogonal coordinates, from Proposition 2.1 we know that for any point Q ∈ M , it follows that
0 <
∑
v
(1+ ∇vvϕ)(Q ) K exp
(
2kD2
)=: K1,
then
0 < 1+ ∇vvϕ(Q ) K1, v = 1,2, . . . ,n.
Hence
∣∣∇2ϕ∣∣2 =∑
v
(∇vvϕ)2 < n ·max
{
1, (K1 − 1)2
}
.
Since ∇vv < K1 − 1, thus
sup
M×[0,T )
∣∣∇2ϕ∣∣√n ·max{1, K1 − 1}.
Therefore
sup
M×[0,T )
∣∣∇2ϕ∣∣√n ·max{1, K exp(2kD2)− 1}.
In local orthogonal coordinates at the point Q we have
∏
μ =ν
(1+ ∇ννϕ)−1 > K 1−n1 , μ = 1,2, . . . ,n
and
1+ ∇vvϕ(Q ) = N(ϕ) ·
∏
μ =ν
(1+ ∇ννϕ)−1 > N(ϕ)K 1−n1 .
From Eq. (2.1) and the above estimates, it follows that
gμμ exp
(−|ϕ˙|∞ − λ|ϕ|p∞ − | f |∞)K 1−n1  g˜μμ  gμμK1.
Hence the metrics g˜t = g +Hessϕt are uniformly equivalent in t to the metric g . 
Now let’s see the proof of Theorem 1.
Proof of Theorem 1. The term log(det(aij)) is concave in (aij) and then we can apply a result of Krylov (see [30,31]) to get
the Hölder continuity of ∇2ϕ . Now we obtain the higher regularity of ϕ(x, t) with the following standard iteration method.
Differentiating Eq. (2.1) with respect to xk we have(
ϕ − ∂
)
∂ϕ = −g˜i j ∂ gij + 1 ∂(det g) + λpϕp−1 ∂ϕ + ∂ f .∂t ∂xk ∂xk det g ∂xk ∂xk ∂xk
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∂xk
in the above equation lie in a Cα-space (0 < α < 1). According
to the general regularity theory we know that ∂ϕ
∂xk
can be uniformly bounded in t in C2+α . By induction we conclude that
the Ck-norm of ϕt is uniformly bounded in t for all k. Now [0, T ) is the maximal time interval, where a smooth solution
exists. If T < +∞, we can make the solution smoothly on [0, T ] and g + HessϕT is again positive deﬁnite. Now we can
get an interval strictly larger than [0, T ] for the existence of solution. It yields a contradiction to the maximality of T and
therefore the solution of (2.1) exists for all times.
As the solution ϕ(x, t) in t is uniformly bounded in Ck-space and equicontinuous, by the Arzela–Ascoli theorem, there
exists a sequence {tn} such that ϕtn → ϕ∞(n → ∞). Now let’s prove the limit function ϕ∞ is the solution of the stationary
equation.
For any s1, s2 > 0, suppose s1 < s2, then
max
M
∣∣ϕ(x, s1) − ϕ(x, s2)∣∣max
M
s2∫
s1
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣dt  C0
+∞∫
s1
e−λpα0t dt.
This shows that ϕt is a Cauchy sequence in the sup-norm as t → ∞ and therefore ϕt converges in the sup-norm to a func-
tion ϕ˜∞ as t → +∞. On the other hand, we already know that there exists a sequence {tn} such that ϕtn → ϕ∞ (n → +∞).
This implies that ϕ∞ = ϕ˜∞ and hence ϕt converges to ϕ∞ in the C0-topology. In fact we can claim that ϕt converges to ϕ∞
even in the C∞-topology. Otherwise there would exist k ∈ N , ε > 0 and a sequence {sn} such that ‖ϕsn − ϕ∞‖Ck  ε
for k and ε. Since ϕsn is bounded in the C
∞-topology there exists a subsequence, again denoted by {sn} such that
ϕsn → ϕ¯∞(n → +∞) and ϕ¯∞ = ϕ∞ . This contradicts the fact that ϕ(x, sn) converges to ϕ˜∞ in the sup-norm. Hence ϕ(x, t)
converges to ϕ∞ in the C∞-topology as t → +∞. From (2.1) it follows that ϕ˙t converges to ϕ˙∞ = 0 in the C∞-topology as
t → ∞. Then the equation comes to
log
(
det(g(x) + Hessϕ∞(x))
det g(x)
)
− λϕp∞(x) − f (x) = ∂ϕ∞
∂t
= 0.
Thus, as t → ∞, the solution ϕt of (2.1) converges to the unique solution ϕ∞ of the stationary equation. 
3. Nonexistence of global solution
In this section, we consider the nonexistence of global solution for the following equation⎧⎨
⎩
∂
∂t
ϕ − log
(
det(g + Hessϕ)
det g
)
+ λϕp = 0,
ϕ(x,0) = ϕ0(x).
(3.1)
Here λ < 0 and p > 1 are real parameters, ϕ0 : M → (0,+∞) are smooth functions on compact Riemannian manifold (M, g)
and g is a Riemannian metric on M . Similarly, from standard theory the solution of (3.1) only exists for a short time. In
order to obtain the properties of solution, we assume that ϕ1(x, t) is the solution of (3.1) on the maximal time interval
[0, T ) such that g + Hessϕ1 is positive deﬁnite. Then for any t ∈ [0, T ), g + Hessϕ1 deﬁnes a metric on M .
Now let’s prove Theorem 2.
Proof of Theorem 2. Consider the following equation⎧⎨
⎩
∂
∂t
ϕ − log
(
det(g + Hessϕ)
det g
)
+ λϕp = 0,
ϕ(x,0) = M0 > 0,
(3.2)
where M0 = 12 minM ϕ0(x) > 0, and we assume ϕ2(x, t) is the solution of (3.2). From (3.2), it is easy to get
ϕ2(x, t) =
(
λ(p − 1)t + M1−p0
) 1
1−p .
Now subtracting (3.2) from (3.1), combining Mean Value Theorem we have⎧⎨
⎩
∂
∂t
(ϕ1 − ϕ2) − log
(
det(g + Hess(ϕ1 − ϕ2))
det g
)
+ λp[θϕ1 + (1− θ)ϕ2]p−1(ϕ1 − ϕ2) = 0,
ϕ1(x,0) − ϕ2(x,0) = ϕ0(x) − M0 > 0.
Here 0 < θ < 1. Using the method we have proved Lemma 2.1 we obtain ϕ1 > ϕ2.
But when t → 1
λ(1−p)Mp−10
, we get ϕ2(x, t) → ∞. This shows that ϕ2(x, t) will blow up in ﬁnite time. Thus ϕ1(x, t) will
blow up in ﬁnite time. Therefore (3.1) does not have global solution. 
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− log
(
det(g(x) + Hessϕ(x))
det g(x)
)
+ λϕ(x)p = 0,
does not have a solution greater than zero.
Proof. Suppose the stationary equation has a solution ϕ∞(x) greater than zero. Now take the stationary equation to subtract
(3.1) and let ϕ0 = 12 minM ϕ∞(x) > 0 in (3.1). Assuming the solution of (3.1) is ϕ1(x, t), we obtain⎧⎪⎪⎨
⎪⎪⎩
∂
∂t
(ϕ∞ − ϕ1) − log det(g + Hessϕ1 + Hess(ϕ∞ − ϕ1))
det(g + Hessϕ1) + λp
(
θϕ∞ + (1− θ)ϕ1
)p−1
(ϕ∞ − ϕ1) = 0,
ϕ∞(x) − ϕ1(x,0) = ϕ∞(x) − 1
2
min
M
ϕ∞(x) > 0,
where 0 < θ < 1. g + Hessϕ1 can be seen as a new metric which is equivalent to g . Then we have ϕ∞(x) − ϕ1(x, t) > 0,
which yields that the similar estimates in Lemmas 2.1–2.7 hold for ϕ1. Therefore there exists a global solution for Eq. (3.1)
and against Theorem 2. Hence the stationary equation does not have a solution greater than zero. 
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