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Abstract
Most of the prior work in massively parallel data processing assumes homogeneity, i.e., every com-
puting unit has the same computational capability, and can communicate with every other unit with
the same latency and bandwidth. However, this strong assumption of a uniform topology rarely holds
in practical settings, where computing units are connected through complex networks. To address this
issue, Blanas et al. [9] recently proposed a topology-aware massively parallel computation model that
integrates the network structure and heterogeneity in the modeling cost. The network is modeled as a
directed graph, where each edge is associated with a cost function that depends on the data transferred
between the two endpoints. The computation proceeds in synchronous rounds, and the cost of each
round is measured as the maximum cost over all the edges in the network.
In this work, we take the first step into investigating three fundamental data processing tasks in this
topology-aware parallel model: set intersection, cartesian product, and sorting. We focus on network
topologies that are tree topologies, and present both lower bounds, as well as (asymptotically) matching
upper bounds. The optimality of our algorithms is with respect to the initial data distribution among
the network nodes, instead of assuming worst-case distribution as in previous results. Apart from the
theoretical optimality of our results, our protocols are simple, use a constant number of rounds, and we
believe can be implemented in practical settings as well.
1 Introduction
The popularity of massively parallel data processing systems has led to an increased interest in studying
the formal underpinnings of massively parallel models. As a simplification of the Bulk Synchronous Parallel
(BSP) model [47], the Massively Parallel Computation (MPC) model [29], has enjoyed much success in
studying algorithms for query evaluation [7, 8, 28, 25, 27, 26, 48], as well as other fundamental data
processing tasks [24, 2, 21, 3, 6, 22, 4]. In the MPC model, any pair of compute nodes in a cluster
communicates via a point-to-point channel. Computation proceeds in synchronous rounds: at each round,
all nodes first exchange messages and then perform computation on their local data.
Algorithms in the MPC model operate on a strong assumption of homogeneity: every compute node has
the same data processing capability and communicates with every other node with the same latency and
bandwidth. In practice, however, large deployments are heterogeneous in their computing capabilities, often
consisting of different generations of CPUs and GPUs. In the cloud, the speed of communication differs
based on whether the compute nodes are located within the same rack, across racks, or across datacenters.
In addition to static effects from the network topology, a model needs to capture the dynamic effects of
different algorithms that may cause network contention. This homogeneity assumption is not confined in
the theoretical development of algorithms, but it is also used when deploying algorithms in the real world.
Recent work has started taking into account the impact of network topology for data processing. In the
model proposed by Chattopadhyay et al. [12, 11], the underlying network is modeled as a graph, where nodes
communicate with their neighbors through the connected edges. Computation proceeds in rounds. In each
round, O˜(1)1 bits can be exchanged per edge. The complexity of algorithms in such a model is measured by
the number of rounds. Using the same model, Langberg et al. [31] prove tight topology-sensitive bounds on
1The notation O˜ hides a polylogarithmic factor on the input size.
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Task Algorithm # Rounds Optimality Guarantee
Set intersection randomized 1 O(log |V | logN) with high probability
Cartesian product deterministic 1 O(1)
Sorting randomized O(1) O(1) with high probability
Table 1: A summary of our results. The graph network is G = (V,E), while the size of the input data is
denoted by N .
the round complexity for computing functional aggregate queries. Although these algorithmic results have
appealing theoretical guarantees, they are unrealistic starting points for implementation. As the number of
rounds required is usually polynomial in terms of the data size, the synchronization cost would be extremely
high in practice. In addition, the size of the data that can be exchanged per edge in each round is too small;
the compute nodes in today’s mainstream parallel data processing systems can process gigabytes of data in
each round.
Recently, Blanas et al. [9] proposed a new massively parallel data processing model that is aware of the
network topology as well as network bandwidth. The underlying communication network is represented as
a directed graph, where each edge is associated with a cost function that depends on the data transferred
between the two endpoints. A subset of the nodes in the network consists of compute nodes, i.e., nodes
that can store data and perform computation—the remaining nodes can only route data to the desired
destination. Computation still proceeds in rounds: in each round, each compute node sends data to other
compute nodes, receives data, and then performs local computation. There is no limit on the size of the
data that can be transmitted per edge; the cost is defined as the sum across all rounds of the maximum cost
over all edges in the network at each round. This model is general enough to capture the MPC model as a
special case.
In this work, we use the above topology-aware model to prove lower bounds and design algorithms for
three fundamental data processing tasks: set intersection, cartesian product, and sorting. These three tasks
are the essential building blocks for evaluating any complex analytical query in a data processing system.
In contrast to prior work, which either assumes a worst-case or uniform initial data distribution over the
nodes in the network, we study algorithms in a more fine-grained manner by assuming that the cardinality
of the initial data placed at each node can be arbitrary and is known in advance. This information allows us
to build more optimized algorithms that can take advantage of data placement to discover a more efficient
communication pattern.
Our contributions. We summarize our algorithmic results in Table 1. Our results are restricted to network
topologies that have two properties. First, they are symmetric, i.e., for each link (u, v) there exists a link
(v, u) with the same bandwidth. Second, the network graph is a tree. Even with these two restrictions, we
can capture several widely deployed topologies, such as star topologies and fat trees. All our algorithms
are simple to describe and run either in a single round or in a constant number of rounds, hence requiring
minimal synchronization. We thus believe that they form a good starting point for an efficient practical
implementation. We next present our results for each data processing task in more detail.
Set Intersection (Section 3). In this task, we want to compute the intersection R∩S of two sets. Our lower
bound for set intersection uses classic results from communication complexity on the lopsided set disjointness
problem. This lower bound has a rather complicated form (as shown in Section 3.1), since each link has a
different data capacity budget depending on the underlying network as well as the initial data distribution.
Since set intersection is a computation-light but communication-heavy task, the challenge is how to effectively
route the data according to the capacity of each link. We design a single-round randomized routing strategy
for set intersection that matches the lower bound with high probability, losing only a polylogarithmic factor
(w.r.t. the input size and network size). Surprisingly, the routing depends only on the topology and initial
data placement, but not the bandwidth of the links.
Cartesian Product (Section 4). Here we want to compute the cross product R× S of two sets. This task
is fundamental for various join operators, such as natural join, θ-join, similarity join and set containment
join. We derive two lower bounds of different flavor. The first lower bound has a similar form as that for set
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intersection. The second lower bound uses instead a counting argument, which states that each pair in the
cartesian product must be enumerated by at least one compute node, and the two elements participating in
this result should reside on the same node when it is enumerated. We propose a one-round deterministic
routing strategy for computing the cartesian product, which has asymptotically optimal guarantees. Our
protocol generalizes the HyperCube algorithm that is used to compute the cartesian product in the MPC
model [1].
Sorting (Section 5). We first define a valid ordering of compute nodes as any left-to-right traversal of the
underlying network tree, after picking an arbitrary node as the tree root. If the ordering of compute nodes
is v1, v2, · · · , v|VC |, at the end of the algorithm all elements on node vi are in sorted order and smaller than
those on node vj if i < j. Our lower bound again has a similar form to the one we derived for set intersection.
We present a sampling-based sorting algorithm which runs in a constant number of rounds and matches our
lower bound with high probability. The protocol is again independent of the topology and the bandwidth,
and depends only on the initial placement of the data.
2 The Computational Model
In this section, we present the computational model we will use for this work.
Network Model. We model the network topology using a directed graph G = (V,E). Each edge e ∈ E
represents a network link with bandwidth we ≥ 0, where the direction of the edge captures the direction of
the data flow. We distinguish a subset of nodes in the network, VC ⊆ V , to be compute nodes. Compute
nodes are the only nodes in the network that can store data and perform computation on their local data.
Non-compute nodes can only route data. We only consider connected networks, where every pair of compute
nodes is connected through a directed path.
Computation. A parallel algorithm A proceeds in sequential rounds (or phases). We denote by r ∈ N
the number of rounds of the algorithm. In the beginning, each compute node v ∈ VC holds part of the
input I, denoted X0(v) ⊆ I. In this work, we assume that {X0(v)}v∈VC forms a partition of the input I; in
other words, there is no initial data duplication across the nodes. The goal of the algorithm is to compute
a function over the input I, such that in the end the compute nodes together hold the function output.
We also assume that the algorithm A has knowledge of the following: (i) the topology of the graph, (ii)
the bandwidth of each link, and (iii) |X0(v)| for each compute node v ∈ VC . In the case of relational data,
we further assume that the algorithm knows the cardinality of the local fragment for each relation.
We use Xi(v) to denote the data stored at compute node v ∈ VC after the i-th round completes, where
i = 1, . . . , r. At every round, the compute nodes first perform some computation on their local data. Then,
they communicate by sending data to other compute nodes in the network. We assume that for a data
transfer from compute node u to compute node v, the algorithm must explicitly specify the routing path (or
a collection of routing paths). We use Yi(e) to denote the data that is routed through link e during round
i, and |Yi(e)| denote its total size measured in bits.
Cost Model. Since the algorithm proceeds in sequential rounds, we can decompose the cost of the algorithm,
denoted cost(A), as the sum of the costs for each round i,
cost(A) =
r∑
i=1
costi(A)
The model captures the cost of each round by considering only the cost of communication. The cost of
the i-th round is
costi(A) := max
e∈E(G)
|Yi(e)|/we.
In other words, the cost of each round is captured by the cost of transferring data through the most bottle-
necked link in the network. In some cases, it will be convenient to express the cost using tuples/elements
instead of bits, which we will mention explicitly.
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Figure 1: Common computer network topologies have structure, which permits more efficient solutions than
what is feasible for arbitrary topologies.
Even though the model does not take into account any computation time in the cost, it is possible to
incorporate computation costs in the model by appropriately transforming the underlying graph – for more
details, see [10]. We should note here that our model does not capture factors such as congestion on a router
node, or communication delays due to large network diameter.
2.1 Network Topologies
Even though the model supports general network topologies, computer networks often have a specific struc-
ture. When the underlying topology has some structure, several problems (such as routing [5, 35, 14, 13])
admit more efficient solutions than what is achievable for general topologies. It is therefore natural to
consider restrictions on the topology that are of either theoretical or practical interest.
Symmetric Network. Wired networks support full duplex operation that allows simultaneous commu-
nication in both directions of a link. Furthermore, datacenter networks allocate the same bandwidth for
transmitting and receiving data for each node. These networks are represented in the model using a sym-
metric network. We say that a network topology is symmetric if for every edge e = (u, v) ∈ E, we also have
that e′ = (v, u) ∈ E with we = we′ . In other words, the cost of sending data from u to v is the same as the
cost of sending the same data from v to u.
Star Topology. The most common topology for small clusters is the star topology, where all computers
are connected to a single switch. A star network with p + 1 nodes has p compute nodes VC = {v1, . . . , vp}
that are all connected to a central node w that only does routing. Figure 1a depicts an example of a star
network. Within a node, a multi-core CPU also exhibits a star topology: individual CPU cores exchange
data through a shared cache and memory hierarchy, which implicitly forms the center of the star.
Tree Topology. As the network grows, a single router is no longer sufficient to connect all nodes. A common
solution to scale the network further is to arrange r routers {w1, · · · , wr} in a star topology, and connect p
compute nodes VC = {v1, · · · , vp} to individual routers. Figure 1b shows an example of a tree topology. A
key property in a tree topology is that there exists a unique directed path between any two compute nodes,
hence routing is trivial.
In this work, we will focus on symmetric tree topologies. We make two observations about such topologies:
• We can assume w.l.o.g. that every compute node is a leaf. Indeed, if we have a non-leaf compute node
v ∈ VC , we can transform G to a new graph G′ by adding a new compute node v′, introduce a new
link between v, v′ with bandwidth +∞, and make v a non-routing node.
• We can assume w.l.o.g. that there are no nodes with degree 2. Indeed, consider a non-leaf node v with
two adjacent edges e1 = (v, u1), e2 = (v, u2). We can then remove v, and replace the two edges with a
single edge e = (u1, u2) with bandwidth min{we1 , we2}.
2.2 Relation to the MPC Model
We discuss here how the topology-aware model can capture the MPC model [30, 7] as a special case. Recall
that in the MPC model we have a collection of p nodes. The MPC model is topology-agnostic: every machine
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can communicate with any other machine, and the cost of a round is defined as the maximum amount of
data that is received during this round across all machines. The MPC model corresponds to an asymmetric
star topology with p compute nodes. For every edge e = (vi, o) that goes from a compute node to the center
o the bandwidth is we = +∞, while for the inverse edge e′ = (o, vi) the bandwidth is we′ = 1.
It should be noted that all previous works using the MPC model assume a uniform data distribution,
where each node initially receives N/p data, where N is the input size. This assumption has been used both
for lower and upper bounds. In contrast, our algorithms and lower bounds take the sizes of the initial data
distribution as parameters.
3 Set Intersection
In the set intersection problem, we are given two sets R,S. Our goal is to enumerate all pairs (r, s) ∈ R∩S.
Note that there is no designated node for each output pair, as long as it is emitted by at least one node. We
assume that all elements from both sets are drawn from the same domain.
Given an initial distribution D of the data across the compute nodes, we denote by RDv , SDv the elements
from R and S respectively in node v. Let NDv = |RDv |+ |SDv |, and ND =
∑
v Nv = |R|+ |S|. Whenever the
context is clear, we will drop the superscript D from the notation.
3.1 Lower Bound for Tree Topologies
We present a lower bound on the cost for the case of a symmetric tree topology. To prove the lower bound,
we use a reduction from the lopsided set disjointness problem in communication complexity. In this problem,
Alice holds a set X of n elements and Bob holds a set Y of m elements from some common domain. The goal
is to decide whether the intersection X ∩ Y is empty by minimizing communication. It is known [43, 19]
that for any multi-round randomized communication protocol, either Alice has to send Ω(n) bits to Bob, or
Bob has to send Ω(m) bits to Alice.
To construct the reduction, we observe that any edge e = (u, v) defines a partitioning of the compute
nodes in the tree G into two subsets: V −e and V
+
e . Here, V
−
e is the set of compute nodes in the same side
as u, and V +e in the same side as v. Hence, any algorithm that computes the set intersection in the tree
topology also solves a lopsided set disjointness problem, where Alice holds all data located in V −e , Bob holds
all data located in V +e , and they can only communicate through the edge e. Following this core idea, we can
show the following lower bound.
Theorem 1. Let G = (V,E) be a symmetric tree topology. Any algorithm computing the intersection R∩S
has cost Ω(CLB), where
CLB = max
e∈E
1
we
·min
|R|, |S|, ∑
v∈V −e
Nv,
∑
v∈V +e
Nv
 .
Observe that the above lower bound holds independent of the number of rounds that the algorithm uses.
Proof. Consider an edge e ∈ E. Any algorithm that computes the set intersection R ∩ S must solve the
following problem. Alice holds two sets, RA =
⋃
v∈V −e Rv, and SA =
⋃
v∈V −e Sv. Similarly, Bob holds
two sets, RB =
⋃
v∈V +e Rv, and SB =
⋃
v∈V +e Sv. Then, Alice and Bob must together compute two set
intersections, RA ∩ SB and RB ∩ SA, communicating only through the link e with bandwidth we. The
lower bound for lopsided disjointness tells us that in order to compute RA ∩ SB we need to communicate
Ω(min{|RA|, |SB |}) bits, and for RB ∩ SA we need at least Ω(min{|RB |, |SA|}) bits. Hence, the cost of any
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algorithm must be Ω(C), where:
C =
1
we
max(min{|RA|, |SB |},min{|RB |, |SA|})
≥ 1
2we
min{|RA|+ |RB |, |SA|+ |SB |, |RA|+ |SA|, |RB |+ |SB |}
=
1
2we
min
|R|, |S|, ∑
v∈V −e
Nv,
∑
v∈V +e
Nv

Applying the above argument to every edge in the tree G, we obtain the desired result.
3.2 Warmup on Symmetric Star
We first consider the star topology to present some of the key ideas. W.l.o.g. we assume |R| ≤ |S|. We
present a one-round algorithm that is based on randomized hashing.
Our algorithm (Algorithm 1) in its core performs a randomized hash join. It first partitions the compute
nodes into two subsets, Vα and Vβ , depending on the size of the local data. Define N
′ = |R|+∑v∈Vα |Sv|.
Let h be a random hash function that maps independently each a in the domain to node v ∈ VC with the
following probability:
Pr[h(a) = v] =
{
Nv/N
′, v ∈ Vα
|Rv|/N ′, v ∈ Vβ
If Vβ = ∅, then the algorithm performs a distributed hash join using the above hash function h. Observe
that the algorithm does not hash each value uniformly across the compute nodes, but with probability
proportional to the input data Nv that each node holds.
If Vβ 6= ∅, we perform hashing only on a subset of the data using a subset of the nodes. In particular, each
node v ∈ Vβ first gathers all the elements from R (the smallest relation) and locally computes R∩ Sv, while
hashing is used to compute the remaining set intersection. After the data is communicated, the intersection
can be computed locally at each node.
Algorithm 1: StarIntersect(G,D)
1 Vα ← {v ∈ VC | min{Nv, N −Nv} < |R|}, Vβ ← VC \ Vα ;
2 for v ∈ VC do
3 send every a ∈ RDv to all nodes in Vβ ∪ {h(a)} ;
4 if v ∈ Vα then
5 send every a ∈ SDv to h(a) ;
We next show that the above algorithm is optimal within a polylogarithmic factor.
Lemma 1. Let G = (V,E) be a symmetric star topology, and consider sets R,S with N = |R| + |S|.
Then, StarIntersect computes the set intersection R∩S with cost O(logN log |V |) away from the optimal
solution with high probability.
Proof. The correctness of the algorithm is straightforward. We will next bound the cost of the algorithm.
We will measure the cost using elements of the set; to translate to bits it suffices to add a log(N) factor
which captures the number of bits necessary to represent each element.
To make the notation simpler, we will use wv to refer to the bandwidth we of edge e = (v, w), where
v ∈ VC and w is the central node of the star topology. We can now reformulate the lower bound from
Theorem 1 as
CLB = max
{
max
v∈Vα
min{Nv, N −Nv}
wv
,max
v∈Vβ
|R|
wv
}
We now distinguish two cases, depending on whether the edge is adjacent to a node in Vα or Vβ .
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Case 1: v ∈ Vβ. Consider the two edges (v, w) and (w, v). The number of tuples that will be sent through
edge (v, w) is |Rv| ≤ |R|. As for the tuples received, node v will receive |R| − |Rv| tuples from R, as well
as some tuples from S which are in expectation: |Rv|N ′ ·
∑
v∈Vα |Sv| ≤ |Rv|. Thus, the cost incurred by edges
adjacent to Vβ is: maxv∈Vβ
|R|
wv
≤ CLB . Even though the above analysis just bounds the expectation, we can
use Chernoff bounds to show that with probability polynomially small in the number of compute nodes, the
number of tuples will not exceed the expectation by more than an O(log |V |) factor for any of the edges.
Case 2: v ∈ Vα. We bound separately the number of R-tuples and S-tuples that go through each edge.
The expected number of S-tuples that go through edge (w, v) is(∑
u∈Vα
|Su| − |Sv|
)
· Nv
N ′
≤ (N ′ −R− |Sv|) · Nv
N ′
≤ (N
′ −Nv)Nv
N ′
≤ min{Nv, N −Nv}
The third inequality is a direct application of the facts that min{a, b} ≥ a·ba+b for any a, b ≥ 0 and N ′ < N .
Similarly, the expected number of S-tuples that go through edge (v, w) is
|Sv| · N
′ −Nv
N ′
≤ (N
′ −Nv)Nv
N ′
≤ min{Nv, N −Nv}
For R-tuples, we distinguish two cases. If Vβ = ∅, then we can bound the expected size using the same
argument as above for S-tuples. We now turn to the case where Vβ 6= ∅.
We first claim that Nv ≤ N − Nv for each vertex v ∈ Vα. Indeed, if not then we must have that
N −Nv < |R|, which implies that Nv > |S|. However, this is a contradiction since there exists u ∈ Vβ with
Nu > |R|. Hence, it suffices to bound the R-tuples that go through each edge by Nv.
Indeed, the number of R-tuples that go through (v, w) for v ∈ Vα are at most |Rv| ≤ Nv. As for the edge
(w, v), the expected number of tuples that use the edge is:
(|R| − |Rv|) · Nv
N ′
≤ |R|
N ′
·Nv ≤ Nv
Combining these two cases yields the desired claim. Note that all expectation calculations can be extended
to high probability statements by losing a factor of O(log |V |) as mentioned before.
3.3 Algorithm on General Symmetric Tree
We now generalize the algorithm for the star topology to an arbitrary (symmetric) tree topology. W.l.o.g.
we assume |R| ≤ |S|. We partition all edges in E into two subsets:
Eα = {e ∈ E | min{
∑
v∈V +e
Nv,
∑
v∈V −e
Nv} < |R|}
Eβ = {e ∈ E | min{
∑
v∈V +e
Nv,
∑
v∈V −e
Nv} ≥ |R|}
An edge e ∈ E is called α-edge if e ∈ Eα, and β-edge if e ∈ Eβ . Observe that the definition is
symmetric w.r.t. the direction of the edge: if (u, v) is an α-edge, so is (v, u). The intuition behind this
partition lies in the lower bound of Theorem 1, where the amount of data that can go through an α-edge
is O(min{∑v∈V +e Nv,∑v∈V −e Nv}) and through a β-edge is O(|R|). We denote by Gβ the edge-induced
subgraph of the edge set Eβ .
Lemma 2. The subgraph Gβ is a connected tree.
Proof. For the sake of contradiction, assume there exist vertices u, v ∈ V (Gβ) such that u, v are not connected
in Gβ . Then, there exists an α-edge e on the unique path that connects u and v in G. In turn, e splits G
into two connected subtrees: G+e (that contains all nodes in V
+
e ), and G
−
e (that contains all nodes in V
−
e ).
Suppose w.l.o.g. that u ∈ V (G+e ) and v ∈ V (G−e ).
Since u, v belong in the edge-induced subgraph of Eβ , there exists β-edges e1 ∈ G+e , e2 ∈ G−e . We observe
that V +e1 ⊆ V +e and V −e2 ⊆ V −e , which implies |R| ≤
∑
v∈V +e Nv and |R| ≤
∑
v∈V −e Nv. In this way, e would
be an β-edge, contradicting our assumption.
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Figure 2: An illustration of a balanced partition.
On the other hand, the edge-induced subgraph Gα derived from Eα is not necessarily connected and
forms a forest.
Balanced Partition. The first step of our algorithm is to compute a partition {V 1C , V 2C , · · · , V kC} of the
compute nodes VC . In particular, the algorithm seeks a balanced partition, as illustrated in Figure 2.
Definition 1. A partition {V 1C , V 2C , · · · , V kC} of the compute nodes VC is balanced for data distribution D if
the following properties hold:
1. If two nodes are connected in Gα, they belong in the same block of the partition ;
2. Each edge appears in the spanning tree of at most one block of the partition ;
3. For every block i,
∑
v∈V iC N
D
v ≥ |R| ;
4. For every β-edge e in the spanning tree of a block i, min{∑v∈V iC∩V +e Nv,∑v∈V iC∩V −e Nv} ≤ |R|.
Before we show how to find a balanced partition, we first discuss how we can use it to compute the set
intersection.
The Algorithm. Let {V 1C , V 2C , · · · , V kC} be a balanced partition. For every block V iC , we define a random
hash function hi that maps independently each value a in the domain to node v ∈ V iC with probability:
Pr[hi(a) = v] =
Nv∑
u∈V iC Nu
Using the above probabilities, we can now describe the detailed algorithm (Algorithm 2), which works in a
single round. Each R-tuple is hashed across all blocks of the partition (hence it may be replicated), while
each S-tuple is hashed only in the block that contains the node it belongs in. After all data is communicated,
each node locally computes the set intersection.
Algorithm 2: TreeIntersect(G,D)
1 Find a balanced partition {V 1C , V 2C , · · · , V kC};
2 for v ∈ VC do
3 for i = 1, . . . , k do
4 send every a ∈ RDv to hi(a) ;
5 if v ∈ V iC then
6 send every a ∈ SDv to hi(a) ;
Theorem 2. On a symmetric tree topology G = (V,E), the set intersection R∩S with |R|+ |S| = N can be
computed in a single round with cost O(logN log |V |) away from the optimal solution with high probability.
Proof. The correctness of the algorithm comes from the fact that each subset of nodes V iC computes R ∩⋃
v∈V iC Sv. Since S =
⋃k
i=1
⋃
v∈V iC Sv, it follows that the algorithm computes all results in R ∩ S.
We next analyze the cost. As before, we will measure the cost in number of tuples, and then pay a
O(logN) factor to translate to bits. We first rewrite the lower bound as:
CLB = max
maxe∈Eα 1we min{∑
v∈V +e
Nv,
∑
v∈V −e
Nv},max
e∈Eβ
|R|
we

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We analyze the cost for the edges in Eα, Eβ separately.
Case: e ∈ Eβ. We will bound the amount of data that goes through e by O(|R|). The R-tuples that go
through e are at most |R|, so it suffices to bound the number of S-tuples that cross edge e. By property
(2) of a balanced partition, e is included in at most one spanning tree, say of block V iC . Then, w.h.p. the
expected amount of S-tuples that goes through e is at most
1∑
v∈V iC Nv
·
 ∑
v∈V iC∩V −e
Nv
 ·
 ∑
v∈V iC∩V +e
Nv
 ≤ min
 ∑
v∈V iC∩V −e
Nv,
∑
v∈V iC∩V +e
Nv
 ≤ |R|
The first inequality comes from the fact that a·ba+b ≤ min{a, b} for any a, b > 0. The second inequality is
implied directly by property (4) of a balanced partition.
Case: e ∈ Eα. We will bound the amount of data that goes through e by min
{∑
v∈V −e Nv,
∑
v∈V +e Nv
}
.
To bound the number of S-tuples, we again notice that e can belong in the spanning tree of at most one
block, say V iC . Hence, as in the previous case, w.h.p. the expected amount of S-tuples that goes through e
is at most
1∑
v∈V iC Nv
·
 ∑
v∈V iC∩V −e
Nv
 ·
 ∑
v∈V iC∩V +e
Nv
 ≤ min
 ∑
v∈V iC∩V −e
Nv,
∑
v∈V iC∩V +e
Nv
 ≤ min
 ∑
v∈V −e
Nv,
∑
v∈V +e
Nv

We can bound the number of R-tuples that go through e by distinguishing three cases:
• none of G−e , G+e contain β-edges. Then, the partition consists of a single block, and the number of
R-tuples can be bounded as we did above with the S-tuples.
• G+e contains β-edges but G−e not. Then, all vertices in Gβ are in V +e . The R-data that goes through e is
sent by nodes in V −e , so its size is bounded by
∑
v∈V −e |Rv| ≤
∑
v∈V −e Nv = min
{∑
v∈V −e Nv,
∑
v∈V +e Nv
}
.
Here, the last equality follows from the fact that G+e contains at least one β-edge, which implies that∑
v∈V +e Nv ≥ |R| >
∑
v∈V −e Nv.
• G−e contains β-edges but G+e not. Then, all nodes in V +e belong in the same block V iC . We can abound
the expected amount of S-tuples with:
1∑
v∈V iC Nv
·
 ∑
v∈V −e
|Rv|
 ·
 ∑
v∈V iC∩V +e
Nv

≤
∑
v∈V −e |Rv|+
∑
v∈V iC∩V +e Nv∑
v∈V iC Nv
min
 ∑
v∈V −e
|Rv|,
∑
v∈V iC∩V +e
Nv

≤
|R|+∑v∈V iC Nv∑
v∈V iC Nv
min
 ∑
v∈V −e
Nv,
∑
v∈V +e
Nv
 ≤ 2 min
 ∑
v∈V −e
Nv,
∑
v∈V +e
Nv

where the last inequality is from property (3) of Definition 1.
This completes the proof.
Finding a Balanced Partition. Finally, we present how we can compute a balanced partition in
Algorithm 3. We say that two vertices in G are α-connected if there exists a path that uses only α-edges
that connects them. For the algorithm below, denote Γ(x) as the set of nodes that are α-connected with
node x in G (line 2). Moreover, we use w(x) to denote the quantity
∑
x∈Γ(x)Nx, i.e. the total amount of
data in the nodes from Γ(x).
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Algorithm 3: BalancedPartition(G,D)
1 for x ∈ V (Gβ) do
2 Γ(x)← {v ∈ VC | v, x are α-connected in G} ;
3 P ← ∅ ;
4 while |V (Gβ)| > 0 do
5 pick the leaf vertex x ∈ Gβ with the smallest w(x);
6 if w(x) ≥ |R| then
7 add Γ(x) to P;
8 else
9 y ← unique neighbor of x in Gβ ;
10 Γ(y)← Γ(y) ∪ Γ(x);
11 Gβ ← Gβ \ {x};
12 return P ;
The algorithm initially creates a group for each set of compute nodes that are connected through α-edges.
Then, it starts merging the groups (starting from the leaves of the tree) as long as the total number of the
elements in the group is less than |R|. We show that the above algorithm indeed creates the desired balanced
partition.
Lemma 3. Algorithm 3 outputs a balanced partition of compute nodes VC in O(|V |) time.
Proof. First, we notice that in lines 1-2 each compute node VC belongs in exactly one Γ(x). In the remaining
algorithm, every vertex in Gβ with w(x) > 0 is put into exactly one block, thus P is a partition of VC . Indeed,
the only issue may occur when we are left with a single vertex x: we claim that in this case we always have
w(x) ≥ |R|. Suppose w(x) < |R|, and consider the last vertex u for which Γ(u) was added in P (such a
vertex always exists, since every leaf vertex of Gβ initially has weight at least |R|). But then, the algorithm
could not have picked u at this point, since all other leaf vertices have smaller weight, a contradiction.
We now prove that the output partition satisfies all properties of a balanced partition (Definition 1).
(1) The first condition is trivial. From lines 1-2, two compute nodes that are connected in Gα will be in
the same initial Γ(x), hence they will appear together in a block of the partition.
(2) By contradiction, assume there exists an edge e = (u, v) appearing in the spanning trees of V iC and
V jC for i 6= j. By the definition of spanning trees, there exists one pair of vertices x, y ∈ V iC and one pair
of vertices x′, y′ ∈ V jC such that x, x′ ∈ G+e and y, y′ ∈ G−e . When Algorithm 3 visits e in line 9, w.l.o.g.
assume u is visited before v. Since x, x′ are placed in different blocks of the partition, it cannot be that both
x, x′ ∈ Γ(u). W.l.o.g., x′ /∈ Γ(u). This implies that x′ has already been put into one block with vertices from
G−e . Then x
′, y′ won’t appear in the same block, contradicting our assumption.
(3) It is easy to see that the algorithm adds a set of nodes to P only if their total weight is at least |R|.
(4) Consider a block V iC in the partition. Let e = (u, v) be a β-edge in the spanning tree of V
i
C . Then,
Algorithm 3 visits e in line 9: w.l.o.g. assume u is visited before v. At this point, we have w(u) < |R|, since
Γ(u) was merged with Γ(v). The key observation is that we have Γ(u) = V iC ∩ V −e , since no other compute
nodes will be added to the ”left” of e (since u is a leaf node). Hence,
min{
∑
v∈V iC∩V +e
Nv,
∑
v∈V iC∩V −e
Nv} ≤
∑
v∈V iC∩V −e
Nv = w(u) < |R|
This completes the proof.
Remark. Interestingly, the algorithm we described above does not use the link bandwidths to decide what
to send and where to send to. Instead, what matters is the connectivity of the network and how the data is
initially partitioned across the compute nodes. This is a significant practical advantage because bandwidth
information may be imprecise or have high variability at runtime, such as when sharing a cluster with other
users.
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4 Cartesian Product
In the cartesian product problem, we are given two sets R,S with |R| = |S| = N/2. (We will discuss in
the end why the unequal case is challenging, even on the simple symmetric star topology). Our goal is to
enumerate all pairs (r, s) for any r ∈ R, s ∈ S, such that the output pairs are distributed among the compute
nodes by the end of the algorithm. Similar to set intersection, there is no designated node for each output
pair, as long as it is emitted by at least one node. We assume that all elements are drawn from the same
domain, and that initially the input data is partitioned across the compute nodes.
4.1 Lower Bounds on Symmetric Trees
We present two lower bounds on cost for the case of a symmetric tree topology. The first one as stated in
Theorem 3 has the same form as the one in Theorem 1 when |R| = |S| = N/2, but uses a slightly different
argument. Both lower bounds are expressed in terms of elements, and not bits.
Theorem 3. Let G = (V,E) be a symmetric tree topology. Any algorithm computing R×S has (tuple) cost
Ω(CLB), where
CLB = max
e∈E
1
we
·min
 ∑
v∈V −e
Nv,
∑
v∈V +e
Nv
 .
Proof. Let Copt be the cost of any algorithm computing R × S on the tree topology G. Consider an edge
e ∈ E. Suppose that Copt · we ≤
∑
v∈V −e |Rv|. Then, at least one element in Ru for some u ∈ V −e does not
go through e, i.e., entering into any vertex in V +e . In this case, in order to guarantee correctness, all data in
S must be sent to u, hence Copt ·we ≥
∑
v∈V +e |Sv|. Thus Copt ·we ≥ min{
∑
v∈V −e |Rv|,
∑
v∈V +e |Sv|}. Using
a symmetric argument, Copt · we ≥ min{
∑
v∈V −e |Sv|,
∑
v∈V +e |Rv|}. Summing up the two inequalities, and
observing that min{∑v∈V −e Nv,∑v∈V +e Nv} ≤ |R|(= |S| = N/2), we obtain the lower bound on edge e.
Applying the above argument to every edge in the tree G, we obtain the desired result.
The second lower bound uses a different argument that depends on the underlying tree topology. To
state the lower bound, we first define a ”directed” version G† of the symmetric tree G as follows. G† has
the same vertex set as G. Recall that each edge e = (u, v) in G partitions the nodes of V into V +e and V
−
e .
Then, if
∑
x∈V −e Nx ≤
∑
x∈V +e Nx, G
† contains only an edge from u to v, otherwise only an edge from v to
u. As the next lemma shows, the resulting directed graph G† has a very specific structure.
Lemma 4. G† satisfies the following properties:
1. The out-degree of every node is at most one.
2. There exists exactly one node with out-degree zero.
Proof. By contradiction, assume there exists one node u ∈ V with at least two out-going edges. Since G has
no vertices with degree 2, this means that G† has three edges e1 = (u, v1), e2 = (u, v2), e3 = (u, v3). For
each such edge, we have
∑
x∈V +ei Nx ≥
∑
x∈V −ei Nx, and thus
∑
x∈V +ei Nx ≥ N/2. Observe that because G is
a tree, it also holds that the vertex sets V +ei are disjoint. Then we come to the following contradiction
N =
∑
x∈V
Nx ≥
3∑
i=1
∑
x∈V +ei
Nx ≥ 3N/2
thus (1) is proved.
Since G† is a directed tree, it is easy to see that there must exist at least one node with no outgoing edges;
otherwise, there would be a cycle in the graph, a contradiction. Hence, it suffices to show that there is at
most one such a node. By contradiction, assume two nodes u, v with outdegree 0. Consider the unique path
between u, v: then, there must be a node in the path with out-degree at least two. However, this contradicts
(1), thus (2) is proven as well.
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compute nodes
routing nodes
Figure 3: Two examples of a directed graph G†. The left one is rooted at a compute node and the right one
is rooted at a router.
We denote the single node with out-degree zero as r, and call it the root of the tree. Every other node in
G† will point towards r, as the example in Figure 3 illustrates. Observe that the root r of the tree could be
a compute node. But in this case, the algorithm that simply routes all the data to the root is asymptotically
optimal, since the cost matches the cost of the lower bound in Theorem 3. Hence, we will focus on the
case where the root is not a compute node; in this case, it is easy to observe that all the nodes in G† with
in-degree 0 are exactly the compute nodes.
A cover of G† is a subset S ⊆ V such that every leaf node has some ancestor in S. We will be interested
in minimal covers of G†. Observe that the singleton set {r} is trivially a minimal cover.
Theorem 4. Let G = (V,E) be a symmetric tree topology. Let U be a minimal cover of G† such that
U 6= {r}, where r is the root of G†. Then, any algorithm computing the cartesian product R × S for
|R| = |S| = N/2 has (tuple) cost Ω(CLB), where
CLB =
N√∑
v∈U w2v
,
where wv is the capacity of the unique outgoing edge of v in G
†.
Proof. Let eu be the outgoing edge of u ∈ U in G†, with capacity cost wu. Let Tu be the subtree rooted
at u. From minimality of U , it follows that Tu, Tv have disjoint vertex sets. Moreover, from the definition
of a node cover, every compute node belongs in some (unique) subtree. This means that we can bound the
output result by at most the union of the outputs in the compute nodes of each subtree. In the following,
we will bound the maximum output size of a given subtree Tu.
Let R′u, S
′
u denote the elements of R,S respectively that are in some compute node of Tu. Moreover, let
R′′u, S
′′
u be the elements of R,S that go through link eu respectively. Then, the size of the results that can
be produced at subtree Tu is at most |R′u ∪R′′u| · |S′u ∪ S′′u |. Observe the following:
• |R′′u| ≤ Copt · wu and |S′′u | ≤ Copt · wu;
• |R′u| ≤ Copt ·wu and |S′u| ≤ Copt ·wu. Indeed, since wu is an outgoing edge of u in G†, Theorem 3 tells
us that Copt · wu ≥ |R′u|+ |S′u|.
Hence, we can bound the number of outputs in Tu as:
|R′u ∪R′′u| · |S′u ∪ S′′u | ≤ (|R′u|+ |R′′u|)(|S′u|+ |S′′u |)
≤ (2 · Copt · wu)(2 · Copt · wu) = 4 · C2opt · w2u
In order for the algorithm to be correct, the total size of the output must be at least |R| · |S|. Summing
over all nodes in the minimal cover U , we obtain |R| · |S| ≥ 4 ·C2opt ·
∑
u∈U w
2
u. This concludes the proof.
4.2 The Weighted HyperCube Algorithm
In this section, we present a deterministic one-round protocol on a symmetric star topology, named weighted
HyperCube (wHC), which generalizes the HyperCube algorithm [1]. We assume that the data statistics |Rv|,
|Sv| are known to all compute nodes.
We give a strict ordering ≤ on the compute nodes in VC . Each node assigns consecutive numbers to its
local data. More specifically, node v labels its data in Rv from 1 +
∑
u<v |Ru| to
∑
u≤v |Ru|, and data in Sv
12
v1 v2
v3 v4
v5 v6
v7
Figure 4: An example of packing squares.
from 1 +
∑
u<v |Su| to
∑
u≤v |Su|. In this way, each element from R is labeled with a unique index, as well
as each one from S. In this way, each answer in the cartesian product can be uniquely mapped to a point in
the grid  = {1, 2, . . . , |R|} × {1, 2, . . . , |S|}.
The wHC protocol assigns to each compute node v a square v centered at (xv, yv) with dimensions
lv × lv. Then, a tuple ri ∈ R will be sent to v if xv − lv ≤ i ≤ xv + lv, and a tuple sj ∈ S will be sent to v
if yv − lv ≤ j ≤ yv + lv. After all tuples are routed, the cartesian product will be computed locally at each
compute node. To guarantee correctness, we have to make sure that
⋃
v v = , i.e., the squares assigned
to each node fully cover the grid.
We first compute the dimensions lv of the square assigned to each node. Intuitively, we want to make
sure that lv is proportional to the capacity of the link. However, to make sure that we can pack the resulting
set of squares without any overlap, we consider squares that are powers of 2. Specifically,
lv = arg min
k
{2k ≥ wv · L}, L = N√∑
u w
2
u
(1)
Second, we need to specify the positions of the squares, i.e. determine how they can be packed without
any overlap. An example of such a packing is given in Figure 4. To pack the squares, we will make use of
the following lemma.
Lemma 5 (Packing Squares). Let S be a set of squares di × di, where each di is a power of two. Then, we
can pack the squares in S such that they fully cover a square of size at least 1/2
√∑
i d
2
i .
Proof. We provide an algorithm for the packing. We start the following procedure in an increasing order
of i ≥ 0: for each i, if there are 4 squares of size 2i × 2i in S, we pack them into a larger square of size
2i+1×2i+1. In this way, we can transform S into a new set of squares S′, where for every i, there are at most
3 squares of size 2i × 2i. It is now easy to see that, by induction starting from the smaller size, all squares
of size ≤ 2i−1 can be packed inside a square of size 2i. Hence, we can pack all squares in S′ inside a square
of size 2i
∗+1, where 2i
∗
is the dimension of the largest square in S′. To conclude the argument, observe that
the square with dimension 2i
∗
is fully packed. Also, 2i
∗+1 ≥√∑i d2i . Hence, we can fully pack a square of
size at least 1/2
√∑
i d
2
i .
The next lemma bounds the cost of the wHC protocol.
Lemma 6. Let G be a symmetric star topology. Then, the wHC algorithm correctly computes the cartesian
product R× S for |R| = |S| = N/2 with (tuple) cost O(C), where
C = max
{
max
v
Nv
wv
,
N√∑
v w
2
v
}
Proof. To prove correctness, we apply Lemma 5 with S = {lv × lv | v ∈ VC}. Then, the squares fully pack a
square of area at least
1
4
∑
v∈VC
(2lv )2 ≥ 1
4
∑
v∈VC
(L · wv)2 = (N/2)2 = |R| · |S|
Hence, the whole grid can be covered.
Next, we analyze the cost of the algorithm. First, the cost of sending data is maxv Nv/wv. For the cost
of receiving, observe that node v receives at most 2 · (2L · wv) = 4wvL tuples. Hence, the cost of receiving
is bounded by 4L. Combining these two costs obtains the desired result.
13
4.3 Warm-up on Symmetric Star
Before we present the general algorithm for symmetric trees, we warm up by studying the simpler symmetric
star case (Algorithm 4).
The algorithm checks whether the maximum data that some node holds exceeds N/2. If so, it is easy to
observe that the strategy where every compute node sends their data to that node is optimal. If every node
holds at most N/2 data initially, then in G† all compute nodes of the star are directed to the central node
o, which becomes the root of G†. In this case, running the wHC algorithm on the whole topology can be
proven optimal.
Algorithm 4: StarCartesianProduct(G,D)
1 if maxuNu > N/2 then
2 all compute nodes send their data to arg maxuNu;
3 else
4 run the wHC algorithm ;
Lemma 7. On a symmetric star topology, the StarCP algorithm correctly computes the cartesian product
R× S for |R| = |S| = N/2 in a single round deterministically and with cost O(1) away from the optimal.
Proof of Lemma 7. We distinguish the analysis into two cases, depending on whether maxuNu > N/2 or
not.
First, suppose that maxuNu > N/2. Let u
∗ = arg maxuNu. For node u∗, we have N−Nu∗ < N/2 < Nu∗ .
For every other node v 6= u∗, it holds Nv < N/2, hence Nv < N −Nv. Hence, we can write Theorem 3 as:
Copt ≥ max
v
1
2wv
min{Nv, N −Nv} ≥ max
{
N −Nu∗
2wu∗
,max
v 6=u∗
Nv
2wv
}
But this is exactly half the cost of the protocol where all nodes send their data to u∗.
Suppose now that maxuNu ≤ N/2. From Theorem 3, we obtain the lower bound Copt ≥ maxv Nv2wv .
Additionally, observe that in G† all compute nodes of the star are directed to the central node o, and hence
VC is a minimal cover of G
†. Indeed, if we add {o} to VC , the cover is not minimal, since {o} is a minimal
cover by itself. Plugging this cover in Theorem 4, we obtain that Copt ≥ N/
∑
v w
2
v. To conclude, notice that
these two lower bounds on Copt match the upper bound of wHC in Lemma 6 within a constant factor.
4.4 Algorithm on Symmetric Tree
We now generalize the techniques for the star topology to an arbitrary tree topology.
The Algorithm. Assume that the data statistics |Rv|, |Sv| are known to all compute nodes. Similar to the
wHC algorithm, each tuple from R is labeled with a unique index, as well as each one from S. In this way, each
answer in the cartesian product can be uniquely mapped to a point in the grid  = {1, . . . , |R|}×{1, . . . , |S|}.
For simplicity, we split the routing phase into two steps.
Let r be the root of the directed graph G†. In the first step, each compute node v ∈ VC sends its local
data to r.
In the second step, we assign to each compute node v ∈ VC a square v such that every result t = (tr, ts)
is computed on some v. To compute t, associated tuples tr, ts will be sent to v at least once. In this step,
every tuple sent to v will be sent from the root r, which has gathered all necessary data in the first step.
Next, we show how to find a balanced assignment on a tree and analyze its capacity cost with respect to the
lower bound in Theorem 4.
Balanced Packing on Symmetric Tree. Let ζ(u) be the set of children nodes of u in G†, and pu the
unique parent of u in G†. To simplify notation, we use wv to denote the quantity w(v, pv).
The algorithm is split into two phases. First, it computes a quantity w˜v for each node v in G
†. For the
leaf nodes, we have w˜v = wv, while for the internal nodes w˜v is computed in a bottom-up fashion (through a
post-order traversal). In the second phase, the algorithm computes a quantity lv for each node, but now in a
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top-down fashion (through a pre-order traversal). As a final step, each compute node v rounds up (N/2) · lv
to the closest power of 2, and then gets assigned a square of that dimension.
Algorithm 5: BalancedPackingTree(G)
1 forall v ∈ V \ {r} in post-order do
2 if v is a leaf then
3 w˜v ← wv;
4 else
5 w˜v ← min{wv,
√∑
u∈ζ(v) w˜2u}
6 w˜r ←
√∑
u∈ζ(r) w˜2u ;
7 lr ← 1;
8 forall v ∈ V \ {r} in pre-order do
9 lv ← lpv · w˜v/
√∑
u∈ζ(pv) w˜
2
u;
10 forall v ∈ VC do
11 dv ← arg mink{2k ≥ N · lv};
12 assign to v a square dv × dv;
The next lemma shows that Algorithm 5 guarantees certain properties for the computed quantities.
Lemma 8. The following properties hold:
1. For every non-root vertex v, w˜v ≤ wv.
2. For every vertex v, lv ≤ w˜v/w˜r.
3. There exists a minimal cover U of G† such that w˜r =
√∑
u∈U w2u.
4. For every vertex u, lu =
√∑
v∈Tu∩VC l
2
v where Tu is the subtree rooted at u.
Proof. Property (1) is straightforward from the algorithm.
We prove property (2) by induction. For the base case, v is the root. In this case, lr = 1, so the inequality
holds with equality. Consider now any non-root vertex v with parent pv. We then have:
lv =
lpv · w˜v√∑
u∈ζ(pv) w˜
2
u
≤ w˜v
w˜r
· w˜pv√∑
u∈ζ(pv) w˜
2
u
≤ w˜v
w˜r
The first inequality holds from the inductive hypothesis for the parent node pv. The second inequality comes
from line 5 of the algorithm, which implies that w˜v ≤
√∑
u∈ζ(v) w˜2u for every non-leaf vertex v.
We also use induction to show property (3). For a subtree rooted at leaf node v, U = {v} is a minimal
cover. In this case, w˜v = wv =
√∑
u∈U w2u. For the induction step, consider some non-leaf node v. If
w˜v = wv, then w˜v =
√∑
u∈U w2u holds for the minimal cover U = {v}. Otherwise, w˜v =
√∑
u∈ζ(v) w˜2u.
From the induction hypothesis, there exists a minimal cover Uu for the subtree rooted at u ∈ ζ(v) such that
w˜2u =
∑
t∈Uu w
2
t . Moreover, it is easy to see that the set U =
⋃
u∈ζ(v) Uu is a minimal cover for the subtree
rooted at v. Hence, we can write:
w˜v =
√ ∑
u∈ζ(v)
w˜2u =
√ ∑
u∈ζ(v)
∑
t∈Uu
w2t =
√∑
t∈U
w2t
The property (4) directly follows the Algorithm 5. The base case for u ∈ VC always holds. Conasider
any non-leaf node u. By induction, assume lx =
√∑
v∈Tx∩VC l
2
v for each node x ∈ ζ(u). Implied by line 9 in
Algorithm 5, we have
lu =
√ ∑
x∈ζ(u)
l2x =
√ ∑
x∈ζ(u)
∑
v∈Tx∩VC
l2v =
√ ∑
v∈Tu∩VC
l2v.
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This concludes our proof.
It still remains to specify the position in the grid for each square assigned to a compute node.
Packing squares. In this part, we discuss how we can pack each square of dimension dv assigned to leaf
node v inside . Our goal is to find an assignment (packing) of each square to compute nodes VC such that
for each vertex u, the number of elements that cross the link (u, pu) is bounded by O(N · lu).
We visit all vertices in bottom-up way, starting from the leaves. We recursively assign to each node v a
set of squares in the form of Sv = {(2i, ci) : ci ∈ {0, 1, 2, 3}}, meaning that there are ci squares of dimensions
2i × 2i.
For every leaf node v ∈ VC , only one square is assigned to v by Algorithm 5. Consider some non-leaf
node u. Each of its children v ∈ ζ(u) is assigned with a set of squares Sv. We start the following procedure
in an increasing order of i ≥ 0: for each i, if there are 4 squares of size 2i × 2i in ⋃v∈ζ(u) Sv, we pack them
into a larger square of size 2i+1 × 2i+1. In this way, we can transform ⋃v∈ζ(u) Sv into a new set of squares
Su, where for every i, there are at most ci ≤ 3 squares of dimensions 2i × 2i.
Next we bound the number of elements that cross the link (u, pu) for each node u ∈ V , which is assigned
with the set of squares Su. Let Tu be the subtree rooted u. Let i
∗ be the largest integer such that ci∗ 6= 0.
Note that each square of dimensions 2i×2i includes 2i elements from both R and S. Then, the total number
of elements for all squares in Su is
∑
i ci · 2 · 2i ≤ 2 · (ci∗ + 1) · 2i
∗ ≤ 8 · 2i∗ , which can be further bounded by
≤ 8 ·
√ ∑
v∈Tu∩VC
d2v ≤ 16 ·N ·
√ ∑
v∈Tu∩VC
l2v = 16 ·N · lu
The second inequality is implied by Algorithm 5, while the third inequality comes from the fact that dv ≤
2N · lv for each compute node v ∈ VC . The last equality is implied by Lemma 8.
Theorem 5. On a symmetric tree topology G = (V,E), the cartesian product R × S for |R| = |S| = N/2
can be computed deterministically in a single round optimally.
Proof. To prove the correctness of the algorithm, we need to show that the packing of the squares fully
covers the |R| × |S| grid. Indeed, consider the largest square 2i∗ × 2i∗ that occurs in the set of squares Sr
assigned to the root node. Observe first that we can pack all squares in Sr inside a 2
i∗+1 × 2i∗+1 square,
and thus
22(i
∗+1) ≥
∑
v
d2v ≥ N2
∑
v∈VC
l2v = N
2
Hence, 22i
∗ ≥ (N/2) · (N/2) = |R| · |S|, which means that the grid is fully packed by the largest square in Sr.
We next show that the cost is asymptotically close to the lower bounds in Theorem 3 and Theorem 4.
It can be easily checked that the number of elements transmitted through any link e at the first step
is at most O
(
min{∑v∈V −e Nv,∑v∈V +e Nv}), matching the lower bound in Theorem 3. For the second
step, we have bounded the number of elements that cross link (u, pu) by O(N · lv). Lemma 8 implies
that N · lv ≤ N · wv/
√∑
u∈U w2u for some minimal cover U of G
†, hence matching the lower bound in
Theorem 4.
4.5 Discussion on Unequal Case
At last, we discuss the difficulty of computing the cartesian product R × S with |R| 6= |S| on a symmetric
star topology. W.l.o.g., assume |R| < |S|. The first lower bound following the same arguement in Theorem 3
is Ω(CLB) where
CLB = max
v∈VC
1
wv
·min{Nv, N −Nv, |R|}
We next see how the counting argument yields the second lower bound under the condition maxv Nv <
N
2 .
Let C be the cost of any correct algorithm. Let R′u, S
′
u be the elements of R,S received by u. Then, the size
of the results that can be produced at u is |Ru ∪R′u| · |Su ∪ S′u|. Observe the following:
• |R′u| ≤ Copt · wu and |S′u| ≤ Copt · wu;
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• If Nu < |R|, |Ru ∪R′u| ≤ 2Copt · wu and |Su ∪ S′u| ≤ 2Copt · wu
• If Nu ≥ |R|, Copt · wu ≥ |R|.
Summing over all node, the total size of the output must be at least |R| · |S|. We then obtain
|R| · |S| ≤
∑
u∈VC
(|R′u|+ |R′′u|)(|S′u|+ |S′′u |)
≤
∑
u∈VC :Nu<|R|
2 min{C · wv, |R|} · 2 min{C · wv, |S|}+
∑
u∈VC :Nu≥|R|
|R| · {C · wv + Su, |S|}
whose minimizer gives the second lower bound, which becomes rather complicated without a clean form as
Theorem 4.
This is just an intuition of why the unequal case would make the lower bound hard even on the symmetric
star. In Appendix A.1, we give a more detailed analysis on the lower bound, as well as an optimal algorithm.
Extending our current result to the general symmetric tree topology is left as future work.
5 Sorting
In the sorting problem, we are given a set R whose elements are drawn from a totally ordered domain. We
first define an ordering of compute nodes in the following way: after picking an arbitrary node as the root,
any left-to-right traversal of the underlying network tree is a valid ordering of compute nodes. The goal is
to redistribute the elements of R such that on an ordering of compute nodes as v1, v2, · · · , v|VC |, elements
on node vi are always smaller than those on node vj if i < j.
Given an initial distribution D of the data across the compute nodes, we denote by NDv the initial data
size in node v. Whenever the context is clear, we drop the superscript D from the notation.
5.1 Lower Bound
Our lower bound for sorting has the same form as the one for set intersection, with the only difference that
the cost is expressed as tuples, and not bits.
Theorem 6. Let G = (V,E) be a symmetric tree topology. Any algorithm sorting elements in a set R has
(tuple) cost Ω(CLB), where
CLB = max
e∈E
1
we
·min
 ∑
v∈V −e
Nv,
∑
v∈V +e
Nv
 .
Proof. We construct an initial data distribution as follows. Assume elements inR are ordered as r1, r2, · · · , rN ,
where i is the rank of element ri in R. Without loss of generality, assume N is even. We assign elements to
compute nodes in the ordering of {r1, r3, · · · , rN−1, r2, r4, · · · , rN}. Moreover, we pick one arbitrary route
node of G as the root, where all compute nodes are leaves of the tree. All compute nodes in VC are also
labeled as v1, v2, · · · , v|VC | in an left-to-right traversal ordering, i.e., recursively traversing the leaves in the
left subtree and then the right subtree. For example, the node v1 with initial data size N1 will be assigned
with elements {r1, r3, · · · , r2N1−1} if N1 ≤ N2 , and {r1, r3, · · · , rN−1, r2, r4, · · · , r2N1−N} otherwise. We need
to argue that any algorithm correctly sorting R under this initial distribution must have a cost Ω(CLB).
Consider an arbitrary edge e ∈ E. Removing e defines a partition of VC as V −e , V +e . Denote R−e =⋃
v∈V −e Rv andR
+
e =
⋃
v∈V +e Rv. It should be noted thatR
−
e orR
+
e is a sub-interval of {r1, r3, · · · , rN−1, r2, r4,
· · · , rN}, or a sub-interval of {r2, r4, · · · , rN , r1, r3, · · · , rN1}. Note that every element transmitted between
V −e and V
+
e must go through edge e. Without loss of generality, assume |R−e | ≤ N2 ≤ |R+e |. Then it suffices
to show that the total number of elements exchanged between V −e and V
+
e is at least Ω(|R−e |).
In the extreme case, there is only one element in R−e , say R
−
e = {ri}. If ri is not sent through e, at least
one element in R+e must be sent to V
−; otherwise, no comparison between ri and any element rj ∈ R+e is
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Figure 5: Data exchange between V −e , V
+
e .
performed, contradicting to the correctness of algorithms. So at least one element is transmitted through
edge e. In general, at least two elements are in R−e . We further distinguish four cases: (1) r2 /∈ R−e , rN /∈ R−e ;
(2) r1 /∈ R−e , rN−1 /∈ R−e ; (3) r2 ∈ R−e , rN−1 ∈ R−e ; (4) r1 ∈ R−e , rN ∈ R−e . Note that (2) can be argued
symmetrically with (1) and (4) can be argued symmetrically with (3).
Case (1): r2 /∈ R−e , rN /∈ R−e . In this case, the R−e must be a subset of {r1, r3, · · · , rN−1}. Let i, j be the
smallest and largest rank of elements in R−e . If all elements in R
−
e have been sent from V
−
e to V
+
e , then we
are done. Otherwise, let i′, j′ be the smallest and largest rank of elements in R−e which are not sent from
V −e to V
+
e . Furthermore, if all elements in R
−
e − {ri′ , rj′} are sent from V −e to V +e , it can be easily checked
that the number of such elements is at least
|R−e |
2 . Otherwise, there is rk′ ∈ R−e − {ri′ , rj′} not sent from
V −e to V
+
e . By the definition, ri′ < rk′ < rj′ . Implied by the ordering of compute nodes, all elements in
[ri′ , rj′ ] should reside on V
−
e when the algorithm terminates. In this case, each element in [ri′ , rj′ ] − R−e
should be sent from V +e to V
−
e , and each in {ri, ri+2, · · · , ri′−2} ∪ {rj′+2, rj′+4, · · · , rj} are sent from V −e to
V +e , as illustrated in Figure 5 (Due to the page limit, the figure is moved to Appendix ??). So the number
of elements transmitted through edge e is at least i
′−i
2 +
j−j′
2 +
j′−i′
2 =
j−i
2 ≥ |R−e | − 1 ≥ |R
−
e |
2 .
Case (3): rN−1 ∈ R−e , r2 ∈ R−e . Let i be the smallest odd rank and j be the largest even rank of elements
in R−e . Note that j < i since |R−e | ≤ N2 . We further consider three cases as below.
Case (3.1): all elements in {r2, r4, · · · , rj} are sent from V −e to V +e . If all elements in {ri, ri+2, · · · ,
rN−1} are also sent from V −e to V +e , then we are done. Otherwise, let i1, i2 be the smallest and largest rank of
elements in {ri, ri+2, · · · , rN−1} not sent from V −e to V +e . Furthermore, if all elements in {ri, ri+2, · · · , rN−1}−
{ri1 , ri2} are sent from V −e to V +e , it can be easily checked that the number of elements sent from V −e to
V +e is at least
|R−v |
2 . Otherwise, there is rk′ ∈ {ri, ri+2, · · · , rN−1} − {ri1 , ri2} not sent from V −e to V +e . By
the definition, ri1 < rk < ri2 . Implied by the ordering of compute nodes, all elements in [ri1 , ri2 ] should
reside on V −e when the algorithm terminates. In this case, each element in [ri1 , ri2 ] − R−e should be sent
from V +e to V
−
e , and each in {r2, r4, · · · , rj} ∪ {ri, ri+2, · · · , ri1−2} ∪ {ri2+2, ri2+4, · · · , rN−1} are sent from
V −e to V
+
e , as illustrated in Figure 5. So the number of elements transmitted through edge e is at least
j
2 +
i1−i
2 +
N−1−i2
2 +
i2−i1
2 =
N−1+j−i
2 = |R−e | − 1 ≥ |R
−
e |
2 .
Case (3.2): all elements in {ri, ri+2, · · · , rN−1} are sent from V −e to V +e , which can be argued symmet-
rically.
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Algorithm 6: Proportional(VH , u)
1 ∆← 0, i← 1;
2 while i ≤ k do
3 x← Nvi∑
v∈VH Nv
·Nu;
4 if ∆ ≥ x− bxc then
5 N iu ← bxc, ∆← ∆− (x− bxc);
6 else
7 N iu ← bxc+ 1, ∆← ∆ + 1− (x− bxc);
8 i← i+ 1;
9 return N1u , N
2
u , · · · , Nku ;
Case (3.3): at least one element in {r2, r4, · · · , rj} and one element in {ri, ri+2, · · · , rN−1} are not sent
from V −e to V
+
e . Let j1, j2 be the smallest and largest even rank of elements in R
−
e not sent from V
−
e to V
+
e .
Let i1, i2 be the smallest and largest odd rank of elements in R
−
e not sent from V
−
e to V
+
e . Note that each
element in {r2, r4, · · · , rj1−2}∪ {rj2+2, rj2+4, · · · , rj}∪ {ri, ri+2, · · · , ri2−2}∪ {ri2+2, ri2+4, · · · , rN−1} is sent
from V −e to V
+
e .
By the ordering of compute nodes, (3.3.1) all elements in [rj1 , ri2 ] or (3.3.2) all elements in [r1, rj2 ] ∪
[ri1 , rN ] should reside on V
−
e when the algorithm terminates. In (3.3.1), each element in [rj1 , ri2 ]−R−e should
be sent from V +e to V
−
e , as illustrated in Figure 5. The number of elements transmitted through edge e is at
least i2−j1+1− j−j12 − i2−i2 + j1−22 + j−j22 + i1−i2 + N−1−i22 ≥ N−1+i1−j22 ≥ N2 ≥ |R−e |. In (3.3.2), each element
in {r1, r3, · · · , rj2−1} ∪ {ri1+1, ri1+3, · · · , rN−1} should be sent from V +e to V −e , as illustrated in Figure 5.
The number of elements transmitted through edge e is at least j2+12 +
N−i1+1
2 +
j1−2
2 +
j−j2
2 +
i1−i
2 +
N−1−i2
2 =
N−1−i2+j1
2 ≥ N2 ≥ |R−e |.
5.2 A Sampling-based Algorithm
In the MPC model, the theoretically optimal sorting algorithm inherited from [23] is rather complicated.
Instead, sampling-based techniques, such as TeraSort [41], are more amenable to be extended to more
complex networks. In this section, we present a randomized communication protocol for a symmetric tree
topology, named weighted TeraSort (wTS), which generalizes the TeraSort algorithm in three fundamental
ways. First, TeraSort is designed for the MapReduce [20] framework, which is an instantiation of the
theoretical MPC model (with star topology), and we extend it to the general tree topology. Second, not all
nodes participate in the splitting of the data, but only the ones that initially have a substantial amount of
data. Third, we do not split the data uniformly, but proportionally to the size of the initial data. Before
introducing our algorithm, we revisit the TeraSort algorithm.
TeraSort Algorithm. It picks an arbitrary node as the coordinator. Set ρ = 4 · |VC |N ln(|VC | ·N).
Round 1: Each node u ∈ VC samples each element from its local storage with uniform probability ρ, and
sends all sampled elements to the coordinator. Let s be the number of samples generated in total.
Round 2: The coordinator sorts all sampled elements received. Let bi be the i · d s|VC |e-th smallest object in
the sorted samples for i ∈ {1, 2, · · · , |VC | − 1}, b0 = −∞ and b|VC | = +∞. It then broadcasts |VC |+ 1
splitters b0, b1, · · · , b|VC | to all nodes.
Round 3: Upon receiving all splitters, each node scans it own elements. For each element x, the node finds
the two consecutive splitters bi and bi+1 such that bi ≤ x < bi+1 and then sends x to vi+1. Finally,
each node locally sorts all elements that it has received.
Now we describe our algorithm. Assume that the data statistics Nv’s are known to all compute nodes.
A compute node v ∈ VC is heavy if Nv ≥ |VC | and light otherwise. Let VH , VL ⊆ VC be the set of heavy and
light compute nodes respectively. For simplicity, we pick an arbitrary non-compute node as the root and
label heavy nodes in VH from left to right as v1, v2, · · · , vk.
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Round 1: Each light node u ∈ VL sends its local data to heavy nodes proportional to Nvi ’s. More specif-
ically, node u sends N iu local elements to vi for each i ∈ {1, 2, · · · , k}, where N iu is computed by
Algorithm 6. Let Mj be the number of elements residing on heavy node vj after round 1.
Round 2: Each heavy node samples each element from its local storage with the same uniform probability
ρ independently and then sends the sampled elements to v1. Let s be the number of samples generated
in total.
Round 3: Node v1 sorts all samples received. Let ti be the i · d s|VC |e-th smallest element among all samples.
Let cj = d |VC |N · Mje. It chooses k + 1 splitters as follows: (1) b0 = −∞; (2) bi = tj where j =
c1 + c2 + · · · + ci; (3) bk = +∞. Then, v1 broadcasts b0, b1, · · · , bk to the remaining heavy compute
nodes.
Round 4: Upon receiving all splitters, each heavy node scans its own elements. For each element x, the
node finds the two consecutive splitters bi and bi+1 such that bi ≤ x < bi+1 and then sends x to vi+1.
Finally, each node locally sorts all elements that it has received.
A possible improvement is that if the maximum data that some node holds exceeds N/2, every node just
sends their data to that node. Otherwise, we simply run the wTS routine on the whole topology.
5.3 Analysis
Before proving the complexity for our algorithm, we first point out some important properties.
Lemma 9. Consider a light node u ∈ VL. Then, the following hold true in Algorithm 6:
1. for any i ∈ [k], ∑ij=1N ju − 1 ≤ ∑ij=1Nvj∑k
j=1Nvj
·Nu ≤
∑i
j=1N
j
u;
2. for any i1, i2 ∈ [k] with i1 < i2,
∑i2
j=i1
N ju ≤
∑i2
j=i1
Nvj∑k
j=1Nvj
·Nu + 1.
3.
∑k
j=1N
j
u ≥ Nu.
Proof. We first prove (1) by induction. The base case i = 1 follows since N1u = b Nv1∑k
j=1Nvj
·Nuc+ 1. For the
inductive step, assume the claim holds for i. Let ∆i be the value of ∆ after being updated during the i-th
iteration of the while loop. Observe that the invariant ∆i =
∑i
j=1N
j
u −
∑i
j=1Nvj∑k
j=1Nvj
·Nu always holds. It can
also be checked that ∆i ≥ 0 since 0 ≤ x− bxc ≤ 1.
Consider the (i+ 1)-th iteration of while loop. When it goes into line 4, we have:
i+1∑
j=1
N ju = N
i+1
u +
i∑
j=1
N ju =
⌊
Nvi+1∑k
j=1Nvj
·Nu
⌋
+ ∆i +
∑i
j=1Nvj∑k
j=1Nvj
·Nu = (∆i − x+ bxc) +
∑i+1
j=1Nvj∑k
j=1Nvj
·Nu
In this case, 0 < ∆i − x+ bxc < 1, so the claim holds. When the algorithm goes into line 6,
i+1∑
j=1
N ju = N
i+1
u +
i∑
j=1
N ju =
⌊
Nvi+1∑k
j=1Nvj
·Nu
⌋
+1+∆i+
∑i
j=1Nvj∑k
j=1Nvj
·Nu = (∆i+1−x+bxc)+
∑i+1
j=1Nvj∑k
j=1Nvj
·Nu
We prove (2) based on (1). Observe that
i2∑
j=i1
N ju =
i2∑
j=1
N ju −
i1∑
j=1
N ju ≤
∑i2
j=1Nvj∑k
j=1Nvj
·Nu + 1−
∑i1
j=1Nvj∑k
j=1Nvj
·Nu ≤
∑i2
j=i1
Nvj∑k
j=1Nvj
·Nu + 1
We can obtain a similar expression for i2; then the claim holds by adding the two inequalities.
Property (3) follows immediately from (1) by setting i = k.
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Theorem 7. Let G = (V,E) be a symmetric tree topology and R be an ordered set of N elements. If
N ≥ 4|VC |2 · ln(|VC | ·N), with probability 1− 1N , the wST algorithm sorts R in 4 rounds with cost O(1) away
from the optimal.
Proof. From property (3) of Lemma 9, it follows that all the data of the light nodes is sent to the heavy
nodes during the first round. Hence, the algorithm will produce the correct sorting. We complete the proof
of Theorem 7 by analyzing the cost of the wTS algorithm.
First, we observe that at least half the data is distributed across heavy nodes initially, i.e.,
∑k
j=1Nvj ≥ N2 .
Indeed, the size of initial data distributed across all light node is strictly smaller than N2|VC | · |VC | = N2 , so the
remaining data with size at least N2 must reside on heavy nodes. We next analyze the cost for each round
separately.
Round 1. Consider an arbitrary edge e ∈ E, which defines a partition of compute nodes V −e , V +e . If
VH ∩ V +e 6= ∅, it holds that VH ∩ V +e = {vi, vi+1, · · · , vj} or {v1, v2, · · · , vi} ∪ {vj , vj+1, · · · , vk} for some
i, j ∈ [k] and i ≤ j. For any light node u ∈ VL, the number of data sent to the nodes in VH ∩ V +e can then
be bounded as follows using Lemma 9(2):∑
v∈V +e ∩VH
Nvu ≤ 2 +
∑
v∈V +e ∩VH
Nv∑
v′∈VH Nv′
·Nu
In this way, the number of data sent from light nodes in V −e to heavy nodes in V
+
e can be bounded as∑
u∈V −e ∩VL
2 + ∑
v∈V +e ∩VH
Nv∑
v′∈VH Nv′
·Nu
 ≤ ∑
u∈V −e ∩VL
2 +
∑
u∈V −e ∩VL
∑
v∈V +e ∩VH
2Nv
N
·Nu
≤ 2 min
 ∑
u∈V −e
Nu, |VC |
+ 2N ·
 ∑
u∈V −e
Nu
 ·
 ∑
v∈V +e
Nv
 ≤ 4 min
 ∑
u∈V −e
Nu,
∑
v∈V +e
Nv

The rationale behind the third inequality is that |VC | ≤ N2|VC | ≤
∑
v∈V +e ∩VH Nv ≤
∑
v∈V +e Nv and
a·b
a+b ≤
min{a, b} holds for any a, b ≥ 1. If VH ∩ V −e 6= ∅, we can make a symmetric argument.
We observe here that the number of data received by any heavy node v ∈ VH in round 1 is at most∑
u∈VL
⌈
Nv∑
v′∈VH Nv′
·Nu
⌉
=
∑
u∈VL
Nv∑
v′∈VH Nv′
·Nu +
∑
u∈VL
1 ≤ 2Nv
N
·
∑
u∈VL
Nu + |VC | ≤ 3Nv
where the rationale behind the first inequality is that
∑
v′∈VH Nv′ ≥ N2 and that behind the second inequality
is that |VC | ≤ N2|VC | ≤ Nv. Hence, for every heavy node v, Mv ≤ 3Nv +Nv = 4Nv.
Rounds 2, 3. During sampling, each element is an independent Bernoulli sample, so we have E[s] = ρN .
Applying the Chernoff bound, Pr[s ≥ 2ρN ] ≤ exp (−Ω(ρN)). In round 2 and round 3, the number of
elements received or sent by any node is at most s, which is smaller than 2ρN with probability at least
1 − exp (−Ω(ρN)) ≥ 1 − ( 1|VC |·N )4|VC |. Observe that 2ρN ≤ N/|VC |. Since there is a heavy node at each
side of an edge that has data getting through, we have 2ρN ≤ min{∑u∈V −e Nu,∑v∈V +e Nv}.
Round 4. In this round, each heavy node vi sends out at most Mi elements and receives all the elements
falling into the interval [bi, bi+1), i.e., R ∩ [bi−1, bi). Let t0 = −∞ and t|VC | = +∞. Under the condition
that s ≤ 2ρN , we first observe that for any j ∈ {1, 2, · · · , |VC |}, |R ∩ [tj−1, tj)| ≤ 8 · N|VC | , which holds
with probability at least 1− 1N , following a similar analysis to [45]. Together, the probability that all these
assumptions hold is (
1− ( 1|VC | ·N )
4|VC |
)
·
(
1− 1
4N
)
≥ 1− 1
N
Conider any heavy compute node vj . The number of intervals allocated to vj is exactly cj , thus the
number of elements recieved by vj in the last round is at most
dMj
N
· |VC |e · 8 · N|VC | ≤ (
|Mj |
N
· |VC |+ 1) · 8 · N|VC | ≤Mj + 8
N
|VC | ≤ 4Nvj + 16Nvj = O(Nvj )
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with probability at least 1− 1/N .
Next we bound the amount of data transmitted on every link e ∈ E. Removing e will partition the
compute nodes in V −e , V
+
e . W.l.o.g., assume
∑
v∈V −e ∩VH Nv ≤
∑
v∈V +e ∩VH Nv. The size of data sent from
the heavy nodes in V −e to V
+
e is always bounded by the total size of data sitting in v ∈ V −e ∩ VH , with
O(
∑
v∈V −e ∩VH Nv) = O(min{
∑
v∈V −e ∩VH Nv,
∑
v∈V +e ∩VH Nv}). The size of data sent from the heavy nodes
in V +e to V
−
e is at most the number of elements recieved by all compute nodes in V
−
e ∩ VH , thus bounded
by O(
∑
v∈V −e ∩VH Nv) = O(min{
∑
v∈V −e ∩VH Nv,
∑
v∈V +e ∩VH Nv}). In either way, the capacity of each edge e
is matched by its lower bound, thus completing the proof.
6 Related work
The fundamental difference of the topology-aware model we use with other parallel models (e.g., BSP [46],
MPC [7], LogP [18]) is that the cost depends both on the topology and properties of the network and the
nodes. Prior models view the network as a star topology, where each link and each node have exactly the
same cost functions. In this sense, our model can be viewed as a generalization, where the topology and the
node heterogeneity is taken into account.
There have already been some efforts to introduce topology-aware models, including [11, 31] as mentioned
in the introduction.
One line of work in distributed computing on networks are the classical LOCAL and CONGEST mod-
els [36, 44], where distributed problems are also considered in networks modeled as an arbitrary graph.
These two models differentiate from ours in two important aspects. First, in each round, each node can only
communicate with its neighbors; instead, in our model we can send messages to other nodes that may be
located several hops away. Second, the target is to design algorithms that minimize the number of rounds.
As a combination of both aspects, the diameter of the communication network cannot be avoided as a cost in
these models. Moreover, system synchronization after each round is a huge bottleneck of modern massively
parallel systems; thus, any algorithm in these two models running in non-constant number of rounds would
become hard to implement efficiently in practice.
Network routing has been studied in the context of parallel algorithms (see [32, 33]), distributed com-
puting (see, e.g. [34]), and mobile networks [39]. Several general-purpose optimization methods for network
problems have been proposed [42]. Our proposed research deviates from prior literature by considering a
“distribution-aware” setting, and tasks that have not been considered before.
The topology-aware model we use in this paper has been previously used to design algorithms for ag-
gregation [37]. However, only star topologies were considered. Madden et al. [38, 40] also proposed a
tiny aggregation service which does topology-aware in-network aggregation in sensor networks. Culhane et
al. [16, 17] propose LOOM, a system that builds an aggregation tree with fixed fan-in for all-to-one aggre-
gations, and assigns nodes to different parts of the plan according to the amount of data reduced during
aggregation. Chowdhury et al. [15] propose Orchestra, a system to manage network activities in MapReduce
systems. Both systems are cognizant of the network topology, but agnostic to the distribution of the input
data. They also lack any theoretical guarantees.
7 Conclusion
In this paper, we studied three fundamental data processing tasks in a topology-aware massively parallel
computational model. We derived lower bounds based on the cardinality of the initial data distribution
at each node and we designed provably optimal algorithms for each task with respect to the initial data
distribution. Interestingly, these problems have different dependency on the topology structure, the cost
functions (bandwidth), as well as the data distribution.
There are several exciting directions for future research. For one, we would like to extend our algorithms
and lower bounds to non-symmetric and general (non-tree) topologies. General topologies (e.g., grid, torus)
are particularly challenging because there are multiple routing paths between two compute nodes, and thus
a topology-aware algorithm needs to consider all nodes in the routing path, instead of just the destination.
Looking further ahead, it would be interesting to study more complex tasks that have so far been analyzed
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only in the context of the MPC model, starting from a simple join between two relations, and continuing to
ensembles of tasks in more complex queries.
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A Omitted Proofs
A.1 Cartesian product in Unequal Size
We consider the general cartesian product on a symmetric star topology G = (V,E). For simplicity, we
divide the compute nodes into two subsets:
Vα = {v ∈ VC : min{Nv, N −Nv} < |R|}, Vβ = VC − Vα
The first lower bound can be simplified as follows.
Theorem 8. Any algorithm computing cartesian product R× S has cost Ω(C), where
C ≥ max
{
max
v∈Vα
min{Nv, N −Nv}
wv
,max
v∈Vβ
|R|
wv
}
Moreover, we define V (R,S, VC) as the minimizer for the following formula.∑
v∈VC
min{C · wv, |R|} · C · wv ≥ |R| · |S| (2)
Then we are able to give the second lower bound as below.
Theorem 9. If maxv Nv ≤ N2 , any algorithm computing cartesian product R× S has cost Ω(C), where
C ≥ min
{
|S|
maxv wv
,
∑
u∈Vα |Su|
2
∑
u∈Vβ wu
, V (R,∪u∈VαSu, Vα)
}
Proof. It suffices to show that if C ≤ |S|/maxv wv, then C ≥ min
{∑
u∈Vα |Su|
2
∑
u∈Vβ wu
, V (R,∪u∈VαSu, Vα)
}
. We
first rewrite the inequality in Section 4.5 as below:
|R| ·
∑
u∈Vα
|Su| ≤
∑
u∈Vα
4 min{C · wv, |R|} · C · wv +
∑
u∈Vβ
2|R| · C · wv
To make this inequality holds, at least one term should be larger than 12 |R| ·
∑
u∈Vα |Su|, thus yielding the
desired result.
Generalized wHC Algorithm. We extend the wHC algorithm for computing R × S with |R| < |S| on a
symmetric star topology.
Algorithm 7: BalancedPackingUnEqual(G,D)
1 L∗ ← L(R,S, VC), w ← maxv wv;
2 while  is not fully covered do
3 u← arg maxv∈VC wv;
4 if 2−`wL∗ ≥ |R| then
5 Assign to u a rectangle of size |R| × (wu · L∗);
6 else
7 `← arg mink{w ≥ 2k · wu};
8 Assign to u a square of size (2−`wL∗)× (2−`wL∗);
9 VC ← VC − {u};
To show the correctness of Algorithm 7, it suffices to show that the grid is fully covered when VC becomes
empty. Indeed, notice that each node v covers an area of size at least L∗ · wv ·min{L∗ · wv, |R|}. Summing
over all compute nodes, the area covered in total is at least∑
v∈VC
L∗ · wv ·min{L∗ · wv, |R|} ≥ |R| · |S|
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implied by (2). Hence, the whole area of  is covered.
Next, we analyze the cost of the algorithm. Observe that each node v receives at most 4L∗ · wv tuples.
Hence, the cost is bounded by 4L∗, yielding the following result.
Lemma 10. The wHC algorithm correctly computes the cartesian product R × S with (tuple) cost O(C),
where
C = max
{
max
v
Nv
wv
, L(R,S, VC)
}
Putting Everything Together on Symmetric Star. Now we introduce our algorithm for computing
cartesian product on a symmetric star. It can be easily checked that Algorithm 8 has its cost matching the
lower bound in Theorem 8 and Theorem 9, thus be optimal.
Algorithm 8: GeneralizedStarCartesianProduct(G,D)
1 if maxuNu > N/2 then
2 all compute nodes send their data to arg maxuNu;
3 else
4 all compute nodes send their R-tuples to Vβ ;
5 Pick the best of:
1. compute nodes send their data to arg maxu wu;
2. all nodes in Vα send their S-tuples proportionally to Vβ ;
3. run wHC algorithm on Vα to compute R× ∪v∈VαSv;
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