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For large and sparse saddle point linear systems, this paper gives further spectral properties
of the primal-based penalty preconditioners introduced in [C.R. Dohrmann, R.B. Lehoucq,
A primal-based penalty preconditioner for elliptic saddle point systems, SIAM J. Numer.
Anal. 44 (2006) 270–282]. The regions containing the real and non-real eigenvalues of the
preconditioned matrix are obtained. The model of the Stokes problem is supplemented
to illustrate the theoretical results and to test the quality of the primal-based penalty
preconditioner.
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1. Introduction
We are given the large, sparse and nonsingular linear system in saddle point form:
Ax ≡
(
A BT
B −C
)(
u
p
)
=
(
f
g
)
≡ b (1)
with A ∈ Rn×n symmetric positive definite, B ∈ Rm×n with m ≤ n (possibly m  n) and C ∈ Cm×m symmetric positive
semidefinite, which can arise, for example, in finite element discretizations of PDEs, see, e.g., [1–4], the geophysical inverse
problems, see, e.g., [5], optimization problems, see, e.g., [6], and least-squares problems, see, e.g., [7]. We refer to Benzi,
Golub, Liesen [8] for more applications and numerical solution techniques of (1).
This paper is devoted to making a further study on the preconditioner:
M =
(
I BTCˆ−1
0 −I
)(
Sˆ 0
0 −Cˆ
)(
I 0
Cˆ−1B −I
)
,
where Cˆ, Sˆ are symmetric positive definite, and Sˆ is an approximation of the so-called inexact Schur complement S =
A + BTCˆ−1B. This preconditioner, called a primal-based penalty preconditioner, was recently presented by Dohrmann and
Lehoucq [9] for elliptic saddle point systems. In the implementation of the preconditioned iteration, one application ofM
requires one application of Sˆ and two applications of Cˆ . Assume that
H =
(
S − Sˆ 0
0 Cˆ − C
)
I This research was supported by the Specialized Research Fund for the Doctoral Program of Chinese Universities (20070614001), Sichuan Province
Project for Applied Basic Research (2008JY0052).∗ Corresponding author at: School of Mathematics and Computational Sciences, China University of Petroleum, Dongying, Shandong, 257061, PR China.
E-mail addresses: sqshen@upc.edu.cn (S.-Q. Shen), tzhuang@uestc.edu.cn, tingzhuhuang@126.com (T.-Z. Huang), zhongej@uestc.edu.cn (E.-J. Zhong).
0377-0427/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.10.009
2236 S.-Q. Shen et al. / Journal of Computational and Applied Mathematics 233 (2010) 2235–2244
is symmetric positive definite. Then the bilinear form induced byH
〈x, y〉H := xTHy
is an inner product. This inner product is called the H-inner product. It is shown in [9] thatM−1A is symmetric positive
definite in theH-inner product, i.e.,HM−1A is symmetric positive definite. Thus, the preconditioned Conjugate Gradient
methodwhich has short recurrences can be used. For the saddle point problem (1)with C = 0,when Cˆ = εI, Sˆ = A+ε−1BTB,
the preconditionerM reduces to the regularized preconditioner which is first introduced by Axelsson [10], and then studied
by Niet et al. [11,12] in detail. Recently, when Cˆ = εM, S = A+BTCˆ−1B, the preconditionerM has been successfully applied
tomixed finite elements approximations to the Stokes andNavier–Stokes equations inGartling andDohrmann [2]. Here,M is
the pressuremassmatrix. But no deep analysis was given. It should bementioned that symmetric indefinite preconditioners
similar to the primal-based penalty preconditioner has been deeply studied in [13,14,6,15].
This paper is to give a further analysis on the preconditionerM. On the one hand, for the case C = 0, the estimates of
the real and non-real eigenvalues of the preconditioned matrix are derived. On the other hand, the eigenvalue inclusion
interval ofM−1A is obtained under the mild conditions that S − Sˆ and Cˆ − C are symmetric positive definite. The interval
obtained here only depends on three extreme values corresponding to Sˆ−1S and Cˆ−1BSˆ−1BT, whereas the bounds given in
[9, Theorem 3.3] depend on five extreme values.
The remainder of this paper is organized as follows. In Section 2, we give regions containing the real and non-real
eigenvalues of the preconditioned matrixM−1A. In Section 3, we present numerical experiments to explain the theoretical
results. Some concluding remarks are given in Section 4.
The following notations will be used throughout the paper. We denote by Re(θ), Im(θ), PT, P∗, λmin(Q ) and λmax(Q ) the
real and the imaginary parts of the number θ , the transpose and the conjugate transpose of the matrix P , the minimum and
the maximum real eigenvalues of the real matrix Q having real eigenvalues, respectively. We write P  Q (P  Q ) if and
only if P − Q is symmetric positive definite (semidefinite) for real symmetric matrices P and Q .
2. Analysis of the preconditionerM
In the implementation of the preconditioned iteration, the solution of the system
M
(
zu
zp
)
=
(
rf
rg
)
can reduce to
1. solve Sˆzu = rf + BTCˆ−1rg for zu;
2. solve Cˆzp = Bzu − rg for zp.
Clearly, the preconditioner solves can be obtained by one solve with Sˆ and two solves with Cˆ; see also [10,9]. When
Cˆ = εI, Sˆ = A+ ε−1BTB, it is obvious that the preconditioner solve can be derived only by one solve with A+ ε−1BTB.
Hereafter, we denote
µ1 = λmin(Sˆ−1S), µn = λmax(Sˆ−1S), τm = λmax(Cˆ−1C),
ν1 = λmin(Cˆ−1BSˆ−1BT), νm = λmax(Cˆ−1BSˆ−1BT).
The following theorem gives the spectral properties ofM for the saddle point problem (1) with C = 0.
Theorem 2.1. Assume that C = 0. Then any eigenvalue λ of M−1A satisfies
(i) If Im(λ) 6= 0, then |1− λ|2 ≤ 1− µ1 < 1 and
Re(λ) ∈ [χ1, χ2], Im(λ) ∈ [−χ3, χ3],
where
χ1 = 12µ1, χ2 = min
{
1,
1
2
(µn + νm)
}
, χ3 = min
12 ,
√
νm − µ
2
1
4
 .
(ii) If Im(λ) = 0, then
λ ∈ [χ4, χ5],
where
χ4 =
min
{
µ1,
1
2
(µn + ν1 −
√
(µn + ν1)2 − 4ν1)
}
if (µn + ν1)2 − 4ν1 ≥ 0,
µ1 if (µn + ν1)2 − 4ν1 < 0,
χ5 = µn + νm.
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Proof. Let z = (xT; yT)T be the corresponding eigenvector to the eigenvalue λ. Then we haveM−1Az = λz, i.e.,(
A BT
B 0
)(
x
y
)
= λ
(
Sˆ − BTCˆ−1B BT
B −Cˆ
)(
x
y
)
,
which is equivalent to
Ax+ BTy = λ(Sˆ − BTCˆ−1B)x+ λBTy, (2)
Bx = λBx− λCˆy. (3)
Obtaining, from (3),
y = λ− 1
λ
Cˆ−1Bx (4)
and
BTCˆ−1Bx = λ
λ− 1B
Ty, (5)
and substituting (5) into (2) lead to
(1− λ)Ax = (2λ− 1)BTy+ λ(1− λ)Sˆx. (6)
It follows from (2) that
λSx+ (1− λ)Ax− λSˆx = (λ− 1)BTy, (7)
which, by substituting (1− λ)Ax in (6) into (7), yields
λSˆx− Sx = BTy. (8)
Proof of (i). In this case, Im(λ) 6= 0. Substituting y in (4) into (8) yields
λ2Sˆx− λ(S + BTCˆ−1B)x+ BTCˆ−1Bx = 0. (9)
By combining the inner product of (9) with xwe get
λ2x∗Sˆx− λx∗(S + BTCˆ−1B)x+ x∗BTCˆ−1Bx = 0.
Since x 6= 0, otherwise (3) would imply y = 0 which contradicts that z is an eigenvector, by solving the quadratic equation
in λ above we achieve
λ± = x
∗(S + BTCˆ−1B)x
2x∗Sˆx
±
√
(x∗(S + BTCˆ−1B)x)2
4(x∗Sˆx)2
− x
∗BTCˆ−1Bx
x∗Sˆx
. (10)
Let λ± = a± bi with a, b ∈ R, i =
√−1. Then
a = x
∗(S + BTCˆ−1B)x
2x∗Sˆx
, b =
√
x∗BTCˆ−1Bx
x∗Sˆx
− (x
∗(S + BTCˆ−1B)x)2
4(x∗Sˆx)2
.
Thus, we get
a = q
∗Sˆ−
1
2 SSˆ−
1
2 q+ q∗Sˆ− 12 BTCˆ−1BSˆ− 12 q
2q∗q
≤ 1
2
(µn + νm) (11)
with q = Sˆ 12 x and
a ≥ 1
2
µ1. (12)
Similarly,
|b| ≤
√
x∗BTCˆ−1Bx
x∗Sˆx
− (x
∗Sx)2
4(x∗Sˆx)2
≤
√
νm − µ
2
1
4
. (13)
2238 S.-Q. Shen et al. / Journal of Computational and Applied Mathematics 233 (2010) 2235–2244
On the other hand, we get
|λ±|2 = a2 + b2 = x
∗BTCˆ−1Bx
x∗Sˆx
= a− x
∗Ax
2x∗Sˆx
= 2a− x
∗Sx
x∗Sˆx
,
which implies that
a− (a2 + b2) > 0, a < 1, b2 ≤ a− a2 ≤ 1
4
, (14)
and that
|1− λ|2 = 1− x
∗Sx
x∗Sˆx
≤ 1− µ1. (15)
Thus, combining (11)–(15) yields (i).
Proof of (ii). In this case, Im(λ) = 0. We first give the upper bound of λ. From (10) we obtain
λ ≤ x
∗(S + BTCˆ−1B)x
x∗Sˆx
≤ µn + νm.
We now give the lower bound of λ. Consider the following cases:
Case (1): λSˆ − S is singular, or indefinite, or positive definite. Clearly, λ ≥ µ1.
Case (2): λSˆ − S is negative definite. Obtaining x = (λSˆ − S)−1BTy from (8), and substituting it into (3) result in
λCˆy = (λ− 1)B(λSˆ − S)−1BTy,
and then, after multiplying from the left with y∗,
λy∗Cˆy = (λ− 1)y∗B(λSˆ − S)−1BTy. (16)
Since y 6= 0, otherwise (8) would imply singular λSˆ − S, which contradicts the assumption that λSˆ − S is negative definite,
it follows from (16) that 0 < λ < 1 and
λy∗Cˆy = (λ− 1)y∗BSˆ− 12 (λI − Sˆ− 12 SSˆ− 12 )−1Sˆ− 12 BTy ≥ λ− 1
λ− µn y
∗BSˆ−1BTy,
which deduces
λ ≥ (λ− 1)y
∗BSˆ−1BTy
(λ− µn)y∗Cˆy
≥ (λ− 1)ν1
λ− µn .
The inequality obtained above can be equivalently written as
λ2 − (µn + ν1)λ+ ν1 ≤ 0. (17)
If the discriminant of (17):∆ = (µn + ν1)2 − 4ν1 < 0, then Case (2) does not exist. If∆ ≥ 0, then by solving the quadratic
inequality (17) in λwe derive
λ ≥ 1
2
(µn + ν1 −
√
(µn + ν1)2 − 4ν1).
Thus, (ii) follows from Cases (1)–(2). 
When Cˆ = εI, Sˆ = A+ ε−1BTB, the preconditionerM reduces to the preconditioner
Mε =
(
A BT
B −εI
)
. (18)
Corollary 2.1. Assume that C = 0. Then the eigenvalues of M−1ε A are contained in the interval [ν1, 1+ νm].
Proof. It is easy to get µ1 = µn = 1, νm = λmax(B(εA+ BTB)−1BT) ≤ 1 and then χ4 = min{1, ν1} = ν1 and χ5 = 1+ νm.
By Theorem 2.1, the conclusion holds. 
Remark 2.1. We give some remarks on Theorem 2.1 as follows:
• Motivated by the idea that the solution of the original system can be approximated by the solution of the corresponding
penalized system, Axelsson [10] introduced the preconditioner (18) for saddle point problems with C = 0. Recently,
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Niet et al. [12,11] showed in detail that, for the saddle point problem (1) with A positive definite and C = 0, 1 is an
eigenvalue ofM−1ε Awith multiplicity n, and the remaining eigenvalues λ satisfy
λ = δi
ε + δi < 1, i = 1, 2, . . . ,m,
where δ1 ≤ δ2 ≤ · · · ≤ δm are eigenvalues of BA−1BT. Since A is nonsingular, it follows from [16, Lemma 3.1] that
[B(εA+ BTB)−1BT]−1 = I + ε(BA−1BT)−1,
and then νi = δiε+δi . Obviously, all eigenvalues ofM−1ε A are contained in the interval [ν1, 1+ νm] given in Corollary 2.1.• Only real eigenvalues occur when µ1 ≥ 1. This is a welcome property for some Krylov subspace methods such as
BiCGStab.
• It follows from (3) and (8) in the proof of Theorem 2.1 that the generalized eigenvalue problemAz = λMz is equivalent
to (
S BT
B 0
)(
x
y
)
= λ
(
Sˆ 0
B −Cˆ
)(
x
y
)
.
Applying the theories of the block triangular preconditioners, the quality of the preconditionerM is mainly determined
by the approximation of Sˆ and S aswell as that of Cˆ andBS−1BT. Simoncini [17] showed that all real parts of the eigenvalues
ofM−1A belong to the interval
[φ1, φ2], (19)
where
φ1 = min
{
µ1,
min{1, ν1}
2µn(1+ νm)
}
, φ2 = max{1, 2µn, 2νm}.
All complex eigenvalues (i.e., Im(λ) 6= 0) satisfy |1−λ|2 ≤ 1−µ1, which is the same to the one given in Theorem 2.1(i).
We find that the bounds of real parts of the eigenvalues provided by Theorem 2.1 are sharper than (19) undermost cases.
• For the case C = 0, the conditions of Theorem 2.1 are much weaker than that of [9, Theorem 3.3].
In the sequel, the new bounds of eigenvalues ofM−1A under the conditions S  Sˆ and Cˆ  C will be obtained. We begin
with the following lemma, which is simple, but may be new.
Lemma 2.1. Assume that E ∈ Rn×n is a symmetric matrix with λmin(E) ≤ 0 and λmax(E) ≥ 0, and that F ,G ∈ Rn×n are
symmetric positive definite matrices with G  F . Then
λmin(EF−1) ≤ λmin(EG−1) and λmax(EF−1) ≥ λmax(EG−1).
Proof. Obviously,
λmin(EF−1) = λmin(F− 12 EF− 12 ) = min
06=x∈Cn
x∗F−
1
2 EF−
1
2 x
x∗x
= min
06=q∈Cn
q∗Eq
q∗Fq
≤ min
06=q∈Cn
q∗Eq
q∗Gq
= λmin(EG−1) ≤ 0.
Similarly, λmax(EF−1) ≥ λmax(EG−1) ≥ 0. 
Theorem 2.2. Assume that S  Sˆ, Cˆ  C, and that λ is any eigenvalue of M−1A. Then
λ ∈ [χ6, χ7],
where
χ6 = 12 (µn + ν1 −
√
(µn + ν1)2 − 4ν1), χ7 = 12 (µn + νm +
√
(µn + νm)2 − 4νm).
Proof. SinceM−1A can be rewritten as
M−1A = I+M−1
(
S − Sˆ 0
0 Cˆ − C
)
:= I+M−1D,
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we only need to give the bounds of eigenvalues ofM−1D . It is obvious thatM−1D is similar to the matrix(
Sˆ
1
2 0
0 Cˆ
1
2
)
M−1D
(
Sˆ−
1
2 0
0 Cˆ−
1
2
)
=
(
I − B¯TB¯ B¯T
B¯ −I
)−1 (
S¯ − I 0
0 I − C¯
)
=
(
I B¯T
B¯ B¯B¯T − I
)(
S¯ − I 0
0 I − C¯
)
:= M¯D¯,
where
B¯ = Cˆ− 12 BSˆ− 12 , C¯ = Cˆ− 12 CCˆ− 12 , S¯ = Sˆ− 12 SSˆ− 12 .
Since M¯ is an indefinite matrix, it follows from D˜  D¯ with
D˜ =
(
(µn − 1)I 0
0 I
)
and Lemma 2.1 that
λmin(M¯D¯) ≥ λmin(M¯D˜), λmax(M¯D¯) ≤ λmax(M¯D˜). (20)
Considering the singular value decomposition of B¯:
B¯ = UDV T,
where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices, D = (D0 0) with D0 = diag(σ1, σ2, . . . , σm) and σi = √νi, i =
1, . . . ,m, we get
M¯D˜ =
(
I VDTUT
UDV T UDDTUT − I
)
D˜
=
(
V 0
0 U
) I 0 D00 I 0
D0 0 D20 − I
 D˜ (V T 0
0 UT
)
:=
(
V 0
0 U
)
T D˜
(
V T 0
0 UT
)
.
It is clear that µn − 1 is an eigenvalue of T D˜ . The rest eigenvalues of T D˜ are the ones of
Di =:
(
µn − 1 σi
σi(µn − 1) σ 2i − 1
)
, i = 1, 2, . . . ,m,
i.e.,
λ±i =
1
2
(
µn + νi − 2±
√
(µn + νi)2 − 4νi
)
, i = 1, 2, . . . ,m.
Since
max
1≤i≤m
{λ+i } = λ+m, min1≤i≤m{λ
−
i } = λ−1 ,
by (20) one gets
λmin(M
−1A) = 1+ λmin(M−1D) = 1+ λmin(M¯D¯) ≥ 1+ λmin(M¯D˜)
= 1+ λmin(T D˜) ≥ min{µn, 1+ λ−1 } = χ6
and, similarly,
λmax(M
−1A) ≤ max{µn, 1+ λ+m} = χ7. 
Remark 2.2. Some remarks on Theorem 2.2 are given as follows:
• It is elementary to verify that the conditions of Theorem 2.2 are the same to the ones of [9, Theorem 3.3]. But the bounds
given in Theorem 2.2 only depend on three extreme values: µn, ν1, νm. Let us now roughly compare these bounds. For
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convenience, taking Sˆ = αS with α < 1 and Cˆ  C , by Theorem 2.2 and [9, Theorem 3.3], we, respectively, have the
eigenvalue inclusion intervals [χ8, χ9] and [χ10, χ11], where
χ8 = 12
 1
α
+ ν1 −
√(
1
α
+ ν1
)2
− 4ν1
 ,
χ9 = 12
 1
α
+ νm +
√(
1
α
+ νm
)2
− 4νm
 ,
χ10 = min{ρ2, ρ1αν1(1− τm)}, χ11 = max
{
2
α
− ρ2, τm + (2− ρ1α)νm
}
,
and ρ1, ρ2 are arbitrary positive constants that satisfy ρ1+ρ2 = 1.When α approaches to 1 from blow, the two intervals
above approach, respectively, to [χ12, χ13] and [χ14, χ15], where
χ12 = ν1, χ13 = 1, χ14 = min{ρ2, ρ1ν1(1− τm)},
χ15 = max{2− ρ2, τm + (2− ρ1)νm}.
It is easy to get [χ12, χ13] ⊂ [χ14, χ15], since τm ≤ 1, ν1 ≤ 1. Thus, from the continuity of the eigenvalues, one can see
that the bounds in Theorem 2.2 are sharper than that stated in [9, Theorem 3.3] under many cases, although no strict
proof can be supplied.
• For the saddle point problem (1) with C = 0, Theorem 2.2 provides more accurate estimates than Theorem 2.1 for the
case S  Sˆ.
3. Numerical experiments
In this section, the model of Stokes equations will be used to illuminate the spectral results derived in Section 2. The
quality of the primal-based penalty preconditioner in general is also tested. All experiments are done using MATLAB 7 on
Intel Core 2 2.4 GHz Processor with 1 GB of RAM.
Example 3.1. Consider the incompressible steady state Stokes equations:
−∆u+ gradp = f , in Ω
−divu = 0, in Ω (21)
where the vector function u is the velocity, and the scalar function p represents the pressure of the fluid. The generated test
problems are leaky two-dimensional lid-driven cavity problems in square domain (−1, 1) × (−1, 1) with the lid flowing
from the left to right. A Dirichlet no-flow condition is applied on the side and bottom boundaries. The nonzero horizontal
velocity on the lid is chosen to be {y = 1;−1 ≤ x ≤ 1|ux = 1}. Using the IFISS software written by Silvester, Elman
and Ramage [18] to discretize (21), we take a finite element subdivision based on uniform grids of square elements. The
mixed finite element used is the bilinear-constant velocity–pressure: Q1 − P0 pair. Thus, the (1, 1) block A of the coefficient
matrix corresponding to the discretization of the conservative term is symmetric positive definite, and the (1, 2) block B
corresponding to the discrete divergence operator is rank deficient.
The first example is derived by discretizing (21) on 8× 8 and 16× 16 meshes without stabilization (i.e., the stabilization
parameter is chosen to be zero). Here, the coefficient matrix is singular since B is rank deficient. So we obtain nonsingular
matrices A by dropping the two last rows of B. Thus, we have n = 162,m = 62 and n = 578,m = 254 corresponding to
8× 8 and 16× 16 meshes, respectively.
We now illustrate the bounds in Theorems 2.1 and 2.2 numerically. There are various ways to constructM. Here, we first
construct the preconditionerM defined by
M =
(
I
1
ε
BT
0 −I
)(
UTU 0
0 −εI
)( I 0
1
ε
B −I
)
, (22)
where Cˆ = εI , and Sˆ = UTU is constructed by applying the cholinc Matlab function with the tolerance τ to S, i.e.,
S = A+ 1
ε
BTB = UTU + R
with U upper triangle. Table 1 displays the bounds from Theorem 2.1 and the actual values on different grids. One can see
that the bounds provide reasonably good estimates for the true spectrum. The eigenvalue distribution ofM−1A is shown in
Fig. 1 on 16× 16 mesh. It is clear that all complex eigenvalues are contained in the circle plotted by Theorem 2.1(i). Hence,
all complex eigenvalues form a cluster near (1,0).
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Table 1
Bounds and actual values of eigenvalues ofM−1Awith ε = 10−4 and τ = 10−4 . %1 and %2: the smallest and the largest real parts of complex eigenvalues,
respectively; %−3 and %
+
3 : the smallest and the largest imaginary parts of complex eigenvalues, respectively; %4 and %5: the smallest and the largest real
eigenvalues, respectively.
Grid χ1 χ2 −χ3 χ3 χ4 χ5
[%1] [%2] [%−3 ] [%
+
3 ] [%4] [%5]
8× 8 0.3240 1.0000 −0.5000 0.5000 0.3638 2.6366
[0.6980] [0.9969] [−0.1721] [0.1721] [0.7480] [1.6491]
16× 16 0.1740 1.0000 −0.5000 0.5000 0.0492 3.1617
[0.7005] [0.9894] [−0.3517] [0.3517] [0.1014] [2.2079]
0 0.5 1 1.5 2 2.5
-1
-0.8
-0.6
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-0.2
0
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Fig. 1. Eigenvalues ofM−1Awith ε = 10−4 and τ = 10−3 on 16× 16 mesh.
0 0.2 0.4 0.6 0.8 1 1.2
eigenvalue
Fig. 2. Eigenvalues ofM−1Awith Cˆ = 10−4I and Sˆ = S − 10−3I on 16× 16 mesh.
Secondly, Cˆ and Sˆ are chosen to be Cˆ = 10−4I and Sˆ = S − 10−3I , Fig. 2 displays the spectrum distribution of the
preconditioned matrix on 16 × 16 mesh. We can find that all eigenvalues are real, as predicted by Theorems 2.1 and 2.2
since µ1 ≥ 1. The minimum and maximum eigenvalues are 0.1008 and 1.0083, respectively. Theorem 2.2 provides the
inclusion interval of eigenvalues ofM−1A: [0.1003, 1.0703], which is tighter than [0.0912, 1.5015] given in [9, Theorem
3.3].
Via discretizing (21) as in Example 3.1 on various meshes with the stabilization parameter chosen to be 0.25, we obtain
the second example to test the convergence behaviors of preconditioned BiCGStab [19] with the preconditioner M. The
initial guess is chosen to be x0 = 0, and the stopping criteria is
‖b−Axk‖2 ≤ 10−6‖b‖2.
In these experiments, we construct the preconditionerM defined as in (22)with ε = ‖C‖∞ and various values of τ . Problem
sizes and sparse information on the relevantmatrices on differentmeshes are given in Table 2. One can find that the number
of the nonzero elements of A + ε−1BTB is about twice of that of A. This possibly leads to some difficulty in construction of
M, since it depends on the incomplete Cholesky decomposition of A+ ε−1BTB.
Iteration counts and CPU times are reported in Tables 3–6. The first conclusion to be derived is that, for the fixed mesh,
the convergence rate (with respect to the total CPU times) gets slower as the drop tolerance τ gets smaller. This is due to that
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Table 2
Size and number of nonzeros of the relevant matrices.
Grid n m nnz(A) nnz(B) nnz(A+ 1
ε
BTB)
16× 16 578 256 3826 1800 7014
32× 32 2078 1024 16818 7688 31752
64× 64 8450 4096 70450 31752 135930
128× 128 33282 16384 288306 129032 565820
Table 3
Iterations and CPU times of the preconditioned BiCGStab with τ = 0.1.
Grid Its Time cholinc Time Its Total time
16× 16 18 ≈0 0.0156 0.0156
32× 32 44 0.0313 0.1094 0.1406
64× 64 93 0.5781 1.0938 1.6719
128× 128 359 9.9844 17.7188 27.7031
Table 4
Iterations and CPU times of the preconditioned BiCGStab with τ = 0.01.
Grid Its Time cholinc Time Its Total time
16× 16 10 ≈0 0.0313 0.0313
32× 32 19 0.1250 0.0625 0.1875
64× 64 52 1.7656 0.8125 2.5781
128× 128 175 30.9063 12.2813 43.1875
Table 5
Iterations and CPU times of the preconditioned BiCGStab with τ = 10−3 .
Grid Its Time cholinc Time Its Total time
16× 16 8 0.0156 0.0156 0.0313
32× 32 8 0.3438 0.0625 0.4063
64× 64 12 5.5938 0.5156 6.1094
128× 128 25 100.6250 4.5000 105.1250
Table 6
Iterations and CPU times of the preconditioned BiCGStab with τ = 10−4 .
Grid Its Time cholinc Time Its Total time
16× 16 7 0.0469 0.0313 0.0781
32× 32 6 0.8750 0.1406 1.0156
64× 64 7 16.1875 0.9063 17.0938
128× 128 10 261.4688 5.6875 267.1563
the cost of the incomplete Cholesky decomposition gets larger. The most work of the preconditioned BiCGStab is involved
in finding the preconditioner Sˆ by incomplete Cholesky decomposition. Another conclusion to be drawn from Table 6 is that
the number of iterations increases slowly as the mesh is refined for the small drop tolerance.
It follows from these iteration results that the preconditionerM applied with BiCGStab exhibits good qualities for the
Stokes problem. However, Sˆ−S is not positive definite, and the (2, 2) block C is nonzero. Thus, the conditions in Theorems 2.1
and 2.2 are not satisfied. The spectral analysis on the preconditionerM should be further studied under weaker conditions.
Example 3.2. This is a contrived example used to test again the effectiveness of the bounds in Section 2. The block A ∈
R113×113 and the matrix L ∈ R25×25 are the finite element discretizations of the two-dimensional Laplace operator with
homogeneous Dirichlet boundary conditions on two different grids. The block B is chosen to be
B = UEV ,
where U ∈ R25×25, V ∈ R113×113 are random orthogonal matrices, and E = (E0 0) ∈ R25×113, where E0 ∈ R25×25 is a
diagonal matrix with unit values on the main diagonal. We consider two cases: the block C = 0 for Theorem 2.1 and the
symmetric positive semidefinite block C = L− λ1(L)I for Theorem 2.2.
For Theorem 2.1, letM be constructed as in Example 3.1 by applying the cholinc Matlab function. Table 7 displays the
bounds and the actual values for the eigenvalues ofM−1A. Clearly, the bounds of the real eigenvalues and the upper bound
of the real parts of the complex eigenvalues are very sharp, whereas the other bounds are relatively loose. But the estimates
are reasonably good for the true eigenvalues.
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Table 7
Bounds and actual values of eigenvalues ofM−1Awith ε = 10−4 and τ = 10−3 . %1, %2, %−3 , %+3 , %4 and %5 are defined as in Table 1.
Grid χ1 χ2 −χ3 χ3 χ4 χ5
[%1] [%2] [%−3 ] [%
+
3 ] [%4] [%5]
8× 8 0.0274 1.0000 −0.5000 0.5000 0.0548 12.2815
[0.8341] [0.9978] [−0.0605] [0.0605] [0.0548] [11.2088]
For Theorem2.2,we choose Cˆ = C+10−3I and Sˆ = 0.999S, which, fromTheorem2.2, imply that all eigenvalues ofM−1A
are real. The smallest and the largest eigenvalues of M−1A are 0.96817742 and 1.03145706, respectively. The inclusion
intervals obtained by Theorem 2.2 and [9, Theorem 3.3] are [0.03962644, 1.03152346] and [0.00000580, 2.00081000],
respectively. One can find that the upper bound from Theorem 2.2 is very sharp, whereas the lower bound by Theorem 2.2
is relatively loose. However, the bounds derived from Theorem 2.2 are much tighter than that obtained by [9, Theorem 3.3].
4. Conclusions
In this paper, we have provided the bounds of the real and non-real eigenvalues of the saddle pointmatrix preconditioned
with the primal-based penalty preconditioner. Numerical experiments showed that the estimates are reasonably good for
the actual spectrum. The quality of the primal-based penalty preconditioner is also tested. It is shown that the primal-based
penalty preconditioner is highly efficient, but its spectral properties need to be further studied.
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