Abstract-In 3D-IC integration and its implied resource optimization, a particularly critical resource is deadspace -regions between floorplan blocks. Deadspace is required for through-silicon via (TSV) planning and other related design tasks, but the effective use of this limited and highlycontested resource requires effort. While most previous work focuses on a single design issue at a time, we propose a lightweight multiobjective deadspace-optimization methodology that simultaneously optimizes interconnect, IR-drop, clock-tree size and maximal temperature. This methodology repeatedly re-evaluates design quality during early chip planning and uses resulting information to guide further optimization. Experimental results indicate that constructing an appropriate deadspace distribution improves design tradeoffs and is effective in practice.
I. INTRODUCTION
Three-dimensional (3D)-IC integration is an increasingly attractive design option to balance the requirements of functionality, performance, and cost of ICs. Chip-level integration ( Figure 1 ) is facilitated by through-silicon vias (TSVs) and promises shorter and lower-power interconnects compared to traditional wire-bonded systems [4] . This type of integration can also increase yield through separate die testing [24] and support heterogeneous dies [5] . These benefits not only play a major role in business decisions [10] , but also favor a coarser integration where large circuit blocks are laid out on individual dies. Such block-level integration facilitates the use of conventional 2D intellectual property (IP) blocks in 3D assemblies without changing their original layouts [20] .
In this context, both 2D and 3D block-level integration must account for deadspace between blocks, i.e., on-chip regions not occupied by floorplan blocks. 1 Traditionally, area (with deadspace as a proxy) and wirelength have been the key objectives for floorplanning and thus subject to minimization. However, deadspace is required for a multitude of subsequent chip-design tasks. For 3D ICs, deadspace is essential for TSV insertion. In 2D (and 3D) design, it may be required for power delivery, global interconnect (bus) routing, as well as the insertion of decaps and glue logic [17, Chapter 3] . Deadspace optimization seeks to improve block and TSV placement such that TSV overhead is diminished while accounting for design constraints (e.g., TSV placement between blocks) and 1 We differentiate deadspace from whitespace as follows. Deadspace is used during floorplanning; whitespace is used during placement and refers to locally unoccupied space that is distributed among cells. Whitespace is used to facilitate routing, gate sizing, net buffering and detail placement [2] , [6] . Due to its late and highly-local allocation, whitespace is not suitable for global design tasks like TSV planning-deadspace is required for such tasks. Fig. 1 . A 3D IC with three dies, stacked using face-to-back technology. To enhance clarity, the top substrate layer and the heatsink atop are not illustrated; chip fronts are cut. TSVs must not obstruct blocks and are thus placed in the deadspace between them. Note that some TSVs in adjacent dies are aligned.
for optimization goals (e.g., reducing IR-drop by inserting additional power/ground TSVs). Such a multiobjective deadspace optimization is challenging-focusing on one particular objective may undermine the remaining objectives.
Previous work mostly limits deadspace optimization for 3D ICs to meet one or a few objectives. One study considers deadspace redistribution for thermal-TSV insertion [26] . Other studies propose deadspace insertion/distribution during floorplanning to facilitate subsequent insertion of signal and/or thermal TSV [9] , [27] . He et al. [12] consider deadspace redistribution for buffer and signal-TSV insertion. In contrast, we focus on meeting multiple objectives.
In this paper, we make the following contributions.
• We identify the major deadspace-distribution requirements, essential for addressing key challenges of 3D-IC integration during early design phases (Section II).
• We develop a first-of-a-kind multiobjective methodology for deadspace optimization in 3D ICs, called MoDo (Section III).
To illustrate the modularity of our approach, we construct a design-flow extension using our proposed algorithms and available design tools. The remainder of this paper is structured as follows. We first review the major challenges for 3D-IC design, discuss related work and derive the resulting deadspace requirements in Section II. We then motivate multiobjective deadspace optimization. Our optimization methodology MoDo is presented in Section III; an experimental investigation is provided in Section IV. Our conclusions on optimizing deadspace for 3D ICs and its benefits are given in Section V.
II. CHALLENGES AND OPPORTUNITIES IN 3D-IC DESIGN
Early physical-design phases of 3D-IC integration are driven by floorplanning and TSV placement. Both stages are typically implemented to address key challenges in 3D-IC design reviewed below. These stages are also responsible for regulating the amount and distribution of deadspace. [25] ) [19] , [20] rarely aligned nonuniform; Thermal ≈ 2 − 40µm may be encouraged low -medium irregular small -medium contigous regions; [7] [8], [9] , [27] possibly aligned nonuniform; Power/Ground ≈ 10 − 40µm strongly preferred low irregular small contigous regions; [7] , [13] , [14] , [16] [11], [13] , [14] , [16] necessarily aligned nonuniform; Clock ≈ 2 − 20µm may be encouraged low irregular small contigous regions; [33] [33], [34] possibly aligned
An important concern is that the same amount of deadspace can be distributed throughout the die in many different ways. Depending on floorplanning objectives, blocks and thus deadspace are typically distributed to reduce wirelength and facilitate thermal management [9] , [27] , [35] . However, blocks can be redistributed later to address other design concerns. Such floorplan modifications can, for example, be implemented using the notion of spatial slacks [1] . Redistributing blocks and deadspace is essential for placement of different TSV types and related optimization goals. Table I contrasts properties of different TSV types and outlines resulting requirements for deadspace distribution. For example, power/ground TSVs are preferably aligned to limit electromigration, IR-drop and routing congestion. Signal TSVs may be grouped into TSV islands [15] , [20] to enhance fault tolerance where contiguous deadspace is available. TSVs of all types form placement obstacles since they occupy at least the device layer. As illustrated in Figure 1 , block-level integration requires TSVs to be placed between blocks. Note that TSVs are not expected to scale as well as transistors [29] . Therefore, TSV overhead must be limited, which favors block-level integration over gate-level integration [20] .
A. TSV Types and 3D-IC Integration
Depending on the die-stacking technique, TSVs may require aligned deadspace regions on adjacent dies-we refer to this as the deadspace-alignment problem. For back-to-back (B2B) die stacking, this applies to each TSV since they are passing through adjacent substrate layers. For face-to-back (F2B) stacking, alignment should be considered according to Table I .
B. Thermal Management
Unlike 2D designs, 3D designs exhibit higher packing density and therefore higher power density. Sophisticated thermal management techniques have been developed to address potential problems [30] . Common techniques include (i) thermal-aware block placement to spread high-power blocks and (ii) insertion of thermal TSVs (or recently microfluidic channels) in order to increase the vertical (or horizontal) thermal conductivity of a 3D IC. For example, Zhou et al. [35] propose an force-directed floorplanner using technique (i) while simultaneously optimizing wirelength, area and thermal distribution. Cong et al. [8] propose irregular TSV placement and are able to provide significantly better temperature reduction compared to uniform placement. Their technique is motivated by their following result. The maximal temperature on the whole 3D IC can be minimized if, for each die, the TSV area in any given (2D) bin is proportional to the lumped power consumption of this and all overlapping bins from dies underneath.
The techniques discussed so far tend to overlook other important objectives such as IR-drop in their formulations, and may lead to significant deterioration in these objectives.
C. Power/Ground and Clock Networks
In addition to thermal management, the high packing density of a 3D design also affects power and clock-signal delivery. Power delivery must provide sufficient current to each module and reduce IR-drop, i.e., the DC voltage drop during normal operation. This drop is the dominant cause of power-noise issues in 3D ICs. However, for large stacks, the TSV inductance which impacts transient noise should also be considered [13] .
Clock networks must ensure small skew while satisfying slew constraints and minimizing power consumption. These networks are characterized by large capacitive loads and high-frequency switching. This requires a large amount of power, possibly up to 50% of total power consumption [34] .
Some recent work (Table I) proposes to use aligned TSV stacks which span multiple dies. Such stacks for power/ground (PG) (or clock) TSVs must be carefully coordinated. First, this requires deadspace alignment. Second, these stacks obstruct many enclosed routing tracks-connecting the TSV landing pads requires multiple vias in all metal layers to enable proper power (or clock) delivery.
Prior work [13] , [14] suggests that a distributed topology for PG TSVs is superior to both single, large TSVs and groups of clustered TSVs. These and other studies (Table I ) also favor irregular TSV placement, in particular such that regions drawing significant current exhibit a higher TSV density. Irregular placement allows one to reduce TSV count compared to uniform placement. These guidelines are particularly helpful in block-level 3D-IC integration.
For clock-network design, a straightforward approach is to place a single TSV in each die to interconnect the network. However, Zhao et al. [33] , [34] show that multiple TSVs help reduce power consumption, wirelength and clock skew.
D. Routing
Note that TSVs obstruct routing in 3D ICs [18] . Accounting for signal, thermal, PG and clock networks and required TSVs poses a major challenge in routing. In this context, Lee and Lim [23] propose a methodology to co-optimize routing, thermal distribution and power-supply noise. However, they ignore clock networks.
As indicated in Table I , irregular placement is preferred for all TSV types and requires several nonuniform deadspace regions. Given such a spread-out TSV placement, local routing congestions may be limited due to medium local TSV densities. This particularly applies to block-level integration, where only a limited number of global nets need signal TSVs [31] .
E. Research Opportunities in 3D-IC Design and Optimization
While previous work succeeds in addressing individual challenges for 3D-IC integration, a unified approach to address major requirements and provide design-quality analysis remains a key challenge. The closest prior work is presented by Lee and Lim [23] . However, they consider only gate-level integration and ignore clock networks. Their deadspace optimization is focused on thermal TSVs only.
In previous subsections, we outlined how prior work in blocklevel 3D-IC integration has been relying on specific deadspacedistribution characteristics. In case these requirements are not satisfied, several authors propose to redistribute deadspace [9] , [12] , [20] , [25] , [26] . However, prior work mainly focuses on single-objective deadspace optimization, which may undermine overall design quality. In contrast, multi-objective optimization offers a greater promise in this context, as confirmed by our experiments (Section IV). Such optimization requires understanding of the impact of different TSV-planning phases on design quality, as well as techniques for multiobjective deadspace optimization.
Recall that multiobjective deadspace optimization seeks to improve block and TSV placement in order to diminish TSV overhead and account for multiple design constraints and optimization goals. Such an optimization process can be successfully implemented during early design phases, as described in the remainder of our work.
III. MODO: A METHODOLOGY FOR MULTIOBJECTIVE DEADSPACE OPTIMIZATION
3D-IC design is challenging in many aspects. In particular, deadspace optimization at early design phases is necessary to ensure design closure. In order to enable multiobjective deadspace optimization, we propose a modular methodology which can guide existing 3D-IC design flows and provide feedback to specific design steps. We construct a design-flow extension using our algorithms and available 3D design tools. The approach is modular and can accommodate other tools or stages.
Our proposed design-flow extension is illustrated in Figure 2 ; it is based on an incremental process aiming for a deadspaceoptimized floorplan satisfying multiple design criteria. As is typical in modular 3D-IC design flows, TSV planning can be separated from the floorplanning and/or placement stages. Thus, the main loop encapsulating TSV planning and deadspace optimization seeks to (i) determine appropriate TSV sites, likely requiring deadspace redistribution and/or alignment, (ii) place a TSV into or near the site, and (iii) perform deadspace optimization considering (updated) TSV sites. To guide TSV planning, related quality-analysis metrics are evaluated during iterations. After the main loop has converged, overall design quality is evaluated, possibly restarting global optimization (global loop). Our algorithms and methodology are presented next.
A. Methodology Configuration
Given a 3D-IC design, we perform the following methodologyconfiguration steps. First, an initial 3D floorplan is obtained (Subsection IV-A). This floorplan provides the inter-die block partitioning and (preliminary) block locations. Second, a die ordering to improve the thermal distribution and to minimize the TSV count is performed. Given |D| dies, we analyse all |D|! possible die sequences. For each sequence, we estimate the power distribution and the signal-TSV count. The sequence with the lowest cost Γseq = wseq * γP,norm + (1 − wseq) * γT SV,norm is chosen where γP,norm and γT SV,norm denote to [0, 1] normalized stack-order-weighted power distribution and TSV count, respectively.
B. Deadspace Optimization
Note that the main loop including TSV planning (Subsection III-C) and deadspace optimization is a key part of MoDo. Thereby, TSV planning seeks to guide deadspace optimization and thus to address the following concerns.
• Managing deadspace utilization -regulating the TSV count and determine TSV sites. Given that different TSVs of different types compete for available deadspace, managing the utilization directly impacts design quality.
• Accounting for deadspace-distribution requirements (Section II) eases TSV placement. Once TSV sites are determined, they are considered as rectangular blocks, occupying some amount of deadspace. This resource accounting is convenient during subsequent deadspace optimization.
• Tackling the deadspace-alignment problem, i.e., aligning deadspace regions to place aligned TSVs. To ease placement of all TSVs, those to be aligned should be considered first. Addressing these issues allows us to improve TSV and block placement while exploiting given deadspace. For that purpose, we invoke deadspace redistribution and alignment as well as shifting of blocks and TSVs. We limit deadspace insertion because it can increase area and wirelength overhead [20] . However, when design quality is judged unacceptable, the amount of deadspace must increase to ease deadspace optimization and TSV insertion. By doing so, we intend to reach the desired design quality during global-loop iteration(s).
We consider planned TSV sites as movable blocks. This allows us to place TSVs into nearby deadspace in cases where determined sites overlap with design blocks. In fact, we allow design blocks themselves to be shifted as well; this enables deadspace redistribution and alignment, therefore strict TSV-placement requirements can be also satisfied. Note that we have to perform shifting of both blocks and TSVs such that (i) a valid placement can be assured and (ii) the desired design quality is only marginally affected.
To address both issues, we base our shifting algorithm on the concepts of constraint graphs (CGs) [17, Chapter 3] , range constraints [32] and spatial slacks [1] in floorplanning. Representing a floorplan using a CG pair (horizontal and vertical graph) allows us to maintain a valid placement and to handle the relations between block positions efficiently. Spatial slacks describe maximal possible shifting ranges of blocks within the given floorplan outline, whereas range constraints are used to limit shifting within certain regions.
In our incremental flow, we initially generate the CG pair for each die separately, considering placed blocks, and update them during TSV planning. Furthermore, we transform block and TSV coordinates (x, y) into range constraints [x − δ, x + δ], [y − δ, y + δ], defining different shifting windows (Figure 3a) . In order to judge the feasibility of considered sites during TSV planning, i.e., the capabilities for required block shifting, we determine and annotate slacks to the CGs. Note that we determine slacks for both possible shifting directions to account for non-packed floorplans. During slack determination, shifting windows are considered as limits, as illustrated in Figure 3b .
Updating the CGs is trivial if a planned TSV site occurs within deadspace. For cases where the TSV site overlaps one or several existing blocks, the respective slacks have to considered. To furthermore minimize required shifting, TSV insertion takes place next to the nearest border of the overlapped blocks. Our proposed algorithm is outlined in Figure 4 .
To enable our proposed shifting flow, we furthermore implement simple algorithms to determine slacks and to transform CGs to floorplans and vice versa [17, Chapter 3]-the shifting algorithm results from transforming the proposed extended CGs to an floorplan. Note that accounting for shifting windows requires to generate nonpacked floorplans. Therefore, additional CG edges have to be inserted such that blocks and TSVs are limited to their windows.
Note that coordinates of placed blocks and TSVs represent their original locations, determined by initial floorplanning and TSV planning, respectively. This prevents blocks and TSVs from being shifted too far from their intended locations. Defining appropriate values for ±δ, i.e., sizing the shifting window, allows us to limit the impact of shifting on design quality. In order to support aligned TSVs placed on several dies, we set their locations to identical coordinates and set δ = 0µm.
C. TSV Planning
We order TSV types as follows to facilitate deadspace optimization: 1) PG TSVs, 2) clock TSVs, 3) signal TSVs, and 4) thermal TSVs. The rationale for this ordering is discussed next. First, PG TSVs should be aligned throughout the 3D-IC stack and are thus given priority. Clock TSVs may also be aligned, but not necessarily throughout the whole stack. Second, critical PG and clock networks should be planned early. Third, signal-TSV planning adheres some degree of freedom for site determination (Subsection III-C3); previously placed TSVs are not expected to significantly obstruct it. Fourth, all placed TSVs may be exploited as thermal TSVs and thus facilitate thermal management. Nevertheless, additional thermal TSVs may be warranted in practice (Subsection III-C4).
For each TSV-planning phase, our site-accounting allows for the initial value Γ 1) Power/Ground-TSV Planning: Placing irregularly distributed TSVs stacks in high-power regions is most useful for limiting IR-drop and TSV count (Subsection II-C). We consider PG-grid structures, illustrated in Figure 5a . (Structural properties are described in Subsection IV-A2). In order to determine PG-TSV sites, i.e., grid nodes, previous work mostly considers modified nodal analysis of a resistive equivalent circuit. However, scaling such network analysis to large designs, resulting in possibly millions of network nodes, is difficult. We therefore propose a simplified diagnostic-the qualitative IR-drop distribution. Our approach is based on the following observations, made while performing SPICE-based simulations for the IR-drop on abstracted, resistive PG grids (Figure 5b ). (A simulation result is illustrated in Figure 5c .) First, we observe that aligned PG TSVs influence IR-drop in the circumference of that TSV site on all dies. Second, the IR-drop caused by modules is distributed less evenly than the drop caused by TSVs and grid wires. Third, the total IR-drop distribution can be interpreted as the superposition of separate distributions originating from power-consuming modules. Each distribution can be described using an exponential function while considering nearby power consumption and PG TSVs.
Applying these observations, we determine the qualitative IR-drop distribution as follows. First, we construct 2D grids similar to the 3D-IC PG grids. Second, we sum up power consumption of modules which overlap in the 3D-IC stack, and assign normalized values P (n) to related nodes n in the 2D grids. Third, given such 2D lumped-power grids, we determine for each node n (with no TSV assigned yet) four power-spreading factors, one for each cardinal direction. Each factor a lef t , a right , atop and a bottom is calculated as a = − ln(amin)/dmax where amin is the given minimal IRdrop factor (Table II) to be reached at distance dmax away from n; dmax is determined by following the respective grid direction until the nearest TSV (or die boundary) is reached. Fourth, we determine the superposition of power spreading on all nodes, representing the qualitative IR-drop IR . For a particular node n, we consider itself and other nodes n = n in the same quadrant and determine
where sT SV is a scaling factor (Table II) applied for nodes with a TSV assigned. Note that only the two relevant factors a are considered, i.e., the ones pointing towards n. Employing the diagnostic of qualitative IR-drop distribution, we perform PG-TSV planning as follows. First, we consider the largestvalue node as TSV site. Second, we perform deadspace optimization. Third, we redetermine the qualitative IR-drop distribution. In cases where desired cost Γ opt γ IR , i.e., reduction of initially largest IR-drop, is not reached, we continue with the first step.
2) Clock-TSV Planning: Using multiple clock TSVs helps to reduce power consumption due to wirelength reduction; a single TSV enforces large global trees on each die, whereas multiple TSVs enable several smaller local trees [34] (Figure 6 ). To facilitate clock-tree synthesis and appropriate TSV count, we propose the following TSV-planning algorithm. First, for each die (except the uppermost) k-means++ clustering [3] of clock sinks is performed in order to determine TSV sites and accomplish TSV assignment. The cluster count k is stepwise increased until desired cost Γ opt γ CP can be reached, that is the reduction of initially estimated wirelength using only one cluster. The cost term is defined as Γγ CP (k) = c∈C max (dist(c.center, sink ∈ c)) * |sink ∈ c|, that is the sum over all cluster of the maximal distance between the cluster center and any assigned sink, multiplied by the sink-cluster-assignment count. We also refer to this term as weighted clock-tree size. Its purpose is to model the expected change in wirelength of balanced clock-trees during clustering. Clustering cannot account for clock- network parameters such as clock skew, but subsequent (obstacleaware) clock-tree synthesis optimizes them via buffer insertion and clock-tree tuning [21] , [22] . If required, clock sinks may be even reassigned to TSVs or swap assignments with signal TSVs. Second, deadspace optimization is performed using determined cluster center as TSV sites. Thereby, the shifting windows are initially defined as δC = 0µm to fix the cluster centers. In case of infeasible TSV insertion, the value is adapted (Table II) .
3) Signal-TSV Planning: We perform signal-TSV planning as follows. First, we determine for each net n its projected net bounding box bb p n , which encircles pins on all related dies. Second, we determine area and available deadspace covered by bb p n on each related die separately. For each die d, related nets (with pins on d) are then sorted in the ascending order of area and deadspace, thus prioritizing (partial) nets with small boxes and little available deadspace. Third, starting with the lowermost die of the stack, a TSV site is planned within deadspace of bb p n using a local search for each (sorted) net on each die. If the search fails due to insufficient deadspace, sites are placed into nearby deadspace such that the distance to a related net pin on the same die is minimal. The search accounts for dense packing of multiple, grouped TSVs. This allows to reduce keep-out zones (KOZs) without increasing stress-induced impact on logic blocks [28] . Note that for nets spanning more than two dies, TSV planning has to be performed on all but the uppermost die connected by the net.
Note that we define no cost term for signal-TSV planning, since their count is minimized by die ordering. However, we evaluate the impact of TSV packing on estimated wirelength and routing utilization (Subsection III-D) in our experiments.
4) Thermal-TSV Planning: Recall that die ordering (Subsection III-A) and aligned PG TSVs facilitate thermal management [7] . Nevertheless, we consider the insertion of additional thermal TSVs to further decrease maximal temperature. We leverage findings by Cong et al. [8] (Subsection II-B) for our approach. Initially, we construct 2D lumped-power grids (Subsection III-C1) for all ordered subsets {d1}, {d1, d2}, . . . , {d1, . . . , d |D| } of accordingly gridded dies where d1 denotes the bottom die. The following steps are then performed independently for each lumped-power grid g and its uppermost die dtop. First, we determine the TSV count Tcurr(b) for each bin b in dtop. Second, we determine the ratio r = b Tcurr(b)/ b lp(b) of dtop's total TSV count and g's total lumped power. Third, we determine the desired TSV count T des (b) = 0.5 + r * lp(b) for each b in dtop. Fourth, we plan sites for b if Tcurr(b) < T des (b) using a local search, as proposed for signal-TSV planning. Since this last step may impact r, we repeat all enumerated steps until cost Γ opt γ T can be reached or no further TSV can be inserted for any b due to Tcurr(b) = T des (b) or lacking deadspace. The initial cost is defined as Γ
D. Design-Quality Analysis
Our methodology provisions for frequent estimation of design quality. We estimate quality during TSV planning and deadspace optimization to guide this incremental process appropriately. However, we also seek to evaluate the overall design quality after finishing the main loop and possibly reconfigure MoDo and start over with deadspace optimization if design costs are not sufficiently reduced. For example, in cases where our flow fails to reduce cost Γ 0
γ IR , design quality in terms of IR-drop reduction is not ensured. Thus, additional PG-TSV sites are required, and the floorplanner is reconfigured to increase deadspace. Other TSV-related cost terms are covered in Subsection III-C.
We estimate signal wirelength using the half-perimeter wirelength (HPWL) metric as follows. For each net n, its bounding box bbn, encircling pins of related blocks and possibly a TSV, is determined on each related die d separately. Note that we also consider the TSV on the die below d if applicable, thus account for routing to the landing pads. The resulting HPWL is denoted as HPWL(bbn, d). The overall wirelength estimate is then calculated as
, where h d refers to the die thickness, max(dn) to the uppermost die of respective net n, and min(dn) to its lowermost die. In order to estimate the signal-routing utilization, we construct separate routing grids for each die using tiles with dimensions according to signal-TSV dimensions (Subsection IV-A2). Each (partial) net is assumed to be routed in L-shaped wires on the related grid(s); wire segments ws are mapped to the tiles rt they cover. The average utilization is then determined as u = d rt |ws(rt)| * |rt| −1 * |d| −1 .
IV. EXPERIMENTAL VALIDATION
A. Configuration 1) Methodology Configuration: Parameters introduced in Section III are summarized in Table II along with their values. Initial 3D floorplans are obtained using an academic tool [35] which accounts for wirelength, area and thermal distribution. The tool is configured such that all three objectives are equally weighed.
2) 3D-IC Configuration and Benchmarks: We consider F2B stacking and via-first TSVs (Figure 1 ) with a diameter of 4µm and a square KOZ with dimensions of 8µm × 8µm. PG-TSVs are larger, with a diameter of 8µm and a KOZ of 12µm × 12µm. Signal and thermal TSVs are grouped as TSV islands, reducing individual KOZs to 6µm × 6µm. Dies are thinned down to 40µm. Metal layers are 4µm and bonding layers are 2µm thick. Power and ground grids are offset by 12µm. Note that die boundaries are extended by 24µm to enable PG-TSV rings. Coarse PG-grid wires are 8µm wide, 0.8µm thick, and their pitch is 80µm; this pitch also applies to PG TSVs.
Experiments are conducted using representative GSRC benchmarks with the following modifications. External pins are represented by package bumps, thus nets linked to such pins must connect to the lowermost die. Each block is assumed to have multiple spread-out clock sinks, one placed at the block's center and four placed in the corners. Net pins are placed at the related block's center.
3) Experimental Configuration: Our experiments using MoDo validate its capabilities for multiobjective deadspace optimization. We independently decrease the different cost factors w opt γ in steps of 10%, in the range from 90% to 40%. Experiments sweep through the parameter space; best results are reported in Table III . Estimated If deadspace is insufficient to reach the desired cost reductions, our methodology requests the floorplanner to increase deadspace. Our experiments swept the range from 10% to 60% in 10% steps. Table III suggest several observations. First, our methodology enables a tangible increase of deadspace utilization; in all experiments, most of deadspace finds good use, with < 5% deadspace left in some cases. Second, multiple deadspacedistribution requirements can be satisfied during early chip-planning phases. However, the prospects for optimizing the deadspace distribution depend on initial floorplans. A large amount of available deadspace may be insufficient per se because the relative block ordering and thus available slacks are also important. Third, we note that the deadspace-alignment problem can be successfully addressed within our methodology by sizing shifting windows to δ = 0. Fourth, the die count impacts optimization results. The best results are typically obtained for three-die integration. Using four dies (and greater total deadspace) may not be justified; different optimization steps require more TSVs to maintain quality, thus increasing overhead and cost while decreasing deadspace-optimization chances. Considering two dies typically results in decreased slacks, thus also limits the space for optimization. Fifth, the dimensions of shifting windows influence deadspace optimization. We observe that increasing δC above 50µm is counterproductive in terms of weighted clock-tree size reduction. Furthermore, the initial value of δ b = 50µm resulted in worse cost reductions, mainly for IR-drop reduction. However, increasing the window dimension above 100µm was not beneficial either.
B. Results

Experimental results in
Based on experimental results, we also made the following general observations on 3D-IC integration of the GSRC benchmarks. First, the signal-wirelength reduction due to TSV packing scales with the amount of interconnect, as expected. Interestingly, the average signalrouting utilization is reduced for TSV-packing setups; this is possibly due to the increased flexibility for TSV-group insertion and resulting small offsets for TSV groups. However, the estimated wirelength increases notably with die count, which favors integration using only two dies. This increase is mainly due to longer interconnects passing multiple dies (notably caused by nets connecting to external pins), which undermines wirelength reduction by shorter inter-die routes. Depending on die thickness, inserting multiple TSVs guided by tree construction may reduce wirelength [19] . However, this would increase TSV count notably and thus cost as well. Second, weighted clock-tree sizes decrease with increasing die count. Smaller sizes indicate lower power consumption, thus considering more dies is beneficial for clock-power optimization of separate dies. Third, our proposed IR-drop optimization is effective when using two or three dies but slightly limited in case of four dies. Also, the initially largest qualitative IR-drop decreases with die count in some cases. Both observations are possibly due to closer packing of blocks. Figure 7 illustrates the qualitative IR-drop distribution of the benchmark n300 integrated on three dies. (Compare to Figure 5c for the corresponding SPICE simulation.) Fourth, the thermal-TSV demand increases with die count as expected, due to closer packing and stacking of blocks. Similar to IR-drop optimization, considering four dies is not appropriate for thermal optimization. In summary, these observations suggest that a limited die count helps to maintain design quality. To validate our qualitative IR-drop distribution, we perform SPICE simulations of the PG grids and planned PG TSVs. The resistance of PG TSVs is calculated as RT SV ≈ 16mΩ, considering the electrical resistivity of copper ρCu = 0.02 [Ωµm] and TSV properties (Subsection IV-A2). Grid-wire resistances are calculated in a similar way. A voltage source supplying 1V is assumed to be connected to grid nodes of the lowermost die with assigned PG TSVs. Simu- lation results for reduction of initially largest IR-drop are given in Table III . We observe that our qualitative IR-drop distribution tends to underestimate simulated IR-drop reduction by on average 7.5% for integration using two or three dies, and to overestimate it by on average 3.3% for four-die integration. Thus, our proposed diagnostic is able to predict IR-drop with acceptable limitations of accuracy. To validate our thermal-TSV planning algorithm, we perform finite element analysis (FEA) of the 3D-IC stacks using the open-source tools SALOME and Elmer. and an ambient temperature T = 300 [K] . Performing FEA after deadspace optimization, we observe that maximal-temperature reduction does not scale well with thermal-TSV increase, as expected. Temperature reductions are below 4% while comparing optimized layouts to baseline layouts. However, considering the initially optimized thermal distribution (Subsection IV-A1) and the increase of vertical thermal conductivity due to previously placed TSVs, this reduction appears reasonable. Furthermore, we note that the cost for additional thermal TSVs is limited; the ratio of thermal TSVs to all TSVs is below 17% on average. Figure 8 illustrates an FEA plot of the benchmark n100. Figure 9 illustrates the floorplan of n300 integrated on three dies.
V. CONCLUSION
Our work addresses the multiobjective optimization of deadspace, a critical resource for 3D-IC integration. Deadspace is limited and highly contested because it is required for several design tasks during early chip planning, such as TSV planning. To facilitate these tasks, we present a multiobjective optimization methodology called MoDo. It is motivated by the need for a unified approach to handle key challenges of block-level 3D-IC integration. We initially review these challenges and identify related deadspace-distribution requirements. We observe that these different requirements should be simultaneously satisfied to improve design quality. To do so, we develop a design-flow extension which incorporates algorithmic optimization for TSV planning, deadspace optimization, as well as design-quality evaluation. Experimental results show that our methodology can simultaneously optimize interconnect, maximal temperature, estimated IR-drop and clock-tree size by improving deadspace distribution. We also observe that greater die count leads to greater TSV overhead and may undermine design quality. This suggests limiting the die count for block-level 3D-IC integration. Future work may consider transient IR-drop and related decap planning during deadspace optimization.
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