A computationally tractable strategy has been developed to re®ne protein-protein interfaces that models the effects of side-chain conformational change, solvation and limited rigid-body movement of the subunits. The proteins are described at the atomic level by a multiple copy representation of side-chains modelled according to a rotamer library on a ®xed peptide backbone. The surrounding solvent environment is described bỳ`s oft'' sphere Langevin dipoles for water that interact with the protein via electrostatic, van der Waals and ®eld-dependent hydrophobic terms. Energy re®nement is based on a two-step process in which (1) a probability-based conformational matrix of the protein side-chains is re®ned iteratively by a mean ®eld method. A side-chain interacts with the protein backbone and the probability-weighted average of the surrounding protein side-chains and solvent molecules. The resultant protein conformations then undergo (2) rigid-body energy minimization to relax the protein interface. Steps (1) and (2) are repeated until convergence of the interaction energy. The in¯uence of re®nement on side-chain conformation starting from unbound conformations found improvement in the RMSD of side-chains in the interface of protease-inhibitor complexes, and shows that the method leads to an improvement in interface geometry. In terms of discriminating between docked structures, the re®nement was applied to two classes of protein-protein complex: ®ve protease-protein inhibitor and four antibody-antigen complexes. A large number of putative docked complexes have already been generated for the test systems using our rigid-body docking program, FTDOCK. They include geometries that closely resemble the crystal complex, and therefore act as a test for the re®nement procedure. In the protease-inhibitors, geometries that resemble the crystal complex are ranked in the top four solutions for four out of ®ve systems when solvation is included in the energy function, against a background of between 26 and 364 complexes in the data set. The results for the antibody-antigen complexes are not as encouraging, with only two of the four systems showing discrimination. It would appear that these results re¯ect the somewhat different binding mechanism dominant in the two types of protein-protein complex. Binding in the protease-inhibitors appears to be``lock and key'' in nature. The ®xed backbone and mobile side-chain representation provide a good model for binding. Movements in the backbone geometry of antigens on binding represent an``induced-®t'' and provides more of a challenge for the model. Given the limitations of the conformational sampling, the ability of the energy function to discriminate between native and non-native states is encouraging. Development of the approach to include greater conformational sampling could lead to a more general solution to the protein docking problem.
Introduction
The structural nature of biological speci®city is central to molecular biology as it underlies all types of molecular recognition process from the formation of large assemblies to enzyme-drug interactions. In particular, the prediction of protein-protein complexes, commonly known as the protein docking problem, presents a challenge to theoretical methods to model biological speci®city because it imposes several requirements: (1) the adequate exploration of conformational space in order to sample productive binding geometries; (2) an ability to deal with conformational changes induced in the unbound protein structures on binding; (3) the adequate treatment of the thermodynamics of molecular association, including the large and sometimes opposing forces that favour association, including modelling solvation, interaction energies and conformational entropy. Here we address issues (2) and (3) given initial rigidbody docked complexes. We have developed a protein-protein interface re®nement method that takes into account conformational change of sidechains and limited translational/rotational movement of the subunits relative to one another. A computationally tractable strategy to model the effects of solvation is included in addition to conventional molecular interaction energies.
There are many different algorithms designed to dock two protein molecules, they all initially use rigid-body approaches (e.g. see Shoichet & Kuntz et al., 1991; Cher®ls et al., 1991; Jiang & Kim, 1991; Bacon & Moult, 1992; Walls & Sternberg, 1992; Katchalski-Katzir et al., 1992; Totrov & Abagyan, 1994; Fischer et al., 1995) . We have recently developed such a method based on shape and electrostatic complimentarity using Fourier correlation theory (Gabb et al., 1997) . The algorithm FTDOCK has been used to dock six enzyme-inhibitor and four antibody-antigen complexes, starting from the unbound conformations. Here, as in previous work (Jackson & Sternberg, 1995) , we concentrate on scoring predicted complexes generated by rigidbody docking.
The motivation for the work was to ®nd a set of energy components that describe a protein in a water environment and that can be used in a rapid optimisation procedure to locate an energy minimum for that system. Here, we model the solvation energy by a``soft'' sphere Langevin dipole for water, that interacts with the protein via electrostatic, van der Waals and hydrophobic components. The model is less sophisticated than allatom statistical mechanical models for water such as Monte Carlo or molecular dynamics simulations. The large computational resources needed by these methods make them unsuitable for studying the large numbers of complexes generated by predictive docking. However, the model is more sophisticated than simple atomic solvation parameters (ASPs) commonly used to augment the vacuum potential in conformational re®nement studies (e.g. see Wilson et al., 1991; Cummings et al., 1995; Weng et al., 1996) .
The soft sphere Langevin dipole (see Figure 1 ) treats water molecules as discrete dipoles that interact with the electric ®eld of the protein but subject to random thermal¯uctuations that reduce the effective electric ®eld at the dipole itself. The model is a semi-empirical microscopic description as opposed to one that treats the solvent as a continuum such as the Poisson-Boltzmann equation (for a review of methods, see Harvey, 1989) . In the following approach a solvent ®eld is included in a mean ®eld approach for predicting protein sidechain conformations. The model consists of a grid representing the centres of water molecules. These interact with the protein via an electrostatic energy component modelled by a Langevin function (Hill, 1956 ), a van der Waals component modelled by the Lennard-Jones equation and a hydrophobic component modelled by an electrostatic ®eld-dependent hydrophobic energy. Calculation of the (where Á 1 A Ê /grid in this case) to reproduce the average density of water. The total interaction energy is calculated by summing over all sites and including the bulk contribution (modelled by equation (2)), which includes the solvent interaction outside the Langevin zone.
solvation component is rapid and in spite of its apparent simplicity the model is able to reproduce the solvation energies of a large number of small organic molecules, including protein side-chain analogues.
The solvation treatment can be readily incorporated into an all-atom simulation of biomolecules where side-chains are modelled as discrete rotamers that interact with the backbone and the rotamers of adjacent residues. In essence, each residue feels the average of all environments weighted by their respective probabilities. Given the location and energy of interaction of the rotamers, the method iteratively re®nes a matrix of side-chain probabilities to give a self-consistent solution (Lee, 1994; Koehl & Delarue, 1994) . The solvation potential is included in this self-consistent mean ®eld method for predicting protein side-chain conformations. The presence of a particular water molecule at a particular site around a side-chain rotamer is modelled probabilistically and depends on the occupancy of that site by a side-chain atom of any other amino acid side-chain.
The method provides a fast means of conformational optimisation because all interactions are pre-calculated. Therefore, computation grows linearly with the number of degrees of freedom as opposed to exponentially as with conventional space searching algorithms, such as Monte Carlo and molecular dynamics simulations. The model has been combined with a rigid-body energy minimization routine to allow rapid optimisation of protein-protein interfaces. Thus, the method presented here takes into account the solvent environment and side-chain¯exibility as well as a limited degree of translational and rotational movement. The speed of the method allows rapid screening of possible binding geometries and overcomes many of the limitations inherent to rigid-body docking.
Theory and Calculations`S oft'' sphere Langevin dipole model for solvation
The soft sphere Langevin dipole (LD) is an approach to model the solvation free energy of a solute with its surrounding water environment. The interacting water molecule is represented by a van der Waals particle, a Langevin dipole and a ®eld-dependent hydrophobic energy (see Figure 1) . The model described here is based on that developed by Luzhkov & Warshel (1992) , but differs in detail, since it was not possible to re®ne iteratively the Langevin ®eld to a self-consistent solution for all dipoles simultaneously due to the independent multiple-copy side-chain representation of the protein used here.
The model can be used to estimate solvation free energies by calibrating the solvent dipole m 0 and including a hydrophobic energy to reproduce solvation free energies at room temperature. The total solvation energy is given by:
The protein-solvent electrostatic interaction energy (ÁG qw ) and the hydrophobic energy (ÁG hyd ) are described in detail below. V vdw is the sum of van der Waals terms between all solute and solvent atoms as described by the Lennard-Jones (12-6) potential. The term ÁG bulk is an additional term for the electrostatic energy of interaction between solute charges and the bulk solvent outside the LD grid representation. The interaction of a monopole or dipole moment of the solute at the designated centre of the system are modelled by the Kirkwood equation, which reduces to the Born equation for ions and the Onsager equation for dipoles:
lgv 2e w À 2a2e w 1 2 Q b and m b are the monopole and dipole moments, respectively, of the solute at the geometric centre of the system. R lgv is the spherical radius for the grid of Langevin dipoles from the geometric centre. e w is the dielectric constant of bulk water (e w 80). This additional term is of particular signi®cance for charged species where the bulk interaction can be large.
The average polarisation of a solvent molecule was calculated as follows. The solute molecule is surrounded by a three-dimensional cubic grid that has two spacings. The inner region up to 4 A Ê distant from any protein atom has a grid spacing of 1 A Ê , whilst the region beyond this out to 10 A Ê has a coarser spacing of 3 A Ê . The resultant Langevin, van der Waals and hydrophobic energies are scaled by a factor (Á/3) 3 , where Á is the grid spacing in A Ê , in order to preserve the average density of water (as represented by a cubic grid) at the experimental value for water of 1 g/dm 3 . A ®ne inner grid spacing was found to be important for reproducing solvation energies that were independent of the orientation of the molecule on the grid. Each grid point is occupied by a point dipole, which is polarised towards the local ®eld as approximated by a Langevin type function (Warshel & Levitt, 1976) :
where m i L is the effective Langevin dipole with an upper limit of m 0 , e i is a unit vector in the direction of the local electric ®eld, x i 0 , which arises due to the solute permanent charges. k B is the Boltzmann constant and T is the temperature. C H is an adjustable parameter, set here to unity. d(r) is a screening function that represents the reduction of the electric ®eld at the ith dipole due to all the other Langevin dipoles. d(r) was assigned a value of 1.0 for r ij 4 4 A Ê and a value of 3.4 for r ij > 4 A Ê . This represents no solvent screening within what is essen-tially the ®rst solvation shell of the solute molecule, followed by a large increase beyond this distance (Russell & Warshel, 1985) . The equation was solved non-iteratively (Warshel & Levitt, 1976; Russell & Warshel 1985) with the distance-dependent screening function chosen to give the relevant polarisation of the Langevin dipoles and hence reproduce the electrostatic solvation energy component. The Langevin contribution to solvation is then given by:
where the factor of 1/2 allows for the energy invested in orienting the solvent dipoles in the ®eld, and the energy is summed over all Langevin dipoles.
In contrast to previous implementations of the Langevin model, we did not automatically exclude grid points within a speci®c van der Waals distance of the solute i.e. a hard sphere representation. Instead the dipole was treated as a soft sphere, where both the electrostatic and van der Waals (vdW) interaction were calculated. If the energy for the interaction (solvation enthalpy) was greater than a cut-off energy the particle was excluded from further consideration. The cut-off was set at 0 kcal/mol, since the unfavourable vdW repulsion term quickly overcomes any favourable electrostatic interaction. This soft sphere treatment and the ®ne grid spacing were both found to be critically important in reproducing the observed solvation energies and making the result independent of the orientation of the molecule on the grid.
The hydrophobic contribution ÁG hyd is generally associated with a surface area (Richards, 1977) or excluded volume (Richmond, 1983 ) dependent term in treatments of solvation. In addition to the ®nal model described below, simple surface area and excluded volume-dependent models were tested for their ability to reproduce observed free energies of solvation for hydrocarbons and (at the other end of the spectrum of dielectric response) polar solutes including ions. In accordance with the ®ndings of Luzhkov & Warshel (1992) , a ®eld-dependent hydrophobic effect resulted in the closest agreement with experiment for the full range of dielectric responses in the solute data set. In this model the hydrophobic effect is dependent on the local ®eld on the surface solvent molecules. When the ®eld is small (e.g. for non-polar solutes) the hydrophobic effect is retained. However, as the ®eld strength increases, the hydrophobic effect decreases, eventually to zero at high ®eld strengths (such as exist around ions). The rationale for the ®eld dependence is that the hydrophobic effect is primarily entropic at room temperature and relates to the``freezing out'' of low-energy orientations of the water molecule on going from bulk solution to the surface of a non-polar solute. However, an increase in polarity of the solute will increase the number of low-energy orientations available to the surface water, and this increase in the degrees of freedom reduces the hydrophobic effect. We found the simple model described above to be almost as good as more complex models involving more extensive parameterisation.
The hydrophobic energy is given by;
where i is summed over all Langevin dipoles within the surface volume element described below. The model involves de®ning a surface volume element, described as all water centres within a distance r min , where r min is the minimum of the Lennard-Jones well (see (equation (12),
). Each contact of a water molecule with a solute molecule is penalised by a constant amount, E hyd 1.6 kcal/mol, which represents the free energy change of moving a water molecule from bulk to the ®rst solvation shell of the solute. If there is more than one such de®ned contact the penalty is increased by the number of solute contacts, n i , to a maximum value of four contacts (which represents the removal of all ®rst solvation shell water molecules in a tetrahedral ice lattice), which represents a water molecule almost completely removed from bulk solution. If the negative of the free energy of interaction of the Langevin dipole with the solute is greater than or equal to the hydrophobic penalty, ÁG i hyd , the energy penalty is zero. Conversely, if the ®eld is zero the full penalty is retained.
To benchmark this model, solute geometries were built and energy minimised using the INSIGHT molecular modelling package (Biosym Technologies, Inc.) . Optimisation of the parameters of the Langevin and hydrophobic models discussed above was performed as follows. The only adjustable parameters for the model are m 0 and d(r) in the Langevin equation, and n i and E hyd in the ®eld-dependent hydrophobic equation. The values of n i and E hyd can be parameterised initially by using hydrocarbon data (which have zero electrostatic ®eld strength) and then testing their transferability to polar solutes. m 0 must be close to the dipole moment of water and was taken here as 0.35 eA Ê , which is standard in LD solvation energy calculations (Warshel & Russell, 1984) . As described above, d(r) was ®tted to reproduce observed solvation free energies. There is no solvent screening in the ®rst solvation shell (<4 A Ê ) and a constant value above this distance. The only other adjustable parameters are the atomic vdW parameters and point charges, which are usually optimised for a given solvation model to reproduce the experimental data (e.g. see Lee et al., 1993 , Sitkoff et al., 1994 . We tested two existing force ®elds: the AMBER united atom force ®eld (Weiner et al., 1984) and the AMBER/PARSE force ®eld with vdW parameters taken from AMBER and the point charges taken from the PARSE force ®eld (Sitkoff et al., 1994 : the PARSE force ®eld is parameterised to reproduce solvation energies of small molecules using a polarisable cavity model using the Poisson-Boltzmann equation). Readjustment of vdW parameters or point charges was not performed (since PARSE has a united atom charge representation for aliphatic groups) with the exception that aromatic ring hydrogen atoms of groups Phe, Tyr and Trp were assigned vdW parameters and point charges to be consistent with the PARSE parameterisation in the AMBER/PARSE force ®eld.
In the calculations a dielectric constant of e 1 and an atom-atom based cut-off of 10 A Ê was used. It was found that use of a cut-off that is equal to the grid radius gives results that are the least sensitive to the grid radius being used (which was also 10 A Ê ). Solute-solvent electrostatic interaction energy beyond this point (ÁG bulk ) was modelled by the Kirkwood equation (equation (2)).
Self-consistent mean field approach and inclusion of solvation energy
We have implemented a self-consistent mean ®eld approach to optimise protein side-chain conformations, given the main-chain atom co-ordinates. Here, we give only a brief description of the method as applied here, the details have been presented elsewhere (Lee, 1994; Kohl & Delarue, 1994) . The method describes a protein of N residues whose main-chain co-ordinates (N, C a , C, O and C b ) are de®ned. Each residue side-chain, i, (with the exception of residues de®ned by the backbone, Gly, Ala and Pro) has a discrete number, K i , of possible conformations (side-chain rotamers). Hence one can de®ne a conformational matrix CM of dimension, N by max(K i ), in which each rotamer, k, has a probability of CM(i,k), which is bounded by the condition that the sum of the probabilities for a given residue, i, must be equal to 1.
The object of the mean ®eld approach is to determine the most probable set of side-chain rotamers from an ensemble of rotamers. In such a closed system the potential of mean force, E(i,k), on the kth rotamer of residue, i, is given by:
where V is the potential energy, x ik are the co-ordinates of atoms in rotamer k of residue i and x mc are the co-ordinates of atoms in the protein mainchain. The ®rst term in (equation (6) represents the internal energy of the rotamer. The second term represents the interaction energy between the rotamer and all the main-chain atoms. These two values are constant for a given rotamer on a given main-chain. The third term represents the interaction energy between the rotamer and all the rotamers of other residues weighted by their respective probabilities. Note that rotamers of a given residue, i, do not interact with one another. In addition to the potential generated by other protein atoms, the fourth term E sol (i,k) represents the potential of mean force, E sol (i,k), acting at rotamer, k, of residue, i, due to the surrounding solvent environment. The solvent potential acting at a rotamer is in turn dependent on the occupancies of rotamers in surrounding residues. In the present implementation the protein is surrounded by a solvent grid and all solvent sites that are within a cutoff of any rotamer (44 A Ê ) and not in vdW con¯ict (V vdw 4 0) with the ®xed main-chain atoms of the protein are retained. The free energy of interaction (G(x ik x mc , x LD )) between the main-chain plus sidechain atoms of a given rotamer and a``soft'' sphere Langevin dipole (vdW, electrostatic and hydrophobic components) within a given cut-off (44 A Ê ) are calculated. Hence each residue rotamer has a number, M i,k , of precalculated interactions with all possible surrounding solvent sites. The LD of each solvent site is then checked to see if it is in vdW con¯ict of any rotamer of any other side-chain in the system. If the LD is in con¯ict with a rotamer then the probability of the site is dependent on the probability, CM con¯ict (j,l), of the rotamer in con¯ict. If no rotamer is in con¯ict the probability of the site is 1. Thus the additional solvation term is:
where x LD is the co-ordinate of the soft sphere Langevin dipole, and the probability of a particular rotamer Langevin dipole interaction is 41 but 50, but depends on occupancy of that site by adjacent side-chain rotamers. Given the effective potentials acting on all K i possible rotamers of residue, i, the probability of the rotamer can be calculated according to the Boltzmann principle as:
where R is the Boltzmann constant and T the temperature. RT is equal to 0.592 kcal/mol at 298 K. The values of CM(i,k) are substituted into (equation (6) and values of E(i,k) recalculated. This process is repeated until values of CM(i,k) reach convergence. In this formalism, all possible rotamer-backbone, rotamer-rotamer and rotamer-solvent interactions need to be calculated only once. Only the elements of the probability matrix CM are re®ned. In the re®nement process, all elements of the conformational matrix are initialised as 1/K i or zero and a matrix``memory'' is set to reduce oscillations in the conformational matrix during re®nement (Kohl & Delarue, 1994) , such that CM is updated as:
where l 0.5. Convergence was monitored by root-mean-squared change in amplitude of the conformational matrix according to:
and secondly by the change in energy of the average structure after each step. Convergence was deemed to be achieved when the change in the conformational matrix rmsMAT < 10 À4 . The predicted structure corresponds to the highest probability rotamer for each residue.
Rotamer library and side-chain construction
The rotamer library from Tuffery et al. (1991) was used to de®ne the side-chain dihedral angles w 1 , w 2 and w 3 . The missing dihedral angles in the library w 4 for arginine and lysine were de®ned as 180 and w 5 for arginine as 0 . On taking into account rotational symmetry about w 2 and w 3 , three rotamers of Glu and three of Tyr were removed from the library, since they appear twice. Excluding the non-rotameric glycine, alanine and proline residues, the number of rotamer conformations in the library varies between three for valine through to 16 for lysine. These rotamers are constructed in addition to the original side-chain conformation (included as an additional rotamer) taken from the PDB co-ordinate ®le. All main-chain atoms (N, C a , C, O and C b ) were considered static. Alternate side-chain rotamers were constructed from the bond lengths and angles in the existing co-ordinate ®le after regularisation. The side-chain w angles were used to generate new co-ordinates for alternate rotamers. Hydrogen atoms were added using existing bonds and geometries with hydrogen atoms being added according to their equilibrium bond lengths, bond angles and dihedral angles. After this stage additional rotamers were generated to specify the hydrogen positions of Ser, Thr, Cys and Tyr. For Ser, Thr and Cys(h) the gauche À , trans and gauche conformations of the w 2 rotamer de®ned as (C
) were generated for each parent rotamer. For Tyr the two cis and trans conformations of the w 6 rotamer de®ned as (
were generated for each parent rotamer. For histidine, both the N e2 and N d1 protonated forms of histidine were generated for each rotamer. A decision on the connectivity of cysteine residues must be made. An automated procedure was implemented that uses distance constraints to de®ne disulphide-bonding Cys residues (r Ca-Ca < 7 A Ê and r C b -C b < 4.5 A Ê ), based on a classi®-cation procedure described by Harrison (1996) .
Potential energy function
Here, we develop a fully integrated energy scheme that describes a protein in solution. In theory it should be possible to simply implement the solvation scheme described for solute solvation above using a dielectric constant of e 1 to describe both the protein-protein and protein-solvent electrostatic interaction energies. This would be appropriate if: (1) we were using a thermal averaging procedure to describe the protein-protein interactions; (2) solute polarisability effects were implicit in the model and; (3) we explicitly simulated the effects of solvent counter-ions. Furthermore, a major problem of applying a microscopic approach (as opposed to a macroscopic approach) is that we are directly calculating all of the energy terms, and this involves the sum of large contributions (namely, V, the interaction between the charges of the rotamer of interest and the charges of the rest of the protein and ÁG qw , the charge-solvent interaction). Small errors in calculation can lead to a large absolute error. The treatment of ion pairs in solution is a classic example of such a situation involving large energy contributions that essentially cancel out (see Warshel & Russell, 1984) . Such a system is particularly relevant to modelling protein-protein interactions. In continuum approaches one chooses an appropriate dielectric constant to represent the solute and solvent media, and the mutual compensation of Vand ÁG qw can be assumed by using a large dielectric constant.
An approach to reduce the absolute error in applying the Protein dipoles Langevin dipoles model to simulate the energetics of proteins (as opposed to solute solvation) has been described by Warshel and co-workers and is referred to as the scaled microscopic model (Lee et al., 1993) . It assumes a uniform internal dielectric constant (e a in ) for the protein and solvent LD grid, which is in turn surrounded by bulk solvent (e w 80). All terms are obtained by the standard approach with the exception that solute polarisability terms are assumed to be implicit in the model. The elctrostatic energy is given as:
where Vis the vacuum Coulombic interaction energy between charged groups of the protein.
Each of the terms is calculated as described above, assuming e 1 and is scaled by the factor 1/e a in . We used a value of e a in 4 with the AMBER/ PARSE force ®eld, a non-bonded cut-off of 10 A Ê and a distance dependent dielectric for the proteinprotein non-bonded interactions (e r ij ). The vdW interactions between any two atoms A and B were modelled using the Lennard-Jones (12-6) potential and the geometric mean approximation for the vdW parameters:
Hydrogen atoms were considered to have zero radius. Only residues whose C b atoms (C a of glycine) are within 15 A Ê of the C b of residue i are included in the electrostatic and vdW non-bonded energy summation. The cut-off corresponds to the distance between the C b atoms of two fully extended arginine residues placed end-to-end.
To ensure that all interaction energies are constrained to be within boundaries and therefore produce a smoother energy surface, the following scheme was used. Since we use discrete rotamers and V vdw tends to in®nity as r ij tends to 0, V vdw was truncated to a maximum value of 2.5 kcal/ mol. This value was chosen to correspond with an optimal electrostatic interaction scheme, in which the minimum allowed distance separation between two interacting charges q i and q j was 3 A Ê for two heavy atoms, 2 A Ê for a heavy atom and hydrogen and 1 A Ê for two hydrogen atoms i.e. atom pairs that were closer than these values were re-scaled to these values for the purpose of calculating electrostatic energies. Torsional potentials are not included in the energy function, since side-chain conformations were derived directly from observed rotamers. However, in the present implementation of the model we replace the internal energy of the rotamer (the ®rst term in (equation (6)) with an energy relating to the observed rotameric preferences for particular side-chain conformations. The rationale for this procedure is that protein side-chains have distinct preferences for certain conformations and the molecular mechanics based energy landscape of the intra-molecular side-chain energy is either highly discontinuous or completely featureless making it unsuitable for use as an energy term. The internal energy of a particular rotamer is given by a Boltzmann weighted energy function relating to the observed frequency of occurrence, P i,k of the rotamer in the population distribution:
The observed frequencies for rotamers were taken from the rotamer library presented by Tuffery et al. (1991) . The side-chain conformations of the original structure are assigned to a particular rotameric class based on whether the side-chain torsion is within AE40 from the same torsion angle in the rotamer library. Non-rotameric residues, i.e. those rotamers that do not fall into any observed rotamer class, were assigned a minimum population frequency of 2%, thus limiting the maximum energy penalty for sparsely populated torsional space.
Cysteine residues involved in disulphide bridges were assigned (as discussed above) on Cys-Cys distance criteria. In order to direct their formation, a harmonic distant-dependent potential was applied to the S g -C b (K Sg-Cb 50 kcal/mol. A Ê 2 ) and S g -S g (K Sg-Sg 50 kcal/mol. A Ê 2 ) atom pairs, in a similar manner to the ECEPP energy function (Momany et al., 1975) .
Rigid-body minimization and refinement
Following each complete cycle of side-chain mean ®eld optimisation, rigid-body minimization (Islam, 1986) was performed on the resultant coordinates. Only interface residues whose C b atoms (or C a in the case of glycine) are within 15 A Ê of any C b of the other molecule are included in the minimization. The larger molecule (enzyme or antibody FAB) was kept stationary while the six degrees of freedom (three rotational and three translational) of the rigid smaller molecule (inhibitor or protein antigen) are moved according to the path determined by the derivatives to minimise the intermolecular interaction energy. Numerical derivatives were calculated using the same allatom model and potential energy function described above (except here the solvation contribution cannot be included). These were used in a steepest-descents minimization routine. The maximum rotation step size was 1 and maximum translational step size 0.3 A Ê . Minimisation continues until the energy of the system decreases by less than 10 À6 kcal/mol for any given step. The coordinates are updated according to the resultant translational/rotational vectors and a further cycle of side-chain optimisation was performed.
All calculations were carried out on a Silicon Graphics Power Challenge multiprocessor workstation. Timings are given in Table 1 , for the CPU time of both the side-chain mean ®eld optimisation and rigid-body minimization steps, on a single R10000 processor. Timings are given for only the largest and smallest of the protease-protein inhibitor and antibody-antigen systems, both with and without solvent present. Note, timings are given for an average structure, but individual run times could vary considerably depending on the number of cycles of re®nement and the extent of the protein-protein interface in contact.
Results

Evaluation of procedure
Solvation energies of small molecules in solution
Solvation energies calculated using the soft sphere Langevin dipole model (described above) for amino acid side-chains, their charged analogues, small hydrocarbons and water are given in Table 2 All calculations were carried out on a Silicon Graphics Power Chellenge multiprocessor workstation. Timings are given for the CPU time of both the side-chain mean ®eld optimisation and rigid-body minimization steps, on a single R10000 processor.
a Results for the top ®fty structures of the in vacuo re®nement. directly with the given charge and vdW parameters, such as with statistical mechanics methods) so that the effective solute-solvent separation corresponds more closely to the vdW distance than the true equilibrium distance. The PARSE/AMBER force ®eld reproduces the experimental solvation energies well considering the limited parameterisation of the model. Furthermore, the model reproduces the physics of solvation in the context of an all-atom model that includes vdW and electrostatic energy components as well as a ®eld-dependent hydrophobic term. This can be readily incorporated into a molecular mechanics based approach that, when combined with the mean ®eld approach, is fast to calculate.
Convergence characteristics and locating the global minimum
Locating the global minimum in an energy landscape is the key goal of an optimisation procedure. However, in systems with many degrees of freedom and a highly convoluted energy landscape such as exists in proteins, it is dif®cult to prove that a global optimum has been found. The advantage of the mean ®eld approach is that the ®nite number of degrees of side-chain freedom constitute a closed (or constrained) system.
In the mean ®eld approach the ®nal probability matrix CM is in¯uenced by initial probabilities (the initial CM(i,j) values assigned to side-chain rotamers) when re®nement is carried out at 298 K. If in initiating the conformational matrix one rotamer is chosen at random and given a probability of 1 whilst other rotamers are given a probability of zero for each residue and then optimisation is carried out at 298 K, the result for a series of different initial conformational matrices is a series of different ®nal matrices with different energies and side-chain distributions (as demonstrated by Koehl & Delarue, 1994) . However, temperature is the key issue, since biasing the probability matrix at relatively low temperature causes the system to get trapped in local energy minima.
We looked at several re®nement procedures. Two of the protocols have been described by Koehl & Delarue (1994) in which; (i) the initial conformational matrix is set to zero. After the ®rst step of re®nement the probability of a rotamer is described by its internal energy and its interaction with the backbone, and (ii) all rotamers of a residue are initially given the same probability (CM(i,j) 1/ K i ).
We also started with randomly biased initial probability matrices (described above) and looked at other methods including (iii) a perturbation approach in which the system is initially perturbed with a temperature jump to 6000 K followed by re®nement at 298 K in subsequent steps. This is almost identical with (ii), since the heat jump wipes clean any initial assumptions made about the rotamer probabilities. The other protocols were simulated annealing methods, in which (iv) the initial temperature was set at 6000 K and the temperature was reduced in subsequent steps according to:
until 298 K was reached. g is a scaling factor that can have a value between 0 and 1. And (v) the temperature is linked to the convergence characteristics (see (equation (10)) of the conformational matrix according to:
values of rmsMAT tend to zero as the optimisation converges.
The convergence characteristics in terms of energy during the course of re®nement of the trypsin-BPTI interface are given in Figure 2 . All ®ve of the methods described above converge to the same minimum (same values for CM), albeit by different pathways. Furthermore, this minimum corresponds to the lowest energy conformational matrix produced when starting from a series of biased probability matrices described above. This behaviour was found for all the other systems tested (results not shown), and would appear to be a general result. This suggests that a global minimum is achieved for a given ®xed backbone geometry and a ®nite number of side-chain rotamers using any of the protocols (i) to (v) . Note, this is not the same as ®nding a global minimum for the (unconstrained) system as a whole. 
Modelling Protein-protein Interactions
Application to protein docking
Refinement of protein-protein complexes: using unbound conformations
We present a detailed analysis of three proteaseprotein inhibitor complexes in which re®nement was carried out on the unbound structures. The unbound structures were optimally superimposed in terms of their C a -RMS on the bound crystal coordinates and re®ned using alternate cycles of mean ®eld side-chain optimisation followed by rigid-body minimisation until the interaction energy reached a minimum. The resulting conformations were compared with the crystal complexes, and the energetics of side-chain interactions were compared with those of the crystal complex after re®nement. The object of the study was to establish if the re®nement procedure leads to an improvement in conformation and energetics at the protein-protein interface given a suitably close docked solution to the complex but using the unbound conformations of the two proteins. The systems include trypsin-BPTI, subtilisin-chymotrypsin inhibitor and a-chymotrypsin-ovomucoid, which have been extensively studied in previous protein docking studies (Shoichet & Kuntz, 1991; Bacon & Moult, 1992; Fischer et al., 1995) . The analysis concentrates on the inhibitor molecules because these molecules recognise the target protein and undergo almost all the conformational changes on binding. Only residues at the interface (residue C b within 10 A Ê of any C b of the enzyme. The C a of glycine is used) whose interaction energy was above a threshold value (À1 kcal/mol < interaction energy > 1 kcal/mol) were included in the analysis. We present several structural and energetic measures by which the re®nement procedure can be assessed, these include: (i) graphical representation of the conformations of inhibitor residues at the interface before and after re®nement (see Figure 3 (a) to (c)) (ii) side-chain RMS deviations from the crystal co-ordinates before and after re®nement (see Figure 4 (a) to (c)), (iii) energies of side-chain interactions following re®nement for both the unbound and bound conformations (see Figure 5 (a) to (c)). We now consider each of the systems in turn.
Trypsin-BPTI. The conformational changes brought about by re®nement predict both the conformations and interaction energies of the key residues Lys15, Arg17 and Arg39 very well. In particular, Figure 4(c) shows the large reduction in side-chain RMSd for these residues in spite of the overall increase in C a -RMSd following re®nement. The guanidinium and amine moieties of these residues move to occupy the same locations as those seen in the crystal complex, and are predicted to have the most favourable interactions with the enzyme in agreement with the re®nement of the trypsin-BPTI crystal complex. a a a-Chymotrypsin-ovomucoid. The improvement in conformation brought about by re®nement is less clear than in trypsin-BPTI. This is largely because the side-chain conformations of the interface residues do not change much on binding (with the exception of Thr17, Arg21 and Asn36) and improvements in the positioning of residues is somewhat obscured by a 1 A Ê shift in the C a -backbone relative to the crystal following re®nement. The structural comparison of the key binding residue Leu/Met18 cannot be made because it is a different species of the protein in the bound and unbound structures. However, Met18 has the same w1 and w2 angles as Leu18 in the bound conformation following re®nement. Rearrangement of Arg21 on re®nement allows it to interact more favourably with Asp64 and Asp35 of the enzyme in agreement with the crystal structure of the complex. Following re®nement there is high correlation between interaction energies for interface residues of the bound and unbound structures.
Subtilisin-chymotrypsin inhibitor. The improvement in conformation following re®nement is considerable. The inhibitor binding residues Thr55, Thr58, Met59 and Arg62 all undergoing conformational changes to adopt similar conformations to those in the crystal complex, this can be seen clearly in terms of the reduction in side-chain RMSd. Following re®nement there is reasonable correlation between the predicted residue interaction energies for the bound and unbound structures.
These results show that if the unbound conformations of the proteins adopt a similar orientation to the crystal complex, then an improvement in structure (as measured by side-chain RMSd) relative to the unbound starting conformations can be achieved by re®nement. Also, the energies of interaction for residues following re®nement of the unbound structures appear to be highly correlated with those predicted following re®nement of the experimental crystal complex.
Using the energies of refined docked protein complexes to rank solutions
One of the motivations for this work was to be able to use the re®nement process to optimise protein-protein interfaces of rigid-body docked complexes. Thus we are able to test the hypothesis that the solvent-mediated interaction energy can be used to rank the solutions, and successfully distinguish``true'' from``false'' positives. A Fourier correlation docking algorithm, FTDOCK, using shape and electrostatic complementarity to generate putative complexes has been described by us (Gabb et al., 1997) . The following results are based on structures reported in Table 3 of Gabb et al. (1997) , which were generated following a global search of binding space with local re®nement (1.5 A Ê surface thickness) and loose ®ltering (i.e. using biochemical constraints to exclude solutions). Results from``loose'' ®ltering represent the structures that ful®l the constraint of the contact of any ligand atom with any active site residue of the enzyme or residue of the antibody CDRs (information that is commonly available in most docking studies). This involves re®nement of between 26 (subtilisin-chymotrypsin inhibitor) and 762 (HyHEL10-lysozyme) structures per system. Also, we analysed structures generated by Shoichet & Kuntz (1991) using the program DOCK. In addition, for all systems, we carried out re®nement on both (i) the crystal complex (with the bound conformations of the subunits) and (ii) a``best-®t'' solution generated using the unbound structures optimally superimposed (in terms of their C a -RMSd) on the bound crystal co-ordinates. The latter represents the best possible solution that could be achieved by docking of the unbound structures (in terms of the C a -RMS ®t).
The results of the re®nement in vacuo (with no solvent present) are given in Table 3 for the ®ve protease-protein inhibitor systems (for which both bound and unbound conformations of the subunits are available), and in Table 4 for the four antibodyantigen systems. For the antibody-antigen structures HyHEL5 and HyHEL10 only the unbound form of lysozyme was available, so bound forms of the antibody FABs had to be used in docking. The results of re®nement with the solvent model included are given in Table 5 for the ®ve proteaseprotein inhibitor systems and Table 6 for two of the antibody-antigen systems, HyHEL5 and HyHEL10 (since the in vacuo results with D1.3 and D44.1 were poor, these systems did not warrant further investigation with the solvent-mediated energy function). It should be noted that in the solvated systems, since we calculate ÁG solv for the complexed forms only, desolvation energies cannot be compared between the crystal complex and the unbound structures or between those of two unbound structures from different systems (e.g. the FTDOCK (1sup/2ci2) and DOCK (1sbc/2ci2) forms for subtilisin-chymotrypsin inhibitor). The reason is that the solvation energy of the isolated subunits is different for different systems due to differing numbers of residues and differing conformations of side-chains. Both factors could potentially give rise to large differences in ÁG solv that have nothing to do with binding. The results in Tables 3 to 6 are given in terms of (i) the C a atom RMSd from the crystal complex, (ii) the energies of interaction between the enzyme and inhibitor in Tables 3 and 4 and the solvent-mediated interaction energies plus the relative desolvation energies (ÁÁG solv ) of binding in Tables 5 and 6 , and (iii) the ranking of the solutions in terms of energy with respect to all the other docked solutions analysed. The energies and rankings in bold are those of the FTDOCK generated structures. A close solution is de®ned as any with a C a RMSd for interface residues from the crystal complex of <2.5 A Ê (Gabb et al., 1997) . The two close solutions of highest rank and any other close solution ranking in the top ten are shown. The rankings in italics are those of the crystal complex, best-®t or DOCK structures when that one structure is added to the FTDOCK data set (to allow comparison only) i.e. where would that structure rank were it to be a solution generated by FTDOCK? Only the top six close DOCK solutions are included for comparison.
The dependence of the solvation energy on the representation of the molecule embedded in a solvent grid can be assessed by the several different runs in which the molecule undergoes rotation about the geometric centre. Each of the three best®t unbound conformations (analysed above) were rotated $10 about the x, y, z, x y, x z and y z axes. The error in the solvation energy calculations is given by the standard deviation (for seven runs). Trypsin-BPTI (ÁG solv À 459.2(AE3.4) kcal/mol), a-chymotrypsin- ovomucoid (ÁG solv À 519.9(AE1.2) kcal/mol), subtilisin-chymotrypsin inhibitor (ÁG solv À 492.2(AE3.9) kcal/mol). The grid dependence is comparable to that obtained with the Poisson-Boltzmann method (sd 0.5 to 2.7 kcal/mol at 1.75 grids/A Ê : Jackson & Sternberg, 1995) and within acceptable bounds.
One important feature of the in vacuo results is that in all systems except one (HyHEL10) the re®ned crystal complex has a more favourable interaction energy than any of the docked solutions analysed. This is a strong indication that the energy function is of predictive value in assessing the structural validity of complexes. The energy gap between the bound and unbound structures suggests that a greater level of atomic complementarity is achievable than that found by the conformational re®nement of the unbound conformations.
Protease-protein inhibitor complexes. In three of the ®ve complexes (kallikrein-BPTI, chymotrypsinovomucoid, chymotrypsin-HPTI) a close solution All energies are in kcal/mol. a Structures include: (1) the experimental crystal complex; (2) a best-®t solution (involving optimal superposition of C a -co-ordinates of the unbound subunits on the crystal complex); (3) structures generated by the program DOCK (Schoichet & Kuntz, 1991) ; (4) structures (results in bold) generated using the program FTDOCK (Gabb et al., 1997) . See the text for further details.
b The all C a atom RMSd of the complex from the experimental crystal complex. c Rank in bold is for the FTDOCK-generated data set. Rank in italics is that of any other generated geometry given it was a solution generated by FTDOCK. See the text for further details. All energies are in kcal/mol. 1991) are considered. Thus, starting from unbound conformations and using the energy re®nement procedure developed here it is possible to ®nd highly ranked``true'' positives from amongst the large number of``false'' positives. Success is dependent on whether the critical residue interactions can be reproduced on re®nement. Failure is because some close docked structures do not allow the formation of these interactions during re®nement; however, this is not a direct function of the RMS-®t of the model to the crystal (e.g. see the results of kallikrein-BPTI or chymotrypsin-HPTI below). Indeed, the rugged nature of the free energy landscape and/or the limitations of our approach are suf®cient to obscure some of the close docked solutions following re®nement, implying that molecular recognition occurs at a very speci®c level.
The inclusion of solvent in the energy function is advantageous. In the subtilisin-chymotrypsin inhibitor system, the highest ranked close solution goes from 12th in vacuo to fourth in the presence of solvent, and in trypsin-BPTI the top ranked close solution goes from 47th to 11th. The other three systems retain highly ranked close solutions in the presence of solvent. Furthermore, certain highly ranked false positives that have very favourable interaction energies in vacuo have large desolvation penalties on binding and therefore rank poorly in the presence of solvent (see the discussion of false positives below).
It is useful to analyse the success and failure of the re®nement procedure as it applies to each of the protease-protein inhibitor systems in terms of structural features and the possible limitations of the side-chain rotamer representation and ®xed backbone conformation.
a a a-Chymotrypsin-ovomucoid. There is little conformational change in the main chain on binding, or in the interface side-chains, with the exception of Met I18 and Arg I21 side-chains (see Figure 3(b) ). The replacement of Leu I18 in the crystal complex (1cho) by Met I18 in the unbound forms (5cha/ 2ovo) presents no steric problem in the best-®t solution. Following re®nement, the methionine sidechain dihedrals w1 and w2 adopt those of leucine, with Met having the single largest favourable contribution to binding (which like Leu represents $20% of the favourable interaction energy). Following re®nement of the FTDOCK results, the top four ranked solutions are all close solutions. This system represents the most convincing case for combining the re®nement procedure with the rigid-body docking procedure.
Subtilisin-chymotrypsin inhibitor. There is only a small degree of conformational change in the main chain on binding. However, four interface sidechains of the inhibitor (Thr I55, Thr I58, Met I59 and Arg I62) that are important for binding undergo conformational change on binding (see Figure 3(c) ). These changes are predicted well in the best-®t model by the side-chain re®nement. However, in spite of a (theoretical) high ranking for the best-®t solution, the two close solutions generated by FTDOCK score comparatively poorly in this example (other FTDOCK runs did however generate solutions that would have ranked ®rst; unpublished results). This shows the sensitivity of the results to relatively small changes in the interface.
Trypsin-BPTI and kallikrein-BPTI. Again in both these systems there is little main-chain conformational change on binding (see Figure 3 (a)), with conformational change being largely con®ned to the important inhibitor binding residues Lys I15 Arg I17 and Arg I39. The ability of the Lys I15 to bind into the deep substrate-speci®city pocket of trypsin or kallikrein is paramount (contributing 26% and 30% of the favourable interaction energy, respectively). However the restricted access and depth of the pocket, mean that the conformation of the side-chain is highly constrained. Indeed in terms of close FTDOCK conformations (19 for KAI and eight for PTC) only one kallikrein-BPTI solution (which has the lowest RMSd) can productively form this interaction. Translational or rotational shifts at the interface or the limited number of lysine rotamer conformations preclude the other solutions from forming an ion-pair interaction with Asp E189 at the bottom of the pocket. Disappointingly, the best-®t kallikrein-BPTI structure cannot form this interaction. This would appear to be a result of the limited rotamer choice for lysine disallowing this interaction on steric grounds.
a a a-Chymotrypsinogen-HPTI. This is the only enzyme-inhibitor system in which the backbone conformation of the inhibitor binding loop (involving residues Glu I12 to Cys I16) undergoes signi®-cant conformational change between the bound and unbound states. One result of this is that the best-®t solution has a somewhat different binding interface from the crystal complex. In this best-®t solution Tyr I18 cannot bind effectively in the enzyme speci®city pocket in spite of being able to make some other residue-residue interactions seen in the complex. In consequence, this solution has a fairly poor interaction energy. In the re®ned crystal complex Tyr I18 contributes by far the single largest favourable residue contribution (27%) to binding. The top ranked FTDOCK close solution can however bind Tyr I18 in the speci®city pocket (making the single largest favourable residue contribution, 18%, to binding). However, in order to do this there are signi®cant differences in the residue environments of the binding loop (Tyr I10-Arg I21). Only residues Gly I15-Tyr I18 can be considered to be equivalent to those of the crystal complex in spatial and conformational terms.`F alse'' positive solutions. We have not carried out an extensive analysis of the high-scoring``false'' positive solutions generated by FTDOCK. However, it is interesting to focus on the trypsin-BPTI system simply due to the nature of the results and because high-scoring false positive docked solutions have been commented on before for this system (Shoichet & Kuntz, 1991; Bacon & Moult, 1991; Cher®ls & Janin, 1993) . As might be expected, any arginine or lysine residue that can bind in the trypsin speci®city pocket will have a favourable interaction energy. Indeed, in agreement with the studies above, false positive solutions involving Lys I15 (with the molecule binding in a different orientation) or Lys I26 binding in the speci®city pocket are ranked highly. However, two different solutions (the in vacuo DOCK and FTDOCK best false positive solutions, given in Table 3 ) that rank very highly, show how false positive solutions can maximise the available interaction energy. As can be seen from Figure 5 (c), in addition to Lys I15 (which contributes 26% of the favourable interaction energy), Arg I17 and Arg I39 make the second and third most favourable interactions (contributing 16% and 12% of the favourable interaction energy, respectively). The two high-ranking false positives make use of these two sites in addition to the speci®city pocket (see Figure 6 (a) and (b)) using either long-chain arginine or lysine residues. Thus, they harness much of the interaction energy available to the native state. However, with the inclusion of solvent in the energy function both solutions (in particular the FTDOCK best false positive) are ranked much lower due to large desolvation energy penalties associated with binding.
Antibody-antigen complexes. In only one of the four FAB-lysozyme systems does a close solution rank in the top ten answers generated by the FTDOCK algorithm. This rises to two out of four if we consider any close solution in the top 30 answers. However, it should be noted that in the two most successful systems HyHEL5 and HyHEL10 bound conformations of the antibody (and an unbound conformation of lysozyme) had to be used in the docking study. In the D44.1-lysozyme and D1.3-lysozyme systems, both the lysozyme and antibody structures used in docking were unbound crystal structures. This may be the reason why HyHEL5 and HyHEL10 perform much Figure 6 . Comparison of the experimental crystal (in white) and the two top-ranking false positives (in black) following in vacuo re®nement of docked structures of trypsin-BPTI generated by (a) DOCK (Schoichet & Kuntz (1991) and (b) FTDOCK (Gabb et al., 1997) . The trypsin C a co-ordinates have been optimally superimposed. Only the BPTI C a trace and important Arg/Lys interface binding residues (see the text) are shown.
better than D44.1 and D1.3. Certainly, whilst both the best-®t solutions for HyHEL5 and HyHEL10 rank highly, those of D44.1 and D1.3 perform the worse of the systems studied. It would appear that the main-chain conformational changes that occur on binding in these two systems mean that any methodology that does not treat main-chain¯exi-bility is likely to fail. The advantages of including solvation in the energy function are more dif®cult to judge here than in the enzyme-inhibitor systems, since only two of the systems give close solutions in the top 50 ranked in vacuo solutions. There is improvement in the best-ranking close solution in HyHEL10 from ninth to fourth, however, the results for HyHEL5 get worse. Again it is useful to further analyse each system in turn.
FAB D44.1-lysozyme. Rigid-body docking is a poor approximation in this case. In particular, a conformational change on binding in the mainchain atoms of lysozyme of a loop involving Pro70 and Gly71 (of magnitude 2.1 A Ê and 2.4 A Ê , respectively, for C a atoms following rigid-body superposition of the two structures) cause steric con¯ict when the unbound structures adopt the best-®t conformation. This clash cannot be alleviated with a ®xed backbone without compromising the observed interactions at the interface. Furthermore, the side-chain of lysozyme Arg45 cannot adopt the conformation seen in the crystal whereby it forms an interaction with Glu H50 (presumably due to the fact this arginine rotamer is not present in the rotamer library). This causes the local rearrangement of the conformations of Trp L94 and Tyr H59, with a signi®cant loss in binding energy. The best-®t unbound conformation would have ranked 185th in the in vacuo energy ranking for 590 structures processed. There are only three close RMSd solutions found from docking, these rank 110th, 168th and 348th. FAB D1.3-lysozyme. A local rearrangement of the hypervariable loop H3 on binding involving Asp H100, Tyr H101 and Arg H102 (of magnitude $1 A Ê for C a atoms following rigid-body superposition of the two structures) places the loop in a somewhat different conformation in the bound crystal complex, which allows the dominant interactions of Asp H100 and Tyr H101 to form with the antigen. This is associated with a difference in interaction energy of $20 kcal/mol when comparing the energy re®ned unbound and bound conformations. In addition, several other residue interactions are predicted to be weaker in the unbound complex than in the crystal complex, leading to the observed difference in binding energy. In particular Gly H31 and Tyr H32 (of H1) Asp H54 (of H2) Tyr L32 (of L1) Tyr49 and Tyr L50 (of L2) Trp L92 and Ser L93 (of L3).
In addition to the hypervariable loop H3, several of these residues have been identi®ed as undergoing systematic displacement on binding (Bhat et al., 1990) , giving rise to an induced-®t mechanism of antigen binding. The best-®t unbound conformation would have ranked 238th in vacuo for 707 structures processed. There are only four close RMSd solutions found from docking, these rank 178th, 243rd, 272nd and 387th.
FAB HyHEL5-lysozyme. The inability of Arg45 and Arg68 of lysozyme to reproduce the native side-chain conformations on re®nement of the unbound complex causes steric con¯icts at the antibody-antigen interface that result in the loss of binding energy. Con¯ict between Arg45 and Trp L90 results in rearrangement of the Trp ring, and there are unresolvable vdW con¯icts between Arg68 and Trp H33. These residue interactions alone account for a loss of $15 kcal/mol in binding energy. In spite of this the Arg residues undergo considerable change in conformation on re®nement and largely mimic (within the constraints imposed by the rotamer library) the interaction seen in the bound complex. The best-®t unbound conformation would have ranked 14th in the in vacuo energy ranking of the 520 structures processed. There are the only two close RMSd solutions found from docking and they rank 29th and 43rd. Inclusion of solvent in the energy function brings about a marginal improvement in rank of the best-®t structure following re®ment of the top 50 in vacuo structures. However, the two close RMSd solutions rank more poorly.
FAB HyHEL10-lysozyme. This case is the only antigen-antibody complex that is not affected by the limitations imposed by a rigid backbone and rotamer library description of side-chains. In this case, three important long-chain binding residues of lysozyme, Arg21, Lys96 and Lys97 can all interact favourably with the antibody in the unbound complex. Arg21 and Lys97 do so through different rotamers from the bound complex (due to slightly differing main-chain conformations) but place the guanidinium and amine functional groups in the same locations as the bound complex. Only Arg21 undergoes a major change in side-chain conformation on binding. The best-®t unbound conformation would have ranked tenth in the in vacuo energy ranking of the 765 structures processed. There are only three close RMSd solutions found from docking they rank 9th, 11th and 27th. Interestingly this is the only system where false positive dockings have a better in vacuo binding energy than the re®ned crystal structure. Inclusion of solvation further enhances the ranking of all these solutions following re®nement of the top 50 in vacuo structures.
Discussion
Here, we address the problem of whether the protein-protein interaction energy plus the differences in solvation energy can be used to dis-tinguish between true and false positives generated by rigid-body docking.
The ranking of the highest scoring close solution generated by FTDOCK are given for all the systems in Table 7 ranked according to the scoring function of (1) FTDOCK shape and electrostatic complementarity (Gabb et al., 1997) (2) the in vacuo interaction energy (E int ) and (3) the solventmediated interaction and solvation energies (E int ÁÁG solv ). Clearly, re®nement of the proteinprotein interface leads to a higher rank for the top close solution in all but two cases (D1.3 and D44.1). Inclusion of solvent in the re®nement process preserves high-ranking close solutions or improves the ranking in all but one case (HyHEL5). In several of the systems there is an order of magnitude improvement in the ranking of a close solution over FTDOCK rankings; furthermore, where the method is successful a close solution is likely to be found in the top four structures. In summary, this indicates that where the results are not limited by conformational sampling, the energy function developed here is a good measure of protein-protein complementarity.
We carried out detailed analysis on three protease-protein inhibitor complexes, trypsin-BPTI, a-chymotrypsin-ovomucoid and subtilisin-chymotrypsin inhibitor. These three complexes have been analysed in previous studies that attempted to discriminate between docked complexes (Shoichet & Kuntz, 1991; Jackson & Sternberg, 1995; Weng et al., 1996) . The results show that starting from best-®t unbound docked conformations of the subunits both the structural (as de®ned by improvement in side-chain RMSd) and energetic criteria (as de®ned by the high correlation for residue contributions to binding for the unbound and bound states) show that the re®nement procedure reproduces the crystallographically determined binding mode and its energetics. The best-®t solutions rank in the top four structures against a background of between 26 and 229 other structures. This strongly suggests that if the important interactions involved in the recognition process can be formed in the re®ne-ment stage then there is a high probability that a true positive structure will be ranked very highly.
As in a previous study (Jackson & Sternberg, 1995 ) using a continuum model (Jackson & Sternberg, 1994) for protein-protein interactions, the energy function developed here ranks true positives above the best false positive for the docked complexes generated by the study reported by Shoichet & Kuntz (1991) using the program DOCK. However, the present study represents a more stringent test of the energy function due to the size of the FTDOCK-generated data sets, and the greater number of systems analysed. Furthermore, conformational re®nement at the interface can determine the important residue interactions in binding, hence, the present method represents a further improvement of modelling protein interactions given its inclusion of conformational¯exi-bility as well as its treatment of solvation.
In terms of conformational sampling, solutions need to be generated at the docking stage that are suf®ciently close to the conformation of the complex to allow the key interactions to form during re®nement. Conformational change of the backbone on binding (e.g. the best-®t solution for a-chymotrypsinogen-HPTI) or the inability of the side-chain rotamer library to model the conformations of charged long-chain residues (e.g. the best-®t solution for kallikrein-BPTI) can still result in failure. However, highly ranked close solutions were found for both the above examples in spite of the poor results for the best-®t models.
It would appear that for the highly speci®c protease-inhibitor systems success is usually achieved, which is generally a re¯ection of the rigid-body nature (at least with regard to conformational changes in the backbone) of the subunit interactions. In the case of these systems, solvent would appear to further enhance the rankings of close solutions. However, inclusion of solvent does not turn close solutions with poor in vacuo energies into high-ranking solutions. If speci®c favourable interactions are not formed on re®nement then a particular solution is unlikely to be highly ranked, irrespective of the presence of solvent.
We have not carried out a detailed analysis of false positive solutions. However, it was found that a few alternative solutions could form equally favourable interactions to the native best-®t structure. In the case of the trypsin-BPTI system, the inhibitor can bind in more than one conformation in which Lys or Arg residues bind in three negatively charged surface pockets of the enzyme active site. This type of binding is similar to that employed by the inhibitor, in that it maximises the interaction with the enzyme. However, these alternative binding modes are discriminated against if solvation is included in the scoring function, emphasising the importance of solvation for excluding incorrect geometries.
In contrast to the protease-protein inhibitor structures, the antibody-lysozyme results are less encouraging. A combination of a rigid backbone representation and limited rotamer coverage are likely to be the cause of failure in these systems. Clearly, the non-rotameric tendencies of arginine, lysine and glutamic acid are of concern (Schrauber et al., 1993) , since these residues in particular often play a key role in binding. Certainly the inability of arginine rotamer conformations to mimic the interactions seen in the crystal structures are a major cause of the weaker interaction energies seen in the best-®t unbound complexes of FAB HyHEL5 and D44.1. It would be advantageous to increase the coverage of conformational space for these non-rotameric residues in view of their importance in binding. Recently, Desmet et al. (1997) have described a more extensive backbone dependent rotamer library that allows greater coverage of conformational space. Alternatively, Monte Carlo re®nement of interface side-chains could be performed (e.g. see Totrov & Abagyan, 1994) , or a systematic conformational search (e.g. see Bruccoleri & Karplus, 1987) . However, currently, such search methods are too computationally intensive for the type of study carried out here in which potentially hundreds of docked geometries are screened.
Other factors could also play a role in our inability to predict antibody-antigen interactions. Firstly, antibodies in general have binding constants in the nanomolar range as opposed to enzyme-inhibitor complexes that have binding constants in the pico and femtomolar range. Therefore the degree of speci®city is likely to be less with a concomitant rise in the background noise from false positives, making discrimination somewhat harder. Secondly, speci®c ion binding or proton uptake/release may play an important role in binding in certain systems. Thirdly, the general role of electrostatic and shape complementarity seems somewhat less well de®ned in the case of antibody-antigen interactions when de®ned by Fourier correlation theory.
The inclusion of side-chain¯exibility and interface re®nement in a general rigid-body docking methodology and our study of both protein-inhibitor and antibody-antigen interactions allow us to make some generalisations about the mechanism of protein-protein recognition in the two systems. In the protease-protein inhibitors there is essentially a``lock and key'' binding mechanism where conformational change is largely limited to sidechains, consequently the screening method works well. In the antibody-antigen systems there is an induced-®t mechanism (Wilson & Stan®eld, 1993) where more extensive rearrangement of the backbone conformation on binding (e.g. D1.3 and D44.1) can cause problems for the method. The energy function developed here can discriminate between near-native structures and false dockings if the near-native structures can reproduce the residue interactions seen in the crystal complex. The limitations of the method are mainly due to conformational sampling. Development of a method that adequately models structural plasticity and sidechain¯exibility may lead to a more general solution to the protein docking problem.
