Abstract-Remote monitoring of health and mobility is critical in the support of aging-in-place for seniors. However, it is challenging to passively monitor individuals in multi-resident homes. In this paper we present a new method for the identification of individuals using simple wall-mounted radio frequency (RF) transceivers and IR sensors with fingerprinting techniques. The approach is passive or device-free in that it does not require the person being identified to wear any transmitting device Classification is achieved using features derived from measuring the disruption of RF received signal strength (RSS) among 4 transceivers positioned across either a hallway or doorframe. Three IR sensors provide timing information. Results are given for 3 test subjects (1 female, 2 males). The approach achieves over 98% classification accuracy in distinguishing the female from the male subjects and over 83% in distinguishing between the males using a Gaussian Mixture Model for classification. More than 2300 labeled examples per subject were used for training. When the training data is reduced to less than 140 examples per subject, 96% and 82% classification accuracy is still achieved respectively.
I. INTRODUCTION
Caring for seniors in their own homes is a rapidly growing sector of the healthcare industry. As the US population ages, caregivers and relatives will increasingly rely on technology for remotely monitoring the health and wellbeing of seniors living independently. Many systems designed for monitoring and safety alerts make use of wearable sensors such as pendants. One major disadvantage of these types of systems is that seniors often refuse or forget to wear such a device, which they may view as being intrusive and inconvenient. For some, remembering to charge batteries is also problematic. Alternative health monitoring systems make use of passive device-free monitoring approaches that do not require the use of tags. Passive monitoring is less intrusive and may provide a greater sense of independence for the seniors. Passive sensing systems include IR motion detectors for determining room level presence, bed sensors, and low-energy Bluetooth contact switches that can be placed strategically around the home to detect opening the refrigerator door, using a pillbox, leaving the home, etc. Video based systems have also been used [1] including work done using the Microsoft Kinect system to estimate gait and fall risk [2] . Seniors will oftentimes refuse to use video-based monitoring systems citing privacy concerns.
Multi-resident tracking is a particularly challenging task; most currently available systems available require a bodyworn device. A background on tracking within a multipleresident smart home can be found in [3] . At the Oregon Center for Aging and Technology (ORCATECH), work has been done using body-worn devices that use RSS from a body-worn watch relative to a base-station transceiver to identify walking speeds of multiple residents in a home [4] . Work has also been done using passive ceiling-mounted restricted IR sensors to measure walking speed differences among residents to disambiguate them [5] . A method to track multiple residents simultaneously using combined RFID and other passive sensors positioned throughout an environment is described in [6] . In recent work, we made use of RF wall-mounted transceivers and RF fingerprinting to track the location and mobility of people [7] [8] [9] . Passive monitoring of walking speed, an important metric of health, can be determined using a sequence of IR sensors [4] or a simple RF array [10] . Many of the systems and approaches developed in the research community are now being commercialized through new companies including Lively, GrandCare, CarePredict, and our affiliate company MotioSens.
Multi-Resident
Currently, many passive monitoring systems have a major shortcoming: the inability to separate multiple people in a single home. When a caregiver or friend visits, their presence corrupts the monitoring of the resident. When monitoring the number of trips that a resident takes to the bathroom in a given day, it is critical to know that it is the resident making the trip and not a spouse or visitor. If there is a couple living together, it is essential to be able to associate health and mobility metrics for each individual.
The solution presented in this paper makes use of the same non-intrusive wall-mounted RF transceivers that we previously used for both walking speed and location tracking [8] [10] . Our system uses a small network of RF transceivers placed in hallway or doorframe to detect the unique signatures of individuals (see Fig. 1 ). As a person walks past the sensors, the received signal strength (RSS) between transceivers is distorted. Unlike a simple IR switch, RSS measurements capture aspects of a person's body and movement caused by the absorption, and multipath reflection of RF energy. To successfully identify a person, the signal's attributes are processed to extract a variety of relevant features or fingerprints. During a calibration phase, recorded features for each person of interest are used to fit a classifier; we tested both a Gaussian Mixture Model (GMM) and a feedforward neural network (NN). The classifier can then be used to identify individuals in real-time as the person passes the sensors. Details of the system, derived features, classification training, and results are provided in the remaining sections of this paper.
II. METHODS

A. Hardware and System Configuration
The sensor system consists of 4 RF transceivers, referred to as access-points (AP), arranged in a doorway or on the walls of a hallway as shown in Fig. 1 . The RSS signal recorded between each pair of APs is defined as a "link". In our experiments, a 1 m wide doorframe was simulated using wooden posts to position 2 APs at 1 m height (~ waist level) and 2 APs at 1.75 m (~ head level). This provides a total of 4 links (direct links A and B, and cross links C and D). In addition to the RF transceivers, 3 narrow-beam IR range sensors (Sharp GP2Y0A02YK0F) were used for the purpose of synchronizing the data acquisition system and for obtaining an estimation of walking speed.
The APs themselves were built by MotioSens (Portland, OR) and programed to transmit data at 912 MHz with a transmission rate of 20Hz (see Fig. 2 ). Periodic transmission allows all APs to function at very low power levels (i.e., sleep whenever not transmitting) and last for up to a year on a single set of batteries. One of the APs also acts as a hub, which relays data to a laptop running custom data acquisition software. For this study, data was recorded and processing was performed offline. However, the system is also capable of transmitting recorded data to a cloud server for real-time remote processing and monitoring. The total cost of the system hardware is less than $150.
B. Data Processing, Feature Extraction, and Classification
The RSS waveforms acquired at 50ms intervals for each link serve as the data input to the classification algorithm. An example of RSS waveforms recorded as 3 different subjects walked past the sensors is shown in Fig. 3 . RSS signals are converted from dBm into power (Watts):
Next, "background subtraction" is performed in which the long-term mean is subtracted from each signal (a variance threshold is used to avoid including data when a person is nearby in the long-term mean calculation). Using the IR trigger (IR2), a 2 second (41 sample) centered window of data is extracted each time a person walks past the sensors.
The features used for classification are derived from the windowed data of the RSS for each of the 4 links. Classification performance depends on finding good features that discriminate well between people and maintain high generalization over time. We started with a large candidate number of possible features, including spectral representations of the signal, principle component analysis (PCA), mean, variance, skew, kurtosis, and others. Additional heuristic features such as peak magnitude and difference in peak magnitude between links, were also
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RSS dbm /10 (1) included. In total, 81 different unique features were considered. We then performed a simple, popular feature selection procedure called sequential forward selection to select a smaller subset of the most relevant features. This involves first choosing the single best feature out of the 81 candidates that had the highest classification performance. A GMM was used for classification (trained and tested using cross-validation on approximately 7,000 examples collected from 3 subjects -see next section for details). Once the single best feature had been selected, each of the remaining 80 features were tested again in combination with the best feature in order to select the best 2 feature pairs. The process of adding features and testing was repeated until adding more features resulted in only a marginal improvement in classification performance. This procedure resulted in selecting the following 10 best features in order:
The area under the curve for the link C RSS; area is calculated as the sum of the RSS magnitude squared. 2. The first 5 principle components from the link A signal. 3. Number of unique peaks in link B RSS signal. 4. The max minus the min value of link A RSS signal. 5. Walking speed as approximated by the timing difference between IR sensor firings from IR1 and IR3. 6. The skew of link B RSS signal. 7. The standard deviation of link B RSS signal. 8. The max minus the min value of the difference between link A and link B RSS signals. 9. The mean of link C RSS signal. 10. The difference in std between link B RSS signal before and after the primary peak of link B RSS signal.
All features are scalars except for feature 2, which is a vector of 5 values. Features 1 and 3 are derived from the RSS signal in dbm while features 2, 4, 7-10 are derived from the RSS signal in units of Watts. Fig. 4 shows the subject histograms for feature 1, which indicates that with just a single feature the female subject (Subject A) is well separated, whereas there is a large overlap between features for the male subjects (Subjects B and C). Our approach makes use of all 10 features as the fingerprint for input to the classifier. Both GMM and feedforward NN classifiers were evaluated as discussed in the next section.
III. EXPERIMENTS AND RESULTS
Three volunteer subjects were used to record data and evaluate performance. Subject A was a 5'3" 145 lb female, subject B was a 5'11" 185 lb male, and subject C was a 6'1" 195 lb male. Subjects were asked to walk for an hour continuously back and forth down a 7 meter hallway at varying speeds, each time passing the sensor system. This was repeated on 5 separate days. Subjects wore different shoes and clothing on each day but were instructed not to carry a bag or purse. Subjects were allowed to carry (and use) a cellphone. Approximately 460 walks per subject past the sensors were recorded each day for a total of approximately 2,300 recordings per subject over the 5 days.
Classification performance was compared for a GMM versus a feedforward NN, both using the same set of 10 best features (see previous section). For the GMM, a different model with 15 Gaussians (determined experimentally) was fit for each of the 3 subjects using expectation maximization (EM). 15 hidden neurons were used for the NN classifier. Accuracy was evaluated by using a 5-fold daily cross validation. This involved using 4 days for training (~1,840 examples per subject) and the remaining day for testing (~460 examples per subject). This was repeated 5 times to find the average daily classification performance. In this way we were assured that none of the training data came from the same day as testing. This validation resulted in a final classification accuracy of 98.1% for the GMM and 98.6% for the NN when separating male versus female and 83.8% for the GMM versus 82.0% for the NN when separating male versus male.
Reducing the amount of labeled training data was also investigated to characterize performance as summarized in Fig. 5 . This involved Monte-Carlo sampling by randomly drawing a percentage of the training data (from the 4 training days), while still evaluating all available data for the test day. For small amounts of training data the GMM clearly outperforms the NN. When only 6% of the available labeled training data was used (approx. 140 walks per subject) the GMM still achieved 96.4% accuracy (malefemale classification) while the NN achieved only 93.5% accuracy. This difference is most likely due to the feedforward NN over-fitting the training data. In the male-male case the GMM achieved 82.8% accuracy with only 6% training data while the NN achieved only 71.6%. To further evaluate performance, the subject classification confusion matrices are shown in Table 1 for 100% labeled training data and Table 2 for 6% labeled training data for the GMM. The classifier is most successful at recognizing subject A, the female subject. Using all labeled training data, female-male classification has a sensitivity of 0.97 and a specificity of 0.99. By reducing the amount of labeled training data to less than 140 observations the sensitivity drops to 0.94 and the specificity drops to 0.98. This suggests that a reduction in training data does not significantly affect the classifier's ability to separate male versus female. However, subject C and Subject B, the two male subjects who are of similar height and the same weight were not as well separated. In this case, sensitivity was 0.87 and the specificity was 0.80 when using all data. This dropped to 0.85 sensitivity and 0.80 specificity when using only 140 observations for training.
The above analysis assumes that classification is performed on all observations. Alternatively, we may discard some data based on setting a confidence threshold for the GMM output. By discarding approx. 20% of the data, both sensitivity and specificity is increased to 0.97 and 0.99 respectively for the male-female classification and to 0.89 and 0.86 for the male-male classification, again using only 140 observations per subject for training.
IV. DISCUSSION AND CONCLUSION
In this paper we have developed a new method for passively identifying people within a home environment. The approach uses small low-cost sensors to detect patterns in RSS signals as a person walks between wall-mounted access-point transceivers. Using four APs and two IR sensors placed in a hallway or doorframe a person can be identified and separated from other residents in the home. Preliminary experiments with 3 subjects showed high classification accuracy (0.97 sensitivity, 0.99 specificity) in separating the female subject from both the male subjects. However, separating the 2 male subjects, who were of similar build, was more challenging (0.87 sensitivity, 0.80 sensitivity). This would indicate the applicability of the approach to distinguishing between couples living together that are distinct in stature. A surprising result was that good classification performance was still maintained with relatively few training samples (140 examples per subject). This would make the system practical to calibrate in the home. For example, a senior living at home might only need to walk back and forth past the sensors for less than 5 minutes to register approximately 20 examples. This would be then be repeated every day for a week in order to fully train the system. We are currently investigating alternative feature representations, more sophisticated feature selection schemes, semi-supervised learning, and different sensor array configurations in order to further improve performance. Additional studies are planned to further evaluate robustness to environmental conditions that could affect RSS stability and to test the system's ability to distinguish a single subject from an arbitrary number of people.
Our approach provides a critical solution for passively identifying people and is intended for use with in-home health monitoring system that must operate with multipleresidents and visitors. While our primary focus is on monitoring seniors to support aging-in-place, other uses may include passive identification for security purposes, or to augment smart-home systems that interact and respond to specific individuals. Table 2 : Confusion matrix of three subjects (A-female, B-male, Cmale) classified using a GMM trained on approximately 140 labeled observations (6% of data) per subject. 5-fold daily cross validation with Monte-Carlo sampling.
