The highly anticipated transition from next generation sequencing (NGS) to third generation sequencing (3GS) has been difficult primarily due to high error rates and excessive sequencing cost. The high error rates make the assembly of long erroneous reads of large genomes challenging because existing software solutions are often overwhelmed by error correction tasks.
Introduction
The Human Genome Project (HGP), which is perhaps the largest biomedical research project humans have ever undertaken, is responsible for greatly accelerating the advancement of DNA sequencing technologies 1 . Three generations of DNA sequencing technologies have been developed in the last three decades, and we are at the crossroads of the second and third generation of the sequencing technologies. The third generation sequencing (3GS) technology promises to significantly improve assembly quality and expand its applications in biomedical research and biotechnology development. However, lack of efficient and effective genome assembly algorithms has arguably been the biggest roadblock in preventing the widespread adoption of 3GS technologies. Packages that are capable of assembling highly desirable 3GS long reads (averaging up to 5-20kb per run at this time) are usually laden with excessively high error rates. At present, the reported error rates are ~15% with PacBio sequencing 2 , and can be as high as ~40% with Oxford Nanopore sequencing 3 . These high error rates make the assembly of 3GS sequences seem disproportionally complex and expensive when compared to the assembly of prevailing NGS sequences. As a comparison, the whole genome assembly of a human genome using 3GS data was first reported to have taken half a million CPU hours 4 compared to ~24
hours with Illumina NGS sequencing data 5 . Consequently, in practice, many applications of 3GS technology have been limited to re-sequencing bacteria and other small genomes 6 . In spite of significant efforts and advances in software technology for 3GS assembly 2, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , an efficient and effective genome assembler is still highly anticipated to facilitate the technology upgrade from prevailing NGS to upcoming 3GS technology. Another major issue is that the higher sequencing cost of 3GS technology, while decreasing with time, is still at least an order of magnitude more expansive than the popular Illumina NGS sequencing at the time of this work.
While the evolution of genome assembly software solutions has been influenced by multiple factors, the most significant one has been the length of the sequences 18 . Although increasing sequence lengths may simplify the assembly graph 6 , the read length also has critical impacts on the computational complexities of genome assembly. Computational biologists have historically formulated the genome assembly problem as a graph traversal problem [18] [19] [20] , i.e., searching for a most likely genome sequence from the overlap graph of the sequence reads in the case of the first generation sequencing technology. The string graph and the best overlap graph are specific forms of the Overlap-Layout-Consensus (OLC) paradigm that are more efficient by simplifying the global overlap graph 19, 21, 22 . The read-based algorithms, aiming to chain the sequencing reads in the most effective way, are computationally expensive because pair-wise alignment of the sequences is required to construct the overlap graph. This issue was tolerable for the relatively low amount of sequences produced from the low-throughput first generation sequencing technologies, but quickly became overwhelming with the enormous amount of short reads produced by high-throughput NGS data. The strategy of chopping the sequencing reads into shorter and overlapping k-grams (so-termed k-mers) and building links between the k-mers, was developed in the de Bruijn graph (DBG) framework to simplify NGS assembly. Assembly results are extracted from the linear (unbranched) regions of the k-mer graph in this approach 20 .
The overlap graph model or the OLC-based software packages, such as Celera Assembler 1 , AMOS 23 and ARACHNE 24 , originally used for assembling the first generation sequence data,
were also adopted for the NGS assembly before DBG based approaches became the de facto standard. Newer 3GS technologies, including single molecule real time sequencing (SMRT) and
Oxford Nanopore sequencing, can produce much longer reads than NGS does. The longer reads from 3GS technology make the OLC approaches, which were originally used in the first generation genome assembly, attractive again. Nevertheless, the high error rates of current 3GS
technologies render the existing OLC-based assemblers developed for relatively accurate sequences unscalable. Similarly, the error prone long reads make the DBG full of branches and therefore unsuitable for 3GS assembly as well. Faced with these challenges, the developers of 3GS technology have resorted to using error correction techniques 2, 7, 9, 10, 13, 17 to create high quality long reads and to reusing the algorithms originally developed for the first generation sequence assembly. However, error corrections for these long reads require excessively high computational resources, even for small microbial genomes. Moreover, the high sequencing depth (usually 50x-100x) required by existing 3GS genome assemblers increases sequencing cost 14 and Cerulean 12 , the long reads were used to guide a graph search, a best path in the de Bruijn graph was searched to bridge the gaps between large contigs.
While these software packages have indeed achieved important advances for 3GS genome assembly, resolving intricate ambiguities is inherently difficult and can easily lead to structural errors. Furthermore, the underlying graph search algorithm usually has exponential complexity with respect to the search depth and scales badly; highly repeating regions (such as long repeats of simple sequences) will lead to large search depths and are not resolvable at all. In addition, the more powerful read overlap graph structure (of the long reads) was not fully explored in all these approaches. Often these algorithms rely on heuristics such as contig lengths and require iterations 12, 14 . To circumvent these important issues associated with the hybrid approach, a
Hierarchical Genome-Assembly Process (HGAP) 13 was developed using a non-hybrid strategy to assemble PacBio SMRT sequencing data, which does not use the NGS short reads. HGAP contains a consensus algorithm that creates long and highly accurate overlapping sequences by correcting errors on the longest reads using shorter reads from the same library. This correction approach was proposed earlier in the hybrid setting and is used in many widely used assembly pipelines 2, 9, 10, 17 . Nonetheless, this non-hybrid, hierarchical assembly approach requires relatively high sequencing coverage (50x-100x) and substantial error correction time to obtain satisfactory results. It is noteworthy that most of the algorithms we reviewed here were originally designed for bacterial-sized genomes. Though recent advancements in aligning erroneous long reads 6, 25 have also shortened the computational time of 3GS assembly, running these programs on large genomes especially mammalian-sized genomes usually requires multitudinous CPU hours (sometimes up to 10 5 or 10 6 CPU hours) that requires the power of super computers, and well beyond the reach of a typical workstation.
In this study, we design algorithms to enable efficient assembly of large mammalian sized genomes. We observe that per-base error-correction of each long erroneous reads and their pairwise alignment takes a significantly large portion of time in existing pipelines. 
Methods and Implementations
Our algorithm starts with linear unambiguous regions of a de Bruijn graph (DBG), and ends up with linear unambiguous regions in an overlap graph (used in the Overlap-Layout-Consensus framework). Due to this property, we dub our software DBG2OLC. The whole algorithm consists of the following five procedures, and we implement them as a pipeline in DBG2OLC.
Each piece of the pipeline can be carried out efficiently.
(1) Construct a de Bruijn graph (DBG) and output contigs from highly accurate NGS short reads.
(2) Map the contigs to each long read to anchor the long reads. The long reads are compressed into a list of contig identifiers to reduce the cost of processing the long reads (Fig. 1a) .
(3) Use multiple sequence alignment to clean the compressed reads, and remove reads with structural errors (or so-called chimeras) (Fig. 2 ).
(4) Construct a best overlap graph using the cleaned compressed long reads (Fig. 1b) .
(5) Uncompress and chain together the long reads ( Fig. 1c) , and resort to a consensus algorithm to convert them into DNA sequences (Fig. 1d ).
Details for procedure (2)- (5) are explained below. The explanation of procedure (1) can be found in our previous SparseAssembler for NGS technology 5 and is omitted here.
Reads Compression
We use a simple k-mer index technique to index each DBG contig and map the pre-assembled NGS contigs back to the raw sequencing reads as anchors. The k-mers that appear in multiple contigs are excluded in our analysis to avoid ambiguity. Empirically for PacBio reads, we found that using k=17 were adequate for all our experiments. For each 3GS long read, we report the matching contig identifiers as an ordered list. A contig identifier is reported if the number of uniquely matching k-mers in that contig is above a threshold, which is adaptively determined based on the contig length. We set this threshold in the range of (0.001~0.02)*Contig_Length.
This easily tuneable threshold parameter allows the user to find a balance between sensitivity and specificity. With low coverage datasets, this parameter is set lower to achieve better sensitivity;
otherwise it is set to higher to enforce better accuracy. In all our experiments, the contigs are generated with our previous SparseAssembler 5 .
After this procedure, each read is converted into an ordered list of contig identifiers. An example of such a list is {Contig_a, Contig_b}, where Contig_a and Contig_b are identifiers of two different contigs. We also record the orientations of these contigs in the mapping. This compact representation is a lossy compression of the original long reads. We term the converted reads as compressed reads in this work. A compressed read is considered to be equivalent to its reverse complement, and the same compressed reads are then collapsed. Since a de Bruijn graph can efficiently partition the genome into chunks of bases as contigs, this lossy compression leads to orders of magnitude reduction in data size. Moreover, the compact representation can span through small regions with low or even no NGS coverage; these important gap regions in NGS assembly can be covered by 3GS data. Likewise, small 3GS sequencing gaps may be covered by NGS contigs. These sequencing gaps will be bridged in the final stage. Similarity detection between these compressed reads becomes a simpler bookkeeping problem with the identifiers and can be done quickly with low memory. To demonstrate the effectiveness of this strategy, we ran it over five datasets including genomes of different sizes and different sequencing technologies (Table 1 , resources can be found in the supplementary materials). The compression usually leads to three factors of reduction in read length with 3GS. 
Ultra-fast Pair-wise Alignments
Most existing algorithms rely on sensitive algorithms 27, 28 to align reads to other reads or assemblies. In our approach, since the compressed reads are usually much shorter than the original reads, alignments of these compressed reads can be calculated far more efficiently. We adopt a simple bookkeeping strategy and use the contig identifiers to build an inverted-index.
Each identifier points to a set of compressed reads that contain this identifier. This invertedindex helps us to quickly select the potentially overlapped reads based on shared contig identifiers. Alignments are calculated only with these candidate compressed reads. The alignment score is calculated using the Smith-Waterman algorithm 29 ; the contig identifiers that can be matched are positively scored while the mismatched contig identifiers are penalized.
Scores for match/mismatch are calculated based on the involved contig lengths or the number of matching k-mers in the previous step. With the compressed reads, our algorithm can finish pairwise alignments in a small amount of time.
As discussed previously, state-of-the-art assembly pipelines usually resort to costly base-level error correction algorithms to correct each individual read 2, 7, 8, 10, 13 , then them feed into an existing assembler. However, an important finding of this work is that per-base accuracy may not be a major roadblock for assembly contiguity. Rather, the chimeras or structural sequencing errors are the major "hot spots" worth putting major effort into. Without cleaning these chimeras, the overlap relations include many falsely generated reads and will lead to a tangled overlap graph. To resolve this issue, we compute multiple sequence alignments (MSA) by aligning each compressed read with all other candidate compressed reads. With MSA we can detect the chimeric reads and the spurious contig identifiers in each read (Fig 2) . Both of these errors are cleaned up. The major side effect of this correction is a slightly increased requirement of the 3GS data coverage so that each compressed read can be confirmed by at least another one.
The remaining minor errors (mostly false negatives) in the cleaned compressed reads will be tolerated by the alignment algorithm. In our experiments, we noticed that the algorithm is accurate enough to find high quality overlaps and can be used for constructing draft genomes as assembly backbones.
Read Overlap Graph
Compared with most hybrid approaches that used long reads to link together the short read contigs, our approach takes the unorthodox way -we use the short read contigs to help link together the long reads. We construct a best overlap graph 21 using the above-described alignment algorithm with the compressed reads. In the best overlap graph, each node represents a compressed read. For each node, the best overlapped nodes (one before and the other after) are found based on the overlap score, and the links between these nodes are recorded. The overlap graph is calculated in two rounds (Fig. 1b) . In round 1, all the contained nodes (with respect to other nodes) are filtered off. For example, {Contig_a, Contig_b} is removed if {Contig_a, Contig_b, Contig_c} is present. With this strategy, alignments with repeating and contained nodes are avoided. In round 2, all suffix-prefix overlaps among the remaining nodes are detected with the alignment algorithm. Nodes are chained one to another in both directions and in the best overlapped fashion. Graph simplification is applied to remove tiny tips and merge bubbles in the best overlap graph. Truly unresolvable repeats result in branches in the graph 21 and will be kept as the assembly breakpoints.
Note that constructing the overlap graph with the compressed reads offers us several major benefits.
(1) Long read information is sufficiently utilized. (2) The costly long read alignments are accelerated with the easily available NGS contigs. (3) The expensive graph search algorithms (with exponential complexity to the search depth) often used for graph resolving in many existing genome assembly programs are no long needed in our software.
Consensus
It is noteworthy that only in this final stage that the compressed reads are converted back to the raw nucleotide reads for polishing purpose. Linear unbranched regions of the best overlap graph encode the unambiguously assembled sequences. Uncompressed long reads that lie in these regions are laid out in the best-overlapped fashion and patched one after another (Fig. 1c) . NGS contigs are included when there is a gap in the 3GS data. Reads that are related to each backbone are collected based on the contig identifiers. A consensus module is finally called to align these reads to each backbone and calculate the polished assembly (Fig. 1d) . To polish the 3GS assembly backbone, we use an efficient consensus module Sparc 30 . Sparc builds an efficient sparse k-mer graph structure 5 using a collection of sequences from the same genomic region. The heaviest path approximates the most likely genome sequence (consensus) and is found in a sparsity-induced reweighted graph.
Results
We conducted a comprehensive comparison on a small yeast genome (12Mbp) dataset to provide a scope of the performance of each software program we compared in this study. Since most other programs do not scale linearly with the data scale and require thousands of hours per-run on genomes larger than 100Mbp, the readers are encouraged to read through their original publications for the performance results of those programs.
As a side note, the advent of 3GS long reads has raised the bar to a higher level compared with previous sequencing techniques: existing reference genomes usually contain a large number of structural errors and/or variations that can surpass the number of assembly errors using the long reads. In most cases we select assemblies by other assemblers with more coverage (~100x) to preassemble 50x Illumina short reads into contigs and then to compress the 3GS reads.
Similarly, Celera Assembler was used to assemble the same short reads into contigs for ECTools.
Unassembled short reads were fed into PacBioToCA according to its specification. At the time of this work, 50x Illumina reads cost less, and also can be obtained more easily, than 1x 3GS
reads. Celera Assembler could be run with uncorrected reads on small datasets, so we run it as a baseline. It is noteworthy that in our current implementation, most of the computation time (~90%) is spent on the consensus step, in which Blasr 28 is called to align all raw reads to the assembly backbone. Since the alignments are multi-threaded, the wall time can be much shorter, depending on the available threads. The consensus step is relatively independent in genome assembly and is open to any future improvements and accelerations. The overall computational time of the whole pipeline scales near linearly to the data size which is a highly valuable property to large-scale genome assembly problems. Using 10x-20x PacBio coverage data, we obtained assembly N50s that are significantly (>10x) better than Illumina data alone ( Table 1 ). The datasets, commands and parameters can be found in the supplementary materials. We used QUAST 3.0 32 in its default setting to evaluate the assembly results; these are reported as the NGA50, per-base identity rates and misassembly errors. In analyzing 3GS assembly results, the NGA50 is a measure of the average length of high quality region before reaching a poor quality region in the assembly. The identity rates were calculated by summarizing the single base mismatches and insertion/deletion mismatches. Relocations, inversions and translocations are regarded as the misassembly errors 32 . The alignment dot plots can be found in the supplementary materials. The nearly perfect diagonal dot plots indicate that DBG2OLC can produce structurally correct assemblies from as low as 10x long read data.
For the yeast dataset we picked an assembly from 454 data (NCBI Accession No.:
GCA_000292815.1) and the other one generated using MHAP and high coverage data as references. DBG2OLC can take good advantage of different sequencing types and obtain the most contiguous results using 10x-40x data with comparable levels of accuracy (Table 3) . Some non-hybrid assemblers are not able to fully assemble the yeast genome with 10x-20x PacBio data. It is also worth mentioning a caveat in many current hybrid error correction approaches.
These pipelines use NGS contigs to correct the 3GS reads, which seem to have improved the accuracy of each individual 3GS read. However, the errors in NGS contigs may have corrupted the originally correct 3GS reads and lead to consensus errors in the final assembly, as we notice the identity rates of ECTools assembly is higher when aligned to the 454 reference, contrary to all other pipelines. With high enough coverage (also significantly increased sequencing cost), the 3GS self-correction based assembly methods catch up and can produce better assembly results.
Since our pipeline has a major advantage in low coverage data and efficiency, it is expected to scale well to large genomes where low coverage data and computational time becomes major concerns. We tested DBG2OLC on other medium to large genomes from PacBio sequencers ( human (H. sapiens) dataset, DBG2OLC is able to reach assembly with high contiguity starting from 10x PacBio data (NG50 433kbp) and DBG contigs generated from 50x Illumina reads (Table S1 in supplementary materials). To reach a better assembly, the longest 30x of the reads in this dataset (mean length 14.5 kbp) are selected (Table S2 in can take weeks to finish the full evaluation even on our best workstation. We therefore only align our assembly to the longest 500Mbp assembly generated by the Pacific Biosciences, and report the NGA50 and identity rate in this portion.
DBG2OLC was also tested on an Oxford Nanopore MinION sequencing dataset (Table 4) .
According to initial studies, this type of data has even higher (up to ~40%) error rates 3 compared
to PacBio sequencing. But we find DBG2OLC still successfully assembled the E. coli into one single contig. The polished assembly has an error rate of 0.23%. The dot plot of the alignment of the assembly to the reference can be found in Fig. 13 of the supplementary materials. Compared with the state-of-the-art assemblers for 3GS technologies, our proposed method requires lower sequencing coverage and minimum memory, provides high contiguity, and is orders of magnitude faster on large genomes. Its combination of different data types leads to both computation and cost efficiency. These advantages are gained from three general and basic design principles: (i) Compact representation of the long reads lead to efficient alignments. (ii)
Base-level errors can be skipped, but structural errors need to be detected and cleaned. (iii)
Structurally correct 3GS reads are assembled and polished. DBG2OLC is a specific and simple realization of these principles. Interestingly, this implementation builds a nice connection between the two major assembly frameworks, and even though DBG2OLC is majorly developed for 3GS data, this strategy of compression and converting a de Bruijn graph to an overlap graph is general and can be used for popular NGS data. A preliminary show case on a purely NGS dataset can be found in the supplementary materials. The strategy of compressing the long reads and carrying out most expensive computations in the compressed domain strikes a balance between the DBG and OLC frameworks.
Summary and Discussion
In summary, we have built and validated a new de novo assembly pipeline that significantly reduces the computational and sequencing requirements of 3GS assembly. We demonstrate that the erroneous long reads can be directly assembled and can lead to significantly improved assembly without base-level error correction. This strategy, first publicly demonstrated in our pre-released pipeline in 2014, has paved the road for several subsequent development attempts on efficient utilization of 3GS data and promises even more efficient 3GS assemblers. Another major finding in developing DBG2OLC is that 3GS technologies generate chimeric reads, and the problem seems to be severer with the PacBio platform. These structural errors lead to tangles in the assembly graph and greatly hamper the assembly contiguity. The most straightforward way to clean up the chimeric reads resorts to multiple sequence alignment, as implemented in DBG2OLC, which lead to slightly increased coverage requirement. This limitation points directions to future development of sequencing technology and correction algorithms. We conjecture that near perfect assemblies can be reached with even lower coverage if the chimeras/structural errors can be removed. 
Datasets used in the paper

Exemplary Assembly Commands
Step0.
[Optional] Preparations:
We have provided code to help you select a subset of the reads:
https://github.com/yechengxi/AssemblyUtility
The utility functions can be compiled in the same way as the main programs. After compilation, you can use the following command to select a subset of reads from fasta/fastq files. Note that longest 0 is used here, if you set it to 1 it will select the longest reads.
./SelectLongestReads sum 600000000 longest 0 o Illumina_50x.fastq f Illumina_500bp_2x300_R1.fastq
./SelectLongestReads sum 260000000 longest 0 o Pacbio_20x.fasta f Pacbio.fasta
And you can use the following command to evaluate an assembly.
./AssemblyStatistics contigs YourAssembly.fasta
The program will generate two txt files containing essential statistics about your assembly.
Step1. Use a DBG-assembler to construct short but accurate contigs. Please make sure they are the raw DBG contigs without using repeat resolving techniques such as gap closing or scaffolding. Otherwise you may have poor final results due to the errors introduced by the heuristics used in short read assembly pipelines.
SparseAssembler command format:
.
/SparseAssembler GS [GENOME_SIZE] NodeCovTh [FALSE_KMER_THRESHOLD] EdgeCovTh [FALSE_EDGE_THRESHOLD] k [KMER_SIZE] g [SKIP_SIZE] f [YOUR_FASTA_OR_FASTQ_FILE1] f [YOUR_FASTA_OR_FASTQ_FILE2] f [YOUR_FASTA_OR_FASTQ_FILE3_ETC]
A complete example on the S.cer w303 dataset: In this test run, the N50 is 29 kbp. As we have selected the beginning part of the sequencing file, which usually is of lower quality, the next step may help to improve the assembly quality.
[Miscellaneous]
For other more complex genomes or a different coverage, the first run may not generate the best result. The previous computations can be loaded and two parameters can be fine-tuned to construct a cleaner de Bruijn/ k-mer graph:
. In our test run, the N50 is 583kbp.
There are three major parameters that affect the assembly quality: M = matched k-mers between a contig and a long read.
AdaptiveTh: adaptive k-mer matching threshold. If M < AdaptiveTh* Contig_Length, this contig cannot be used as an anchor to the long read.
KmerCovTh: fixed k-mer matching threshold. If M < KmerCovTh, this contig cannot be used as an anchor to the long read.
MinOverlap: minimum overlap score between a pair of long reads.
For each pair of long reads, an overlap score is calculated by aligning the compressed reads and score with the matching k-mers.
At this point, the parameters may be fine-tuned to get better performance. As with SparseAssembler, LD 1 can be used to load the compressed reads/anchored reads. Contigs: the fasta contigs file from existing assembly.
MinLen: minimum read length.
RemoveChimera: remove chimeric reads in the dataset, suggest 1 if you have >10x coverage.
For high coverage data (100x), there are two other parameters:
ChimeraTh: default: 1, set to 2 if coverage is ~100x.
ContigTh: default: 1, set to 2 if coverage is ~100x.
These two are used in multiple alignment to remove problematic reads and false contig anchors. When we have high coverage, some more stringent conditions shall be applied as with the suggested parameters.
Step 3. Call consensus. Install Blasr and the consensus module (Sparc/PBdagcon). Make sure they are in your path variable.
The input files for consensus are:
( 
Illumina-only Assembly
With the rapid advancement of sequencing technology, the length of the accurate NGS reads has also become increasingly longer. As a prototype, we demonstrate that the approach can be extended to existing Illumina data. Existing DBG based assembly algorithms resorted to stretches of perfectly matching k-mers and are not robust to sequencing errors. Algorithms required growing k-mer sizes to find increasingly perfect overlaps and extensive iterations to exploit the long read information. A costly error correction module was critical in finding these perfect overlaps. In contrast, our work can quickly and reliably find the best read overlaps without per-base level correction. Since our approach of utilizing the long read information is certainly not restricted to low quality ones, we compared the performance of our assembler on longer Illumina reads with several popular assemblers, including SGA Interestingly, for the relatively longer short NGS reads generated from the latest NGS technology, traditional de Bruijn graph with a fixed k-mer size have already exposed its shortage and produces a nonoptimal assembly: smaller k-mer fails to resolve repetitive regions, while using a large k requires high quality and high coverage data. This pair of contradictory requirements makes it hardly possible to obtain the optimal assembly with limited computational resources. Iterative de Bruijn graph may partially deal with the problem at the expense of more computational time, as well as more intricate algorithm design and implementations. For example, an error correction procedure (with an exponential-complexity graph search)
would be necessary to produce long and correct k-mers. SGA utilized the FM-index 4 to find exact matches, which also poses restriction on the quality of the data. In contrast, our algorithm is robust and poses loose restriction on the quality of sequence reads, and hence can find overlaps efficiently and correctly. A dataset of 50X 150bp Illumina Miseq reads of E. coli K-12 MG1655 (Accession no: SRA073308) is used here as a test case. SparseAssembler 5 with k = 31 is called to assemble the initial contigs and it reaches an N50 of 13.5 kbp. The compressed reads were calculated using the contigs and raw Illumina reads. Our overlap graph construction took only around 1 second on this dataset while the compressing is taking most of the computational time, which is roughly two minutes. The total computational time of SparseAssembler and DBG2OLC is 5 minutes. DBG2OLC exhibits excellent adaptability and overall performance compared with leading assemblers for the new types of the NGS data. 
