We test for fractional dynamics in U.S. monetary series, their various formulations and components, and velocity series. Using the spectral regression method, we find evidence of a fractional exponent in the differencing process of the monetary series (both simple-sum and Divisia indices), in their components (with the exception of demand deposits, savings deposits, overnight repurchase agreements, and term repurchase agreements), and the monetary base and money multipliers. No evidence of fractional behavior is found in the velocity series. Granger's (1980) aggregation hypothesis is evaluated and implications of the presence of fractional monetary dynamics are drawn. § Corresponding author. Telephone 617-552-3673, fax 617-552-2308, email baum@bc.edu.
test for fractional integration, using the spectral regression method developed by Geweke and Porter-Hudak (1983) , in both simple-sum and Divisia monetary aggregates, monetary base, money multipliers, and velocity series. Given clear evidence of fractional integration in the aggregates, we subsequently try to identify which components of the monetary aggregates might be responsible for fractional integration and therefore evaluate Granger's (1980) aggregation hypothesis. The findings suggest that despite often-cited elements of instability, the monetary aggregates may contain predictable components due to their long-memory properties. The fractional dynamics which appear to characterize both monetary series and real measures may be exploitable in models of their comovements which go beyond the standard VAR framework.
The rest of the paper is constructed as follows. Section 2 presents the theory of fractionally integrated timeseries and the estimation method employed. Data and empirical results are discussed in Section 3. We conclude in Section 4 with a summary of our results.
The Fractionally Integrated Timeseries Model
The model of an autoregressive fractionally integrated moving average process of order p, d,q ( ), denoted by ARFIMA p, d,q ( ), with mean µ , may be written using operator notation as
where L is the backward-shift operator,
(1− L) is the fractional differencing operator defined by
with Γ ( . ) denoting the gamma function. The parameter d is allowed to assume any real value. The arbitrary restriction of d to integer values gives rise to the standard autoregressive integrated moving average (ARIMA) model. The stochastic process t y is both stationary and invertible if all roots of Φ(L) and Θ(L) lie outside the unit circle and d < 0.5 . The process is nonstationary for d ≥ 0.5 , as it possesses infinite variance, i.e. see Granger and Joyeux (1980) . Assuming that d ∈ 0,0.5 Hosking (1981) showed that the correlation function, ρ(⋅) , of an ARFIMA process is proportional to 2d −1 k as k → ∞ . Consequently, the autocorrelations of the ARFIMA process decay hyperbolically to zero as k → ∞ which is contrary to the faster, geometric decay of a stationary ARMA process. For d ∈ 0,0.5 [ ) the process is mean reverting, even though it is not covariance stationary, as there is no long-run impact of an innovation on future values of the process.
Geweke and Porter-Hudak (1983) suggest a semiparametric procedure to obtain an estimate of the fractional differencing parameter d based on the slope of the spectral density function around the angular frequency ξ = 0 .
The spectral regression is defined by
where I( λ ξ ) is the periodogram of the time series at the Fourier frequencies of the
, T is the number of observations, and ν = g T
( ) <<
T is the number of Fourier frequencies included in the spectral regression.
Assuming that
= 0, the negative of the OLS estimate of the slope coefficient in (3) provides an estimate of d .
Geweke and Porter-Hudak (1983) prove consistency and asymptotic normality for Robinson (1995) and Hassler (1993) prove consistency and asymptotic normality for d ∈ 0,0.5 ( ) in the case of Gaussian ARMA innovations in (1).
Other authors have used maximum likelihood methods (i.e., the exact maximum likelihood method proposed by Sowell (1992b) ) or the approximate frequency domain maximum likelihood method proposed by Fox and Taqqu (1986) ), which simultaneously estimate both the short-memory and long-memory parameters of the model. These estimation methods are computationally burdensome, rely on the correct specification of the high-frequency (ARMA) structure to obtain consistent parameter estimates, the final ARFIMA specification chosen generally varies across different selection criteria, and, in some cases, the maximum likelihood estimates of the fractional-differencing parameter appear to be sensitive to the parameterization of the high-frequency components of the series. As we are primarily interested in estimating the degree of long-term dependence in the monetary series without specification of a complete time series model, we favor the usage of the spectral regression method to estimate the fractional-differencing parameter.
Data and Empirical Estimates
We perform the analysis on a comprehensive set of U.S. monetary aggregates and their components. All data series are seasonally adjusted, monthly observations covering the period 1959:1 to 1995:10 unless otherwise indicated. The Appendix contains further details of the data set. All subsequent analysis is applied to the growth rates (first logarithmic differences) of the monetary series.
We report fractional differencing estimates for estimation sample sizes of We also applied the Phillips-Perron (PP, 1988) and Kwiatkowski, Phillips, Schmidt, and Shin (KPSS, 1992) unit-root tests to the growth rates of the monetary series. The combined use of these unitroot tests offers contradictory inference regarding the low-frequency behavior of most monetary series, which provides motivation for testing for fractional roots in these series. The long-memory evidence to follow reconciles the conflicting inference derived from the PP and KPSS tests. These results are not reported here but are available upon request from the authors. 
Analysis of Components of the Monetary Aggregates
Given the presence of a fractional exponent in the differencing process for the monetary aggregates, we now attempt to determine the sources of fractional dynamics. One explanation, attributed to Granger (1980) , is that a persistent process can arise from the aggregation of constituent processes each of which has short memory. Granger (1980) showed that if a time series t y is the sum of an infinite number of independent first-order Markov processes which have equal variances and whose autoregressive parameters are drawn independently from a beta distribution with support 0,1 ( ), then the aggregated series is asymptotically fractionally integrated with d < 0.5. Granger and Ding (1996) 
Analysis of Divisia Indices and Velocity Series
We subsequently test for a fractional integration order in an alternative set of monetary aggregates: the Divisia indices (Thornton and Yue (1992) ). The Divisia monetary aggregates were proposed by Barnett et al. (1984) as superior to simple-sum aggregates which "implicitly view distant substitutes for money as perfect substitutes for currency." (1984, p.1051) Barnett et al. found that the Divisia aggregates performed considerably better in terms of causality tests, tests of the structural stability of money demand functions, and forecasting. They also noted that "the divergence between the time paths of the Divisia and the sum aggregates increases as the level of aggregation increases" (1984, pp.1075-76) , so that we might expect the higher-level Divisia aggregates to possess different dynamic properties than their simple-sum counterparts. The spectral regression estimates reported in Table 3 suggest that a fractionally differenced model is an appropriate representation of the low-frequency behavior of the Divisia indices. Evidence of long-term persistence is unstable in the Divisia M1 measure but it is very strong in the more aggregated Divisia measures. The degree of persistence is similar in magnitude in the Divisia M2, M3, and L series. Although the Divisia measures are demonstrably different from their simple-sum counterparts, our qualitative conclusions for the simplesum aggregates are not shaken by consideration of the Divisia measures.
Finally, the possibility of long-memory behavior in U.S. money velocity series is examined. The time series properties behavior of the velocity of money in the U.S. has attracted a great deal of attention in the literature given its implications for the monetarist position. Gould and Nelson (1974) , Nelson and Plosser (1982) , and Haraf (1986) conclude that money velocity contains a unit root. A similar conclusion is reached by Serletis (1995) , even after allowing for the possibility of a one-time break in the intercept and the slope of the trend function at an unknown point in time. 
Conclusions
We tested for fractional dynamics in a comprehensive set of U.S. monetary series containing simple-sum and Divisia aggregates, monetary base and money multipliers, selected components of simple-sum aggregates, and velocity series.
Evidence of a fractional exponent is generally found in the differencing process of the monetary aggregates, the monetary base, and the money multipliers. Although not every component of the simple-sum aggregates exhibits long memory, the overall evidence is substantial and robust in support of fractional monetary dynamics with long-memory features. Our findings of fractional integration orders between one and two (and statistically distinguishable from one and two) is contrary to the conclusion reached by King et al. (1991) and Friedman and Kuttner (1992) regressions involving the growth rates of monetary series. Tsay and Chung (1995) have shown the existence of spurious effects in regressions involving two independent long memory fractionally integrated processes whose orders of integration sum up to a value greater than 0.5. Given our findings, many monetary series would be likely to trigger these effects. 
