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The Beckman-Quarles theorem for continuous
mappings from Rn to Cn
Apoloniusz Tyszka
Abstract
Let ϕn : C
n × Cn → C, ϕn((x1, ..., xn), (y1, ..., yn)) = (x1 − y1)2 +
...+ (xn − yn)2. We say that f : Rn → Cn preserves distance d ≥ 0
if for each x, y ∈ Rn ϕn(x, y) = d2 implies ϕn(f(x), f(y)) = d2. We
prove that if x, y ∈ Rn (n ≥ 3) and |x− y| = (
√
2 + 2/n)k · (2/n)l (k, l
are non-negative integers) then there exists a finite set {x, y} ⊆ Sxy ⊆
R
n such that each unit-distance preserving mapping from Sxy to C
n
preserves the distance between x and y. It implies that each continu-
ous map from Rn to Cn (n ≥ 3) preserving unit distance preserves all
distances.
The classical Beckman-Quarles theorem states that each unit-distance
preserving mapping from Rn to Rn (n ≥ 2) is an isometry, see [1], [2] and [7].
Author’s discrete form of this theorem ([8],[9]) states that if x, y ∈ Rn (n ≥ 2)
and |x−y| is an algebraic number then there exists a finite set {x, y} ⊆ Sxy ⊆
Rn such that each unit-distance preserving mapping from Sxy to R
n preserves
the distance between x and y.
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Let ϕn : C
n × Cn → C, ϕn((x1, ..., xn), (y1, ..., yn)) = (x1 − y1)2 + ... +
(xn − yn)2. We say that f : Rn → Cn preserves distance d ≥ 0 if for each
x, y ∈ Rn ϕn(x, y) = d2 implies ϕn(f(x), f(y)) = d2. Our goal is to prove
that each continuous map from Rn to Cn (n ≥ 3) preserving unit distance
preserves all distances. It requires some technical propositions.
Proposition 1 (cf. [3], [4]). The points c1 = (z1,1, ..., z1,n), ..., cn+1 =
(zn+1,1, ..., zn+1,n) ∈ Cn are affinely dependent if and only if their Cayley-
Menger determinant
det


0 1 1 ... 1
1 ϕn(c1, c1) ϕn(c1, c2) ... ϕn(c1, cn+1)
1 ϕn(c2, c1) ϕn(c2, c2) ... ϕn(c2, cn+1)
... ... ... ... ...
1 ϕn(cn+1, c1) ϕn(cn+1, c2) ... ϕn(cn+1, cn+1)


equals 0.
Proof. It follows from the equality
det


z1,1 z1,2 ... z1,n 1
z2,1 z2,2 ... z2,n 1
... ... ... ... ...
zn+1,1 zn+1,2 ... zn+1,n 1




2
=
(−1)n+1
2n
· det


0 1 1 ... 1
1 ϕn(c1, c1) ϕn(c1, c2) ... ϕn(c1, cn+1)
1 ϕn(c2, c1) ϕn(c2, c2) ... ϕn(c2, cn+1)
... ... ... ... ...
1 ϕn(cn+1, c1) ϕn(cn+1, c2) ... ϕn(cn+1, cn+1)

 .
Proposition 2 (cf. [3], [4]). For each points c1, ..., cn+2 ∈ Cn their
Cayley-Menger determinant equals 0 i.e.
det


0 1 1 ... 1
1 ϕn(c1, c1) ϕn(c1, c2) ... ϕn(c1, cn+2)
1 ϕn(c2, c1) ϕn(c2, c2) ... ϕn(c2, cn+2)
... ... ... ... ...
1 ϕn(cn+2, c1) ϕn(cn+2, c2) ... ϕn(cn+2, cn+2)

 = 0.
Proof. Assume that c1 = (z1,1, ..., z1,n), ..., cn+2 = (zn+2,1, ..., zn+2,n). The
points c˜1 = (z1,1, ..., z1,n, 0), ..., c˜n+2 = (zn+2,1, ..., zn+2,n, 0) ∈ Cn+1 are affinely
2
dependent. Since ϕn(ci, cj) = ϕn+1(c˜i, c˜j) (1 ≤ i ≤ j ≤ n + 2) the Cayley-
Menger determinant of points c1, ..., cn+2 is equal to the Cayley-Menger de-
terminant of points c˜1, ..., c˜n+2 which equals 0 according to Proposition 1.
From Proposition 1 we obtain the following Propositions 3a and 3b.
Proposition 3a. If d > 0 and points c1, ..., cn+1 ∈ Cn satisfy ϕn(ci, cj) =
d2 (1 ≤ i < j ≤ n + 1), then points c1, ..., cn+1 are affinely independent.
Proposition 3b. If d > 0 and points c1, ..., cn, c ∈ Cn satisfy ϕn(ci, cj) =
(2 + 2/n) · d2 (1 ≤ i < j ≤ n) and ϕn(ci, c) = d2 (1 ≤ i ≤ n), then points
c1, ..., cn, c are affinely independent.
Proposition 4 (cf. [4] p. 127 in the real case). If points c0, c1, ..., cn ∈ Cn
are affinely independent, x, y ∈ Cn and ϕn(x, c0) = ϕn(y, c0), ϕn(x, c1) =
ϕn(y, c1),...,ϕn(x, cn) = ϕn(y, cn), then x = y.
Proof. Computing we obtain that the vector −→xy := [s1, ..., sn] is per-
pendicular to each of the n linearly independent vectors −→c0ci (i = 1, ..., n).
Thus the vector −→xy is perpendicular to every linear combination of vectors
−→c0ci (i = 1, ..., n). In particular, the vector −→xy = [s1, ..., sn] is perpendicu-
lar to the vector [s¯1, ..., s¯n], where s¯1, ..., s¯n denote numbers conjugate to the
numbers s1, ..., sn. Therefore −→xy = 0 and the proof is complete.
Proposition 5. For each n ∈ {3, 4, 5, ...} there exists k(n) ∈ {0, 1, 2, ...}
such that 1/2 ≤ (2/n) · (√2 + 2/n)k(n) < 1.
Proposition 6. If n ∈ {3, 4, 5, ...} then the set {(√2 + 2/n)k · (2/n)l :
k, l ∈ {0, 1, 2, ...}} is a dense subset of (0,∞).
Proof. Equivalently, our statement says that the set {ln√
2+2/n
((
√
2 + 2/n)k·
(2/n)l) : k, l ∈ {0, 1, 2, ...}} is a dense subset of R. Computing we obtain the
set {k + l · ln√
2+2/n
(2/n) : k, l ∈ {0, 1, 2, ...}} which is a dense subset of
R due to Kronecker’s theorem ([5]) because ln√
2+2/n
(2/n) is irrational and
negative.
Theorem 1. If x, y ∈ Rn (n ≥ 3) and |x−y| = (√2 + 2/n)k · (2/n)l (k, l
are non-negative integers), then there exists a finite set {x, y} ⊆ Sxy ⊆ Rn
such that each unit-distance preserving mapping from Sxy to C
n preserves
the distance between x and y.
3
Proof. Let Dn denote the set of all positive numbers d with the following
property:
if x, y ∈ Rn and |x− y| = d then there exists a finite set {x, y} ⊆ Sxy ⊆ Rn
such that any map f : Sxy → Cn that preserves unit distance preserves also
the distance between x and y.
Obviously 1 ∈ Dn.
Lemma 1. If n ∈ {2, 3, 4, ...} and d ∈ Dn, then
√
2 + 2/n · d ∈ Dn.
Proof. Let x, y ∈ Rn, |x − y| = √2 + 2/n · d. There exist points
p1, ..., pn, y˜, p˜1, ..., p˜n ∈ Rn such that:
|x− pi| = |y − pi| = d (1 ≤ i ≤ n),
|pi − pj | = d (1 ≤ i < j ≤ n),
|x− y˜| =√2 + 2/n · d,
|y − y˜| = d,
|x− p˜i| = |y˜ − p˜i| = d (1 ≤ i ≤ n),
|p˜i − p˜j | = d (1 ≤ i < j ≤ n).
Let
Sxy :=
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj ∪
n⋃
i=1
Sxp˜i ∪
n⋃
i=1
Sy˜p˜i ∪
⋃
1≤i<j≤n
Sp˜ip˜j ∪Syy˜
and f : Sxy → Cn preserves unit distance. Since
Sxy ⊇
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj
we conclude that f preserves the distances between x and pi (1 ≤ i ≤ n), y
and pi (1 ≤ i ≤ n), and all distances between pi and pj (1 ≤ i < j ≤ n).
Hence for all 1 ≤ i ≤ n ϕn(f(x), f(pi)) = ϕn(f(y), f(pi)) = d2 and for all
1 ≤ i < j ≤ n ϕn(f(pi), f(pj)) = d2. Since Sxy ⊇ Syy˜ we conclude that
ϕn(f(y), f(y˜)) = d
2. By Proposition 2 the Cayley-Menger determinant of
points x, p1, ..., pn, y equals 0 i.e.
det


0 1 1 ... 1 1
1 ϕn(f(x), f(x)) ϕn(f(x), f(p1)) ... ϕn(f(x), f(pn)) ϕn(f(x), f(y))
1 ϕn(f(p1), f(x)) ϕn(f(p1), f(p1)) ... ϕn(f(p1), f(pn)) ϕn(f(p1), f(y))
... ... ... ... ... ...
1 ϕn(f(pn), f(x)) ϕn(f(pn), f(p1)) ... ϕn(f(pn), f(pn)) ϕn(f(pn), f(y))
1 ϕn(f(y), f(x)) ϕn(f(y), f(p1)) ... ϕn(f(y), f(pn)) ϕn(f(y), f(y))


= 0.
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Denoting t = ϕn(f(x), f(y)) we obtain
det


0 1 1 ... 1 1
1 0 d2 ... d2 t
1 d2 0 ... d2 d2
... ... ... ... ... ...
1 d2 d2 ... 0 d2
1 t d2 ... d2 0


= 0.
Computing this determinant we obtain
(−1)n−1 · d2n−2 · t · (n · t− (2n+ 2) · d2) = 0.
Therefore
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = (
√
2 + 2/n · d)2
or
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = 0.
Analogously we may prove that
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = (
√
2 + 2/n · d)2
or
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = 0.
If t = 0 then the points f(x) and f(y) satisfy:
ϕn(f(x), f(x)) = 0 = ϕn(f(y), f(x)),
ϕn(f(x), f(p1)) = d
2 = ϕn(f(y), f(p1)),
...
ϕn(f(x), f(pn)) = d
2 = ϕn(f(y), f(pn)).
By Proposition 3a the points f(x), f(p1), ..., f(pn) are affinely independent.
Therefore by Proposition 4 f(x) = f(y) and consequently
d2 = ϕn(f(y), f(y˜)) = ϕn(f(x), f(y˜)) ∈ {(
√
2 + 2/n · d)2, 0}.
Since d2 6= (√2 + 2/n ·d)2 and d2 6= 0 we conclude that the case t = 0 cannot
occur. This completes the proof of Lemma 1.
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By Lemma 1 if d ∈ Dn (n ≥ 2) then all distances (
√
2 + 2/n)m · d
(m = 0, 1, 2, ...) belong to Dn.
Lemma 2. If n ∈ {3, 4, 5, ...}, ε, d ∈ Dn and ε/2 ≤ (2/n) · d 6= ε, then
(2/n) · d ∈ Dn.
Proof. Let x, y ∈ Rn, |x − y| = (2/n) · d. There exist points p1, ..., pn, y˜,
p˜1, ..., p˜n ∈ Rn such that:
|x− pi| = |y − pi| = d (1 ≤ i ≤ n),
|pi − pj | =
√
2 + 2/n · d (1 ≤ i ≤ n),
|x− y˜| = (2/n) · d,
|y − y˜| = ε,
|x− p˜i| = |y˜ − p˜i| = d (1 ≤ i ≤ n),
|p˜i − p˜j | =
√
2 + 2/n · d (1 ≤ i < j ≤ n).
Let
Sxy :=
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj ∪
n⋃
i=1
Sxp˜i ∪
n⋃
i=1
Sy˜p˜i ∪
⋃
1≤i<j≤n
Sp˜ip˜j ∪Syy˜
and f : Sxy → Cn preserves unit distance. Since
Sxy ⊇
n⋃
i=1
Sxpi ∪
n⋃
i=1
Sypi ∪
⋃
1≤i<j≤n
Spipj
we conclude that f preserves the distances between x and pi (1 ≤ i ≤ n), y
and pi (1 ≤ i ≤ n), and all distances between pi and pj (1 ≤ i < j ≤ n).
Hence for all 1 ≤ i ≤ n ϕn(f(x), f(pi)) = ϕn(f(y), f(pi)) = d2 and for all
1 ≤ i < j ≤ n ϕn(f(pi), f(pj)) = (
√
2 + 2/n · d)2. Since Sxy ⊇ Syy˜ we
conclude that ϕn(f(y), f(y˜)) = ε
2. By Proposition 2 the Cayley-Menger
determinant of points x, p1, ..., pn, y equals 0 i.e.
det


0 1 1 ... 1 1
1 ϕn(f(x), f(x)) ϕn(f(x), f(p1)) ... ϕn(f(x), f(pn)) ϕn(f(x), f(y))
1 ϕn(f(p1), f(x)) ϕn(f(p1), f(p1)) ... ϕn(f(p1), f(pn)) ϕn(f(p1), f(y))
... ... ... ... ... ...
1 ϕn(f(pn), f(x)) ϕn(f(pn), f(p1)) ... ϕn(f(pn), f(pn)) ϕn(f(pn), f(y))
1 ϕn(f(y), f(x)) ϕn(f(y), f(p1)) ... ϕn(f(y), f(pn)) ϕn(f(y), f(y))


= 0.
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Denoting t = ϕn(f(x), f(y)) we obtain
det


0 1 1 ... 1 1
1 0 d2 ... d2 t
1 d2 0 ... (2 + 2/n) · d2 d2
... ... ... ... ... ...
1 d2 (2 + 2/n) · d2 ... 0 d2
1 t d2 ... d2 0


= 0.
Computing this determinant we obtain
(−2n− 2)n−1
nn
· d2n−2 · t · (n2 · t− 4d2) = 0.
Therefore
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = ((2/n) · d)2
or
t = ϕn(f(x), f(y)) = ϕn(f(y), f(x)) = 0.
Analogously we may prove that
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = ((2/n) · d)2
or
ϕn(f(x), f(y˜)) = ϕn(f(y˜), f(x)) = 0.
If t = 0 then the points f(x) and f(y) satisfy:
ϕn(f(x), f(x)) = 0 = ϕn(f(y), f(x)),
ϕn(f(x), f(p1) = d
2 = ϕn(f(y), f(p1),
...
ϕn(f(x), f(pn)) = d
2 = ϕn(f(y), f(pn)).
By Proposition 3b the points f(x), f(p1), ..., f(pn) are affinely independent.
Therefore by Proposition 4 f(x) = f(y) and consequently
ε2 = ϕn(f(y), f(y˜)) = ϕn(f(x), f(y˜)) ∈ {((2/n) · d)2, 0}.
Since ε2 6= ((2/n) · d)2 and ε2 6= 0 we conclude that the case t = 0 cannot
occur. This completes the proof of Lemma 2.
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By Proposition 5 for each n ∈ {3, 4, 5, ...} there exists k(n) ∈ {0, 1, 2, ...}
such that if r ∈ Dn then ε := r and d := (
√
2 + 2/n)k(n)·r satisfy assumptions
of Lemma 2 and moreover ρ(n) := (2/n) · (√2 + 2/n)k(n) < 1. Therefore, by
Lemma 2 if r ∈ Dn then ρ(n) · r ∈ Dn. Since 1 ∈ Dn we conclude that all
distances ρ(n)m (m = 0, 1, 2, ...) belong to Dn. For each d ∈ Dn there exists
m ∈ {0, 1, 2, ...} such that ε := ρ(n)m < (2/n) · d. Applying Lemma 2 for
such ε we obtain the following lemma.
Lemma 3. If n ∈ {3, 4, 5, ...} and d ∈ Dn, then (2/n) · d ∈ Dn.
From Lemma 1 and Lemma 3 we obtain that for each non-negative inte-
gers k, l (
√
2 + 2/n)k · (2/n)l ∈ Dn. This completes the proof of Theorem 1.
As a corollary of Theorem 1 and Proposition 6 we obtain our main theo-
rem.
Theorem 2. Each continuous map from Rn to Cn (n ≥ 3) preserving
unit distance preserves all distances.
Remark. By an endomorphism of C we understand any map f : C→ C
satisfying:
∀x, y ∈ C f(x+ y) = f(x) + f(y),
∀x, y ∈ C f(x · y) = f(x) · f(y),
f(0) = 0,
f(1) = 1.
If f : C→ C is an endomorphism then (f|R, ..., f|R) : Rn → Cn preserves unit
distance. Bijective endomorphisms are called automorphisms. There are two
trivial automorphisms of C: identity and conjugation. It is known that there
exist non-trivial automorphisms of C and each such automorphism f : C→ C
satisfies: ∃x∈Rx 6=0f(x) 6∈ R ([6]). From this ϕn((0, 0, ..., 0), (x, 0, ..., 0)) = |x|2
and ϕn((f(0), f(0), ..., f(0)), (f(x), f(0), ..., f(0))) = (f(x))
2 6= |x|2. There-
fore (f|R, ..., f|R) preserves unit distance, but does not preserve the distance
|x| > 0.
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