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Este Proyecto de Fin de Carrera consiste en la implementacio´n del al-
goritmo AES (Advanced Encryption Standard) mediante VHDL en FPGA,
haciendo especial hincapie´ en el consumo de potencia, de manera que sea lo
ma´s bajo posible, ya que, hoy en d´ıa, es importante debido a la utilizacio´n,
cada vez mayor, de equipos porta´tiles.
Para ello, se han utilizado diversas herramientas de disen˜o digital, como
herramientas de s´ıntesis, simuladores y estimadores de consumo.
Se ha escogido el algoritmo AES porque actualmente es el algoritmo
esta´ndar utilizado por el gobierno de los Estados Unidos.
Adema´s su nivel de seguridad sigue siendo elevado y goza de una gran popu-
laridad.
Por otra parte, se ha elegido la implementacio´n sobre FPGA debido a su
alto rendimiento, fiabilidad, flexibilidad y precio.
Tras los estudios realizados, se ha observado una creciente importancia
del consumo esta´tico en tencnolog´ıas modernas frente al consumo dina´mico.
Adema´s, la temperatura se convierte en una variable muy a tener en cuenta,
ya que, regula´ndola, se consigue una reduccio´n importante en el consumo de
potencia. En total se ha conseguido una reduccio´n del consumo de potencia
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Cap´ıtulo 1
Introduccio´n
La finalidad de este proyecto es implementar el algoritmo AES (Advan-
ced Encryption Standard), analizando aspectos del consumo de potencia y
estudiando me´todos para reducir la misma.
Hoy en d´ıa, el tesoro ma´s valioso que podemos poseer es la informacio´n,
por lo que no es de extran˜ar que sea de suma importancia protegerla de in-
trusos que puedan beneficiarse o causar dan˜o con ella.
En un mundo donde existe un uso masivo de comunicaciones digitales, es
imprescindible garantizar su seguridad.
Uno de los me´todos ma´s antigu¨os para proteger la informacio´n es la crip-
tograf´ıa.
Ba´sicamente, la criptograf´ıa consiste en disfrazar la informacio´n deseada me-
diante te´cnicas de cifrado, de manera que quede irreconocible, enviarla a un
destinatario que sea capaz de quitarle el disfraz para, finalmente, poder ac-
ceder a la informacio´n original.
Uno de los motivos por el que se ha elegido el algoritmo AES frente a
otros es que es el adoptado como esta´ndar de cifrado por el gobierno de los
Estados Unidos, despue´s de un proceso de estandarizacio´n que duro´ 5 an˜os.
Adema´s, aunque hay preocupacio´n por parte de los cripto´logos debido a la
estructura matema´tica del AES, los diferentes ataques a este algoritmo son
meramente especulativos y no son pra´cticos en implementaciones del mundo
real.
De hecho, no ha habido ningu´n ataque con e´xito hasta el an˜o 20051, pero
este ataque requiere que el atacante pueda ejecutar programas en el mismo
1AES se transformo´ en un esta´ndar efectivo el 26 de mayo de 2002.
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sistema que realiza el cifrado de AES.
A pesar de ello, el AES se ha convertido, desde el 2006, en uno de los algorit-
mos ma´s populares dentro de la criptograf´ıa sime´trica, de la cual hablaremos
ma´s adelante.
En cuanto al consumo de potencia, en la actualidad es un aspecto esencial
en el disen˜o de sistemas digitales, debido principalmente a dos razones: la alta
densidad de integracio´n alcanzada con las tecnolog´ıas actuales y la necesi-
dad de reducir el consumo en los equipos porta´tiles alimentados por bater´ıas.
Adema´s, el motivo de implementar el algoritmo en una FPGA es que e´stas
poseen un gran rendimiento, son baratas y fiables y, debido a su flexibilidad
y capacidad de ra´pido desarrollo, su tiempo en llegar al mercado es mucho
menor que el de otras tecnolog´ıas.
1.1. Objetivos
Al comenzar este proyecto, se propuso una serie de pasos a seguir para
conseguir implementar el AES y hacer estudios sobre su consumo de potencia
para as´ı poder trabajar sobre ella.
1.1.1. Estudio del algoritmo AES
Antes de nada, es imprescindible comprender como funciona el AES, es-
tudiando cuales son las diversas transformaciones que se aplican a los datos
originales.
1.1.2. Descripcio´n, simulacio´n funcional y s´ıntesis
Despue´s de haber comprendido el funcionamiento del AES, el siguiente
paso es la descripcio´n en VHDL del algoritmo sin tener en cuenta restriccio-
nes en el consumo, ya que trabajaremos sobre e´l ma´s adelante.
Para ello, se ha optado por descomponer en bloques individuales o compo-
nentes la estructura global, ya que facilita el trabajo.
Una vez descrito el algoritmo, se comprueba su funcionalidad mediante
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simulaciones2.
Cuando se comprueba que el algoritmo descrito es funcional, se realiza
la s´ıntesis, que consiste en adaptar el disen˜o a una FPGA en concreto. El
sintetizador optimiza las expresiones lo´gicas con objeto de que ocupen menor
a´rea, es decir, que requieran menos recursos de la FPGA.
1.1.3. Emplazamiento, rutado y simulacio´n postlayout
Cuando el algoritmo descrito esta´ sintetizado, se realiza el emplazamien-
to, proceso en el que se situ´an los bloques digitales obtenidos en la s´ıntesis
de una manera o´ptima, y el rutado, que consiste en interconectar adecuada-
mente dichos bloques entre s´ı.
La simulacio´n postlayout consiste en una simulacio´n no ideal en la que se
tienen en cuenta los retardos de los bloques y sus interconexiones, estos re-
tardos se extraen de un archivo generado por los procesos de emplazamiento
y rutado.
Esta simulacio´n es muy precisa y se acerca mucho a la realidad.
Aunque la simulacio´n funcional sea correcta, es posible que esta simula-
cio´n no de los resultados esperados. Una de las causas puede ser los retardos
internos del chip.
En cualquier caso, si la simulacio´n postlayout es erro´nea, hay que volver
a realizar pasos anteriores.
1.1.4. Estimacio´n y reduccio´n del consumo
Una vez realizada una simulacio´n postlayout correcta, se utilizan herra-
mientas y archivos generados por dicha simulacio´n para realizar una estima-
cio´n de la potencia consumida.
Una vez estimada, la idea es centrarse en las partes que ma´s consumen
y aplicar te´cnicas de reduccio´n de consumo tales como modificaciones de la
arquitectura, de manera que el algoritmo descrito no pierda su funcionalidad.
2En las simulaciones realizadas se han utilizado vectores del Instituto Nacional de
Esta´ndares y Tecnolog´ıa (NIST) de los Estados Unidos [Vec].
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Cap´ıtulo 2
Criptolog´ıa
Segu´n [Lop02], la criptolog´ıa (del griego krypto: “oculto” y logos : “discur-
so”) es la disciplina que se dedica al estudio de los mensajes que, procesados
de cierta manera, se convierten en dif´ıciles o imposibles de leer para entidades
no autorizadas.
Esta ciencia esta´ dividida en cuatro ramas:
Criptograf´ıa: Se ocupa del estudio de los algoritmos, protocolos y
sistemas que se utilizan para proteger la informacio´n.
Criptoana´lisis: Se ocupa de descifrar sin autorizacio´n la informacio´n
contenida en criptogramas.
Esteganograf´ıa: Se ocupa de ocultar informacio´n por un canal inse-
guro, de manera que no sea siquiera percibida.
Estegoana´lisis: Se ocupa de detectar informacio´n oculta mediante la
esteganograf´ıa.
Por lo tanto, podemos apreciar que la criptograf´ıa y la esteganograf´ıa son
las ramas que aplican la idea en la que se basa la criptolog´ıa, mientras que el
criptoana´lisis y el estegoana´lisis persiguen precisamente lo contrario, es decir,
burlar la seguridad de la informacio´n.
A continuacio´n estudiaremos cada una de estas ramas, centra´ndonos sobre
todo en la criptograf´ıa, ya que es la rama que realmente nos interesa para
este proyecto.
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2.1. Criptograf´ıa
El te´rmino “criptograf´ıa” viene del griego krypto: “oculto” y graphos : “es-
cribir”. Por lo tanto, por criptograf´ıa entendemos “escritura oculta”.
Como ya se ha dicho, la finalidad principal de la criptograf´ıa es la de proteger
la privacidad y confidencialidad de la informacio´n, es decir, que la informa-
cio´n sea accesible u´nicamente para el personal debidamente autorizado.
Sin embargo, hoy en d´ıa, tambie´n persigue otros fines no menos impor-
tantes. Dichos fines son la integridad (la informacio´n que leemos es ide´ntica
a la que se envio´), la autenticacio´n (el emisor de la informacio´n es quien dice
ser) y el no repudio (ninguna de las entidades implicadas en la comunicacio´n
puede negar su participac´ıon total o parcial).
A continuacio´n se muestra una ilustracio´n (figura 2.1) que explica, de










por emisor y receptor
Emisor Receptor
Figura 2.1: Esencia de la criptograf´ıa
Como vemos, se trata de cifrar un texto plano mediante te´nicas de cifrado
(en nuestro caso, el AES). Con ello, obtenemos un texto cifrado, ininteligible,
que el emisor env´ıa al receptor. Una vez recibido, el receptor, conocedor de
la clave, aplica un algoritmo de descifrado (inversa del algoritmo de cifrado),
de manera que es capaz de leer el texto plano.
A esto se le llama criptosistema.
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2.1.1. Historia de la criptograf´ıa
La necesidad de proteger la informacio´n se remonta a hace miles de an˜os.
Ya las primeras civilizaciones desarrollaron te´cnicas criptogra´ficas para en-
viar mensajes durante las campan˜as militares, de forma que si el mensajero
era interceptado, la informacio´n que portaba no ca´ıa en manos enemigas.
El primer me´todo criptogra´fico del que se tiene constancia era conocido
como “Esc´ıtala”1. La esc´ıtala consist´ıa en dos varas del mismo grosor que se
entregaban a los participantes de la comunicacio´n. El emisor enrollaba una
cinta en su vara en forma de espiral y escrib´ıa el mensaje longitudinalmente,
de forma que en cada vuelta de cinta aparec´ıa una letra.
Luego se desenrollaba y se enviaba al receptor, que u´nicamente ten´ıa que
volver a enrollar la cinta en su vara para leer el mensaje.
Figura 2.2: Esc´ıtala espartana [Esc]
El segundo criptosistema del que se tiene constancia fue documentado
por Polibilio, un historiador griego, y consist´ıa en un sistema de sustitucio´n
basado en la posicio´n de las letras en una tabla.
Tambie´n los romanos usaban me´todos de sustitucio´n, siendo uno de los
ma´s conocidos el me´todo Ce´sar. Recibe ese nombre porque, supuestamente,
fue utilizado por Julio Ce´sar en sus campan˜as.
Durante los siglos XVII, XVIII y XIX, el intere´s de los monarcas por la
criptograf´ıa fue notable.
Las tropas de Felipe II utilizaron una cifra con un alfabeto de ma´s de 500
s´ımbolos que los ma´tematicos consideraban inexpugnable. Cuando un ma-
tema´tico france´s consiguio´ criptoanalizar aquel sistema para Enrique IV, rey
de Francia, el conocimiento mostrado por el monarca france´s impulso´ una
1La esc´ıtala data del siglo V a.C.
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queja por parte de la corte espan˜ola ante el papa P´ıo V, acusando a Enrique
IV de utilizar magia negra para vencer a su eje´rcito.
En el siglo XX, la criptograf´ıa experimenta grandes avances, debido es-
pecialmente a las dos guerras mundiales.
El principal avance es el uso de ma´quinas de ca´lculo, siendo la ma´s conoci-
da la ma´quina alemana Enigma, una ma´quina de rotores que automatizaba
considerablemente el ca´lculo necesario para cifrar y descifrar mensajes.
Despue´s de la Segunda Guerra Mundial, la criptograf´ıa tiene un desarro-
llo teo´rico importante, destancando Claude Shannon2, ingeniero electro´nico
y matema´tico estadounidense.
A mediados de los an˜os 70, el Departamento de Normas y Esta´ndares
norteamericano publica el primer disen˜o lo´gico de un cifrador que estar´ıa lla-
mado a ser el principal sistema criptogra´fico de finales de siglo: el Esta´ndar
de Cifrado de Datos o DES.
El algoritmo que nos ocupa en este proyecto, el AES, es te´cnicamente el
sustituto del DES, ya que se han descrito multitud de ataques que permiten
criptoanalizarlo ma´s ra´pidamente que con un ataque por fuerza bruta (recu-
perar una clave probando todas las combinaciones posibles).
2.1.2. Criptograf´ıa cla´sica
Cuestiones militares, religiosas y comerciales impulsaron desde tiempos
remotos el uso de escrituras secretas con el fin de ocultar informacio´n.
Ya los antiguos egipcios usaron me´todos criptogra´ficos. Por ejemplo, los
sacerdotes egipcios utilizaron la escritura hiera´tica (jerogl´ıfica), que era cla-
ramente incomprensible para el resto de la poblacio´n. Los antiguos babilonios
tambie´n utilizaron me´todos criptogra´ficos en su escritura cuneiforme.
Una de las primeras formas de enmascarar la informacio´n fue con la rama
de la criptolog´ıa conocida como esteganograf´ıa, de la cual hablaremos en los
siguientes apartados.
En la criptograf´ıa cla´sica, los mensajes se transmit´ıan cifrados con clave
2Claude Shannon es considerado el padre de la teor´ıa de la informacio´n
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secreta, de manera que tanto el emisor como el receptor eran conocedores de
dicha clave. A e´sto se le conoce como criptograf´ıa sime´trica.
Esto planteaba dos problemas:
El transporte de las claves deb´ıa realizarse a trave´s de correos de con-
fianza.
Si el correo no llegaba al receptor, e´ste quedaba incomunicado.
2.1.2.1. Tipos de cifrados cla´sicos
Los cifrados cla´sicos suelen dividirse en dos tipos:
Cifrado por sustitucio´n: Letras o grupos de letras son sistema´tica-
mente reemplazadas por otras letras o grupos de letras.
Cifrado por transposicio´n: Se cambia el orden de las letras de acuer-
do con un esquema bien definido.
Cabe destacar que la dificultad en el cifrado y descifrado de los cifrados
cla´sicos no es muy compleja, pero sientan las bases de la criptograf´ıa moderna.
Tipos de cifrado por sustitucio´n
El cifrado por sustitucio´n es un me´todo por el que unidades de texto son
sustituidas por nuevos caracteres de cualquier tipo, es decir, letras, nu´meros,
s´ımbolos, etc.
Los caracteres permanecen en el mismo orden y el receptor descifra el texto
realizando la sustitucio´n inversa.
Hay dos tipos de sustitucio´n:
Sustitucio´n monoalfabe´tica: Cada cara´cter se sustituye siempre por
un determinado cara´cter del alfabeto del texto cifrado. E´sto significa
que si la letra “A” se sustituye por la letra “Z”, e´sto va a ser as´ı a lo
largo de todo el texto. Dentro de este tipo se localiza el ya mencionado
cifrado Ce´sar.
Sustitucio´n polialfabe´tica: Se dice que un cifrado de sustitucio´n es
polialfabe´tico cuando un determinado cara´cter no se sustituye siempre
por el mismo cara´cter. Es decir, hay implicados varios alfabetos de texto
cifrado y, dependiendo de las circunstancias, se aplicara´ uno u otro.
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Tipos de cifrado por transposicio´n
A diferencia del cifrado por sustitucio´n, el cifrado de transposicio´n no
disfraza los caracteres, simplemente los reordena.
Este tipo de algoritmos son de clave sime´trica, por lo que tanto el emisor
como el receptor tienen que ser conocedores de la clave.
Por mencionar un ejemplo del que ya se ha hablado, la esc´ıtala espartana
es de este tipo. En este caso, la clave sime´trica es la analog´ıa en el grosor de las
varas que se utilizaban para enrollar las cintas que conten´ıan el texto cifrado.
2.1.3. Criptograf´ıa moderna
En la criptograf´ıa existe una relacio´n entre la complejidad o longitud de
la clave y el tiempo necesario para cifrar y descifrar la informacio´n.
Debido principalmente a esto, la criptograf´ıa cla´sica carece de una compleji-
dad excesiva.
Sin embargo, en la era moderna esta relacio´n se rompe, debido funda-
mentalmente a tres factores:
Velocidad de ca´lculo: La aparicio´n de los ordenadores permitio´ au-
mentar dra´sticamente la potencia de ca´lculo.
Avance de las matema´ticas: Se pudieron encontrar y definir con
claridad sistemas criptogra´ficos estables y seguros.
Necesidades de seguridad: Debido tambie´n a la aparicio´n de las
computadoras, surgieron muchas actividades que precisaban de protec-
cio´n de la informacio´n.
En la criptograf´ıa moderna, existen dos tipos de cifrado segu´n el trata-
miento que se le de al mensaje:
Cifrado en bloque: El cifrado se realiza en grupos de bits de longitud
fija, llamados bloques. El algoritmo que nos interesa, el AES, es de este
tipo, trabajando con bloques de 128 bits (aunque puede trabajar con
otros taman˜os). Otros algoritmos de este tipo son el DES y el IDEA.
Cifrado en flujo: Consiste en convertir el texto claro en texto cifrado
bit a bit mediante un generador de flujo de clave. Encontramos un
ejemplo de cifrado en flujo en el algoritmo RC4.
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La criptograf´ıa sime´trica o de clave privada, tambie´n conocida como crip-
tograf´ıa de una clave, es un me´todo criptograf´ıco en el cual se usa una sola
clave, la misma para cifrar y descifrar la informacio´n.
Las dos partes que se comunican han de ponerse de acuerdo de antemano
acerca de la clave a utilizar. Despue´s, el remitente cifra el mensaje con la
clave pactada y le env´ıa al destinatario el mensaje cifrado. Posteriormente,
el destinatario utiliza la misma clave para descifrar los datos para finalmente
acceder a la informacio´n original.
El algoritmo con el que vamos a trabajar, AES, es de clave privada.
Las desventajas asociadas a este sistema son, principalmente:
Problemas en la seguridad de la comunicacio´n de las claves.
Necesidad de un gran nu´mero de claves cuando se incrementa el nu´mero
de personas que necesitan comunicarse entre s´ı.
2.1.3.2. Criptograf´ıa asime´trica
La criptograf´ıa asime´trica o de clave pu´blica, tambie´n conocida como
criptograf´ıa de dos claves, es un me´todo criptogra´fico en el cual se usan dos
claves para el env´ıo de mensajes.
Ambas claves pertenecen a la misma persona. Una es pu´blica y se puede
entregar a cualquier persona, la otra es privada y el propietario debe guar-
darla a toda costa.
Consiste en que el remitente utiliza la clave pu´blica del destinatario para
cifrar el mensaje antes de enviarlo. Despue´s, el destinatario utiliza su cla-
ve privada para descifrar el mensaje. Se soluciona, por tanto, el problema
de la criptograf´ıa sime´trica referido a los problemas en la seguridad de la
comunicacio´n de las claves. Se asegura tambie´n la confidencialidad, ya que
u´nicamente el destinatario tiene acceso a la informacio´n.
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En el caso de que el propietario del par de claves sea el remitente y utilice
su clave privada para cifrar el mensaje, cualquiera podra´ descifrarlo con su
clave pu´blica. Se asegura, por tanto, la autenticacio´n, es decir, que el emisor
es quien dice ser.
La principal desventaja de este sistema es que las claves son vulnerables
a ataques por fuerza bruta. Y, mientras que en la clave del sistema sime´trico
es suficiente una longitud de clave de 128 bits, se recomienda que hoy en d´ıa
se utilicen, para claves pu´blicas, longitudes de 1024 bits.
La ilustracio´n 2.3 pretende explicar de manera sencilla las diferencias




Figura 2.3: Diferencias entre criptograf´ıa sime´trica y asime´trica
2.2. Criptoana´lisis
El criptoana´lisis es la rama de la criptolog´ıa que se dedica al estudio de
los sistemas criptogra´ficos con el fin de romper su seguridad y acceder a la
informacio´n privada.
Estos ataques se pueden clasificar en funcio´n de sus caracter´ısticas.
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Actitud del atacante
1. Ataques pasivos: El atacante no altera la comunicacio´n, so´lo la
escucha o monitoriza para obtener informacio´n.
2. Ataques activos: El atacante modifica el flujo de datos o crea
flujos falsos.
Conocimiento previo
1. Ataque con texto cifrado conocido: El atacante so´lo tiene
acceso a los textos cifrados.
2. Ataque con texto plano conocido: El atacante tiene una serie
de textos cifrados de los que conoce sus correspondientes textos
planos.
3. Ataque con texto plano escogido: El atacante puede obtener
los textos cifrados correspondientes a un conjunto de textos planos
de su propia eleccio´n.
4. Ataque con texto cifrado escogido: El atacante puede obtener
los textos planos correspondientes a un conjunto de textos cifrados
de su propia eleccio´n.
5. Ataque adaptativo con texto plano escogido: Similar al ata-
que con texto plano escogido, pero el atacante puede elegir los
subsiguientes textos planos basa´ndose en la informacio´n de los
descifrados con anterioridad. De la misma manera, existe un ata-
que adaptativo con texto cifrado escogido.
6. Ataque de clave relacionada: Similar a un ataque con texto
plano escogido, con la particularidad de que el atacante puede
obtener el texto cifrado con dos claves diferentes, las cuales son
desconocidas, pero se conoce la relacio´n entre ambas.
Objetivo
1. Ruptura total: El atacante averigu¨a la clave secreta
2. Deduccio´n global: El atacante descubre un algoritmo funcional-
mente equivalente para el cifrado y descifrado, pero no obtiene la
clave.
3. Deduccio´n local: El atacante descubre textos planos o cifrados,
adicionales a los conocidos previamente.
4. Deduccio´n de informacio´n: El atacante descubre informacio´n
que no era conocida previamente.
Miguel Garc´ıa Oco´n 20 Criptolog´ıa
Universidad
Carlos III de Legane´s (Madrid)
Departamento de Tecnolog´ıa Electro´nica
Implementacio´n
del algoritmo de cifrado AES
para bajo consumo sobre FPGA
5. Distincio´n del algoritmo: El atacante puede distinguir la in-
formacio´n cifrada de una permutacio´n al azar.
Coste
1. Tiempo: Nu´mero de operaciones primitivas que deben ser reali-
zadas.
2. Memoria: Cantidad de almacenamiento necesario para realizar
el ataque.
3. Datos: Cantidad de textos planos y cifrados necesaria.
Existen multitud de me´todos de ataque criptoanal´ıticos y todos han ido
surgiendo o evolucionando de la mano de los avances criptogra´ficos.
Entre los ma´s conocidos se encuentran el ana´lisis de frecuencias, especia-
lizado en cifrado cla´sico, el criptoana´lisis diferencial y criptoana´lisis lineal,
especializados en criptograf´ıa sime´trica, y, hablando en a´mbitos generales,
encontramos otros como el ataque de fuerza bruta.
2.2.1. Ana´lisis de frecuencias
Se trata de uno de los me´todos ma´s usados en el criptoana´lisis a la hora
de romper cifrados cla´sicos.
Figura 2.4: Frecuencia de las letras en castellano [Ana]
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Si observamos la ilustracio´n 2.4, descubriremos que ciertas letras o grupos
de letras se repiten con ma´s frecuencia que otras. Por ejemplo, la letra E en
castellano es la ma´s usada (13.68%), mientras que la letra W apenas tiene
presencia (0.02%), por lo tanto, si nos encontramos ante un texto cifrado y
se observa una letra repetida varia veces, hay ma´s probabilidades de que esa
letra descifrada sea una E que de que sea una W.
No siempre ocurre as´ı, ya que, por ejemplo, la letra A tambie´n tiene mu-
cha presencia en nuestro idioma. Por ello tambie´n se trabaja con frecuencias
de grupos de letras.
2.2.2. Criptoana´lisis diferencial
El criptoana´lisis diferencial es un tipo de ataque que puede aplicarse a
cifradores de bloque iterativos, como lo son el DES, el IDEA y el AES.
Hablando en te´rminos generales, podemos decir que el critoana´lisis dife-
rencial consiste en estudiar varios textos claros escogidos, de manera que se
pueda apreciar como las diferencias entre ellos afectan a sus correspondientes
textos cifrados bajo la misma clave.
De este modo, se puede reconocer los patrones de comportamiento no alea-
torios del cifrador y, eventualmente, descubrir la clave secreta.
Este tipo de ataque es atribuido a Eli Biham y Adi Shamir, a finales de
los 80.
2.2.3. Criptoana´lisis lineal
Al igual que el critoana´lisis diferencial, el criptoana´lisis lineal es un tipo
de ataque concebido para romper cifradores de bloque.
Su descubrimiento es atribuido a Mitsuru Matsui, quien aplico´ el ataque
al cifrador FEAL y, posteriormente, al DES.
Consiste en la bu´squeda de aproximaciones lineales al comportamiento
del cifrador para as´ı poder describirlo.
Dados suficientes textos sin cifrar y sus correspondientes textos cifrados, se
puede obtener la clave secreta.
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2.2.4. Ataque de fuerza bruta
Se denomina ataque de fuerza bruta a la forma de recuperar una clave
probando todas las combinaciones posibles hasta encontrarla.
La cantidad posible de claves es denominada “Espacio de Claves”, y viene
definida por:
Espacio de claves = 2n
Donde n es la longitud de nuestra clave.
A modo de ejemplo, nuestro algoritmo AES utiliza claves de 128, 192 y
256 bits.
Por lo tanto, el caso ma´s “vulnerable” tendr´ıa 2128 claves de 128 bits. Sobra
decir que la cantidad es tan abrumadora que, con los procesadores que existen
hoy d´ıa, ser´ıa una locura intentar un ataque de fuerza bruta contra este
cifrado.
2.3. Esteganograf´ıa
La esteganograf´ıa es la rama de la criptolog´ıa que se encarga de estudiar
las te´cnicas que permiten ocultar un mensaje dentro de otro, al que se le
conoce como portador, de modo que se establece un canal encubierto de co-
municacio´n y el mensaje pasa inadvertido a ojos de los observadores.
En la esteganograf´ıa debe haber voluntad de comunicacion tanto por parte
del emisor como del receptor.
Su uso esta´ presente desde tiempos antigu¨os y, hoy en d´ıa, existen nu-
merosos me´todos esteganogra´ficos para ocultar informacio´n, principalmente
dentro de archivos multimedia.
Por ejemplo, es muy comu´n esconder informacio´n dentro de ima´genes a
trave´s del me´todo conocido como LSB (Least Significant Bit o Bit Menos
Significativo).
Cambiar el bit menos significativo para ocultar un mensaje altera la imagen
de una manera imperceptible para el ojo humano.
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Es muy habitual recurrir a este me´todo para insertar marcas de agua con
informacio´n acerca de derechos de autor, propiedad o licencias, pero tambie´n
es posible esconder ima´genes con este me´todo, como se muestra en la figu-
ra 2.5.
Figura 2.5: Ejemplo del me´todo esteganogra´fico LSB [Est]
El cambio entre la imagen portadora y la imagen final, que porta el men-
saje esteganogra´fico, o estego-mensaje, en sus bits menos significativos, es
inapreciable.
2.4. Estegoana´lisis
El estegoana´lisis es la disciplina dedicada al estudio de la deteccio´n de
mensajes ocultos mediante te´cnicas esteganogra´ficas.
Para considerar un sistema roto, basta con ser capaz de detectar la exis-
tencia de un mensaje oculto, a diferencia del criptoana´lisis, en el que es
necesario descifrar el mensaje.
Generalmente, el estegoana´lisis es una tarea muy compleja, debido prin-
cipalmente al gran nu´mero de medios por los que se puede transmitir la
informacio´n oculta y a la existencia de diversas te´cnicas esteganogra´ficas.
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El AES (Advanced Encryption Standard) fue desarrollado por dos cripto´lo-
gos belgas, Joan Daemen y Vincent Rijmen.
En realidad, el nombre del cifrado es Rijndael, el cual fue ganador del
concurso pu´blico de candidato a AES.
Debido a que el anterior algoritmo esta´ndar, el DES, hab´ıa consumido su
tiempo de vida, en el an˜o 1997, el NIST (Instituto Nacional de Esta´ndares y
Tecnolog´ıa) de Estados Unidos emprendio´ un proceso abierto para la selec-
cio´n de un nuevo algoritmo de cifrado, el cual ser´ıa sometido a la cr´ıtica de
especialistas e instituciones de seguridad.
Se decidio´ hacer un concurso pu´blico porque ya hab´ıa habido quejas debi-
do a que partes del anterior esta´ndar, el DES, no hab´ıan sido documentadas,
lo que daba la impresio´n de que el gobierno de los Estados Unidos manten´ıa
puertas traseras.
Segu´n [Mun04], los candidatos a AES deb´ıan reunir unos requisitos mı´ni-
mos:
El algoritmo deb´ıa ser pu´blico.
Deb´ıa ser un algoritmo en bloque sime´trico.
La longitud de clave deb´ıa ser, al menos, de 128 bits.
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Su disen˜o deb´ıa permitir aumentar la longitud de clave segu´n necesi-
dades.
Deb´ıa poder implementarse tanto en hardware como en software.







Adema´s, los algoritmos presentados a concurso deb´ıan soportar obliga-
toriamente una longitud de bloque de al menos 128 bits y una longitud de
clave de 128, 192 y 256 bits, al margen de otras longitudes posibles.
El NIST propuso que cualquier organizacio´n, institucio´n o persona pudie-
ra participar en el concurso de forma activa, ya fuera presentando algoritmos
o enviando informes o pruebas para poner en evidencia a los algoritmos can-
didatos.
En Octubre del an˜o 2000, tras dos an˜os de concurso y tres rondas de vo-
taciones, el algoritmo de cifrado Rijndael se proclama vencedor, por permitir
la mejor combinacio´n de seguridad/velocidad/eficiencia, por su sencillez y
por su gran flexibilidad.
3.2. Definicio´n del algoritmo
Como ya se ha dicho, el AES es un cifrador en bloque de criptograf´ıa
sime´trica, es decir, trabaja cifrando y descifrando bloque a bloque, utilizan-
do la misma clave privada para ambos procesos.
Segu´n [NIS01], en el esta´ndar, el algoritmo Rijndael divide los datos de
entrada en bloques de 4 palabras de 32 bits, es decir, 4× 32 = 128 bits.
Es necesario decir que el algoritmo Rijndael puede trabajar tambie´n con blo-
ques mayores de 192 y 256 bits, pero no vienen contemplados en el esta´ndar.
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Al bloque de datos se le conoce como Estado.
En cuanto a la longitud de clave, el esta´ndar trabaja con longitudes de
Nk palabras de 32 bits, donde Nk = 4, 6 o´ 8.
Es decir, que el algoritmo trabaja con longitudes de clave de 128 (4 × 32),
192 (6× 32) o´ 256 (8× 32) bits.
Si observamos la figura 3.1, veremos que, tanto el texto claro como el
texto cifrado se dividen en bloques de 128 bits, mientras que la longitud
de clave puede variar entre 128, 192 y 256 bits. Ma´s adelante estudiaremos







128, 192 ó 256 bits
Figura 3.1: Cifrador AES
3.2.1. Conocimientos previos
Antes de entrar en la descripcio´n del funcionamiento del cifrado y desci-
frado, es necesario tener en cuenta cierta informacio´n.
3.2.1.1. Unidad ba´sica
Segu´n [NIS01], la unidad ba´sica de procesamiento del AES es el byte. Un
byte es una cadena de 8 bits, representados como {b7, b6, b5, b4, b3, b2, b1,
b0}. Adema´s, un byte se puede representar en un campo finito mediante un
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Por ejemplo, si partimos del siguiente byte: {0010 1101}, su polinomio
sera´: x5 + x3 + x2 + 1
Tambie´n es u´til usar la notacio´n hexadecimal para referirse a los bytes,
dividie´ndolos en dos grupos de cuatro bits.
Cadena Cara´cter Cadena Cara´cter
de Bits hexadecimal de Bits hexadecimal
0000 0 1000 8
0001 1 1001 9
0010 2 1010 A
0011 3 1011 B
0100 4 1100 C
0101 5 1101 D
0110 6 1110 E
0111 7 1111 F
Tabla 3.1: Notacio´n hexadecimal
De esta manera, el byte {0010 1101} puede ser representado por el nu´mero
hexadecimal {2D}.
3.2.1.2. El Estado
Como ya se ha dicho, el Estado es un bloque de 128 bits en el esta´ndar.
Se trata, por tanto, de una sucesio´n de 16 bytes.
Para facilitar visualmente la comprensio´n de las operaciones realizadas en el
AES, estos 16 bytes se suelen representar como una matriz de cuatro filas
por cuatro columnas de la siguiente manera:
Si a un byte lo denominamos con la letra B, la sucesio´n de bytes sera´
{B15, B14, B13, B12, B11, B10, B9, B8, B7, B6, B5, B4, B3, B2, B1, B0}.
En este proyecto se ha elegido que su representacio´n matricial sea:
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

B15 B11 B7 B3
B14 B10 B6 B2
B13 B9 B5 B1
B12 B8 B4 B0


Adema´s, en estas matrices se utilizara´, por comodidad, la notacio´n hexa-
decimal.
3.2.1.3. Operaciones matema´ticas




Segu´n [NIS01], la suma (o resta) de dos bytes se realiza a trave´s de la






Tabla 3.2: Operacio´n XOR
Vamos a realizar un ejemplo de la suma de {0100 1001} y {1101 0011}
01001001 + 11010011 = 10011010 (Notacio´n binaria)
49 +D3 = 9A (Notacio´n hexadecimal)
(x6+x3+1)+(x7+x6+x4+x+1) = x7+x4+x3+x (Notacio´n polino´mica)
Para explicar la multiplicacio´n es necesario conocer el polinomio irre-
ductible1 de AES. Este polinomio se define como:
m(x) = x8 + x4 + x3 + x+ 1
1Un polinomio es irreductible si sus u´nicos divisores son e´l mismo y la unidad
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Para multiplicar dos bytes se utiliza su forma polino´mica, recordando
siempre que la suma es equivalente a una operacio´n XOR. El polinomio de
AES es necesario porque es muy probable que la multiplicacio´n de dos bytes
de´ un resultado de ma´s de 8 bits. De modo que necesitamos hacer el mo´dulo
de ese polinomio con el polinomio de AES, para as´ı volver a tener 1 byte,
que es la unidad con la que trabaja el algoritmo.
Por ejemplo, si queremos multiplicar {01010111} • {10000011}
(x6+x4+x2+x+1)(x7+x+1) = x13+x11+x9+x8+x6+x5+x4+x3+1
y
x13+x11+x9+x8+x6+x5+x4+x3+1modulo x8+x4+x3+x+1 = x7+x6+1
3.2.2. Encriptador AES
Para definir el proceso de cifrado del AES, vamos a asumir que la longitud
de clave escogida es de 128 bits, ya que la longitud de clave no afecta a las
diversas operaciones que realiza el cifrado.
Con el objetivo de facilitar el entendimiento de las operaciones realizadas
por el cifrador, se realizara´n pequen˜os ejemplos.
Ba´sicamente, el cifrador aplica al Estado cuatro operaciones durante un
nu´mero determinado de rondas.
Dicho nu´mero de rondas (Nr) viene definido por la longitud de clave utili-
zada, siendo Nr = 10 para una longitud de clave de 128 bits, Nr = 12 para
192 bits y Nr = 14 para 256 bits.





En la figura 3.2 se explica como se distribuyen las operaciones realizadas
en el cifrado a lo largo de las 10 rondas necesarias para una clave de 128 bits.
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Figura 3.2: Proceso de cifrado
Como vemos, en primer lugar se realiza una ronda inicial en la que u´ni-
camente se aplica una operacio´n AddRoundKey.
Posteriormente, se realizan las nueve rondas principales, en las que se aplican
las cuatro operaciones del cifrado en este orden: SubBytes, ShitfRows, Mix-
Columns y AddRoundKey.
Por u´ltimo, se realiza la ronda final, en la que se aplican las operaciones
SubBytes, ShiftRows y AddRoundKey, obteniendo as´ı nuestro texto cifrado.
Cabe destacar que en cada ronda se utilizan diferentes subclaves, deriva-
das de la clave original. De modo que en la ronda inicial se utiliza la clave
original (si la clave es de 128 bits) y en la ronda final se utiliza la subclave
nu´mero 10.
A continuacio´n se explicara´n, una a una, las diversas operaciones que
realiza el cifrado.
3.2.2.1. SubBytes
La operacio´n SubBytes consiste, segu´n [NIS01], en una sutitucio´n no lineal
de bytes. Dicha sustitucio´n se realiza aplicando la fo´rmula:
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1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0




















i,j = Transformacio´n SubBytes, con el bit menos significativo arriba.
Existe una tabla de sustitucio´n fija, llamada S-box (tabla 3.3), que apli-
ca estas operaciones y permite realizar la operacio´n SubBytes mediante un
simple vistazo.
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 xA xB xC xD xE xF
0x 63 7C 77 7B F2 6B 6F C5 30 01 67 2B FE D7 AB 76
1x CA 82 C9 7D FA 59 47 F0 AD D4 A2 AF 9C A4 72 C0
2x B7 FD 93 26 36 3F F7 CC 34 A5 E5 F1 71 D8 31 15
3x 04 C7 23 C3 18 96 05 9A 07 12 80 E2 EB 27 B2 75
4x 09 83 2C 1A 1B 6E 5A A0 52 3B D6 B3 29 E3 2F 84
5x 53 D1 00 ED 20 FC B1 5B 6A CB BE 39 4A 4C 58 CF
6x D0 EF AA FB 43 4D 33 85 45 F9 02 7F 50 3C 9F A8
7x 51 A3 40 8F 92 9D 38 F5 BC B6 DA 21 10 FF F3 D2
8x CD 0C 13 EC 5F 97 44 17 C4 A7 7E 3D 64 5D 19 73
9x 60 81 4F DC 22 2A 90 88 46 EE B8 14 DE 5E 0B DB
Ax E0 32 3A 0A 49 06 24 5C C2 D3 AC 62 91 95 E4 79
Bx E7 C8 37 6D 8D D5 4E A9 6C 56 F4 EA 65 7A AE 08
Cx BA 78 25 2E 1C A6 B4 C6 E8 DD 74 1F 4B BD 8B 8A
Dx 70 3E B5 66 48 03 F6 0E 61 35 57 B9 86 C1 1D 9E
Ex E1 F8 98 11 69 D9 8E 94 9B 1E 87 E9 CE 55 28 DF
Fx 8C A1 89 0D BF E6 42 68 41 99 2D 0F B0 54 BB 16
Tabla 3.3: S-Box
Entonces, si necesitamos realizar la operacio´n SubBytes al nu´mero {19},
no tenemos ma´s que mirar la tabla, fija´ndonos en la fila 1x y la columna x9,
obteniendo as´ı que la transformacio´n de {19} es {D4}.
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3.2.2.2. ShiftRows
La operacio´n ShiftRows consiste, segu´n [NIS01], en una rotacio´n c´ıclica
hacia la izquierda de las filas de la notacio´n matricial del Estado, de manera
que la primera fila permanece igual, la segunda fila se rota hacia la izquierda
una posicio´n, la tercera fila se rota hacia la izquierda dos posiciones y, por
u´ltimo, la cuarta fila se rota hacia la izquierda tres posiciones.


































Figura 3.3: Operacio´n ShiftRows
3.2.2.3. MixColumns
En la operacio´n MixColumns, los cuatro bytes de cada columna de la no-
tacio´n matricial del Estado se combinan utilizando una transformacio´n lineal
inversible, como establece [NIS01].
Cada columna se trata como un polinomio y luego se multiplica el mo´dulo
x4 + 1 con un polinomio fijo a(x) ={03}x3+{01}x2+{01}x+{02}
Es ma´s sencillo verlo como una multiplicacio´n matricial, donde el Estado
siempre se multiplica a la derecha de la misma matriz:


02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02


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02 03 01 01
01 02 03 01
01 01 02 03





B15 B11 B7 B3
B14 B10 B6 B2
B13 B9 B5 B1
B12 B8 B4 B0


Multiplicando de esta manera, siempre teniendo en cuenta los aspectos
matema´ticos que hemos comentado en el apartado 3.2.1.3, obtendremos el
resultado de la operacio´n MixColumns.
Dentro del AES, este es, sin duda, uno de los procesos ma´s costosos en
cuanto a cantidad de operaciones realizadas.
3.2.2.4. AddRoundKey
La operacio´n AddRoundKey consiste, segu´n [NIS01], en la combinacio´n
de la subclave de ronda correspondiente con el Estado.
Esta combinacio´n se realiza a trave´s de la operacio´n XOR.
En la ilustracio´n que representa el proceso de cifrado (3.2) se observa que
en la ronda inicial (ronda 0) se realiza esta operacio´n. En el caso que estamos
estudiando, longitud de clave de 128 bits, la subclave de ronda 0 es la propia
clave de cifrado.
Aunque se estudiara´ ma´s adelante, es importante sen˜alar que, en el caso
de tener claves de 192 y 256 bits, su correspondiente subclave de ronda 0 no
es, lo´gicamente, la clave original, sino que sera´ un fragmento de 128 bits de
e´sta, en concreto sus 128 bits ma´s significativos.
3.2.3. Desencriptador AES
De nuevo, para definir el proceso de descifrado, vamos a suponer que la
longitud de clave escogida es de 128 bits, lo cual implica 10 rondas.
Hay que recordar que AES es un cifrador de clave sime´trica, lo que quiere
decir que la misma clave que se ha usado para cifrar los datos es la que se
usara´ para descifrarlos.
Ba´sicamente, el proceso de descifrado consiste en aplicar, en orden inverso
al del cifrado, las operaciones inversas a las descritas en el encriptador. De
nuevo, tenemos cuatro operaciones diferentes:
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Figura 3.4: Proceso de descifrado
La operacio´n AddRoundKey es la misma que en la encriptacio´n, es decir,
una operacio´n XOR entre el Estado y la subclave correspondiente, por lo que
no se volvera´ a explicar.
Como vemos en la figura 3.4, el proceso empieza en la u´ltima ronda, es
decir, que la primera operacio´n que aparece, AddRoundKey, utilizara´ la sub-
clave nu´mero 10.
Se puede deducir que si las longitudes de clave son 192 o´ 256 bits, la primera
ronda que se usara´ en el descifrado sera´ la 12 o la 14 respectivamente.
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Posteriormente se realiza la ronda 9, en la que se aplican al Estado las
operaciones InvShiftRows, InvSubBytes y AddRoundKey.
Por u´ltimo, se realizan, hasta la ronda final (ronda 0), las diversas opera-
ciones de descifrado en este orden: InvMixColumns, InvShiftRows, InvSubBy-
tes y AddRoundKey.
De nuevo, la subclave de ronda 0 es la clave original (si la longitud de
clave es de 128 bits).
A continuacio´n describiremos las operaciones necesarias para el descifra-
do.
3.2.3.1. InvSubBytes
Segu´n [NIS01], la operacio´n InvSubBytes es, al igual que la operacio´n





−1 · (Si,j + C))
−1
De nuevo, existe una tabla de sustitucio´n fija a la que hemos denominado
InvS-box (tabla 3.4), la cual permite realizar la operacio´n InvSubBytes de
manera ana´loga a la operacio´n SubBytes.
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 xA xB xC xD xE xF
0x 52 09 6A D5 30 36 A5 38 BF 40 A3 9E 81 F3 D7 FB
1x 7C E3 39 82 9B 2F FF 87 34 8E 43 44 C4 DE E9 CB
2x 54 7B 94 32 A6 C2 23 3D EE 4C 95 0B 42 FA C3 4E
3x 08 2E A1 66 28 D9 24 B2 76 5B A2 49 6D 8B D1 25
4x 72 F8 F6 64 86 68 98 16 D4 A4 5C CC 5D 65 B6 92
5x 6C 70 48 50 FD ED B9 DA 5E 15 46 57 A7 8D 9D 84
6x 90 D8 AB 00 8C BC D3 0A F7 E4 58 05 B8 B3 45 06
7x D0 2C 1E 8F CA 3F 0F 02 C1 AF BD 03 01 13 8A 6B
8x 3A 91 11 41 4F 67 DC EA 97 F2 CF CE F0 B4 E6 73
9x 96 AC 74 22 E7 AD 35 85 E2 F9 37 E8 1C 75 DF 6E
Ax 47 F1 1A 71 1D 29 C5 89 6F B7 62 0E AA 18 BE 1B
Bx FC 56 3E 4B C6 D2 79 20 9A DB C0 FE 78 CD 5A F4
Cx 1F DD A8 33 88 07 C7 31 B1 12 10 59 27 80 EC 5F
Dx 60 51 7F A9 19 B5 4A 0D 2D E5 7A 9F 93 C9 9C EF
Ex A0 E0 3B 4D AE 2A F5 B0 C8 EB BB 3C 83 53 99 61
Fx 17 2B 04 7E BA 77 D6 26 E1 69 14 63 55 21 0C 7D
Tabla 3.4: InvS-Box
La tabla 3.4 es inversa a la tabla 3.3, que representaba la S-box. Recorde-
mos el ejemplo que se propuso, en el que el byte {19}, a trave´s de la operacio´n
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SubBytes se transformaba en el byte {D4}.
Si ahora queremos aplicar la operacio´n InvSubBytes al byte {D4}, miramos
en la tabla 3.4 la fila Dx y la columna x4.
Obtenemos el byte {19}.
3.2.3.2. InvShiftRows
La operacio´n InvShiftRows consiste, segu´n [NIS01], en una rotacio´n c´ıcli-
ca hacia la derecha de las filas de la notacio´n matricial del Estado, de manera
que la primera fila permanece igual, la segunda fila se rota hacia la derecha
una posicio´n, la tercera fila se rota hacia la derecha dos posiciones y, por
u´ltimo, la cuarta fila se rota hacia la derecha tres posiciones.
Consiste, por tanto, en una rotacio´n en direccio´n opuesta a la que se


































Figura 3.5: Operacio´n InvShiftRows
3.2.3.3. InvMixColumns
Segu´n [NIS01], es la operacio´n inversa a MixColumns.
En ella, cada columna se trata como un polinomio y luego se multiplica el
mo´dulo x4+1 con un polinomio fijo a−1(x) ={0B}x3+{0D}x2+{09}x+{0E}
De nuevo, es ma´s intuitivo verlo como una multiplicacio´n del Estado a la
derecha de una matriz fija. Dicha matriz es:
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

0E 0B 0D 09
09 0E 0B 0D
0D 09 0E 0B






0E 0B 0D 09
09 0E 0B 0D
0D 09 0E 0B





B15 B11 B7 B3
B14 B10 B6 B2
B13 B9 B5 B1
B12 B8 B4 B0


3.2.4. Ca´lculo de subclaves
En el AES, concretamente en la operacio´n AddRoundKey, se utilizan di-
ferentes subclaves, todas derivadas de la clave original.
La clave expandida, una sucesio´n de todas las subclaves, puede verse co-
mo una matriz de 4 filas por [4× (Nr + 1)] columnas.
Es decir, que la longitud de la clave expandida var´ıa dependiendo de Nr, que
a su vez var´ıa dependiendo de la longitud de clave.
Por ejemplo, la clave expandida para una longitud de clave de 128 bits se
representa como una matriz de 4 filas por (4× 11), es decir, 44 columnas.
Ana´logamente, para una longitud de clave de 192 bits (la cual se repre-
senta en la clave expandida como una matriz de 4 × 6), la clave expandida
es una matriz de 4 filas por (4× 13), o lo que es lo mismo, 52 columnas.
Todas las subclaves utilizadas, para cualquier longitud de clave, son de
128 bits, o lo que es lo mismo, 4 columnas. Esa es la razo´n por la que a ma´s
longitud de clave, ma´s nu´mero de rondas.
Es importante sen˜alar que el ca´lculo de subclaves es ide´ntico para longi-
tudes de clave de 128 y 192 bits, mientras que para 256 bits var´ıa en ciertos
detalles.
Un dato del AES, necesario para el ca´lculo de subclaves para claves de
cualquier longitud, es la matriz Rcon.
Dicha matriz, segu´n [NIS01] es de la siguiente forma:
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01 02 04 08 10 20 40 80 1B 36
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00


Es necesario saber que en este proyecto se ha designado a la primera
columna de Rcon como Rcon(1), a la segunda como Rcon(2) y as´ı sucesiva-
mente hasta la u´ltima columna, Rcon(10).
Las columnas de la matriz de clave ampliada se calculan en diez grupos
(uno por cada columna de la matriz Rcon) de Nk columnas cada uno.
3.2.4.1. Ca´lculo de subclaves a partir de una clave de longitud 128
o´ 192 bits
Ya que el procedimiento es ide´ntico para ambas longitudes, se asumira´ que
la longitud de la clave a expandir es de 128 bits.








0 1 2 3 4 5 6 8 9 11 4241
Figura 3.6: Matriz de clave expandida
Como vemos en la figura 3.6, la matriz de clave expandida es de 4 filas
por 44 columnas.
1. El primer paso para calcular las subclaves es introducir la clave original
en las primeras columnas. En el caso de 128 bits, ocupa 4 columnas,
como se puede apreciar en la ilustracio´n.
Ahora hay que calcular las columnas de las diferentes subclaves una a
una.
Ba´sicamente, la primera columna del grupo de Nk columnas (en este caso 4)
aplica una serie de operaciones que describiremos a continuacio´n, mientras
que el resto de columnas del grupo se calculan de manera ana´loga.
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Vamos a denominar como Ci a la columna actual que queremos hallar. En
este momento i = 4




































4. A la transformacio´n SubBytes que acabamos de hallar se le suman Ci−nk
y Rcon(i/nk), obteniendo as´ı la columna Ci que estabamos buscando.
Hay que recordar que la suma es una operacio´n XOR y que nk = 4, 6 o´ 8
para longitudes de clave 128, 192 o´ 256 bits respectivamente. En este caso
nk = 4, por lo tanto, la columna de la matriz Rcon que hay que utilizar en


































Llegados a este punto, i = 5.


























Una vez hecho esto, las dos columnas que quedan por calcular de la pri-
mera subclave, C6 y C7, se hallan aplicando el paso 5.
Para calcular una nueva subclave, volvemos al paso 2 y comenzamos de
nuevo.
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3.2.4.2. Ca´lculo de subclaves a partir de una clave de longitud 256
bits
Como hemos dicho, el ca´lculo de las subclaves para una longitud de clave
de 256 bits difiere en algunos aspectos.
Dentro de la matriz de clave expandida, la clave original ocupa 8 colum-
nas. A partir de e´stas, y siguiendo exactamente los mismos pasos descritos en
el apartado anterior, obtendr´ıamos columnas en grupos de 8. Sin embargo,
hay que introducir un paso adicional.
Este paso consiste en que, para hallar la columna nu´mero cinco de cada
grupo de nuevas columnas, hay que realizar la operacio´n SubBytes de Ci−1
y, posteriormente, sumarla con Ci−nk, donde nk = 8.
Si una clave original ocupa los lugares del 0 al 7 en la matriz de clave
expandida, la columna que ocupa el quinto puesto en el nuevo grupo de co-
lumnas (del 8 al 15) sera´ la nu´mero 12. En el siguiente grupo de columnas
(del 16 al 23), el quinto puesto es ocupado por la columna nu´mero 20. Y
as´ı sucesivamente.
Por lo tanto, si queremos hallar C12, necesitaremos aplicar la operacio´n
SubBytes a la C11 y sumar el resultado con C4.
Por lo dema´s es equivalente al apartado anterior, para hallar la primera
columna del grupo se siguen los pasos 2, 3 y 4. Para el resto de columnas,
exceptuando la quinta, se sigue el paso 5 del apartado anterior.
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Cap´ıtulo 4
Herramientas de trabajo y flujo
de disen˜o
En el presente cap´ıtulo se mostrara´n las principales herramientas que se
han utilizado para la consecucio´n de este proyecto.
Adema´s, se explicara´ la manera en la que se han usado esas herramientas
a lo largo del flujo de disen˜o, es decir, que´ herramienta se ha utilizado en
cada paso y que´ hemos obtenido con ella.
4.1. Herramientas utilizadas
Las herramientas de trabajo utilizadas son las siguientes:





4.1.1. Xilinx ISE Design Suite 13.2
Xilinx ISE (Integrated Software Enviroment) en una herramienta soft-
ware, propiedad de Xilinx, que permite, entre otras funciones, describir el
disen˜o y realizar su s´ıntesis, su emplazamiento y su rutado.
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Adema´s, con esta herramienta software tambie´n se distribuye la herra-
mienta Xpower Analyzer (ver apartado 4.1.5).
4.1.2. Modelsim 10.1c SE
Modelsim es una herramienta software, propiedad de Mentor Graphics,
que permite, entre otras cosas, realizar simulaciones funcionales y simulacio-
nes temporales, con las que podremos ver el funcionamiento real del circuito
teniendo en cuenta especificaciones como los retardos.
4.1.3. Rijndael Inspector 1.1
Rinjndael Inspector es un software disen˜ado por Enrique Zabala para el
proyecto Cryptool.
En e´l se permite, aplicando el algoritmo AES, realizar el cifrado o desci-
frado de un bloque de 128 bits, utilizando una clave de una longitud de 128
bits. Se puede introducir manualmente el valor tanto del bloque a cifrar o
descifrar como de la clave.
Ha sido especialmente de utilidad porque no so´lo encripta o desencripta
los datos, sino que muestra todos y cada uno de los valores que adquiere el Es-
tado, adema´s de las diferentes subclaves, es decir, que muestra los resultados
despue´s de cada operacio´n realizada (SubBytes, MixColumns, etc).
4.1.4. VIM
VIM es un editor de texto que comprende ma´s de 200 tipos de sintaxis.
La utilidad ma´s importante para este proyecto es la de la comparacio´n
de ficheros. En ella, los dos (o ma´s) ficheros de texto se comparan y sus
diferencias se remarcan con diversos colores. Por ejemplo, las eliminaciones
aparecen en rojo, mientras que las nuevas inserciones aparecen en violeta.
4.1.5. XPower Analyzer
Como hemos dicho, el XPower Analyzer viene distribuida con el Xilinx
ISE.
Con esta herramienta se puede hacer una estimacio´n detallada del con-
sumo de potencia, teniendo en cuenta valores como la temperatura.
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Para ello, precisa de informacio´n que se obtendra´ con el uso de las herra-
mientas antes descritas. Esto sera´ explicado ma´s adelante.
4.2. Flujo de disen˜o
La realizacio´n de este proyecto sigue unos pasos muy espec´ıficos. En cada
paso precisaremos de herramientas diferentes.
El objeto de esta seccio´n es explicar uno a uno los pasos que se siguen en
el disen˜o, aclarando que´ herramienta se utiliza en cada uno y describiendo
que´ se obtiene de ellos.
Ba´sicamente, los pasos son:
1. Descripcio´n en lenguaje VHDL.
2. Simulacio´n funcional.
3. S´ıntesis, emplazamiento y rutado.
4. Simulacio´n postlayout.
5. Estimacio´n del consumo.
Estos pasos hay que ejecutarlos en orden. Si alguno no proporciona los
resultados deseados, se vuelve al paso 1.
4.2.1. Descripcio´n en lenguaje VHDL
El primer paso consiste en disen˜ar los ficheros .vhd que describen el com-
portamiento de nuestro circuito.
En nuestro caso, el AES se ha dividido en componentes, con lo cual tendre-
mos un archivo .vhd para cada componente.
El requisito necesario para poder avanzar hasta el siguiente paso es reali-
zar una sintaxis correcta, es decir, compilar los archivos .vhd de manera que
no haya ningun error.
Si lo hay, sera´ necesario modificar el co´digo de descripcio´n.
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4.2.1.1. Herramientas utilizadas para describir el disen˜o
Cualquier editor de texto puede ser utilizado para describir el disen˜o, sin
embargo, se ha optado por utilizar el editor del Xilinx ISE Design Suite 13.2,
ya que tambie´n nos permite realizar la sintaxis, que es necesaria para verifi-
car que el co´digo descrito no tiene errores.
Que el co´digo sea va´lido no significa que el funcionamiento sea el deseado.
Hay que comprobarlo en el siguiente paso.
4.2.2. Simulacio´n funcional
En este paso podremos comprobar si nuestro circuito funciona tal y como
lo hemos descrito.
Si el resultado es el esperado podremos avanzar hasta el siguiente paso.
En caso contrario, es necesario volver al primer paso.
4.2.2.1. Herramientas utilizadas para la simulacio´n funcional
En este caso hemos utilizado las herramientas Modelsim 10.1c SE y VIM.
En la herramienta Modelsim 10.1c SE tenemos informacio´n visual de los
valores o estados tanto de los pines de entrada y salida como de las sen˜ales y
variables internas descritas en el disen˜o en funcio´n del tiempo. Es decir, que
somo capaces de ver como reacciona cada sen˜al o variable interna ante un
est´ımulo conocido de los pines de entrada (el cual podemos realizar a trave´s
de esta misma herramienta).
Si la salida no es la deseada, es necesario identificar el problema estudian-
do los valores que adquieren las sen˜ales o variables internas, para as´ı poder
determinar donde esta´ el fallo y volver al paso 1.
Si la salida es la deseada podremos avanzar al siguiente paso.
La herramienta VIM se ha utilizado porque, en simulaciones largas, en
las que podemos cifrar o descifrar un nu´mero elevado de bloques de 128 bits,
generando un archivo de texto con los resultados del proceso, es u´til poder
comparar ese archivo de texto con otro que contenga las salidas esperadas.
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En el proyecto que nos ocupa, se han realizado simulaciones de hasta 100
vectores oficiales del NIST [Vec].
Hablando en te´rminos de tiempo, es ma´s econo´mico utilizar esta herramienta
que comparar los resultados uno a uno.
4.2.3. S´ıntesis, emplazamiento y rutado
La s´ıntesis es el paso en el que se adapta el disen˜o decrito a una FPGA
en concreto de manera que ocupe el menor a´rea posible.
El emplazamiento es un proceso en el que se situ´an los bloques digitales
de una manera o´ptima, mientras que el rutado se encarga de interconectarlos.
Este paso genera unos ficheros necesarios para los siguientes pasos:
.ncd (Native Circuit Description): Contiene la descripcio´n del cir-
cuito.
.pcf (Physical Constraints File): Contiene las restricciones de em-
plazamiento y rutado.
.sdf (Standard Delay Format): Contiene los retardos internos de la
FPGA seleccionada.
.vhd: contiene el co´digo del archivo .vhd original pero a un nivel ma´s
bajo, teniendo en cuenta retardos.
Los archivos .ncd y .pcf se utilizara´n en la estimacio´n de la potencia
consumida, mientras que los archivos .sdf y .vhd se utilizara´n en el paso de
la simulacio´n postlayout.
4.2.3.1. Herramientas utilizadas para la s´ıntesis, emplazamiento
y rutado
La herramienta utilizada para este paso es Xilinx ISE Design Suite 13.2.
Antes de poder realizar el emplazamiento y el rutado es necesario obtener
una s´ıntesis correcta, es decir, que no haya errores ni warnings (latches, etc).
En nuestro caso, ha sido una de las etapas ma´s costosas ya que, a veces,
era muy dif´ıcil identificar el problema al que se refer´ıan los warnings.
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Cuando se realiza una s´ıntesis correcta, el proceso de emplazamiento y
rutado no tiene por que´ dar problemas, pudiendo avanzar as´ı al siguiente
paso.
4.2.4. Simulacio´n postlayout
Consiste en una simulacio´n teniendo en cuenta todos los posibles retar-
dos. Con ella obtendremos unos resultados muy aproximados a la realidad.
Para poder avanzar, es necesario obtener los resultados esperados en la
simulacio´n.
Este paso no genera ningu´n archivo adicional por s´ı mismo, pero es ne-
cesario que generemos uno para obtener el consumo de potencia en la etapa
siguiente.
.vcd (Value Change Dump): Contiene una traza de la evolucio´n de
todas las sen˜ales del circuito.
Para obtener el archivo .vcd es necesario escribir en un editor de texto un
archivo con extensio´n .do.
Se trata de un script de instrucciones que generara´ el archivo buscado tras
realizar la simulacio´n postlayout. Este script se puede encontrar en el cap´ıtulo
de Anexos (cap´ıtulo 10).
4.2.4.1. Herramientas utilizadas para la simulacio´n postlayout
La herramienta utilizada en ese paso es, de nuevo, el Modelsim 10.1c SE.
La meca´nica es la misma que en la simulacio´n funcional, con la excepcio´n
de que, para realizarla, utiliza los archivos .vhd de bajo nivel y .sdf, ambos
generados en el paso anterior (s´ıntesis, emplazamiento y rutado).
Tambien se utiliza la herramienta VIM por el mismo motivo que en la
simulacio´n funcional.
4.2.5. Estimacio´n del consumo
En este u´ltimo paso, en el que todo el flujo de disen˜o ha sido correcto,
se estima la potencia consumida por el circuito para, posteriormente, poder
trabajar en su reduccio´n.
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4.2.5.1. Herramientas utilizadas para la estimacio´n del consumo
La herramienta utilizada es el XPower Analyzer.
Para poder realizar una estimacio´n lo ma´s pro´xima posible a la realidad,
el XPower Analyzer requiere tres archivos:
.ncd: Obtenido en el paso “S´ıntesis, emplazamiento y rutado”.
.pcf : Obtenido igualmente en el paso “S´ıntesis, emplazamiento y ruta-
do”.
.vcd: Obtenido en el paso “Simulacio´n postlayout”.
Para ayudar a comprender mejor el flujo de disen˜o, se adjunta la figura
4.1.
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Figura 4.1: Flujo de disen˜o
Miguel Garc´ıa Oco´n 49 Herramientas de trabajo y
flujo de disen˜o
Universidad
Carlos III de Legane´s (Madrid)
Departamento de Tecnolog´ıa Electro´nica
Implementacio´n
del algoritmo de cifrado AES




En este cap´ıtulo se explicara´ la implementacio´n realizada del algoritmo
AES, describiendo cada uno de los bloques y componentes que conforman
el disen˜o. Para hacerlo nos ayudaremos de ima´genes y los resultados de las
simulaciones.
Es necesario sen˜alar que para realizar las simulaciones del algoritmo se
han utilizado vectores del NIST [Vec], mientras que para comprobar el co-
rrecto funcionamiento de cada componente por separado se ha utilizado la
herramienta Rinjndael Inspector 1.1.
El co´digo VHDL del disen˜o se puede encontrar en los anexos.
5.1. Implementacio´n de AES
Como hemos dicho, el AES puede trabajar con tres longitudes de clave
diferentes: 128, 192 y 256 bits.
Esta implementacio´n permite el uso de las tres longitudes, ya que se han
aprovechado los recursos que ofrecen la declaracio´n de gene´ricos.
Como siempre, para realizar la explicacio´n de la implementacio´n, asumiremos
que la longitud de clave es de 128 bits.
Adema´s, se ha optado por realizar una descripcio´n estructurada, es de-
cir, que se han descrito varios componentes interconectados mediante sen˜ales.
A continuacio´n se incluye una lista donde se describen brevemente los
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diferentes componentes que conforman nuestro bloque principal AES (tabla
5.1).
Componente Descripcio´n
subbytes Realiza tanto la operacio´n SubBytes
como InvSubBytes.
shiftrows Realiza tanto la operacio´n ShiftRows
como InvShiftRows.
mixcolumns Realiza tanto la operacio´n MixColumns
como InvMixcolumns.
addroundkey Realiza la operacio´n AddRoundKey.
keygen Genera todas las subclaves de ronda
y devuelve una en funcio´n del nu´mero de ronda.
Tabla 5.1: Componentes de AES
En la ilustracio´n 5.1 se muestran los bloques que forman nuestro disen˜o,
incluyendo todas las sen˜ales que se han descrito. Podemos ver que, adema´s
de los componentes antes mencionados, hay otros bloques adicionales.
El elevado nu´mero de sen˜ales es el motivo por el que en el diagrama no se
han interconectado los bloques, sin embargo en todos se detallan las sen˜ales
y pines de entrada que ejercen influencia sobre ellos y las sen˜ales y pines de
salida a los que modifican.
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Figura 5.1: Diagrama de bloques del AES
Si observamos el diagrama, vemos que nuestra descripcio´n contempla una
entrada de u´nicamente 32 bits (AES in), por la que entran los datos tanto
de la clave como de la informacio´n a cifrar o descifrar.
En principio esto no era as´ı, teniendo 128 bits de entrada para los datos
y otros 128, 192 o´ 256 para la clave.
Sin embargo, el elevado nu´mero de pines resultante nos obligo´ a adaptarlo
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de esta manera, ya que nos permit´ıa implementar el disen˜o en una FPGA de
taman˜o adecuado, es decir, con mayor aprovechamiento del a´rea, mejorando
tambie´n su consumo de potencia.
Debido a esto, fue necesario incluir el bloque al que hemos denominado
como registro. Su funcio´n simplemente es agrupar los datos de entrada y
separarlos en clave y en datos a cifrar (o descifrar).
Adema´s, cuando realiza este cometido, habilita a la FSM para comenzar su
funcionamiento.
El bloque denominado FSM en la ilustracio´n 5.1 es una ma´quina de es-
tados en la que realiza el procesamiento de los datos de entrada, ofreciendo
el resultado buscado.
Cabe destacar que se tuvo en cuenta la opcio´n de comenzar con el cifrado
mientras aun se estaban calculando las diferentes subclaves (en el descifrado
esto no es posible, ya que la primera subclave que se requiere es la u´ltima).
Sin embargo no se llevo´ a cabo porque se comprobo´ que cuando se requer´ıa
la primera subclave, e´sta no hab´ıa sido calculada todav´ıa.
5.1.1. Gene´ricos, pines de entrada y salida y sen˜ales
internas de AES
A continuacio´n haremos una descripcio´n de todos los puertos gene´ricos




key length integer Longitud en bits de la clave.
nk integer Nu´mero de longitud de palabras (32 bits) de la clave.
nr integer Nu´mero de rondas.
Tabla 5.2: Puertos gene´ricos del AES
Esta implementacio´n se ha disen˜ado con gene´ricos para poder cambiar con
facilidad la longitud de clave que queremos utilizar. Como se ha comentado
con anterioridad, la clave puede tener una longitud de 128, 192 o´ 256 bits, Nk
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puede tener un valor de 4, 6 o´ 8 y Nr var´ıa entre 10, 12 o´ 14, respectivamente.
Entonces, si precisamos de una longitud de clave de 128 bits no hay ma´s
que configurar los gene´ricos de la siguiente manera:




Nombre Tipo Direccio´n Descripcio´n
Entrada tanto de los
AES in std logic vector(31 downto 0) E datos a procesar como
de la clave.
Indica si el proceso es
mode std logic E de cifrado(1) o
descifrado (0).
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
AES out std logic vector(127 downto 0) S Salida de un bloque
de datos procesado.
flag std logic S Indica que AES out ofrece
un dato va´lido.
Tabla 5.3: Entradas y salidas de AES
Como hemos dicho, la entrada AES in, de 32 bits, esta´ disen˜ada de modo
que los datos entren en flujo, es decir, que cada ciclo de reloj entren los 32
bits correspondientes.
Esta´ disen˜ado de tal manera que primeramente tiene que entrar la clave
e inmediatamente despue´s los datos a procesar.
Adema´s el orden de entrada debe ser, en primer lugar, los 32 bits menos
significativos.
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Esto se entiende mejor con el siguiente ejemplo: Si partimos de la siguien-
te clave de 128 bits (hexadecimal):
00010203 04050607 08090A0B 0C0D0E0F
El primer grupo de 32 bits a introducir en nuestro disen˜o ser´ıa:
0C0D0E0F
Esto so´lo ocurre con el primer bloque de datos, ya que, para el siguiente
bloque, se asume que se utiliza la misma clave.
Es decir, que, tras finalizar el procesado de un bloque, se recogen u´nicamente
cuatro palabras de 32 bits (128 bits), que son el siguiente bloque a procesar
con la misma clave del anterior, evitando calcular de nuevo todas las subcla-
ves.
Si quisieramos procesar datos con una clave diferente ser´ıa necesario apli-
car un reset.
Sen˜ales internas
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Nombre Tipo Descripcio´n
key std logic vector Sen˜ales de
(key length-1 downto 0)
ronda std logic vector(3 downto 0) correspondencia
enable keygen std logic de puertos del
flag keygen std logic componente
subclave std logic vector(127 downto 0) keygen.
addroundkey in std logic vector(127 downto 0) Sen˜ales de
correspondencia
subclave2 std logic vector(127 downto 0) de puertos del
componente
addroundkey out std logic vector(127 downto 0) addroundkey.
subbytes in std logic vector(127 downto 0) Sen˜ales de
enable subbytes std logic correspondencia
sel subbytes std logic de puertos del
flag subbytes std logic componente
subbytes out std logic vector(127 downto 0) subbytes.
shiftrows in std logic vector(127 downto 0) Sen˜ales de
correspondencia
sel shiftrows std logic de puertos del
componente
shiftrows out std logic vector(127 downto 0) shiftrows.
mixcolumns in std logic vector(127 downto 0) Sen˜ales de
enable mixcolumns std logic correspondencia
sel mixcolumns std logic de puertos del
flag mixcolumns std logic componente
mixcolumns out std logic vector(127 downto 0) mixcolumns.
state std logic vector(127 downto 0) Contiene los datos
a procesar.
state loaded std logic Indica que la sen˜al
state esta´ preparada.
key loaded std logic Indica que la sen˜al
key esta´ preparada.
Marca los l´ımites
limite std logic vector(2 downto 0) dentro de key y
state donde se
almacena AES in.
fin proceso integer Indica que el proceso
ha terminado.
Tabla 5.4: Sen˜ales internas del AES
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Las sen˜ales de correspondencia de puertos de los diversos componentes se
explicara´n en los apartados de dichos componentes, pero son muy similares
entre s´ı.
Ba´sicamente las sen˜ales denominadas “enable” (habilitacio´n) permiten
al componente comenzar su funcio´n, las sen˜ales denominadas “flag” indican
que el componente ha realizado su funcio´n y las sen˜ales denominadas “sel”
indican si el proceso es de cifrado o descifrado.
El resto son entradas y salidas del Estado al componente, con excepcio´n
del componente keygen, al que le llega la clave y devuelve las diferentes
subclaves dependiendo de la sen˜al ronda, y del componente addroundkey,
al que, aparte del Estado, le llega la correspondiente subclave por medio de
la sen˜al subclave2.
5.1.2. Ma´quinas de estado (FSM) de AES
Como hemos dicho y mostrado en el diagrama de bloques (figura 5.1),
en la implementacio´n del AES se ha descrito una ma´quina de estados cuya
funcio´n es realizar el procesado de los datos de entrada, proporcionando un
resultado va´lido mostrado en la salida AES out.
Adema´s, esta FSM cambia sus estados en funcio´n de la entrada mode,
es decir, que cada estado realiza una funcio´n diferente dependiendo de si el
proceso es de cifrado o de descifrado.
5.1.2.1. FSM
Lo primero que se realiza en nuestro disen˜o una vez que tenemos separa-
dos los 128 bits de los datos y los 128 bits de la clave, es el ca´lculo de subclaves.
Se ha optado por no comenzar el procesado de datos hasta que todas
las subclaves hayan sido calculadas, ya que si los dos procesos comienzan al
mismo tiempo, en el cifrado se requieren las subclaves cuando no han sido
calculadas todav´ıa.
Es decir, que el tiempo requerido para realizar una ronda completa es inferior
al requerido para el ca´lculo de una subclave.
Adema´s, debido a que en el proceso de descifrado s´ı se requiere tener
todas las subclaves calculadas (la primera que utiliza es la u´ltima que se cal-
cula), se ha elegido esperar tambie´n en el cifrado. De este modo tampoco se
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observara´n diferencias en el consumo de potencia entre un proceso u otro.
La funcio´n de FSM es calcular las subclaves y realizar el procesado de
datos.
Consta de 9 estados:
inicio: Es el estado de reposo. Cuando la sen˜al key loaded se activa, se
realiza la transicio´n de estados.
calculo subclaves: En e´l se desarrolla todo el proceso de ca´lculo de
subclaves (so´lo si es el primer bloque). Cuando la sen˜al flag keygen y
state loaded esta´n activadas, se pasa al siguiente estado.
Es necesario apuntar que flag keygen no se desactiva en ningu´n momen-
to una vez se han calculado las subclaves. De esta forma conseguimos
que la transicion de estado para los siguientes bloques a procesar se
produzca inmediatamente cuando el bloque a procesar ha sido carga-
do.
ronda inicial: Se realiza la operacio´n que se requiere en la ronda inicial
del cifrado o descifrado.
Osubbytes: Realiza la operacio´n SubBytes o la InvSubBytes. Cuando
la sen˜al flag subbytes se activa, cambia de estado.
Oshiftrows: Realiza la operacio´n ShiftRows o la InvShiftRows.
Omixcolumns: Realiza la operacio´n MixColums o la InvMixColumns.
Cuando la sen˜al flag mixcolumns se activa, se realiza la transicio´n de
estados.
Oaddroundkey: Se realiza la operacio´n AddRoundKey.
auxiliar: La u´ltima ronda del cifrado y la ronda 1 inversa del descifrado
son ligeramente diferentes del resto (sin contar la ronda inicial o ronda
0). Este estado ayuda a realizar esta ronda.
salida: En este estado se establece la salida AES out y se activa la
sen˜al fin proceso.
Adema´s, para la transicio´n de estados, todos requieren que la entrada
enable este´ activa.
Si se desactivase el enable, el procesado quedar´ıa pausado hasta su reacti-
vacio´n, a no ser que el proceso haya finalizado, en cuyo caso se volver´ıa al
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Figura 5.2: Ma´quina de estados del AES
En la figura 5.2 se observa como se realiza la transicio´n entre estados.
Recordemos que la entrada mode establece si el proceso es de cifrado (1) o
descifrado (0).
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5.1.3. Simulaciones de AES
En esta seccio´n se presentara´n simulaciones que nos ayudara´n a demostrar
el perfecto funcionamiento del algoritmo descrito.
5.1.3.1. Reset
Algunas de las sen˜ales que se utilizan en esta descripcio´n necesitan ini-
cializarse a un valor conocido. La sen˜al de Reset es la encargada de realizar
esta funcio´n.
Como ya hemos dicho, nuestra sen˜al de reset es activa a nivel alto, es
decir, que las sen˜ales se inicializara´n cuando Reset = 1. La inicializacio´n de
sen˜ales puede apreciarse en la figura 5.3.
Figura 5.3: Simulacio´n Reset (AES)
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5.1.3.2. Enable
La sen˜al enable habilita el proceso. En nuestro caso, debe activarse cuan-
do los primeros 32 bits de entrada este´n preparados.
Pero su funcio´n tambie´n es pausar el proceso. Como vemos en la ilutracio´n
5.4, cuando se interrumpe la sen˜al enable, la operacio´n en la que interfiere
se ejecuta hasta el final (aparicio´n de su respectiva sen˜al de flag), pero no
ejecuta la siguiente hasta que la sen˜al enable vuelve a activarse, es decir, el
flujo normal de operacio´n del circuito se detiene.
Figura 5.4: Simulacio´n Enable (AES)
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5.1.3.3. Toma de datos
Cuando se activa por primera vez la sen˜al enable se procede, como se ha
explicado, a la recogida de la clave y de los datos a cifrar para, posterior-
mente, comenzar con el ca´lculo de subclaves.
Como se puede apreciar en la ilustracio´n 5.5, los cuatro primeros bloques
de 32 bits se asignan a la sen˜al key, activando la sen˜al key loaded, que da
permiso a la ma´quina de estados para comenzar con el ca´lculo de subclaves
mientras que los cuatro u´ltimos bloques de 32 bits se asignan a la sen˜al state,
activando la sen˜al state loaded.
Figura 5.5: Toma de datos (AES)
5.1.3.4. Salida
Cuando se alcanza la u´ltima ronda (10 en nuestro caso, “A” hexadecimal)
se realizan las operaciones necesarias y la ma´quina de estados pasa al estado
salida , donde se establece el resultado buscado en la salida AES out, acti-
vando tambie´n la salida flag (la cual copia el valor de la sen˜al fin proceso),
indicando as´ı que el proceso ha terminado y AES out tiene un valor correcto
(figura 5.6).
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Figura 5.6: Salida (AES)
5.2. Implementacio´n del componente SubBytes
Como ya se ha explicado, la operacio´n SubBytes consiste en una sutitu-
cio´n no lineal de bytes, que al final se pod´ıa simplificar con la existencia de
una tabla fija.
El componente SubBytes disen˜ado realiza tanto la operacio´n SubBytes
como InvSubBytes.
Adema´s tambie´n contiene los subcomponentes mostrados en la tabla 5.5.:
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Componente Descripcio´n
sbox Memoria RAM de so´lo lectura
que contiene la tabla S-Box.
invsbox Memoria RAM de so´lo lectura
que contiene la tabla InvS-Box.
Tabla 5.5: Componentes de SubBytes
En la ilustracio´n 5.7 se muestran los bloques que forman el componente
SubBytes, adema´s de las sen˜ales descritas.














































Figura 5.7: Diagrama de bloques del componente SubBytes
La ma´quina de estados utiliza los componentes descritos para transfor-
mar, de byte en byte, la entrada subbytes in, que se va almacenando en la
salida subbytes out byte a byte a modo de registro de desplazamiento, mar-
cando los l´ımites con ayuda de la sen˜al llamada a.
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5.2.1. Pines de entrada y salida y sen˜ales internas del
componente SubBytes
A continuacio´n haremos una descripcio´n de todas los pines de entrada y
salida (tabla 5.6) y las sen˜ales internas (tabla 5.7) del componente SubBytes.
Entradas y salidas
Nombre Tipo E/S Descripcio´n
Entrada del Estado al que
subbytes in std logic vector(127 downto 0) E aplicaremos la operacio´n
SubBytes/InvSubbytes.
Indica si la operacio´n es
sel std logic E SubBytes(0) o
InvSubBytes (1).
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
subbytes out std logic vector(127 downto 0) S Salida del Estado
tras la operacio´n.
flag std logic S Indica que subbytes out
ofrece un dato va´lido.
Tabla 5.6: Entradas y salidas del componente SubBytes
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Sen˜ales internas
Nombre Tipo Descripcio´n
sbox in std logic vector(7 downto 0) Byte de entrada a
la memoria S-Box.
enable sbox std logic vector Permite leer
la memoria S-Box.
sbox out std logic vector(7 downto 0) Byte de salida de
la memoria S-Box.
flag sbox std logic vector Indica que la memoria
S-Box ha sido le´ıda.
invsbox in std logic vector(7 downto 0) Byte de entrada a
la memoria InvS-Box.
enable invsbox std logic vector Permite leer
la memoria InvS-Box.
invsbox out std logic vector(7 downto 0) Byte de salida de
la memoria InvS-Box.
flag invsbox std logic vector Indica que la memoria
InvS-Box ha sido le´ıda.
finproceso std logic vector Indica que la operacio´n
ha finalizado.
a std logic vector(3 downto 0) Nos marca los l´ımites
dentro de subbytes in.
Tabla 5.7: Sen˜ales internas del componente SubBytes
La salida flag copia los valores de la sen˜al finproceso mediante un bloque
de lo´gica adicional.
5.2.2. Ma´quinas de estado (FSM) del componente Sub-
Bytes
El componente SubBytes descrito incluye una ma´quina de estados cuya
funcio´n es realizar la operacio´n SubBytes/InvSubBytes byte a byte.
Para ello se gestionan los componentes que contienen las memorias RAM
y se utiliza la sen˜al a para emular un registro de desplazamiento, es decir,
que la salida se ira´ actualizando cada ciclo de estados, activando la salida
flag cuando la salida sea la correcta.
Los estados de nuestra ma´quina son los siguientes:
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inicio: Es el estado de reposo. No necesita ningu´n est´ımulo para cam-
biar al siguiente, salvo el que necesitan todos, es decir, enable = ‘1’.
mem in: En este estado se establece el byte a transformar de la entrada
subbytes in en la direccio´n de la memoria RAM que necesitemos, dando
permiso a la misma para leer.
espera: Antes de poder actualizar la salida, necesitamos un estado de
transicio´n, ya que necesitamos un pulso de reloj para que la memoria
nos proporcione el valor buscado. De nuevo, no necesita est´ımulos para
la transicio´n.
mem out: Establece el byte transformado en la posicio´n adecuada de
la salida subbytes out.
final: Cuando la sen˜al a nos dice que todos los bytes han sido trans-
formados, se llega a este estado, en el que se activa la sen˜al finproceso,
copiada por la salida flag, indicandonos as´ı que el dato esta´ listo para
ser le´ıdo.
La transicio´n entre todos y cada uno de los estados requiere que la entra-
da enable este´ activa.
En este caso, y, en general, para todos los componentes de nuestra des-
cripcio´n completa, cuando se desactiva, el enable ejerce una funcio´n similar
al reset, ya que a lo largo del procesado de datos se utiliza ma´s de una vez y
se necesita devolver ciertas sen˜ales a valores conocidos.
Entonces, si se desactiva el enable, el proceso no se pausara´, sino que la
FSM volvera´ al estado de reposo.
En la figura 5.8 se observa como se realiza la transicio´n entre estados, sin
olvidar que para todas ellas es necesario que el enable este´ activo, volviendo
al estado inicio en caso contrario.
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sel = '0' · flag_sbox = '0'  +
sel = '1' · flag_invsbox = '0'
sel = '0' · flag_sbox = '1'  +







Figura 5.8: Ma´quina de estados del componente SubBytes
En el estado mem in, aunque la transicio´n es siempre al estado espera, es
necesario diferenciar entre la operacio´n SubBytes (sel = ‘0’), ya que entonces
esperaremos el cambio en la sen˜al flag sbox, y la operacio´n InvSubBytes (sel
= ‘1’), en cuyo caso esperaremos el cambio en la sen˜al flag invsbox.
En el estado mem out se produce la actualizacio´n del valor de la sen˜al
a, inicializada a un valor conocido. Cuando llega a 0 es cuando se produce
la transicio´n al estado final, en el que permanece hasta que se desactiva el
enable y se vuelve al estado de reposo.
5.2.3. Simulaciones del componente SubBytes
5.2.3.1. Lectura y escritura (SubBytes)
Como se ve en la figura 5.9, cuando se activa el enable se coge el byte
ma´s significativo y se realiza su sustitucio´n a trave´s de la memoria RAM de
la operacio´n respectiva, en este caso SubBytes.
Posteriormente, la salida de la memoria RAM se establece en la salida
subbytes out en el mismo lugar que ocupaba el byte original en la entrada
subbytes in.
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Finalmente, se actualiza el valor de la sen˜al a y se repite el proceso,
cogiendo el siguiente byte ma´s significativo.
Figura 5.9: Lectura y escritura del componente SubBytes
5.2.3.2. Fin del proceso (SubBytes)
Cuando el proceso finaliza se activa la salida flag y permanece en el esta-
do salida hasta que se desactiva la entrada enable y, como consecuencia, se
vuelve al estado de reposo.
En la figura 5.10 podemos comprobar que, efectivamente, ocurre as´ı.
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Figura 5.10: Fin del proceso del componente SubBytes
5.3. Implementacio´n del componente Shift-
Rows
La operacio´n ShiftRows/InvShiftRows consiste en una rotacio´n c´ıclica ha-
cia la izquiera/derecha de las filas de la notacio´n matricial del Estado.
Este componente realiza tanto la operacio´n ShiftRows como la operacio´n
InvShiftRows.
El disen˜o es muy sencillo ya que se trata de un bloque de lo´gica combi-
nacional, es decir, de sentencias que no se rigen por el reloj.
5.3.1. Pines de entrada y salida del componente Shift-
Rows
En esta´ seccio´n se estudiara´n los pines de entrada y salida (tabla 5.8) del
componente ShiftRows.
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En este componente no hay descritas sen˜ales internas.
Entradas y salidas
Nombre Tipo E/S Descripcio´n
std logic vector Entrada del Estado al que
shiftrows in (127 downto 0) E aplicaremos la operacio´n
ShiftRows/InvShiftRows.
Indica si la operacio´n es
sel std logic E ShiftRows(0) o
InvShiftRows (1).
std logic vector Salida del Estado tras
shiftrows out (127 downto 0) S aplicar la operacio´n
ShiftRows/InvShiftRows.
Tabla 5.8: Entradas y salidas del componente ShiftRows
La operacio´n descrita es, ba´sicamente, la siguiente:
Si partimos de una cadena de bytes en la entrada shiftrows in de esta
forma {B15, B14, B13, B12, B11, B10, B9, B8, B7, B6, B5, B4, B3, B2, B1,
B0}, dependiendo de la entrada sel se copiara´n en la salida shiftrows out de
la siguiente manera:
sel = ‘0’(ShiftRows):
{B15, B10, B5, B0, B11, B6, B1, B12, B7, B2, B13, B8, B3, B14, B9, B4}.
sel = ‘1’(InvShiftRows):
{B15, B2, B5, B8, B11, B14, B1, B4, B7, B10, B13, B0, B3, B6, B9, B12}.
Para ayudar a entender el cambio de posiciones de los bytes se adjunta
la figura 5.11.
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Figura 5.11: Componente ShiftRows
5.3.2. Simulaciones del componente ShiftRows
Como ya hemos explicado, el orden de los bytes resultante tiene que ser
de una determinada manera dependiendo de la entrada sel, por lo que vamos
a an˜adir una simulacio´n en la que veremos este cambio.
Figura 5.12: Simulacio´n (ShiftRows)
Ante una entrada:
{00 11 22 33 44 55 66 77 88 99 AA BB CC DD EE FF}
Vemos que para sel = ‘0’ la salida es:
{00 55 AA FF 44 99 EE 33 88 DD 22 77 CC 11 66 BB}
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Mientras que para sel = ‘1’ la salida es:
{00 DD AA 77 44 11 EE BB 88 55 22 FF CC 99 66 33}.
5.4. Implementacio´n del componente MixColumns
Si recordamos, la operacio´n MixColumns/InvMixColumns se pod´ıa reali-
zar como una multiplicacio´n de una determinada matriz a la izquierda de la
notacio´n matricial del estado.
Estas matrices son:
Para la operacio´n MixColumns:


02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02


Para la operacio´n InvMixColumns:


0E 0B 0D 09
09 0E 0B 0D
0D 09 0E 0B
0B 0D 09 0E






02 03 01 01
01 02 03 01
01 01 02 03





E1,1 E1,2 E1,3 E1,4
E2,1 E2,2 E2,3 E2,4
E3,1 E3,2 E3,3 E3,4






S1,1 S1,2 S1,3 S1,4
S2,1 S2,2 S2,3 S2,4
S3,1 S3,2 S3,3 S3,4
S4,1 S4,2 S4,3 S4,4


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Si recordamos la operacio´n de multiplicacio´n matricial:
S1,1 = (02× E1,1) + (03× E2,1) + (01× E3,1) + (01× E4,1)
S2,1 = (01× E1,1) + (02× E2,1) + (03× E3,1) + (01× E4,1)
S3,1 = (01× E1,1) + (01× E2,1) + (02× E3,1) + (03× E4,1)
S4,1 = (03× E1,1) + (01× E2,1) + (01× E3,1) + (02× E4,1)
S1,2 = (02× E1,2) + (03× E2,2) + (01× E3,2) + (01× E4,2)
S2,2 = (01× E1,2) + (02× E2,2) + (03× E3,2) + (01× E4,2)
S3,2 = (01× E1,2) + (01× E2,2) + (02× E3,2) + (03× E4,2)
S4,2 = (03× E1,2) + (01× E2,2) + (01× E3,2) + (02× E4,2)
S1,3 = (02× E1,3) + (03× E2,3) + (01× E3,3) + (01× E4,3)
S2,3 = (01× E1,3) + (02× E2,3) + (03× E3,3) + (01× E4,3)
S3,3 = (01× E1,3) + (01× E2,3) + (02× E3,3) + (03× E4,3)
S4,3 = (03× E1,3) + (01× E2,3) + (01× E3,3) + (02× E4,3)
S1,4 = (02× E1,4) + (03× E2,4) + (01× E3,4) + (01× E4,4)
S2,4 = (01× E1,4) + (02× E2,4) + (03× E3,4) + (01× E4,4)
S3,4 = (01× E1,4) + (01× E2,4) + (02× E3,4) + (03× E4,4)
S4,4 = (03× E1,4) + (01× E2,4) + (01× E3,4) + (02× E4,4)
Debemos recordar los tipos de operaciones matema´ticas que se explicaron
en el apartado 3.2.1.3, como que la suma se realiza a trave´s de una operacio´n
XOR.
Se puede observar que, para hallar cada byte transformado, se requieren
cuatro multiplicaciones y una suma (XOR) entre sus respectivos resultados.
Este dato es importante para explicar el disen˜o propuesto.
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Como se aprecia, esta operacio´n realiza un gran numero de ca´lculos, por
lo que es una de las ma´s complejas y que requieren ma´s tiempo de ejecucio´n.
El componente descrito realiza tanto la operacio´n MixColumns como la
InvMixcolumns.
Adema´s tambie´n contiene un subcomponente, el cual se muestra en la
tabla 5.9.
Componente Descripcio´n
multiplicacion Multiplica ocho vectores dos a dos,
devolviendo cuatro vectores de 8 bits.
Tabla 5.9: Componente de MixColumns
Este componente realiza las multiplicaciones descritas, realizando adema´s
la operacio´n mo´dulo, ya que la multiplicacio´n da como resultado, en la ma-
yor´ıa de los casos, un vector de ma´s de 8 bits.
Adema´s tiene capacidad para realizar cuatro multiplicaciones por cada utili-
zacio´n.
A continuacio´n, en la figura 5.13, se muestra el diagrama de bloques del
componente MixColumns.
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Figura 5.13: Diagrama de bloques del componente MixColumns
La funcio´n de la FSM es transformar, byte a byte, la entrada mixco-
lumns in y depositarla, byte a byte, en la salida mixcolumns out. La trans-
formacio´n se hace a modo de registro de desplazamiento con ayuda de las
sen˜ales limite1 y limite2.
Es necesario sen˜alar que los elementos de la matriz fija por la que hay
que multiplicar el Estado, ya sea la matriz de la operacio´n MixColumns o
InvMixColumns, son de esta forma: “0X” (notacio´n hexadecimal).
Es decir, que sus cuatro bits ma´s significativos valen cero siempre, por lo
tanto es equivalente a multiplicar por un vector de 4 bits.
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5.4.1. Pines de entrada y salida y sen˜ales internas del
componente MixColumns
En esta´ seccio´n haremos una descripcio´n los pines de entrada y salida
del componente MixColumns (tabla 5.10), as´ı como de sus sen˜ales internas
descritas (tabla 5.11).
Entradas y salidas
Nombre Tipo E/S Descripcio´n
std logic vector Entrada del Estado al que
mixcolumns in (127 downto 0) E aplicaremos la operacio´n
MixColumns/InvMixColumns.
Indica si la operacio´n es
sel std logic E MixColumns(0) o
InvMixColumns (1).
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
std logic vector Salida del Estado tras
mixcolumns out (127 downto 0) S aplicar la operacio´n
MixColumns/InvMixColumns.
flag std logic S Indica que mixcolumns out
ofrece un dato va´lido.
Tabla 5.10: Entradas y salidas del componente MixColumns
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Sen˜ales internas
Nombre Tipo Descripcio´n
multiplicacion in1 std logic vector(7 downto 0) Multiplicacio´n 1,
factor 1.
multiplicacion in2 std logic vector(3 downto 0) Multiplicacio´n 1,
factor 2.
multiplicacion in3 std logic vector(7 downto 0) Multiplicacio´n 2,
factor 1.
multiplicacion in4 std logic vector(3 downto 0) Multiplicacio´n 2,
factor 2.
multiplicacion in5 std logic vector(7 downto 0) Multiplicacio´n 3,
factor 1.
multiplicacion in6 std logic vector(3 downto 0) Multiplicacio´n 3,
factor 2.
multiplicacion in7 std logic vector(7 downto 0) Multiplicacio´n 4,
factor 1.
multiplicacion in8 std logic vector(3 downto 0) Multiplicacio´n 4,
factor 2.
enable multiplicacion std logic vector Permite multiplicar
los factores.
flag multiplicacion std logic vector Indica que los factores
han sido multiplicados.
multiplicacion out1 std logic vector(7 downto 0) Resultado de la
multiplicacio´n 1.
multiplicacion out2 std logic vector(7 downto 0) Resultado de la
multiplicacio´n 2.
multiplicacion out3 std logic vector(7 downto 0) Resultado de la
multiplicacio´n 3.
multiplicacion out4 std logic vector(7 downto 0) Resultado de la
multiplicacio´n 4.
fin mixcolumns std logic vector Indica que la operacio´n
ha finalizado.
limite1 std logic vector(1 downto 0) Nos marca los l´ımites
dentro de mixcolumns in.
limite2 std logic vector(3 downto 0) Nos marca los l´ımites
dentro de mixcolumns out.
vector mixcolumns std logic vector(15 downto 0) Se fija el valor del
vector de multiplicacio´n.
Tabla 5.11: Sen˜ales internas del componente MixColumns
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Ba´sicamente, en las sen˜ales multiplicacion in impares se establecen las
entradas del Estado (mixcolumns in) correspondientes con ayuda de la sen˜al
limite1, mientras que en las sen˜ales multiplicacion in pares se establecen los
correspondientes elementos de la matriz de multiplicacio´n fija (de 4 bits),
contenidos en la sen˜al vector mixcolumns (de 4× 4 bits).
Para entender la sen˜al vector mixcolumns es necesario fijarse de nuevo en
la matriz fija de multiplicacio´n, recordando que se situ´a a la izquierda en la
operacio´n: 

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02


La sen˜al vector mixcolumns esta´ inicializada en {2311}(Notacio´n hexade-
cimal) en el caso de que la operacio´n sea MixColumns, es decir, la primera
fila de la matriz.
Si nos fijamos, cada fila es ide´ntica a la anterior pero an˜adiendo una rotacio´n
hacia la derecha.
En la ma´quina de estados se ira´ rotando la sen˜al vector mixcolumns hacia la
derecha cuando corresponda y la forma de saber que una columna de la salida
ha sido calculada, o lo que es lo mismo, que las cuatro multiplicaciones nece-
sarias se han realizado, es comparando el valor de la sen˜al vector mixcolumns
con el valor que le hab´ıamos dado en un principio.
El resultado de las multiplicaciones se suma (XOR) en la ma´quina de
estados y se establece en su lugar correspondiente dentro de mixcolumns out
con ayuda de la sen˜al limite2.
La salida flag copia el valor de la sen˜al fin mixcolumns.
5.4.2. Ma´quinas de estado (FSM) del componente Mix-
Columns
La funcio´n de la FSM descrita en el componente MixColumns es realizar
la operacio´n MixColums o InvMixColumns byte a byte, a modo de registro
de desplazamiento, avisa´ndonos de cuando ha conclu´ıdo el proceso y gestio-
nando el funcionamiento del componente multiplicacion.
La ma´quina de estados decrita esta´ formada por cinco estados:
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inicio: Es el estado de reposo. En e´l se inicializan las sen˜ales limite1 y
limite2 al valor necesario para realizar todo el proceso.
Tambie´n es inicializada la sen˜al vector mixcolumns en funcio´n de la en-
trada sel, es decir, {2311} para sel = ‘0’(MixColumns) o´ {EBD9} para
sel = ‘1’(InvMixColumns).
No necesita est´ımulos para la transicio´n de estados, salvo el que nece-
sitan todos, es decir, enable = ‘1’.
Emultiplicacion: En este estado se asignan a las sen˜ales multiplica-
cion in impares los bytes demixcolumns in correspondientes con ayuda
de la sen˜al limite1.
Tambie´n se asignan a las sen˜ales multiplicacion in pares los valores de
la sen˜al vector mixcolumns.
Por u´ltimo, se permite al componente multiplicacion realizar su funcio´n,
permaneciendo en este estado hasta que no haya conclu´ıdo.
resultado: En este estado se hace la suma (XOR) de los cuatro resul-
tados de las multiplicaciones y se establece en su lugar correspondiente
de la salida mixcolumns out con ayuda de la sen˜al limite2.
Adema´s tambie´n se realiza la rotacio´n hacia la derecha de la sen˜al vec-
tor mixcolumns, deja´ndolo preparado para la siguiente multiplicacio´n.
De nuevo, no necesita est´ımulos para su transicio´n.
limites: En este estado se produce la actualizacio´n de las sen˜ales limi-
te1 y limite2.
limite2 se actualiza siempre que se llegue a este estado mientras su va-
lor sea superior a 0, mientras que limite1 tambie´n necesita la condicio´n
de que la sen˜al vector mixcolumns haya dado una vuelta completa, es
decir, que tenga el valor que se le asigno´ en el estado de reposo.
Cuando limite2 vale 0 quiere decir que la ultima posicio´n de mixco-
lumns out en la que se ha establecido el resultado calculado es la del
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byte 0, la u´ltima. Por lo que mientras limite2 no valga 0 volvera´ al
estado Emultiplicacion.
En caso contrario ira´ al siguiente estado.
final: En este estado se activa la sen˜al fin mixcolumns, la cual es co-
piada por la salida flag, indica´ndonos que el proceso ha terminado.
Permanecera´ en este estado indefinidamente hasta que enable = ‘0’.
Como es habitual, la transicio´n entre todos y cada uno de los estados
requiere que la entrada enable este´ activa.
Adema´s, como ocurr´ıa con el componente SubBytes, si la entrada enable
se desactiva, el proceso no se pausa, sino que se reinicia.
Esto es as´ı por la misma razo´n, la operacio´n MixColumns es realizada
varias veces a lo largo de todo el procesado de datos, por lo que necesitamos
devolver ciertas sen˜ales a valores conocidos.
Es misio´n del mo´dulo que gestiona todos los componentes (AES) el no des-
activar su correspondiente enable hasta que el componente haya realizado su
funcio´n.










Figura 5.14: Ma´quina de estados del componente MixColumns
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5.4.3. Simulaciones del componente MixColumns
5.4.3.1. Lectura y escritura (MixColumns)
Como se ve en la figura 5.15, la columna de bytes de mixcolumns in que
se copia en las sen˜ales de multiplicacion in impares viene definida por el valor
de la sen˜al limite1.
Se pueden apreciar las cuatro multiplicaciones que se realizan fija´ndonos
en la sen˜al vector mixcolumns, la cual va rotando a la derecha por cada mul-
tiplicacio´n realizada.
Cuando vector mixcolumns hace la rotacio´n completa, es decir, que su valor
vuelve a ser el de inicio, la sen˜al limite1 actualiza su valor, recogiendo la
siguiente columna de bytes de la entrada mixcolumns in.
En cuanto a la escritura en la salida mixcolumns out, se aprecia que la
posicio´n donde se escribe el byte calculado es establecido por la sen˜al limite2,
la cual actualiza su valor cada vez que se realiza una multiplicacio´n.
El valor que se almacena es el resultado de una operacio´n XOR entre las
cuatro sen˜ales de multiplicacion out.
Figura 5.15: Lectura y escritura del componente MixColumns
Miguel Garc´ıa Oco´n 82 Implementacio´n del
algoritmo AES
Universidad
Carlos III de Legane´s (Madrid)
Departamento de Tecnolog´ıa Electro´nica
Implementacio´n
del algoritmo de cifrado AES
para bajo consumo sobre FPGA
5.4.3.2. Fin del proceso (MixColumns)
Cuando la sen˜al limite2 llega a valor 0 quiere decir que el u´ltimo resultado
que se calcula se copia en la u´ltima posicio´n por ocupar de la salida mixco-
lumns out, por lo que, despue´s de copiarlo, se activa la sen˜al fin mixcolumns,
cuyo valor es copiado en todo momento por la salida flag, indica´ndonos que
el valor contenido en mixcolumns out es va´lido.
Esto es apreciado en la figura 5.16. Adema´s se permanecera´ en el estado
final hasta que el enable sea desactivado.
Figura 5.16: Fin del proceso del componente MixColumns
5.5. Implementacio´n del componente Multi-
plicacio´n (MixColumns)
El componente Multiplicacio´n incluido en MixColumns tiene la funcio´n
de realizar cuatro multiplicaciones entre dos vectores, uno de 8 bits y otro
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de 4, devolviendo sus cuatro resultados, de 8 bits.
La multiplicacio´n se realiza a trave´s de un proceso combinacional. Sin
embargo este proceso no nos proporcionara´, en la gran mayor´ıa de los casos,
el resultado buscado, ya que e´ste sera´ de ma´s de 8 bits.
El peor caso se dara´ cuando los bits ma´s significativos de los vectores a
multiplicar tengan valor ‘1’, sin importar el valor de los dema´s bits.
Por ejemplo, el peor caso se dara´ cuando:
factor 1 ={1000 0000}= x7
factor 2 ={1000}= x3
Multiplicando ambos factores:
x7 × x3 = x10 = 100 0000 0000
Es decir, un vector de 11 bits.
Es por ello que Multiplicacio´n consta de un subcomponente, el cual apa-
rece en la tabla 5.12.
Componente Descripcio´n
modulo Recoge un vector de 11 bits y le aplica la
operacio´n mo´dulo, devolviendo uno de 8 bits.
Tabla 5.12: Componente de Multiplicacio´n
El proceso consiste ba´sicamente en pasar por el componente Mo´dulo los
resultados de las multiplicaciones uno a uno para obtener su mo´dulo. Como
siempre, este componente esta´ gestionado por una ma´quina de estados.
A continuacio´n, en la figura 5.17, se muestra el diagrama de bloques del
componente Multiplicacio´n.
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Figura 5.17: Diagrama de bloques del componente Multiplicacio´n
No existe ningu´n operador directo en VHDL que nos proporcione los re-
sultados de la multiplicacio´n contenida en el bloque combinacional, ya que
la suma de bits es con una operacio´n XOR.
Para entender la funcio´n que realiza el bloque combinacional vamos a pro-
poner un ejemplo:
Partiendo de:
factor 1 ={1010 0001}
factor 2 ={1001}
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Como vemos, la multiplicacio´n se realiza bit a bit. Si el bit del factor 2
vale uno, se copia el factor 1 en una variable auxiliar, mientras que si vale
cero, la variable auxiliar toma el valor cero.
Todas las variables auxiliares necesarias para la multiplicacio´n son de 11 bits
y, dependiendo del bit del factor 2 que estemos multiplicando, el factor 1 se
copiara´ en una posicio´n espec´ıfica dentro del auxiliar, rellenando el resto de
ceros (ya que los ceros no afectan a la operacio´n XOR).
Finalmente, a trave´s de bloques de lo´gica adicional, se realiza la operacio´n
XOR entre todas las variables auxiliares correspondientes, obteniendo un
vector de 11 bits que mandaremos a la FSM.
5.5.1. Pines de entrada y salida y sen˜ales internas del
componente Multiplicacio´n
En esta´ seccio´n haremos una descripcio´n los pines de entrada y salida
del componente Multiplicacio´n (tabla 5.13), as´ı como de sus sen˜ales internas
descritas (tabla 5.14).
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Entradas y salidas
Nombre Tipo E/S Descripcio´n
entrada1 std logic vector E Multiplicacio´n 1,
(7 downto 0) factor 1.
entrada2 std logic vector E Multiplicacio´n 1,
(3 downto 0) factor 2.
entrada3 std logic vector E Multiplicacio´n 2,
(7 downto 0) factor 1.
entrada4 std logic vector E Multiplicacio´n 2,
(3 downto 0) factor 2.
entrada5 std logic vector E Multiplicacio´n 3,
(7 downto 0) factor 1.
entrada6 std logic vector E Multiplicacio´n 3,
(3 downto 0) factor 2.
entrada7 std logic vector E Multiplicacio´n 4,
(7 downto 0) factor 1.
entrada8 std logic vector E Multiplicacio´n 4,
(3 downto 0) factor 2.
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
salida1 std logic vector S Resultado de la multiplicacio´n 1
(7 downto 0) despue´s de mo´dulo.
salida2 std logic vector S Resultado de la multiplicacio´n 2
(7 downto 0) despue´s de mo´dulo.
salida3 std logic vector S Resultado de la multiplicacio´n 3
(7 downto 0) despue´s de mo´dulo.
salida4 std logic vector S Resultado de la multiplicacio´n 4
(7 downto 0) despue´s de mo´dulo.
flag std logic vector S Indica que las salidas
son correctas.
Tabla 5.13: Entradas y salidas del componente Multiplicacio´n
Miguel Garc´ıa Oco´n 87 Implementacio´n del
algoritmo AES
Universidad
Carlos III de Legane´s (Madrid)
Departamento de Tecnolog´ıa Electro´nica
Implementacio´n
del algoritmo de cifrado AES
para bajo consumo sobre FPGA
Sen˜ales internas
Nombre Tipo Descripcio´n
modulo in std logic vector(10 downto 0) Entrada al componente
Mo´dulo
enable modulo std logic vector Permite realizar
el mo´dulo a la entrada.
flag modulo std logic vector El mo´dulo ha sido
realizado.
modulo out std logic vector(7 downto 0) Resultado de la
operacio´n mo´dulo.
aux0 std logic vector(10 downto 0) Sen˜ales
aux1 std logic vector(10 downto 0) auxiliares
aux2 std logic vector(10 downto 0) para la
aux3 std logic vector(10 downto 0) multiplicacio´n 1.
aux0 2 std logic vector(10 downto 0) Sen˜ales
aux1 2 std logic vector(10 downto 0) auxiliares
aux2 2 std logic vector(10 downto 0) para la
aux3 2 std logic vector(10 downto 0) multiplicacio´n 2.
aux0 3 std logic vector(10 downto 0) Sen˜ales
aux1 3 std logic vector(10 downto 0) auxiliares
aux2 3 std logic vector(10 downto 0) para la
aux3 3 std logic vector(10 downto 0) multiplicacio´n 3.
aux0 4 std logic vector(10 downto 0) Sen˜ales
aux1 4 std logic vector(10 downto 0) auxiliares
aux2 4 std logic vector(10 downto 0) para la
aux3 4 std logic vector(10 downto 0) multiplicacio´n 4.
resultado1 std logic vector(10 downto 0) Producto de la
multiplicacio´n 1.
resultado2 std logic vector(10 downto 0) Producto de la
multiplicacio´n 2.
resultado3 std logic vector(10 downto 0) Producto de la
multiplicacio´n 3.
resultado4 std logic vector(10 downto 0) Producto de la
multiplicacio´n 4.
fin proceso std logic vector Indica que la operacio´n
ha finalizado.
Nos indica a que
contador std logic vector(1 downto 0) resultado hay que aplicar
la operacio´n mo´dulo.
Tabla 5.14: Sen˜ales internas del componente Multiplicacio´n
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5.5.2. Ma´quinas de estado (FSM) del componente Mul-
tiplicacio´n
La funcio´n de la FSM descrita es gestionar el uso del componente Mo´dulo
para realizar la operacio´n mo´dulo a los resultados de las multiplicaciones uno
a uno (sen˜ales resultado1, resultado2, resultado3 y resultado4 ).
La ma´quina de estados decrita esta´ formada por siete estados:
inicio: Es el estado de reposo. En el se inicializa la sen˜al contador a
valor cero. No necesita est´ımulos para la transicio´n de estados, u´nica-
mente que la entrada enable = ‘1’.
modulo1: El resultado de la multiplicacio´n 1 es copiado en la entrada
del componente Mo´dulo, permaneciendo en este estado hasta que no
haya completado su funcio´n (flag modulo = ‘1’).
modulo2: El resultado de la multiplicacio´n 2 es copiado en la entrada
del componente Mo´dulo, permaneciendo en este estado hasta que no
haya completado su funcio´n (flag modulo = ‘1’).
modulo3: El resultado de la multiplicacio´n 3 es copiado en la entrada
del componente Mo´dulo, permaneciendo en este estado hasta que no
haya completado su funcio´n (flag modulo = ‘1’).
modulo4: El resultado de la multiplicacio´n 4 es copiado en la entrada
del componente Mo´dulo, permaneciendo en este estado hasta que no
haya completado su funcio´n (flag modulo = ‘1’).
escritura: En este estado se escribe la salida del componente Mo´dulo
(modulo out) en la correspondiente salida de nuestro circuito (salida1,
salida2, salida3 o salida4 ) con ayuda de la sen˜al contador.
Tambie´n se produce la actualizacio´n de la sen˜al contador.
final: A este estado se llega cuando todas las salidas del circuito tienen
los valores que deseamos. Su u´nica funcio´n, por tanto, es activar la
sen˜al fin proceso, que es copiada por la salida flag mediante un bloque
de lo´gica adicional, indica´ndonos que el proceso ha concluido.
Como es habitual, la transicio´n entre todos los estados requiere que la
entrada enable este´ activa, volviendo al estado inicio en caso contrario.
Para explicar de una forma ma´s precisa la transicio´n entre estados, se
adjunta la figura 5.18
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Figura 5.18: Ma´quina de estados del componente Multiplicacio´n
5.5.3. Simulaciones del componente Multiplicacio´n
5.5.3.1. Lectura y escritura (Multiplicacio´n)
Como se aprecia en la figura 5.19, las multiplicaciones se realizan sin ne-
cesidad de esperar al reloj, ya que se trata de un proceso combinacional.
Cuando se activa la sen˜al enable, el resultado da la primera multiplicacio´n,
resultado1, es copiado en la entrada del componente Mo´dulo, modulo in, y,
cuando e´ste termina su funcio´n, copia su salida,modulo out, a la salida salida1
para, posteriormente, comenzar el procesado del resultado de la segunda
multiplicacio´n, resultado2.
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Figura 5.19: Lectura y escritura del componente Multiplicacio´n
5.5.3.2. Fin del proceso (Multiplicacio´n)
Cuando las cuatro salidas (salida1, salida2, salida3 y salida4 ) han sido
establecidas con sus correspondientes valores se produce la transicio´n al es-
tado final, donde se activa la sen˜al fin proceso, copiada por la salida flag,
indica´ndonos que el proceso ha finalizado.
Esto se aprecia en la figura 5.20. Adema´s se permanecera´ en el estado
final hasta que el enable sea desactivado.
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Figura 5.20: Fin del proceso del componente Multiplicacio´n
5.6. Implementacio´n del componente Mo´dulo
(Multiplicacio´n)
La unidad ba´sica de trabajo del algoritmo AES es el byte.
Sin embargo, como hemos visto, tras una multiplicacio´n entre un vector
de 8 bits y uno de 4 bits, se puede obtener un vector de hasta 11 bits.
Es por ello que es necesario realizar la operacio´n mo´dulo sobre ese vector,
reducie´ndolo de nuevo a uno de longitud 8 bits.
El componente Mo´dulo incluido en Multiplicacio´n tiene la funcio´n de rea-
lizar la operacio´n mo´dulo del vector de entrada con el polinomio irreductible
de AES.
Este polinomio era de la siguiente forma:
m(x) = x8 + x4 + x3 + x+ 1
Como podemos ver, se trata de un vector de 9 bits.
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Para explicar la operacio´n mo´dulo de una manera sencilla, ba´sicamente
consiste en realizar una operacio´n XOR entre los 9 bits ma´s significativos de
nuestro vector (siempre y cuando el ma´s significativo sea 1) y el polinomio
irreductible de AES tantas veces como sean necesarias para que la longitud
final de nuestro vector sea 8 bits.
Por ejemplo, si partimos de este vector de 11 bits:
{101 1010 0001}
Su mo´dulo con el polinomio de AES sera´:
9 bits mas significativos︷ ︸︸ ︷
1 0110 1000 ⊕
Polinomio de AES︷ ︸︸ ︷
1 0001 1011 = 0 0111 0011 = 111 0011
A este resultado se le concatenan los bits de nuestro vector que no se han
incluido en la operacio´n XOR, es decir:
111 0011 & 01 = 1 1100 1101
Como vemos, hemos obtenido un vector de 9 bits, por lo que hay que
realizar de nuevo el mismo proceso.
9 bits mas significativos︷ ︸︸ ︷
1 1100 1101 ⊕
Polinomio de AES︷ ︸︸ ︷
1 0001 1011 = 0 1101 0110 = 1101 0110
Ya hemos obtenido un vector de 8 bits, por lo tanto podemos establecer
que:
101 1010 0001modulo 1 0001 1011 = 1101 0110
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El diagrama de bloques mostrado en la figura 5.21 muestra los bloques

















Entradas y salidas físicas
Figura 5.21: Diagrama de bloques del componente Mo´dulo
Como vemos, se trata de un disen˜o muy simple que u´nicamente consta de
una ma´quina de estados, aparte de un bloque de lo´gica adicional en el que
la salida flag copia el valor de la sen˜al fin proceso.
5.6.1. Pines de entrada y salida y sen˜ales internas del
componente Mo´dulo
En esta seccio´n se describen los pines de entrada y de salida del compo-
nente Mo´dulo (tabla 5.15) y sus respectivas sen˜ales internas (tabla 5.16).
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Entradas y salidas
Nombre Tipo E/S Descripcio´n
entrada std logic vector E Entrada de 11 bits a la
(10 downto 0) que realizaremos el mo´dulo.
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
salida std logic vector S Salida del byte tras la
(7 downto 0) operacio´n mo´dulo.
flag std logic vector S Indica que la salida
es correcta.
Tabla 5.15: Entradas y salidas del componente Mo´dulo
Sen˜ales internas
Nombre Tipo Descripcio´n
auxiliar std logic vector(10 downto 0) Se almacenara´n los
cambios en el vector.
fin proceso std logic vector Indica que el proceso
ha finalizado.
Tabla 5.16: Sen˜ales internas del componente Mo´dulo
5.6.2. Ma´quinas de estado (FSM) del componente Mo´du-
lo
La funcio´n de la ma´quina de estados descrita es realizar la operacio´n
mo´dulo de la entrada entrada con el polinomio de AES, obteniendo un vec-
tor de 8 bits que sera´ almacenado en la salida salida.
Se compone de cinco estados:
inicio: Es el estado de reposo. En e´l se copia el valor de la entrada
entrada a la sen˜al auxiliar.
No necesita est´ımulos para la transicio´n de estados.
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modbit10: En este estado se comprueba si el bit 11 de auxiliar vale
uno o cero. Si vale uno se realiza la operacio´n XOR con el polinomio
de AES (an˜adiendo dos ceros al final, ya que el polinomio de AES es
de 9 bits), sobreescribiendo su nuevo valor en la sen˜al auxiliar. Si vale
cero no se realiza ninguna operacio´n.
No necesita est´ımulos para la transicio´n de estados.
modbit9: En este estado se comprueba si el bit 10 de auxiliar vale
uno o cero. Si vale uno se realiza la operacio´n XOR con el polinomio de
AES (an˜adiendo un cero al principio y un cero al final), sobreescribien-
do su nuevo valor en la sen˜al auxiliar. Si vale cero no se realiza ninguna
operacio´n.
No necesita est´ımulos para la transicio´n de estados.
modbit9: En este estado se comprueba si el bit 9 de auxiliar vale uno
o cero. Si vale uno se realiza la operacio´n XOR con el polinomio de AES
(an˜adiendo dos ceros al principio), sobreescribiendo su nuevo valor en
la sen˜al auxiliar. Si vale cero no se realiza ninguna operacio´n.
Llegados a este punto ya habremos obtenido un vector de 8 bits.
No necesita est´ımulos para la transicio´n de estados.
final: En este estado los 8 bits menos significativos de la sen˜al auxiliar
(el resto valen cero) son copiados en la salida salida.
Adema´s se activa la sen˜al fin proceso, indicando que el proceso ha ter-
minado.
Todos los estados necesitan que la sen˜al enable este´ activa para realizar
la transicio´n entre ellos. Si no ocurriera as´ı se volver´ıa al estado inicio.
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Como vemos en la figura 5.22 son transiciones directas que u´nicamente





Figura 5.22: Ma´quina de estados del componente Mo´dulo
5.6.3. Simulaciones del componente Mo´dulo
Para comprobar la funcionalidad de este componente vamos a realizar la
simulacio´n del mismo ejemplo que hemos visto en esta seccio´n:
101 1010 0001modulo 1 0001 1011 = 1101 0110
Figura 5.23: Simulacio´n del componente Mo´dulo
Como vemos en la figura 5.23, da el resultado esperado.
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Si nos fijamos, en el estado modbit10, al tener el bit 11 de la sen˜al auxiliar
valor uno, se realiza la operacio´n XOR, sin embargo, en el estado modbit9,
al tener el bit 10 de la sen˜al auxiliar valor cero, auxiliar conserva su valor
pasando al siguiente estado, modbit8, donde se vuelve a realizar la operacio´n
XOR por tener el bit 9 valor uno.
Cuando la salida tiene el valor deseado (8 bits menos significativos de la
sen˜al auxiliar) se activa el pin de salidaflag.
5.7. Implementacio´n del componente AddRound-
Key
La operacio´n AddRoundkey consiste en la combinacio´n entre el Estado y
la correspondiente subclave de ronda a trave´s de la operacio´n XOR.




Figura 5.24: Diagrama de bloques del componente AddRoundKey
Como vemos, se trata de un simple bloque de lo´gica combinacional.
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5.7.1. Pines de entrada y salida del componente Add-
RoundKey
En esta seccio´n, en la tabla 5.17, se detallan los pines de entrada y de
salida del componente AddRoundKey.
Nombre Tipo E/S Descripcio´n
addroundkey in std logic vector E Entrada del
(127 downto 0) Estado.
clave std logic vector E Entrada de la
(127 downto 0) subclave de ronda.
addroundkey out std logic vector S Salida del Estado tras
(127 downto 0) la operacio´n.
Tabla 5.17: Entradas y salidas del componente AddRoundKey
5.8. Implementacio´n del componente Keygen
El componente keygen es el encargado de calcular todas las subclaves de
ronda y proporcionarnos las mismas en funcio´n del nu´mero de ronda en el
que nos encontremos.
Este bloque es de los ma´s complejos junto al bloque MixColumns.
Como hemos visto, el ca´lculo de subclaves requiere la operacio´n SubBy-
tes en ciertos momentos, por lo que nuestro componente keygen tiene como
subcomponente el que describe la operacio´n SubBytes.
El diagrama de bloques del componente Keygen se muestra en la figura
5.25.
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4Entradas y salidas físicas
Señales internas
Figura 5.25: Diagrama de bloques del componente Keygen
La ma´quina de estados (FSM) se encarga de calcular la matriz de cla-
ve expandida (sen˜al tabla), gestionando todas las sen˜ales y el componente
SubBytes, activando la salida flag cuando este proceso ha conclu´ıdo.
A partir de ese momento es cuando el bloque combinacional podra´ realizar
de una manera correcta su funcio´n, que es escribir en la salida clave out la
correspondiente subclave de ronda. Es tarea del circuito de AES no pedir las
subclaves de ronda hasta que este componente activa su flag.
5.8.1. Gene´ricos, pines de entrada y salida y sen˜ales
internas del componente Keygen
A continuacio´n haremos una descripcio´n de todos los puertos gene´ricos
(tabla 5.18), los pines de entrada y salida (tabla 5.19) y las sen˜ales internas
del circuito (tabla 5.20).
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Puertos gene´ricos
Nombre Tipo Descripcio´n
key length integer Longitud en bits de la clave.
nb integer Nu´mero de longitud de palabras (32 bits) del estado.
nk integer Nu´mero de longitud de palabras (32 bits) de la clave.
nr integer Nu´mero de rondas.
Tabla 5.18: Puertos gene´ricos del componente Keygen
De nuevo, es imprescindible el uso de gene´ricos para poder implementar
el algoritmo AES de forma que se puedan utilizar claves de 128, 192 o´ 256
bits (key length).
En el esta´ndar el valor del gene´rico Nb es siempre 4.
Como ya se ha explicado, Nk var´ıa entre 4, 6 y 8.
Finalmente, Nr var´ıa entre 10, 12 y 14.
Entonces, si queremos configurar este circuito para que genere las subcla-
ves de una clave de 128 bits, quedar´ıa de la siguiente manera:





Si nos fijamos en el diagrama de bloques (figura 5.25) La sen˜al tabla tiene
una longitud de [(Nb× (Nr + 1)× 32] bits. Ya se ha comentado que la sen˜al
tabla es la matriz de clave expandida.
Recordamos que, para una longitud de clave de 128 bits, esta matriz ten´ıa
dimensiones de cuatro filas por 44 columnas (1 columna = 32 bits).
En este caso Nr = 10, por lo que:
[(Nb× (Nr + 1)× 32] = [(4× 11)× 32] = 44× 32
Es decir, 44 columnas de 32 bits cada una.
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Entradas y salidas
Nombre Tipo E/S Descripcio´n
clave in std logic vector E Clave original.
(key length-1 downto 0)
ronda std logic vector E Nu´mero de ronda de la
(3 downto 0) que necesitamos la subclave.
clk std logic E Sen˜al de reloj.
reset std logic E Sen˜al de reset, activa
a nivel alto.
enable std logic E Sen˜al de enable, activa
a nivel alto.
clave out std logic vector S Subclave de ronda.
(127 downto 0)
flag std logic vector S Indica que todas las subclaves
han sido calculadas.
Tabla 5.19: Entradas y salidas del componente Keygen
Sen˜ales internas
Nombre Tipo Descripcio´n
transsubbytes in std logic vector Sen˜ales de
(127 downto 0)
enable subbytes std logic correspondencia
sel subbytes std logic de puertos del
flag subbytes std logic componente
subbytes out std logic vector subbytes.
(127 downto 0)
tabla std logic vector Se almacenara´ la matriz
(((Nb× (Nr + 1)× 32))− 1 downto 0) de clave expandida.
i std logic vector Marcador de columna
(5 downto 0) de clave expandida.
temp std logic vector Se almacenara´n
(31 downto 0) cambios en columnas.
rcon tRcon Constante que contiene
(1 to 10) la matriz Rcon.
fin proceso std logic vector Indica que el proceso
ha finalizado.
Tabla 5.20: Sen˜ales internas del componente Keygen
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El tipo tRcon es una constante en la que se encuentran descritos 10 vec-
tores de 32 bits, que son la matriz Rcon.




01 02 04 08 10 20 40 80 1B 36
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00


Por lo tanto, si seleccionamos Rcon(9), por ejemplo, obtendremos el vector
{1B000000}.
5.8.2. Ma´quinas de estado (FSM) del componente Key-
gen
Como ya se ha dicho, la funcio´n de la ma´quina de estados es recoger la
clave original y calcular su matriz de clave expandida.
La ma´quina de estados decrita esta´ formada por diez estados:
inicio: Es el estado de reposo. Su funcio´n es esperar a la sen˜al de
“enable” y no necesita est´ımulos para cambiar de estado, aparte del
que necesitan todos (enable = ‘1’).
estado1: En este estado se copia la clave original en las Nk columnas
menos significativas, ayudados por la sen˜al i, que nos indica en que
columna nos encontramos. Cuando i = Nk−1 se produce la transicio´n
al siguiente estado.
estado2: En este estado se copia a la sen˜al temp la u´ltima columna
calculada, es decir, la columna i− 1.
Aqu´ı hay varias opciones de transicio´n:
1. Si el resto de i/Nk = 0, quiere decir que estamos calculando la
primera columna del nuevo grupo de Nk columnas, por lo que
pasaremos al estado correspondiente.
2. Si el resto de i/Nk = 4 (para claves de longitud 256 bits), quiere
decir que estamos calculando la quinta columna del nuevo grupo
de Nk columnas, por lo que se pasara´ al estado que le corresponda.
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3. Si el resto de i/Nk 6= 0 en general y adema´s i/Nk 6= 4 para
claves de 256 bits, quiere decir que estamos calculando el resto de
columnas del nuevo grupo de Nk columnas, por lo que pasaremos
al estado correspondiente.
estado3: En este estado se produce la rotacio´n hacia arriba de la co-
lumna contenida en la sen˜al temp.
No necesita condiciones para la transicio´n.
estado4: A la columna rotada contenida en temp se le aplica la ope-
racio´n SubBytes.
Permanece en este estado hasta que la operacio´n ha finalizado, lo cual
es indicado por la sen˜al flag subbytes.
estado5: Se hace la operacio´n XOR entre el resultado de la operacio´n
SubBytes y Rcon(i/nk) (recordemos que en este punto esa divisio´n es
exacta), almacenando el resultado en la sen˜al temp.
No precisa de condiciones para la transicio´n de estados.
estado6: Se realiza la operacio´n XOR entre la sen˜al temp y la columna
i−Nk, almacenando el resultado en la sen˜al tabla, en la posicio´n que
nos indica i.
En este estado se comprueba el valor de la sen˜al i, si ha llegado al
ma´ximo (44 para longitud de clave 128 bits) quiere decir que todas las
columnas han sido calculadas, por lo que se pasara´ al estado final. En
caso contrario se pasara´ al estado correspondiente.
estado7: Este estado so´lo se alcanza si la longitud de clave (key length)
es de 256 bits. En e´l se realiza la operacio´n SubBytes de la sen˜al temp.
Se trata de la operacio´n extra que requer´ıan las claves de 256 bits para
calcular la quinta columna del nuevo grupo de 8 (Nk) columnas.
Para cambiar de estado se necesita que la operacio´n SubBytes haya
finalizado.
estado8: Este estado se alcanza u´nicamente si la longitud de clave es
de 256 bits como consecuencia de lo explicado en el estado7.
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En e´l, el resultado de la operacio´n SubBytes es almacenado en la sen˜al
temp.
No necesita condiciones para la transicio´n de estados.
final: En este estado la sen˜al fin proceso, que es copiada por la salida
flag, se activa.
Se permanecera´ en este estado indefinidamente.
Todos los estados requieren que la entrada enable este´ activa, volviendo
al estado inicio en caso contrario.
A continuacio´n se adjunta la figura 5.26, donde se ve de una forma ma´s












Figura 5.26: Ma´quina de estados del componente Keygen
Es necesario explicar las transiciones del estado2 (color verde). E´stas se
produc´ıan calculando restos.
Existe un operador en VHDL que calcula los restos entre dos nu´meros
(MOD), sin embargo so´lo lo hace para potencias de 2.
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En el caso de tener longitudes de clave de 128 y 256 bits, sus correspon-
dientes Nk(4 y 8) s´ı son potencias de 2 y podr´ıa describirse la condicio´n de
transicio´n con el operador MOD.
En el caso de tener longitud de clave 192 bits, su Nk (6) no es potencia
de 2, por lo que hay que buscar un me´todo alternativo.
Tan simple como aplicar la prueba de la divisio´n:




Por lo tanto, si necesitamos la condicio´n de que el resto sea cero, la des-
cripcio´n ser´ıa:
i = i/Nk ×Nk + 0
Mientras que si necesitamos que la condicio´n es que el resto sea cuatro:
i = i/Nk ×Nk + 4
5.8.3. Simulaciones del componente Keygen
En esta seccio´n vamos a realizar una simulacio´n en la que comproba-
remos el correcto funcionamiento del bloque combinacional, ya que si e´ste
proporciona los resultados esperados, el hecho de que la ma´quina de estados
funcione correctamente viene impl´ıcito en ello.
Dicha simulacio´n se adjunta en la figura 5.27.
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Figura 5.27: Escritura de datos del componente Keygen
Como vemos, cuando todos los bits de la sen˜al tabla han sido rellenados
con sus respectivos valores (en el caso de longitud de clave 128 bits, i = 44),
se activa la salida flag.
En ese momento se proporcionara´n en clave out valores va´lidos para todos
los valores posibles de la entrada ronda (un ciclo de reloj antes se proporcio-
nar´ıan valores va´lidos para todo valor de ronda excepto el u´ltimo, 10 en el
caso de longitud de clave 128).
Como vemos, ante un valor de ronda 0 se copia en la salida la clave
original, mientras que para un valor de ronda 10 se copia la subclave corres-
pondiente.
Adema´s, si se establece en la entrada ronda un valor que no entra dentro
de lo establecido en el esta´ndar (por ejemplo, ronda 11 para longitudes de
clave de 128 bits), clave out tomara´ el valor cero.
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Cap´ıtulo 6
Resultados
En este cap´ıtulo nos centraremos en presentar los resultados que se han
ido obteniendo a lo largo del flujo de disen˜o (cap´ıtulo 4).
En este proyecto, nuestro disen˜o se ha realizado para dos FPGAs de fa-
milias diferentes que han sido elegidas con el criterio de ajustar el a´rea lo
ma´ximo posible, realizando simulaciones temporales ide´nticas para ambas.
Sera´, por tanto, interesante comprobar las diferencias en aspectos de s´ınte-
sis y consumo de potencia que pueden existir entre dos familias de FPGAs.
Cabe destacar que, primeramente, se realizo´ una implementacio´n del al-
goritmo AES en el que se hab´ıan descrito muchos ma´s pines de entrada y
de salida, ya que exist´ıa una entrada para los 128 bits del estado y otra de
rango 128-256 bits para la clave.
Esto produce un consumo esta´tico elevado y se desaprovechan muchos
recursos de la FPGA.
Sin embargo, esta implementacio´n se cambio´ mucho antes de comenzar
con las simulaciones postlayout, es decir, que se redujo una fuente importante
de consumo de potencia antes incluso de iniciar el estudio de reduccio´n de
potencia.
En nuestra implementacio´n, los pines dedicados al estado y la clave su-
man 32 bits en total para cualquier longitud de clave.
Los resultados que se van a mostrar son para implementaciones de lon-
gitudes de clave de 128 bits, pero se ha realizado tambie´n la s´ıntesis para
longitudes de 256 bits, ya que se trata del caso en el que ma´s recursos de la
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FPGA necesitaremos, es decir, nos hemos asegurado de que la misma FPGA
tiene capacidad para implementar las tres longitudes de clave.
Las familias de FPGAs escogidas son:
Spartan-6
Virtex-4
Las Virtex-4 son anteriores a las Spartan-6. Se ha elegido as´ı porque las
Virtex son ma´s potentes que las Spartan y, de haber elegido la familia Virtex-
6, habr´ıa sobrado mucho a´rea.
Tambie´n sera´ interesante estudiar como afecta la antigu¨edad al consumo de
potencia, viendo como los nuevos disen˜os de FPGAs son ma´s eficientes.
Como hemos dicho, el principal criterio de eleccio´n de FPGAs dentro de
esas familias ha sido el de ajustar el a´rea lo ma´ximo posible.
Siendo esto as´ı, las dos FPGAs escogidas son:
Spartan-6: XC6SLX16FTG256-3
Virtex-4: XC4VFX12SF363-12
6.1. Resultados de la s´ıntesis
En esta seccio´n se expondra´n los resultados obtenidos tras la s´ıntesis en
ambas FPGAs para claves de 128 bits de longitud.
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6.1.1. Spartan-6 (S´ıntesis)
Advanced HDL Synthesis Report
Advanced HDL Synthesis Report
Macro Statistics
# RAMs                                                 : 5
 16x32-bit single-port distributed Read Only RAM       : 1
 256x8-bit single-port block Read Only RAM             : 4
# Adders/Subtractors                                   : 16
 12-bit adder                                          : 6
 4-bit addsub                                          : 1
 7-bit subtractor                                      : 1
 8-bit adder                                           : 7
 9-bit adder                                           : 1
# Counters                                             : 7
 2-bit down counter                                    : 1
 2-bit up counter                                      : 1
 3-bit up counter                                      : 1
 4-bit down counter                                    : 3
 6-bit up counter                                      : 1
# Registers                                            : 3065
 Flip-Flops                                            : 3065
# Comparators                                          : 4
 2-bit comparator lessequal                            : 1
 4-bit comparator greater                              : 1
 6-bit comparator equal                                : 1
 6-bit comparator greater                              : 1
# Multiplexers                                         : 5154
 1-bit 2-to-1 multiplexer                              : 5122
 11-bit 2-to-1 multiplexer                             : 6
 11-bit 4-to-1 multiplexer                             : 1
 128-bit 2-to-1 multiplexer                            : 9
 16-bit 2-to-1 multiplexer                             : 1
 32-bit 2-to-1 multiplexer                             : 3
 4-bit 2-to-1 multiplexer                              : 4
 8-bit 2-to-1 multiplexer                              : 8
# FSMs                                                 : 11
# Xors                                                 : 50
 11-bit xor2                                           : 3
 11-bit xor4                                           : 4
 128-bit xor2                                          : 1
 32-bit xor2                                           : 41
 8-bit xor4 
Tabla 6.1: Advanced HDL Synthesis Report (Spartan-6)
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Selected Device : 6slx16ftg256-3 
Slice Logic Utilization: 
 Number of Slice Registers:            3027  out of  18224    16%  
 Number of Slice LUTs:                 4576  out of   9112    50%  
    Number used as Logic:              4576  out of   9112    50%  
Slice Logic Distribution: 
 Number of LUT Flip Flop pairs used:   4677
   Number with an unused Flip Flop:    1650  out of   4677    35%  
   Number with an unused LUT:           101  out of   4677     2%  
   Number of fully used LUT-FF pairs:  2926  out of   4677    62%  
   Number of unique control sets:        35
IO Utilization: 
 Number of IOs:                         165
 Number of bonded IOBs:                 165  out of    186    88%  
Specific Feature Utilization:
 Number of Block RAM/FIFO:                2  out of     32     6%  
    Number using Block RAM only:          2
 Number of BUFG/BUFGCTRLs:                1  out of     16     6%  





   Minimum period: 6.035ns (Maximum Frequency: 165.687MHz)
   Minimum input arrival time before clock: 6.271ns
   Maximum output required time after clock: 3.791ns
   Maximum combinational path delay: No path found
Timing Details:
---------------
All values displayed in nanoseconds (ns)
Tabla 6.3: Timing Summary (Spartan-6)
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6.1.2. Virtex-4 (S´ıntesis)
Advanced HDL Synthesis Report
Advanced HDL Synthesis Report
Macro Statistics
# RAMs                                                 : 4
 256x8-bit single-port block RAM                       : 4
# Adders/Subtractors                                   : 11
 2-bit adder                                           : 1
 2-bit subtractor                                      : 1
 3-bit adder                                           : 1
 4-bit addsub                                          : 1
 4-bit subtractor                                      : 3
 6-bit adder                                           : 1
 6-bit subtractor                                      : 1
 7-bit subtractor                                      : 1
 8-bit adder                                           : 1
# Registers                                            : 3139
 Flip-Flops                                            : 3139
# Comparators                                          : 5
 2-bit comparator greater                              : 1
 2-bit comparator less                                 : 1
 4-bit comparator greater                              : 2
 6-bit comparator less                                 : 1
# Multiplexers                                         : 7
 32-bit 44-to-1 multiplexer                            : 1
 8-bit 16-to-1 multiplexer                             : 2
 8-bit 4-to-1 multiplexer                              : 4
# Xors                                                 : 39
 1-bit xor2                                            : 32
 11-bit xor4                                           : 4
 128-bit xor2                                          : 1
 32-bit xor2                                           : 1
 8-bit xor4                                            : 1 
Tabla 6.4: Advanced HDL Synthesis Report (Virtex-4)
Miguel Garc´ıa Oco´n 112 Resultados
Universidad
Carlos III de Legane´s (Madrid)
Departamento de Tecnolog´ıa Electro´nica
Implementacio´n
del algoritmo de cifrado AES




Selected Device : 4vfx12sf363-12 
 Number of Slices:                     3548  out of   5472    64%  
 Number of Slice Flip Flops:           3033  out of  10944    27%  
 Number of 4 input LUTs:               6259  out of  10944    57%  
 Number of IOs:                         165
 Number of bonded IOBs:                 165  out of    240    68%  
 Number of FIFO16/RAMB16s:                3  out of     36     8%  
    Number used as RAMB16s:               3
 Number of GLMNs:                         1  out of     32   OP  





   Minimum period: 6.QRSTs (Maximum Frequency: 153.7SRUHz)
   Minimum input arrival time before clock: 6.822ns
   Maximum output required time after clock: 3.793ns
   Maximum combinational path delay: No path found
Timing Detail:
--------------
All values displayed in nanoseconds (ns)  
Tabla 6.6: Timing Summary (Virtex-4)
6.2. Consumo de potencia
Hoy en d´ıa se esta´ realizando un gran esfuerzo en relacio´n a las mejoras
tecnolo´gicas.
Dichas mejoras implican el aumento del nu´mero de transistores utilizados
para una u´nica implementacio´n, con el consecuente aumento de la potencia
consumida. Sin embargo, estos transistores han ido disminuyendo de taman˜o,
de manera que el consumo total ha sido reducido.
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El consumo de potencia se puede dividir en [MP96][Men03]:
Consumo esta´tico: Se produce por la existencia de caminos entre
alimentacio´n y masa por los que circula la corriente cuando el circuito
se encuentra en estado de reposo y no hay involucrada ninguna sen˜al
de reloj. Esta´ relacionado directamente con la tecnolog´ıa empleada.
Viene dado por la ecuacio´n:
Pestatica = Iestatica · VDD
Consumo dina´mico: Se produce por las conmutaciones en los nodos
circuitales, ya que para que puedan variar su valor lo´gico deben produ-
cirse movimientos de cargas por un medio disipativo, lo que origina un
consumo de energ´ıa..




αi · Ci · V dd
2 · fclk
Donde α = Probabilidad de que el nodo de entrada conmute de “0” a
“1”.
C = Capacidad del condensador.
V dd = Tensio´n de alimentacio´n.
fclk = Frecuencia del reloj.
Nuestras dos FPGAs utilizadas son de las familias Spartan-6 y Virtex-4.
Segu´n [Xil], las Virtex-4 utilizan tecnolog´ıa de 90 nm [Vir], mientras que
las Spartan-6 usan tecnolog´ıa de 45 nm [Spa].
Esto quiere decir que, en el mismo a´rea, en una Spartan-6 se encuentran el
doble de transistores que en una Virtex-4.
El hecho de que el nu´mero de transistores sea mayor en la Spartan-6 se
va a ver traducido en un incremento de la potencia esta´tica con respecto a
la dina´mica. Pero el hecho de que estos transistores sean de menor taman˜o
va a implicar una reduccio´n del consumo en general.
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En este apartado se van a estudiar las diferencias que existen en el con-
sumo de las dos FPGAs escogidas para claves de 128 bits.
Posteriormente se expondra´ la estimacio´n del consumo de las FPGAs si la
longitud de clave es de 256 bits.
Finalmente se comparara´n todos y cada uno de los consumos.
Para ello se utilizara´n simulaciones postlayout en las que se procesara´ un
bloque de datos (128 bits), ya que se ha observado que un mayor nu´mero
de bloques procesados, con la consecuente mayor duracio´n de la simulacio´n
postlayout, no implica un aumento significativo del consumo (se ha compro-
bado que el consumo producido por el procesado de 60 bloques de datos es
aproximadamente igual que el consumo producido por el procesado de un
u´nico bloque de datos).
Las FPGAs escogidas son:
Spartan-6: XC6SLX16FTG256-3
Virtex-4: XC4VFX12SF363-12
Para realizar la estimacio´n del consumo, como se ha indicado en el cap´ıtu-
lo 4, se utilizara´ la herramienta XPower.
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6.2.1. Consumo de la FPGA Spartan-6
A continuacio´n, en las tablas 6.7, 6.8 y 6.9, se exponen los resultados de
las estimaciones del consumo de potencia para longitudes de clave de 128
bits para la FPGA de la familia Spartan-6.
En la tabla 6.7, en la primera columna se observan las tensiones de ali-
mentacio´n de la FPGA. En la segunda columna aparecen las corrientes, tanto
esta´tica como dina´mica, que dicha alimentacio´n produce. En la tercera co-
lumna se ven las potencias consumidas en funcio´n de cada corriente y su
respectiva tensio´n de alimentacio´n.
Tensio´n (V) Corriente (mA) Potencia (mW) %
Vccint 1.20
Dina´mico 2.58 3.096 13.438%
Esta´tico 6.14 7.368 31.981%
Vccaux 2.50
Dina´mico 0.00 0.00 0.00%
Esta´tico 3.03 7.575 32.879%
Vcco25 2.50
Dina´mico 0.00 0.00 0.00%
Esta´tico 2.00 5.00 21.702%
Potencia 23.039 100%
Total
Tabla 6.7: Consumo Spartan-6 I
En la tabla 6.8 se divide el consumo en esta´tico y dina´mico, estudiando
en detalle la parte del consumo dina´mico, producido por el reloj, la lo´gica,
las sen˜ales, las memorias y las entradas y salidas.
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Tabla 6.8: Consumo Spartan-6 II
Como vemos, la inmensa mayor´ıa del consumo dina´mico va a parar al
reloj, siendo un 12.798% del consumo total, que representa casi la totalidad
del consumo dina´mico.





Tabla 6.9: Consumo Spartan-6 III
En la tabla 6.10 vemos el consumo total, dividido en esta´tico y dina´mico





Tabla 6.10: Consumo Spartan-6 IV
Como vemos, el consumo esta´tico para ambas longitudes de clave es
pra´cticamente igual, mientras que el consumo dina´mico se ve incrementa-
do para claves de 256 bits de longitud.
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6.2.2. Consumo de la FPGA Virtex-4
De nuevo, en las tablas 6.11, 6.12 y 6.13, se exponen los resultados de las
estimaciones del consumo de potencia para longitudes de clave de 128 bits
para la FPGA de la familia Virtex-4.
En la tabla 6.11, en la primera columna se observan las tensiones de
alimentacio´n de la FPGA. En la segunda columna aparecen las corrientes,
tanto esta´tica como dina´mica, que dicha alimentacio´n produce. En la tercera
columna se ven las potencias consumidas en funcio´n de cada corriente y su
respectiva tensio´n de alimentacio´n.
Tensio´n (V) Corriente (mA) Potencia (mW) %
Vccint 1.20
Dina´mico 30.13 36.156 20.608%
Esta´tico 48.89 58.668 33.439%
Vccaux 2.50
Dina´mico 0.00 0.00 0.00%
Esta´tico 31.00 77.500 44.172%
Vcco25 2.50
Dina´mico 0.00 0.00 0.00%
Esta´tico 1.25 3.125 1.781%
Potencia 175.449 100%
Total
Tabla 6.11: Consumo Virtex-4 I
En la tabla 6.12 se divide el consumo en esta´tico y dina´mico, estudiando
en detalle la parte del consumo dina´mico, producido por el reloj, la lo´gica,
las sen˜ales, las memorias y las entradas y salidas.
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Tabla 6.12: Consumo Virtex-4 II
De nuevo, dentro del consumo dina´mico, el reloj es el que mas potencia
consume, siendo un 20.409% del total, que representa casi la totalidad del
consumo dina´mico.





Tabla 6.13: Consumo Virtex-4 III
En la tabla 6.14 vemos el consumo total, dividido en esta´tico y dina´mico





Tabla 6.14: Consumo Virtex-4 IV
Como vemos, en este caso, aunque el consumo dina´mico tambie´n incre-
menta, tiene mas importancia la mayor utilizacio´n de a´rea que requiere este
circuito, ya que el consumo esta´tico aumenta en aproxima´damente 28 mW.
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6.2.3. Comparacio´n del consumo
Segu´n los datos presentados en las tablas anteriores se puede observar el
impresionante avance en cuanto a consumo de potencia que se ha conseguido
con la fabricacio´n de nuevas familias de FPGAs.
Para longitudes de clave de 128 bits, de los 175,46 mW que son consumi-
dos por la Virtex-4 hemos pasado a los 23,05mW que requieren la Spartan-6.
Eso implica una reduccio´n del 86.86% del consumo de potencia.
Sin embargo y como espera´bamos, debido al mayor nu´mero de transisto-
res, el consumo de potencia esta´tica ha pasado de un 79.39% para la familia
Virtex-4 a un 86.51% para la familia Spartan-6.
Adema´s, aunque la utilizacio´n de una longitud de clave de 256 bits nos
proporciona un mayor consumo dina´mico, la principal componente del con-
sumo en ambos casos sigue siendo el consumo esta´tico, siendo hasta casi siete
veces superior al dina´mico.
Es por ello que nos vamos a centrar en la reduccio´n de esta componente
esta´tica, ya que, antes de llegar a este apartado, se realizo´ una reduccio´n del
nu´mero de pines de entrada (lo que significa que ya se hizo una mejora para
reducir el consumo debido a que nos ajustamos ma´s al a´rea de la FPGA,
pero el resultado sigue siendo un elevado porcentaje de consumo esta´tico).
Desafortunadamente, no existen mucha posibilidades a la hora de realizar
estas mejoras, ya que el consumo se debe a la tecnolog´ıa existente, es decir,
no podemos evitar que haya el nu´mero de transistores que hay. Por lo que
te´cnicas como las mejoras de arquitectura y la codificacio´n de las ma´quinas
de estados (dedicadas a la reduccio´n del consumo dina´mico) no nos van a
proporcionar mejoras significativas en el consumo total.
6.3. Reduccio´n del consumo
Llegados a este punto se hace necesario preguntarse: ¿Que´ opciones tene-
mos?
Como ya se ha dicho, las posibilidades de reduccio´n del consumo esta´tico
son muy reducidas.
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Segu´n [Nev09], la ma´s significativa se basa en la reduccio´n del voltaje de
alimentacio´n del nu´cleo (vccint), del voltaje auxiliar (vccaux) y vcco25.
Esta te´cnica se basa en reducir estas tensiones hasta encontrar el voltaje
mı´nimo de alimentacio´n con el cual nuestro circuito sigue funcionando co-
rrectamente.
Es necesario tener en cuenta que la reduccio´n del voltaje, si no esta´ de-
bidamente controlada, puede ocasionar fallos debido al incumplimiento de
tiempos en los caminos cr´ıticos del circuito. Debido a ello, los fabricantes
establecen un rango de voltajes del que no es recomendable salir.
Si bien es cierto que las FPGAs pueden funcionar fuera de esos rangos, en
nuestras estimaciones vamos a trabajar siempre dentro del rango establecido
por el fabricante.
Otro factor a considerar con el que esta´ ı´ntimamente ligado el consumo
de potencia es la temperatura.
En estos casos se puede estudiar el encapsulamiento y el uso de sumideros o
disipadores de calor.
En esta seccio´n se estudiara´ la aplicacio´n de estas te´cnicas de reduccio´n
de consumo sobre las estimaciones anteriores para claves de longitud 128 bits.
6.3.1. Reduccio´n del consumo para Spartan-6
En las siguientes tablas, entre pare´ntesis aparecen los valores originales de
la seccio´n anterior con el objeto de facilitar la comparacio´n entre ambos casos.
En las tablas 6.15, 6.16 y 6.17 se estudia la reduccio´n del consumo apli-
cando la te´cnica de reduccio´n de la tensio´n de alimentacio´n al mı´nimo reco-
mendado por el fabricante.
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Tensio´n (V) Corriente (mA) Potencia (mW) %
Reduccio´n
Vccint 1.140 (1.20)
Dina´mico 2.53 (2.58) 2.884 (3.096) 6.848%
Esta´tico 5.10 (6.14) 5.814 (7.368) 21.091%
Vccaux 2.375 (2.50)
Dina´mico 0.00 0.00 0.00%
Esta´tico 2.98 (3.03) 7.078 (7.575) 6.561%
Vcco25 2.25 (2.50)
Dina´mico 0.00 0.00 0.00%
Esta´tico 2.00 (2.00) 4.50 (5.00) 10.00%
Potencia 20.276 (23.039) 11.993%
Total
Tabla 6.15: Reduccio´n del connsumo Spartan-6 I
Potencia (mW) %
Reduccio´n
Reloj 2.76 (2.95) 6.44%
Lo´gica 0.05 (0.05) 0.00%
Sen˜ales 0.07 (0.08) 12.50%
BRAMs 0.01 (0.01) 0.00%
E/S 0.02(0.02) 0.00%
Esta´tico 17.89 (19.94) 10.281%
TOTAL 20.78 (23.05) 9.848%
Tabla 6.16: Reduccio´n del consumo Spartan-6 II
Potencia (mW) %
Reduccio´n
Dina´mico 2.90 (3.10) 6.452%
Esta´tico 17.39 (19.94) 12.788%
TOTAL 20.28 (23.05) 12.017%
Tabla 6.17: Reduccio´n del consumo Spartan-6 III
Como vemos, con el cambio en el voltaje de alimentacio´n, conseguimos
reducir en un 12.788% el consumo esta´tico, adema´s de una reduccio´n del
6.452% en el consumo dina´mico, que se traduce en un 12.017% de reduccio´n
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del consumo total.
Todas las estimaciones hasta ahora realizadas son para una temperatura
ambiente de 25 ◦C.
Para evaluar el efecto de la temperatura, se han realizado unos nuevos
experimentos manteniendo todas las condiciones iniciales (es decir, sin aplicar
la reduccio´n del voltaje de alimentacio´n), a excepcio´n de la temperatura
ambiente, que se ha fijado en 15 ◦C (tabla 6.18).
Potencia (mW) %
Reduccio´n
Dina´mico 3.10 (3.10) 0.00%
Esta´tico 16.80 (19.94) 15.747%
TOTAL 19.91 (23.05) 13.623%
Tabla 6.18: Reduccio´n del consumo Spartan-6 IV
Como vemos, no conviene subestimar el factor temperatura, ya que una
diferencia de 10 ◦C en la temperatura ambiente es capaz de reducir conside-
rablemente el consumo de potencia esta´tica.
En la tabla 6.19 se estudia como afectan al consumo la aplicacio´n de




Dina´mico 2.90 (3.10) 6.452%
Esta´tico 14.76 (19.94) 25.978%
TOTAL 17.65 (23.05) 23.427%
Tabla 6.19: Reduccio´n del consumo Spartan-6 V
Se observa que se puede conseguir una reduccio´n del consumo total de
hasta un 23.427%.
6.3.2. Reduccio´n del consumo para Virtex-4
En las siguientes tablas, entre pare´ntesis aparecen los valores originales de
la seccio´n anterior con el objeto de facilitar la comparacio´n entre ambos casos.
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En las tablas 6.20, 6.21 y 6.22 se estudia la reduccio´n del consumo apli-
cando la te´cnica de reduccio´n de la tensio´n de alimentacio´n al mı´nimo reco-
mendado por el fabricante.
Tensio´n (V) Corriente (mA) Potencia (mW) %
Reduccio´n
Vccint 1.140 (1.20)
Dina´mico 29.99 (30.13) 34.189 (36.156) 5.440%
Esta´tico 43.90 (48.89) 50.046 (58.668) 16.696%
Vccaux 2.125 (2.50)
Dina´mico 0.00 0.00 0.00%
Esta´tico 31.00 (31.00) 65.875 (77.500) 15.00%
Vcco25 2.380 (2.50)
Dina´mico 0.00 0.00 0.00%
Esta´tico 1.25 (1.25) 2.975 (3.125) 4.80%
Potencia 153.085 (175.449) 12.747%
Total
Tabla 6.20: Reduccio´n del connsumo Virtex-4 I
Potencia (mW) %
Reduccio´n
Reloj 33.87 (35.81) 5.417%
Lo´gica 0.09 (0.10) 10.00%
Sen˜ales 0.20 (0.22) 9.091%
BRAMs 0.01 (0.01) 0.00%
E/S 0.02 (0.03) 33.333%
Esta´tico 119.05 (139.29) 14.531%
TOTAL 153.24 (175.46) 12.664%
Tabla 6.21: Reduccio´n del consumo Virtex-4 II
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Potencia (mW) %
Reduccio´n
Dina´mico 34.20 (36.17) 5.447%
Esta´tico 118.90 (139.29) 14.639%
TOTAL 153.09 (175.46) 12.749%
Tabla 6.22: Reduccio´n del consumo Virtex-4 III
Como vemos, con el cambio en el voltaje de alimentacio´n, conseguimos
reducir en un 14.639% el consumo esta´tico, adema´s de un 5.447% del consu-
mo dina´mico, que se traduce en un 12.749% de reduccio´n del consumo total.
De nuevo, vamos a estudiar de que´ manera afecta una bajada de 10 ◦C




Dina´mico 36.17 (36.17) 0.00%
Esta´tico 130.88 (139.29) 6.038%
TOTAL 167.05 (175.46) 4.793%
Tabla 6.23: Reduccio´n del consumo Virtex-4 IV
Si adema´s de la bajada de 10 ◦C realizamos la bajada de la tensio´n de
alimentacio´n (tabla 6.24), obtenemos:
Potencia (mW) %
Reduccio´n
Dina´mico 34.20 (36.17) 5.447%
Esta´tico 111.74 (139.29) 19.779%
TOTAL 145.93 (175.46) 16.830%
Tabla 6.24: Reduccio´n del consumo Virtex-4 V
Se observa una reduccio´n de hasta el 16.83%.
6.3.3. Conclusiones de la reduccio´n del consumo
En el apartado 6.3 hemos estudiado el consumo de nuestro circuito para
dos FPGAs diferentes y las posibles maneras de reducirlo.
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Estas posibilidades eran:
Reduccio´n del voltaje de alimentacio´n.
Reduccio´n de la temperatura ambiente.
Reduccio´n del voltaje de alimentacio´n y de la temperatura ambiente.
En la tabla 6.25 se comparan las reducciones en el consumo totales debido
a estas tres te´cnicas propuestas entre las dos FPGAs seleccionadas.
Bajada de tensio´n Bajada de Bajada de tensio´n de
de alimentacio´n temperatura alimentacio´n + temperatura
Spartan-6 12.017% 13.623% 23.427%
Virtex-4 12.749% 4.793% 16.830%
Tabla 6.25: Comparacio´n de la reduccio´n del consumo
Como vemos las reducciones producidas por la bajada de tensio´n son
pra´cticamente iguales.
Sin embargo, se observa una gran diferencia entre la bajada del consumo
por cambio de la temperatura ambiente. Esto es debido, probablemente, a
que la Virtex-4 utiliza tecnolog´ıa ma´s antigu¨a, es decir, un menor nu´mero de
transistores, con el consecuente menor consumo de potencia esta´tica.
Se puede observar que la temperatura se convierte en una variable muy
a tener en cuenta en las tecnolog´ıas actuales. Es por ello que el disen˜o para
bajo consumo es crucial.
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Cap´ıtulo 7
Conclusiones y trabajos futuros
En el presente cap´ıtulo se presentara´n las conclusiones que se han obtenido
a lo largo del estudio realizado y se propondra´n futuros trabajos.
7.1. Conclusiones
Para concluir que el trabajo realizado ha sido satisfactorio es necesario
recordar los objetivos que se propusieron al principio de este proyecto:
Estudio del algoritmo AES.
Descripcio´n en VHDL, simulacio´n funcional y s´ıntesis.
Emplazamiento, rutado y simulacio´n postlayout.
Estimacio´n y reduccio´n del consumo.
Tras los estudios realizados, en los que se han realizado simulaciones sa-
tisfactorias con varios paquetes de hasta 100 vectores oficiales del NIST cada
uno [Vec] (los cuales se adjuntan en el cap´ıtulo de anexos), podemos concluir
que nuestra descripcio´n funciona correctamente.
A pesar de la dra´stica reduccio´n de pines de entrada y salida que se
realizo´ (se pasaron de un ma´ximo de 517 a 165) el estudio del consumo ha
revelado que la mayor parte (86.508% en Spartan-6) es consumo esta´tico.
La mayor importancia del consumo esta´tico frente al dina´mico es algo
que limita mucho al disen˜ador a la hora de la reduccio´n del consumo, ya
que la mayor parte de las te´cnicas existentes esta´n vinculadas a la reduccio´n
del consumo dina´mico, que es realmente el que tiene posibilidades de ser
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reducido. Recordemos que la potencia esta´tica consumida esta´ directamente
relacionada con la tecnolog´ıa.
A pesar de ello y agotando las pocas posibilidades de las que dispon´ıamos,
hemos concluido que, en una Spartan-6, podemos reducir el consumo total
hasta en un 12.017% bajando la tensio´n de alimentacio´n hasta el mı´nimo
recomendado por el fabricante.
Adema´s, hemos observado que, en tecnolog´ıas modernas, la temperatura
se convierte en un factor de creciente importancia a tener en cuenta, ya que,
con una reduccio´n de 10 ◦C en la temperatura ambiente, an˜adido a la mejora
por bajada de tensio´n de alimentacio´n, obtenemos una reduccio´n en el con-
sumo total de hasta un 23.427%.
Por lo tanto ser´ıa de especial intere´s estudiar el uso de disipadores de
calor.
7.2. Trabajos futuros
En esta seccio´n se propondra´n una serie de trabajos futuros de intere´s
con respecto al nivel de seguridad y reduccio´n del consumo.
7.2.1. Modo de operacio´n
Existen varios modos de operacio´n dentro del cifrado por bloques [Dwo01].
Nuestro disen˜o comprende el modo de operacio´n ECB (Electronic Code
Book), en el que cada bloque se cifra de manera separada.
Sin embargo, se ha observado que este modo de operacio´n puede no ser
completamente seguro, como se muestra en la figura 7.1.
Figura 7.1: Codificacio´n ECB [Mod]
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Como vemos, la figura del pingu¨ino sigue siendo reconocible.
En nuestro proyecto hemos disen˜ado el modo de operacio´n ECB porque
nuestro objetivo era conseguir implementar un algoritmo AES completamen-
te funcional. Sin embargo, esta´ disen˜ado como un nu´cleo sobre el que ser´ıa
relativamente sencillo aplicar cualquier mejora con la seguridad de que el
disen˜o no perdera´ funcionalidad.
Por lo tanto ser´ıa interesante estudiar otros modos de operacio´n ma´s se-
guros para aplicarlos sobre este algoritmo.
Por ejemplo, otro modo de operacio´n es el denominado CBC (Cipher
Block Chaining).
En este modo, cada bloque recie´n procesado se combina con el siguiente a
procesar a trave´s de una operacio´n XOR, de esta forma se consigue que los
bloques no se procesen de forma independiente, sino que cada uno dependa
de todos los anteriores.
Otros modos de operacio´n son el CFB (Cipher Feedback), OFB (Output
Feedback) y CTR (Counter)
7.2.2. Reduccio´n del consumo dina´mico
En nuestro proyecto nos hemos centrado en la reduccio´n del consumo
esta´tico porque se trataba del que mayor proporcio´n ten´ıa. Sin embargo,
ser´ıa interesante estudiar reducciones del consumo dina´mico.
Como se ha visto, casi la totalidad del consumo dina´mico es producido
por el reloj, por lo que la te´cnica ma´s interesante a aplicar es la denominada
“gated clock” [JK11].
Se trata de una te´cnica conocida que consiste en desactivar partes del
circuito que no se necesitan en momentos determinados, evitando as´ı que los
biestables contenidos en dichas partes cambien de estado, evitando la disipa-
cio´n de potencia dina´mica.
Aunque se sabe que con esta te´cnica se obtendr´ıan buenos resultados, en este
proyecto se ha intentado reducir el consumo lo ma´ximo con el menor esfuerzo
posible, y no siempre es sencillo modificar la estructura del circuito, y ma´s
aun en una FPGA con una arquitectura r´ıgida.
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Por otra parte, en nuestro disen˜o hay definidas numerosas ma´quinas de
estado, por lo que ser´ıa de especial intere´s estudiar la codificacio´n de las
mismas.
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Cap´ıtulo 8
Presupuestos
En este cap´ıtulo se expondra´ el coste total que ha supuesto realizar este
proyecto.
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8.1. Costes en hardware
CÓDIGO DESCRIPCIÓN UNIDAD MEDICIÓN PRECIO IMPORTE
C101 HP Pavilion dv6 Notebook PC
Ud 1 699.99 699.99
TOTAL CAPÍTULO C1 HARDWARE: 699.99
PRESUPUESTO
Implementación del algoritmo de cifrado AES para bajo consumo sobre FPGA
CAPÍTULO C1 HARDWARE
Ordenador portátil con procesador Intel®
Core™ i3 2,53 GHz y memoria RAM de 4,00 GB
(3,80 GB utilizables).
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8.2. Costes en software
CÓDIGO DESCRIPCIÓN UNIDAD MEDICIÓN PRECIO IMPORTE
C201 Sistema Operativo
Ud 1 0 0.00
C202 Xilinx ISE Design Suite 13.2
Ud 1 0 0.00
C203 Modelsim 10.1c SE
Ud 1 1,148.57 1,148.57
C204 VIM
Ud 1 0 0.00
C205 TeXnicCenter 2.0
Ud 1 0 0.00
TOTAL CAPÍTULO C2 SOFTWARE: 1,148.57
Software de síntesis y análisis de diseños
HDL. Capaz de realizar simulaciones del
comportamiento y temporales.
Entorno de simulación de diseños HDL, capaz
de realizar simulaciones del comportamiento
y temporales. Licencia de un año de duración.
Editor de texto que comprende múltiples
lenguajes. Útil para la comparación entre
diversos archivos de texto.
Editor de LaTeX que integra las herramientas
necesarias para la composición de diversos
tipos de textos.
PRESUPUESTO
Implementación del algoritmo de cifrado AES para bajo consumo sobre FPGA
CAPÍTULO C2 SOFTWARE
Sistema Operativo Windows 7 Home
Premium, Service Pack 1. Licencia incluida con
el PC.
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8.3. Costes en personal
CÓDIGO DESCRIPCIÓN UNIDAD MEDICIÓN PRECIO IMPORTE
C301 Miguel García Ocón
Hora 660 40 26,400.00
C302 Dr. Luis Mengibar Pozo
Hora 40 40 1,600.00
TOTAL CAPÍTULO C3 PERSONAL: 28,000.00
Ingeniero encargado del estudio del
algoritmo AES, descripción en VHDL,
optimización de la misma, simulaciones de
comportamiento y temporales, estudio de los
resultados, estudio del consumo de potencia
y redacción del presente documento.
Ingeniero encargado de la dirección del
proyecto
PRESUPUESTO
Implementación del algoritmo de cifrado AES para bajo consumo sobre FPGA
CAPÍTULO C3 PERSONAL
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8.4. Otros costes
VWXYZ[ DESCRIPCIÓN UNIDAD MEDICIÓN PRECIO IMPORTE
C401 \]^_`b] dghijrico
KwH 597 0,15256 91.08
TOTAL CAPÍTULO C4 OTROS COSTES: 91.08
PRESUPUESTO
Implementación del algoritmo de cifrado AES para bajo consumo sobre FPGA
CAPÍTULO C4 OTROS COSTES
Consumo eléctrico estimado en modalidad
sin discriminación horaria.
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8.5. Presupuesto general
Implementación del algoritmo de cifrado AES para bajo consumo sobre FPGA
CAPÍTULO DESCRIPCIÓN IMPORTE (€) %
C1 HARDWARE 699,99 2,33800406
C2 SOFTWARE 1.148,57 3,83628527
C3 PERSONAL 28.000 93,5214986
C4 OTROS COSTES 91,08 0,30421207
TOTAL EJECUCIÓN: 29.939,64
13,00% Gastos Generales: 3892,1532
Sumados G.G.: 33.831,79
16.00% de IVA: 5413,08691
TOTAL: 39.244,87
Pinto, a 12 de Abril del 2013
PRESUPUESTO - RESUMEN
Asciende el presupuesto general a la expresada cantidad de TREINTA Y NUEVE MIL DOSCIENTOS
CUARENTA Y CUATRO EUROS CON OCHENTA Y SIETE CÉNTIMOS
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Cap´ıtulo 10
Anexos
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10.1. Anexo I: Co´digo VHDL
10.1.1. Algoritmo AES
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10.1.2. Componente SubBytes (AES)
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10.1.3. Componente SBox (SubBytes)
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10.1.4. Componente InvSBox (SubBytes)
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10.1.5. Componente ShiftRows (AES)
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10.1.6. Componente MixColumns (AES)
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10.1.7. Componente Multiplicacio´n (MixColumns)
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10.1.8. Componente Mo´dulo (Multiplicacio´n)
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10.1.9. Componente AddRoundKey (AES)
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10.1.10. Componente Keygen (AES)
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10.2. Anexo II: Ejemplo de encriptacio´n
En este anexo se expondra´ un ejemplo real de encriptacio´n de un docu-
mento de texto con clave de 128 bits utilizando el algoritmo descrito en este
proyecto.
La clave utilizada es: PFC-algoritmoAES
Texto a encriptar:
Texto encriptado:
Como vemos, el texto se vuelve completamente ininteligible.
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10.3. Anexo III: Testbench
En este anexo se incluye el banco de pruebas que se ha utilizado para
comprobar el correcto funcionamiento del algoritmo descrito utilizando los
vectores del NIST para cualquier longitud de clave incluidos en el anexo V.
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10.4. Anexo IV: script .do
Para que la simulacio´n postlayout nos proporcione el archivo .vcd nece-
sario para la estimacio´n del consumo era necesario generar un script.
Dicho script se incluye en este anexo.
vlib work
vcom -explicit -93 “netgen/par/aes timesim.vhd”
vcom -explicit -93 “test ficheros.vhd”
vsim -voptargs=“+acc” -t 1ps -sdfmax “/uut=netgen/par/aes timesim.sdf”
-lib work work.test ficheros










Tabla 10.1: Script .do
10.5. Anexo V: Vectores de prueba utilizados
En este anexo se incluyen los ficheros de texto que contienen los vectores
de prueba del NIST que se han utilizado en este proyecto a trave´s del banco
de pruebas del anexo III para verificar la correcta funcionalidad del circuito
descrito. Tambie´n se incluyen las salidas esperadas de cada fichero.
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10.5.8. Fichero 4: Salidas Desencriptacio´n con clave de
128 bits
Todas las salidas esperadas tienen valor cero.
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10.5.10. Fichero 5: Salidas Desencriptacio´n con clave
de 192 bits
Todas las salidas esperadas tienen valor cero.
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10.5.12. Fichero 6: Salidas Desencriptacio´n con clave
de 256 bits
Todas las salidas esperadas tienen valor cero.
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