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1. INTRODUCTION 
Complementary or adjoint boundary operators for ordinary differential 
boundary problems are obtained by extending the boundary operators to a 
basis for the polynomials of degree less than the operator. Elliptic boundary 
value problems are reduced to the study of ordinary differential equations in 
the normal coordinate by taking Fourier transforms with respect to the 
transversal coordinates [2]. Since the boundary operators then, in general, 
have coefficients depending on the transversal co-variables, one immediately 
faces the problem of how to find a global extension of the boundary 
operators. Another problem is that the complementary operators need not 
correspond to differential operators in the transversal variables; see 
Hormander [8], Dikanskij [4,5]. It is the purpose of this paper to give 
explicit formulas for a set of complementary boundary operators for 
homogeneous equations with constant coefficients in a half-space. 
2. ORDINARY DIFFERENTIAL EQUATIONS ON A HALF-RAY 
Let us consider the ordinary elliptic boundary value problem (with 
D, = (1/w/4) 
where 
P,n!(~t) u(t) = f(t). t > 0, P-1) 
Bj(Dt) U(t) = v)jT t = 0, (2.2) 
a(t) is uniformly bounded when f E Cr([O, a)), (2.3) 
P(r) = P;(r) P,(r), Pi(t)- 2 afrm-j, (2.4) 
j=O 
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Pz(P;) having all of its roots in the upper (lower) half-plane and where 
Bj(z) = 7 bjkrk = mfl bjfktk 
JTO 
(mod P;) (2.5) 
j=O 
are polynomials of degree mj ( 2m satisfying the complementing condition 
det(bi+,) f 0 (2.6) 
of Agmon, Douglis and Nirenberg. 
Let y+ and y- be contours in the upper and lower half-planes containing, 
respectively, the roots of Pi and P; in their interiors. With uf defined by 
(2.4) and 
Pi’(z) = i q? $-‘, 
i=O 
the functions 
1 . Pi-j-l(t)eif’ 
qw=~J 
p,’ (6 
dz 
Y* 
(2.8) 
satisfy 
Dfuf(0) = sj, O<i, j<m- 1, (2.9) 
and hence u,?(u~) span the positive (negative) exponential solutions of the 
homogeneous boundary value problem. The unique solution (see, for 
example, [9]) of problem (2.1)-(2.3) is given by 
m-l 
‘(‘I= C kj(t)Vj + jrn g(t, s)~(s) dSy 
j=O 0 
(2.10) 
where 
m-1 
k,(t) = C b,“‘u,(t), (by) = (b;)-‘, 
II=0 
gk s) = g,(t - s) + gz(t, s> 
(2.11) 
(2.12) 
with 
g&)=&jy+&& t>O 
- 1 eifT 
=- 
i - dz, 2ni y- P(T) t < 0, 
(2.13) 
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and 
. b!fP~-j- 1(r) Bk(lJ ei(rr-sc) (dr d 
y- 
PZ (7) P(C) 
r. (2.14) 
We now proceed to show that explicit formulas for the boundary decom- 
position follow by writing 
u(t) = U,(f) + U*(t), (2.15) 
where 
and 
fv,) u * (0 = 0, Bj(Df) ul(t) = Bj(Df> u(r), t=O (2.16) 
Wf) dt> = f(r)9 Bj(D,) U*(f) = O9 I = 0. (2.17) 
We note that for a polynomial with constant coefficients 
Q,(r)= k$o Ckf’-k, Q,,(r) = 2 Ckrupk? (2.18) 
k=O 
v = o,..., m - 1, the Green’s identity takes either of the two following forms: 
i‘ oa [Q,P,> 40 . ~0) - 44 Q,(-o,> WI dt 
m-1 
- 2 @u(O) Q,-j- 1(-o,) ~(0) 
j=O 
m-1 
= - ,Fo Qm -j- 1 CD,) ~(O>(-~tY’u(o>* (2.19) 
It follows from (2.10) that the solution of (2.16) is 
U,(t) = b"i'Bj(o,) U(0) U,‘(t). (2.20) 
Since (2.8) and (2.20) clearly show that u,(t) is annihilated by P,‘(D,) it 
follows from (2.19) that 
= 
i 
O” P;(D,) ul(t) P,(-D,) u(t) dt. 
0 
(2.21) 
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Another application of (2.19) shows that 
= 
J 
m u,(t) P(-II,) u(t) dt 
0 
rn=l 
= - t: D&(O) P,i-j- )(-of> P,(-D,) u(0). 
j=O 
(2.22) 
After using (2.8) and (2.20) to simplify the right side of (2.22) and defining 
Cl(z)=b”:P~-.-,(~)P,(r), (2.23) 
it follows from (2.21~(2.23) that 
1 co W,) ul(t> - W - u,WP(-D,) WI dt 0 
= -B,(D,) u(0) C,(4) u(0). 
We now consider the boundary terms which arise from 
(2.24) 
1 O” [W,) u(t) - Q> - 40 PC--D,) u(t)] dt, 
(2.25) 
0 
where as a consequence of (2.10) and (2.17) 
df) = jm gAt, s> P(D,) u(s) ds. 
0 
(2.26) 
Since we are only interested in determining the boundary terms which arise 
from (2.25), we may subtract from u*(t) a function having zero Cauchy data 
on t = 0. Such a function is 
m 1 . 
1 I 
$t-s)r 
- 
o 2ni y++y- 
___ dT f(s) ds. 
P(s) 
(2.27) 
Hence we may replace u,in (2.25) by 
U’,(t) = jm gz(t, s> W,) 4s) ds 
0 
-jom&jymGdi. (2.28) 
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At this point it is convenient to define 
(2.29) 
(2.30) 
With the aid of (2.8), (2.9) we then find that 
z&(t) = A,,, jm [b’~b,uf(t) ui(-s) 
0 
- u,(t) u,(-s)] P(D,) u(s) ds. 
It follows that 
1 
.O” P(D,) u;(t) v(t) dt 
0 
= A,+k .i 
om [bj,“b,P(D,) u;(t) 
- P(D,) u;(t)] v(t) df joa u;(-s) P(D,) u(s) ds. (2.3 1) 
Without introducing any boundary terms, we may replace the right side of 
I v(t) (2.32) 
*i 
oa u; (-s) P, (D,) P, (D,) u(s) ds. 
It now follows from the Green’s identity that 
J 
‘mP,‘(D,) uf(t)P;(-DJ v(t) dt 
0 
= 
I 
m u;(t) P(-D,) v(t) dt - P,‘pj-,(--D,) P,(-D,) v(O), (2.33) 
0 
i O” P, (D,) ui (t) P; (-D,) v(t) dr 0 
= 
i m uj(t) P(-D,) v(r) dt - P,ej-,(-D,) P;(-D,) v(0) (2.34) 0 
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and that 
i om ui(-s> p;(q) w&) 4s) ds 
= I O” u(s) P(-D,) u(s) ds- P,-k-,(Ds)P;(Ds) u(O). (2.35) 0 
After substituting (2.33)-(2.35) into (2.32) and defining 
4x7) = Pm-k- ,(7> pm, (2.36) 
C;(7)=A,+k[bj,"b,P~_j-1(7)P,(7)--P,-r-,(7)P~(7)], (2.37) 
we find that 
(2.38) 
By combining (2.24) and (2.38) we arrive at the following theorem. 
THEOREM 2.1. Let P, Bj be polynomials satisfying (2.4) and (2.6). Then 
with Cj, Bj, Cj defined by (2.23), (2.36), (2.37) and (, ), [ , ] representing 
the L, and R, inner products, respectively, wr have for u, v E C?(v) 
(Pu, v) - (u, P*v) = -[Bu, C*v] + [B’u, C’*v]. (2.39) 
Moreover, the complementary boundary operators Cj* satisfy the 
complementing condition with respect to P*. 
Proof: The proof of all but the last statement precede the statement of 
the theorem. To prove the last statement we-observe that the roots of P* 
with positive imaginary parts are the complex conjugates of the roots of P 
with negative imaginary parts. Hence the assertion is equivalent to the 
corresponding assertion for the residues of CL mod Pi. It follows easily from 
(2.37) that if 
m-1 
c;(7)= c c,ri 
j=O 
(mod pi ), (2.40) 
then it follows from (2.8), (2.9) that 
C&=&j- G(7)Gj-,(7) d7 
Y K(7) * 
(2.41) 
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By substituting (2.37) into (2.41), we find that 
ct _ A;x ( P,-.-,(i)P~~~.,-j-,(T) d7. (2.42) 
V- m 
As a consequence of the next section C; = -6,, completing the proof of 
Theorem 2.1. 
Note that a standard argument based on the fact that the boundary form 
in Green’s identity is a bilinear form of degree 2m - 1 shows that the 
complementary operators C,! must be linearly independent. It does not follow 
from this argument that the complementing condition is satisfied. 
3. THE INVERSES OF THE MATRICES (A;+,) 
Two applications of the Green’s identity (2.19) show that 
= - ,zo pZ-j-l(Dt) 'riCDt) u(")(-DtY'u(o> 
m-1 
By substituting u = u,’ and v = g(t, s) into (3.1) and using the fact that 
p; C--D,) s(t, s) = 0, s < t, (3.2) 
we obtain 
m-1 
u,+(t)= 2 P~-.-I(D,)P,(D,)u:(O)Ai+,.uf(r) (3.3) 
u=o 
and it follows from uniqueness that 
1 . P,&-&)&Jr) P;-,-,(r)dr 
--I 2ni ?+ p,’ (5) 
(3.4) 
is the inverse of Aj++k, j, k = 0 ,..., m - 1. Similarly the inverse of A,:+k is 
obtained by interchanging the + and - signs in (3.4). 
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4. THE NON-UNIQUENESS OF THE BOUNDARY OPERATORS 
The boundary bilinear form 
m-1 
- 2 [BjUCjV - BjUCjY], (4.1) 
j=O 
where, for a given set of boundary operators satisfying (2.6), the operators 
Cj, Bj, and Cj are defined by (2.23), (2.36) and (2.37), is not unique. If A is 
an arbitrary matrix and E is an invertible matrix, the operators Cj, Bj, Cj 
may, of course, be replaced by 
and 
tj = Cj - AjkC;, (4.2) 
I?; = E,,(B; + A,kB,) (4.3) 
q =E,‘Cj. (4.4) 
5. HOMOGENEOUS LINEAR ELLIPTIC BOUNDARY VALUE PROBLEMS 
WITH CONSTANT COEFFICIENTS IN A HALF-SPACE 
Let us consider a homogeneous elliptic polynomial Pzm(r, <) of degree 2m 
and m polynomials Bj(r, t) of degree mj, tEC,, CER,,. We assume that 
these define a system which is elliptic in the sense of Agmon [ 11. That is, 
Re{P,,,,(z, 0 + Wan} > 0, (7, t;, w) f 0 (5.1) 
for rER,, (Lw)ER,+~. For n > 1 we may then write 
PZm(7, 0 + W2m = p:(G r, 0) P,(7, r, w), (54 
where for each real (t, w) # 0, PL(P;) .has only roots with positive 
(negative) imaginary parts. The polynomials Bj are then assumed to satisfy 
the complementing condition with respect to (<, w). That is, with 
m-1 
Bj(7, t) = C bi+,(L w)rk, (5.3) 
k=O 
det(bl+,(L w)) + 0, for real (r, w) # 0. (5.4) 
We now consider for k real and positive the boundary value problem 
P*JDt, 0,) + A> 24, x) = f(t, x), t > 0, A = w2m, (5.5) 
Bj(D, 9 D.r) ~(0, X) = V,(X), j = O,..., m - 1 (5.6) 
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for, say, f E Cp(Rz+ ,), p,(x) E Cp(R,,). After taking Fourier transforms 
with respect to x the boundary value problem (5.5), (5.6) reduces to the 
ordinary differential problem 
f’,,(D, 9 0 + WOW, t) = ~~~, 51, r > 0, (5.7) 
B/CD, 9 0 a(Ov 0 = $ji<t>* (5.8) 
The results of Section 2 now apply directly to system (5.7), (5.8) in view of 
(5.2) and (5.4). The boundary differential operators Cj, B,f, C’,f given by 
(2.23), (2.36) and (2.37) are then polynomials in r whose coefficients are 
homogeneous polynomials in (0, <), those homogeneous of degree V, 
satisfying for all a, 
D”A(<, w) < C,(l<l + (WI”-‘? (5.9) 
In particular they are temperate distributions in the sense of Hormander [ 7 1. 
Since the Fourier transform maps the temperate distribution l-1 onto them- 
selves, with the standard properties of Fourier transforms being valid, the 
Green’s identity takes the form 
jr jRn IP(D,, D,) u . V - uP(-D,, 4,)~ 1 dxdl 
=- L & B,u(E * v) - t2:)’ -B,‘u.(dj*v) , 1 (5. IO) 
where A represents the Fourier transform, V represents the operator q(x) + 
cp(-x) or its extension and * represents convolution. 
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