L INTRODUCTION
The purpose of this paper is to present some of the more practical aspects of nonlinear programming in connection with an application ofthis technique to water pollution control. In Section II a description of the pollution problem is given and a formulation as a nonlinear programming problem is presented. Section III présents the theory of the nonlinear programming algorithm with details on its computer implementation.
EL WATER QUALÏTY BASIN MODEL
This section présents a short discussion of water quality relationships followed by the formulation of a river basin quality model. This model is then solved using the algorithm described in Section III. Problems encountered in this application are examined.
The most prevalent measure of water quality in the literature of water pollution control, is the level of dissolved oxygen concentration. We note that the dissolved oxygen level is often described relative to saturation level of oxygen in a river and is called the dissolved oxygen deficit or DOD. The level of dissolved oxygen concentration, or DO, is dependent on all the sources and sinks of oxygen in the river basin. Typical oxygen sources, as listed in O'Connor [14] , are atmospheric reaeration and photosynthetic production. The typical sinks are respiration of bacteria and algae, benthal deposits, and chemical oxidation. When effluent, such as common sewage, is dumped into a river it is decomposed by bacteria. These bacteria require oxygen. The total oxygen required to reduce the organic material of the effluent to stable compounds is called ultimate biochemical oxygen demand or BOD. A model used to describe the relationship between DOD, atmospheric reaeration and bacterial respiration was formulated by Streeter-Phelps in 1925, [16] . Assume K 2 = reaeration rate (days" 1 ).
Equations (1) and (2) where, b° == biochemical oxygen demand when t = 0 rfo = dissolved oxygen deficit when / -0 and
n the context of a river basin, if the velocity of river flow is assumed to be constant over a range, then time can be interpreted as > where, v is the velocity of flow and a is the distance from the initial point of concern.
For the purpose of this paper is has also been assumed that the reaeration rate and velocity of flow rate are functions of the volumetric flow. It is also assumed that the reaeration and deoxygenation rates are a function of the température. The following équations were used :
hese équations are consistant with the approach of others in this area. (See [12] and [18] .)
Using the water quality relationships briefly described above, a programming model of the following form can be constructed :
Minimize : Total cost of abatement structures.
Subject to : Water quality goals satisfied.
The constraints of this model are constructed by dividing the river into sections and constraining the water quality, interpreted as the dissolved oxygen deficit level, to be met at the end of each section. A new section begins where one of the following occurs : 
and (14) (15)
Subject to : 
^2^2= Ç^ml/Ç^mi
We note that these quality constraints are sequentially dependent, the quality in each section being a function of the quality in the last section. However, the possibility of tributary, augmentation, incrémental and effluent flows entering at downstream points complicates the relationship between the constraints.
The variables of the programming model above are : f gi Flow from polluter / to section g. These variables allow for the possibility of three possible treatment techniques :
1. By-pass piping.
2. Régional and on-site treatment plants. 3 . Flow augmentation.
The particular pattern of piping flows détermines the régional and on-site plants operating. In addition to the quality constraints given above, flow conservation constraints are needed around the polluters and treatment plants. These constraints are as follows :
The major problem of adapting this model for solution by the nonlinear algorithm presented in Section III is the calculation of the partial derivative of the constraints and objective function. These calculations are necessary to set up a local L. P. problem to détermine a direction of search. If all the constraints were of a different functional form the computer coding necessary for partial derivative évaluation would be imense for any large-scale problem. However, as in most large-scale problems, the constraints of the water-quality model can be classified into a relatively few functionally homogeneous groupings.
The function grouping for the water-quality model are represented in the tableau below. 15 . The éléments of A are generated a column at a time and only the collumns associated with the basis variables of the L. P. problem are stored. The other columns are generated and updated as needed as explained in Section III.
We notice that even with the simplification of the problem from the treatment of the homogenous function blocks, that there are still 20 different blocks to deal with. This means 20 different partial derivative forms must be pre-calculated and programmed. In the water-quality case the « not quite sequential nature » of the constraints further complicates the problem.
Because of the vast number of variables in the water quality problem the following solution technique was adopted to search the feasible set. A number of piping patterns which seemed reasonable from our knowledge of the problem were read in as the initial solution and the percent removal variables of the appropriate treatment plants and fiow augmentation were given a high priority level. This technique saved considérable computer time and still allowed the feasible set to be adequately searched.
The programming model as proposed has been applied to the West Fork White River in Indiana. The West Fork White River has its source near the 56
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Indiana-Ohio border and flows southwesterly for 371 miles through the state of Indiana. At this point it joins the East Fork White River and flows to the Ohio.
Map I
West Fork White River , Location of Polluters
Mortinsville
The major city on the West Fork is Indianapolis, a city of over 600,00U which is 234 miles from the mouth. Two other cities, Anderson and Muncie, are upstream from Indianapolis. The concentration of population and industry around these three cities cause the major portion of the pollution problem in the West Fork White.
For the purpose of this paper we have chosen a length of the West Fork White which runs from the headwaters above Muncie to Spencer below 
Co co co CTI ca co co rororoo^rorororoenro Indianapolis. The section described is 172.8 miles long and is divided into 62 sections based on information about polluters, incrémental flow, and river parameters. The sections range in length from .1 miles to 6.2 miles. The section parameters necessary for the implementation of the model are given in Table 1 . The incrémental flows, both in and out are given in Table 2 . There are thirteen major polluters considered on the main stream. These are listed in Table 3 . For the purpose of this application we assume that all polluters are already treating on site at a level of 80 percent removal (secondary treatment). The basin solution in this case will contain only advanced (tertiary) waste treatment necessary to achieve required standards. The quality standards assumed will be 5 mg/l for every section.
The îeast-cost solution for teritary treatment for the West Fork White River is to build a régional plant for pollutes 40 and 46 at section 46 treating at the .95 level. The rest of the polluters, except for 6 and 16, remain treating on site at 80 percent removal. The polluters 6 and 16 must treat on site at levels The algorithm employed for solving the nonlinear programming problem of this paper is a gênerai purpose algorithm which solves problems of the form :
where y is a vector in 2j n and g l (y), i -1, m, are continuous functions with continuous partial derivatives defined on some open set. The vector y is assumed to be bounded from above and below.
The vectors BL and UB are also members of E n .
The method to be discussed here was originally described by Graves in [7] . The method can also be used as a second order procedure as presented in [6] . This paper will be limited to the discussion of the algorithm as it was used to solve the large scale water pollution problem described in Section II. The algorithm to be described is stepwise in nature. Starting with some point y in the domain of the function, a direction Ay and a scalar k are determined. A new point y +1 is calculated.
(36) / +1 =y +
The vector Ay j is also a vector in E n .
The object of making the step to y j+1 is to either reduce the value of the objective function, if y is a feasible solution to the nonlinear programming problem, or obtain a « more feasible » solution to the nonlinear problem, if y is an infeasible solution. The phrase « more feasible » is interpreted in terms of the algorithm to mean « reduce the value of SUPG », where SUPG is defined to be :
where w is the index of the most infeasible constraint. If y is a feasible solution to (34) then SUPG = 0.
The completion of the détermination of Ay and &, and the calculation of y +1 will complete what will be known in the paper as the y + l th nonlinear itération. Each nonlinear itération will consist of several local linear programming problems to détermine Ay. The solution of each one of these linear programming problems will complete what will be known as a linear itération.
For the purpose of our exposition the nonlinear itération will be divided into two major parts. The first is the détermination of Ay as a solution to a parametric linear programming problem. The second is the détermination of k. The direction of improvement for nonlinear itération j + 1 is obtained from the function above by estimating the term i^(Ay), and solving the associated local linear programming problem. The r iJ term is the estimated error for the i'* équation during the y + l th nonlinear itération. The value of r iJ is determined during the nonlinear itération using the following équation : (38) r" = gty-
where k is implicitly assumed to be one. The absolute value of r iJ is used for the linear programming problem.
The parameter k will be adjusted in the course of the nonlinear itération. The value of k is greater than, or equal to zero, and is estimated from the length of the previous step. The role of k in the linear and nonlinear problem will be discussed in detail later in this section, as will the estimating procedures used to obtain k.
The linear programming problem (37) can be treated as a parametric programming problem with k as the modifying parameter and can be written in tableau form as illustrated in Tableau In order to generate a typical tableau of the linear programming problem, Tableau 1 can be rearranged such that the first n 3 columns are associated with the entering primai variables, and the first n 3 rows are associated with the leaving slack varibles. This is done in Tableau 2. Bj is a n 3 xw 3 matrix, where « 3 ^ min (m -1, n).
The « 3 variables are brought into the basis by block pivoting on the matnx B x as shown in Tableau 3. 
= \B 2
Note that the matrix C was not updated by the pivoting opération. This was done to reflect the internai opération of the algorithm in its computer application. The matrix is not stored as such, but is generated as needed during the course of algorithm, and updated by the use of the updated B matrix. Since at the present point all of the members of the vector Ay j associated with C are zero, it is not necessary to know the values of the updated C.
A typical column in C is r _ ,. .
dg (y 3 )
If it is determined to introducé Ay^ into the basis, then it is necessary to update C*. In order to illustrate this procedure let
c[ c\ cï
where C\, C % and C 3 correspond to C u C 2 and C 3 in Tableau 2. The updated version of C l is
Since at any point in the algorithm the values of are stored, the column C l can easily be updated. This feature of the program reduces the necessary storage requirements, which is especially important in large scaîe problems.
From the duality theorem of linear programming there are three possible termination conditions to the local linear programming problem (42).
(A) There exists a finite value V and feasible vectors y j * and x* such that
The vectors y j * and x* are the optimal solution to (37).
(B) The constraints for the primai problem are infeasible and the dual problem is unbounded or the constraints of the dual problem are inconsistent.
(C) The primai problem is unbounded and the dual problem is infeasible. The initial solution in the domain of the Sanctions g\y J ), i = 1, m, y\ is not required to be a feasible solution to the nonlinear problem stated in (34). As was discussed above, if y j is not a feasible solution to (34), then SUPG > 0. If y is a feasible solution to (34), then SUPG = 0. The goal of each nonlinear itération is either to reduce the value of the objective function g^y 1 ), or move closer to feasibility, which is interpreted to mean reduce the value of SUPG.
The case of nonlinear infeasibility will usually imply that the local linear problem (37) will be infeasible for any Ay J in the e région around y*. In this n° octobre 1972, V-2.
case Vg(y) T Ay is chosen as the objective fonction and a linear programming problem such as (39) will be constructed. However, if a gain has been made in SUPG, then the algorithm proceeds through the nonlinear itération with the détermination of k. Of course, if the gain is large enough feasibility may be reached and the local linear problem would terminate in condition (A).
If the local linear programming problem (37) terminâtes with condition (B) bolding and no gain has been made in SUPG, then it is assumed that the nonlinear problem is inconsistent and the algorithm terminâtes unless k can be adjusted as will be discussed later.
The other possible termination condition (A) implies that a feasible solution to the entire linear problem (37) has been obtained, and ignoring errors, y*" 1 is a feasible solution to the nonlinear problem. The algorithm at this point will check for a gain in g m (y) . If at the new y +1 = y* + Ay\ there is no gain in g m (y), then we assume that the local minimum has been reached. If there is a gain in g m (y), then another nonlinear step is taken. A graphical interprétation of these décision rules is shown in Figure 2 , and Figure 3 which will be explained in detail.
At this point it is necessary to explain in some detail the rôle that the parameter k plays in the final détermination of Ay*. In order to see the rôle k plays more clearly, it is necessary to write mathematical expressions for the statements, « gain in g m (y), » and « gain in SUPG ». If the local linear problem terminâtes in condition (4), then
In order for a gain to be made in the nonlinear objective function, the following inequality must hold : At this point, the dual variables are less than, or equal to zero. Ther*'" are assumed greater than or equal to zero, and since the nonlinear problem is feasible g l (y j ) < 0. This information implies that :
From (43) and (45), it is clear that as k approaches zero, the gain in g m (y*) would be greater. Therefore, if the linear problem terminaties in condition ÇA), and there is no gain in g m (y), then k can be adjusted downwards, which effectively is relaxing the linear constraints. As k goes to zero, condition (43) becomes
The same sort of condition can be derived in the case when the linear programming problem terminâtes in condition (B). Condition (47) is for a gain in SUPG.
Using these results, the criteria that the algorithm uses for nonlinear optimality and nonlinear infeasibility can be written as follows :
Optimality : If k is adjusted as low as possible, the linear program terminâtes in condition (A) and Z then y is assumed to be the optimal solution to the nonlinear problem.
Infeasibility :
If k is adjusted as low as possible, the linear program terminâtes in condition (B), and then the contraints of the nonlinear problem are assumed to be inconsistent.
Using the criteria described above for optimality and infeasibility, the steps actually taken in the computer program will be described in séquence using Figure 2 , and Figure 3 .
Before the steps of the actual program are discussed one additional feature of this algorithm must be mentioned. It is possible to divide the n variables in the nonlinear problem into IPRN priority classes. For example, assume that IPRN = 2. This implies that every variable is either in priority class one or two. All of the variables in priority class one would be used to try and obtain a gain in SUPG or g m (y). The second priority class variables would not be considered unless no gain could be made using the priority one variables with k adjusted to zero. The number of priority classes is unlimited.
The procedure followed by the algorithm in a dynamic sense is as follows : 1. The variables, ày\ associated with the matrix C, which are currently not in the basis of the linear programming problem, are scanned for possible entry. All of the variables will be out of the basis at the outset of each nonlinear itération. The scanning is accomplished by updating the element in each column of C associated with the current linear objective function. If priority classes are used, then only those variables in C which have a priority level less than or equal to the current level, IPRC, are checked. See Box 1 in Figure 2 . 2. The variable associated with the updated element of highest absolute value is selected to enter the linear tableau. This criteria is used because this variable locally affects the objective function more than the other variables. See Box 2 in Figure 2 . 3. The element with the largest absolute value is tested to see if it is significantly different from zero. If it is, the algorithm proceeds to step 4 and the solution of the linear programming problem. If not, it is assumed that the addition of the variable associated with the largest element would not affect the objective function significantly, since the appropriate coefficient is so small. In this case, k is adjusted downwards, or if k = 0, the number of priority classes considered is expanded. If the current priority class is the last one available, then the algorithm will terminate. The termination will mean one of two things; the nonlinear problem is infeasible since no gain can be made in SUPG = g w (y) > 0, or the local minimum to the nonlinear problem has been attained and no gain can be made in g m {y). See Figure 3 . Figure 2 . The first step after the successful conclusion of the local linear problem is to select the « best » value of k. This calculation is called the post-optimal adjustment and proceeds in two different manners, depending on the value of SUPG.
If the value of SUPG is zero, or we have nonlinear feasibility, then the value of the objective function is written as a function of fc, and this function is solved for the value of k, which will minimize g m (y).
In the case where SUPG < 0, or we have nonlinear infeasibility, k is approximated by choosing a trial value such that G is zero, where G is defined to be
The value of (Ay J~ *) r (Ay ~x) is stored from nonlinear itération j -1. The value of (Ay) r (Ay) can be written as a function of k. We know that Using (50), (51) and (52) G can be written as a quadratic function in k which can be solved for k.
In either case, SUPG = 0, or SUPG > 0, the value of k must be tested to see that it does not violate bounds which are implied by the bounds on y* Since the value of y +1 must satisfy équation (36), and we know that Ay is a function of k from équation (50), équation (35) can be written
Solving for k and assuming PT > 0 :
f the value of k determined in the post optimal adjustment violâtes the greatest lower bound on k 9 or results, in the case of SUPG = 0, in no gain in g m (y), the value of k is adjusted downwards. The control of the problem is then passed back to the linear programming part of the algorithm.
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The first part of the nonlinear itération is now completed. Note that each adjustment in k will change the optimal value of Ay J \ Therefore, the détermina-tion of Ay j is not complete until the post-optimal adjustment is finished.
It is at this point the new estimâtes of the error terms r iJ are calculated. This is done by evaîuating the fonctions g\y j + A;/), i = 1, m -1, and using équation (38). The new values or r° are used for the rest of the j + l -th nonlinear itération and the absolute values are used for the local linear problems in nonlinear itération j + 2.
The next step in the algorithm is to calculate the range of values for k which will maintain a feasible solution or give the best gain in SUPG. After a range of values is determined, the optimal value of k is chosen from the range determined.
The range is calculated by using the following équation : This will give the value or values of k where the constraints g l {y) will go infeasible. If the lower bound on k is greater than the upper bound, then the value of D is increased and the quadratic problem is again solved. If as D approaches one 5 the upper bound continues to be lower, than the lower bound, then we say that the interval détermination failed and no k can be found which will improve SUPG. In this case the algorithm terminâtes.
If SUPG = 0, the algorithm détermines the interval which wili maintain the feasibility of y. After the interval is determined, the best value of k is found by evaluating the function g m (y + k&y 1 ) for different k's in the range given. The gain in the objective function is checked to see if it exceeds some preset tolérance level. If not, than it is assumed that we are within the lenght of that tolérance level of a local optimal solution and the algorithm terminâtes.
If a gain in SUPG is made, or a réduction in g m (y), the algorithm takes another nonlinear itération. This procedure is repeated until either a local minimum or infeasibility is encountered.
The programming code of the algorithm described above is made up of sixteen subroutines as illustrated in Figure 4 
