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Introduction
Consider the following

L1u =
∂H(u, v)
∂v
L2v =
∂H(u, v)
∂u
in Ω ⊆ RN
B(u, v) = 0 on ∂Ω
(0.1)
where Li are uniformly elliptic operators, H : R2 → R is a continuous function
and B(u, v) = 0 represents suitable boundary conditions in the case ∂Ω is
not empty. This kind of systems in which two nonlinear PDEs are coupled
in an hamiltonian fashion have attracted a lot of attention in the last two
decades both from the Mathematical as well as Physical point of view as those
models describe, among many others, nonlinear interaction between fields, see
[10, 105]. Since this dissertation is of theoretical nature, here and in what
follows we will only very briefly mention possible applications and give a few
references.
When L1 = L2 = −∆, Ω is a smooth bounded domain,
H(u, v) =
1
q + 1
|v|q+1 +
1
p+ 1
|u|p+1
and B(u, v) = 0 represents Dirichlet boundary conditions, system (0.1) reads
as 

−∆u = |v|q−1 v
−∆v = |u|p−1 u
in Ω ⊂ RN , N > 2
u = v = 0 on ∂Ω,
(0.2)
which corresponds to the coupling of two Lane–Emden equations, namely{
−∆u = |u|p−1 u in Ω ⊂ RN , N > 2
u = 0 on ∂Ω.
We refer the reader to the surveys [17, 86, 42] for a comprehensive discussion
on results of existence/non-existence and various qualitative properties of so-
lutions for systems of the form (0.2). We just recall here that there exists a
ii
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critical curve [74], namely
1
p+ 1
+
1
q + 1
=
N − 2
N
,
such that there exists a nontrivial solution to (0.2) if (p, q) is below it, and
no classical nontrivial solutions do exist on and above it (if Ω is a star-shaped
domain). We also remark that the case of dimension N = 2 is deeply different,
and one has exponential critical nonlinearities in place of power-like [86, 24,
25, 21].
A natural extension is given by systems in which in place of the Laplace
operator one considers more general higher order operators, such as the poly-
harmonic operator, which is defined as
∆su = ∆s−1∆u,
where s ∈ N, s ≥ 2. Polyharmonic operators appear in the study of classical
elasticity problems, such as the Kirchhoff plate equation. As related appli-
cations, we mention the analysis of stability of suspension bridges [47] and
properties of Micro Electro-Mechanical Systems (MEMS) [22]. The prototype
is the following

(−∆)αu = |v|q−1 v
(−∆)βv = |u|p−1 u
in Ω ⊆ RN , N > max{2α, 2β}
B(u, v) = 0 on ∂Ω
(0.3)
where B(u, v) = 0 represents suitable boundary conditions if any. We point
out that (0.3) is non variational if α 6= β, namely it is not clear how to define a
functional whose critical points are weak solutions to (0.3). Moreover, we recall
that the polyharmonic operator does not always satisfy a maximum principle.
Indeed, if we take Dirichlet boundary conditions, i.e.
∂ru
∂νr
= 0, r = 0, . . . , α− 1,
∂tv
∂νt
= 0, t = 0, . . . , β − 1 on ∂Ω,
where ν is the outward pointing normal to the boundary, the maximum princi-
ple is known to hold only in the case Ω is a ball or a small deformation of a ball
[47], whereas it fails for instance on ellipses with sufficiently big ratio of half
axes. These features make the study of existence/non-existence of solutions
to (0.3), as well as uniqueness, challenging and interesting problems. So far,
only very partial Liouville–type non-existence results have been proved in the
case Ω = RN , see [76, 20, 69], whereas in [68] existence of nontrivial solutions
is established if Ω = RN , provided α = β and (p, q) is above the higher order
critical hyperbola
1
p+ 1
+
1
q + 1
=
N − 2α
N
.
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As for the case of a bounded domain, we refer to [93] for a priori bounds for
systems with Navier boundary conditions, namely
∆ku = 0, k = 0, . . . , α− 1, ∆jv = 0, j = 0, . . . , β − 1 on ∂Ω,
and to [28] for a critical point theorem which allows one to treat the variational
case α = β, both for Navier and Dirichlet boundary conditions. Unfortunately,
the approach in [28] cannot be extended to the non-variational setting, nor
to deal with more general nonlinearities than power-like. The aim of the
present dissertation is to make advances in this direction, and furthermore to
investigate the problem of uniqueness of solutions to (0.3) when Ω is a ball.
We first consider the variational case α = β, for which we prove existence
and non-existence results for (0.3) under Dirichlet boundary conditions, with
Ω a sufficiently smooth bounded domain, and N > 2α. We also consider
more general nonlinearities than power-like. The existence result is achieved
by means of a Linking Theorem on fractional Sobolev spaces, applied to the
functional
I(u, v) =
∫
Ω
AsuA2α−sv dx−
∫
Ω
H(u, v) dx,
where As represents a fractional power of (−∆)α with Dirichlet boundary
conditions, and H is the Hamiltonian associated to (0.3). This extends to the
higher order case ideas in [43, 57], where the second order Lane–Emden system
(0.2) is considered. We also prove, by exploiting a Pohozaev type identity [83],
that no positive classical solutions to (0.3) exist on a ball, if (p, q) lies above
the critical hyperbola.
However this approach fails in the non-variational case α 6= β. Here, we
restrict ourselves to the ball, and we exploit a different technique, adapting
arguments of [8]. The proof relies on degree theory and a blow-up analysis to
prove that if the only solution to (0.3) is the trivial one, then there exists a
classical radial nontrivial solution to system (0.3) on Ω = RN , provided the
global maximum of solutions to (0.3) is attained at the center of the ball. The
moving planes procedure together with Gidas–Ni–Nirenberg arguments [49] is
used to establish that solutions to (0.3) are radially symmetric and strictly
decreasing in the radial variable, see also [12]. Existence for p, q > 1 below the
Serrin curves
2βq +N + 2αpq −Npq = 0, 2αp+N + 2βpq −Npq = 0
is now ensured by contradiction, exploiting Liouville–type theorems for (0.3)
on Ω = RN proved by Liu–Guo–Zhang [68] and Mitidieri–Pohozaev [76]. Fur-
thermore, we prove a non-existence result in the spirit of [29], which allows
us to extend the existence by assuming pq > 1, a more natural superlinearity
condition than p, q > 1.
Moreover, we give some conditions under which existence for (0.3) on RN
holds, in the particular case α = 2, β = 1. This is done by exploiting a
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result in [104], which proves that the existence of solutions to (0.3) on RN is
guaranteed by the non-existence of nontrivial solutions to the same system on
a ball with Navier boundary conditions. Now, such a non-existence result is
achieved extending ideas in [30], where a (s, t)-Laplace system is taken into
account.
Concerning uniqueness, so far only the second order Lane–Emden system
and the biharmonic equation have been studied [35, 33, 32, 41], or polyhar-
monic equations with sublinear nonlinearities, see [34]. We prove uniqueness
of solutions to equations and systems up to order eight on a ball endowed with
Dirichlet boundary conditions. The proof extends the classical argument by
Gidas–Ni–Nirenberg [49]. Apparently, this approach works up to α ≤ 4, as
technical difficulties arise when considering higher order operators, due to the
fact that Dirichlet boundary conditions prescribe the behavior only of the first
α− 1 derivatives of the solution, and no information seems to be retained for
higher order derivatives. We point out that these difficulties can be overcome
by taking different boundary conditions which, from a physical point of view,
correspond to vanishing higher order momenta along the boundary.
This dissertation is organized as follows.
Chapter 1 is a brief introduction on the topic. We first survey the main
results regarding Lane–Emden type equations and systems, both in the second
and higher order case. We recall definition and properties of the polyharmonic
operators, and then we present our main results.
In Chapter 2 we prove some existence and non existence results for the
variational case α = β, with Dirichlet boundary conditions. This is an ex-
tended transcription of [88].
Chapter 3 is devoted to the proof of existence of solutions in the non
variational setting on a ball, see also [89]. We further extend our arguments
to systems of an arbitrary number of equations and to the Navier case.
In Chapter 4 we consider the problem of uniqueness for (0.3), following
[89, 23]. We first take into account polyharmonic equations up to order eight,
and then we show how to adapt the proof to treat polyharmonic systems.
Appendix A is devoted to the proof of an existence result for (0.3) on RN ,
in the particular case α = 2, β = 1.
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Notations
N = {0, 1, 2, 3, . . . }
R+ = {x ∈ R, x > 0}
⌈x⌉ the least integer greater than or equal to x
∂S boundary of S
S¯ closure of S
Sc complement of S
B(x,R) ball centered in x with radius R
BR = B(0, R)
ν outward pointing normal to the boundary
deg(f,Ω, x) the Leray–Schauder degree of f in Ω over x
∂xi =
∂
∂xi
, the partial derivative in the direction xi
Dα =
∏n
i=1
(
∂
∂xi
)αi
(in the weak sense), with |α| =
∑n
i=1 αi
∇ gradient operator
∆ Laplace operator
∆su = ∆(∆s−1u), the polyharmonic operator of order s ≥ 1
Gα(x, y) Green function for the polyharmonic operator of order α
endowed with Dirichlet boundary conditions
X →֒ Y X is embedded in Y , namely X is a subspace of Y and
the identity operator defined on X into Y by Ix = x is
continuous
X ⊕ Y direct sum of X and Y
E′ dual space of E
[X,Y ]s real interpolation space between X and Y of order s
a.e. almost everywhere
f 	 0 f is nonnegative and not identically zero
〈·, ·〉 Euclidean scalar product
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NOTATIONS viii
|·| =
√
〈·, ·〉
dist(x,Ω) the Euclidean distance of x from the set Ω
‖·‖E norm in the space E
‖f‖p =
(∫
Ω |f |
p)1/p for p ∈ [1,∞)
‖f‖∞ = inf{C ≥ 0 : |f(x)| ≤ C for a.e. x}
‖u‖Wk,p(Ω) =
(∑
|α|≤k
∫
Ω |D
αu|p dx
)1/p
Ck(Ω) space of k times continuously differentiable functions on Ω
C∞(Ω) = ∩k≥0C
k(Ω)
Ck(Ω¯) functions in Ck(Ω) such that derivatives of order α ≤ k
admit a continuous extension to Ω¯
C0,γ(Ω¯) = {u ∈ C0(Ω¯) : supx 6=y
|u(x)−u(y)|
|x−y|γ
<∞}, with 0 < γ < 1
Ck,γ(Ω¯) = {u ∈ Ck(Ω¯) : Dju ∈ C0,γ(Ω¯) ∀j, |j| ≤ k}
C∞0 (Ω) functions in C
∞(Ω) with compact support in Ω
Ck0 (Ω¯) functions in C
k(Ω¯) which vanish on ∂Ω
Ck(RN ;RM ) functions f = (f1, . . . , fM ) : RN → RM such that fi ∈
Ck(RN )
Lp(Ω) = {u : Ω → R measurable such that ‖u‖p < ∞}, with
1 ≤ p <∞
L∞(Ω) = {u : Ω→ R measurable such that ‖u‖∞ <∞}
W k,p(Ω) = {u ∈ Lp(Ω) s.t. ∀α, |α| ≤ k, Dαu ∈ Lp(Ω) }
W k,p0 (Ω) closure of C
∞
0 (Ω) in W
k,p(Ω)
Hk(Ω) = W k,2(Ω)
Hk0 (Ω) = W
k,2
0 (Ω)
Hαθ (Ω) = {u ∈ H
α(Ω) : ∆ju = 0 on ∂Ω for j < α− 1}
Es(Ω) = [L2(Ω), H2α(Ω) ∩Hα0 (Ω)]s/(2α), for 0 < s < 2α.
Note: we omit the domain when it is clear from the context.
Chapter 1
Preliminaries and main results
The purpose of this dissertation is to investigate existence, non-existence and
uniqueness of solutions for Hamiltonian elliptic systems of the following form
[20, 69, 93]

(−∆)αu =
∂H(u, v)
∂v
(−∆)βv =
∂H(u, v)
∂u
in Ω ⊆ RN , N > max{2α, 2β}
B(u, v) = 0 on ∂Ω,
(1.1)
where
∆su = ∆(∆s−1u), for s = 2, 3, . . .
is the polyharmonic operator [47], α, β ∈ N, α, β ≥ 1, H ∈ C1(R2;R), and
B(u, v) = 0 represents suitable boundary conditions if any.
In the second order case α = β = 1, if
H(u, v) =
1
p+ 1
|u|p+1 +
1
q + 1
|v|q+1 ,
then problem (1.1) reduces to the so-called Lane–Emden system [17, 86, 42].
In this introductory chapter, we first review the main literature on second order
Lane–Emden type equations and systems. Moreover, in Section 1.2 below we
recall basic properties of the polyharmonic operator. Then, in Section 1.3 we
introduce features and difficulties which arise in the higher order case, and we
state our main results (see Section 1.4 and Section 1.5), which will be presented
in full details in the next chapters. Finally, in Section 1.6 we discuss a few
open questions as possible directions of future research.
1
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1.1 Second order case
Let us first consider the so-called Lane–Emden equation{
−∆u = |u|p−1 u in Ω ⊂ RN , N > 2
u = 0 on ∂Ω,
(1.2)
where p > 1, and Ω is a smooth bounded domain. In astrophysics (1.2)
plays an important role as it models several phenomena among which the
thermal behavior of a spherical cloud of gas and the stellar structure, [27, 85].
Moreover, when p = N+2N−2 it is related to the Yamabe problem, see for instance
[99, Section 3.4]. Recall that u ∈ H10 is a weak solution to (1.2) if for any
ϕ ∈ H10 ∫
Ω
∇u∇ϕdx =
∫
Ω
|u|p uϕdx,
where we denote with Hk the Sobolev space W k,2, and with Hk0 the closure
of C∞0 in H
k. Problem (1.2) exhibits a variational structure, namely critical
points of the energy functional I : H10 → R defined as
I(u) =
1
2
∫
Ω
|∇u|2 dx−
1
p+ 1
∫
Ω
|u|p+1 dx
are weak solutions to (1.2). One can apply the Mountain Pass Theorem of
Ambrosetti and Rabinowitz [6] to get the existence of a nontrivial critical
point of I provided p < N+2N−2 , see for instance [39, Section 8.5.2]. Notice that
H10 →֒ L
p+1 if p ≤ N+2N−2 and this embedding is compact if and only if the strict
inequality holds [3, Chapter 4]. This solution turns out to be classical, in the
sense that it belongs to C2(Ω) ∩ C(Ω¯) and satisfies (1.2) pointwise, as follows
by means of standard bootstrap arguments, combined with elliptic regularity
theory [51, Theorem 8.9] and Sobolev embeddings. We also mention that one
can prove existence of a ground state (namely, minimal energy) solution to
(1.2) through minimization techniques on a Nehari manifold, see [78, 77] and
[26, Theorem 2.4.2]. Further, non-existence for classical solutions in the case
Ω is a star-shaped domain and p ≥ N+2N−2 is proved exploiting the Pohozaev
identity∫
Ω
(
N
p+ 1
|u|p+1 −
N − 2
2
|∇u|2
)
dx =
1
2
∫
∂Ω
|∇u|2 〈n, x〉 dx,
see [81] and [39, Section 9.4.2]. We point out that the star-shapedness of Ω is
crucial. Indeed, if p = N+2N−2 and Ω is an annulus, then there exists a non-trivial
solution to (1.2), [18, Section 1.3(3)].
Summarizing, p = N+2N−2 plays the role of a critical threshold between existence
and non-existence of classical solutions to (1.2), at least on star-shaped do-
mains. It is worth recalling that in the case Ω = RN , the situation is reversed,
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and one proves existence of classical solutions above the critical exponent and
non-existence below it [50].
Deep differences arise when taking into account the Lane–Emden system

−∆u = |v|q−1 v
−∆v = |u|p−1 u
in Ω ⊂ RN , N > 2
u = v = 0 on ∂Ω,
(1.3)
where Ω is a smooth bounded domain in RN . Indeed, the energy functional
related to (1.3) turns out to be
I(u, v) =
∫
Ω
∇u∇v dx−
1
p+ 1
∫
Ω
|u|p+1 dx−
1
q + 1
∫
Ω
|v|q+1 dx, (1.4)
and in particular the quadratic part
∫
Ω∇u∇v dx is strongly indefinite, in the
sense that it is neither bounded from above nor from below on infinite dimen-
sional spaces (just take pairs (u, u), (u,−u)). This prevents one from applying
the Mountain Pass Theorem and the Nehari manifold minimization technique,
and different tools have to be exploited in order to investigate existence for
(1.3). One possible approach consists in a reduction by inversion originally due
to Lions [67] combined with a critical point theorem due to Clément, Felmer
and Mitidieri [28], which we recall below.
Theorem 1.1 (Theorem 2.2 in [28]). Let (E, ‖·‖) be a Banach space compactly
embedded in Lp+1(Ω), and let A : E → L
q+1
q (Ω) be an isomorphism. Assume
pq 6= 1. Then
J(u) =
q
q + 1
‖Au‖
q+1
q
q+1
q
−
1
p+ 1
‖u‖p+1p+1
has infinitely many critical points.
In particular, the functional
J(u) =
q
q + 1
∫
Ω
|∆u|
q+1
q dx−
1
p+ 1
∫
Ω
|u|p+1 dx (1.5)
has a nontrivial critical point on the space E = W 2,
q+1
q ∩W
1, q+1
q
0 , provided
(p, q) is below the following hyperbola
1
p+ 1
+
1
q + 1
=
N − 2
N
and pq 6= 1. One can verify that, given a nontrivial critical point u ∈ E of
(1.5), then
(u, (−∆)−1(|u|p−1 u))
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is a nontrivial weak solution to (1.3), in other words, that (1.3) is equivalent
to the following equation{
∆
(
|∆|
1
q
−1
∆u
)
= |u|p−1 u in Ω
u,∆u = 0 on ∂Ω,
see [28, Theorem 2.3], see also [87] and [17, Section 4]. In [43, 57] a different
strategy is presented, which requires some restrictions on the values for p, q,
however it seems more suitable to treat different nonlinearities than power-like
as in (1.3). The basic idea is to exploit fractional order Sobolev spaces and
consider the energy functional for (1.3) such that derivatives are distributed
asymmetrically in the quadratic part. Other techniques include Lyapunov–
Schmidt type reduction [17, Section 5], finite dimensional approximation on
Lorentz–Sobolev spaces [44], application of the dual variational principle [31],
and a minimization on a generalized Nehari manifold, see [100]. We refer the
reader to the extensive surveys on the topic [17, 86, 42] and to references
therein. As for non-existence, one exploits a Pohozaev type identity as in
[74, 83] to prove that no classical nontrivial solutions to (1.3) do exist on a
star-shaped domain Ω, provided p, q > 1 satisfy
1
p+ 1
+
1
q + 1
≤
N − 2
N
.
It turns out to be clear from what briefly recalled above the major role played
by the critical curve
1
p+ 1
+
1
q + 1
=
N − 2
N
, (1.6)
in particular as threshold between existence and non-existence of solutions to
(1.3), as observed by Mitidieri in [74]. Notice that the energy functional (1.4)
is well defined on W 1,s ×W 1,t with 1s +
1
t = 1, provided
1
p+1 ≥
1
s −
1
N and
1
q+1 ≥
1
t −
1
N , due to the Sobolev embeddings. Therefore,
1
p+ 1
+
1
q + 1
≥ 1−
2
N
=
N − 2
N
,
namely (p, q) lies below (1.6). Moreover, we observe that the intersection
between the critical hyperbola (1.6) and the bisector p = q is the point p =
N+2
N−2 , namely the critical exponent for (1.2). Finally, we mention that the
problem of existence of positive solutions to (1.3) in the case Ω = RN is still
not completely solved, except for the radial case (see [75, 90, 92]) and for
dimensions N = 3 [82] and N = 4 [97]. Only partial results are known for
higher dimensions, see [97, 98, 75, 91, 19].
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1.2 Polyharmonic operators
The operator ∆s : C2s → R, defined recursively as
∆su = ∆(∆s−1u), for s = 2, 3, . . . ,
is the polyharmonic operator of order s [47]. We recall that ∆s is an elliptic
operator, in the sense that the polynomial Ls : RN → R such that ∆s = Ls(∇)
satisfies Ls(ξ) > 0 for any ξ 6= 0, see [4, p.625]. The polyharmonic operators
appear in the study of classical elasticity problems, such as the Kirchhoff–Love
plate equation [70, 103]. As related applications, we mention the analysis of
stability of suspension bridges [58, 46] and Micro Electro–Mechanical Systems
(MEMS) [22]. We refer to [47, Chapter 1] for these and other applications.
Higher order operators allow for plenty of possible boundary conditions and
this is a main difference with the second order case. In this dissertation we
will mainly deal with two boundary conditions, which are important in appli-
cations, for the problem
(−∆)αu = f in Ω ⊂ RN , N > 2α.
On the one hand, we consider
∂ku
∂νk
= 0, k = 0, . . . , α− 1, on ∂Ω (D)
where ν is the outward pointing normal to ∂Ω, which are the so-called (polyhar-
monic) Dirichlet boundary conditions, corresponding in the case of a deflecting
plate to clamped conditions along the boundary. It is worth recalling that a
function u is in Hα0 if and only if it satisfies (D), see [65, Proposition 1.2] and
[3, Section 5.37]. On the other hand, we will refer to
∆ku = 0 k = 0, . . . , α− 1, on ∂Ω (N)
as the Navier boundary conditions, which correspond to the hinged plate model,
by neglecting the contribution of the curvature of the boundary. Notice that in
the second order case α = 1 they both reduce to Dirichlet boundary conditions
u = 0 on ∂Ω.
Here and in what follows, given g ∈ Wm,p(Ω) and j = 0, . . . ,m, we always
interpret ∂
jg
∂νj
= 0 on ∂Ω as γj(g) = 0, where
γj : W
m,p(Ω)→Wm−j−1/p,p(∂Ω)
is the trace operator which extends to Wm,p(Ω) the functional g 7→ ∂
jg
∂νj
|∂Ω
defined on Cm(Ω¯) [65, Proposition 1.2]. In both cases, existence, uniqueness
and regularity results for the linear theory can be proved given suitable as-
sumptions on the function f . More precisely, one has the following results.
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Theorem 1.2 (Theorem 15.2 in [4]). Assume Ω is a sufficiently smooth bounded
domain in RN , N > 2α, and assume f ∈ Lp, where p > 1 is fixed. Then there
exists a unique weak solution u ∈W 2α,p to
(−∆)αu = f in Ω
with Dirichlet boundary conditions (D) or Navier boundary conditions (N).
Moreover, there exists a constant c > 0 independent of u such that
‖u‖W 2α,p ≤ c ‖f‖p .
Theorem 1.3 (Theorem 9.3 in [4]). Assume Ω is a sufficiently smooth bounded
domain in RN , N > 2α, and assume f ∈ C0,γ, γ ∈ (0, 1). Then there exists a
unique classical solution u ∈ C2α,γ to
(−∆)αu = f in Ω
with Dirichlet boundary conditions (D) or Navier boundary conditions (N).
Moreover, there exists a constant c > 0 independent of u such that
‖u‖C2α,γ ≤ c ‖f‖C0,γ .
As for the validity of the maximum principle, in particular concerning
positivity preserving property (namely, (−∆)αu > 0 implies u > 0), Navier
and Dirichlet conditions exhibit quite different behaviors. Indeed, one can split
the problem {
(−∆)αu = f in Ω ⊂ RN , N > 2α
∆ku = 0 k = 0, . . . , α− 1, on ∂Ω
(1.7)
into α equations of order 2, as follows

−∆uk = uk+1 k = 0, . . . , α− 2
−∆uα−1 = f
in Ω
uk = 0 k = 0, . . . , α− 1, on ∂Ω,
since the α-polyharmonic operator with Navier boundary conditions coincides
with α iterations of the Laplace operator, each endowed with second order
Dirichlet boundary conditions. Consequently, (1.7) satisfies a maximum prin-
ciple, namely f 	 0 implies u > 0 on Ω, due to α applications of the classical
maximum principle for the Laplace operator. These arguments fail for the
Dirichlet problem{
(−∆)αu = f in Ω ⊂ RN , N > 2α
∂ku
∂νk
= 0, k = 0, . . . , α− 1, on ∂Ω.
(1.8)
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However, Boggio [16, 15] proved that the Green function for (1.8) in the case
Ω is the unit ball B1 is explicitly given by
Gα(x, y) = kα |x− y|
2α−N
∫ ∣∣
∣|x|y− x|x|
∣
∣
∣/|x−y|
1
(µ2 − 1)α−1µ1−N dµ,
and it turns out to be strictly positive, hence, if f 	 0 is sufficiently regular
and u is a classical solution to (1.8), then one can write
u(x) =
∫
B1
Gα(x, y)f(y) dy > 0.
Therefore, a maximum principle holds for the polyharmonic Dirichlet problem
on a ball, see also [47, Proposition 3.6].
Theorem 1.4 ([16, 15]). Let u be a classical solution to (1.8) and let Ω = B1.
Assume that f ∈ L∞ satisfies f 	 0. Then, u > 0 on Ω.
This result has been extended to the case of bounded domains suitably
“close” to the ball, see [47, Section 6.1.1] . As for other domains, an explicit
representation of the Green function for (1.8) is in most cases out of reach,
and further, numerous examples show that the Green function can also be sign
changing (for instance, ellipses with sufficiently big ratio of half axes, bounded
domains containing a corner, and the so-called limaçons de Pascal, see [47,
Section 1.2] for a complete bibliography and a precise discussion on the topic).
Consequently, the maximum principle fails on these domains. However, even
if the corresponding Green function is sign changing, one expects that the
negative part of it is comparatively small with respect to the positive part
(first results in this direction can be found in [55, 52, 53]). Let us also mention
that the positivity preserving property is related to the positivity of the first
eigenfunction of the operator, see [47, Section 3.1.3].
We finally recall that a higher order analogue of the Hopf boundary lemma
on a ball holds [54], [47, Theorem 5.7].
Theorem 1.5. Let u be a solution to (1.8) with Ω = B1, and let f 	 0. Then
for every x ∈ ∂B1 

∆(α/2)u(x) > 0 if α even
− ∂∂ν∆
(α−1)/2u(x) > 0 if α odd.
1.3 Higher order Lane–Emden equations and
systems
One may naturally wonder whether it is possible to extend, at least partially,
the existence and non-existence results for the Lane–Emden equation and sys-
tem recalled in Section 1.1 to similar problems involving the polyharmonic
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operators. Let us consider the following higher order Lane–Emden equation:{
(−∆)αu = |u|p−1 u in Ω ⊂ RN , N > 2α
B(u, v) = 0 on ∂Ω
(1.9)
where Ω is a bounded domain of RN , α ∈ N, α ≥ 1, and B(u, v) = 0 represents
either Dirichlet or Navier boundary conditions. As in the second order case
α = 1, (1.9) turns out to be variational, and the energy functional reads as
E(u) =


1
2
∫
Ω(∆
ku)2 − 1p+1
∫
Ω |u|
p+1 if α = 2k,
1
2
∫
Ω
∣∣∇∆ku∣∣2 − 1p+1 ∫Ω |u|p+1 if α = 2k + 1.
The functional E is defined on Hα0 if Dirichlet boundary conditions are con-
sidered, whereas if Navier boundary conditions are taken into account, then
the natural space turns out to be Hαθ , where
Hαθ =
{
u ∈ Hα : ∆ju = 0 on ∂Ω for j < α− 1
}
.
Compactness of the embedding Hα0 →֒ L
p+1, and henceforth existence of so-
lutions to (1.9), holds if p < N+2αN−2α [47, Section 7.2.2], and non-existence of
classical solutions on a star-shaped domain can be proved if the exponent p
satisfies p ≥ N+2αN−2α , see [83, Theorem 8] and [68, Corollary 2.7]. We refer to
[14, 93, 96] for more general higher order equations.
The prototype system throughout this dissertation will be the following

(−∆)αu = |v|q−1 v
(−∆)βv = |u|p−1 u
in Ω ⊆ RN , N > max{2α, 2β}
B(u, v) = 0 on ∂Ω
(1.10)
where α, β ∈ N, α, β ≥ 1 and B(u, v) = 0 represents Dirichlet or Navier
boundary conditions if Ω is bounded. If α = β, (1.10) has a similar structure
to that of the Lane–Emden system (1.3), and
I(u, v) =


∫
Ω∆
α
2 u∆
α
2 v −
∫
ΩH(u, v) for even α
∫
Ω∇(∆
α−1
2 u)∇(∆
α−1
2 v)−
∫
ΩH(u, v) for odd α,
where H(u, v) = 1p+1 |u|
p+1 + 1q+1 |v|
q+1, plays the role of energy functional
for it. Hence, if α = β then the natural candidate to be the critical threshold
between existence and non-existence results is given by
1
p+ 1
+
1
q + 1
=
N − 2α
N
, (1.11)
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as follows by Sobolev embedding theorems once we impose I to be well defined
on the natural space related to the boundary conditions. The situation in
which two different polyharmonic operators are taken into account in (1.10),
namely if α 6= β, seems to be the most challenging, since it does not exhibit
a variational structure, and in particular, even the identification of the curve
which could serve as critical threshold for (1.10) turns out to be a nontrivial
problem. In the remainder of the present section, we recall some known facts
concerning (1.10), in order to better contextualize our results, which will be
presented in full details in the next chapters of this dissertation.
Let Ω be a bounded domain of RN . In [93] existence to (1.10) with Navier
boundary conditions (N), also in the non-variational case, is obtained provided
suitable a priori bounds on the solutions hold, see also [94] (actually there
more general operators are taken into account). Theorem 3 in [57] states the
existence of solutions to (1.10) with α = β in the subcritical case, namely
below (1.11) with p, q > 1 and Navier boundary conditions.
In analogy to what happens in the second order case (1.3), also in the higher
order variational case (1.10) where α = β, one can exploit Theorem 1.1 to
obtain a nontrivial critical point of the functional
J(u) =
q
q + 1
∫
Ω
|∆αu|
q+1
q dx−
1
p+ 1
∫
Ω
|u|p+1 dx (1.12)
on the space E = W 2α,
q+1
q (Ω)∩W
α, q+1
q
0 (Ω), provided (p, q) is below the critical
hyperbola (1.11) and pq 6= 1. One verifies that, given a nontrivial critical point
u of (1.12), then
(u, ((−∆)α)−1(|u|p−1 u))
is a nontrivial weak solution to (1.10), see [28, Theorem 2.3], see also [87]. The
comments above convey into the following
Theorem 1.6 (Theorem 2.3 in [28]). Let α = β. Assume pq 6= 1 and let (p, q)
below the critical hyperbola (1.11). Then there exists a nontrivial solution to
(1.10) with boundary conditions (N) or (D).
Finally, we recall that in [68] non existence is established above the hyperbola
(1.11) for positive classical solutions to (1.10) with Navier boundary conditions,
if α = β and Ω is a star-shaped domain.
We stress that the case (1.10) with Dirichlet conditions (D) and α 6= β has
not been considered yet, nor the case (1.10), (D) with α = β and more general
nonlinearities than power-like.
Let us now turn our attention to the case Ω = RN . To the best of our
knowledge, the only available result providing existence in this case is the
following
Theorem 1.7 (Theorem 1.3 in [68]). Let α = β. Assume (p, q) lies above
the corresponding critical hyperbola (1.11). Then there exist infinitely many
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radially symmetric positive classical solutions to{
(−∆)αu = |v|q−1 v
(−∆)βv = |u|p−1 u
in RN , N > max{2α, 2β}. (1.13)
The first step in the proof consists in reducing, by means of a shooting
technique, the problem of existence to (1.13) to the problem of non existence for
the same system on a ball with Navier boundary conditions (N), see [68, 104],
see also [62, 61] for similar problems studied through this method. In turn,
the non existence result relies on a Pohozaev identity, which however is proved
only in the particular case α = β, and it cannot be extended straightforwardly
to general α and β.
As for non-existence to (1.13), the situation turns out to be more involved,
even in the variational case, except from the radial setting, for which the
following result holds.
Theorem 1.8 (Theorem 5.1 in [20]). Let α = β. Let p, q > 1 and (p, q)
below the critical hyperbola (1.11). Then the only positive classical radially
symmetric solution to (1.13) is the trivial one.
In the non radial case only a few partial results are known, which we recall
below.
Theorem 1.9 (Theorem 1.2’ in [69]). If 1 < p, q < min{N+2αN−2β ,
N+2β
N−2α} then
the only classical nonnegative solution to (1.13) is the trivial one.
Theorem 1.10 (Theorem 1.1 in [106]). Assume α = β. If p, q > 1 and
2α(q + 1)
pq − 1
,
2α(p+ 1)
pq − 1
∈
[
N − 2
2
, N − 2α
)
,
then there is no positive classical solution to (1.13).
We also recall that non-existence for super solutions can be obtained by
means of capacity estimates [76], see also [69, 20] for alternative proofs.
Theorem 1.11 (Theorem 19.1 in [76]). Let us consider the following{
(−∆)αu ≥ |v|q
(−∆)βv ≥ |u|p
in RN , N > max{2α, 2β}. (1.14)
If p, q > 1 and 2βq + N + 2αpq − Npq ≥ 0 or 2αp + N + 2βpq − Npq ≥ 0,
then there exist no weak solutions to (1.14).
The curves
2βq +N + 2αpq −Npq = 0, 2αp+N + 2βpq −Npq = 0 (1.15)
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(a) Case α = β = 1, N = 3. (b) Case α = 2, β = 1, N = 5.
Figure 1.1: In the two figures, c and d represent the two Serrin curves (1.15).
The curve CH is the critical hyperbola (1.6).
are the higher order extension of the so-called Serrin curves
2q +N + 2pq −Npq = 0, 2p+N + 2pq −Npq = 0 (1.16)
which constitute the threshold between existence and non-existence of super
solutions to (1.3), see [75, 76], in the sense that if (p, q) is below one of the two
curves (1.16) then the only (weak) super solution to (1.3) is the trivial one,
whereas if (p, q) is above both the curves, then
u(x) =
ε
(1 + |x|2)
q+1
pq−1
, v(x) =
ε
(1 + |x|2)
p+1
pq−1
yield a super solution to (1.3), provided ε is sufficiently small. Unfortunately,
it does not seem easy to extend such counterexamples to the higher order
case, not even in the variational setting, and therefore to prove that (1.15) are
actually sharp. Notice further that the intersection between the Serrin curves
(1.16) and the bisector p = q is p = NN−2 , namely the critical exponent for the
existence of super solutions to (1.2), see also Figure 1.1.
1.4 Main results: existence and non-existence to
system (1.10)
1.4.1 Variational case α = β
All the results in the present subsection appeared in [88]. In Chapter 2 we
give full details of the proofs, which adapt and extend considerations in [43]
to the higher order case, see also [57]. The main idea is to exploit fractional
order Sobolev spaces and consider a energy functional such that derivatives are
distributed asymmetrically in the quadratic part. This approach, differently
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from the reduction by inversion in [28], allows one to consider more general
nonlinearities than power-like, at the price of requiring some extra assumptions
on the exponents p, q. In what follows, Ω is a fairly general smooth bounded
domain (C2α,γ regularity is enough).
Theorem 1.12. Let N > 2α and let p, q be such that pq > 1 and
1
p+ 1
+
1
q + 1
>
N − 2α
N
, max{(N − 4α)p, (N − 4α)q} < N + 4α. (1.17)
Let H : R2 → R be of class C1 such that
(H1) H(u, v) ≥ 0 for all (u, v) ∈ R2
(H2) There exists R > 0 such that, if (u, v) ∈ R2 satisfies |(u, v)| ≥ R, then
1
p+ 1
∂uH(u, v) · u+
1
q + 1
∂vH(u, v) · v ≥ H(u, v) > 0
(H3) There exist r > 0 and a > 0 such that, if (u, v) ∈ R2 satisfies |(u, v)| ≤ r,
then
H(u, v) ≤ a(|u|p+1 + |v|q+1)
(H4) There exists b > 0 such that
|∂uH(u, v)| ≤ b(|u|
p + |v|p(q+1)/(p+1) + 1)
|∂vH(u, v)| ≤ b(|v|
q + |u|q(p+1)/(q+1) + 1).
Then, there exists a nontrivial solution
(u, v) ∈W
2α, q+1
q (Ω) ∩W
α, q+1
q
0 (Ω)×W
2α, p+1
p (Ω) ∩W
α, p+1
p
0 (Ω)
to problem 

(−∆)αu = ∂vH(u, v)
(−∆)αv = ∂uH(u, v)
in Ω ⊂ RN
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
∂rv
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω.
(1.18)
Remark 1.1. If p, q > 1, then condition (1.17) reduces to
1
p+ 1
+
1
q + 1
>
N − 2α
N
.
As a corollary, we point out that one can recover the existence result for the
Lane–Emden system with Dirichlet boundary conditions given by Theorem 1.6.
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Figure 1.2: Case α = 2, N = 10. The curve f represents pq = 1, whereas CH is
the critical hyperbola (1.11). The dark grey area is the domain of existence for
(1.19) given by Corollary 1.1, the light grey area is the non-existence domain,
see Corollary 1.2.
Corollary 1.1. Let N > 2α and let p, q be such that pq > 1 and (1.17) holds.
Then there exists a non trivial solution to

(−∆)αu = |v|q−1 v
(−∆)αv = |u|p−1 u
in Ω ⊂ RN
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
∂rv
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω,
(1.19)
see Figure 1.2.
Moreover, we prove the following non-existence result as a corollary of the
Pucci–Serrin identity in [83].
Theorem 1.13. Let Ω be a ball in RN and N > 2α. Assume that there exists
a ∈ R such that
NH(u, v)− au∂uH(u, v)− (N − 2α− a)v∂vH(u, v)) ≤ 0.
Then, no classical positive solutions to (1.18) exist.
As by-product of Theorem 1.13 we have the following
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Corollary 1.2. Let Ω be a ball in RN and N > 2α. Assume p, q > 0 to be
such that
1
p+ 1
+
1
q + 1
≤
N − 2α
N
.
Then, no positive classical solutions to (1.19) exist, see Figure 1.2.
Proof of Corollary 1.2. It is enough to choose a = Np+1 in Theorem 1.13. Thus,
condition
NH(u, v)− au∂uH(u, v)− (N − 2α− a)v∂vH(u, v)) ≤ 0
reads as follows (
N
q + 1
−N + 2α+
N
p+ 1
)∫
Ω
|v|q+1 ≤ 0,
which is equivalent to
1
p+ 1
+
1
q + 1
≤
N − 2α
N
.
We point out that both in Theorem 1.13 and Corollary 1.2 we deal only
with balls. This is necessary as we exploit Theorem 1.5, which is not available
in a general (even star-shaped) domain.
1.4.2 Nonvariational case α 6= β
In this subsection we present some results obtained in [89], concerning existence
for the nonvariational case. The first step is to prove that non existence to
(1.10) on Ω = B1 with Dirichlet boundary conditions implies existence of the
same system on RN by adapting and extending considerations in [8]. The main
tools are a continuation argument and a blow up analysis, together with the
moving planes procedure [13, 12].
Theorem 1.14. If the only solution to

(−∆)αu = |v|q
(−∆)βv = |u|p
in B1 ⊂ RN , N > max{2α, 2β}
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1.
(1.20)
is the trivial one, and if pq > 1, then there exists a classical nontrivial radially
symmetric and nonnegative solution to (1.13).
Therefore, as we did in [89], one can apply Theorem 1.9 and Theorem 1.11
above to obtain existence to (1.20).
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Figure 1.3: Case α = 3, β = 1, N = 10. The curves c and d represent the
Serrin curves (1.15), whereas f is pq = 1. The grey area is the domain of
existence for (1.20) provided by Corollary 1.4.
Corollary 1.3. Assume p, q > 1. Assume further that one of the following is
satisfied:
(i) 2βq +N + 2αpq −Npq ≥ 0 or 2αp+N + 2βpq −Npq ≥ 0;
(ii) p, q < min{N+2αN−2β ,
N+2β
N−2α}.
Then there exists a positive classical solution to (1.20).
Here, by exploiting [96, Proposition 2], and proving a suitable non exis-
tence result in the spirit of [29], we extend Corollary 1.3 to the more natural
superlinearity condition pq > 1.
Corollary 1.4. Assume pq > 1. Assume further that one of the following is
satisfied:
(i) 2βq +N + 2αpq −Npq ≥ 0 or 2αp+N + 2βpq −Npq ≥ 0;
(ii) p, q < min{N+2αN−2β ,
N+2β
N−2α}.
Then there exists a positive classical solution to (1.20), see Figure 1.3.
To the best of our knowledge, these are the first results concerning non-
variational Lane–Emden systems on a bounded domain with Dirichlet bound-
ary conditions. In Chapter 3 below we prove Theorem 1.14 and Corollary 1.4,
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and we extend these results to systems with an arbitrary number of equations.
Also, we point out how to adapt the proof in order to treat the Navier case.
Remark 1.2. All the results above hold on a generic ball B(x,R).
1.4.3 Complementary results: the system on RN
In Appendix A we study the problem of existence to higher order Lane–Emden
systems on the entire space RN in the particular case α = 2, β = 1. The first
step, as in [68], is to prove that non existence to (1.13) implies existence to
the same system on a ball with Navier boundary conditions. This is obtained
by means of a shooting technique [104], see also [62, 61] for similar problems
studied through this method.
Theorem 1.15 (Theorem 1 in [104]). If for any R > 0, N > max{2α, 2β},
p, q > 1 the following system

(−∆)αu = |v|q−1 v in BR
(−∆)βv = |u|p−1 u in BR
∆su = 0, s ≤ α− 1 on ∂BR
∆tv = 0, t ≤ β − 1 on ∂BR
(1.21)
has no classical radial positive solutions, then (1.13) has infinitely many clas-
sical, radially symmetric and positive solutions.
In [68] a Pohozaev type identity, which holds only provided α = β, is
exploited to prove non-existence for (1.21). This is not trivially extended to
the nonvariational case α 6= β. Here, we prove the following result in the spirit
of [30], in the particular case α = 2, β = 1.
Theorem 1.16. Let N > 4. Assume α = 2, β = 1 and
1
p+ 1
+
1
q + 1
≤
N − 4
2N
. (1.22)
Then, no positive classical radially symmetric solutions to (1.21) do exist.
By combining Theorem 1.16 and Theorem 1.15 one has
Corollary 1.5. Let N > 4, α = 2 and β = 1. There exist infinitely many
nontrivial solutions to (1.13), provided p, q > 1 and (1.22) is satisfied.
Remark 1.3. The curve in (1.22) and the Serrin curves (1.15) relate consistently
to each other. Indeed, (1.22) is equivalent to
(N − 4)pq − (N + 4)(p+ q)− 4− 3N > 0
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and one has
0 < (N − 4)pq − (N + 4)(p+ q)− 4− 3N < −2βq −N − 2αpq +Npq
and
0 < (N − 4)pq − (N + 4)(p+ q)− 4− 3N < −2αp−N − 2βpq +Npq
for α+ β = 3. Also, if p, q < min{N+2αN−2β ,
N+2β
N−2α} =
N+4
N−2 , then
1
p+ 1
+
1
q + 1
>
N − 2
N + 1
>
N − 4
2N
.
1.5 Uniqueness results
In what follows, we restrict ourselves to the problem of uniqueness for Lane–
Emden type equations and systems on a ball. For a completely general bounded
domain, uniqueness fails, see [9, 36]. It is conjectured that only one solution
to (1.2) exists on convex domains, we refer to [79] for a survey on possible
approaches and partial results in this context and an extensive bibliography.
We first recall the following seminal result by Gidas–Ni–Nirenberg and its
proof.
Theorem 1.17 ([49]). There exists at most one nontrivial positive solution
to (1.2) with Ω = B1 and p > 1, which is radially symmetric and strictly
decreasing in the radial variable.
Proof. By means of the moving planes technique [13], one proves that any pos-
itive solution to (1.2) is radially symmetric and strictly decreasing in the radial
variable [49, Theorem 1]. Now, assume u and w are two positive solutions to
(1.2). Then
w˜(r) = λ
2
p−1w(λr)
is a solution to (1.2) on the ball of radius 1/λ, and w˜(0) = u(0) once we choose
λ
2
p−1 =
u(0)
w(0)
.
Therefore, u and w˜ satisfy the same second order ODE with the same initial
conditions (notice that u′(0) = w˜′(0) = 0). The assumption p > 1 implies
that the nonlinearity is Lipschitz continuous, hence u = w˜ on [0,min{1, 1/λ}]
by classical ODE theory. In particular, 0 = u(1) = w˜(1) > 0 if λ < 1, and
0 < u(1/λ) = w˜(1/λ) = 0 if λ > 1, which implies λ = 1 and u = w.
This proof has been extended to the biharmonic Dirichlet case{
∆2u = |u|p in B1 ⊂ RN , N > 4
u = ∂u∂ν = 0 on ∂B1
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by Dalmasso [35], see also [41]. We refer to [34] for uniqueness of solutions to{
(−∆)αu = |u|p in B1 ⊂ RN , N > 2α
∂ku
∂νk
= 0, k ≤ α− 1 on ∂B1
with a sublinear nonlinearity, namely p < 1.
Moreover, uniqueness holds for the Lane–Emden system (1.3) on a ball with
p, q > 1, see [33]. We also recall that in [32] uniqueness is proved for


−∆u = |v|q
−∆v = |w|p
−∆w = |u|r
in B1 ⊂ RN , N > 2
u = v = w = 0 on ∂B1
where p, q, r > 1.
In Chapter 4 below we recall results in [89, 23], where we adapt and extend
the Gidas–Ni–Nirenberg proof [49] to the case of polyharmonic equations and
systems up to order eight.
Theorem 1.18. There exists at most one nontrivial solution to{
(−∆)αu = |u|p , in B1 ⊂ RN , N > 2α
∂ku
∂νk
= 0, on ∂B1 , k ≤ α− 1
with p > 1 and 1 ≤ α ≤ 4.
Remark 1.4. Notice that Theorem 1.18 yields uniqueness of solutions in the
sharp range of existence 1 < p < (N + 2α)/(N − 2α) as a consequence of [83,
Theorem 8] and [47, Theorems 7.17–7.18].
Theorem 1.19. There exists at most one nontrivial solution to

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1 in B1,
(−∆)αmum = |u1|
pm in B1,
∂kuj
∂νk
= 0, k = 0, . . . , αj − 1, j = 1, . . . ,m, on ∂B1,
(1.23)
with pj ≥ 1 for any j,
∏m
j=1 pj > 1, N > 2max{αj}j and 1 ≤ αj ≤ 4 for any
j = 1, . . . ,m, where m ≥ 1.
As we are going to see, when trying to extend the proof of Theorem 1.18
to the case α ≥ 5, one has to face technical difficulties due to the fact that
Dirichlet boundary conditions prescribe the behavior only of the first α − 1
derivatives of the solution, and no information apparently can be retained for
higher order derivatives. However, in this context new boundary conditions
show up in a natural fashion for which we have the following
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Corollary 1.6. There exists at most one nontrivial solution to

(−∆)αu = |u|p , in B1,
∆2ku = 0, 2k ≤ α− 1, on ∂B1
∂
∂ν∆
2ku = 0, 2k + 1 ≤ α− 1, on ∂B1
(1.24)
with N > 2α, p > 1 and α ∈ N, α ≥ 1.
Boundary conditions considered in (1.24), on one side from the mathemat-
ical point of view enable us to split the equation into a system of equations
subject to Dirichlet boundary conditions, on the other side, the Physical con-
straint makes vanishing higher order momenta along the boundary.
Remark 1.5. Let us point out that the boundary conditions in (1.24) satisfy
the complementing condition [4], which here reads as follows.
Definition 1.1. We say that the complementing condition holds for{
(−∆)αu = |u|p , in B1
Bj(x,D)u = hj , for j = 1, . . . , α, on ∂B1
if, for any nontrivial tangent vector τ(x), the polynomials in t B′j(x; τ+tν) are
linearly independent modulo the polynomial (t − i |τ |)α, where B′j represents
the highest order part of Bj .
Consider the particular case α = 4 and let |τ | = 1. One has B1(x,D)u = u,
B2(x,D)u =
∂u
∂ν , B3(x,D)u = ∆
2u, and B4(x,D)u = ∂∂ν∆
2u. Therefore
it follows that B1(x, s) = 1, B2(x, s) = s · ν, B3(x, s) = (s · s)(s · s), and
B4(x, s) = (s · ν)(s · s)(s · s), whence by direct calculations B′1(x, τ + tν) = 1,
B′2(x, τ+tν) = t, B
′
3(x, τ+tν) = t
4+1 and B′4(x, τ+tν) = t
5+t. Dividing these
polynomials by (t− i)4, we get 1, t, 4it3+6t2−4it and −10t3+20it2+16t−4i
as remainders, which are linearly independent. The general case follows from
the system (1.23). Indeed, one can extend Definition 1.1 to the case of systems
and prove that a system of m equations with Dirichlet boundary conditions
satisfies this extended condition, see [5].
As far as we are concerned with the so-called Navier boundary conditions,
for which the polyharmonic operator is actually a power of the Laplacian and
classical reduction methods apply, we have as byproduct of Theorem 1.19 the
following
Corollary 1.7. There exists at most one nontrivial solution to

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1,
(−∆)αmum = |u1|
pm ,
in B1,
∆kuj = 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1
with pj ≥ 1 for any j,
∏m
j=1 pj > 1, αj ∈ N, m ≥ 1 and N > 2max{αj}j.
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1.6 Open questions
We briefly recall here main results and references for a few relevant problems
which are not considered in this dissertation, arising in the context of Lane–
Emden type systems, as possible directions of future research.
Consider first the following system

(−∆)αu = λv + |v|q−1 v
(−∆)αv = µu+ |u|p−1 u
in Ω ⊆ RN
B(u, v) = 0 on ∂Ω
(1.25)
with critical p, q, namely belonging to the critical hyperbola (1.11). Recall that
in the case of a single equation and α = 1 [18] the existence of a nontrivial solu-
tion is guaranteed provided the perturbation term λ lies in the range (λ∗, λ1),
with a suitable λ∗ and λ1 denoting the first eigenvalue of −∆. The proof re-
lies strongly on the explicit representation of the Talenti instantons [101]. We
also mention that the polyharmonic equation is treated in [48, 72], see also
[47, Section 7] and references therein. However, we do not know which are the
equivalent of Talenti functions in the system case and as a consequence extend-
ing Brezis–Nirenberg results to systems turns out to be a nontrivial task. Even
in the second order Lane–Emden case α = 1 not much is actually known, and
Hulshof, Mitidieri and Van der Vorst gave rather involved conditions on λ, µ
such that (1.25) has a nontrivial solution [56]. Further, we recall that some
partial existence results for a Lane–Emden system with a Brezis-Nirenberg
perturbation in one of the two equations have been recently obtained in [73].
An interesting question would be to understand whether results in [56, 73]
could be extended to the polyharmonic system (1.25).
Moreover, we point out that a related problem is given by the fractional
case, namely α, β ∈ (0, 1). In this case, (−∆)s, with s ∈ (0, 1), is a non-local
operator defined by
(−∆)su = C(N, s)
∫
RN
u(x)− u(y)
|x− y|N+2s
dy,
see [59, 60] for some a priori bounds and existence results, both in the varia-
tional and non-variational case. One can naturally define the following frac-
tional higher order operators
(−∆)m+su = (−∆)m(−∆)su
where m ∈ N and s ∈ (0, 1). We refer to [2, 1, 38] for various properties and
applications of these operators. In view of our results above and [59, 60], one
could wonder whether similar existence results can be obtained in the context
of fractional higher order operators. The main difficulty turns out to be the
proof of suitable Liouville-type results, which would require a combination of
the techniques used for the polyharmonic and for the fractional case.
Chapter 2
Variational higher order elliptic
systems
In this chapter, which is an extended transcription of [88], we prove some
existence and non-existence results for the following variational higher order
elliptic system

(−∆)αu = ∂vH(u, v)
(−∆)αv = ∂uH(u, v)
in Ω ⊂ RN , N > 2α
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
∂rv
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω.
(2.1)
where α ≥ 1, Ω is a C2α,γ bounded domain, and H ∈ C1(R2;R) satisfies
suitable growth assumptions. We exploit a variational approach first developed
in [43, 57] in the case α = 1, which consists of an application of the Linking
Theorem [11] in the context of fractional order Sobolev spaces [3, 64]. As we
recalled in Section 1.3 above, power-like nonlinearities in (2.1) can be studied
by means of a reduction by inversion, see [28]. The method we present here, see
Section 2.1 below, allows one to treat more general nonlinearities. Moreover,
in Section 2.2 we get a non-existence result on balls as a corollary of the
Pucci–Serrin identity [83].
2.1 Existence results for system (2.1)
In the present section we prove Theorem 1.12, which we recall below for the
reader’s convenience.
Theorem 2.1. Let N > 2α and let p, q be such that pq > 1 and
1
p+ 1
+
1
q + 1
>
N − 2α
N
, max{(N − 4α)p, (N − 4α)q} < N + 4α. (2.2)
Let H : R2 → R be of class C1 such that
21
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(H1) H(u, v) ≥ 0 for all (u, v) ∈ R2
(H2) There exists R > 0 such that, if (u, v) ∈ R2 satisfies |(u, v)| ≥ R, then
1
p+ 1
∂uH(u, v) · u+
1
q + 1
∂vH(u, v) · v ≥ H(u, v) > 0
(H3) There exist r > 0 and a > 0 such that, if (u, v) ∈ R2 satisfies |(u, v)| ≤ r,
then
H(u, v) ≤ a(|u|p+1 + |v|q+1)
(H4) There exists b > 0 such that
|∂uH(u, v)| ≤ b(|u|
p + |v|p(q+1)/(p+1) + 1)
|∂vH(u, v)| ≤ b(|v|
q + |u|q(p+1)/(q+1) + 1).
Then, there exists a nontrivial solution
(u, v) ∈W
2α, q+1
q ∩W
α, q+1
q
0 ×W
2α, p+1
p ∩W
α, p+1
p
0
to problem (2.1).
Remark 2.1. Due to (H2), there exist c1, c2 > 0 such that
H(u, v) ≥ c1(|u|
p+1 + |v|q+1)− c2, (2.3)
see [40, Lemma 1.1]. Moreover, by (H4) there exist a1, a2 > 0 such that
H(u, v) ≤ a1(|u|
p+1 + |v|q+1) + a2, (2.4)
see [43, p.105].
Remark 2.2. Notice that with standard bootstrap arguments one can infer
regularity of solutions to (2.1) under some additional regularity conditions,
precisely in the case H ∈ C2(R2). We refer to [17, Lemma 5.16] for the case
α = 1, see also [95, Theorem 1]. Let us consider the model case with power-like
non-linearities. The regularity assumption H ∈ C2 is therefore equivalent to
p, q > 1. Let us take a nontrivial solution
(u, v) ∈W
2α, q+1
q ∩W
α, q+1
q
0 ×W
2α, p+1
p ∩W
α, p+1
p
0 .
If for instance (p + 1)/p ≥ N/(2α), then v ∈ C0,γ for some γ > 0, and since
q > 1 also vq ∈ C0,γ . We now apply Theorem 1.3 to get u, v ∈ C2α,γ , namely
(u, v) is classical.
Assume (p + 1)/p, (q + 1)/q < N/(2α). By Sobolev embeddings we know
that u ∈ L
N(q+1)/q
N−2α(q+1)/q , and as a consequence up ∈ L
N(q+1)
(Nq−2αq−2α)p . By elliptic
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regularity, see Theorem 1.2, we conclude that v ∈ W 2α,
N(q+1)
(Nq−2αq−2α)p . Since
(p, q) is subcritical,
N(q + 1)
(Nq − 2αq − 2α)p
>
p+ 1
p
,
thus we have gained some summability of v, and similarly for u. Call
p1 =
N(p+ 1)
Np− 2α(p+ 1)
, q1 =
N(q + 1)
Nq − 2α(q + 1)
.
Again, if one among p1/q and q1/p is bigger than N/(2α) then the conclusion
follows by Theorem 1.3. Therefore we assume both of them to be < N/(2α).
Notice that q1 > q + 1 or p1 > p+ 1 since we are assuming
1
p+ 1
+
1
q + 1
>
N − 2α
N
.
Let for instance q1 > q + 1. We now iterate the reasoning above, and get two
sequences
pn+1 =
Nqn
Nq − 2αqn
, qn+1 =
Npn+1
Np− 2αpn+1
,
such that u ∈ W 2α,qn/q, v ∈ W 2α,pn/p for any n ≥ 2. Notice that pn+1 > pn
for any n ≥ 2, and qn+1 > qn for any n ≥ 1.
Assume that pn/p, qn/q < N/2α for any n ≥ 2. Hence both the sequences {pn}
and {qn} must have a finite limit. Let us call these limits l1 and l2 respectively.
Thus
l1 =
Nl2
Nq − 2αl2
, l2 =
Nl1
Np− 2αl1
,
which implies
q1 ≤ l2 =
N(pq − 1)
2α(p+ 1)
< q + 1,
whence the contradiction follows.
Therefore, there exist k such that for instance pk/p > N/(2α). By Sobolev
embedding, v ∈ C0,γ for some γ > 0, and since q > 1 also vq ∈ C0,γ . We now
apply Theorem 1.3 to get u ∈ C2α,γ , which implies v ∈ C2α,γ , namely (u, v) is
classical.
The same argument applies for H ∈ C2(R2) satisfying the hypotheses of The-
orem 2.1.
The proof of Theorem 2.1 relies on a critical point theorem due to Felmer
[40], see Proposition 2.1 below, which extends the classical Linking Theorem
of Benci and Rabinowitz [11]. As in [43], this allows one to treat the more
natural super linearity condition pq > 1 in place of p, q > 1.
Definition 2.1. Let X be a Banach space and I ∈ C1(X;R). We say that
{un} ⊂ X is a Palais-Smale sequence for I if |I(un)| ≤ c uniformly in n and
‖I ′(un)‖ → 0 as n→∞. If any Palais-Smale sequence has a strongly conver-
gent subsequence, then we say that I satisfies the Palais-Smale condition.
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Remark 2.3. In the sequel, the Palais-Smale condition will be denoted by (PS).
Proposition 2.1 (Theorem 3.1 in [40]). Let (E, 〈·, ·〉E) be a Hilbert space
such that E = E+ ⊕ E−. Suppose that I ∈ C1(E;R) satisfies (PS) and
I(z) = 12 〈Lz, z〉E − J(z), where:
(i) L : E → E is bounded, linear, self-adjoint and maps E+ into E−;
(ii) J ′ : E → R is compact.
Assume that there exist two linear, bounded, invertible operators B1, B2 : E →
E such that the next condition holds:
(iii) define Bˆτ = P2B
−1
1 e
τLB2 : E
− → E−, where P2 : E → E− is the projec-
tion onto E− and eτL =
∑+∞
n=0
(τL)n
n! ; then Bˆτ is invertible for any given
τ ≥ 0.
Let e1 ∈ E+ with ‖e1‖E = 1. Choose ρ > 0, R1 > ρ/
∥∥B−11 B2e1∥∥E and R2 > ρ
and define
S = {B1z1 : z1 ∈ E
+, ‖z1‖E = ρ }
Q = {B2(te1 + z2) : 0 ≤ t ≤ R1, z2 ∈ E
−, ‖z2‖E ≤ R2 } .
Let us assume
(iv) I(z) ≥ σ > 0 on S
(v) I(z) ≤ 0 on ∂Q.
Then, I has a critical point z0 such that I(z0) ≥ σ.
Remark 2.4. Actually, the critical level has an explicit representation, see [40,
Theorem 3.1]. Indeed, let
Γ = {h ∈ C(E × [0, 1];E) : h satisfies (C1), (C2), (C3)},
where:
(C1) h is given by h(z, t) = exp(ν(z, t)L)z+K(z, t) where ν : E× [0, 1]→ R+
is continuous and transforms bounded sets into bounded sets, and K :
E × [0, 1]→ E is compact.
(C2) h(z, t) = z, for all z ∈ ∂Q
(C3) h(z, 0) = z for any z ∈ Q.
Then the critical level is given by
I(z0) = inf
h∈Γ
sup
z∈Q
I(h(z, 1)).
In what follows we define a Hilbert space E as product of suitable fractional
order spaces, and a functional I : E → R whose critical points are solutions
to (2.1). Then, we prove that I satisfies all the hypotheses of Proposition 2.1,
whence Theorem 2.1 will follow immediately.
CHAPTER 2. VARIATIONAL HIGHER ORDER SYSTEMS 25
2.1.1 Definition of a suitable Hilbert space
Let us first recall some well-known facts about spectral properties of the poly-
harmonic operator: the proof of the following simple lemma is based on the
spectral theorem for compact and self-adjoint operators, see for instance [84,
Chapter 7], and Theorem 1.2.
Lemma 2.1. Let α ∈ N, α ≥ 1, N > 2α. There exists a orthonormal basis
of L2(Ω) composed of eigenfunctions of the operator (−∆)α subject to Dirich-
let boundary conditions. These eigenfunctions are in Ls for any s ≥ 1 and
correspond to a diverging sequence of positive eigenvalues
0 < λ1 ≤ λ2 ≤ · · · .
Proof. Let Kα : L2 → H2α ∩Hα0 be the solution operator of{
(−∆)αv = u in Ω
∂rv
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
(2.5)
namely Kαu = v in the weak sense, and let T represent the compact embed-
ding H2α ∩ Hα0 →֒ L
2. Then T ◦Kα : L2 → L2 is well defined and compact.
Moreover, since (−∆)α with Dirichlet boundary conditions is symmetric with
respect to the scalar product in L2, then T ◦Kα is symmetric as well (hence
self-adjoint). By the spectral theorem for compact and self adjoint operators
one concludes that there exists a orthonormal basis of L2 made of eigenfunc-
tions of T ◦ Kα. Therefore, there exists a orthonormal basis of L2 made of
eigenfunctions of (−∆)α with Dirichlet boundary conditions. The eigenval-
ues are bounded away from 0 as if u is an eigenfunction with corresponding
eigenvalue λ then
0 <
∫
u2 ≤ C
∫ ∣∣∣∆α/2u∣∣∣2 = Cλ ∫ u2
where α is even, and similarly for α odd. Finally, the eigenfunctions are in Ls
for any s since
‖u‖Hk ≤ C ‖u‖Hk−2α
for any k ≥ 2α, see Theorem 1.2, therefore a bootstrap argument yields the
claim.
Remark 2.5. Recall that, differently from the Navier case, no maximum prin-
ciple for {
(−∆)αu = f in Ω
∂ru
∂νr , r = 0, . . . α− 1 on ∂Ω
on a general bounded domain is known to hold, except for the ball and small
deformations of the ball, see [47, Sections 3.1, 5.1, 5.2 and Chapter 6]. In
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particular, we cannot conclude in general that the first eigenfunction of the
polyharmonic operator is positive. However, this assumption is not required
in the proof we give below and this allows us to deal with general sufficiently
smooth bounded domains.
Let us define the real interpolation space Es as follows:
Es := [L2, H2α ∩Hα0 ]s/(2α)
with 0 < s < 2α [3, Section 7.7]. In [63], see also [66], it is proved that Es can
be written explicitly in terms of Fourier series by
Es =
{
u =
∞∑
n=1
unΦn ∈ L
2 |
∞∑
n=1
λs/αn u
2
n <∞
}
,
where un = 〈u,Φn〉, and Φn is the orthonormal basis for L2 given by Lemma 2.1,
composed of eigenfunctions of (−∆)α with Dirichlet boundary conditions and
corresponding to eigenvalues λn. Define for u ∈ Es
Asu = As
(
∞∑
n=1
unΦn
)
=
∞∑
n=1
λ
s
2α
n unΦn.
Notice that in the case s = 2α, there holds As = (−∆)α. We stress that the
space Es endowed with the scalar product
〈u, v〉Es :=
∫
Ω
AsuAsv
is Hilbert. Indeed
‖u‖Es =
(∫
Ω
|Asu|2
)1/2
= ‖Asu‖2
is a norm, since ‖Asu‖2 = 0 implies u = 0 due to the Poincaré–type inequality
‖Asu‖22 ≥ λ
2s
α
1 ‖u‖
2
2
and the space (Es, ‖·‖Es) is Banach: if un is a Cauchy sequence in E
s, then
Asun is a Cauchy sequence in L2, therefore there exists v ∈ L2 such that
Asun → v in L2; however,
v =
∞∑
k=1
vkΦk =
∞∑
k=1
λ
s
2α
k wkΦk, where wk =
vk
λ
s/(2α)
k
,
namely v = Asu with u =
∑∞
k=1wkΦk. Hence, A
sun → A
su in L2 and un → u
in Es.
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Remark 2.6. Notice that in general the operators As do not coincide with the
fractional Laplace operators
(−∆)su(x) = C lim
ε→0+
∫
CBε(x)
u(x)− u(y)
|x− y|N+2s
dy,
and also the space Es does not coincide with the fractional Sobolev space of
order s
W s,2(Ω) =
{
u ∈ L2(Ω) :
|u(x)− u(y)|
|x− y|N/2+s
∈ L2(Ω× Ω)
}
.
However, if α = 1, then Es = W s,2 for any s such that 0 ≤ s < 1/2. Moreover,
Es = {u ∈ W s,2 : u = 0 on ∂Ω} if 1/2 < s ≤ 2, and s 6= 3/2. We refer the
reader to [37, 45].
Let r1, r2 be such that 1r1 =
1
2 −
2α
N and
1
r2
= 12 −
s
N . Then by [66, Chapter
7, Theorem 1.1] we have Lr2 = [L2, Lr1 ]s/(2α), since
N − 2s
2N
=
(
1−
s
2α
) 1
2
+
s
2α
N − 4α
2N
by direct computation. Moreover, H2α ∩Hα0 →֒ L
r1 , and hence Es →֒ Lp+1 if
1
p+1 ≥
1
r2
and the embedding is compact provided the strict inequality holds
(see [80], see also [64, Chapter 1, Theorem 5.1] and [3, Sections 7.22, 7.23]).
Assume (2.2). Then there exist suitable s, t ∈ (0, 2α) such that Es×Et →֒
Lp+1 × Lq+1 compactly and s+ t = 2α. Indeed, (2.2) implies:
(i) N
(
1
2 −
1
p+1
)
< N
(
1
q+1 −
N−4α
2N
)
;
(ii) N
(
1
2 −
1
p+1
)
< 2α;
(iii) N
(
1
q+1 −
N−4α
2N
)
> 0,
and we can fix s ∈ (0, 2α) such that N
(
1
2 −
1
p+1
)
< s < N
(
1
q+1 −
N−4α
2N
)
.
Notice that here we used the technical assumption
max{(N − 4α)p, (N − 4α)q} < N + 4α
in order to have s ∈ (0, 2α).
From now on, s is such that Es × E2α−s →֒ Lp+1 × Lq+1 compactly. Let
us define E = Es×E2α−s, which can be decomposed as E = E+⊕E−, where
E+ = { (u,A−2α+2su), u ∈ Es }
E− = { (u,−A−2α+2su), u ∈ Es }
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are orthogonal subspaces of E. Indeed if z = (u, v) ∈ E one has
z = z+ + z−,
where
z+ = (u+, v+) =
(
u+A2α−2sv
2
,
v +A−2α+2su
2
)
∈ E+
z− = (u−, v−) =
(
u−A2α−2sv
2
,
v −A−2α+2su
2
)
∈ E−.
Note that
1
2
‖z‖2E =
∫
Ω
Asu+A2α−sv+ dx−
∫
Ω
Asu−A2α−sv− dx. (2.6)
2.1.2 The energy functional
In this context a natural choice for the energy functional related to (2.1) turns
out to be the following:
I(u, v) =
∫
Ω
AsuA2α−sv dx−
∫
Ω
H(u, v) dx, (2.7)
where s is such that E = Es ×E2α−s →֒ Lp+1 ×Lq+1 compactly. Note that I
is well defined on E by (2.4). The functional (2.7) may be written also as
I(u, v) =
1
2
〈L(u, v), (u, v)〉E − J(u, v),
where
J(u, v) =
∫
Ω
H(u, v) dx (2.8)
and L : E → E is given by
1
2
〈L(u, v), (u, v)〉E =
∫
Ω
AsuA2α−sv dx,
namely
L(u, v) = (A2α−2sv,A−2α+2su).
Remark 2.7. Note that J ′ : E → E′ is compact. Indeed, the inclusion E →֒
Lp+1×Lq+1 is compact (thus (Lp+1×Lq+1)′ →֒ E′ is compact as well), whereas
J ′ : Lp+1×Lq+1 → (Lp+1×Lq+1)′ maps bounded sets into bounded sets, since
by (H4) one has
∣∣J ′(u, v)(ϕ, ψ)∣∣ ≤ C(‖u‖pp+1 ‖ϕ‖p+1 + ‖v‖p(q+1)/(p+1)q+1 ‖ϕ‖p+1 + ‖ϕ‖p+1
+ ‖v‖qq+1 ‖ψ‖q+1 + ‖u‖
q(p+1)/(q+1)
p+1 ‖ψ‖q+1 + ‖ψ‖q+1).
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As a consequence,
J ′ : E →֒ Lp+1 × Lq+1 → (Lp+1 × Lq+1)′ →֒ E′
is compact. Moreover, L is bounded (actually, ‖L(u, v)‖E = ‖(u, v)‖E , hence
the operator norm of L is 1), linear and symmetric, namely self-adjoint since
E is Hilbert. Finally, L is invariant on E+, since
L(u,A−2α+2su) = (A2α−2sA−2α+2su,A−2α+2su) = (u,A−2α+2su), u ∈ Es.
Next we prove that critical points of I are weak solutions to (2.1). This
will be done by extending Theorem 1.2 in [43].
Proposition 2.2. Let (u, v) ∈ E be a critical point of I and p, q satisfy (2.2).
Then u ∈ W 2α,
q+1
q ∩ W
α, q+1
q
0 , v ∈ W
2α, p+1
p ∩ W
α, p+1
p
0 and (u, v) is a weak
solution to (2.1).
Proof. Since (u, v) is a critical point of I, one has
I ′(u, v)(ϕ, ψ) = 0 (2.9)
and in particular for ϕ = 0 and any ψ ∈ E2α−s in (2.9) one has∫
Ω
AsuA2α−sψ dx =
∫
Ω
∂vH(u, v)ψ dx. (2.10)
If ψ ∈ H2α ∩Hα0 then∫
Ω
AsuA2α−sψ dx =
∫
Ω
uA2αψ dx =
∫
Ω
u(−∆)αψ dx. (2.11)
Since v ∈ Lq+1 and u ∈ Lp+1, by (H4) and the Minkowski inequality one
has ∂vH(u, v) ∈ L
q+1
q and hence by elliptic regularity (see Theorem 1.2) there
exists w ∈W 2α,
q+1
q ∩W
α, q+1
q
0 such that∫
Ω
(−∆)αwψ =
∫
Ω
∂vH(u, v)ψ. (2.12)
Furthermore, by (2.2)
1
2
≥
q
q + 1
−
2α
N
and by the Sobolev embedding theorem we get w ∈ L2. Thus∫
Ω
∂vH(u, v)ψ dx =
∫
Ω
(−∆)αwψ dx =
∫
Ω
w(−∆)αψ dx. (2.13)
Hence, by combining (2.10), (2.11), (2.13) one has:∫
Ω
(u− w)(−∆)αψ dx = 0
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for any ψ ∈ H2α ∩Hα0 , so that u = w. Finally, by (2.12)∫
Ω
(−∆)αuψ =
∫
Ω
∂vH(u, v)ψ.
A similar argument applies to v, therefore (u, v) satisfies the regularity condi-
tions in the statement and it is a weak solution to (2.1).
2.1.3 Palais Smale condition
Let us recall the following preliminary lemma, see for instance [99, Proposition
2.2].
Lemma 2.2. Let X be a Banach space and I ∈ C1(X) such that:
(i) any Palais-Smale sequence is bounded;
(ii) I ′(z) = S(z)+K(z) where S : X → X ′ is a homeomorphism and K : X →
X ′ is a compact map.
Then I satisfies (PS).
Proof. Let zn be a Palais-Smale sequence; by hypotheses, it is bounded and
S(zn) +K(zn) = I
′(zn)→ 0. Take wn = K(zn). By compactness, there exists
a subsequence wnk such that wnk → w for some w. Hence
znk = S
−1(I ′(znk)− wnk)→ S
−1(−w),
thus znk is a strongly convergent subsequence of zn and I satisfies (PS).
Proposition 2.3. Assume condition (2.2) and let pq > 1. Then the functional
(2.7) satisfies the (PS) condition.
Proof. Let (un, vn) be a Palais-Smale sequence for I and assume ‖(un, vn)‖E ≥
R, with R as in (H2). Let us prove that it is bounded. Since the operator
norm of I ′(un, vn) satisfies ‖I ′(un, vn)‖ → 0, one has for any choice of test
functions ϕ, ψ ∣∣I ′(un, vn)(ϕ, ψ)∣∣ ≤ εn ‖(ϕ, ψ)‖E , (2.14)
with εn → 0 as n→∞. Moreover,
I ′(u, v)(ϕ, ψ) =
∫
Ω
(AsuA2α−sψ+AsϕA2α−sv− ∂uH(u, v)ϕ− ∂vH(u, v)ψ) dx,
thus by (H2)
0 <
pq − 1
p+ q + 2
∫
Ω
H(un, vn)dx
≤ I(un, vn)− I
′(un, vn)
(
q + 1
p+ q + 2
un,
p+ 1
p+ q + 2
vn
)
≤ C0(1 + εn ‖(un, vn)‖E).
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By (2.3) there exist constants c1, c2 > 0 such that
H(u, v) ≥ c1(|u|
p+1 + |v|q+1)− c2,
thus
C1(1 + εn ‖(un, vn)‖E) ≥ ‖un‖
p+1
p+1 + ‖vn‖
q+1
q+1 . (2.15)
However, by (2.14) with ψ = 0,∣∣∣∣
∫
Ω
AsϕA2α−svn dx
∣∣∣∣ ≤
∫
Ω
|∂uH(un, vn)ϕ| dx+ εn ‖ϕ‖Es (2.16)
and by Hölder inequality and (H4)
∫
Ω
|∂uH(un, vn)| |ϕ| dx ≤ C3(‖un‖
p
p+1 ‖ϕ‖Es
+ ‖vn‖
p(q+1)/(p+1)
q+1 ‖ϕ‖Es + ‖ϕ‖Es). (2.17)
Moreover, one can apply the Riesz Lemma (Es is a Hilbert space) to the
functional Tvn : E
s → R, Tvn(ϕ) := 〈ϕ,A
2α−2svn〉Es =
∫
ΩA
sϕA2α−svn to
obtain:
‖vn‖E2α−s =
∥∥A2α−2svn∥∥Es = ‖Tvn‖ = sup
‖ϕ‖Es=1
∣∣∣∣
∫
Ω
AsϕA2α−svn dx
∣∣∣∣ .
Combining (2.16) and (2.17), one has
‖vn‖E2α−s ≤ C4(‖un‖
p
p+1 + ‖vn‖
p(q+1)/(p+1)
q+1 + 1).
Analogously
‖un‖Es ≤ C5(‖vn‖
q
q+1 + ‖un‖
q(p+1)/(q+1)
p+1 + 1),
hence by (2.15)
‖(un, vn)‖E ≤ C6(1 + εn ‖(un, vn)‖E)
and (un, vn) turns out to be bounded.
Next we apply Lemma 2.2. Indeed,
I ′(u, v) = A′(u, v)− J ′(u, v),
where A(u, v) =
∫
ΩA
suA2α−sv dx and J as in (2.8); A′ : E → E′ is an home-
omorphism, whereas J ′ is compact, as pointed out in Remark 2.7.
CHAPTER 2. VARIATIONAL HIGHER ORDER SYSTEMS 32
2.1.4 Linking geometry
In the sequel, set z = (u, v) ∈ E and I(z) = 12 〈Lz, z〉E − J(z) as defined in
(2.7).
Proposition 2.4. Assume condition (2.2) holds and let pq > 1. Then, there
exist two linear, bounded, invertible operators B1, B2 : E → E such that, given
τ ≥ 0, then Bˆτ = P2B
−1
1 e
τLB2 : E
− → E− is invertible, where P2 is the pro-
jection of E onto E−.
Moreover, let e+ = (e+1 , e
+
2 ) ∈ E
+ with ‖e+‖E = 1 and e
+
1 ∈ E
s eigenfunc-
tion of (−∆)α with associated eigenvalue λ > 0. Then, there exist constants
ρ > 0, R1 > ρ/
∥∥B−11 B2e+∥∥E and R2 > ρ such that, setting
S := {B1z
+ : z+ ∈ E+,
∥∥z+∥∥
E
= ρ }
and
Q := {B2(te
+ + z−) : 0 ≤ t ≤ R1, z
− ∈ E−,
∥∥z−∥∥
E
≤ R2 } ,
the following conditions hold true:
(G1) I(z) ≥ σ > 0 on S
(G2) I(z) ≤ 0 on ∂Q.
Define
B1(u, v) = (ρ
µ−1u, ρν−1v)
and
B2(u, v) = (R
µ−1
1 u,R
ν−1
1 v),
where ρ and R1 will be chosen in the sequel and µ, ν ≥ 1 satisfy
1
p+ 1
<
µ
µ+ ν
,
1
q + 1
<
ν
µ+ ν
. (2.18)
We claim that Bˆτ is invertible, and more precisely Bˆτz− = mz− with m > 0
constant if one assumes that R1 > 1 and ρ < 1. See [43, Proposition 3.1] for
the details.
Note that with our choice of B1, B2 one has:
S = { (ρµ−1u+, ρν−1v+) :
∥∥(u+, v+)∥∥
E
= ρ, z+ = (u+, v+) ∈ E+ } ;
Q ={ t(Rµ−11 e
+
1 , R
ν−1
1 e
+
2 ) + (R
µ−1
1 u
−, Rν−11 v
−) : 0 ≤ t ≤ R1,
z− = (u−, v−) ∈ E−,
∥∥(u−, v−)∥∥
E
≤ R2 }.
Proof of (G1). For any (ρµ−1u+, ρν−1v+) ∈ S one has by (H3) and ρ small
enough
I(ρµ−1u+, ρν−1v+) ≥ ρµ+ν−2
∫
Ω
Asu+A2α−sv+ dx−aρ(µ−1)(p+1)
∫
Ω
∣∣u+∣∣p+1 dx
− aρ(ν−1)(q+1)
∫
Ω
∣∣v+∣∣q+1 dx,
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hence recalling (2.6) and the continuous embedding E →֒ Lp+1 × Lq+1,
I(ρµ−1u+, ρν−1v+) ≥
1
2
ρµ+ν−2
∥∥z+∥∥2
E
− b1ρ
(µ−1)(p+1)
∥∥z+∥∥p+1
E
− b2ρ
(ν−1)(q+1)
∥∥z+∥∥q+1
E
,
for suitable constants b1, b2. Considering ‖z+‖E = ρ,
I(ρµ−1u+, ρν−1v+) ≥
1
2
ρµ+ν − b1ρ
µ(p+1) − b2ρ
ν(q+1)
and by (2.18) this quantity is positive for ρ small enough.
Proof of (G2). Let us split the boundary into three parts, namely Q∩{ t = 0 },
Q ∩ { t = R1 } and Q ∩ { ‖z−‖E = R2 }.
Let z ∈ Q ∩ { t = 0 }. By direct computation, I(z) ≤ 0. Indeed,
I(Rµ−11 u
−, Rν−11 v
−) ≤ Rµ+ν−21
∫
Ω
Asu−A2α−sv−
= −Rµ+ν−21
∫
Ω
∣∣Asu−∣∣2 ≤ 0.
Let us now consider z ∈ Q ∩ { t = R1 }. Fix R2 > 0 arbitrary and choose
z− = (u−, v− = −A−2α+2su−) ∈ E−
such that ‖z−‖E ≤ R2, thus
z = t(Rµ−11 e
+
1 , R
ν−1
1 e
+
2 ) + (R
µ−1
1 u
−, Rν−11 v
−) = (u, v) ∈ Q.
We can write u− = re+1 +w where w ∈ E
s is orthogonal to e+1 in L
2 and r ∈ R.
Suppose r ≥ 0. One has
(r + t)
∫
Ω
∣∣e+1 ∣∣2 =
∫
Ω
(te+1 + u
−)e+1 ≤
∥∥te+1 + u−∥∥p+1 ∥∥e+1 ∥∥(p+1)/p
and
(r + t) ≤ C1
∥∥te+1 + u−∥∥p+1 .
By (2.3)
J(z) ≥ c1R1
(p+1)(µ−1)
∫
Ω
∣∣te+1 + u−∣∣p+1
+ c1R1
(q+1)(ν−1)
∫
Ω
∣∣te+2 + v−∣∣q+1 − c2,
thus
J(z) ≥ C2R1
(p+1)(µ−1)(r + t)p+1 − c2
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and
J(z) ≥ C2R1
(p+1)(µ−1)tp+1 − c2.
Similarly, if r ≤ 0, since
e+2 = A
−2α+2se+1 = λ
−2α+2s
2α e+1
and v− = −A−2α+2su−, we get
〈v−, e+1 〉 = 〈−A
−2α+2su−, e+1 〉 = 〈−A
−2α+2s(re+1 + w), e
+
1 〉
= −rλ
−2α+2s
2α
∫
Ω
∣∣e+1 ∣∣2 − 〈w,A−2α+2se+1 〉 = −rλ−2α+2s2α
∫
Ω
∣∣e+1 ∣∣2 ,
hence
λ
−2α+2s
2α (−r + t)
∫
Ω
∣∣e+1 ∣∣2 =
∫
Ω
(te+2 + v
−)e+1
≤
∥∥te+2 + v−∥∥q+1 ∥∥e+1 ∥∥(q+1)/q
and
λ
−2α+2s
2α (−r + t) ≤ C3
∥∥te+2 + v−∥∥q+1 .
As a consequence,
J(z) ≥ C4R1
(q+1)(ν−1)tq+1 − c2.
Concluding, we have that either
J(z) ≥ C2R1
(p+1)(µ−1)tp+1 − c2
or
J(z) ≥ C4R1
(q+1)(ν−1)tq+1 − c2.
Thus by (2.6) either
I(z) ≤ Rµ+ν−21
t2
2
−Rµ+ν−21
1
2
∥∥z−∥∥2
E
− C2R1
(p+1)(µ−1)tp+1 + c2 (2.19)
or
I(z) ≤ Rµ+ν−21
t2
2
−Rµ+ν−21
1
2
∥∥z−∥∥2
E
− C4R1
(q+1)(ν−1)tq+1 + c2. (2.20)
Therefore, by (2.18) one can choose t = R1 such that the right-hand sides of
both (2.19) and (2.20) are negative.
Finally, let z ∈ Q∩{ ‖z−‖E = R2 }. Choose R2 such that the quantities in
(2.19) and (2.20) are negative for any t ≤ R1.
Therefore, I is negative on ∂Q taking R1, R2 sufficiently large and the proof
is complete.
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Remark 2.8. Note that if µ = ν = 1, then Proposition 2.1 coincides with
the classical Linking Theorem of Benci and Rabinowitz [11], and moreover
conditions (2.18) imply p, q > 1. The possibility of choosing different values
for µ and ν allows to deal with p, q not necessarily both bigger than 1, namely
such that pq > 1.
Remark 2.9. Note that in the proof we have used both the fact that there
exists a strictly positive eigenvalue λ and that the eigenfunctions of (−∆)α are
in Ls for any s, and these properties hold true by Lemma 2.1.
2.1.5 Proof of Theorem 2.1
We apply Proposition 2.1 where E, E+, E− are defined as in Subsection 2.1.1,
and I as in (2.7). Indeed, L and J satisfy the hypotheses of Proposition 2.1
due to Remark 2.7, I satisfies (PS) by Proposition 2.3 and one can choose
constants ρ, R1 and R2 and operators B1 and B2 such that the hypotheses
on S and Q are satisfied, as shown in Proposition 2.4. Thus, one finds a
critical point (u, v) of I such that I(u, v) > 0, and by Proposition 2.2 (u, v) is
a solution to (2.1), nontrivial since I(0, 0) = 0.
Remark 2.10. Notice that the proof above can also be adapted easily to treat
the Navier case

(−∆)αu = ∂vH(u, v)
(−∆)αv = ∂uH(u, v)
in Ω ⊂ RN , N > 2α
∆ru = 0, r = 0, . . . , α− 1, on ∂Ω
∆rv = 0, r = 0, . . . , α− 1, on ∂Ω,
just taking Es = [L2, H2α ∩Hαθ ]s/(2α), see also [57].
2.2 Non-existence results for system (2.1)
Let us recall the following Pohozaev type identity, see [83, Section 5], see also
[76].
Theorem 2.2. Let a, b ∈ R, and (u, v) be a solution to (2.1). Then if α is
even∫
∂Ω
∆α/2u∆α/2v(x · ν) =
∫
Ω
(NH(u, v)− au∂uH(u, v)
− (N − a− b− 2α)∆α/2u∆α/2v − bv∂vH(u, v)). (2.21)
Similarly, for odd α one has∫
∂Ω
∇∆(α−1)/2u∇∆(α−1)/2v(x · ν) =
∫
Ω
(NH(u, v)− au∂uH(u, v)
− (N − a− b− 2α)∇∆(α−1)/2u∇∆(α−1)/2v − bv∂vH(u, v)).
CHAPTER 2. VARIATIONAL HIGHER ORDER SYSTEMS 36
As a corollary we have
Theorem 2.3. Let Ω be a ball in RN and N > 2α. Assume that there exists
a ∈ R such that
NH(u, v)− au∂uH(u, v)− (N − 2α− a)v∂vH(u, v)) ≤ 0.
Then, no classical positive solutions to (2.1) do exist.
Proof. Let (u, v) be a positive classical solution to (2.1). In the sequel, we
consider the case of even α, the odd case being similar. Recall that the Green
function of the problem{
(−∆)αu = f in B1
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
is positive; therefore, due to Theorem 1.5, if (u, v) is a positive classical solution
to (2.1), then ∆α/2u,∆α/2v > 0 on ∂B1. Hence, by choosing b = N − 2α − a
in (2.21), one has
0 <
∫
∂B1
∆α/2u∆α/2v(x · ν)
=
∫
B1
(NH(u, v)− au∂uH(u, v)− (N − 2α− a)v∂vH(u, v)) ≤ 0,
which is a contradiction.
Remark 2.11. We recall that in [68] a different Pohozaev type identity is ex-
ploited to treat the Navier case.
Chapter 3
Non variational Lane–Emden
systems on a ball
In this chapter we recall and slightly extend results we proved in [89]. We
consider the following system

(−∆)αu = |v|q
(−∆)βv = |u|p
in B1 ⊂ RN
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1.
(3.1)
where B1 is the unitary ball in RN . Notice that if α 6= β we cannot apply the
approach in Chapter 2, nor the critical point theorem in [28]. We prove some
existence results by means of a continuation method as in [8], together with
a priori estimates obtained through the moving planes technique, see [13, 49],
and [12], [47, Section 7] for equations with polyharmonic operators. A key role
is played by Liouville–type results for{
(−∆)αu = |v|q
(−∆)βv = |u|p
in RN , (3.2)
see [76, 69]. We also prove a non-existence result for (3.2) in the spirit of [29],
see Subsection 3.1.4 below, which allows us to treat the natural superlinearity
condition pq > 1. Lastly, in Section 3.2 and Section 3.3 we show how to extend
the proofs to systems of the form (3.1) with m > 2 equations, see also [23],
and to the Navier case. We stress that to the best of our knowledge these are
the first results concerning the non-variational system (3.1).
3.1 Main result: existence to (3.1)
This section is devoted to the proof of Theorem 1.14, which we recall below.
37
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Theorem 3.1. If the only solution to (3.1) is the trivial one, and if pq > 1,
then there exists a classical, nontrivial, nonnegative and radially symmetric
solution to (3.2).
We remark that Theorem 3.1 plays a pivotal role in proving existence
results for (3.1), by means of a contradiction argument and non existence
results for (3.2). In particular, one can exploit Theorem 1.9 and Theorem 1.11
above to get
Corollary 3.1. Assume p, q > 1. Assume further that one of the following is
satisfied:
(i) 2βq +N + 2αpq −Npq ≥ 0 or 2αp+N + 2βpq −Npq ≥ 0;
(ii) p, q < min{N+2αN−2β ,
N+2β
N−2α}.
Then there exists a positive classical solution to (3.1).
Here, we further extend this existence result to pq > 1 as follows:
Corollary 3.2. Assume pq > 1. Assume further that one of the following is
satisfied:
(i) 2βq +N + 2αpq −Npq ≥ 0 or 2αp+N + 2βpq −Npq ≥ 0;
(ii) p, q < min{N+2αN−2β ,
N+2β
N−2α}.
Then there exists a positive classical solution to (3.1).
We split the argument of the proof of Theorem 3.1 into four steps, each corre-
sponding to a different subsection in the sequel:
Step 1. By exploiting the Leray–Schauder degree [71] and a continuation
argument [8, 7], one proves that if the only solution to (3.1) is the trivial one,
then there exists an unbounded sequence of solutions to a system St depending
on a scaling parameter t.
Step 2. One performs a blow-up analysis [8]; more precisely, by assuming
the existence of a sequence of functions as in Step 1 and suitable geometric
requirements on the position of global maxima of these functions, one gets the
existence of a classical radial nontrivial solution to system (3.2).
Step 3. The moving planes procedure [13], see also [47, 12], together with
Gidas–Ni–Nirenberg arguments [49], is used to derive information on the lo-
cation of global maxima of solutions to St in order to establish the geometric
assumptions required in Step 2. Actually, solutions to St turn out to be radially
symmetric and strictly decreasing in the radial variable.
Step 4. Theorem 3.1 now follows simply by combining Steps 1–3. In order
to prove Corollary 3.2, we give a non-existence result for system (3.2) adapting
ideas in [29] and we combine it with [96, Proposition 2].
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3.1.1 An auxiliary system
Proposition 3.1. Let p, q be such that pq > 1. Denote with C the component
in R+ × C2α0 (B¯1)× C
2β
0 (B¯1) of solutions (t, u, v) to

(−∆)αu = (t+ |v|)q
(−∆)βv = (tϑ + |u|)p
in B1
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
(3.3)
containing (0, 0, 0), where ϑ ∈ (1/p, q). If
C ∩ ({0} × C2α0 (B¯1)× C
2β
0 (B¯1)) = {(0, 0, 0)}
then C is unbounded in R+ × C2α0 (B¯1)× C
2β
0 (B¯1).
The proof of Proposition 3.1 needs a few preliminary results.
Lemma 3.1. Let us consider the following{
(−∆)αu = f in Ω
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
(3.4)
where Ω is a smooth bounded domain of RN , N > 2α. If f ∈ Cr(Ω¯) with
r ≥ 1 then the map Kα : Cr(Ω¯)→ C2α(Ω¯) defined as Kα(f) = u is continuous
and compact.
Proof. By elliptic regularity, see Theorem 1.2, we know that if f ∈W k−2α,p(Ω)
for k ≥ 2α then there exists a unique nontrivial solution to (3.4) such that
‖u‖Wk,p ≤ C ‖f‖Wk−2α,p . (3.5)
Assume f ∈ Cr(Ω¯) with r ≥ 1. Then f ∈ W r,p(Ω) for any p. Hence, by (3.5)
one has
‖u‖W r+2α,p ≤ C ‖f‖W r,p
for any p. By taking p large enough, one has W r+2α,p(Ω) →֒ Cr+2α−1,γ(Ω¯)
compactly for any γ ∈ (0, 1) (see [3, Theorem 6.3]) and since r ≥ 1 then
u ∈ C2α,γ(Ω¯) ⊂ C2α(Ω¯).
Lemma 3.2 (Lemma A.2 in [7]). Let (E, ‖·‖) be a real Banach space. Let
G : R+ × E → E be continuous and compact. Suppose, moreover, G satisfies
(a) G(0, 0) = 0
(b) there exists R > 0 such that
(i) u ∈ E, ‖u‖ ≤ R and u = G(0, u) implies u = 0
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(ii) deg(Id − G(0, ·), BER , 0) = 1, where B
E
R represents the ball in E
centered in 0 of radius R.
Let J denote the set of solutions to the problem u = G(t, u) in R+ ×E. Let C
denote the component of J containing (0, 0). If
C ∩ ({0} × E) = {(0, 0)}
then C is unbounded in R+ × E.
Lemma 3.3. Let p, q such that pq > 1. Then there exists a real number R > 0
such that if (λ, u, v) ∈ [0, 1]× C2α0 (B¯1)× C
2β
0 (B¯1) is a solution to

u = Kα(λ |v|
q)
v = Kβ(λ |u|
p)
u 6= 0 or v 6= 0
(3.6)
then ‖u‖∞ > R and ‖v‖∞ > R.
Proof. By Theorem 1.4 one has Kα
((
|v|
‖v‖∞
)q)
≤ Kα(1), hence
|u| = |Kα(λ |v|
q)| ≤
∣∣∣∣Kα
(
‖v‖q∞
(
|v|
‖v‖∞
)q)∣∣∣∣ ≤ ‖v‖q∞ |Kα(1)| ≤ C1 ‖v‖q∞
thus
‖u‖∞ ≤ C1 ‖v‖
q
∞
and similarly
‖v‖∞ ≤ C2 ‖u‖
p
∞ .
Then ‖u‖∞ ≤ C1C
q
2 ‖u‖
pq
∞ and therefore ‖u‖∞ ≥ R; similarly for v.
Proof of Proposition 3.1. We apply Lemma 3.2: let us define
G : [0,+∞)× C2α0 (B¯1)× C
2β
0 (B¯1)→ C
2α
0 (B¯1)× C
2β
0 (B¯1)
as follows
G(t, u, v) = (Kα(t+ |v|)
q,Kβ(t
ϑ + |u|)p).
The operator G is continuous and compact since Kα,Kβ have these proper-
ties by Lemma 3.1. Note that v ∈ C2β(B¯1) implies (v + t)q ∈ C2β(B¯1) and
thus by Lemma 3.1 with r = 2β > 1 one has Kα(v + t)q ∈ C2α(B¯1). More-
over G(0, 0, 0) = (0, 0). Hypothesis (b)(i) of Lemma 3.2 is satisfied due to
Lemma 3.3 with λ = 1.
Let Bα,βR be the ball in C
2α
0 (B¯1)× C
2β
0 (B¯1) centered in 0 of radius R. Let us
define an homotopy
h : [0, 1]×Bα,βR → C
2α
0 (B¯1)× C
2β
0 (B¯1)
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by
h(λ, u, v) 7→ (Kα(λ |v|
q),Kβ(λ |u|
p)).
By Lemma 3.1 the map h is continuous and compact, h(1, ·, ·) = G(0, ·, ·),
h(0, ·, ·) = (0, 0) and by Lemma 3.3 one has h(λ, u, v) 6= (u, v) for all (u, v) ∈
∂Bα,βR . Therefore hypothesis (b)(ii) of Lemma 3.2 is also satisfied. Indeed, one
uses the homotopy invariance of the Leray–Schauder degree (see e.g. Theorem
2.1(iii) in [71]):
deg(Id−G(0, ·, ·), Bα,βR , 0) = deg(Id− h(1, ·, ·), B
α,β
R , 0)
= deg(Id− h(0, ·, ·), Bα,βR , 0) = deg(Id,B
α,β
R , 0) = 1.
3.1.2 Blow-up analysis
The main result of this subsection is the following
Proposition 3.2. Let (tn, un, vn) be a sequence of solutions to (3.3) in R+ ×
C2α0 (B¯1)× C
2β
0 (B¯1) with pq > 1 and ϑ ∈ (1/p, q) fixed such that
tn + ‖un‖∞ + ‖vn‖∞ →∞. (3.7)
Suppose that there exist ρ > 0 and {xn}, {x′n} ∈ B1 satisfying un(xn) =
‖un‖∞, vn(x
′
n) = ‖vn‖∞ and such that
dist(xn, ∂B1) ≥ ρ, dist(x
′
n, ∂B1) ≥ ρ.
Then there exists (u, v) ∈ C2α(RN )×C2β(RN ) nontrivial nonnegative solution
to {
(−∆)αu = |v|q
(−∆)βv = |u|p
in RN . (3.8)
Moreover, if un, vn are radially symmetric and xn = x′n = 0 for any n, then
there exists a nontrivial nonnegative radial solution to (3.8).
Proof. Assume without loss of generality α, β even. Let us prove first that
there exists a subsequence such that
tϑn
‖un‖∞
→ 0 and
tn
‖vn‖∞
→ 0 (3.9)
with ‖un‖∞ > 0 and ‖vn‖∞ > 0 for all n. Observe that if un = 0, then vn = 0
and tn = 0, therefore by (3.7) we have that un = 0 only for a finite number
of indices n and similarly for vn, namely there exists a subsequence such that
un 6= 0, vn 6= 0 for any n. Two cases may occur: if tn is bounded, then for
example ‖un‖∞ → ∞, thus by Lemma 3.1 ‖vn‖∞ → ∞ as well and (3.9)
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follows. If tn → ∞, then we assume without loss of generality that tn > 0.
Let us introduce the following change of variable:
u˜n =
un
tϑn
, λn = t
q−ϑ
n
v˜n =
vn
tn
, µn = t
ϑp−1
n .
Then for all n one has

(−∆)αu˜n = λn(1 + |v˜n|)
q ≥ λn
(−∆)β v˜n = µn(1 + |u˜n|)
p ≥ µn
on B1
∂ru˜n
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂r v˜n
∂νr = 0, r = 0, . . . , β − 1, on ∂B1.
Moreover, since ϑ ∈ (1/p, q), then λn, µn →∞. For any fixed n, let us denote
by (wn, zn) the solution to

(−∆)αwn = λn
(−∆)βzn = µn
on B1
∂rwn
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rzn
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
given by Theorem 1.2. Then one has u˜n ≥ wn and v˜n ≥ zn by the comparison
principle (see Theorem 1.4). Moreover, we claim
sup
n
‖wn‖∞ = sup
n
‖zn‖∞ = +∞.
Indeed, let us suppose by contradiction that supn ‖wn‖∞ ≤ c. Then one has
‖wn‖
2
Wα,2 =
∫
B1
∣∣∣∆α/2wn∣∣∣2 = λn
∫
B1
wn ≤ cλn. (3.10)
However, for any ϕ ≥ 0, 6≡ 0 one has
0 < D =
∫
B1
ϕ =
1
λn
∫
B1
∆α/2wn∆
α/2ϕ
and by (3.10),
0 < D ≤
1
λn
‖wn‖Wα,2 ‖ϕ‖Wα,2 ≤ c
1
2λ
− 1
2
n ‖ϕ‖Wα,2
which tends to 0 as n → ∞, a contradiction. Similarly for zn. Then the
claim holds and as a consequence supn ‖u˜n‖∞ = supn ‖v˜n‖∞ = ∞, which is
equivalent to (3.9). Now, let us consider (tn, un, vn) which satisfies (3.9). Let
An, Bn, Cn > 0 to be chosen in the sequel and assume first that ‖un‖
1/τ
∞ ≥
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‖vn‖
1/σ
∞ for any n, where τ =
2βq+2α
pq−1 and σ =
2αp+2β
pq−1 . Define the following
scaling
uˆn(y) =
un(C
−1
n y + xn)
An
and
vˆn(y) =
vn(C
−1
n y + xn)
Bn
for any y ∈ Cn(B1 − xn) = B(Cnxn, Cn). Let ψˆn(x) = ψ(Cn(x− xn)), where
ψ ∈ C∞(RN ). Then
∫
B(Cnxn,Cn)
∆α/2uˆn∆
α/2ψ dy =
∫
B1
A−1n C
N−2α
n ∆
α/2un∆
α/2ψˆn dx
=
∫
B1
A−1n C
N−2α
n (tn + |vn|)
qψˆn dx
=
∫
B(Cnxn,Cn)
A−1n B
q
nC
−2α
n
(
tn
Bn
+ |vˆn|
)q
ψ dy
and∫
B(Cnxn,Cn)
∆β/2vˆn∆
β/2ψ dy =
∫
B(Cnxn,Cn)
B−1n A
p
nC
−2β
n
(
tϑn
An
+ |uˆn|
)p
ψ dy.
Now choose An = Cτn, Bn = C
σ
n and Cn = ‖un‖
1/τ
∞ + ‖vn‖
1/σ
∞ , thus∫
B(Cnxn,Cn)
∆α/2uˆn∆
α/2ψ dy =
∫
B(Cnxn,Cn)
(
tn
Bn
+ |vˆn|
)q
ψ dy
∫
B(Cnxn,Cn)
∆β/2vˆn∆
β/2ψ dy =
∫
B(Cnxn,Cn)
(
tϑn
An
+ |uˆn|
)p
ψ dy.
(3.11)
By (3.7) and (3.9) one has Cn →∞, hence,
dist(0, ∂B(Cnxn, Cn)) = Cndist(xn, ∂B1) ≥ Cnρ→∞. (3.12)
Moreover,
0 ≤
tn
Bn
=
tn
(‖un‖
1/τ
∞ + ‖vn‖
1/σ
∞ )
σ ≤
tn
‖vn‖∞
→ 0
and
0 ≤
tϑn
An
=
tϑn
(‖vn‖
1/σ
∞ + ‖un‖
1/τ
∞ )
τ ≤
tϑn
‖un‖∞
→ 0.
Let B be any closed ball. Then by (3.12) B is contained in B(Cnxn, Cn) for n
large enough. Moreover, since the embedding C2α,γ(Ω¯) →֒ C2α(Ω¯) is compact,
see [3], then (uˆn, vˆn) ∈ C2α,γ(B¯) × C2β,γ(B¯) converges up to a subsequence
to nonnegative functions (uˆ, vˆ) in C2α(B¯) × C2β(B¯). Notice that ‖uˆn‖∞ and
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‖vˆn‖∞ are both bounded. By considering integrals in (3.11) on the ball B and
letting n→∞, one has∫
B
∆α/2uˆ∆α/2ψ dy =
∫
B
|vˆ|q ψ dy∫
B
∆β/2vˆ∆β/2ψ dy =
∫
B
|uˆ|p ψ dy
for any ψ ∈ C∞0 (B). Note that (uˆ, vˆ) 6= (0, 0): indeed,
uˆ1/τn (0) =
un(xn)
1/τ
‖un‖
1/τ
∞ + ‖vn‖
1/σ
∞
=
‖un‖
1/τ
∞
‖un‖
1/τ
∞ + ‖vn‖
1/σ
∞
=
1
1 + ‖vn‖
1/σ
∞ / ‖un‖
1/τ
∞
≥
1
2
and therefore uˆ(0) 6= 0. Let us now take a larger ball B˜ and repeat the
argument on the subsequence obtained at the previous step. Taking balls
larger and larger and iterating the reasoning, we get two Cantor diagonal
subsequences converging on all compacts of RN to nontrivial functions (uˆ, vˆ) ∈
C2α(RN )× C2β(RN ) satisfying∫
RN
∆α/2uˆ∆α/2ψ dy =
∫
RN
|vˆ|q ψ dy∫
RN
∆β/2vˆ∆β/2ψ dy =
∫
RN
|uˆ|p ψ dy.
If ‖un‖
1/τ
∞ ≤ ‖vn‖
1/σ
∞ we take x
′
n instead of xn in the definition of uˆn and vˆn
and at the end we observe
vˆ1/σn (0) ≥
1
2
.
This concludes the proof.
3.1.3 A priori estimates
Let us consider the problem

(−∆)αu = g(v)
(−∆)βv = f(u)
in B1
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
(3.13)
where f, g : [0,∞) → R are continuous, positive and non decreasing. The aim
of this subsection is to obtain information on the position of global maxima
of solutions to (3.13), in order to apply Proposition 3.2. In what follows, a
solution (u, v) is nontrivial if both u and v are nontrivial. More precisely, we
show
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Proposition 3.3. Let (u, v) ∈ C2α0 (B¯1)×C
2β
0 (B¯1) be a nontrivial solution to
(3.13). Then u, v are radially symmetric and strictly decreasing in the radial
variable. In particular, u and v attain their maximum at 0.
In order to prove Proposition 3.3, we apply the moving planes technique
[13] and we adapt the classical symmetry result by Gidas–Ni–Nirenberg [49],
by extending to the case of systems a few proofs of [12] where the case of a
single equation is considered, see also [47, Section 7]. Define
Ti,λ = {x = (x1, . . . , xN ) ∈ R
N : xi = λ}
Σi,λ = {x = (x1, . . . , xN ) ∈ B1 : xi < λ}
where λ ∈ [0, 1], and let xi,λ denote the reflection of x about Ti,λ.
The next Lemmas constitute the preparation to the moving planes proce-
dure.
Lemma 3.4 (Lemma 3 and Lemma 4 in [12]). For all x, y ∈ Σi,λ x 6= y, we
have
Gα(x, y) > max{Gα(x, y
i,λ), Gα(x
i,λ, y)}
Gα(x, y)−Gα(x
i,λyi,λ) >
∣∣∣Gα(x, yi,λ)−Gα(xi,λ, y)∣∣∣ .
Moreover, for every x ∈ B1 ∩ Ti,λ and y ∈ Σi,λ we have
∂xiGα(x, y) < 0 and ∂xiGα(x, y) + ∂xiGα(x, y
i,λ) ≤ 0. (3.14)
The second inequality in (3.14) is strict if λ > 0.
Let us define
f˜(s) =
{
f(s) if s > 0
0 if s = 0
g˜(s) =
{
g(s) if s > 0
0 if s = 0.
Note that f(0) 6= 0, g(0) 6= 0 in general: indeed, we will apply the results of
this subsection to f(u) = (t+ |u|)p and g(v) = (t+ |v|)q. From now on, let us
extend u, v out of B1 by imposing u = v = 0.
Lemma 3.5. Let (u, v) ∈ C2α0 (B¯1) × C
2β
0 (B¯1), nontrivial solution to (3.13).
Suppose u(y) ≥ u(yi,λ) and v(y) ≥ v(yi,λ) for all y ∈ Σi,λ. Then the following
inequalities hold:
• f(u(y)) ≥ f˜(u(yi,λ)) ≥ 0 and g(v(y)) ≥ g˜(v(yi,λ)) ≥ 0 for all y ∈ Σi,λ
• there exist two nonempty open sets Oui,λ,O
v
i,λ ⊂ Σi,λ such that f(u(y)) >
f˜(u(yi,λ)) or f˜(u(yi,λ)) > 0 for all y ∈ Oui,λ and g(v(y)) > g˜(v(y
i,λ)) or
g˜(v(yi,λ)) > 0 for all y ∈ Ovi,λ.
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Proof. First note that u, v > 0 in B1 due to Theorem 1.4. The inequalities
f(u(y)) ≥ f˜(u(yi,λ)) ≥ 0 and g(v(y)) ≥ g˜(v(yi,λ)) ≥ 0 follow from the mono-
tonicity and positivity assumptions on f, g.
For the second statement it is enough to show that f(u) 6= 0 and g(v) 6= 0 in
Σi,λ. By contradiction, if f(u) = 0 on Σi,λ then the above inequalities imply
f˜(u(yi,λ)) = 0, however since u > 0 this means f(u) = 0 on B1. In turn,
this implies (−∆)βv = 0, thus v = 0, which contradicts the positivity of v.
Similarly for g(v).
The following result will allow us to slide the hyperplane.
Lemma 3.6. Let (u, v) ∈ C2α0 (B¯1) × C
2β
0 (B¯1) nontrivial solution to (3.13).
Suppose u(x) ≥ u(xi,λ) and v(x) ≥ v(xi,λ) for all x ∈ Σi,λ. Then there exists
γ ∈ (0, λ) such that ∂u∂xi < 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (λ− γ, λ].
Proof. For all x ∈ Ti,λ ∩B1
∂u
∂xi
(x) =
∫
B1
∂xiGα(x, y)g(v(y)) dy
=
∫
Σi,λ
[∂xiGα(x, y)g(v(y)) + ∂xiGα(x, y
i,λ)g˜(v(yi,λ))] dy.
Note that yi,λ may be outside B1, however g(0) 6= 0 in general, hence one
has to consider g˜ in place of g in the last integral above. By Lemma 3.5 two
cases may occur: g(v(y)) > g˜(v(yi,λ)) for all y ∈ Ovi,λ or g˜(v(y
i,λ)) > 0 for all
y ∈ Ovi,λ . In the first case,
∂u
∂xi
(x) <
∫
Σi,λ
(∂xiGα(x, y) + ∂xiGα(x, y
i,λ))g˜(v(yi,λ)) dy ≤ 0
for all x ∈ Ti,λ ∩B1. In the second case,
∂u
∂xi
(x) ≤
∫
Σi,λ
(∂xiGα(x, y) + ∂xiGα(x, y
i,λ))g˜(v(yi,λ)) dy < 0
for all x ∈ Ti,λ ∩B1. In any case,
∂u
∂xi
(x) < 0 for all x ∈ Ti,λ ∩B1. (3.15)
We now proceed exactly as in Lemma 8 in [12]. For any y ∈ RN and any a > 0
let us consider the cube centered at y, namely
Ua(y) = {x ∈ R
N : max
1≤i≤N
|xi − yi| < a}.
Then by Theorem 1.5, for any x0 ∈ Ti,λ ∩ ∂B1 we have
(−1)α
(
∂
∂xi
)α−1 ∂u
∂xi
(x0) =
(
−
∂
∂xi
)α
u(x0) > 0.
CHAPTER 3. NON VARIATIONAL LANE–EMDEN SYSTEMS 47
From boundary conditions we also know that
(
∂
∂xi
)k
u(x0) = 0 for all k =
0, . . . , α− 1, and hence there exists a > 0 such that
∂u
∂xi
(x) < 0 for all x ∈ Ua(x0) ∩B1.
By compactness of Ti,λ ∩ ∂B1 there exists a¯ > 0 such that
∂u
∂xi
(x) < 0 for all x ∈ A =
⋃
x0∈Ti,λ∩∂B1
(Ua¯(x0) ∩B1).
Let us set K = (Ti,λ∩B1)\A and for d > 0 consider Kd = K−dei, where ei is
the unit vector in the the direction xi. In view of (3.15) and by compactness
of K, there exists δ > 0 such that
∂u
∂xi
< 0 on Kd for all d ∈ [0, δ].
Let γu = min{a¯, δ}. Then, ∂u∂xi < 0 on Ti,l ∩B1 for all l ∈ (λ− γu, λ].
Analogously, one gets γv such that ∂v∂xi < 0 on Ti,l ∩ B1 for all l ∈ (λ− γv, λ].
The conclusion follows by taking γ = min{γu, γv}.
The following Lemma is the starting point of the moving planes procedure,
see also Figure 3.1.
Lemma 3.7. Let (u, v) ∈ C2α0 (B¯1)×C
2β
0 (B¯1) be a nontrivial solution to (3.13).
There exists ε > 0 such that for all λ ∈ [1− ε, 1) one has
u(x) > u(xi,λ) for x ∈ Σi,λ,
∂u
∂xi
< 0 on Ti,λ ∩B1
v(x) > v(xi,λ) for x ∈ Σi,λ,
∂v
∂xi
< 0 on Ti,λ ∩B1
(3.16)
Proof. Since xi,1 ∈ Bc1 for any x ∈ Σi,1 = B1, by Lemma 3.6 there exists ε
such that ∂u∂xi < 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (1− 2ε, 1).
Hence, for all λ ∈ [1− ε, 1) one has
u(x) > u(xi,λ), v(x) > v(xi,λ) for x ∈ Σi,λ.
Indeed, if xi ≤ 1 − 2ε then xi,λ ∈ Bc1 and since u > 0 in B1 and = 0 outside
B1, u(x) > u(xi,λ). If 1− 2ε < xi < 1, then two cases may occur:
• xi,λ ∈ Bc1 and the conclusion follows as above,
• xi,λ ∈ B1: in this case, it is enough to exploit the fact that ∂u∂xi (x) < 0
for all x ∈ T i,λ ∩B1, with λ ∈ (1− 2ε, 1).
Similarly for v. Therefore, (3.16) holds for all λ ∈ [1− ε, 1).
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Figure 3.1: Proof of Lemma 3.7, N = 2, i = 1.
We are now ready to slide the hyperplane to the critical position λ = 0.
Proposition 3.4. If (u, v) ∈ C2α0 (B¯1) × C
2β
0 (B¯1) is a nontrivial solution to
(3.13) we have
Λ = {λ ∈ (0, 1) : u(x) > u(xi,λ), v(x) > v(xi,λ) ∀x ∈ Σi,λ
∂u
∂xi
< 0,
∂v
∂xi
< 0 on Ti,λ ∩B1} = (0, 1). (3.17)
Proof. By Lemma 3.7 it turns out that [1 − ε, 1) ⊂ Λ. Let λ¯ be the smallest
number such that (λ¯, 1) ⊂ Λ. The proof will be complete once we show that
λ¯ = 0. By continuity one has
u(x) ≥ u(xi,λ¯), v(x) ≥ v(xi,λ¯) for all x ∈ Σi,λ¯.
By contradiction assume λ¯ > 0. Take x ∈ Σi,λ¯. Then
u(x)− u(xi,λ¯) =
∫
B1
(Gα(x, y)−Gα(x
i,λ¯, y))g(v(y)) dy
=
∫
Σi,λ¯
(Gα(x, y)−Gα(x
i,λ¯, y))g(v(y)) dy
+
∫
Σi,λ¯
(Gα(x, y
i,λ¯)−Gα(x
i,λ¯, yi,λ¯))g˜(v(yi,λ¯)) dy.
By Lemma 3.5, two cases may occur: g(v(y)) > g˜(v(yi,λ¯)) for all y ∈ Ov
i,λ¯
or
g˜(v(yi,λ¯)) > 0 for all y ∈ Ov
i,λ¯
.
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In the first case, by Lemma 3.4
u(x)− u(xi,λ¯) >
∫
Σi,λ¯
[Gα(x, y)−Gα(x
i,λ¯, y)+
Gα(x, y
i,λ¯)−Gα(x
i,λ¯, yi,λ¯)]g˜(v(yi,λ¯)) dy ≥ 0
whereas in the second case
u(x)− u(xi,λ¯) ≥
∫
Σi,λ¯
[Gα(x, y)−Gα(x
i,λ¯, y)
+Gα(x, y
i,λ¯)−Gα(x
i,λ¯, yi,λ¯)]g˜(v(yi,λ¯)) dy > 0.
Similar considerations hold for v. Hence
u(x) > u(xi,λ¯), v(x) > v(xi,λ¯) for all x ∈ Σi,λ¯. (3.18)
Due to Lemma 3.6 there exists γ1 such that
∂u
∂xi
< 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (λ¯− 2γ1, λ¯]. (3.19)
Now, by continuity, for any x ∈ B¯1 such that xi ≤ λ¯−γ1 there exists γ(x) > 0
such that
u(x) ≥ u(xi,l), v(x) ≥ v(xi,l), l ∈ (λ¯− γ(x), λ¯]
and by compactness of C = {x ∈ B¯1 : xi ≤ λ¯− γ1} one can take
γ = min{inf
C
γ(x), γ1} = min{min
C
γ(x), γ1} > 0,
hence for all x ∈ Σi,λ¯−γ1 ,
u(x) ≥ u(xi,l), v(x) ≥ v(xi,l), l ∈ (λ¯− γ, λ¯]
and exploiting the same argument as for the proof of (3.18), if x ∈ Σi,λ¯−γ1
u(x) > u(xi,l), v(x) > v(xi,l), for all l ∈ (λ¯− γ, λ¯]. (3.20)
The conclusion follows in view of (3.18), (3.19) and (3.20).
Proof of Proposition 3.3. Follows by Proposition 3.4: if (u, v) is a solution to
(3.13), then (3.17) holds true and since (3.13) is invariant by rotation and the
domain is radially symmetric, this implies that u, v are radially symmetric and
u′(r), v′(r) < 0.
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3.1.4 Proof of Theorem 3.1 and Corollary 3.2
The proof of Theorem 3.1 is a simple combination of the previous steps. Let
us assume that
C ∩ ({0} × C2α0 (B¯1)× C
2β
0 (B¯1)) = {(0, 0, 0)}
where C is defined as in Proposition 3.1. Hence by Proposition 3.1 we can find
an unbounded sequence (tn, un, vn) of solutions to (3.3). Note that tn > 0 and
as a consequence un > 0 and vn > 0 by Theorem 1.4. However, for any fixed
n, in view of Proposition 3.3 with f(u) = (tn+ |u|)p and g(v) = (tϑn+ |v|)
q, we
have that un, vn are radially symmetric and the global maxima are attained at
0. Therefore, by Proposition 3.2 one concludes that there exists a nontrivial
radial nonnegative solution to (3.8).
In order to prove Corollary 3.2, we first recall the following result.
Proposition 3.5 (Proposition 2 in [96]). Let u ∈ C2α radially symmetric and
bounded such that
(−∆)αu ≥ 0 in RN .
Then
(−∆)su ≥ 0, ((−∆)su)′ ≤ 0, (3.21)
for any s ≤ α− 1.
Notice that the blow up solution we built in Theorem 3.1 satisfies the
assumptions of Proposition 3.5. Condition (3.21) is known as polysuperhar-
monicity condition [20]. We are now ready to state our non-existence result.
Theorem 3.2. Let pq > 1, α, β ≥ 1, and assume that
2βq +N + 2αpq −Npq ≤ 0, 2αp+N + 2βpq −Npq ≤ 0.
Assume further that (u, v) is a classical radial nonnegative solution to (3.2)
and that (3.21) holds for both u and v. Then u = v = 0.
Corollary 3.2 (i) now follows by combining Theorem 3.2 and Theorem 3.1.
Moreover, notice that if (p, q) is above both the Serrin curves, and (ii) in Corol-
lary 3.2 is satisfied, then both p and q are > 1, and we can apply Theorem 1.9.
Indeed,
2βq +N < −2αpq +Npq < (N + 2β)q
implies q > 1, and similarly for p. In the sequel, we prove Theorem 3.2, by
borrowing a few ideas from [29], where an (s, t)-Laplacian system is taken into
account. Let us preliminarily recall the following lemma.
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Lemma 3.8 (Lemma II.3 in [29]). Let r0 ≥ 0. Let u ∈ C1([r0,∞)) ∩
C2((r0,∞)) be a nonnegative function satisfying
−(rN−1u′(r))′ ≥ 0 on (r0,∞).
Then for any r > r0 we have
u(r) ≥ Cr
∣∣u′(r)∣∣ .
Proof of Theorem 3.2. Let us call us = (−∆)su, where 0 < s ≤ α− 1, u0 = u,
and similarly for v. By Lemma 3.8 and (3.21), it follows
us(r) ≥ Cr
∣∣u′s(r)∣∣ , vs(r) ≥ Cr ∣∣v′s(r)∣∣ . (3.22)
Since
−rN−1u′s(r) =
∫ r
0
tN−1us+1 ≥ us+1(r)
∫ r
0
tN−1 =
1
N
us+1(r)r
N
then
us(r) ≥ cr
2us+1, vs(r) ≥ cr
2vs+1 (3.23)
and
u ≥ cvqr2α, v ≥ cupr2β . (3.24)
Let us call
x(r) = rN−1
∣∣u′α−1(r)∣∣ , y(r) = rN−1 ∣∣v′β−1(r)∣∣
and note that
x′(r) = rN−1vq(r), y′(r) = rN−1up(r).
Moreover, by (3.23) and (3.22)
u ≥ cr2u1 ≥ cr
4u2 ≥ · · · ≥ cr
2(α−1)uα−1 ≥ cr
2(α−1)+1
∣∣u′α−1(r)∣∣ .
Hence by (3.24)
x′(r) ≥ crN−1upqr2βq ≥ crN−1r(2α−1)pq
∣∣u′α−1(r)∣∣pq r2βq = cxpq(r)rη
where
η = N + 2αpq + 2βq −Npq − 1.
Assume η + 1 ≥ 0. If η > −1, then
1
pq − 1
x1−pq(s) ≥
1
1− pq
x1−pq(r) +
1
pq − 1
x1−pq(s) =
∫ r
s
x′(t)
xpq(t)
dt
≥ c
∫ r
s
tη = c
1
η + 1
rη+1 − c
1
η + 1
sη+1
which goes to infinity as r → ∞, therefore giving a contradiction. If η = −1,
then
1
pq − 1
x1−pq(s) ≥ c log(r/s)
which is again a contradiction. By considering y one gets the other curve.
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3.2 Extension to systems of m equations
The proofs presented in the previous section can be extended to systems of
m > 2 equations. In the sequel, we just sketch the proof, by pointing out the
main differences from the case (3.1) when necessary, see also [23].
Theorem 3.3. Let
∏m
j=1 pj > 1, αj ≥ 1, j = 1, . . . ,m, and N > 2max{αj}j,
and assume that there exists l ∈ {1, . . . ,m} such that
N + 2
m∑
k=1
αk+l
k−1∏
j=0
pj+l −N
m∏
j=1
pj ≥ 0, (3.25)
where we impose pk+m = pk and αk+m = αk for any k = 1, . . . ,m. Then,
there exists a nontrivial solution to the following

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1
(−∆)αmum = |u1|
pm
in B1 ⊂ RN ,
∂kuj
∂νk
= 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1.
Notice that in the case m = 2, α1 = α, α2 = β, p1 = q, p2 = p, (3.25)
reduce to the Serrin curves
2βq +N + 2αpq −Npq ≥ 0, 2αp+N + 2βpq −Npq ≥ 0.
As we did for Theorem 3.1, we divide the proof into steps.
Step 1. One proves that, if
∏m
j=1 pj > 1, and if the only classical solution
to (3.1) is the trivial one, then there exists an unbounded sequence of solutions
(tn, u1,n, . . . , um,n) to the following

(−∆)αjuj,n = (t
θj
n + |uj+1,n|)
pj , j = 1, . . . ,m− 1
(−∆)αmum,n = (t
θm
n + |u1,n|)
pm
in B1 ⊂ RN ,
∂kuj,n
∂νk
= 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1,
where θj are chosen such that
θjpj > θj−1, ∀j. (3.26)
For instance, one can call
aj = 1 + j(
m∏
k=1
pk − 1)
and choose
θj =
aj−1∏j
k=2 pk
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for j = 2, . . . ,m, and θ1 = 1. We now apply Lemma 3.2, taking
G(t, u1, . . . , um) = (Kα1(t
θ1 + |u2|)
p1 , . . . ,Kαm(t
θm + |u1|)
pm).
Step 2. One performs a blow up analysis. We can assume without loss of
generality that
t
θj−1
n
‖uj,n‖∞
→ 0, j = 1, . . . ,m, n→∞ (3.27)
as follows by choosing
u˜j,n =
uj,n
t
θj−1
n
, λj,n = t
θjpj−θj−1
n
and applying the comparison principle. Here we exploit (3.26) to have λj,n →
∞ as n → ∞. Moreover, assume that the maximum of uk,n is attained in 0
for any k. We define
uˆj,n(y) =
uj,n(C
−1
n y)
Aj,n
,
where
Aj,n = C
σj
n ,
Cn =
∑
j
‖uj,n‖
1/σj
∞
and moreover
σ1 =
2
∑m
k=1 αk
∏k−1
j=1 pj∏m
j=1 pj − 1
, σj = −2αj + pjσj+1.
This by a limit procedure as in Subsection 3.1.2 and exploiting (3.27) gives a
nontrivial solution to{
(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1 on RN
(−∆)αmum = |u1|
pm on RN
(3.28)
due to our choice of the parametersAj,n and σj . This limit solution is nontrivial
since ∑
i 6=k
‖ui,n‖
1/σi
∞ ≤ ‖uk,n‖
1/σk
∞ (m− 1)
for at least one value k. Indeed, if not, then upon summation
(m− 1)
∑
i
‖ui,n‖
1/σi
∞ > (m− 1)
∑
i
‖ui,n‖
1/σi
∞ ,
a contradiction. Assume for instance that k = 1 and call
bn =
∑
i 6=1 ‖ui,n‖
1/σi
∞
‖u1,n‖
1/σ1
∞
≤ m− 1.
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Then,
(uˆ1,n)
1/σ1(0) =
‖u1,n‖
1/σ1
∞∑
i ‖ui,n‖
1/σi
=
1
1 + bn
≥
1
m
,
and in particular the limit is nontrivial.
Step 3. We prove that the maximum of uk,n is attained in 0 for any k, as
the following Lemma shows.
Lemma 3.9. Let (u1, . . . , um) be a nontrivial solution to

(−∆)αjuj = fj(uj+1), j = 1, . . . ,m− 1
(−∆)αmum = fm(u1)
in B1 ⊂ RN ,
∂kuj
∂νk
= 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1,
where N > 2max{αj}j and fj : [0,∞) → R are continuous, positive and non
decreasing. Then u1, . . . , um are radially symmetric and strictly decreasing in
the radial variable.
The proof is completely analogous to that of Proposition 3.3.
Step 4. The combination of Steps 1–3 extends Theorem 3.1 to the case of
systems of m > 2 equations. To conclude the proof of Theorem 3.3, we notice
that one can prove in the same way as Theorem 3.2 the following result.
Theorem 3.4. Let
∏m
j=1 pj > 1, αj ≥ 1, j = 1, . . . ,m, and assume that there
exists l ∈ {1, . . . ,m} such that
N + 2
m∑
k=1
αk+l
k−1∏
j=0
pj+l −N
m∏
j=1
pj ≥ 0,
where we impose pk+m = pk and αk+m = αk for any k = 1, . . . ,m. Assume
further that (u1, . . . , um) is a classical radial nonnegative solution to (3.28)
and that (3.21) holds for uj, j = 1, . . . ,m. Then uj = 0 for any j = 1, . . . ,m.
3.3 The Navier problem
We point out that all the considerations above hold for the Navier case as well.
Theorem 3.5. Let
∏m
j=1 pj > 1, αj ≥ 1, j = 1, . . . ,m, and N > 2max{αj}j,
and assume that there exists l ∈ {1, . . . ,m} such that
N + 2
m∑
k=1
αk+l
k−1∏
j=0
pj+l −N
m∏
j=1
pj ≥ 0,
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where we impose pk+m = pk and αk+m = αk for any k = 1, . . . ,m. Then,
there exists a nontrivial solution to the following

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1
(−∆)αmum = |u1|
pm
in B1 ⊂ RN ,
∆kuj = 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1.
(3.29)
The proof of the first two steps (reduction to an auxiliary problem and
blow up procedure) is completely analogous to that of Theorem 3.3, recalling
that the polyharmonic operator with Navier boundary conditions satisfies a
maximum principle on a general bounded domain. Furthermore, notice that
Lemma 3.1 holds also if Kα is defined as the solution operator of{
(−∆)αu = f in Ω
∆ru = 0, r = 0, . . . , α− 1, on ∂Ω.
As for Step 3, in the Navier case the symmetry is a consequence of the classical
moving planes procedure, see [102, Theorem 1]. Combining Steps 1–3 we get
the analog of Theorem 3.1 for the Navier problem. Now, existence for (3.29)
follows by Theorem 3.4.
Chapter 4
Uniqueness results for higher
order equations and systems
In this chapter we prove some uniqueness results for polyharmonic equations
and systems up to order eight of the form

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1 in B1,
(−∆)αmum = |u1|
pm in B1,
∂kuj
∂νk
= 0, k = 0, . . . , αj − 1, j = 1, . . . ,m, on ∂B1,
(4.1)
with pj ≥ 1 for any j,
∏m
j=1 pj > 1, N > 2max{αj}j and 1 ≤ αj ≤ 4 for
any j = 1, . . . ,m, where m ≥ 1. The proof, see [89, 23], is based on the
seminal work by Gidas–Ni–Nirenberg [49] where the Lane–Emden equation is
considered. The same approach has been exploited and adapted by Dalmasso
to the case of the biharmonic Lane–Emden equation [35], see also [41], and
to the Lane–Emden system of order 2 [33]. We further recall that the case
m = 3 with Navier boundary conditions was treated in [32]. We consider the
associated initial value problem for the ODE, and we proceed by contradic-
tion. Taking two different solutions u and v, suitably rescaling one of the two,
and considering the difference w, we apply the maximum principle on iterated
Laplacians of w in order to get information on the behavior of w at the bound-
ary, to end up with a contradiction. Apparently, this approach works up to
αj ≤ 4, as technical difficulties arise when considering higher order operators,
due to the fact that Dirichlet boundary conditions prescribe the behavior only
of the first αj − 1 derivatives of the solution, and no information seems to be
retained for higher order derivatives. We point out that these difficulties can
be overcome by taking different boundary conditions, precisely Navier condi-
tions, or imposing vanishing higher order momenta along the boundary. In
what follows, we first state our results (Section 4.1) and give some preliminary
lemmas (Section 4.2), then we prove uniqueness for polyharmonic Lane–Emden
equations, see Section 4.3 below, whereas we consider systems of m equations
in Section 4.4.
56
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4.1 Main results
Theorem 4.1. There exists at most one nontrivial solution to{
(−∆)αu = |u|p , in B1 ⊂ RN , N > 2α
∂ku
∂νk
= 0, on ∂B1 , k ≤ α− 1
(4.2)
with p > 1 and 1 ≤ α ≤ 4.
Theorem 4.2. There exists at most one nontrivial solution to (4.1) with pj ≥
1 for any j,
∏m
j=1 pj > 1, N > 2max{αj}j and 1 ≤ αj ≤ 4 for any j =
1, . . . ,m, where m ≥ 1.
As a byproduct of Theorem 4.2 we can prove uniqueness for equations of
arbitrary order endowed with some new boundary conditions, which impose
vanishing higher order momenta along the boundary, or Navier boundary con-
ditions.
Corollary 4.1. There exists at most one nontrivial solution to

(−∆)αu = |u|p , in B1,
∆2ku = 0, 2k ≤ α− 1, on ∂B1
∂
∂ν∆
2ku = 0, 2k + 1 ≤ α− 1, on ∂B1
(4.3)
with N > 2α, p > 1 and α ∈ N, α ≥ 1.
Proof of Corollary 4.1. Notice that (4.3) can be written as a system of
∑
⌈αj/2⌉
equations with Dirichlet boundary conditions. Let for instance α be even, and
set uk = ∆2ku. Then (4.3) reads as

∆2uj = |uj+1| , j = 1, . . . , α/2− 1,
∆2uα/2 = |u1|
p ,
in B1
uj =
∂uj
∂ν = 0, j = 1, . . . , α/2 on ∂B1,
which is a particular case of (4.1).
Corollary 4.2. There exists at most one nontrivial solution to

(−∆)αjuj = |uj+1|
pj , j = 1, . . . ,m− 1,
(−∆)αmum = |u1|
pm ,
in B1,
∆kuj = 0, k = 0, . . . , αj − 1, j = 1, . . . ,m on ∂B1
with pj ≥ 1 for any j,
∏m
j=1 pj > 1, αj ∈ N, m ≥ 1 and N > 2max{αj}j.
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Proof of Corollary 4.2. One reduces the problem to system (4.1) and thus
Corollary 4.2 follows from Theorem 4.2. Let for instance m = 1. Then{
(−∆)αu = |u|p , in B1
∆ku = 0, k ≤ α− 1, on ∂B1
becomes 

−∆uj = |uj+1| , j = 1, . . . , α− 1,
−∆uα = |u1|
p ,
in B1
uj = 0, j = 1, . . . , α on ∂B1,
where uj = ∆ju.
4.2 Preliminaries
Lemma 4.1 (Theorem 7.1 in [47]). Let u be a nontrivial solution to (4.2).
Then it is radially symmetric and strictly decreasing in the radial variable.
We next prove a key ingredient for what follows:
Lemma 4.2. Let u be a nontrivial solution to (4.2). Then, ∆su(0) < 0 if
1 ≤ s < α is odd, and in this case ∆su is increasing until the first zero,
∆su(0) > 0 if 1 ≤ s < α is even, and in this case ∆su is decreasing up to the
first zero. Moreover, if α ≥ 2 is even, then the following properties hold:
• ∆α−ju has exactly α− j + 1 zeros (including the last one in r = 1) and
α− j critical points in (0, 1) if α− 1 ≥ j ≥ α/2 + 1, exactly j zeros and
j − 1 critical points in (0, 1) if 1 ≤ j ≤ α/2;
• ∆su(1) = 0 if s ≤ α/2− 1, ∆su(1) > 0 if s ≥ α/2, and (∆su)′(1) = 0 if
s ≤ α/2− 1, (∆su)′(1) ≥ 0 if s ≥ α/2.
If α ≥ 3 is odd, then we have:
• ∆α−ju has exactly α− j + 1 zeros (including the last one in r = 1) and
α − j critical points in (0, 1) if α − 1 ≥ j ≥ (α + 1)/2, exactly j zeros
and j − 1 critical points in (0, 1) if 1 ≤ j ≤ (α− 1)/2;
• ∆su(1) = 0 if s ≤ (α − 1)/2, ∆su(1) < 0 if s ≥ (α + 1)/2, and
(∆su)′(1) = 0 if s ≤ (α− 3)/2, (∆su)′(1) ≤ 0 if s ≥ (α− 1)/2.
(See Figure 4.1).
Proof. We prove only the case in which α is even, the odd case being similar.
Recall that
rN−1(∆ju)′(r) =
∫ r
0
sN−1(∆j+1u)(s) ds (4.4)
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Figure 4.1: Qualitative graphs of ∆su(r) on the interval [0, 1], where s =
5, 4, 3, 2, 1 respectively, and u satisfies (4.2) with α = 6.
for any integer j ≥ 1. By (4.4), (∆α−1u)′ > 0 and as a consequence ∆α−1u has
at most one zero. If α = 2, then in view of Theorem 1.5 ∆u(1) > 0, hence ∆u
has exactly one zero, and the proof is complete. If α ≥ 4, then we conclude
that ∆α−2u has at most two zeros. Indeed, again by (4.4), it is decreasing up
to the endpoint r∗ ≥ r0, where r0 is such that ∆α−1u(r0) = 0. Notice that if
r∗ < 1, then (∆α−2u)′(r∗) = 0. Therefore, it holds
rN−1(∆α−2u)′(r) =
∫ r
r∗
sN−1(∆α−1u)(s) ds,
and since ∆α−1u > 0 beyond r∗ ≥ r0, then (∆α−2u)′(r) > 0 for any r ≥ r∗.
Analogously, one concludes that ∆α−ju has at most j zeros and j− 1 crit-
ical points in (0, 1), j ≤ α − 1. In particular, ∆α/2−1u has at most α/2 + 1
zeros and α/2 critical points in (0, 1). Moreover, by Dirichlet boundary con-
ditions, ∆α/2−1u(1) = 0, (∆α/2−1u)′(1) = 0 and (∆α/2−1u)′′(1) = u(α)(1) =
∆α/2u(1) > 0 by Theorem 1.5. Then, ∆α/2−1u should be decreasing and
positive near 1.
Now, assume that∆α/2−1u has exactly α/2+1 zeros and α/2 critical points
in (0, 1). Then ∆α/2u must have exactly α/2 zeros, and by iteration ∆α−ju
has exactly j zeros, with j ≤ α/2 + 1. In particular, this means that ∆α/2−1u
is positive near 0 and has a even number of zeros, if α/2 − 1 is even; or it is
negative near 0 and has a odd number of zeros, if α/2− 1 is odd. In any case,
∆α/2−1u should be increasing near 1, a contradiction. Hence ∆α/2−1u must
have one zero less, namely at most α/2 zeros (including also the last one in
r = 1) and at most α/2− 1 critical points in (0, 1).
Now, let us consider ∆α/2−2u. Since ∆α/2−1u has at most α/2 zeros, of
which the last one is in r = 1, then it changes sing at most α/2 times, and
therefore ∆α/2−2u has at most α/2− 1 critical points, and α/2 zeros in (0, 1).
CHAPTER 4. UNIQUENESS RESULTS 60
Notice that ∆α/2−2u(1) = 0. Moreover, (∆α/2−2u)(j)(1) = 0 for any j ≤ 3
and (∆α/2−2u)(4)(1) = ∆α/2u(1) > 0. This means that ∆α/2−2u is decreasing
and positive near 1. However, as above, this is possible only if ∆α/2−2u has at
most α/2− 1 zeros (including also the last one in r = 1) and at most α/2− 2
critical points.
Next we iterate the procedure. Then, at each step we lose one critical
point. Thus, ∆α−ju has at most α − j + 1 zeros (including the last one in
r = 1) and α − j critical points in (0, 1) if j ≥ α/2 + 1, at most j zeros and
j − 1 critical points in (0, 1) if j ≤ α/2. In particular, ∆u has at most 1
critical point. We know that ∆u(0) = u′′(0) < 0, as u′(0) = 0 and u′ < 0 in
(0, 1). We have two cases: ∆u is increasing and negative, reaches a positive
maximum and decreases to 0, or it is always negative and has no critical points.
However, we know that ∆u(1) = 0 and ∆u is decreasing in the last interval, as
(∆u)(j)(1) = 0 for any j ≤ α− 3 and (∆u)(α−2)(1) = u(α)(1) = ∆α/2u(1) > 0
by Theorem 1.5. Then necessarily ∆u is increasing and negative, reaches a
positive maximum and decreases to 0, namely has exactly one critical point.
As a consequence, ∆2u has at least 2 critical points, however since it has at
most 2 critical points due to what proved above, it turns out to have exactly 2
critical points. Moreover, ∆2u(0) > 0, and it is decreasing until the first zero.
Iteratively, we conclude that ∆α−ju has exactly α− j + 1 zeros (including
the last one in r = 1) and α−j critical points in (0, 1) if j ≥ α/2+1, exactly j
zeros and j−1 critical points in (0, 1) if j ≤ α/2. Moreover, ∆su(0) < 0 if s is
odd, and in this case it is increasing until the first zero, > 0 if s is even, and in
this case it is decreasing before the first zero. Further, by boundary conditions,
∆su(1) = 0 if s ≤ α/2 − 1, ∆su(1) > 0 if s ≥ α/2, and (∆su)′(1) = 0 if
s ≤ α/2− 1, (∆su)′(1) ≥ 0 if s ≥ α/2.
4.3 Uniqueness for polyharmonic equations
4.3.1 Proof of Theorem 4.1 in the case α = 3
Let u be a nontrivial solution to{
−∆3u = |u|p , in B1
u = ∂u∂ν =
∂2u
∂ν2
= 0, on ∂B1.
(4.5)
By Lemma 4.1, u is positive, radially symmetric and strictly decreasing. In
particular, since the maximum is attained at 0, we have u′(0) = 0. Moreover,
rN−1(∆2u)′(r) =
∫ r
0
sN−1(∆3u)(s) ds.
As a consequence,
(∆2u)′(0) = lim
r→0
∫ r
0 s
N−1(∆3u)(s) ds
rN−1
= 0. (4.6)
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Moreover,
rN−1(∆u)′(r) =
∫ r
0
sN−1(∆2u)(s) ds
and therefore
(∆u)′(0) = lim
r→0
∫ r
0 s
N−1(∆2u)(s) ds
rN−1
= 0. (4.7)
Let w be another nontrivial solution to (4.5) and set
w˜(r) = λsw(λr),
where s is chosen such that w˜ satisfies{
−∆3w˜ = |w˜|p , r ≤ 1/λ
w˜(1/λ) = w˜′(1/λ) = w˜′′(1/λ) = 0
namely s = 6p−1 , whereas λ > 0 is such that
w˜(0) = u(0). (4.8)
Claim:
∆w˜(0) = ∆u(0), ∆2w˜(0) = ∆2u(0). (4.9)
Let us suppose for instance ∆2(u− w˜)(0) > 0 and ∆(u− w˜)(0) > 0. Notice
that by continuity ∆2(u− w˜) > 0 on [0, δ) and ∆(u− w˜) > 0 on [0, ε) for some
δ, ε sufficiently small. Moreover u − w˜ > 0 on (0, ε]: indeed, if there exists
a ≤ ε such that u(a) − w˜(a) ≤ 0, then ∆(u − w˜) > 0 implies u − w˜ < 0 on
[0, a), which is a contradiction.
Hence we can choose R1 such that
R1 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, ∆(u− w˜)(s) > 0,
∆2(u− w˜)(s) > 0, s ∈ (0, r)}.
We have
(u− w˜)(R1) > 0, ∆(u− w˜)(R1) > 0. (4.10)
Indeed, let us assume by contradiction that (u − w˜)(R1) = 0. Then, since
∆(u − w˜) > 0 on [0, R1) we would have by the maximum principle u − w˜ <
0 on [0, R1). Analogously, if ∆(u − w˜)(R1) = 0, then ∆(u − w˜) < 0 on
(0, R1), a contradiction. As a consequence, (4.10) holds. Moreover, either
R1 < min{1, 1/λ}, and in this case ∆2(u− w˜)(R1) = 0, or R1 = min{1, 1/λ}.
In the first case, by applying the maximum principle to −∆3(u − w˜) =
up − w˜p > 0, one has ∆2(u − w˜) < 0 on (R1, R1 + δ) for δ sufficiently small.
We can set R2 such that
R2 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, ∆(u− w˜)(s) > 0,
∆2(u− w˜)(s) < 0, s ∈ (R1, r)}.
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Table 4.1: Sign of u− w˜, ∆(u− w˜), ∆2(u− w˜).
(u− w˜)(s) ∆(u− w˜)(s) ∆2(u− w˜)(s)
s = 0 =0 >0 >0
s ∈ (0, R1) >0 >0 >0
s = R1 >0 >0 =0
s ∈ (R1, R2) >0 >0 <0
s = R2 >0 =0 <0
s ∈ (R2, R3) >0 <0 <0
s = R3 =0 <0 <0
s ∈ (R3, R4) <0 <0 <0
...
...
...
...
As above, we have
∆2(u− w˜)(R2) < 0, (u− w˜)(R2) > 0
and either R2 < min{1, 1/λ}, which implies ∆(u − w˜)(R2) = 0, or R2 =
min{1, 1/λ}. Indeed, if ∆2(u − w˜)(R2) = 0, then by applying the maximum
principle to −∆3(u− w˜) = up − w˜p > 0 on BR2 \BR1 we have ∆
2(u− w˜) > 0
on (R1, R2); on the other hand, if (u− w˜)(R2) = 0, then u− w˜ < 0 on [0, R2),
as ∆(u− w˜) > 0.
We now apply iteratively the same reasoning as above to get a sequence
(which can be finite or infinite)
0 = R0 < R1 < R2 < · · · ≤ min{1, 1/λ}
such that
u(R3k) = w˜(R3k), ∆
2u(R3k+1) = ∆
2w˜(R3k+1), ∆u(R3k+2) = ∆w˜(R3k+2),
k ≥ 0, as long as Rk < min{1, 1/λ}, see Table 4.1.
If it is infinite, then we take the limit R∗ = limi→∞Ri ≤ min{1, 1/λ} and
by continuity and differentiability, it holds
(u− w˜)(R∗) = 0, ∆(u− w˜)(R∗) = 0, ∆
2(u− w˜)(R∗) = 0
and
(u′ − w˜′)(R∗) = 0, (∆(u− w˜))
′(R∗) = 0, (∆
2(u− w˜))′(R∗) = 0.
Now, one defines
U(r) = (u(r),−∆u(r),∆2u(r)) 0 ≤ r ≤ 1
and
W (r) = (w˜(r),−∆w˜(r),∆2w˜(r)) 0 ≤ r ≤ 1/λ.
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Hence, for any 0 ≤ r ≤ R∗ one has
U(r)−W (r) =∫ R∗
r
s
N − 2
(
1−
(s
r
)N−2)
(F (U(s))− F (W (s))) ds (4.11)
where we set F (x, y, z) = (y, z, xp). Since p > 1, then F is locally Lipschitz
continuous, hence by the Gronwall Lemma, (4.11) implies U = W on [0, R∗].
This is in contradiction with the assumption ∆2(u− w˜)(0) > 0.
On the other hand, if the sequence stops at a maximum value Rk then on
(Rk−1, Rk = min{1, 1/λ}] one of the following is verified, see Table 4.1:
• u− w˜ and ∆(u− w˜) have the same sign
• u− w˜ and ∆2(u− w˜) have opposite sign.
Let for instance u− w˜ > 0 and ∆(u− w˜) ≥ 0. Then,
0 < (u− w˜)(min{1, 1/λ}) =


u(1/λ) if λ > 1
0 if λ = 1
−w˜(1) if λ < 1
which implies λ > 1, whereas by Hopf lemma
0 < (u′ − w˜′)(min{1, 1/λ}) = (u′ − w˜′)(1/λ) = u′(1/λ) < 0
thus a contradiction.
Let now u − w˜ ≥ 0, ∆(u − w˜) < 0 and ∆2(u − w˜) < 0. Hence (u −
w˜)(min{1, 1/λ}) ≥ 0, and therefore λ ≥ 1. Moreover, ∆u(1/λ) = ∆(u −
w˜)(1/λ) < 0, whereas by Hopf Lemma and Lemma 4.2 (∆u)′(1/λ) ≤ (∆(u−
w˜))′(1/λ) < 0. By Lemma 4.2, in particular we have that ∆u increases until
reaches a point r0 and then decreases. Since ∆u(1) = 0, ∆u attains its max-
imum in r0 and (∆u)′ < 0, ∆u > 0 on (r0, 1), whereas (∆u)′ > 0 on (0, r0).
Therefore, we cannot find a point such that (∆u)′ < 0 and ∆u < 0, hence we
reach again a contradiction.
Since we get to a contradiction in all possible cases, we can not have ∆2(u−
w˜)(0) > 0 and ∆(u− w˜)(0) > 0. In a similar fashion, one proves that also the
other possible choices for the sign of ∆2(u − w˜)(0) and ∆(u − w˜)(0) yield a
contradiction, hence the claim (4.9) holds.
Now, in view of (4.8) and (4.9), and since by (4.6) and (4.7)
u′(0) = w˜′(0) = (∆2u)′(0) = (∆2w˜)′(0)
= z˜′(0) = (∆u)′(0) = (∆w˜)′(0) = 0, (4.12)
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for any r ≤ min{1, 1/λ} one has
U(r)−W (r) = ∫ r
0
s
N − 2
(
1−
(s
r
)N−2)
(F (W (s))− F (U(s))) ds (4.13)
where F (x, y, z) = (y, z, xp). Since p > 1, then F is locally Lipschitz continu-
ous, hence by the Gronwall Lemma, (4.13) implies U = W on [0,min{1, 1/λ}].
Finally, 0 < u(1/λ) = w˜(1/λ) = 0 if λ > 1, whereas 0 = u(1) = w˜(1) > 0
if λ < 1, thus λ = 1 and u = w.
4.3.2 Proof of Theorem 4.1 in the case α = 4
Let u,w be two nontrivial solutions to{
∆4u = |u|p , in B1
u = ∂u∂ν =
∂2u
∂ν2
= ∂
3u
∂ν3
= 0, on ∂B1.
(4.14)
Choose λ, s such that w˜(r) = λsw(λr) satisfies (4.14) on B1/λ and u(0) = w˜(0).
We want to prove that
∆ku(0) = ∆kw˜(0), k = 0, . . . , 3. (4.15)
For instance, assume that
∆(u− w˜)(0) > 0, ∆2(u− w˜)(0) < 0, ∆3(u− w˜)(0) > 0.
Considerations below hold with some modifications also for other choices of
the above signs. Let us define
R1 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, ∆(u− w˜)(s) > 0,
∆2(u− w˜)(s) < 0, ∆3(u− w˜)(s) > 0, s ∈ (0, r)}.
By the maximum principle, (u− w˜)(R1) > 0 and ∆3(u− w˜)(R1) > 0, whereas
∆(u−w˜)(R1) and∆2(u−w˜)(R1)may be = 0. If for instance∆(u−w˜)(R1) = 0,
then by considering
R2 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, ∆(u− w˜)(s) < 0,
∆2(u− w˜)(s) < 0, ∆3(u− w˜)(s) > 0, s ∈ (R1, r)}
we have that ∆(u− w˜)(R2) < 0 and ∆3(u− w˜)(R2) > 0, whereas (u− w˜)(R2)
and ∆2(u − w˜)(R2) may be = 0. We now iterate to get a sequence {Rj}
(finite or infinite) such that for any j one or two among (u − w˜)(Rj),∆(u −
w˜)(Rj),∆
2(u− w˜)(Rj),∆
3(u− w˜)(Rj) is = 0.
If {Rj} is infinite, then we reach a contradiction as in Subsection 4.3.1 by
applying the Gronwall Lemma with F (x, y, z, w) = (y, z, w, xp). Let us assume
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Table 4.2: Sign of u− w˜, ∆(u− w˜), ∆2(u− w˜), ∆3(u− w˜) in a special case.
(u− w˜)(s) ∆(u− w˜)(s) ∆2(u− w˜)(s) ∆3(u− w˜)(s)
...
...
...
...
...
s ∈ (Rj , Rj+1) <0 <0 >0 >0
s = Rj+1 <0 =0 >0 >0
s ∈ (Rj+1, Rj+2) <0 >0 >0 >0
s = Rj+2 <0 >0 >0 =0
s ∈ (Rj+2, Rj+3) <0 >0 >0 <0
s = Rj+3 <0 >0 =0 <0
s ∈ (Rj+3, Rj+4) <0 >0 <0 <0
s = Rj+4 <0 =0 <0 <0
s ∈ (Rj+4,min{1, 1/λ}) <0 <0 <0 <0
that {Rj} is finite. We want to exclude the possibility that on (Rj , Rj+1) for
some j we have
(u− w˜) < 0, ∆(u− w˜) > 0, ∆2(u− w˜) < 0, ∆3(u− w˜) > 0
(or opposite signs). In order for this to happen, since in (0, R1)
(u− w˜) > 0, ∆(u− w˜) > 0, ∆2(u− w˜) < 0, ∆3(u− w˜) > 0
we need that (u− w˜)(Rk) = 0 for an odd number of k ≤ j, ∆(u− w˜)(Rk) = 0
for an even number of k ≤ j, ∆2(u− w˜)(Rk) = 0 for an even number of k ≤ j,
and ∆3(u− w˜)(Rk) = 0 for an even number of k ≤ j. However, let us assume
that the number of k ≤ j such that (u− w˜)(Rk) = 0 is n. Then, the number
of zeros of ∆(u− w˜) must be ≥ n, since u− w˜ can be 0 only if ∆(u− w˜) has
been = 0 before. There are three possible cases:
1. The number of zeros of ∆(u− w˜) is n;
2. The number of zeros of ∆(u − w˜) is n + 1 (if we stop after a zero of
∆(u− w˜) and before (u− w˜) vanishes again);
3. The number of zeros of ∆(u − w˜) is equal to n + 2. This last case
happens when ∆(u − w˜) = 0 for two consecutive times, without having
(u − w˜) = 0 in the between. Notice that such a situation may happen
just once, since at the last step the four columns turn out to have the
same sign and hence cannot be 0 again, see a model case in Table 4.2.
Assume n odd. In order to have an even number of zeros of ∆(u− w˜) we
have to consider the second case, namely the number of zeros of ∆(u − w˜)
must be n + 1. Now, ∆(u − w˜) might be zero in R1 even if ∆2(u − w˜) has
not vanished yet. Hence the number of zeros of ∆2(u− w˜) can be n, n+ 1 or
n+ 2. Recall we need that ∆2(u− w˜) has an even number of zeros, and that
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n is odd, hence we conclude that ∆2(u − w˜) has n + 1 zeros. We deduce as
above that ∆3(u− w˜) can have n, n+1 or n+2 zeros, and in turn n+1 since
their number has to be even. However, this implies that u− w˜ should have at
least n + 1 zeros. This is a contradiction, since the number of zeros of u − w˜
is n by assumption.
As a consequence, we conclude that the following configuration is not pos-
sible
(u− w˜) < 0, ∆(u− w˜) > 0, ∆2(u− w˜) < 0, ∆3(u− w˜) > 0,
and the same holds true having opposite signs. Therefore, one of the following
(or reversed) is verified on (Rk,min{1, 1/λ}):
• (u− w˜) > 0, ∆(u− w˜) > 0;
• (u− w˜) > 0, ∆(u− w˜) < 0, ∆2(u− w˜) < 0;
• (u− w˜) > 0, ∆(u− w˜) < 0, ∆2(u− w˜) > 0, ∆3(u− w˜) > 0.
By Lemma 4.2, ∆3u is increasing. Moreover, ∆3u(0) < 0, and ∆2u is first
positive and decreasing, then negative, reaches its minimum in this interval
and then increases to a positive value ∆2u(1). As a consequence, ∆u(0) < 0,
then increases, reaches a positive maximum value and then decreases to 0.
Assume that in the last interval the following holds
(u− w˜) > 0, ∆(u− w˜) > 0.
If both the first and the second column have n zeros, then we apply the Hopf
lemma and we obtain 0 > u′(1/λ) = (u′ − w˜′)(1/λ) > 0, a contradiction.
Otherwise, it means that the second column has n + 2 zeros, which in turn
gives that the third column has n+1 zeros, and the last one has n zeros, thus
∆2(u − w˜) > 0 and ∆3(u − w˜) > 0, see Table 4.2. Then, by applying Hopf
lemma,
0 < (∆2(u− w˜))′(1/λ) ≤ (∆2u)′(1/λ)
as (∆2w˜)′(1/λ) ≥ 0, and 0 < ∆2(u − w˜)(1/λ) < ∆2u(1/λ). Moreover,
∆u(1/λ) = ∆(u − w˜)(1/λ) > 0 and (∆u)′(1/λ) = (∆(u − w˜))′(1/λ) > 0.
However, by Lemma 4.2, there does not exist a point such that ∆2u > 0,
(∆2u)′ > 0, ∆u > 0 and (∆u)′ > 0.
Assume that
(u− w˜) > 0, ∆(u− w˜) < 0, ∆2(u− w˜) < 0.
Then λ > 1, 0 > ∆(u−w˜)(1/λ) = ∆u(1/λ). If ∆2(u−w˜) does not change sign
after the last zero of ∆(u − w˜), then we can apply Hopf to get (∆u)′(1/λ) =
(∆(u−w˜))′(1/λ) < 0. However, it cannot exists a point such that∆u(1/λ) < 0
and (∆u)′(1/λ) < 0 by Lemma 4.2. If we cannot apply Hopf, then it means
that the third column has n+ 2 zeros, which is not possible.
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Assume finally that
(u− w˜) > 0, ∆(u− w˜) < 0, ∆2(u− w˜) > 0, ∆3(u− w˜) > 0,
Again λ > 1 and 0 > ∆u(1/λ). Moreover, 0 < ∆2(u − w˜)(1/λ) < ∆2u(1/λ)
and by Hopf
0 < (∆2(u− w˜))′(1/λ) ≤ (∆2u)′(1/λ)
as (∆2w˜)′(1/λ) ≥ 0 by Lemma 4.2. However, such a point cannot exists, hence
we have a contradiction. As in Subsection 4.3.1, we conclude that (4.15) holds,
then u = w˜, which in turn gives u = w.
4.3.3 An open problem
Consider α ≥ 5, and take two different solutions u,w. One can naturally
parametrize w as w˜(r) = λsw(λr), where s = 2αp−1 , and λ is such that w˜(0) =
u(0). Again, it is easy to prove that the uniqueness result follows once we
prove that ∆k(u − w˜)(0) = 0 for any k. One builds a table as above, and
gets a sequence {Rj}. If it is infinite, then one extends considerations above
choosing a suitable F to apply Gronwall. The main difficulty turns out to be
the proof of the contradiction in the finite case, equivalently, the extension of
the following lemma to α ≥ 5.
Lemma 4.3. Let 2 ≤ α ≤ 4. Then the following configuration:
(−∆)k(u− w˜) < 0, k = 0, . . . , k¯
and
(−∆)k¯+1(u− w˜) > 0,
for some k¯, cannot occur at the last step.
As a consequence of Lemma 4.3 we have
Lemma 4.4. Let 2 ≤ α ≤ 4. Assume that u − w˜ has n zeros and that
u(0) = w˜(0) and
(−∆)k(u− w˜)(0) < 0, k = 1, . . . , α− 1
holds. Then ∆α−1(u− w˜) must have at least n+ 1 zeros.
Indeed, if not, then at least two consecutive columns have the same sign,
and we get a contradiction.
Remark 4.1. One can prove in the same way as Lemma 4.4 that, if α ≤ 4 and
(−∆)k(u− w˜)(0) < 0, k = 0, . . . , α− 1
holds, and u − w˜ has n zeros, then ∆α−1(u − w˜) must have at least n zeros.
This will be useful in the next section.
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4.4 Uniqueness for polyharmonic systems
We first give the proof in the case m = 2 and then we proceed inductively.
System (4.1) reads as follows


(−∆)αu = |v|q
(−∆)βv = |u|p
in B1,
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1,
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1.
Assume without loss of generality that α ≤ β ≤ 4. Recall that u, v are radi-
ally symmetric and strictly decreasing in the radial variable due to Lemma 3.9.
We take two nontrivial solutions (u, v) and (w, z), and the parametrization
w˜(r) = λsw(λr), z˜(r) = λtz(λr)
where t = 2αp+2βpq−1 , s =
2βq+2α
pq−1 . Notice that s, t are well defined if pq 6= 1.
Moreover we build the same table as in the previous sections with columns
u− w˜, ∆(u− w˜), . . . ,∆α−1(u− w˜), v − z˜, . . . ,∆β−1(v − z˜)
if α is even, whereas
u− w˜, ∆(u− w˜), . . . ,∆α−1(u− w˜), −v + z˜, . . . ,∆β−1(−v + z˜)
if α is odd.
Assume that (for even α, and similarly for odd α)
(u− w˜)(0) = 0, (−∆)k(u− w˜)(0) < 0, k = 1, . . . , α− 1,
(−∆)k(v − z˜)(0) < 0, k = 0, . . . , β − 1
(4.16)
is the initial configuration of the columns. We obtain a sequence {Rj} as in
Section 4.3 and assume that this is finite.
Let n be the number of zeros of the first column, and α ≥ 2. Then by
Lemma 4.4, the α-th column has at least n + 1 zeros, and as a consequence
the next one must have n, n+ 1 or more zeros. Knowing that the (α+ β)-th
column has n or n − 1 zeros, one has (again by Lemma 4.4, see Remark 4.1)
that the (α+ 1)-th column cannot have strictly more than n zeros. Hence, it
has n zeros. However, (v − z˜)(s) has opposite sign with respect to (u− w˜)(s)
in (0, R1), hence they have opposite sign in the last interval as well. Therefore,
(u − w˜)(min{1, 1/λ}) > 0 implies λ > 1, whereas (v − z˜)(min{1, 1/λ}) < 0
gives λ < 1, a contradiction.
If α = 1, then as above we prove that the column z˜−v cannot have strictly
more than n zeros. However, it must have at least n zeros, as u(0) = w˜(0),
thus exactly n zeros. Again, we have a contradiction.
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Table 4.3: Passing from (4.16) to the configuration u− w˜ < 0, ∆(u− w˜) < 0,
(v − z˜) > 0, ∆(v − z˜) > 0, ∆2(v − z˜) > 0.
(u− w˜)(s) ∆(u− w˜)(s) (v − z˜)(s) ∆(v − z˜)(s) ∆2(v − z˜)(s)
s = 0 =0 >0 <0 >0 <0
s ∈ (0, R1) >0 >0 <0 >0 <0
s = R1 >0 =0 =0 >0 <0
s ∈ (R1, R2) >0 <0 >0 >0 <0
s = R2 =0 <0 >0 >0 <0
s ∈ (R2, R3) <0 <0 >0 >0 <0
s = R3 <0 <0 >0 >0 =0
s ∈ (R3, R4) <0 <0 >0 >0 >0
...
...
...
...
...
...
Let us assume that for another initial configuration A we do not reach a
contradiction as above. In (0, R1) the signs of the columns from the second to
the last one are the same as in A, and the first column must have the same
sign as the second one, due to the maximum principle and the assumption
u(0) = w˜(0). Let us call A1 the configuration in (0, R1), given A in 0. It turns
out that one can reach the configuration A1 starting from (4.16). Indeed,
given (4.16), all the columns from the second to the second-to-last can be = 0
in R1. Then, it is sufficient to impose = 0 in R1 the columns which have
different signs with respect to A1. If the first column has different sign, then
it is enough to note that, once the second column has changed sign, the first
column can be = 0 and change sign as well. Analogously, one can change the
sign of the last column once the first one has been = 0. See Table 4.3 for an
example.
Therefore, if from any other initial configuration A we do not have a con-
tradiction, then this would be possible given (4.16) as well.
We have thus proved that the sequence {Rj} has to be infinite. However,
in this case we reach a contradiction as in the previous sections, as we apply
Gronwall with
U(r) = (u(r),−∆u(r), . . . , (−∆)α−1u(r), v(r), . . . , (−∆)β−1v(r))
for 0 ≤ r ≤ 1 and
W (r) = (w˜(r),−∆w˜(r), . . . , (−∆)α−1w˜(r), z˜(r), . . . (−∆)β−1z˜(r))
for 0 ≤ r ≤ 1/λ and
F (x1, x2, . . . , xα, y1, . . . , yβ) = (x2, x3, . . . , xα−1, y
q
1, y2, . . . , yβ−1, x
p
1) .
This proves that in 0 all the columns are zero. Therefore, again by Gron-
wall’s Lemma, we have u = w˜ and v = z˜, which in turn gives (u, v) = (w, z).
CHAPTER 4. UNIQUENESS RESULTS 70
The proof in the case m > 2 follows by induction, once we parametrize a
second solution (w1, . . . , wm) as follows
w˜i(r) = λ
siw(λr), i = 1, . . . ,m,
where λ is chosen such that w˜1(0) = u1(0), whereas
s1 =
2
∑m
j=1 αj
∏j−1
k=1 pk∏m
k=1 pk − 1
and
si+1 =
si + 2αi
pi
, i = 1, . . . ,m− 1.
Assuming as induction hypothesis that the last column corresponding to the
first k equations can not have less zeros than the first one, and taking k = 1 as
the base case (see Lemma 4.4), then one proves that that property holds for
k + 1 as well, by the same arguments as above. More precisely, the induction
hypothesis implies that the last column corresponding to the first k equations
must have at least one zero more than the first one. By exploiting Remark 4.1,
and assuming by contradiction that the last column corresponding to the first
k + 1 equations has at most the same number of zeros as the first one, one
proves as above that u1− w˜1 and uk+1− w˜k+1 must have opposite signs at the
last step, which gives the contradiction due to boundary conditions. Hence,
{Rj} cannot be finite. As for the case {Rj} infinite, the contradiction follows
by applying Gronwall’s lemma.
The proof of Theorem 4.2 is now complete.
Remark 4.2. Notice that the restriction αj ≤ 4 is necessary as we need to
exploit Lemma 4.4. Actually, if we could extend Lemma 4.4 to higher order
operators, then it would be possible to extend Theorem 4.2 to more general
operators as well.
Appendix A
Existence results on the entire
space
We will focus on existence for{
∆2u = |v|q−1 v in RN
−∆v = |u|p−1 u in RN
(A.1)
where p, q > 1, and N > 4. The next result is proved in [104, Theorem 1],
where also more general weighted Hardy–Littlewood–Sobolev type systems are
considered.
Theorem A.1. If for any R > 0, N > max{2α, 2β}, p, q > 1 the following
system 

(−∆)αu = |v|q−1 v in BR
(−∆)βv = |u|p−1 u in BR
∆su = 0, s ≤ α− 1 on ∂BR
∆tv = 0, t ≤ β − 1 on ∂BR
(A.2)
has no classical radial positive solutions, then (A.1) has infinitely many clas-
sical, radially symmetric and positive solutions.
This is achieved by means of a shooting technique, see also [62, 61] for
similar problems studied by this method. In view of Theorem A.1, it turns
out that proving non existence results for (A.2) can be crucial in the analysis
of existence of solutions to (A.1). In [68] non existence to (A.2) is established
if α = β and (p, q) is above the critical hyperbola
1
p+ 1
+
1
q + 1
>
N − 2α
N
.
However, the proof in [68] strongly depends on the variational structure of the
problem, and hence the extension to the case α 6= β is not straightforward. We
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use here a different approach, in the spirit of [30], where the authors consider
the following 

−∆su = |v|
q−1 v in BR
−∆tv = |u|
p−1 u in BR
u = v = 0 on ∂BR
where
∆su = div(|∇u|
s−2∇u)
is the s-Laplacian operator. Their method allows one to prove a Pohozaev
identity also in the case s 6= t. The main result of this appendix is the following
Theorem A.2. Let N > 4. Assume α = 2, β = 1 and
1
p+ 1
+
1
q + 1
≤
N − 4
2N
. (A.3)
Then, no positive classical radial solutions to (A.2) exist.
By combining Theorem A.2 and Theorem A.1 we have
Corollary A.1. There exist infinitely many nontrivial solutions to (A.1), pro-
vided p, q > 1, N > 4, and (A.3) is satisfied.
A.1 Preliminaries
In order to simplify the notation, let us set us = (−∆)su, where 0 < s ≤ α−1,
u0 = u, and similarly for v. The following result is a special case of [29, Lemma
II.2].
Lemma A.1. Let r0 ≥ 0 and R > r0. Let u ∈ C1([r0, R)) ∩ C2((r0, R)) be a
non negative function satisfying
−(rN−1u′(r))′ ≥ 0 on (r0, R).
If u′(r0) ≤ 0, then for any r > r0 we have
u(r) ≥ Cr
∣∣u′(r)∣∣ .
The next proposition gives estimates on the asymptotic behavior of us and
vs, see also the proof of Theorem 3.2 above. Notice that the superharmonicity
condition (3.21) holds if Navier boundary conditions are taken into account
due to [102, Theorem 1].
Proposition A.1. If (u, v) is a positive radial solution to (A.2), then one has
for any s ≤ α− 1, t ≤ β − 1
us(r) ≤ cr
− 2βq+2α
pq−1
−2s
, vt(r) ≤ cr
− 2αp+2β
pq−1
−2t
.
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Moreover,
∣∣u′s(r)∣∣ ≤ cr− 2βq+2αpq−1 −2s−1, ∣∣v′t(r)∣∣ ≤ cr− 2αp+2βpq−1 −2t−1.
Proof. Due to the maximum principle, and since u′s(0) = v
′
s(0) = 0 by [102,
Theorem 1], we can apply Lemma A.1 to obtain
us(r) ≥ Cr
∣∣u′s(r)∣∣ , vt(r) ≥ Cr ∣∣v′t(r)∣∣
for any s ≤ α− 1, t ≤ β − 1. Since u′s, v
′
s < 0 by [102, Theorem 1], then
−rN−1u′s(r) =
∫ r
0
tN−1us+1 ≥ us+1(r)
∫ r
0
tN−1 =
1
N
us+1(r)r
N ,
thus
us(r) ≥ cr
2us+1, vt(r) ≥ cr
2vt+1 (A.4)
and
u ≥ cvqr2α, v ≥ cupr2β .
Therefore,
u ≤ cr
− 2βq+2α
pq−1 , v ≤ cr
− 2αp+2β
pq−1 ,
and as a consequence for any s ≤ α− 1, t ≤ β − 1, by (A.4),
us ≤ cr
− 2βq+2α
pq−1
−2s
, vt ≤ cr
− 2αp+2β
pq−1
−2t
.
A.2 Proof of Theorem A.2
We borrow a few ideas from [30], where an (s, t)-Laplacian system is taken into
account. Let us preliminarily notice that if (u, v) is a radial positive classical
solution to 

∆2u = |v|q−1 v
−∆v = |u|p−1 u
in BR ⊂ RN
∆u = u = v = 0, on ∂BR
and if we call w = −∆u, then

−(rN−1u′(r))′ = rN−1w,
−(rN−1w′(r))′ = rN−1vq
−(rN−1v′(r))′ = rN−1up,
u(R) = w(R) = v(R) = 0
(A.5)
is satisfied.
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Proof of Theorem A.2. Let us define the functional E : [0,∞)→ R as
E(r) = r2N−1u′v′w′ − rN
∫ R
r
sN−1v′w′w − rN
∫ R
r
sN−1u′w′up
− rN
∫ R
r
sN−1u′v′vq −
N
q + 1
rN−1w′
∫ R
r
sN−1u′v′
−
N
2
rN−1u′
∫ R
r
sN−1v′w′ −
N
p+ 1
rN−1v′
∫ R
r
sN−1u′w′.
We want to verify that if u, v, w satisfy (A.5) and (A.3), then E(0+) = 0,
E(R) < 0 and E′ ≥ 0, which gives a contradiction. We point out that
E(R) = R2N−1u′(R)v′(R)w′(R) < 0.
Moreover,
E′(r) = (2N − 1)r2N−2u′v′w′ + r2N−1u′′v′w′ + r2N−1u′v′′w′ + r2N−1u′v′w′′
−NrN−1
∫ R
r
sN−1v′w′w + r2N−1v′w′w −NrN−1
∫ R
r
sN−1u′w′up
+ r2N−1u′w′up −NrN−1
∫ R
r
sN−1u′v′vq + r2N−1u′v′vq
+
N
q + 1
rN−1vq
∫ R
r
sN−1u′v′ +
N
q + 1
r2N−2u′v′w′ +
N
2
rN−1w
∫ R
r
sN−1v′w′
+
N
2
r2N−2u′v′w′ +
N
p+ 1
rN−1up
∫ R
r
sN−1u′w′ +
N
p+ 1
r2N−2v′u′w′.
Hence
E′(r) =
(
2N − 1− 3(N − 1) +
N
p+ 1
+
N
q + 1
+
N
2
)
r2N−2u′v′w′
+NrN−1(G1 +G2 +G3),
where
G1 = −
∫ R
r
sN−1v′w′w +
1
2
w
∫ R
r
sN−1v′w′
G2 = −
∫ R
r
sN−1u′w′up +
1
p+ 1
up
∫ R
r
sN−1u′w′
G3 = −
∫ R
r
sN−1u′v′vq +
1
q + 1
vq
∫ R
r
sN−1u′v′.
However, G1(R) = 0 and
G′1 = r
N−1v′w′w +
1
2
w′
∫ R
r
sN−1v′w′ −
1
2
wrN−1v′w′
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and since (sN−1v′)′ = −sN−1up ≤ 0, then
G′1 ≤ r
N−1v′w′w +
1
2
w′rN−1v′
∫ R
r
w′ −
1
2
wrN−1v′w′ = 0.
As a consequence, G1 ≥ 0. Analogously, one gets G2, G3 ≥ 0. Thus, E′ ≥ 0 if
2N − 1− 3(N − 1) +
N
p+ 1
+
N
q + 1
+
N
2
≤ 0,
namely if (A.3) is satisfied.
Finally, by using estimates of Proposition A.1, we prove E(0+) = 0. In-
deed,
|E(r)| ≤ r
2N−6− 4q+10+4p
pq−1 + r
2N−6− 4p+10+4q
pq−1 + r
2N−4− 4q+8+2pq+4p
pq−1
+ r
2N−2− 4q+6+4p+4pq
pq−1 +
N
q + 1
r
2N−6− 4q+10+4p
pq−1
+
N
2
r
2N−6− 4q+10+4p
pq−1 +
N
p+ 1
r
2N−6− 4q+10+4p
pq−1
and the right hand side is 0 in r = 0 if all the exponents are positive, that is

2N − 6− 4q+10+4ppq−1 > 0
2N − 4− 4q+8+2pq+4ppq−1 > 0
2N − 2− 4q+6+4p+4pqpq−1 > 0.
This is trivially true if pq < 1, whereas if pq > 1, then it is equivalent to
2N(pq − 1)− 4q − 4p− 4− 6pq > 0,
which is verified under (A.3).
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