Abstract-In this paper we propose and study a technique to reduce the number of parameters in fully-connected layers of neural networks using Kronecker product, at a mild cost of the prediction quality. The technique proceeds by replacing fully-connected layers with so-called Kronecker fully-connected layers, where the weight matrices of the fully-connected layers are approximated by linear combinations of multiple Kronecker products of smaller matrices. Just as the Kronecker product is a generalization of the outer product from vectors to matrices, our method is a generalization of the low rank approximation method for fully-connected layers. We also use combinations of different shapes of Kronecker product to increase modelling capacity. Experiments on SVHN, scene text recognition and ImageNet dataset demonstrate that we can achieve 10x reduction of number of parameters with less than 1% drop in accuracy, showing the effectiveness and efficiency of our method.
I. INTRODUCTION
Recently, deep learning has achieved a great success in many computer vision and machine learning tasks. This success facilitates the development of industrial applications using neural networks. there is a great challenge for resource-limited devices to make use of networks with tens of millions [1] or even billions [2] - [4] parameters since the memory and storage space are very limited in these devices. For example, a VGG model [5] is about 144 millions parameters, namely, the model size is about 550MB, which means a model phone application uses this model needs at least 550MB space. This size is too large to be acceptable. As a consequence, there has been growing interest in model compression. It is common to sacrifice a little prediction accuracy in exchange for smaller model size.
In the literature, a major technique is based on the idea of low rank matrix and tensor approximations. In [6] , low rank matrix factorization was used on the weight matrix of the final softmax layer. Denil et al. [7] decomposed the weight matrix as a product of two smaller matrices and one of the matrices was carefully constructed as a dictionary. In [8] , [9] , singular value decomposition (SVD) with fine-tuning was applied on the weight matrices of the fully-connected layer and finetune the model on the training data. Zhang et al. [10] also used SVD but took the nonlinear activation functions into (a) (b) (c) Fig. 1 . Comparison between approximations by outer product and Kronecker product for an image. The column (a) is the origin image of size 480 × 320, selected from BSD500( Berkeley Segmentation Dataset and Benchmark) dataset [12] . The column (b) is the SVD approximations of (a) by outer product and the column (c) is the approximation based on Kronecker product [13] , with rank 1, 2, 5, 10 respectively from top to down. The shape of the right matrix in the Kronecker product is deliberately selected as 20 × 16 to make the number of parameters equal for each rank.
account when doing approximation. Cheng et al. [11] used circulant projection to reduce the number of parameters in fully-connected layer.
In this paper, we explore a framework for approximating the weight matrices in fully-connected layers by sum of Kronecker products. We note that as the bases for low rank factorization like SVD is outer product of vectors, approximation by these bases can only exploit the redundancy along each dimension. In contrast, as the Kronecker product generalizes the outer product from vectors to matrices of arbitrary shape, we may use the Kronecker product to exploit redundancy between local patches of any shape. Figure 1 demonstrates a case when approximating by Kronecker product would produce less reconstruction error than outer products with the same number of parameters for image pixel value matrix. Intuitively, similar situation may also exist for weight matrices and tensors in neural networks, and in these cases our method may produce approximate models that have less number of parameters at the same level of accuracy loss.
The rest of this paper is organized as follows. In Section II, we introduce the Kronecker fully-connected layer. We discuss some details about implementing the Kronecker fullyconnected layer in Section III. Section IV analyses the result of using Kronecker fully-connected layers on some benchmark datasets. Section V discusses some related work not yet covered. Finally, Section VI concludes the paper and discusses future work.
II. KRONECKER FULLY-CONNECTED LAYER
In this section, we first review the property of the Kronecker product and describe its application on the fully-connected layer.
A. Kronecker Product
Let A ∈ R m1×n1 , B ∈ R m2×n2 be two given matrices. The Kronecker product A ⊗ B is an m × n matrix, where m = m 1 m 2 , n = n 1 n 2 :
The Kronecker product can be presented by matrix multiplication with reshape operation:
for the matrix X ∈ R n2×n1 . Here vec(X) = (x 11 , . . . , x n21 , x 12 , . . . , x n2n1 ) T ∈ R n2n1 denotes the vectorization (column vector) of the matrix X. Below we will show how to speedup calculation of Kronecker products in neural networks using this property.
Kronecker products are easy to generalize from matrices to tensors. Let A ∈ R p1×···×p k and B ∈ R q1×···×q k and define:
where A ⊗ B ∈ R p1q1×···×p k q k .
B. Approximating the Fully-Connected Layer
We next show how to use Kronecker products to approximate weight matrices of fully-connected layers, leading to construction of a new kind of layer which we call a Kronecker fully-connected layer, or KFC layer for short. The idea originates from the observation that for a matrix W ∈ R m×n where the dimensions are not prime (in the case that m or n is prime, it is possible to add some extra dummy features or output classes to make the dimension dividable), we have approximation:
where m = m 1 m 2 , n = n 1 n 2 , A ∈ R m1×n1 , B ∈ R m2×n2 . So the KFC layer is: 
where L l is the input and L l+1 is the output. f is the nonlinear function.
Note that we need not to calculate the Kronecker product A ⊗ B directly. When the KFC layer is fed with a batch of inputs, according to Eq. (2), we can forward the KFC layer efficiently:
where X ∈ R n1×n2×k is a tensor stacked by [X 1 , · · · , X k ], k is the batch size. × p is the tensor-matrix product over mode p [14] , which can be implemented as a matrix product following a linear time unfolding operation of tensor. The Reshape operator reshapes the tensor from m 1 ×m 2 ×k to m×k, which has nearly no overhead. Figure 2 illustrates this procedure.
Just as SVD approximation may be extended beyond rank-1 to arbitrary number of ranks, one could extend the Kronecker Product approximation to sum of Kronecker products approximation. In addition, unlike the outer product, A and B may have different shapes. Hence, we get a more general KFC layer:
where
The number of parameters of a KFC layer is
(bias term is omitted), reduced from m 1 n 1 m 2 n 2 . When all the small matrices have the same shape, it is r(m
. When all the small matrices have the same shape, it is O(
. The Kronecker product degenerates to the outer product and the approximation degenerates to a SVD method [8] , [9] . Let A i ∈ R m×n , Fig. 3 . Illustration of the fully-connected layer, fully-connected layer with SVD approximating and the KFC layer.
. The KFC layer degenerates to the classical fullyconnected layer. Figure 3 illustrates the difference among the fully-connected layer, fully-connected layer with SVD approximating, and our KFC layer.
III. DETAILS OF THE KFC LAYER
We now consider some details about the KFC layer, which includes the back propagation, how to initialize the layer, how to select the shapes and using more nonlinearity.
A. Back Propagation
The back propagation procedure is not complicated.
∂W is the same as the fully-connected layer. So the key is to compute
So, ∂W ∂Ai is easy to calculate and ∂W ∂Bi can be calculated in a similar way.
B. Initialization
Like SVD method, the KFC layer can be Initialized by a pre-trained weight matrix W. The initialization problem can be formulated as the nearest KP problem.
Van et al. [13] solved this problem with KPSVD when the shapes of A i , 0 ≤ i ≤ r, are the same. KPSVD bears strong connection with SVD. In fact, it can be turned into the following SVD decomposition using R operator:
where W ∈ R m×n , R is a reordering operation and R(W) ∈ R m1n1×m2n2 . u i ∈ R m1n1 and v T i ∈ R m2n2 . Then we have:
For multiple shapes, we can apply KPSVD for one shape and reconstruct the weight matrixW = rs i=1 A i ⊗ B i , where r s (≤ r) denotes the rank under certain shape. Then we apply KPSVD on (W −W ) with the second shape. Repeat the above two steps recursively until all shapes are computed.
In case of misunderstanding, we emphasize that the KFC layer also can be initialized by random values and trained from the beginning. Initialized by a pre-trained weight matrix can be faster but not necessary.
C. Shape selection
Any factors of m and n may be selected as m 1 and n 1 in the formula 7. However, in a convolutional neural network, the input to a fully-connected layer may be a tensor of order 4, namely, L i ∈ R c×h×w×k , where c is the number of channels, h is the height, w is the width and k is the batch size. L i is often reshaped into a matrix before being fed into a fully-connected layer as L i ∈ R (chw)×k . Though the reshaping transformation from L i to L i does not incur any loss in pixel values of data, we note that the dimension information is lost in the matrix representation. Due to the shape of W, we may propose a few kinds of structural constraints by requiring W to be the Kronecker product of matrices of particular shapes.
• Formulation I: In this formulation, we require n 1 = c and n 2 = hw. The number of parameters is reduced to r(cm 1 + hwm 2 ). The underlying assumption for this model is that the channel transformation should be decoupled from the spatial transformation.
• Formulation II: In this formulation, we require n 1 = ch and n 2 = w. The number of parameters is reduced to r(chm 1 + wm 2 ). The underlying assumption for this model is that the transformation w.r.t. columns may be decoupled.
• Formulation III: In this formulation, we require n 1 = cw, n 2 = h, and L i needs to swap the second and the third dimension first. The number of parameters is reduced to r(cwm 1 + hm 2 ). The underlying assumption for this model is that the transformation w.r.t. rows may be decoupled. Of course, we can also combine the above three formulation together.
Otherwise, when the input is a matrix, we do not have natural choices of m 1 and n 1 . Through experiments, we find it is possible to arbitrarily pick a decomposition of input matrix dimensions to enforce the Kronecker product structural constraint. It is also sensible to set m 1 n 1 as close to √ mn as possible with a small r to get a maximum compression ratio. But a smaller m 2 and n 2 and correspondingly larger m 1 and n 1 generally gives less accuracy loss. Nevertheless, we can use multiple components with different shapes to remedy the arbitrariness of the selection.
D. Introducing More Nonlinearity
When r is not very large, we can move the summation out of the nonlinear function f in Eq. (7) to introduce more nonlinearity to the KFC layer with little overhead:
The number of parameters only increases a little (more bias terms) or we can share the bias to avoid the increment. We have found the additional nonlinearity in the KFC layer is very helpful sometimes. We compare these two kinds of KFC layers on the MNIST dataset [15] . We train a baseline model with a fully-connected layer and replace it by different KFC layers. Test results are listed in Table I . We can see the KFC layer with additional nonlinearity generalize better while the numbers of parameters are the same. Note the additional nonlinearity makes the KFC layer difficult to be initialized by KPSVD. But it is not a serious problem. Initializing the KFC layer with random numbers works well in our experiments.
IV. EXPERIMENTS
In this section, we empirically study the properties and efficiency of the Kronecker fully-connected layer and compare it with some common low rank methods such as SVD. As is well known, most parameters of a convolutional neural network are contained in the fully-connected layers and most computation time is spent in the convolutional layer. Therefore, in the experiments, we mainly consider model compression in the fully-connected layer. Though the KFC layer also speedup the computation (the KFC layer has lower computation complexity), we ignore it in this paper.
To make a fair comparison, for each dataset, we train a convolutional neural network as a baseline. Then we replace the fully-connected layer with different layers according to different methods and train the new network until quality metrics stabilizes. We compare the Kronecker method with other low rank methods and the baseline model in terms of number of parameters and prediction quality. We do the experiments based on implementation of the Kronecker fullyconnected layers in Theano [16] , [17] framework.
A. SVHN
The SVHN(Street View House Numbers) dataset [18] is a real-world digit recognition dataset consisting of photos of house numbers in Google Street View images. The dataset comes in two formats and we consider the second format: 32-by-32 colored images centered around a single character. There are 73257 digits for training, 26032 digits for testing, and 531131 less difficult samples which can be used as extra training data. To build a validation set, we randomly select 400 images per class from training set and 200 images per class from extra training set as [19] , [20] did.
Our baseline model has 8 layers and the first 6 layers consist of four convolutional layers and two pooling layers. The 7th layer is the fully-connected layer and the 8th is the softmax output. The input of the fully-connected layer is of size 256 × 5 × 5. The baseline's fully-connected layer has 256 output neurons.
CNN training is done with Adam [21] with weight decay of 0.0001. Dropout [22] of 0.5 is used on the fully-connected layer and the KFC layer. y = | tanh x| is used as activation function. Initial learning rate is 1e − 4 for Adam.
Test results are listed in Table II . All results are averaged by 5 models. In the Cut-N method, we use N output neurons instead of 256 in fully-connected layer. In the SVD-r methods [8] , [9] , we apply singular value decomposition on baseline's weight matrix, reconstruct it to rank r and fine-tune the restructured model. The Circulant method [11] replaces the conventional linear projection in fully-connected layers with the circulant projection. In the KFC-shape method, we replace the fully-connected layer by KFC layer with combination of 3 different formulations discussed above. m 1 = 64, m 2 = 4 in Formulation I, m 1 = 128, m 2 = 2 in Formulation II and Formulation III. In the KFC-rank method, we replace the fullyconnected layer by KFC layer with m From the results we can see on SVHN dataset, the KFC layer can reduce the number of parameters by 20× with 0.25% accuracy loss, while SVD method will incur 0.79% accuracy loss at the same compression ratio. The circulant projection method has larger compression ratio but less accurate.
B. Scene Text Recognition
We also experiment on the word recognition model trained on the synthetic word dataset consisting of 9 million images covering about 90k English words from [4] and tested on ICDAR 2013 [23] dataset. As the model predicts English word, the number of output classes is about 90k, resulting in a model with more than 400 million parameters. So we select this dataset to test our method. We use different shapes and ranks in experiments of the KFC layers. For comparison, we test a method which directly decrease the number of output neurons of the layer before softmax. We also test the method in [6] because we both approximate the final weight matrix. Figure 4 list the test results. Due to lack of space, we have not listed the detailed hyper-parameters of these experiments. The KFC model with highest accuracy has rank 10 and uses shapes (26, 719) , (26, 122) , (13, 61) , (130, 1438) as shapes of left factor matrices. The scatter diagram indicates that the KFC layer requires less parameter with the same accuracy or has higher accuracy with the same number of parameters. This demonstrates that our technique also works well in the softmax layer. The results also show that we can look for the best or most suitable choice at a variety of different shapes and ranks in KFC layers.
C. ImageNet
ImageNet (ILSVRC12) [24] is a large scale visual recognition dataset and contains 1000 categories and 1.2 million images for training. We use the AlexNet [1] as the baseline network and use the implementation in [25] .
All models are trained using stochastic gradient descent with momentum of 0.9 and weight decay of 0.0001. Dropout [22] of 0.5 is used on the fully-connected layer and the KFC layer. Initial learning rate is 1e − 4.
The AlexNet has three fully-connected layers. The first's input is a tensor of size 256 × 6 × 6 and the weight matrix Test results are listed in Table III . SVD-1, 2, Circulant-1,2 and KFC-1, 2 compress the first and second fully-connected layer. SVD-1, 2, 3, Circulant-1,2,3 and KFC-1, 2, 3 compress three fully-connected layer together. We select the hyperparameter carefully to ensure that the SVD and KFC methods have the same model size. In SVD-1, 2, the ranks are 237 and 1000. In SVD-1, 2, 3, the ranks are 100, 165, 200. In KFC-1, 2, the shapes are m 1 = 1536, n 1 = 1024, r = 2 for layer 1 and m 1 = 2048, n 1 = 2048, r = 2 for layer 2. In KFC-1, 2, 3 the shapes are m 1 = 512, n 1 = 512, r = 5, m 1 = 512, n 1 = 512, r = 5 and m 1 = 512, n 1 = 500, r = 4. We use additional nonlinearity in all of the KFC layers. The KFC layers are initialized by baseline's weights. The results show that the KFC layer can reduce the number of parameters by 10× with less than 1% accuracy loss, while SVD method will incur larger accuracy loss at the same compression ratio. The compression ratio of the circulant projection method is very large, but the accuracy loss is larger than our method and the KFC layer provides more choices to trade off between the model size and the accuracy.
V. RELATED WORK
In this section we discuss some related works not yet covered.
In addition to the low rank methods, hashing methods have also been used to reduce the number of parameters [26] - [28] , and distillation offers another way of compressing neural networks [29] . Yang et al. [30] used adaptive fastfood transform to reparameterize the matrix-vector multiplication of fully-connected layers. Han et al. [31] iteratively pruned redundant connection to reduce the number of parameters. Gong et al. [32] used vector quantization to compress the fully-connected layer. Gupta et al. [33] suggested using low precision arithmetic to compress the neural network.
VI. CONCLUSION
In this paper, we have proposed and studied a framework to reduce the number of parameters and computation time in convolutional neural networks. Our framework uses Kronecker products to exploit the local structure within the fullyconnected layers. As Kronecker product is a generalization of the outer product, our method generalizes the low rank approximation method for matrices and tensors. We also explored combining Kronecker product of different shapes to further increase the ratio of accuracy against the number of parameters. Method for initializing Kronecker fully-connected layer from well trained model is also given.
A key advantage of our method is that Kronecker fullyconnected layers can be implemented by combination of tensor reshaping operation and dense matrix product, which can be efficiently performed on CPU. The generality of Kronecker product also allows a lot of freedom to trade off between model size, running time and prediction accuracy through the selection of the hyper-parameters in Kronecker fullyconnected layers such as shapes and ranks.
In future work, since the fully-connected layer can be seen as a special convolutional layer, we would like to apply the Kronecker product technique to the convolutional layer. Furthermore, Kronecker product techniques also can be extend to other neural network architectures such as recurrent neural networks.
