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ABSTRACT
We present the design, implementation and performance of a digital backend constructed for the
Canadian Hydrogen Intensity Mapping Experiment (CHIME) that uses accelerated computing to ob-
serve radio pulsars and transient radio sources. When operating, the CHIME correlator outputs 10
independent streams of beamformed data for the CHIME/Pulsar backend that digitally track specified
celestial positions. Each of these independent streams are processed by the CHIME/Pulsar backend
system which can coherently dedisperse, in real time, up to dispersion measure values of 2500 pc cm−3.
The tracking beams and real-time analysis system are autonomously controlled by a priority-based
algorithm that schedules both known sources and positions of interest for observation with observing
cadences as small as one day. Given the distribution of known pulsars and radio-transient sources, the
CHIME/Pulsar system can monitor up to 900 positions once per sidereal day and observe all sources
with declinations greater than −20◦ once every ∼2 weeks. We also discuss the science program enabled
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through the current modes of data acquisition for CHIME/Pulsar that centers on timing and searching
experiments.
Keywords: instrumentation: interferometers – methods: observational – radio continuum: general –
pulsars: general – techniques: interferometric – telescopes
1. INTRODUCTION
Radio pulsars – rotating neutron stars that emit
beamed radiation along their magnetic axes – often serve
as exceptionally stable clocks for measuring a variety of
phenomena with high precision. Investigating the tim-
ing behavior of pulsars with regular cadence is useful
in modeling the long term dynamical processes that af-
fect these sources. Over the years, high-precision timing
observations of millisecond-period pulsars (MSPs) have
been used in many important applications, such as con-
straining the equation of state of ultra-dense matter (e.g.
Demorest et al. 2010), studying binary stellar evolution
(e.g. Freire et al. 2011) and testing relativistic gravity
(e.g. Kramer et al. 2006). Moreover, high precision tim-
ing of an array of stable MSPs is being used to search
for and potentially study gravitational waves (GWs) at
nanohertz frequencies (e.g. Verbiest et al. 2016; Perera
et al. 2019), a concept commonly referred to as a “pulsar
timing array” (PTA).
The Canadian Hydrogen Intensity Mapping Experi-
ment (hereafter, CHIME1) is a radio interferometer op-
erating in the 400-800 MHz frequency range. CHIME is
hosted at the Dominion Radio Astrophysical Observa-
tory (DRAO) in Penticton, British Columbia, Canada.
CHIME is a wide-field transit telescope with no physical-
slew capabilities. Its primary design goal was to study
dark energy through the measurement of the evolution of
baryon acoustic oscillations across the redshift range of
0.8 < z < 2.5. This is accomplished by mapping neutral-
hydrogen emission as a function of frequency across the
entire Northern sky. From initial conception, it was real-
ized that the CHIME telescope is also highly suitable for
high-cadence pulsar observations, while later planning
and development was undertaken to enable untargeted
searches for fast radio bursts (FRBs; see e.g. Lorimer
et al. 2007; Thornton et al. 2013; Petroff et al. 2019).
To date, several telescope backends have been developed
for CHIME that perform pulsar and FRB observations,
as well as very-long baseline interferometry (VLBI) and
forthcoming measurements of neutral-hydrogen absorp-
tion systems (Yu et al. 2014).
A brief introduction to the CHIME/Pulsar project has
been presented by Ng & CHIME/Pulsar Collaboration
1 https://chime-experiment.ca
(2017). Here we provide a more detailed overview of
the pulsar-timing instrument, its placement within the
CHIME infrastructure, and projects to be performed
with CHIME/Pulsar backend. In Section 2, we describe
the hardware components of the CHIME instruments
and the pulsar-timing backend. In Section 3, we pro-
vide an overview of the software suite developed to make
pulsar-timing measurements possible with CHIME. In
Section 4, we outline the current performance of our
backend and provide a sample of preliminary results
in demonstration of CHIME’s capabilities as a pulsar-
timing observatory. We summarize this work and its
anticipated science outcomes in Section 6.
2. HARDWARE
CHIME consists of 1024 dual-polarization radio-
frequency inputs coupled to a correlator and then sev-
eral independent backend digital instruments. Here we
briefly describe the major signal-chain components rel-
evant to the CHIME/Pulsar project. See Figure 1 for a
schematic diagram of the signal chain from the receivers
to the CHIME/Pulsar backend.
2.1. Telescope Structure and Receiver
The CHIME telescope consists of four 5-m focal length
parabolic cylinders that are 20 m wide and 100 m long.
The cylinders are oriented North-South, each mounted
with 256 dual-polarization ’cloverleaf’ antennas (Deng
et al. 2017) placed 30 cm apart below a 68 cm wide
groundplane at the parabolic focus. Two low noise am-
plifiers are coupled directly to each antenna. These
are coupled via 60 m of low-loss coaxial cables to cus-
tom band-defining filter-amplifiers built into the wall of
a radio-frequency shielded room containing analog-to-
digital converters and the frequency channelization por-
tion of the CHIME correlator. Basic telescope properties
are given in Table 1.
2.2. FX Correlator
CHIME employs a hybrid FX correlator that consists
of custom-built electronics and adapted commodity pro-
cessing units. The first stage, known as the F-Engine,
is responsible for signal digitization and frequency sepa-
ration, while the second stage, X-Engine, is responsible
for spatial correlation and beamforming.
2.2.1. F-Engine: Digitization and Channelization
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Figure 1. Schematic of the CHIME telescope signal path.
The telescope structure (four cylinders, here black arcs), the
correlator (F- and X-Engines), and the CHIME/Pulsar back-
end are shown. The dashed black lines represent coaxial ca-
bles carrying the analogue signal from the 256 feeds on each
cylinder to the F-Engines in the East/West receiver enclo-
sures, situated below the telescope. The total input data
rate into the F-Engine is 13 Tbps. The solid black lines de-
pict digitized data carried through copper and/or fiber-optic
cables. Networking devices between the F- and X-Engines
are not shown. The X-Engine (GPU-based correlation and
beamforming) is housed in two shipping containers adjacent
to the cylinders. The CHIME/Pulsar backend (shaded red)
is housed in a shielded room in the DRAO building. The
data rate into the CHIME/Pulsar backend is 6.4 Gbps.
Table 1. Telescope specifications.
Field of view 120◦ (N-S)
1.3-2.5◦ (E-W)
Receiver noise temperature ∼50 K (nominal)
Frequency range 400-800 MHz
Polarization basis orthogonal linear (X, Y)
Telescope longitudea −119◦ 37′ 03.00′′
Telescope latitudea 49◦ 19′ 13.08′′
aThis position corresponds to the phase centre defined in
the CHIME/Pulsar beamforming software.
The amplified input signals are digitized and sepa-
rated into 1024 frequency channels, resulting in a spec-
tral resolution of 390 kHz, by the F-Engine system. The
details of the F-Engine are presented in Bandura et al.
(2016) and are discussed further in CHIME/FRB Col-
laboration et al. (2018). In summary, the F-Engine
consists of 128 ICE FPGA-based motherboards where
the signals from the 1024 dual-polarization receivers are
digitized at 800 MSps with 8-bit precision. The base-
band streams are channelized by a 4-tap polyphase filter-
bank into 1024 frequency channels. The positive spec-
tra of these channelized data are rounded to (4+4)-bit
complex numbers after applying a programmable gain
and phase offset, which halves the input data rate of
13.1 Tbps to 6.5 Tbps. The complex-voltage data are
further re-organized to form 1024 data streams, which
are transmitted via fibre-optic connection to the next
processing stage.
2.2.2. X-Engine: GPU Correlator and Beamformer
The CHIME correlator X-Engine is a computing clus-
ter consisting of 256 nodes hosting a total of 512 dual-
chip AMD FirePro 9300 X2 graphics processing units
(GPUs). These nodes are divided between two emission-
shielded shipping containers located on the east side of
the CHIME reflectors. Each X-Engine node processes
four frequency channels – one frequency per GPU chip –
for each of the 1024 dual-polarization receiver inputs. A
set of GPU kernels process the input data to manipulate
the CHIME baseband into a variety of data products
required by myriad science cases. The kernel used by
CHIME/Pulsar backend is discussed in Section 3.1. The
X-Engine data products are exported from the nodes
over Gigabit Ethernet (GbE) to a set of commercially-
available network switches, and then to various backend
systems. A full description of the CHIME X-Engine and
its capabilities is given by Denman et al. (2020).
2.3. CHIME/Pulsar Backend
The CHIME/Pulsar backend consists of ten indepen-
dent compute nodes that are connected directly to the
CHIME correlator through a series of network switches.
Each compute node consists of a Supermicro mother-
board (model X10SRA-F-O), an Intel Xeon central pro-
cessing unit (CPU; model E5-1650) and a solid-state
drive (SSD). Data are received through a 10-Gb Intel
NIC (model X710-DA2) and is temporarily buffered in
RAM (128 GB per node) before being processed through
an FFT-based coherent dedispersion algorithm on a sin-
gle NVIDIA Titan X GPU (model 12G-P4-2992-KR).
To ensure longevity of the GPU, an in-chassis liquid
cooling pump (Corsair Hydro Series H60) has been fit-
ted which maintains the temperature of the GPU around
4 CHIME/Pulsar Collaboration et al.
Table 2. CHIME/Pulsar data specifications.
Number of tied-array beams 10
Beam width (FWHM) ∼0.5◦ (at 400 MHz)
∼0.3◦ (at 800 MHz)
Number of spectral channels 1024
Frequency resolution 390.625 kHz
Time resolution 2.56µs (input channelized voltages)
327.68µs (output filterbank)
Output data bit deptha 8/16
Number of profile binsa 256/512/1024/2048 (fold-mode)
Output polarization state Full Stokes (fold-mode)
Total intensity (filterbank)
X, Y (channelized voltages)
Pulsar data output rateb 67 Mbps
aConfigurable options set when scheduling observations.
bTime-averaged over a typical observing day.
40◦C under full workload. The resulting data are tem-
porarily stored and further processed on a local data
archiver.
2.4. Local Data-archiving Server
The CHIME/Pulsar backend ultimately writes a va-
riety of data products with variable file sizes several
hundred times every sidereal day, at a time-averaged
rate of 67 Mbps. In order to handle the output data
rate, we built a local data-archive server using com-
ponents similar to the hardware described above. The
archiving server employs two redundant arrays of inde-
pendent disks (RAIDs) for secure, short-term storage of
CHIME/Pulsar data products. These data are eventu-
ally transferred offsite via ground shipment of physical
hard drives to CHIME/Pulsar institutions for uploading
to multi-purpose computing facilities for offline process-
ing and long-term preservation.
3. SOFTWARE
Here we describe the suite of software tools we have de-
veloped and implemented for rendering sky signals from
the FX correlator into useful CHIME/Pulsar data prod-
ucts.
3.1. Beamforming and Calibration
We digitally form 10 dual-polarization tied-array
beams within the X-Engine by summing all 1024 in-
puts phased to specified celestial coordinates. The 10
independent beams allow for tracking of 10 different sky
positions simultaneously within the primary beam of
CHIME. The re-pointing of each beam is performed via
communication with network application programming
interface (API) and typically occurs within milliseconds
of command execution.
The complex gain calibration (amplitude and phase)
of the input data is achieved via point-source calibration
with bright continuum sources such as Cas A, Cyg A,
and Tau A (CHIME Collaboration et al., in prep.). Dur-
ing a bright continuum source transit, the visibility ma-
trix for CHIME is treated as approximately the product
of the complex gain and sky signal (as viewed through
the beam response function). In this limit, computing
an eigendecomposition of the visibility matrix allows
us to determine the complex gain for each antenna at
each frequency channel in the direction of the calibra-
tor source. The eigenvectors corresponding to the two
largest eigenvalues represent the complex gains for the
X and Y polarizations of each input. After determining
the eigenvectors, we also remove known interferometric
phase based on the physical separation of the antennas
by a process known as fringe-stopping (e.g. Thompson
et al. 2001).
As part of the calibration process, poorly be-
haved physical inputs and contaminated frequencies are
masked. A static list of inputs which are known to be
malfunctioning are removed and the this list is updated
on day-to-day basis. Calibration solutions with more
than 5% of inputs deemed bad are flagged as poor qual-
ity, and the most recent, preceding solutions deemed ad-
equate are instead used until the next calbrator transit
occurs. While radio frequency interference (RFI) exci-
sion in CHIME data can be a serious challenge, some
channels are known to always be contaminated, and
these channels are masked in the calibration solutions.
During the “pre-commissioning” period of CHIME op-
erations (before August 2018), phase-only calibration
was computed every few days. Since September 2018,
daily amplitude and phase calibration solutions have
been calculated.
3.2. Packet format
For each X-Engine GPU node, the resulting beam-
formed data from each of the four processed frequency
channels are scaled down, encoded into (4+4)-bit com-
plex numbers, and packetized in VLBI Data Interchange
Format (VDIF)2. Each individual packet consists of 625
samples of one of the two polarizations for each of the
four frequency channels and a VDIF header of 32 bytes,
resulting in a total packet size of 5032 bytes. The cor-
responding pulsar data rate on each FX-correlator node
for all 10 beams is 0.2516 Gbps, with a total network
2 https://vlbi.org/vlbi-standards/vdif
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load of ∼64 Gbps for all pulsar beams. Each individual
pulsar-backend node receives ∼6.4 Gbps of data from
the correlator in the form of User Datagram Protocol
(UDP) packets.
3.3. UDP network capture and packet assembly
Each pulsar node receives UDP packets at a rate of
1.6 × 105 packets per second. We have optimized our
network-capture algorithms in order to properly receive
packets with negligible packet loss. Host operating sys-
tem network stack parameters were tuned to optimize
throughput, reducing the probability of discarding pack-
ets in the Network Interface Controller (NIC) during the
real-time processing. The packets are then written di-
rectly to memory.
The packetized data must be reordered into an ac-
ceptable format for further processing, which involves
reading and moving each byte of data in every packet in
memory. This is a memory-bound process and results
in poor throughput when performed using naive C code,
resulting in large packet loss rates. To mitigate this, we
use Intel AVX2 intrinsics3, which enables the program-
mer to optimize CPU cache usage, in the assembly of
incoming UDP packets. This provided an factor of ∼15
increased performance of the packetization and reorder-
ing stage.
3.4. Data processing
The main purpose of the CHIME/Pulsar backend is
to autonomously monitor radio pulsars with regular ca-
dence. The beamformed dual-polarization timeseries are
coherently dedispersed and processed to form the data
product defined by the scheduled observation configu-
ration. Most observations occur in “fold mode,” where
the dedispersed baseband data are manipulated to yield
time-averaged pulse profiles for all input channels over a
specified integration time, using a set of pulsar rotation
parameters for coherent averaging of the signal. When
desired, observations may also be conducted in “filter-
bank mode,” where the dedipersed baseband timeseries
are converted into a Stokes-I data stream that is then
downsampled in time. In special circumstances, it is
scientifically worthwhile to directly record beamformed
baseband data for specific pulsars and FRBs of interest.
We have developed the appropriate software capabili-
ties to enable all three types of observation with the
CHIME/Pulsar backend. The basic output data spec-
3 See https://software.intel.com/en-us/articles/
introduction-to-intel-advanced-vector-extensions for a gen-
eral introduction to these instruction sets.
ifications of the CHIME/Pulsar backend are given in
Table 2.
3.4.1. Fold mode
For fold-mode observations, the CHIME/Pulsar back-
end uses the “Digital Signal Processing for Pulsars”
(DSPSR) suite4, an open source GPU-based library (van
Straten & Bailes 2011). Written in C++ and CUDA5,
DSPSR is a high performance, general-purpose tool for
high-time-resolution radio pulsar studies using acceler-
ated computing. DSPSR is used in many astrophysical
applications (e.g. Karuppusamy et al. 2012; Martinez
et al. 2015; Price et al. 2016) and is extensively used as
a part of real-time processing instrumentation for vari-
ous telescopes around the world.
DSPSR has the ability to read from and write to data
buffers created using the PSRDADA library6. PSR-
DADA is an open source software that allows the cre-
ation of flexible and well managed ring buffers, with
a variety of applications for piping data from process
to ring buffer, and vice versa. In addition to enabling
transfer of data between processes, PSRDADA provides
various utilities to manage data within the ring buffer
itself.
For fold-mode observations, the incoming data
streams from the CHIME X-Engine are sorted and ar-
ranged as a polarization-frequency-time series prior to
entering the real-time processing stage. The assembled
data are then passed onto the DSPSR process using
PSRDADA buffers. Even though it has the ability to
accept data with (4+4)-bit encoding, DSPSR runs sig-
nificantly faster when instead receiving data with (8+8)-
bit encoding. We have thus modified the PSRDADA
software to convert data to (8+8)-bit encoding before
passing them to DSPSR in order to circumvent this is-
sue. Once the data are passed into the DSPSR GPU
buffers, DSPSR executes several kernels that perform
coherent dedispersion and timing-model folding of the
data before writing to disk. A schematic of the pro-
cessing chain for fold-mode observations is presented in
Figure 2.
Output fold-mode data products are written to
structured files (“archives”) that are readable by the
PSRCHIVE software suite7 (Hotan et al. 2004; van
Straten et al. 2012) for offline processing and analysis.
An example of the CHIME/Pulsar backend fold-mode
4 http://dspsr.sourceforge.net
5 https://developer.nvidia.com/cuda-zone
6 http://psrdada.sourceforge.net
7 http://psrchive.sourceforge.net
6 CHIME/Pulsar Collaboration et al.
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Figure 2. A schematic illustrating the various operations on the data streams from the correlator in fold mode, with colors
denoting frequency channels. The unordered UDP packets from the correlator are routed to the specified pulsar node where
the data are organized in the assembler stage which involves both network capture and packet assembly. The assembled data,
reordered into a polarization-frequency-time series in order of increasing index variation, are then passed on to the DSPSR
process using PSRDADA buffers.
data from an observation of PSR B1937+21 is given in
Figure 3.
3.4.2. Filterbank mode
The CHIME/FRB backend is discovering many re-
peating FRBs (CHIME/FRB Collaboration et al.
2019a,b; Fonseca et al. 2020), as well as single pulses
from unknown radio pulsars and “rotating radio tran-
sients” (RRATs; McLaughlin et al. 2006). Some frac-
tion of the CHIME/Pulsar observing time is thus ex-
pected to be used for follow-up observations of these
sources. To observe repeating FRB sources, the pul-
sar backend must be able to record coherently dedis-
persed high-time-resolution filterbank data. Since these
extragalactic sources are known to have DMs upwards
of 1000 pc cm−3 it is also essential that the backend can
support such DM ranges.
The readily available DSPSR filterbank module digifil
cannot support real-time performance at such large DMs
at the CHIME operating frequency range. To overcome
this, we have developed a new codebase for the filterbank
mode with the ability to dedisperse incoming data to a
maximum DM of 3300 pc cm−3 in real-time based on
work by Naidu et al. (2015). The significant change in
our implementation is the input data format. Based on
benchmark tests on FFT performance, the efficiency of
the GPUs can be improved by a factor of five if the input
data format is changed from polarization-frequency-time
series to polarization-time-frequency series as shown in
Figure 4.
The received UDP packets are arranged into a
polarization-time-frequency series and are passed on to
the GPU for coherent dedispersion at a user-specified
DM. This dedispersed data are then passed on to the
CPU for downsampling, and then manipulated into a
community-established filterbank format before writing
to disk. All the code for the CPU processes after GPU
kernel execution are written in Intel AVX2 instrinsics.
3.5. Scheduler and web monitors
An automated scheduler is necessary to make maxi-
mal use of the continuous operation of CHIME for pul-
sar observations. The transit nature of the telescope
means that sources are set to be observed only when
they are within 1.75◦ of the meridian. This results in
certain parts of the sky having more sources than the
number of available beams. To address this, we have
developed a probabilistic scheduling algorithm that em-
ploys user-defined weights to prioritize certain sources,
or positions of interest, over others. This priority sys-
tem is used to resolve scheduling conflicts. There are five
base weight values, where the highest weight is assigned
The CHIME Pulsar Project: System Overview 7
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Figure 3. A fold-mode observation of PSR B1937+21. The
bottom panel is the phase versus frequency (waterfall) plot,
and the top panel is the mean intensity after summing all fre-
quency channels (i.e. the integrated pulse profile). There is
clear evidence of pulse broadening due to interstellar scatter-
ing visible in the folded profile and as a function of frequency
across the 400 MHz bandwidth.
to PTA sources and other interesting pulsars (e.g. rel-
ativistic pulsar-binary systems) such that they will be
observed every day. The remaining four weighting values
are defined such that each additional tier corresponds to
twice the probability of being scheduled compared to the
previous tier. There is also a feedback mechanism that
reduces the priority associated with a source (as long as
it is not assigned the highest priority level) based on the
number of days it has been observed over the previous
14 days.
We also allow for flexibility and autonomous schedule
interruption in the case of special target-of-opportunity
events. For example, if there is a candidate alert from
the CHIME/FRB backend or if a radio magnetar is re-
ported to burst, we can override the standard schedule
to point at the location as soon as it is visible. It is also
possible to grid around a given source position simulta-
neously by employing multiple tracking beams.
Multiple web-based tools are in place to actively mon-
itor the continuous operation, including a live data-
product viewer and a Grafana8 system-visualization
utilities that collects and displays system, transmission
and data-storage metrics.
3.6. Archiving and database
Internally, post-acquisition data are transferred from
the compute nodes to the local archiving server through
GbE links and a Cisco network switch. Data quality
is checked at both ends of transfer with comparisons of
MD5 hashes immediately after transfer. Currently, we
have configured two 30-TB arrays with RAID6 firmware
for short-term storage and security against potential fail-
ure of array elements. Long-term archiving occurs on
the Cedar cluster of Compute Canada9.
4. BACKEND PERFORMANCE
Simulations show that the CHIME/Pulsar backend
has the capacity to observe roughly half of all known
Northern hemisphere pulsars on a daily basis. Over ap-
proximately ∼2 weeks the system can cycle through the
full population of known Northern pulsars (Ng 2017).
We demonstrate this capability by describing backend
performance during the past year of CHIME operation.
4.1. System up-time
During the “pre-commissioning” period of CHIME op-
erations, we gradually increased the number of pulsar-
backend nodes to the current ten available, and em-
ployed a monthly operation cycle with a week of soft-
ware deployment for new features between cycles; the
CHIME/Pulsar backend typically had an up-time of
∼70% during the pre-commissioning phase of opera-
tion (including downtime due to software-deployment
weeks). As expected, the on-sky observing time has in-
creased to ∼100% as the commissioning period contin-
ues and transitions to the “full-science” mode of CHIME
operation. As of publication, the CHIME/Pulsar back-
end is continuously acquiring data alongside the various
backends currently deployed for the CHIME telescope.
Figure 5 shows a selection of MSPs and their daily
signal-to-noise ratio (S/N) variations as observed by
CHIME/Pulsar backend over the year of 2019 commis-
sioning period. These S/N variations indicate that the
system is stable during the commissioning period. Some
degree of S/N variation remains, though we believe this
is due to imperfect excision of the time-varying RFI envi-
8 https://grafana.com
9 https://www.computecanada.ca
8 CHIME/Pulsar Collaboration et al.
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Figure 5. Observed S/N for three pulsars (PSRs J1643−1224, J0218+4232 and B1937+21) in 2019. Vertical grey bands
correspond to correlator-software deployment weeks where no science-quality data were recorded.
The CHIME Pulsar Project: System Overview 9
ronment, imperfections in the calibration solutions, and
potentially scintillation effects towards low-DM pulsars.
4.2. Radio frequency interference mitigation
Frequency channels affected by bright RFI (no-
tably the LTE cellular network band between ∼730-
755 MHz and several digital television bands between
500-600 MHz) are identified from the amplitude and
phase calibration solutions provided for each antenna
and frequency channel (see Section 3.1). Since these so-
lutions are calculated and applied on a daily basis, the
particular frequency channels that are masked can vary
on similar timescales, but the RFI environment is gen-
erally stable.
The bulk of RFI excision occurs during post-
processing (e.g., while analyzing the folded or filter-
bank data products). A large fraction of the corrupted
data can be removed by masking an empirically con-
structed list of frequency channels where RFI is persis-
tent (approximately 15% of the band). This corrupted
channel mask can in principle also be combined with
the calibration-based mask applied in the beamforming
stage. More refined RFI excision can be attained by
using techniques available in standard pulsar process-
ing software packages (e.g. PSRCHIVE or PRESTO10),
but is nominally left to user discretion. For example,
in Figure 6 we have excised RFI using both the per-
sistent corrupted channel mask and a method based
on RFI cleaning utilities from the CoastGuard software
suite (Lazarus et al. 2016), where several robust sta-
tistical quantities on a per channel, per subintegration
basis are evaluated to determine whether samples are
corrupted11. Typically, we mask ∼25% of the 1024
frequency channels, yielding ∼300 MHz of usable band-
width spread non-contiguously across the full 400 MHz
observing band. As our understanding of the system
and the RFI environment evolves, these will be tuned to
improve sensitivity.
4.3. Sensitivity
CHIME is nominally capable of observing all known
pulsars down to a declination of ∼ −20◦. To date, we
have re-detected over ∼500 known pulsars with pre-
commissioning CHIME/Pulsar observations. Out of
these ∼500 observable sources, 209 pulsars have pub-
lished flux densities at 600 MHz in the ATNF Pul-
sar Catalogue12 (Manchester et al. 2005). For these
10 http://www.cv.nrao.edu/∼sransom/presto
11 The exact version of the modified software used here can be found
at https://github.com/bwmeyers/iterative cleaner/tree/v0.9
12 http://www.atnf.csiro.au/people/pulsar/psrcat
pulsars, we can compare their detected average S/N
with the expected value to assess the sensitivity of the
CHIME/Pulsar backend.
We calculate the expected S/N for each pulsar using
the radiometer equation. Many pulsars have steep spec-
tral indices, and the sky temperature (Tsky) will vary
significantly across the 400 MHz bandwidth. Therefore,
in the estimation of the expected S/N, we separately
consider three subbands and sum the three S/N values
in quadrature. We take the flux density values at 400,
600, and 800 MHz (S400, S600, and S800 respectively)
from the ATNF Pulsar Catalogue. Where flux densities
are not available, we extrapolate the subband flux den-
sity from the published spectral index. For each of the
209 sight-lines, we obtain Tsky at 400, 600, and 800 MHz
from the Haslam survey (Haslam et al. 1982). For the
system temperature (Tsys), we consider both the opti-
mistic nominal value of 50 K and a pessimistic worst-
case-scenario of 100 K to determine a range of expected
S/N values.
Figure 7 summarizes the results of this analysis at
600 MHz. From the top left panel, it can be seen that
most of our re-detections are close to the 1:1 diagonal
line. The lowest published flux density of a pulsar we
have re-detected is 0.6 mJy. The CHIME primary beam
response is strongly dependent on frequency and zenith
angle, where at large zenith angles (low declinations,
blue points in Figure 7) there is a significant decrease in
sensitivity. Using a preliminary model, we have taken
the primary beam attenuation into account when com-
puting the expected S/N for pulsars, equalizing the re-
sponse as a function of declination.
4.4. Timing
In order to establish the timing capabilities of the
CHIME/Pulsar backend, we collected near-daily ob-
servations of MSPs observed by the North Ameri-
can Nanohertz Observatory for Gravitational Waves
(NANOGrav) during a several-month commissioning pe-
riod when telescope sensitivity was generally stable. We
used timing solutions for online folding that are also
used by NANOGrav at the 305-m Arecibo Observatory
and the 100-m Green Bank Telescope (GBT) for pulsar-
timing data acquisition. Initial “template” pulse profiles
of CHIME/Pulsar data, necessary for cross-correlation
and arrival-time estimation, were generated by excising
channels containing RFI, coherently adding timing data
taken across the several-month period, and fully aver-
aging the stacked set in time and frequency. The time-
and frequency-averaged profile was then de-noised using
a wavelet transform.
10 CHIME/Pulsar Collaboration et al.
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Figure 6. A sample of post-processing RFI masks over time for six pulsars covering most of the CHIME/Pulsar observable
declination range. Each observation was processed identically, which included applying a mask to known bad channels and an
automated process based on RFI excision routines from the CoastGuard software suite. The color bar represents the fraction of
data flagged as RFI for each channel, for each observation. While individual observations (days) are presented in chronological
order, the separation and total time spanned varies. The total time spanned for each RFI mask ranges from 164 to 324 days, and
the range of observed dates is MJD 58500-58824 (2019-01-17 to 2019-12-07 UTC). The mean RFI fraction for all observations
presented here is ∼20% and the 95th percentile is ∼25%, although from day-to-day the masking fraction can vary between
∼15% to ∼68%.
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Figure 7. A study of the expected versus observed S/N
for 209 pulsars with published flux densities at 600 MHz.
For each pulsar, the line-of-sight Tsky is estimated from the
Haslam sky survey. In each panel, pulsars with declination
< 0◦ are highlighted in blue whereas those with short spin
periods of P < 35 ms are highlighted in red. In the top-left
panel we show the expected S/N is shown as a range for
each pulsar, where the left edge of each point corresponds to
a pessimistic Tsys of 100 K and the right edge with a Tsys of
50 K. The diagonal line is the 1:1 ratio, where the observed
S/N equals the expected value. The ratio of the expected
to observed S/N versus pulsar period (top-middle), and DM
(top-right) are also shown. For simplicity, the expected S/N
for each pulsar is taken to be the averaged value within the
range of Tsys. In the lower panel, we show the ratio of the
expected to observed S/N versus declination, including the
nominal CHIME primary beam response correction. The
beam-corrected gain as a function of declination, at 400, 600
and 800 MHz, is also provided.
Times of arrival (TOAs) were then computed via
cross-correlation between the template profiles and a
processed form of the raw timing data. For analysis of
NANOGrav pulsars, we fully integrated the raw data in
time and downsampled in frequency to 64 channels prior
to TOA generation, yielding a maximum of 64 channel-
ized TOAs per epoch. This level of downsampling is
similar to the reduction methods used by NANOGrav
in order to evaluate DM variations over time (e.g. Levin
et al. 2016).
Best-fit timing residuals for PSR J0645+5158, com-
puted using the TEMPO pulsar-timing analysis pack-
Figure 8. Best-fit timing residuals for NANOGrav pulsar
J0645+5158. Top. The orange and light-blue points denote
arrival times collected with the GBT using the 800-MHz and
1.4-GHz receivers, respectively. Dark-blue points denote ar-
rival times measured using CHIME/Pulsar data. Bottom.
A zoomed-in view of the CHIME/Pulsar timing data. Sta-
tistical uncertainties for all arrival times are suppressed for
clarity. The uncertainty-weighted RMS timing residual for
the 800-MHz, 1.4-GHz and CHIME data sets are 0.13µs,
0.14µs, and 0.28µs, respectively.
age13 (Nice et al. 2015) when modeling NANOGrav and
CHIME/Pulsar TOA data simultaneously, are shown in
Figure 8. We used the timing solution generated for
the 12.5-yr NANOGrav data release (Faisal Alam et al.
2020a,b) to model this combined data set, fitting for
physical parameters such as: spin frequency and its first
time derivative; timing-based astrometry (ecliptic coor-
dinates, proper motion, and timing parallax); DM values
estimated within 6.5-day bins; and an arbitrary offset
between the NANOGrav and CHIME data that reflects
instrumental differences. We found that a numerically
adequate timing model can be achieved when combining
the CHIME and NANOGrav data sets, yielding best-
fit parameters consistent with those previously reported
from NANOGrav.
5. SCIENTIFIC MOTIVATION
As described above, the CHIME/Pulsar backend is a
flexible system with a variety of acquisition modes that
is designed for continuous and autonomous operation.
Here we briefly outline some of the major scientific cases
that will be explored by the CHIME/Pulsar project.
5.1. Long-term Timing
13 https://sourceforge.net/projects/tempo
12 CHIME/Pulsar Collaboration et al.
The long-term timing of pulsars, with a focus on PTA
targets, is the primary science driver for CHIME/Pulsar.
Detection of nanohertz-frequency gravitational waves
using a PTA directly depends on a regular, high-cadence
observing program of a large MSP sample over many
years. The CHIME/Pulsar backend is naturally produc-
ing such a data set with near-daily cadence. As such,
CHIME/Pulsar timing data of NANOGrav sources (e.g.
Arzoumanian et al. 2018) will be combined in future
NANOGrav data releases in order to improve detection
of the stochastic GW background at nanohertz frequen-
cies.
The autonomous design of the CHIME/Pulsar back-
end, combined with the wide field of view of the tele-
scope, allows for regular, priority-based timing observa-
tions of sufficiently bright pulsars, with as many as ∼500
pulsars significantly detected within a single day of op-
eration. Such a circumstance is rare in the Northern
hemisphere, and has only recently come to fruition in the
Southern hemisphere with development of the MeerKAT
pulsar timing program (MeerTime; Bailes et al. 2018)
and the UTMOST pulsar instrument (Bailes et al. 2017;
Jankowski et al. 2019). The CHIME/Pulsar backend ac-
tively monitors observable sources that are reported in
the ATNF pulsar catalogue with a range of cadence.
CHIME/Pulsar also observes newly discovered pulsars
found by the Green Bank North Celestial Cap (GBNCC;
Stovall et al. 2014) survey in order to aid in the confir-
mation and follow-up of their discovered sources.
5.2. High-cadence Timing of Pulsar-Binary Systems
Long-term timing of binary radio pulsars often yields
secular and/or periodic variations from purely Keplerian
motion. The most famous examples of secular variations
are those associated with general-relativistic orbital de-
cay and precession in compact orbits (see Stairs 2003,
for a review), though many non-relativistic pulsar orbits
have been observed to vary over time due to evolving sky
orientations induced by proper motion (e.g. Kopeikin
1995, 1996). By contrast, the relativistic Shapiro time
delay (Shapiro 1964) is a periodic effect observed in suf-
ficiently inclined binary systems of any size where the
pulsed signal traverses varying amount of spacetime cur-
vature induced the companion star over the course of the
orbit. Measurements of such effects allow for direct con-
straints on the masses and geometry of the systems in
question, and thus stand to yield high-impact informa-
tion that is otherwise inaccessible from purely Keplerian
dynamics.
The CHIME/Pulsar backend is expected to produce
a rich data set for probing binary astrophysics by mon-
itoring all visible binary pulsars with near-daily observ-
ing cadences over the course of telescope operation. In
particular, we anticipate the daily cadence to yield de-
tections of the Shapiro delay on timescales much shorter
than those typically seen in current pulsar-timing litera-
ture, as significant measurement of the relativstic effect
largely depends sufficiently dense coverage of the orbit.
5.3. Plasma propagation effects
Pulsars are sensitive probes of the Interstellar Medium
(ISM) and its structural variations across many lines of
sight. By processing and recording data at low radio
frequencies, the CHIME/Pulsar backend is producing a
rich and growing data set for autonomously monitoring
frequency-dependent features in pulsar data. Examples
of such effects include temporal variation of DM (e.g.
Lam et al. 2016; Lentati et al. 2017; Lam et al. 2018),
frequency-dependent DM (Cordes et al. 2016; Donner
et al. 2019), “echoes” in pulsar spectra (e.g. Graham
Smith et al. 2011; Michilli et al. 2018; Driessen et al.
2019; Bansal et al. 2020), and phenomena, such as scin-
tillation (e.g. Bhat et al. 1999b,a,c; Wang et al. 2005,
2008) or multi-path scattering/pulse broadening (e.g.
Bhat et al. 2004; McKee et al. 2018), caused by small-
scale plasma structures. Understanding these effects is
critical in achieving a GW background detection us-
ing PTAs (e.g. Cordes & Shannon 2010; Levin et al.
2016), but are also informative when considering pulsar
astrometry and system dynamics (e.g. Lyne 1984; Pen
et al. 2014; Reardon et al. 2019).
As a demonstration of the suitability of
CHIME/Pulsar for studying small-scale dispersive
variations, we measured the DM time series for
PSR B1937+21, one of the fastest-known MSPs, and
one that is known to exhibit large and rapid variations
in DM (e.g Jones et al. 2017), following the process
detailed in Donner et al. (2019). The 10 highest-S/N
observations were selected, which were phase-aligned
and summed to create a high-S/N frequency-resolved
reference profile, with very little correlated noise. The
original 1024 frequency channels were integrated to 16
channels, and a wavelet smoothing algorithm was ap-
plied, resulting in a noise-free standard template. The
remaining observations in our data set were also inte-
grated to 16 frequency channels, and TOAs were mea-
sured for each via cross-correlation with the template.
The TOAs were analysed using TEMPO214 (Hobbs
et al. 2006), with a timing model based on the one
presented in Perera et al. (2019), with the time-varying
DM and noise models removed. We fit for DM on each
14 https://bitbucket.org/psrsoft/tempo2/src/master
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Figure 9. DM time series measured from CHIME obser-
vations of PSR B1937+21, relative to the initial value of
71.01572 pc cm−3. Each observation was integrated in fre-
quency to 16 channels, with a TOA measured per chan-
nel. The DM was determined by fitting for the frequency-
dependent dispersive delay between in-band TOAs for each
day. The median DM uncertainty is 2.9×10−5 pc cm−3. The
mean cadence following MJD 58742 is 1.2 days.
day that we had observations (while keeping the other
model parameters fixed) to obtain a time series with a
mean cadence of 1.2 days and a median DM precision
of 2.9 × 10−5 pc cm−3, which we present in Figure 9.
The measured DM time series displays an overall linear
trend, with additional short-duration excesses lasting a
few tens of days, which would not be easily-resolved in
low-cadence data sets (such as those normally employed
by PTA experiments).
Another important PTA science consideration that
will benefit from the CHIME/Pulsar observing cam-
paign is the study of the Solar wind, which contributes
an annual variation in DM to pulsar timing data. This
effect varies in time, throughout the course of the 11-
yr Solar cycle, and it has been proposed (e.g. Madison
et al. 2019, Tiburzi et al. 2019) that long-term, high-
cadence radio monitoring of pulsars close to the ecliptic
plane will provide valuable information about this phe-
nomenon. Recent work has shown that in high-cadence
data sets with high DM precision, typical simple So-
lar wind models do not adequately-describe the excess
dispersive delay (Tiburzi et al. 2019), and that its ro-
bust mitigation will become increasingly important in
searches for low-frequency gravitational waves as pulsar
timing array sensitivity continues to improve (Madison
et al. 2019).
5.4. Polarization
Polarization properties of radio pulsars have pro-
vided a wealth of information about their emission
mechanism and geometry, and about the magnetised
Galactic medium (e.g. Lorimer & Kramer 2004). The
CHIME/Pulsar backend records and stores full Stokes
information, allowing polarization studies to be per-
formed for all detected sources. However, polarization
calibration, necessary for many pulsar studies, is diffi-
cult to obtain for a transit telescope such as CHIME,
where the interplay between the two orthogonal sets
of feeds changes during the observation and is strongly
frequency dependent. Obtaining a beam model of the
telescope accurate enough to recover the intrinsic po-
larization of the signal is a work in progress involving
measurements from various CHIME backends, including
CHIME/Pulsar. Nevertheless, even before being able to
calibrate the instrument, some interesting properties of
polarized sources can be measured, and in particular the
effect of Faraday rotation. CHIME/Pulsar, operating at
low frequencies and with a large fractional bandwidth,
is able to provide very precise measurements of rotation
measure (RM).
The capability of CHIME/Pulsar to measure precise
RM values has already been demonstrated in a recent
work by Ng et al. (2020a), where we present RM values
for 80 pulsars, 55 of which are measured for the first
time. We plan to measure the RM of most detectable
northern pulsars, many of which either do not have a re-
ported RM value, or the catalogued value was measured
decades ago. By virtue of observing a large fraction
of northern pulsars regularly, CHIME/Pulsar will also
significantly contribute to efforts to map the Galactic
magnetic field, complementing similar ongoing studies
at low frequencies (e.g. Lenc et al. 2018; Sobey et al.
2019). In addition, frequent observations present an
exciting opportunity to investigate temporal RM vari-
ations of every observed source. Measuring simultane-
ous DM variations, as described in §5.3, will enable the
measurement of Galactic magnetic field gradient.
5.5. Glitch monitoring
Approximately 200 pulsars to date15 have been ob-
served to exhibit “glitches,” where their rotation pe-
riod abruptly changes and can remain altered for sev-
eral weeks or months subsequently (e.g. Radhakrish-
nan & Manchester 1969; Weltevrede et al. 2011; Mc-
Kee et al. 2016; Lower et al. 2020). Studying glitches
and their aftermath provides insight into the interior
structure of neutron stars and the nuclear equation of
state (e.g. Haskell & Melatos 2015; Haskell & Sedrakian
15 See http://www.jb.man.ac.uk/pulsar/glitches/gTable.html and
http://www.atnf.csiro.au/research/pulsar/psrcat/glitchTbl.
html for a list of glitches and their corresponding publications.
14 CHIME/Pulsar Collaboration et al.
2018). The modular design the CHIME/Pulsar backend
lends itself to immediate, offline analysis of timing vari-
ations consistent with pulsar glitches from many differ-
ent sources, and potentially enables near-realtime alert-
ing of such events to the transient-astronomical com-
munity. Such analyses are especially interesting in the
era of LIGO/VIRGO detection of GWs, where correla-
tions of glitch and GW transient events are expected to
yield multi-messenger constraints on the interior struc-
ture of neutron stars. Furthermore, the uniform observ-
ing cadence increases chances of detecting a glitch as it
occurs, which provides information about the pulsar ro-
tation immediately before and after the glitch (e.g. Ash-
ton et al. 2019), and how the pulsar magnetosphere and
emission mechanism react to the abrupt change (Pal-
freyman et al. 2018).
5.6. Monitoring for emission variability in pulsating
sources
Daily observations, flexible recording configurations,
and a wide observing band are ideal for long-term mon-
itoring of the emission from objects such as repeating
FRBs (e.g. Spitler et al. 2016; CHIME/FRB Collab-
oration et al. 2019a,b; Fonseca et al. 2020), RRATs
(McLaughlin et al. 2006), intermittent (Kramer et al.
2006), nulling (Backer 1970a), and mode-changing pul-
sars (Backer 1970b; Lyne 1971; Naidu et al. 2017). This
will allow us to probe any short and long-term varia-
tion in the rotational properties of the sources and their
potential link with the variability in emission properties
(e.g. Lyne et al. 2010; Perera et al. 2016; Stairs et al.
2019; Naidu et al. 2018).
The high-cadence observations also allow us to search
for previously unknown emission variability in known
pulsars. As a testament to this, Ng et al. (2020b) iden-
tified new nulling and mode changing pulsars from the
commissioning data set (July 2018 to March 2019).
5.7. Searching for pulsars, RRATs, pulses from
repeating FRBs and transient astronomical events
The filterbank mode of CHIME/Pulsar backend en-
ables blind searches for pulsars and RRATs, as well
as targeted searches of bursts from repeating FRB
sources discovered by the CHIME/FRB backend. The
CHIME/Pulsar observations are more sensitive com-
pared to CHIME/FRB as the data are coherently
dedispersed to the DM of the sources, allowing de-
tection of faint pulses that will otherwise be missed
by CHIME/FRB. Moreover, the tracking beams gen-
erated for CHIME/Pulsar remain centered on the po-
sitions of repeating FRBs during their transit at the
CHIME site, allowing for robust detection of the intrin-
sic dynamic spectrum. With its filterbank time reso-
lution of 327.658µs, the CHIME/Pulsar backend will
be most effective in finding slowly rotating pulsars and
radio-transient sources, especially when using modern
“fast folding algorithms” optimized for long-periodicity
searches (e.g. Parent et al. 2018).
CHIME/FRB has also detected a large number of
unknown single pulses of Galactic origin. Follow-
up tracking observations have been conducted using
CHIME/Pulsar on these sources in order to look for
periodicity akin to pulsars and RRATs. The new can-
didates detected by the CHIME/FRB system and con-
firmed by CHIME/Pulsar are subsequently monitored
for long-term timing16. New Galactic discoveries from
the use of both CHIME/FRB and CHIME/Pulsar data
will be reported elsewhere (Good et al., in prep.).
While individual observations of a source with
CHIME/Pulsar are limited by the primary beam size
of CHIME which restricts transit time, the capability to
perform multiple simultaneous observations means that
we can afford to repeatedly observe a number of sources
daily to stack and search the data for pulsations. This
will allow for the potential detection of faint sources by
leveraging long integration times. Such strategy has
been employed before in targeted searches of globular
clusters (e.g. Cadelano et al. 2018).
CHIME/Pulsar is also able to rapidly follow up on
any transient astronomical events that might emit radio
pulses. The regular schedule can be overwritten quickly
to point a pulsar beam towards the source of interest
during the forthcoming transit. We expect to apply
the capability to follow up on events such as magne-
tars undergoing X-ray outburst (e.g. Camilo et al. 2006;
Rea et al. 2013; Esposito et al. 2020), gravitational wave
events (Abbott et al. 2016, 2017) and new transitional
MSPs (Archibald et al. 2009).
As with fold-mode observations, filterbank scans of
known or candidate sources are assigned priorities and
included in the automatic scheduling of acquisition with
CHIME/Pulsar. However, it is possible to instead pro-
gram CHIME/Pulsar to operate as a dedicated blind-
search machine. In this case, the FX correlator and
CHIME/Pulsar backend can beamform and process, re-
spectively, up to ∼3,000 distinct lines of sight per day
for 5-minute acquisition times.
6. CONCLUSIONS & FUTURE DIRECTIONS
In this work, we reported on a backend built for
the CHIME telescope to enable radio pulsar observa-
16 See https://www.chime-frb.ca/galactic
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tions in different modes of acquisition. We described
the hardware setup of the CHIME/Pulsar backend and
provided details on the software/networking modules
that were developed to interact with the CHIME FX-
correlator for generating 10 synthesized tracking beams
based on autonomous source selection and scheduling.
The CHIME/Pulsar backend operates in tandem with
the cosmology and FRB experiments, and is capable
of regularly recording data in both “fold” and filter-
bank modes of pulsar observations. The CHIME/Pulsar
backend is poised to make a wide variety of important
science contributions ranging from detailed studies of
known sources and discoveries of new ones, to investiga-
tions of the ISM, both on its own and in collaboration
with other instruments.
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