This paper presents a new precise Hsu's method for investigating the stability regions of the periodic motions of an undamped two-degrees-of-freedom system with cubic nonlinearity. Firstly, the incremental harmonic balance (IHB) method is used to obtain the solution of nonlinear vibration differential equations. Hsu's method is then adopted for computing the transition matrix at the end of one period, and the precise time integration algorithm is adjusted to improve the computational precision. The stability regions of the system obtained from the precise Hsu's, Hsu's and improved numerical integration methods are compared and discussed.
Introduction
Many practical non-linear systems, such as rotorcraft and stability of a clamped-hinged beam, can be modeled by ordinary differential equations with periodic coefficients ( )
d dt x x = & where x is an n-dimensional vector, A is an n×n periodic matrix with period T, and .
Based on the Floquet-Liapunov theorem, the stability criteria of the system are related to the eigenvalues of the transition matrix. Two types of efficient numerical methods were developed for evaluating the transition matrix at the end of a periodic system. In the first type, Hsu [1] [2] [3] developed an efficient method for approximating the transition matrix during one period. To evaluate the transition matrix, this method divides the time interval of a period into a number of equal parts and considers the equations over each interval to be a set of equations with constant coefficients. Friedmann et al. [4] summarized this method and provided a clear and concise formulation. Cheung et al. [5] applied Hsu's method to treat the nonlinear vibration of strongly nonlinear multiple-degreesof-freedom systems with cubic nonlinearity based on the IHB method steady-state solutions. In the
Incremental Harmonic Balance Method
Consider a nonlinear system in the general form given by the equation:
( ) , , , , ,
[ ] Among the solution methods of ordinary differential equations, the IHB method is relatively efficient and reliable for treating the vibrations of strongly nonlinear systems to any desired accuracy. The method has been developed and successfully applied to analyze periodic and almost periodic nonlinear structural vibrations and their related problems [5, 15, 16, 17, 18, 19] . 
Substituting Equation (3) into Equation (2) and using a Taylor expansion, and neglecting small terms of the higher order terms in ,
Δq ω Δ and ΔF , one obtains the linearized incremental equation in matrix form:
where
is a residual/corrective vector that goes to zero when the numerical solution is exact. In this sense, the residual term can be used to control the accuracy in the computation.
The second step of the IHB method is the Galerkin procedure (i.e., the harmonics balance procedure), we assume a steady-state solution of an N-dimensional nonlinear system and its increment expanded in a finite Fourier series as follow:
( )
where , 
, , , , , , ,
Hence, the vectors of unknown and their increments can be expressed by the Fourier coefficients vector and its increment as follows:
, (8) where ,.
Substituting Equations (7) and (8) into Equation (4) and using the Galerkin procedure in order to harmonics balance yields
ω Δ ΔA ΔF One can easily obtain a set of linear equations in terms of , and as follow:
It is worth mentioning that in Equation (10) 
Equation (13) 
Equation (13) can be rewritten in the state variable form as:
with a period , each element of Q is also a periodic function with the same period T . For Equation (15) , there exists a fundamental set of solutions
. This fundamental set can be expressed in a matrix called a fundamental matrix solution: 
Y satisfies the matrix equation
is the periodic matrix, and is a fundamental matrix solution, so it can be expressed by
where is a non-singular constant matrix called the transition matrix. P
Hsu's method
The Floquet theory states that the stability criteria for the system are related to the eigenvalues of the matrix P or the real of part of the characteristic exponents. The solution of Equation (15) approaches zero as τ → ∞ if all of the moduli of the eigenvalues i λ of P are less than 1, and otherwise the motion is unbounded and the solution is unstable. If i λ = 1, is periodic with period , while if
is periodic with period 2 .
i λ X T T Among the various methods for approximating the transition matrix P , Friedmann et al. [4] reported that the most efficient procedure was that developed by Hsu [1] [2] [3] . The method consists of evaluating the transition matrix, by dividing a period into a number of equal parts and considering the equations over each interval to be a set of equations with constant coefficients. Suppose each period
< < < < = and the size of the kth interval is denoted by:
( ) τ Q In the kth interval, the periodic coefficient matrix is replaced by its average value, i.e. by a constant matrix defined by:
For the ith interval, the approximate transition matrix can be expressed as ( )
Finally, the transition matrix is given in the form P ( )
The multiplication ordering sequence is such that the kth factor must be placed in front of the (k-1)th factor in the Equation (23) product sign. In Reference [4] , the matrix exponential is evaluated by an N th order truncated Taylor series
and the transition matrix can be rewritten as P ( ) ( )
where I is a unit matrix. The above representations for the matrix exponential and the matrix multiplication are conceptually simple and basis for an algorithm. As shown by Moler and Van Loan [20] , the method employing the Taylor series expansion may be unsatisfactory due to round-off error difficulties. How to improve the accuracy in evaluating the periodic fundamental matrix ( )
plays an important role in stability analysis.
The precise Hsu's method
To improve Hsu's method, two procedure steps which differ from the original method are included. The first one is to compute the matrix exponential ( )
by the precise time integration algorithm given in References [7, 8] , instead of directly evaluated by the Taylor series expansion, such that the matrix exponential ( )
of Equation (22) can be rewritten as: elements, the method based on eigenvalue decompositions of the matrix may be adversely affected by round-off error, therefore, the traditional technique will fail in solution stability analysis.
, and then using the Taylor series expansion, we obtain:
For very small time intervals, , the series in Equation 0 t Δ → (27) converges rapidly. Hence for the interval, the value of the matrix exponential can be approximated with high precision by a finite number of terms, as follow: 
This is also known as the scaling and squaring technique.
In the computation, we only stored the matrix in the memory as an incremental part rather than the matrix . Because matrix is very small, if it is added to the unit matrix , will become an appended part and its precision will be seriously dropped in round-off operations in computer arithmetic [21] . Therefore, Equation 
Equations (28), (31) and (32) can be used to avoid the loss of significant digits in the matrix in the ith interval. It is noted that the accuracy of the matrix depends on the size of time [21] suggested the computer double precision, which has 16 decimal digits today, could be fully exploited as the number of the Taylor expansion terms n=4 in Equation (28) In the computation, we also stored into as an incremental part and the following instruction can be executed
where the symbol i represents the decrement value operator by one the value of i . − − Finally, the transition matrix can be obtained from: P (30) and (33) to minimize the round-off error. Therefore, the precise Hsu's method is more accurate than the other two methods in stability analysis of periodic systems.
Numerical examples
To examine the accuracy of the precise Hsu's method, we calculated a numerical example that involves forced vibrations of an undamped clamped-hinged beam. Using a two-mode shape approximation under a harmonic excitation, the governing dynamic equations of the problem can be expressed as follows: As Equations (36) and (37) should not contain quadratic nonlinear and damping terms, the solutions and can be expressed as follow: a . Some of those solutions in difference phase, representing the "in-phase" and "out-of-phase" responses. The internal resonances, which provide the mechanism for transferring energy between the two modes, exist in both "in-phase" and "out-of-phase" planes. However, many portions of these curves correspond to unstable solutions, and hence cannot be realized in practice.
In this section, we use the precise Hsu's method to analyze the stability of the steady-state solution, compared with the improved numerical integration method based on the fourth order Runge-Kutta scheme with Gill coefficients and Hsu's method [4] . The stability of the steady-state solution is also shown in Figure 1 , where the dashed and solid lines represent the unstable and stable solutions, respectively, determined by all three methods, and the thick lines represent the stability-disputed solutions regions (the three frequency ranges are 1.121 1.241 < Ω < , 1.156 1.209 < Ω < and in periodic solutions
1.123 < Ω < , and ,respectively) which are stable determined by the precise Hsu's method, while are unstable determined by Hsu's method and improved numerical integration method up to Floquet theory with each period T divided into the same K intervals from 400 to 2000. We should mention, for the interval K < 400 , that the convergence of the transition matrix P is not good for this particular problem using the three methods. Now the problem is to check the stability (stable or unstable) in the stability-disputed regions. To analyze the stability in these regions, we choose three points of which the corresponding frequencies are , , and in periodic solutions
, and . The character of the waveforms of the clamped-hinged beam is illustrated in Figure 2 , where the solid line represents the response of mode and the dashed line represents the response of mode . It is clear from the waveforms of and in Figure 2 that the solutions of the three points are stable. Figure   2 are periodic motions, with the periods T and
, and hence all four moduli of the eigenvalues of Equation (19) , which are induced by Equations (36) and (37), should be 1.2070
The moduli of the eigenvalues of the three points ( , , and in periodic solutions
, and , respectively) by the three methods are presented in the last three columns of Table I . It can be seen that the discrepancies of the results between the improved numerical integration and Hsu's method are quite small. The values of 1, 2 λ are greater than 1.0, and the values of 3, 4 λ are less than 1.0 with K from 400 to 800, so the solutions of the three points are unstable by using the two methods. In reality, the solutions are stable at the three points with 1.0 ( 1, 2, 3, 4) Figure 2 , which demonstrates that stability analyzed by the two latter methods is incorrect, but that the precise Hsu's method gives fairly good results.
We show in Table I , the values of i λ of the improved numerical integration and Hsu's method tend to be accurate for increasing K . However, for large values of K , such as at in Table I , computational error appeared to be due to the very small value of the interval used in the denominator of Equation
. Hence, stability assessment for nonlinear vibration solutions would be wrong. This occurs not only in the improved numerical integration and Hsu's method, but also in the precise Hsu's method. We note that it is important to select the appropriate number of integral intervals
is a small value, the periodic coefficient matrix in Equation (21) K K becomes too large to conduct stability analyses. However, if K is very large, computational error appears. In this example and the follow sections, the reasonable region of is found to be from 400 to 2000. (36) and (37). This response is similar to the ordinary forced vibration in a single-degree-of-freedom Duffing system. In Figure 3 , we note that stability analyzed in this response curve by the precise Hsu's method is similar to the other two methods. At the stable points of the response curve, the moduli of the eigenvalues are Figure 4 . Note that the stabilities of many portions of these curves, determined by the three stability methods, are consistent besides the two stability-disputed regions, which are stable solutions using the precise Hsu's method, while unstable using the other two methods with the same integral intervals In order to determine the real stability of the stability-disputed regions, we choose point and point from the two regions, respectively. Figure 5 shows that the waveforms and of the clamped-hinged beam oscillations are periodic motions at the two points, with periods and
It is clear from the waveforms and at the two points that the solutions of the stability-disputed regions are indeed stable. Therefore, the results reveal that the precise Hsu's method can correctly determine the stability of the periodic solutions of the subhamonic resonance. 
Conclusions
The precise Hsu's method presented in this paper is an efficient method to determine the stability of the periodic solutions in which the matrix exponentials can be evaluated by the precise time integration algorithm. The advantage of this procedure is that it can minimize the round-off error for computing the transition matrix.
The considered numerical examples show that most of the periodic solution regions determined by the precise Hsu's method are in agreement with those determined by Hsu's method and the improved numerical integration scheme. However, the precise Hsu's method can correctly determine the stability of the critical stability-disputed regions so that it is superior to the other two approaches which give a wrong stability state in those regions. 
