The aim of this paper is to accelerate development and investigation of the delay systems. The computational time for investigation of particular design of delay system may take from several minutes up to several days. To achieve the required constructional parameters of the system, the iterative calculations usually should be repeated many times. In this paper, an artificial neural network is proposed to be used as the universal approximator for solving mathematical problems of delay system investigation instead of usual analytical and numerical techniques. The application of a multi-layer perceptron is proposed for approximation of solution space with discrete estimates, which were initially received by application of numerical techniques. Different structures of the multi-layer perceptron were tested for approximation. The difference between delay systems synthesis, which was estimated using numerical techniques and trained multi-layer perceptron did not exceed 5% for any of the six design parameter values. The execution time for estimating single delay system was reduced from 240 s to 20 ms. Such fast estimation of design parameters enables performing delay system analysis and design in real time, preserving time for structure visualization in 3D or virtual reality environment.
Introduction
At present, the meander delay systems (MDSs) are widely used in electronic devices and equipment for signal synchronization [1, 2] and filtering [3] . Moreover, meander delay systems are frequently applied as specific meander structures for small-sized antennas [4, 5] , resonators [6] , and other devices [7] .
The methods used for analysis of MDSs can be conditionally united in two groups: analytical [8] and numerical [9] . Analytical methods require the compilation of complicated mathematical models. Meanwhile, the numerical methods are used in commercial software packages. For example, an improved u-shaped microstrip meander-line slow wave structure for high efficiency Gband travelling wave tubes was designed using CST Microwave Studio , which is based on the method of finite differences in time domain [10] . Ultra-wide stopband in a compact low pass filter using stepped impedance resonators is designed using Sonnet , which is based on the method of moments [11] . However, the duration of calculations can reach dozens of hours even if modern workstations are used [12] . In this way, the entire design cycle of the delay system could be even longer, as in this first stage of investigation it is necessary to find the optimal design parameters of the MDS through multiple repetitions. Long computation time then becomes a problem. In addition, another problem can arise when * corresponding author; e-mail: darius.plonis@vgtu.lt the dispersion equation, which in general binds design parameters of the MDS and frequency of analysis, has either no solutions, or several solutions requiring selection of the correct one by using iterative calculations.
Artificial neural networks can be used as the universal approximators [13] for solving various mathematical problems as numerical analysis tool. For example, a modified shaped patch antenna is analyzed using a feed forward back propagation artificial neural network [14] . Power amplifiers were analyzed using a combination of several neural networks [15] , each network was used for prediction of certain parameter of an amplifier. Radial basis function network was used for modelling an RF MEMS phase shifter [16] . A multi-layer perceptron (MLP) network was used to optimize parameters of a microstrip patch antenna [17] . Artificial neural networks are also widely used in filter design [18] . It is also possible to use artificial neural networks in different signal processing tasks: investigation of electron optical parameters [19] , analysis of radial dependence of the localized magnetic field [20] , classification of electron gun operation modes [21] . Artificial neural networks can be also used in combination with other techniques. For example, the inversion of remote sensing data is made using multiple ratios of spectral radiation intensities and artificial neural networks [22] . As one of the main advantages, some researchers [23] suggest abandoning iterative numerical calculations altogether if a correctly trained neural network is available.
In this paper, we propose an algorithm to allow transition from the usual iterative numerical calculations to a solution based on neural networks in the field of investi-gation of MDSs. Neural networks should allow avoiding problems that arise by using the usual methods.
The application of the MLP gives a possibility for researchers to view in real time the structure and the dimensions of the designed delay system (DS) as well as link the input parameters of the MLP (characteristic impedance Z 0 , relative permittivity ε r of the dielectric substrate, and delay time t d ) to the design parameters of the delay system. In addition, sufficiently fast estimation of the design parameters for the DS enables performing a real-time 3D visualization of the design, suitable for viewing on modern devices, such as virtual reality (VR) headsets.
Materials and method
The delay system model was used in the investigation. The general model of this system is shown in Fig. 1 , and its detailed description can be found in [24] . It was shown in [25, 26] that duration of calculations during analysis of the MDSs increases considerably when it is necessary to solve complex dispersion equation. Number of dispersion equations depends on the model of the meander system. This number increases when the meander structure becomes more complex with more internal and external dielectric layers. In this particular example, we have the matrix which consists of ten rows and ten columns. The dispersion equation of the DS always should be a square matrix. The size of the square matrix can vary m × n, where m is equal to n (m is the number of elements in the row of the matrix, n is the number of elements in the column of the matrix). The size of the square matrix (dispersion equation or determinant) depends on the task and on the difficulty of the delay system. Fig. 1 . The general model of the meander delay system: (a) the top view of meander delay system, and (b) cross-section of the system, where 1 is the dielectric substrate, 2 is the meander shape conductor, 3 is the grounded external shield, h is the thickness of dielectric substrate, W is the width of the meander conductor, W ** is the microstrip connecting adjacent meander stripes, 2A is the length of the conductor, S is the gap between neighbour conductors.
However, the time needed to solve the dispersion equations and to analyse the results may be greatly reduced by using MLP network.
The general algorithm of migration from numerical methods to MLP-based solution and synthesis of delay systems is presented below (Fig. 2) . All the procedure can be divided into four stages: collection of delay system samples (1-4 blocks); training of the MLP (5-6); verification of the trained network (7) (8) ; prediction of the DSs design parameters using the trained and verified MLP.
Samples of the DS were collected using traditional iterative numerical synthesis methods in the first stage of the algorithm. At this stage the structure of the DS was selected (1st step). The design parameters (h, W , W * * , S, 2A, n) were estimated for the known structure of the DS (2nd step). Here h denotes the thickness of dielectric substrate and upper dielectric, W is the width of the meander conductor, 2A is the length of the conductor, S is the gap between neighbour conductors, n is the number of strips in the meander.
Electrical parameters (characteristic impedance Z 0 , and the delay time t d ) were calculated according to the given design parameters (3rd step). Results were saved to the separated groups for network training and verification (4th step). At the 5th step of the algorithm the structure and initial parameters MLP were set. Selected MLP network was trained using training samples of DS (6th step). Verification procedure was performed using the verification data samples of the DS (7th step). The condition was checked whether the verification has succeeded (8th step). It was necessary to jump to the 2nd or 5th step (to collect some more data for training or to repeat the training procedure of MLP network), if condition was not satisfied. It is time to use the MLP network for the prediction of design parameters of DS if the condition was satisfied. The prediction of design parameters of DS is called the synthesis of DS.
The structure of MLP network was selected depending on the training data samples of the delay system (5th step of the algorithm). The investigated MLP network had three inputs and six outputs with a single hidden layer. In order to receive optimal approximation results, the structure of the MLP can be adapted by changing the number of neurons in the hidden layer (Fig. 3) . During the experimental investigation of the MDS, the size of the hidden layer consists of eight neurons. The activation function of neuron in the hidden layer was sigmoidal. As it is seen in Fig. 3 , the type of activation function is presented above each layer of the MLP. A linear activation function was used in the output layer. Therefore, the outputs of MLP were estimated as the weighted sum of hidden layer outputs (Fig. 3) .
Together with the desired delay time t d , two additional parameters were used as MLP inputs: the characteristic impedance Z 0 and the relative permittivity ε r . The desired design parameters of the DS were expected as the outputs of the network. 15 meander delay systems samples were collected for the training dataset (see Table I ). Every sample consisted of 3×1 size input and 6×1 size target vectors. The overall size of the training dataset was 15×9. The overall size of validation dataset was 4×9. MLP training was repeated with every sample vector not less than ten times. Best matching results comparing with results, obtained using numerical methods, were selected for further processing. A computer experiment performed on the created algorithm (Fig. 2) showed that the proposed algorithm allows quick prediction of design parameters of the delay system with acceptable deviation of the parameter values.
The prediction of design parameters of delay system can be performed, when the vector of delay time t To increase the number of examples for training process of MLP, a radial basis function network (RBF) was used for interpolation of the training values. RBF was used to interpolate values of delay time t d and characteristic impedance Z 0 . The training process of RBF networks was explained in a previous work by the authors [27] . The training process of multi-layer perceptron network was performed, when initial boundaries of the vector of delay time 
Results and discussion
In order to compare the prediction results with those of the iterative methods, we have applied the proposed algorithm to the models of the delay system investigated previously by using iterative methods of the commercial software tools. The prediction results were also compared with the results of experimental measurement investigation.
Results of prediction of delay systems
The results obtained using traditional iterative calculations will be compared with the experimental measurement results and with those predicted by the MLP network. Prediction of design parameters of delay system is conducted in four different cases: Results of prediction of design parameters of delay system are presented in Fig. 4 . The following can be deduced on the basis of the obtained results. The highest difference between the calculated and predicted S and 2A design parameters were received for the high values of t d . The difference of calculated and predicted gap between neighbour conductors S was 5%. However, the difference between calculated and predicted width W was 1.3% for high value of delay time and 3.2% for low value of delay time t d . It shows an inverse relation between W and S design parameters in delay system. The influence of this difference to the performance of the delay system is small. However, calculations were performed 12,000 times faster.
Calculations using numerical methods and predictions using neural networks of parameters of the DSs were performed on a regular desktop computer with the following parameters: Intel Core™i5-2410M CPU @ 2.30 GHz processor; 4 GB of RAM; NVIDIA GeForce GT 520M 1 GB RAM video card.
The calculation time was equal to 240 s using iterative numerical methods. The prediction time was no longer than 0.02 s using multi-layer perceptron networks. It is 12,000 times faster compared to those obtained using iterative numerical methods. Training of the multi-layer perceptron network took no longer than 3 s. Taking into account that for the selected range of input parameters, training of the MLP should be performed once, the delay system design using design parameters prediction can be performed in real time.
Results of experimental investigation
The setup of experimental investigation of the delay system (Fig. 5) consisted of control computer, sampling oscilloscope, test pulse oscillator, and delay system under test. Measurements were performed with a sampling oscilloscope PicoScope 9300, it was managed by control computer and the experimental investigation results were visualized using the control computer, too.
The real structure of meander delay system (Fig. 6 ) was manufactured according to the prediction results of design parameters of delay system using multi-layer perceptron network. The meander delay system was predicted when delay time t d = 20.80 ns, and the characteristic impedance Z 0 = 50 Ω, and the relative permittivity ε r of dielectric substrate is 7. The results of measurement of the delay time are presented in Fig. 7 . It can be seen that the measured delay time is t d = 20.875 ns and the characteristic impedance Z 0 was not measured. Also it is seen that the signal in the output of delay system is distorted. It can be explained by the fact that the signal in the output reflects from the mismatched end of the meander delay system (Fig. 6) .
If we do not take into account the reflections of signal in the output of delay system and the measurement of 
Conclusions
The multi-layer perceptron network can be used for prediction of design parameters of delay systems. MLP network enables considerably a decrease of the time of synthesis of delay systems to the duration acceptable for real-time simulations. At the same time, MLP network allows solution of some specific problems arising from the usage of traditional iterative numerical calculations methods.
The proposed synthesis algorithm supports a faster prediction of design parameters of the delay systems by a factor of 12,000 times. The average difference of the predicted and the numerical methods results were not worse than 3.5% (this maximum difference was received for the gap between neighbour meander conductors). The minimum average difference of the predicted and the numerical methods results were 0%, this difference was received for the number of strips in the meander -n. It can be explained by the fact that the number of strips in the meander delay system should have to be rounded to the nearest whole number e.g. n = 204.107 will be n = 204.
The difference between the calculated and predicted results varied because of selected learning data sets and the structure of the MLP network. In order to increase the accuracy of prediction it is necessary to select the proper step between data in the learning data sets and also the marginal values of the training data.
The synthesized meander delay system was manufactured and experimentally verified. The average difference of the predicted results, compared to the initial results, obtained using numerical methods, was not more than 5%.
