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The design of traditional tube and wing aircraft relies heavily on tools based on linear
physics and empirical models. However, as engineers are pursuing aggressive performance
goals and exploring nontraditional aircraft configurations, the applicability of traditional
design tools is diminishing. These new design problems involve nonlinear physics related
to aeroelasticity. As algorithms and computer hardware advance, the use of high-fidelity
tools, which employ computational fluid dynamics and finite element modeling, is becom-
ing a more realistic possibility for aircraft design. The incorporation of high-fidelity design
tools earlier in the design process will allow the nonlinear physics to be more accurately
modeled. More accurate analysis in the design process will lead to more confidence in
designs and fewer costly late design cycle modifications.
One approach to introduce high-fidelity optimization tools in a computationally effi-
cient manner is the adjoint method. The adjoint method has been applied to high-fidelity
aeroelastic design problems, but the current literature typically focuses on certain aspects
of the design problem while making simplifying assumptions or ignoring other aspects of
the aeroelastic problem. For example, some state-of-the-art design efforts ignore unsteady
aeroelastic effects, assume small deflections, or do not consider structural design aspects of
the problem. This dissertation presents a more general aeroelastic formulation that allows
the implementation of aerodynamic, structural, and aeroelastic design constraints. The
aeroelastic coupling includes steady and time-accurate analysis with corresponding adjoint
formulations. The aerodynamic mesh movement in the formulation can decompose the
motion into rigid and deformation components which can capture large motion.
In addition to the coupling formulation, some unsteady aeroelastic constraint formula-
tions are presented. Flutter constraints based on the matrix pencil method are demonstrated
for the identification of flutter conditions. Aggregated stress constraints for gust responses





Aeroelasticity plays an important role in aerospace design. Certification of fixed wing air-
craft requires sufficient gust and flutter margins throughout the flight envelope. Likewise,
turbomachinery, rotorcraft, wind turbines, and launch vehicles are all susceptible to a range
of aeroelastic problems including divergence, flutter, limit cycle oscillations, control rever-
sal, and buffet. These problems can involve nonlinear physics due to structural stiffness or
damping nonlinearity, geometric nonlinearity, or aerodynamic nonlinearity such as shock
movement or flow separation [1]. The complexity of these problems is increasing as ad-
vanced materials permit engineers to improve performance with thinner and more flexible
designs where nonlinearities can exist simultaneously in the structures and aerodynamics.
Aeroelastic fixed wing aircraft design is predominately conducted with linear aerodynamic
tools followed by wind tunnel and flight tests [2]. However, lower-order and linear tools
are insufficient to predict complicated aeroelastic behaviors such as the transonic flutter dip.
This leads to heavy, overly conservative structural design or the need to modify configura-
tions when problems arise late in the design process. Advancements in solution algorithms
and more powerful computers permit high fidelity multidisciplinary modeling based on fi-
nite element analysis and computational fluid dynamics (CFD) to be more tractable and will
push these tools to be accessible earlier in the design cycle. If more accurate models for
the complex aeroelastic phenomena can be included earlier in the design process, aircraft
designers will have more confidence in their designs before flight tests, and the need for
overly conservative designs or costly late-stage modifications can be reduced. In addition
to avoidance of aeroelastic problems, including aeroelasticity in the optimization process
1
can lead to designs to utilize aeroelasticity in a beneficial way. For example, aeroelastic
washout during maneuvers can relieve stress at the wing root by shifting the lift distribu-
tion inboard.
This need for high-fidelity multidisciplinary analysis and optimization (MDAO) is em-
phasized in the CFD Vision 2030 study [3]. The CFD 2030 study is a forecast and rec-
ommended strategy for National Aeronautics and Space Administration (NASA) for what
CFD capability the organization should have by the year 2030. In the report the authors
provide four grand challenge problems. One of the challenges is multidisciplinary analy-
sis and optimization of a highly flexible advanced aircraft configuration including “explicit
aeroelastic constraints that may require a time-accurate CFD approach.” The report states
that by 2030, “multidisciplinary simulations will become the norm rather than the excep-
tion” and “CFD will have to interface seamlessly with other high-fidelity analyses includ-
ing acoustics, structures, heat transfer, reacting flows, radiation, dynamics and controls, ...”
The report notes that one of the impediments to enabling multidisciplinary analysis and
optimization by 2030 is lack of sensitivity information for optimization and uncertainty
quantification. This dissertation represents a step towards the 2030 goals by developing
the capability to calculate sensitivities efficiently for time-accurate high-fidelity analysis of
aeroelastic systems with a modular, extensible, and efficient computational framework.
1.2 Optimization Algorithms
Optimization algorithms are usually classified as either gradient-free or gradient-based
methods [4]. Gradient-based methods utilize the sensitivities of the objectives and con-
straints to design variables to determine where to move in the design space to minimize the
objective while satisfying the constraints. Gradient-based optimization methods find a lo-
cal optimum, but compared to gradient-free methods, they can scale much move favorably
with respect to the size of the design problem.
As the name suggests, gradient-free methods do not require sensitivity information to
2
find the optimum solution. Some of these methods such as genetic algorithms [5–7], parti-
cle swarm optimization [8], or simulated annealing [9, 10] are inspired by natural processes.
Others such as Bayesian optimization [11] or random search methods [12, 13] have more
mathematical or statistical roots. Gradient-free methods have advantages as they search for
global optimums, and they can handle discrete design variables and non-continuous or non-
differentiable functions. However, they do not scale as efficiently with number of design
variables as gradient-based methods.
Gradient-based methods can be further classified as either line search methods [4, 14,
15] or trust-region methods [16, 17]. A generic line search method is given in Algorithm 1.
Line search methods work by selecting a direction in the design space, approximately solv-
ing the one-dimensional minimization problem along that direction, updating the search
direction, and repeating until a local minimum is found. Various line search algorithms
have different methods for determining the search direction and initial step sizes for the
one-dimensional minimization. They can also have different conditions for satisfying the
approximate one-dimensional minimization problem.
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Algorithm 1 Generic line search method.
Given: β ∈ (0,1),γ ∈ (0,1),x0
f (x0), ∇ f (x0) . Evaluate the function and gradient
p0← ∇ f (x0) . Set the initial search direction
for n = 1,nmax do . Optimization loop
if ‖∇ f (xn)‖< tol then . Local minimum check
Break optimization loop
end if
α0← α( f (xn−1),∇ f (xn−1), ...) . Determine the initial step size
m = 0
while True do . Line search loop
if f (xn +αmpn)< f (xn)+βαm∇ f (xn)T pn then . Line search convergence
xn+1 = xn +αmpn . Update the position
Break line search loop
else




pn+1← p( f (xn+1),∇ f (xn+1), f (xn), ...) . Update the search direction
end for
A generic trust-region method is given in Algorithm 2. In trust-region methods, an
approximate model is formed about the current design point, and the minimum is found
on this approximate model. Because this model is approximate, it will lose accuracy as
the distance from the current design point is increased; therefore, the minimization on the
approximate model is restricted to a region of trust around the current design point. After
determining the approximate minimizer, the true function value is computed at that point.
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The algorithm can accept that point then repeat the process, or it can reject that point
and adjust the trust region size. Trust-region methods have different ways of forming the
approximate model and trust region’s shape and size selection.
Algorithm 2 Generic trust-region method.
Given: ∆0,∆max,η ∈ [0,1/4),x0
for n = 0,nmax do . Optimization loop
if ‖∇ f (xn)‖< tol then . Local minimum check
Break optimization loop
end if
mk(xn +p)← m( f (xn),∇ f (xn, ...)) . Update the approx. model
pk←minmk(xk +p), ‖p‖2 < ∆n . Approx. model min. within the trust region
ρn =
f (xn)− f (xn +pn)
mn(xn)−mn(xn +pn)
. Measure the accuracy of the approx. model
if ρn ≥ η then . Update the position




if ρn < 0.25 then . Update the trust region radius
∆n+1 = 0.25∆n






The ideal choice of optimization algorithm is problem dependent. It depends on factors
such as the number of design variables, the number of objective functions and constraints,
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properties of the design space (size, smoothness, flatness, etc.), the cost of each function
evaluation, and whether a local optimum is sufficient or a global optimum is necessary.
Lyu et al. [18] compared the number of function evaluations required for gradient-based
and gradient-free optimization algorithms in the context of CFD-based optimization. The
authors compared the algorithms for a range of design variables on a multi-dimensional
Rosenbrock function [19]. The gradient-free methods scaled approximately quadratically
with the number of design variables, while the gradient-based methods scaled linearly or
better than linearly. With the SNOPT gradient-based optimizer [20] and analytical gradient
calculation, the number of function evaluations required to solve the multi-dimensional
Rosenbrock function was essentially independent of the number of design variables.
To have a rich design space, aerospace design problems require thousands or more de-
sign variables. For the design of a wing, design variables can include parameters that con-
trol the outer mold line shape; skin thickness; composite layup angles; or the location and
size of internal structural components, engines, or control surfaces. Assuming thousands
of design variables, the millions of high-fidelity simulations required to find a global opti-
mum with gradient-free methods is an intractable problem with the current status of high
performance computing and numerical algorithms. To keep the problem size reasonable, a
more appropriate process would be to utilize lower fidelity tools to explore the design space
more fully with a gradient-free method (conceptual design), select one or more configura-
tions from this process which are potential candidates to be the global optimum, and then
transition to high-fidelity gradient-based methods to optimize with more accurate modeling
of the physics (preliminary and/or detailed design). As discussed in Section 1.5, almost all
of CFD-based optimizations follow a similar approach and use a gradient-based method
when CFD is involved.
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1.3 Methods for Computing Gradients
Within the realm of gradient-based methods, there are multiple ways to compute sensitivi-
ties. The simplest method is real-valued finite differences with small perturbations. When
applied with finite-precision arithmetic, real-valued finite differences are subject to subtrac-
tive cancellation which can lead to inaccurate approximations of the gradient. Therefore, a
balance must be found between truncation error due to too large of a step size and subtrac-
tive cancellation due to too small of a step size. Another disadvantage of the real-valued
finite-difference approach is that the number of function evaluations per design point is
proportional to the number of design variables. For these reasons, the real-valued finite-
difference approach is not a common method in the literature except to verify derivatives
calculated from the other methods.
Complex step finite differences for real-valued functions is a more accurate alternative
to real-valued finite differences [21–23]. A complex number perturbation is applied to a




Im( f (x+ ih))
h
+O(h2). (1.1)
This expression is derived from a Taylor Series centered about f (x) with a step size of ih.
Unlike real-valued finite differences, this expression does not include subtraction. There-
fore, it is not subject to subtractive cancellation and can be applied with extremely small
step sizes (10−30-10−50) which can compute sensitivities to machine precision. Like the
real-valued finite-difference method, the complex step approach does not required solving
additional equations to obtain the sensitivities which makes it simple to implement. But
there is additional computational cost associated with replacing all of the real-valued op-
erations with complex versions. Each complex solver evaluation is approximately three
times the cost of the original solver [24]. The first application of the complex step method
to aeroelastic problems by Newman et al. [24] who demonstrated the superior accuracy of
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the complex-valued finite difference sensitivities compared to real-valued finite differences
for an ONERA M6 wing coupled to a finite element structure representing seven ribs and
two spars. Like the real-valued finite difference method, the sensitivity of any number of
functions can be obtained with a single perturbation; however, the number of simulations
required to form the full gradient scales linearly with the number of design variables. This
lack of scalability has limited the complex step method’s application in high-fidelity op-
timization. However, because it is one of the simpler sensitivity methods to implement
and can be accurate to machine precision, it has been as widely adopted for verification of
implementation of other methods of calculating sensitivities.
The tangent and adjoint methods for computing gradients are closely related methods
where sensitivities are determined by solving an additional linear problem [25]. Given a
function f (x,q) and a set of governing equations R(x,q) = 0 where x is the design variable













The relationship between the state and design variables is governed by the residual, R(x,q)=








































At this point, the tangent and adjoint methods diverge. In the tangent method which is also
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referred as the direct method, the final two components of the second term are combined
















The value of φ can be found by solving this linear problem, known as the tangent problem.










The tangent problem in Equation 1.7 is independent of the number of functions being eval-
uated, but it is dependent on the design variables. The only calculation dependent on the
number of functions is in the matrix-vector product in Equation 1.8. Compared to a high
fidelity analysis, this final matrix-vector product is computationally inexpensive, so the tan-
gent method is essentially independent of the number of functions of interest but requires
one tangent problem solution per design variable.
For the adjoint method, the first two components of the second term in Equation 1.5 are



















This linear equation set is known as the adjoint problem. The adjoint problem is indepen-
dent of the design variables, x, but the function of interest appears on the right hand side
of the equation. After solving the adjoint problem for the adjoint vector, ψ , the sensitivity
9










Like the tangent method, the final gradient assembly is inexpensive compared to solving the
forward and adjoint problem. The only time that the design variables appear in the process
is Equation 1.11. Therefore, the adjoint method is essentially independent of the number
of design variables, but one adjoint problem must be solved for each function of interest.
The adjoint method is preferred over the tangent method when the number of objectives
and constraints is smaller than the number of design variables, which is typically the case
for aeroelastic design. Since its introduction from control design to CFD by Jameson [25],
the adjoint method has been applied to wide range of design problems from steady airfoil
and wing design [26] to sonic boom reduction [27] and unsteady aeroacoustics optimiza-
tion [28].
There are two kinds of adjoint formulations: the continuous adjoint and the discrete
adjoint. In the discrete adjoint, the adjoint equations are derived from the discretized ver-
sion of the governing equations. For the continuous adjoint, the adjoint method is applied
to the exact partial differential equation, and the resulting adjoint equations are then dis-
cretized. Both adjoint methods have proven to be useful for gradient-based optimization,
and both methods have their own advantages. If great care is take in discretization and
implementation of the continuous adjoint, the two methods can produce exactly the same
derivatives values. Such methods are called dual consistent [29, 30]. Peter and Dwight
describe the differences between the discrete and continuous methods in Reference [31].
Peter and Dwight state that the continuous adjoint is often less expensive in terms of op-
eration counts and memory, although this can be implementation dependent. The discrete
adjoint will always compute the exact gradient of the discrete function of interest, whereas
for the continuous adjoint this is only possible (but not guaranteed) if the method is dual
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consistent. Certain objective functions and boundary conditions can lead to the continuous
adjoint problem not being well posed [32, 33]. Load and displacement transfer schemes
in aeroelasticity are often formulated discretely from nodes and/or elements and may cre-
ate ill-posed problems for a continuous adjoint formulation. This remains unexplored in
the literature. Whereas, the discrete adjoint approach still works because it only involves
differentiating the existing primal problem code.
A final method of calculating sensitivity information is automatic or algorithmic dif-
ferentiation (AD) [34, 35]. The user writes the code that implements forward problem
or residual. The derivative of this forward problem code is not hand-derived but created
either by operator overloading in the forward evaluation code or with source code trans-
formation where a tool generates new functions that calculates derivatives of the functions
in the original code. The chain rule is applied to find the total derivative from the indi-
vidual functions of the full analysis. The chain rule accumulation can be in the same or
reverse order compared to the forward analysis. These options have similar properties in
terms of scaling with design variables and functions as the tangent and adjoint methods,
respectively. Full automatic differentiation of a solver is typically less computationally ef-
ficient than a hand-differentiated tangent or adjoint method, but hand-differentiated adjoint
methods requires a substantial effort to derive and implement in CFD solvers. Unlike the
Jacobian in an implicit CFD solvers where approximations are suitable, the Jacobians in
Equations 1.7 and 1.10 need to be exact to get accurate sensitivities. To reduce the effort
required to implement an adjoint or tangent method, AD can be combined with the discrete
adjoint or discrete tangent methods, i.e., using AD to calculate some or all of the parts of
the partial derivatives in Equations 1.7-1.11. Muller and Cusdin [36] demonstrated that the
computational cost of this method can be competitive to hand-coded discrete adjoints if the
residual is implemented following specific rules.
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1.4 Aeroelastic Design Optimization with Lower Fidelity Aerodynamics
Linear aeroelastic optimization tools have been computationally viable for decades [37–
42]. Many of these tools are based on classical flutter analysis and linear aerodynamic
methods such as vortex lattice [43] or doublet lattice [44] potential flow models. Their low
computational cost has permitted researchers to explore sophisticated aeroelastic optimiza-
tions that include aeroelastic tailoring of composite wings [45], aeroservoelastic optimiza-
tion [46], topology optimization [47], parametric uncertainty [48], and continuous gust
models [49, 50]. Compared to the standard linear aerodynamic models, transonic small
disturbance methods offer some improvement in the aerodynamic modeling of transonic
flows because they retain some nonlinearity in the aerodynamics. Kolonay and Yang [51]
demonstrated that optimizations with linear aerodynamics in transonic flow were noncon-
servative and differed considerably compared to a transonic small disturbance model. This
is a very important consideration since many commercial aircraft operate in the transonic
regime. However even transonic small disturbance codes have assumptions like reducing a
wing cross-section to a camber line that affect the accuracy of the results. This motivates
the use of Euler-based and Navier-Stokes-based CFD for optimizations where the other
tools are not sufficient.
1.5 CFD-based Methods for Aeroelastic Optimization
Because three-dimensional CFD simulations require significant computational resources
and time on the order of hours or days, it is desirable to reduce the number of simulations
required to perform a design optimization. Therefore, CFD-based optimizations typically
rely on either gradient-based methods (specifically adjoint-based sensitivities) to accom-
modate many design variables or some form of a reduced order or surrogate model to
approximately represent the high-fidelity model.
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1.5.1 Reduced Order Models and Surrogate Modeling
Reduced Order Models (ROMs) compress the CFD problem, which may have millions
of states, into a model with tens or hundreds of degrees of freedom. These methods can
construct the ROM based on system identification and Volterra theory from results from
full CFD runs [52] or from linearized flow solutions about a nonlinear mean such as the
Proper Orthogonal Decomposition (POD) technique [53, 54].
While the ROMs are significantly faster than full CFD solutions, they rely on super-
position and/or linearization of the flow field about the equilibrium. When that nonlinear
equilibrium changes, e.g., movement of shocks on the wing due a shape change during
optimization, the linear assumption is not valid. If design changes significantly affect the
nonlinear equilibrium or the aeroelastic characteristics are very sensitive to the equilibrium
point, the ROM will be an inaccurate extrapolation or need to be reformed, meaning more
full CFD runs and reduced advantage over standard CFD analysis.
Surrogate modeling is an alternative method to generate a less expensive model based
on CFD. Rather than trying to reduced the model space of the problem like ROMs, surro-
gate modeling treats the governing equations as unknown and focuses on techniques that
are generalizations of curve fitting and directly relate a set of inputs to a set of outputs.
Common techniques include response surfaces generation [55], kriging [56, 57] and artifi-
cial neural networks [58]. Regardless of the method, the accuracy of the surrogate model
is dependent on the number of full simulations performed as well as their location design
space. For larger design spaces or scenarios where the flow conditions are very sensitive
to design changes, a large number of necessary full simulations may eliminate the cost ad-
vantages of using a surrogate model but still allow a more thorough exploration of design
space compared to gradient-based methods.
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1.5.2 Steady Aeroelastic Adjoint Methods
In the past two decades, there have been numerous examples of steady CFD combined with
finite element structures for aeroelastic optimization [59–69]. One of the first attempts at
using CFD for aeroelastic optimizations was Maute et al. [60] who presented an adjoint and
tangent method approach for three field formulation (fluid mesh coordinates, fluid states,
and structural states). They coupled unstructured Euler CFD with finite element models
that included composite plates and more detailed ones that include spars and ribs. For
the composite plates, the optimal fiber orientations to maximize the lift-to-drag ratio were
found for wings with Mach numbers between 0.4 and 1.2. For the wing with the more
detailed finite element model, the lift-to-drag ratio was maximized subject to constraints
on the lift, tip deflection, and von Mises stress in the stiffeners. The wing lift-to-drag ratio
was improved by 19.44% by increasing the sweep of the wing to reduce wave drag and
adjusting the twist of the wing.
Martins et al. [61] coupled structured Euler CFD with a linear shell element structure
to optimize a supersonic business jet. They introduced aggregate constraints to reduce the
number of required adjoint solutions. Martins et al. showed that coupled aero-structural
optimization reduced the structural weight of the aircraft by an additional 16% compared
to sequential optimization where aerodynamic optimization and structural optimization are
performed iteratively but separately. The steady aeroelastic analysis of Martins et al. has
since been extended to include Reynolds-averaged Navier-Stokes (RANS) CFD and more
complex design cases with multipoint optimization [67].
These tools have proven effective for optimization of a range of vehicles with a large
number of design variables even in complex conditions such as transonic flow. These stud-
ies typically produce slender, high-aspect-ratio designs which renders them more suscep-
tible to adverse aeroelastic effects; however, these studies do not consider dynamic aeroe-
lasticity in their analysis or design formulation, and lower-fidelity optimizations [50] have
demonstrated that inclusion of flutter and gust constraints would likely reduce the gains ob-
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served in these steady aeroelastic optimizations. For example, Kenway et al. [67] presented
a multi-point optimization of a full transport aircraft with 476 design variables controlling
the aerodynamics, structure parameters, and planform and airfoil shape. A fuel-burn opti-
mization increased the wing aspect ratio from 9.0 to 12.6 while only increasing the weight
of the wing by 2.3%. Kenway et al. simulated the response of their optimized design to a
gust, and multiple structural components were above the failure condition. This indicates
that while the steady coupled adjoint method is an effective optimization tool, unsteady
aeroelastic effects and loading conditions must be included in constraints to produce more
feasible designs.
One of the first applications of CFD to adjoint-based flutter suppression was by Pala-
niappan et al. [70] and was based on a steady adjoint method. Rather than directly apply
an unsteady aeroelastic adjoint, Palaniappan et al. formed a linear representation of the
aerodynamics with a least-squares fit of unsteady Euler simulations. A steady aerodynamic
adjoint method approximated the unsteady linear aerodynamic model’s lift and moment
sensitivity with respect to blowing and suction at various locations on an airfoil. This
method was applied to development of a feedback controller for flutter suppression of a
pitching and plunging airfoil by means of blowing and suction. The optimal feedback
controller generated via adjoint-based control design with the objective function being the
minimization of the displacement and velocity at the final time of the simulation. The feed-
back controller was then tested in the full unsteady Euler analysis, and it was shown that the
blowing and suction successfully suppressed flutter for an airfoil initially near the flutter
point.
1.5.3 Time-accurate Adjoint Methods
Because many flow fields of interest are unsteady, there are multiple examples of re-
searchers developing and applying time-accurate adjoint-enabled CFD solvers [71–75].
The time-accurate adjoint method is very general, but the chaotic systems cause the stan-
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dard adjoint method to diverge [76]. Wang [77] extended the adjoint method to chaotic
systems using a technique known as least-squares shadowing. While this method works, it
is extremely computationally intensive even for relatively small problems. There is ongoing
research to reduce the computational cost of this method [78].
In recent years, some research groups have extended time-accurate adjoint methods to
aeroelastic problems. The unstructured CFD code NSU3D has been applied in various
efforts to unsteady optimization. In Mani and Mavriplis [79], adjoint sensitivities were
determined for two-dimensional airfoil problems with pitch and plunge springs. This un-
steady coupled adjoint was then applied to aerodynamic shape optimizations where the
goal was to suppress an initially divergent flutter of the airfoil by minimizing the square of
the displacement at the final time step. A second optimization was performed minimizing
the square of the displacements over the final ten steps (with approximately 36 times per
oscillation period). From this work, Mishra et al. [80] extended the coupling with NSU3D
to perform optimization of a flexible rotor in hover. The structural model was a bending
and twisting beam coupled to the RANS equations in NSU3D. The design variables were
shape parameterization variables, but these shape variables only affected the outer mold
line of the blade seen by the aerodynamics with no effect on the structural model. The
rotor was simulated for one revolution and the optimization minimized the rotor torque
subject to a constrained thrust. Fabiano [81] and Fabiano and Mavriplis [82, 83] extended
this work further to perform aeroacoustic optimization of flexible rotor blades in forward
flight. From the aeroelastic solution, a Ffowcs Williams-Hawkings acoustic tool [84] was
used to propagate sound pressure levels to the farfield. They presented a series of optimiza-
tions for the HART-II rotor. The design variables were the control inputs and the shape
variables, but again these shape variables had no effect on the structural model. The objec-
tives and constraints were related to acoustic noise and rotor torque, thrust, and moments.
In one such optimization [83], Fabiano and Mavriplis demonstrated a torque reduction of
2.5% while decreasing the overall sound pressure level by 2 dB.
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Wang et al. [85] performed aeroelastic sensitivity analysis by coupling Dymore [86]
and FUN3D [87]. They combined complex sensitivities of beam models in Dymore with
FUN3D’s discrete adjoint to calculate sensitivities of aerodynamic quantities with respect
to aerodynamic and shape variables. As in Mishra et al., these shape variables only affected
the aerodynamic properties of the blades and not the structural model. Work is currently
underway to replace the complex sensitivities in Dymore with an adjoint implementation
to make the sensitivity analysis more efficient [88].
Zhang et al. [89–91] developed a time-accurate coupled adjoint capability for the Euler
solver, ZEUS. The Cartesian meshes in ZEUS are stationary and transpiration boundary
conditions account for the wing thickness and the motion of the wing. This limits the
method to small amplitude motion. Zhang et al. [89] applied ZEUS to a similar optimiza-
tion as Mani and Mavriplis where flutter of a pitch and plunge airfoil was suppressed by
minimizing the lift coefficient at the end of the time-accurate simulation. The authors also
developed a damping constraint where the damping is estimated with envelope functions
(envelope functions will be described in detail in Chapter 4). They then demonstrated that
this constraint can be applied to gradient-based design. In the optimization, an initially flut-
tering airfoil was transformed into one at its flutter point (neutrally stable oscillations) by
changing its shape. In References [90] and [91], Zhang et al. extended this method to three-
dimensional analysis with modal structural models and include structural design variables
and the effect of shape variables through a combination of adjoint and complex-step-based
sensitivities. The updated method was applied to mass minimization of the Goland wing
model and a supersonic tailless configuration.
1.5.4 Frequency Domain Methods
Because high-fidelity time-accurate simulations have a significant computational cost, some
research groups are pursuing frequency domain methods as an alternative. Although the
scope of applicability is more limited than the time-accurate approach, CFD-based fre-
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quency methods can be more efficient for problems that are periodic in nature. In linearized
frequency domain methods [92], a nonlinear static aeroelastic solution is found. Then the
problem is linearized about that point and converted into the Fourier domain. This method
is efficient for linear stability problems such as flutter analysis. Widhalm et al. [92] demon-
strated between 11 and 17 times reduction in computational time compared to time-domain
simulations. Because it is a linearization, the method can lose accuracy in nonlinear prob-
lems when the motions are not small.
Others have pursued methods like the harmonic balance method [93–95] where the
solution is assumed takes the form of a Fourier series without linearizing the governing
equations. Like the linearized frequency domain methods, harmonic balance methods can
be more computationally efficient than time-domain CFD. This method permits nonlinear
unsteadiness so that cases such as transonic limit cycle oscillations [93, 94] can be accu-
rately modeled. Once the periodic assumption is applied to the unsteady equations, the
problem resembles a steady CFD system of equations where techniques such as pseudo-
time marching can be used to solve the problem.
Many aeroelastic problems are periodic in nature which makes these frequency domain
methods particularly useful. Although the frequency domain methods can be applied to
problems that are not periodic, these problems may require multiple frequencies to accu-
rately represent the time response, increasing the size of the frequency domain problems.
For example, a pulse gust or 1-cosine gust have an infinite range of frequencies. The fre-
quency domain methods can approximate the problem with the dominate frequencies, but
it is more computationally efficient to simulate the problem in the time domain when there




It is evident from the literature that there are many important considerations in aeroelas-
tic optimization: shape design, structural sizing, performance, stress constraints, steady
aeroelastic effects, unsteady aeroelastic phenomena, etc. To date, the methods in the liter-
ature have made simplifying assumptions or ignored certain aspects of the problem while
they focus on others. The literature on steady aeroelastic optimization includes structural
considerations but ignores the unsteady aeroelasticity. Wang et al. [85] and Fabiano and
Mavriplis [83] focus on the time-accurate aeroelastic coupling for rotorcraft while ignor-
ing structural design aspects and unsteady aeroelastic constraints such as flutter or gust
response. Zhang et al. [91] performed flutter-constrained design but assume small dis-
placements to apply the transpiration boundary conditions, and they utilize a modal repre-
sentation of the structure. To meet the CFD 2030 grand challenge of MDAO of a highly
flexible aircraft configuration, all of the these considerations and more need to be present
during the same optimization. More general methods are available in lower-fidelity op-
timization tools, but situations exist where these methods cannot accurately capture the
complex nonlinear physics associated with the aeroelasticity of systems. With next genera-
tion aircraft designs becoming more flexible, lower-fidelity tools will likely be insufficient
to accurately model and design these vehicles. The primary objective of the research here
is therefore to develop a high-fidelity design methodology that is more general and allows
unsteady and nonlinear effects (including large deflections), structural design variables and
constraints, and important aeroelastic constraints such as flutter and gust response within
the same model. The proposed methodology is based on the discrete adjoint method to
efficiently compute sensitivity information.
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Thesis Outline
The present dissertation is organized as follows:
1. Chapter 2 describes the computational tools utilized and developed to achieve the
stated goals of the dissertation.
2. The aeroelastic coupling methodology is described in Chapter 3. The steady and un-
steady forward analysis methodologies are described, and the corresponding adjoint
formulations and sensitivity expressions are derived. After the coupling procedures
are established, the coupling methodology and implementation are verified against
some aeroelastic benchmark problems. The adjoint-based sensitivities are then veri-
fied against the complex-step finite-difference results.
3. Chapter 4 details the development of two constraint classes for time-domain aeroe-
lastic optimization. The first constraint is a time-domain flutter constraint based on
the matrix pencil method for estimation of the damping of the system. The second
constraint is formulated for gust response based on the field velocity method of gust
modeling.
4. Finally in Chapter 5, the coupling framework is demonstrated on a systematic series
of aeroelastic design optimization problems. First, an energy harvesting optimiza-
tion is performed on the vortex-induced vibration of a cylinder which is a complex
interaction of dynamics of the cylinder and the vortex shedding in its wake. Next,
a set of optimizations of the undeformed Common Research Model (uCRM) illus-
trate the application to aerospace design. The first uCRM optimization is performed
with steady aeroelastic analysis and constraints to demonstrate that the coupling has
equivalent capabilities to those in the high-fidelity static aeroelastic optimization lit-
erature. The second uCRM optimization is an adaption of the steady optimization
where the wing root undergoes sinusoidal plunging. The final uCRM optimizations
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are mass minimizations subjected to stress constraints from gust analyses. The last
two sets of optimizations illustrate that the time-domain aeroelastic adjoint is appli-
cable to aerospace configurations.
Broader Impact
The present work advances the state of the art by proposing a unified methodology for
adjoint-based optimization of aeroelastic vehicles. It adds generality and structural model
complexity compared to existing unsteady aeroelastic adjoint-based methods and extends
the state of the art by proposing formulations for two aeroelastic phenomena: flutter and
gust response. These aeroelastic constraints are critical for the design of next-generation
aircraft, in which thin, slender, high aspect-ratio wings are being selected for performance
considerations, making these designs more susceptible to adverse aeroelastic phenomena.
With the high-fidelity tools described in this dissertation, the fidelity of design can be im-
proved by considering aeroelasticity in complex situations including flutter in transonic





The aerodynamics module to demonstrate in this work is the NASA Langley CFD code,
FUN3D [87, 97]. FUN3D is a unstructured node-centered solver that handles both the
compressible Navier-Stokes problems as well as incompressible flows with the method of
artificial compressibility [98]. The flow field in FUN3D is modeled with the Arbitrary
Lagrangian-Euler (ALE) formulation of the Navier–Stokes equations [99]. The residuals
for the aerodynamic governing equations are obtained from a discrete approximation of the
following integral over each finite volume:











· n̂dS = 0, (2.1)
where A is the aerodynamic residual; q is the aerodynamic state vector; V is the volume
of the dual cell; xG are the aerodynamic volume mesh coordinates; F
∗
is the convective
flux term; and Fv is the diffusive flux term that includes viscosity and turbulence model
effects. This equation is discretized in a node-based manner with the convective fluxes cal-
culated with a least-squares-based flux-splitting scheme. The diffusive fluxes that include
viscous and turbulence model effects are computed with a combination of an edge-based
and Green-Gauss gradients. For unsteady simulations, an optimized second-order back-
wards difference formulation (BDF2opt) as well as other BDF methods are coupled with
dual time-stepping to ensure converged solutions [99]. For turbulence closure, FUN3D
includes the Reynolds-Averaged Navier-Stokes (RANS) equations with the one-equation
Spalart-Allmaras (SA) [100] and the two-equation k−ω shear-stress transport (SST)
model [101], as well as hybrid Reynolds-Averaged Navier-Stokes/Large Eddy Simulation
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(HRLES) modeling, including the detached eddy simulation [102], delayed detached eddy
simulation [103] and the hybrid RANS-LES model of Sanchez-Rocha et al. [104] with the
Smagorinsky assumptions [105] in the sub-grid scales.
Moving grids in FUN3D can be treated with rigid motion, deforming motion, overset
grids, or a combination of these methods. Rigid motion is dictated by a 4x4 rigid transform
matrix that includes a 3x3 rotation matrix and a translation vector
T =

R11 R12 R13 t1
R21 R22 R23 t2
R31 R32 R33 t3
0 0 0 1

. (2.2)
When a node’s coordinates ( [x,y,z,1]T ) are multiplied by this transform matrix, the node is
rotated about the origin according to the rotation matrix and then shifted by the translation
vector. Rigid motion transforms can be prescribed, calculated by a six degree of freedom
dynamics module, or determined by an external dynamics code such as Dymore [86] or
CAMRAD [106].
When bodies of interest in the flow deform, the elastic motion of the surface needs to
propagate to the volume mesh of the flow solver to prevent negative cell volumes and reduce
poor quality elements. The mesh deformation in FUN3D is based on a linear elasticity
model [26]. In this approach the volume mesh deformation is driven by the motion of the





∇(∇ ·V) = 0. (2.3)
This system of equations is discretized with a finite volume method to form the residual
equation,
G(x,xG,xA), xA0 +uA− x̂A−KG (xG− x̂G) = 0. (2.4)
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The terms with carets are the original mesh from the grid file; xA0 is the vector of de-
formed surface coordinates determined from the shape parameterization changes (fixed
over a given simulation); uA is the aeroelastic displacement vector for the aerodynamic
surface; and xG is the volume mesh(es) being solved for. The stiffness matrix, KG, is com-
puted from the original mesh from the grid file according to either the size of the cell or
the distance from the surface. When the rigid motion transform is included, this system of
equations becomes
G(x,xG,xA,T), T(xA0 +uA∗− x̂A)−TKGT−1 (xG−Tx̂G) = 0, (2.5)
where uA∗ are now the aeroelastic displacements in the rigid transform’s local reference
frame. This system of equations is solved during each FUN3D iteration before the step in
the flow solver occurs.
The FUN3D software suite includes a hand-coded discrete adjoint that has been ap-
plied in design optimization [107] and steady output-based spatial adaptation [108]. The
adjoint implementation includes separation of mesh sensitivities [109], noninertial refer-
ence frames [110], and dynamic overset grids under forced motion [72, 73]. Recent work
by Wang et al. [85] added multibody (comprehensive) rotorcraft analysis capability to the
FUN3D adjoint solver using the complex step method for Dymore’s contributions to the






































A. This time-like approach creates
a more robust solver. Once the solution to the flow adjoint equation is obtained, the grid
adjoint equation is solved (if necessary) using a generalized minimal residual (GMRES)
algorithm.
As part of this dissertation, a more general aeroelastic coupling interface was added to
the FUN3D Python wrapper to perform analysis and optimization coupled with external
structural models. The new interface methods allows a Python code to set transform matri-
ces and surface node displacements into FUN3D as well as extract surface forces. Adjoint
interface methods that correspond to these data exchanges were also added to the Python
wrapper. As part of extracting surface forces, a method to calculate nodal forces on the sur-
face mesh and the corresponding linearizations for the adjoint were included in FUN3D.
The residual related to this operation is
F(x,xG,q, fA) = fA−φ (x,xG,q) = 0, (2.8)
where fA is the nodal force vector and φ is the action of the force integration which is
dependent on the flow state and the aerodynamic mesh.
2.2 TACS
Structural modeling is performed with TACS [63, 111], a parallel structural analysis code.
TACS is an adjoint-enabled finite element solver capable of linear and geometrically non-
linear analysis with multibody dynamics capability. TACS achieves parallel scalability
through domain decomposition. The general structural governing equation in TACS in
residual form is:
S(x,uS, u̇S, üS, fS, t), MüS +Cu̇S +KuS− fS = 0. (2.9)
25
For steady problems, this residual simplifies to
S(x,uS, u̇S, üS, fS, t), KuS− fS = 0. (2.10)
For time-dependent problems, TACS has multiple time marching schemes [112] in-
cluding backward difference formulas, the Newmark method, Adams-Bashforth-Moulton
method, and diagonally implicit Runge-Kutta. The discrete adjoint in TACS is capable of
solving the adjoint problems associated with static and time-accurate finite element prob-
lems. The adjoint implementation in TACS has been applied extensively for design opti-
mization [68, 69, 112, 113].
2.3 FUNtoFEM
The coupling of FUN3D and TACS is performed with FUNtoFEM, a Python-based frame-
work developed for both high-fidelity aeroelastic analysis and adjoint-based aeroelastic
optimization [114, 115]. The modularity of FUNtoFEM was designed with the goals of
being able to couple any adjoint-enabled flow and structural models and to permit its ex-
tension to other disciplines such as thermal analysis. FUNtoFEM also includes several load
and displacement transfer techniques for aeroelastic coupling. In this section, the primary
load and displacement transfer scheme are described as well as the implementation aspects
of the FUNtoFEM Python coupling framework.
2.3.1 Matching-based Extrapolation of Loads and Displacements
The transfer of loads and displacements is performed with the method called Matching-
based Extrapolation of Loads and Displacements (MELD) [116]. This transfer methodol-
ogy does not require any grid connectivity information which renders the algorithm easily
scalable and compatible with general structural models. It also does not require rotations
from the structural models eliminating the need for concentrated moments in the load trans-
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fer to maintain consistency.
Displacement Transfer
For the displacement transfer, each aerodynamic surface node is connected to the set of its
n nearest structural nodes. The movement of the aerodynamic node is extrapolated from
the translation and rotation of the cloud of n nearest structural nodes using a rigid link
connecting the aerodynamic node to a weighted center of the structural node point cloud.












The least-squares problem determines the best fit for the motion of the cloud of structural
nodes by finding the rotation matrix, Rk, and translation vector, t k, that minimize σ2. The
weights in the equation are based on the distance between the aerodynamic node and the
structural node:
ŵi = e−β ||xA0,k−xS0,i||
2
, (2.12)







where β is a weighting factor, and xA, j is the location of the aerodynamic node. The least-
squares problem in Equation 2.11 is solved using a singular value decomposition [117].
Once the best-fit rotation and translation are found, the displacement of the aerodynamic
node is computed as
xA0,k +uA,k = RkxA0,k + tk. (2.14)
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In residual form, the displacement transfer residual is then given by
D(x,uS,uA) = uA−ξ (x,uS,xA0,xS0) = 0, (2.15)
where ξ is function representing the action of displacement transfer in Equation 2.14.
Load Transfer
The load transfer is derived from the conservation of the virtual work on the aerodynamic
and structural surfaces:
δWA = δWS. (2.16)
The structural virtual work can written as the sum over the structural nodes of a consistent


























Equating these expressions and utilizing the fact that the virtual displacements are arbitrary









where the partial derivative in this expression is derived from the displacement transfer. In
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residual form, this load transfer is
L(x,uS, fA, fS) = fS−η(x,xA0,xS0,uS, fA) = 0, (2.20)
where η is the right hand side of Equation 2.19. Because this force transfer method is
derived from the conservation of virtual work, it produces consistent forces and conserves
energy across the fluid-structure interface [118, 119].
Rigid Motion Extraction
Combining the rigid motion option with the deforming mesh movement in FUN3D pro-
vides several advantages. Having a best-fit rigid motion minimizes the amount of defor-
mation necessary for the volume mesh. This reduces the cost of the mesh deformation and
minimizes the deterioration of mesh quality due to deformation. Additionally when using
overset meshes, the ‘rigid+deform’ motion option allows large relative motions of elastic
bodies such as flexible helicopter blades spinning above a fuselage. For these reasons, it is
beneficial to break the global reference frame displacements from Equation 2.15 into a best
fit rigid motion of the body and local deformations. The displacement transfer in MELD is
a least-squares problem to find a best fit rotational and translation of a subset of structural
nodes (Equation 2.11); therefore, the kernel of the displacement transfer can be applied to
the aerodynamic surface to find a best fit rigid motion of the entire aerodynamic surface.
The residual of this action is written as
R(x,uA,T) = T−ρ(x,xA0,uA) = 0, (2.21)
where ρ is the action of applying the least-squares problem to find the best fit transform
matrix. Once the transform matrix is found, the local elastic deformation, uA∗ can be found
with
E(x,uA,T,uA∗) = xA0 +uA−T(xA0 +uA∗) = 0. (2.22)
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This process is applied separately to each body in the problem. After solving for the local
deformation, the rigid transform matrix and local deformations can be passed to FUN3D to
update its volume mesh(es) with Equation 2.5.
2.3.2 Coupling Framework
The coupling framework in FUNtoFEM is object-oriented Python and is designed to sim-
plify problem set up and automate much of the data organization related to aeroelastic
design optimization. The framework abstracts the aeroelastic analysis and design into two
concepts, a model and a driver. The model defines the problem and holds the designs and
coupling data in the optimization problem. The driver is the implementation of the cou-
pling algorithm and orchestrates the data transfer between the various components in the
forward and adjoint coupling algorithms. The driver also distributes the problem definition
from the model to the disciplinary solvers and populates the model with the results, the
function values and sensitivities.
The FUNtoFEM model consists of body and scenario objects as illustrated in Fig-
ure 2.1. A model can have multiple scenario objects that hold the information associated
with a particular point in a multipoint design. For example, a design problem for opti-
mizing an aircraft may have multiple cruise conditions as well as maneuver, flutter, and/or
gust conditions for sizing the structure. One scenario object would be created for each
simulated condition. In the scenario objects, variables such as the flow conditions (Mach
number, angle of attack, free stream dynamic pressure, etc.) are set for the design point.
The functions of interest such as lift, drag, or structural failure required from that scenario
are also defined in the scenario object. A model can also have multiple body objects, e.g.,
the blades and fuselage of a rotorcraft. The body objects hold design and coupling infor-
mation such as structural thickness variables or structural displacements of the body, and
they also have an instance of the shape parameterization and a transfer scheme for load
and displacements associated with the body. Associating the transfer scheme with the body
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Body 1Scenario 1
Body 2Scenario 2 FUNtoFEM model
Figure 2.1: FUNtoFEM model composition.
object allows different bodies in the model to utilize different transfer schemes within the
same simulation.
An example FUNtoFEM model for fixed wing design is given in Figure 2.2. In the
example, the aircraft is assumed to be a half span model with a shell-based structure for the
wing and a beam-based structure for the horizontal stabilizer. One body in the FUNtoFEM
model is the wing which has a MELD transfer scheme instance and MASSOUD shape
parameterization attached to it. The body object also has a dictionary of design variables
that contains structural thickness and shape variables. The second body object for the hori-
zontal stabilizer also has an associated MASSOUD parameterization, but since it is a beam
model, it has a beam transfer scheme instead of MELD. Like the wing body, the horizon-
tal stabilizer object contains a variable dictionary with structural and shape variables. The
objective in this example is to minimize the drag at cruise subject to trim and stress con-
straints. For cruise performance, a scenario is defined with functions of interest being the
drag for the objective, and lift and moment for trim constraints. For the cruise scenario,
the optimizer can adjust the angle of attack. The stress constraints are set by two other
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Figure 2.2: Example FUNtoFEM model for a fixed wing design.
gust condition, there is an angle of attack variable which can be independent or tied to the
cruise angle of attack. Like the cruise condition, the maneuver includes lift and moment
functions to trim the aircraft. Once this model defined, the driver will parse the model
and pass the data to the disciplinary solvers. The driver can then loop over the scenarios
to evaluate the functions of interest and their sensitivities. It will then populate the model
with the function values and derivatives.
To reduce the computational time of the coupled solver, all data transfer in FUNtoFEM
is performed in-core as opposed to file input/output. Parallelization with TACS, FUN3D,
and the transfer scheme in FUNtoFEM is achieved with domain decomposition and MPI.
In Figure 2.3, separate aerodynamic and structural MPI communicators are created. The
FUNtoFEM driver utilizes the separate communicators to interact with the disciplinary
solvers as indicated by the blue and orange lines in Figure 2.3. Because the transfer scheme
requires both structural and aerodynamic surface data, the transfer scheme operates on the
union the aerodynamic and structural communicators but still uses the individual commu-
nicators to access data from the disciplinary solvers.
FUNtoFEM defines a solver abstract base class to interact with disciplinary solvers.
Solvers are added to FUNtoFEM by implementing the methods defined in the abstract base
class. In these interface classes, generic functions are defined for the given solver, such as
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FUNtoFEM Driver
FUN3D Transfer Scheme TACS
Exchange on Aerodynamic MPI Rank
Exchange on Structural MPI Rank
FUN3D Interface Transfer Scheme Interface TACS Interface
Figure 2.3: Parallel aeroelastic coupling in FUNtoFEM.
“initialize” or “iterate” functions. The level of abstraction is such that the framework does
not know anything about the underlying solver other than it can call these generic functions
and exchange data defined in the FUNtoFEM model. This leads to the ability to exchange
a CFD solver with a vortex-lattice method [120], panel method [111], or even a different
CFD solver. Likewise, a solid element FEM model can be exchanged with a shell or beam
model, or a modal solver. This flexibility permits the assessment of how the quantities of
interest change with solver fidelity for all parts of a multidisciplinary problem in addition
to the mesh fidelity. New disciplines such as controls, thermal analysis, or acoustics can
be added by creating an interface class for the new solver and implementing the new driver
algorithm that couples the disciplines. To operate within FUNtoFEM, a Python wrapper for
FUN3D (Fortran) is generated using f2py, and a Python wrapper is created for TACS (C++)
with Cython. The solver interface classes in Figure 2.3 created for FUN3D and TACS then
make calls to the solvers through these Python wrappers.
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2.4 MASSOUD
Multidisciplinary Aerodynamic-Structural Shape Optimization Using Deformation (MAS-
SOUD) [121] is a shape parameterization tool from NASA Langley Research Center.
Rather than directly parameterizing the shape of wings, MASSOUD parameterizes the
shape perturbations because almost all aerostructural optimizations begin with an existing
wing design. This reduces the number of shape variables compared to a full parameteriza-
tion of the geometry. Because the shape changes are small, the new disciplinary mesh(es)
can be generated by mesh deformation rather than regenerating new grids for each new set
of design parameters. Unlike many shape parameterization tools where the design vari-
ables are coordinates of control points, MASSOUD’s design parameters are based on typ-
ical quantities used to define wing geometry. They include thickness, camber, twist angle,
shear (dihedral) angle, as well as planform control point coordinates. Functions can be
defined to relate the basic design variables, so that for example, planform control points
can be related to the chord length, span, or sweep angle. MASSOUD uses soft object an-
imation [122] and nonuniform rational B-spline (NURBS) representations to deform the
geometry according a set of design variable values.
Within the FUNtoFEM framework, MASSOUD creates new aerodynamic surface meshes
and structural meshes. The mesh deformation library within FUN3D updates the aerody-
namic volume mesh(es). For the sensitivities of quantities with respect to the MASSOUD
shape variables, MASSOUD provides the sensitivity of the node coordinates in the struc-
tural meshes and aerodynamic surface meshes to the shape variables, sometimes referred
to as the design velocities. The sensitivities of the function with respect to the mesh co-
ordinates and the design velocities are combined with the chain rule to compute the final
















The use of remote procedure calls allows a distributed application setup such as a client-
server model, where the servers are different high performance computing clusters running
different aspects of the multidisciplinary problem. There are two key aspects of the client-
server model that make it attractive to include in a multidisciplinary design framework. The
first is that the modularity enforced by the language independent interface definitions. As
long as the interface definition is met, swapping servers is opaque to the client, so swapping
CFD or structural solvers, or changing the fidelity of one component of the model and
does not affect the other servers or require the coupling algorithm to change in the client.
Another attractive feature of remote procedure calls is allowing servers that appear as black
boxes to the user in addition to the server client. Organizations with proprietary models can
set up servers that allow other groups to utilize the model by only exposing the interface.
For example, an engine manufacturer may want keep details of an propulsion system model
confidential but permit a fixed wing design team to utilize that model via a server.
Hermes [123] is cross-language remote procedure call framework built on the ZeroMQ
library [124]. Given an interface definition, the Hermes compiler is designed to generate a
server template in C++, Fortran, or Python. The developers then complete the server im-
plementation by filling in the server template with calls to their analysis tool. The Hermes
compiler then creates an executable for the server. Once this server program is started, a
calling program can make request to the server over a network.
Hermes has been applied in FUNtoFEM to perform aeroelastic optimizations with the
model shown in Figure 2.4. Servers are generated for the aerodynamic solver, structural
solver, and transfer scheme. As opposed to Figure 2.3, the solver and transfer scheme in-
terface act as clients instead of directly calling Python wrappers of the solvers and transfer
scheme implementation. Serialization of the data for network communication represents a
serious bottleneck because of the large amount of data that must be transferred in the high-
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FUN3D Server Transfer Scheme Server TACS Server
FUNtoFEM Driver
FUN3D Client Transfer Scheme Client TACS Client
Exchange on Aerodynamic MPI Rank
Exchange on Structural MPI Rank
Network Connection on Aerodynamic Port
Network Connection on Structural Port
Figure 2.4: Hermes client-server model in FUNtoFEM.
fidelity problem. Therefore, the client server model has been implemented to maintain the
distributed representation of the aerodynamic and structural vectors. Each server is started
as an MPI process where every rank listens on a separate port, i.e., rank i of the server will
listen on port base port + i. The FUNtoFEM driver is then started as an MPI process with
a global communicator that is the same size as the transfer scheme server, an aerodynamic
communicator that is the same size as the aerodynamic server, and a structural communi-
cator that is the same size as the structural server. The FUNtoFEM driver exchanges data
with and gives instructions to the clients. Each MPI rank of the clients then sends a request
to the corresponding port of the server as represented by the dashed lines in Figure 2.4.
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CHAPTER 3
PROPOSED AEROELASTIC COUPLING STRATEGY
The chapter describes the methodologies for steady and time-accurate aeroelastic problems
developed to evaluate functions of interest and calculate their sensitivities with respect
to design variables. After the coupling methodologies are outlined and the adjoint-based
sensitivity expressions are derived, the forward analysis is verified with some standard
aeroelastic test cases. Finally, the adjoint-based sensitivities are verified by comparing to
the complex step method.
3.1 Steady Aeroelastic Adjoints
3.1.1 Forward Coupling Methodology
The aeroelastic coupling procedure is outlined in Algorithm 3 and the flow chart in Fig-
ure 3.1. For simplicity, the dependence on design variables is implied and has been omitted
from the residual equations in Algorithm 3. The outlined algorithm represents a nonlinear
block Gauss-Seidel method where each discipline is solved sequentially utilizing the most
up-to-date data for coupling inputs. The iterative procedure starts by transferring the initial
structural displacements to the aerodynamic surface with Equation 2.15. The volume mesh
in the CFD problem is deformed to conform to the new surface (Equation 2.4). An iter-
ation of the aerodynamic governing equations in Equation 2.1 is performed based on the
new volume mesh. With Equation 2.8, new aerodynamic loads on the aerodynamic surface
are calculated based on the new states and deformed mesh. The aerodynamic loads are then
transferred to the structure with Equation 2.20. The structural problem, Equation 2.10, is
solved resulting in deflection of the structure. These new structural deflections are passed
to the displacement transfer and the process is repeated until the solution converges. Aitken
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acceleration [125] is applied to the structural displacements; this under-relaxation provides
stability for the nonlinear block Gauss-Seidel algorithm. For the steady analyses, the initial
value of the under-relaxation factor, θ , was 0.125 while the minimum allowable value of
the factor, θmin, was 0.01.
The coupling algorithm could be modified into a block Jacobi method by only using
the coupling input information at step k−1 to solve the residual equations at step k rather
than utilizing the information at k when available. Lagging all of the states would allow all
of the residuals to be evaluated simultaneously rather than sequentially making the coupled
solver run faster per time step, but it also could affect the solver’s stability and convergence
rate.
Algorithm 3 Nonlinear block Gauss-Seidel method for steady aeroelastic analysis
Given: kmax, θ , θmin
u(0)S ← 0, ∆u
(0)
S ← 0 . Set initial displacement vector and update vector to zero



























































. Update the Aitken under-relaxation factor





S . Under-relax the displacements
end for
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Figure 3.1: Illustration of the flow of information in the steady aeroelastic forward and
adjoint analysis.
3.1.2 Coupled Adjoint Formulation
The flow of information in the adjoint problem is in the reverse direction of the forward
analysis as illustrated by the blue lines in Figure 3.1. The coupled problem can be written
as a single residual equation and adjoint vector as the adjoint method in Section 1.3 was
described. However, splitting the residual and the adjoint vector into parts that represent
different aspects of the forward problem has some important benefits. Primarily it permits
the problem to be solved in a modular way analogous to the forward analysis described in
Section 3.1.1. Additionally, by defining residuals for the coupling data transfers, the disci-
plinary solvers are not directly dependent on each other’s states; they are only dependent on
the coupling states. Since transfer schemes can be selected based on the type of structural
model, removing the direct dependence of the aerodynamic residual on the structural states
means that this present formulation is valid for virtually any type of structural discretization
with no further modification required to the flow solver or its adjoint. Splitting the resid-
ual into disciplines also identifies a framework where straight forward implementation of
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additional analyses such as acoustics, controls, or thermal considerations is possible with
much of the mathematics and implementations remaining unchanged. With these goals in
mind, the residuals were established so that each one has a single output state vector, i.e.,
the aerodynamic residual is only responsible for calculating the aerodynamic state, not the
aerodynamic forces.
While the coupled adjoint equations could be derived in the same manner as in Sec-
tion 1.3, here they are derived from a Lagrangian which results in the same equations but
simplifies the derivation when there are multiple residuals. The Lagrangian contains the
function of interest and the set of residuals from the forward coupling:









The adjoint equations can be formed as the Karush-Kuhn-Tucker (KKT) conditions [126,
127] of this Lagrangian, essentially setting the partial derivative of the Lagrangian with












































































































This general form of the adjoint equations can be simplified for the set of governing equa-
tions described in the forward analysis, Sect. 3.1.1:
Lψ(ψL,ψS) = [I]ψL− [I]ψS = 0, (3.8)

































































Initializing the structural adjoint variable, ψS, Equations 3.8-3.13 are iteratively solved un-
til the adjoint solution converges using a linear block Gauss-Seidel method. The procedure
is outlined in Algorithm 4. Similar to the forward analysis, Aitken under-relaxation is ap-
plied to the structural adjoint vector to provide stability. One advantage of this formulation
and solution methodology for the adjoint problem is that each component can utilize the
existing adjoint solver implementations for that discipline. FUN3D utilizes its time-like
marching technique with improved robustness, and TACS solves the adjoint problem with
an efficient generalized minimal residual (GMRES) solver. Only Jacobian-vector products
that are the size of the coupling vectors in the forward problem (loads and displacements
vectors) need to be passed between the existing solvers with these terms added to the right
hand side of the existing adjoint equations.
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Algorithm 4 Linear block Gauss-Seidel method for the adjoint solution
Given: kmax, θ , θmin
ψ
(0)
S ← 0, ∆ψ
(0)
S ← 0 . Set initial structural adjoint vector and update vector to zero






















































































. Update the Aitken under-relaxation factor







S . Under-relax the structural adjoint
end for
3.1.3 Adjoint-based Sensitivities
The expressions for the adjoint-based sensitivities are found by differentiating the La-
grangian in Equation 3.1 with respect to design variables. The general expression for the
steady aeroelastic problem is given by
dL
dx






















Depending on the type of design variable, this expression can be simplified. The aerody-
namic design variables, such as free-stream Mach number, angle of attack, or yaw angle
are only directly influenced by the aerodynamic residual and potentially the function of
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This equation is valid whether the objective function is aerodynamic or related to some
other state. Similarly, the dynamic pressure only directly affects the force integration resid-
















This expression holds regardless of the type of structural design variable (Young’s modulus,
shell/panel thickness, beam cross-section properties, composite layup angle, etc.). Equa-
tions 3.15 and 3.17 are identical to the expressions from the uncoupled single discipline
adjoint-based sensitivities. The difference is that the adjoint vectors in these equations
are the result of the coupled adjoint problem and therefore carry the coupling sensitivity
information into these derivatives.
Because they affect the aerodynamic surface and the initial structure, the sensitivities

















Rather than direct differentiation of the residuals with respect shape variables, this expres-
sion is deconstructed with the chain rule into partial derivatives of the residuals with respect
to aerodynamic surface and structural grid coordinates and partial derivatives of those grid
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coordinates with respect to the shape design variables. The latter partial derivatives are
sometimes referred to design velocities. Splitting the shape derivative with the chain rule
avoids having any solver being tied directly to a particular shape parameterization. With








































Equation 3.19 is assembled by FUNtoFEM. The terms inside the curly brackets are cal-
culated by the disciplinary solvers responsible for evaluating the associated residual or
function, and the design velocities are provided by the shape parameterization tool.
3.2 Time-accurate Aeroelastic Adjoints
3.2.1 Time-accurate Coupling Methodology
The time-dependent forward analysis in Algorithm 5 extends the nonlinear block Gauss-
Seidel algorithm from the steady analysis to the unsteady problem by lagging the structural
displacements at each time step. The coupling is illustrated graphically in Figure 3.2. In this
figure, each block represents an evaluation of a component residual and each row of blocks
represents a time step. First, the initial conditions are set in the aerodynamic and structural
solvers based on the design variables. The algorithm then loops over the specified number
of time steps. Each time step begins by updating the aerodynamic surface displacements
based on the structural displacements from the previous time step. The aerodynamic sur-
face displacements are then split into a rigid transformation and local elastic deformations
with Equations 2.21 and 2.22. Next, the aerodynamic volume mesh is rigidly moved and
deformed to match the new surface according to Equation 2.5. The aerodynamic solution is
then computed for the current time step. Pseudo-time subiterations are employed to ensure
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= 0 . Deform the aerodynamic volume mesh(es)
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= 0 . Evaluate the structures
end for
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Figure 3.2: Flow of information during the time-accurate coupled forward analysis.
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that the flow residual sufficiently converges at each time step. From the updated aero-
dynamic solution, forces are computed on the aerodynamic surfaces and then transferred
to the structural model. The structural displacements are then updated with Equation 2.9
before moving onto the next time step.
The two residuals that contain time derivatives of state variables are the aerodynamic
and structural residuals. In Figure 3.2, the derivatives in the aerodynamic residual are
only functions of aerodynamic states and the aerodynamic volume mesh, and the time
derivatives in the structural residual are only functions of previous structural states. In other
words, the time derivative terms are contained within their respective solvers; therefore,
for the current formulation, the aerodynamic and structural solvers can use any temporal
discretization so long as the time step size is the same for both.
When lagging the structural displacement variable as proposed here, a simulation may
exhibit numerical instability for very flexible structures due to apparent mass effects [128].
For the types of aerospace design applications for which this framework is being developed,
this instability is not anticipated to be an issue as the mass ratio (density of the structure
compared to the density of the fluid) is much greater than unity. However, if numerical in-
stability does occur, the nonlinear block Gauss-Seidel algorithm can be modified to include
fluid-structure interaction (FSI) subiterations which improve stability. FSI subiterations
would create an additional solver loop over each row in Figure 3.2 to converge the coupled
problem at each time step.
3.2.2 Time-accurate Adjoint Problem
The time-accurate adjoint is derived in the same manner as the steady aeroelastic problem.
To derive the time-dependent coupled adjoint equations represented by the blocks in Fig-
ure 3.3, a Lagrangian is formed that includes the objective function, the residuals at every
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time step, and the initial condition residuals:



























































































































































































































































































































































































































































The lagging of structural displacements in the forward algorithm leads to coupling terms
from step k+1 in the structural adjoint equations. The coupled adjoint equations are solved
using Algorithm 6. Like the steady aeroelastic problem, the information flows in the reverse






































































Figure 3.3: Flow of information during the time-accurate adjoint analysis.
time steps. The adjoint procedure starts at the bottom right of the flow chart and evaluates
the adjoint residuals from right to left and bottom to top until the initial conditions have
been reached.
3.2.3 Adjoint-based Sensitivities
From the adjoint solution, the gradient of the objective function determined by the partial
























































































Like the steady aeroelastic sensitivities, this general expression can be simplified de-
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= 0 . Structural initial condition adjoint eqn.
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The shape derivatives are split according to the chain rule between terms associated

































































































To avoid having to save the adjoint solution at every time step, the summations in the Equa-
tions 3.32 and 3.34 are accumulated during the reverse time marching in Algorithm 5. For
the shape derivatives, those summations including the step zero contribution are multiplied
by the design velocities from the shape parameterization after the completion of the algo-
rithm.
3.3 Coupled Solver Validation
3.3.1 Vortex-induced Vibration of a Cylinder
The first verification case for the coupled solver is vortex-induced vibrations of a cylin-
der. In this problem, the periodic vortex shedding of the cylinder shown in Figure 3.4
causes vibration of the cylinder which is a spring-mass-damper system constrained to only
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Figure 3.4: Vortex shedding simulated with FUNtoFEM for the vortex-induced vibration
case.
move vertically. When the vortex shedding frequency is near the natural frequency of the
spring-mass-damper system, the vortex shedding and cylinder vibration can synchronize
and create large amplitude vibrations. This synchronization is known as lock-in. Anag-
nostopoulos and Bearman [129] performed an experimental investigation of an elastically
mounted cylinder in crossflow of a water channel to study the vibration behavior in the
laminar flow regime. In the experiments, the vibration amplitude and frequency as well as
the vortex shedding frequencies were recorded for Reynolds numbers between 90 and 150.
The cylinder had a diameter of 1.6 mm and a length of 12 cm. The cylinder’s aspect ratio
is 75 to approximate a two-dimensional scenario. However, no end plates were mounted
on the cylinder, and the measured fixed cylinder shedding frequency is slightly below other
two-dimensional studies which suggests that the end effects may have some influence. The
leaf spring system on which the cylinder was mounted produced a spring stiffness of 69.48
N/m, and the mass was 35.75 g. The damping ratio of the system in air was measured to be
between 1.20×10−3 and 1.52×10−3.
The vortex-induced vibration problem was simulated with FUNtoFEM as two-dimensional
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Table 3.1: Convergence study for the vortex-induced vibration of a cylinder at ReD = 120.
Mesh Number of nodes Time step [s] h/D
1 29760 0.0008 0.366875
2 88371 0.0008 0.341875
3 291192 0.0008 0.336875
0.0004 0.338125
4 1046278 0.0008 0.338294
0.0004 0.339528
model. The incompressible path in FUN3D was applied with the BDF2opt scheme for tem-
poral advancement. The ’rigid+deform’ motion option was selected in FUN3D. Because
the cylinder is rigid, the full motion is captured with the rigid component from FUNtoFEM,
and FUN3D immediately exits the mesh deformation solver because the initial grid defor-
mation residual is approximately machine precision. The structural aspects of the problem
are modeled as a spring-mass-damper system governed by
mz̈+ cż+ kz = fz,external. (3.35)
where the external force is the total vertical load from the fluid. This equation is discretized
with a second-order backwards difference formula (BDF2) and implemented in Python.
A mesh and time step study was performed with FUNtoFEM and is summarized in
Table 3.1. The output of interest is the amplitude of oscillation normalized by the diameter
of the cylinder. The larger time step, 8.0× 10−4 s, produced approximately 180 steps per
oscillation cycle. Since the mesh 3 amplitude at the larger time step was within 0.5% of
the finest mesh at the finer time step, mesh 3 with the larger time step was considered to
be sufficiently converged. The simulations that are compared against experiment in the
following results are performed with this level of refinement.
The vortex-induced vibration of a cylinder was simulated with Reynolds numbers be-
tween 95 and 140, and the results are compared to Anagnostopoulos and Bearman [129]. In
the experiments of Anagnostopoulos and Bearman, this Reynolds number range bracketed
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the lock-in range. Since the frequencies change with Reynolds number, the time step size
was adjusted to maintain approximately 180 time steps per oscillation cycle. Figure 3.5
illustrates how the amplitude of the cylinder oscillations changes as the Reynolds number
is increased. The two experimental curves represent different initial conditions where the
data in black is collected when the cylinder was released from rest at each Reynolds num-
ber, the data in blue was collected when cylinder started from the previous oscillation as the
Reynolds number was increased. The red points are the results from the two-dimensional
FUNtoFEM runs. All of the data sets show very small amplitudes for Reynolds num-
bers below 100. Above this point, the amplitude suddenly increases as lock-in occurs.
For the experiments from initial oscillations and from rest, this increase occurs around
Reynolds numbers of 102 and 104, respectively. For the simulations, the increase occurs at
a Reynolds numbers of 108. As the Reynolds number continues to increase, the amplitude
of oscillations drops as the lock-in breaks down, and two distinct frequencies appear.
The FUNtoFEM simulations capture the trends of the experimental results but predict
the start of lock-in at a higher Reynolds number and lower amplitudes at all Reynolds num-
ber in the lock-in range. The peak amplitude predicted by the simulations is h/D =0.41,
while the experiments had peak nondimensional amplitudes of 0.60 and 0.53. The biggest
difference in physics is that FUNtoFEM is modeling a two-dimensional problem while the
experiment setup includes three-dimensional effects at the tip of the cylinder at one end as
well as a free surface at the point where the cylinder is submerged in the channel. Anagnos-
topoulos and Bearman also indicate that the turbulence level in the channel as high as 1%,
which is not modeled. These error trends could also be indicative of too much dissipation
in simulations due to the method of problem discretization. Since there are differences in
modeled physics and sensitivity of the experimental data (13% difference in the experimen-
tal peak amplitude), the prediction of the proper trends indicates good agreement between
the experiment and the computation.

















Figure 3.5: Vibration amplitude versus Reynolds number for the vortex-induced vibration
case.
modal solver capability. For this comparison, all of the flow solver options in FUN3D
were identical, and both FUNtoFEM and FUN3D’s modal structural solver employed a
BDF2 temporal discretization. The only difference between the simulations is that the
FUN3D modal solver requires projection of the mode shapes onto the CFD surface while
FUNtoFEM uses the original structural mesh and the load and displacement transfer. Fig-
ure 3.6 compares the displacement predicted by the FUN3D modal solver and FUNtoFEM.
At each time step, there is between three and five significant digits of agreement between
the simulations. Since FUN3D’s modal solver has been verified for aeroelastic analysis
with linear structures [99], agreement between FUNtoFEM and FUN3D’s modal solver is
a good indication that FUNtoFEM is working for the vortex-induced vibration of a cylinder.
3.3.2 Benchmark Supercritical Wing
The next verification case is the Benchmark Supercritical Wing (BSCW) which is an aeroe-
lastic flutter test case from the first and second Aeroelastic Prediction Workshops [130,


























Figure 3.6: Comparison of the vortex-induced vibration displacements with FUNtoFEM
and FUN3D’s modal solver.
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0414 supercritical airfoil. Experiments were performed in the NASA Transonic Dynamics
Tunnel. The wing was mounted on a splitter plate to place the wing closer to the wind
tunnel centerline and reduce the effects of the tunnel wall boundary layer. The wing was
mounted in a way such that is can be modeled as approximately rigid with springs at the
root midchord that give the wing pitch and plunge degrees of freedom. The specific test
case studied here is Case 2 from the second Aeroelastic Prediction Workshop. For this
condition, the wind tunnel fluid is R-12 and the Mach number is 0.74.
The BSCW model was again simulated with FUNtoFEM coupled to FUN3D, and the
spring-mass-damper integrator from the vortex-induced vibration test case was modified to
include a rotational degree of freedom. In the FUN3D setup, the compressible path with
Roe’s fluxes and the Spalart-Allmaras turbulence model was employed with the BDF2opt
temporal scheme and ten pseudo-time subiterations. With ten subiterations, the pseudo-
time mean-flow residuals dropped between six and seven orders of magnitude each time
step in the BSCW simulations.
The BSCW simulations were performed in three phases. For the first 100 time steps,
the wing was held at zero degrees angle of attack, while the initial flow transients propa-
gated away from the wing. Next, the wing was released and critical damping (ζ = 1) was
applied to both structural degrees of freedom so that the wing could reach static equilib-
rium. After 3,000 time steps, static equilibrium has been approximately achieved. At this
point, the structural damping was removed, and the pitch degree of freedom was given an
instantaneous change in velocity to excite oscillations of the system. These oscillations
were allowed to evolve, and the damping of the system was then calculated from approxi-
mately 3 to 9 seconds of total simulated time. The total number of time steps to simulate
this 9 seconds of data was 45,000. Figure 3.7 gives an example response from this pro-
cess. The process was performed at four dynamic pressures: 168.8 psf (the experimental
flutter point), 158.7 psf (the flutter point of the FUNtoFEM computation), 152.0 psf (the




















Figure 3.7: Plunge response of the BSCW at q∞ = 168.8 psf (case 2, Mach = 0.74,
AOA=0.0). The dashed line represents the time at which the structure is externally ex-
cited, and the critical damping is removed.
est dynamic pressure presented by Chwalowski and Heeg). The aerodynamic meshes are
the coarse and medium mixed-element, node-centered meshes provided by the Aeroelastic
Prediction Workshop which contained 3 million and 9 million nodes, respectively [131,
133].
The results from FUNtoFEM are compared to those from Chwalowski and Heeg [132].
In Chwalowski and Heeg, the FUN3D solver utilized its internal modal structural solver.
Table 3.2 highlights the differences in the simulations performed with FUNtoFEM and the
FUN3D modal solver. Because the wing was approximated as a rigid structure, the struc-
tural dynamics of the system in FUNtoFEM have been represented by spring-mass-damper
systems with vertical translation and pitch rotation degrees of freedom. However, the modal
solver in FUN3D does not allow the rotational degree of freedom and must represent it as
a linearized rotation, i.e., a linear distribution of vertical displacements to approximate a
small rotation. This linearized rotation slightly elongates the chord and shears the shape
of the wing as it pitches. Another difference is that the modal solver implementation in
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FUN3D only permits deforming volume mesh motion, whereas the FUNtoFEM model can
utilize the ‘rigid+deform’ mesh movement option. As in the simulations of the vortex-
induced vibration of a cylinder, FUNtoFEM captures the full motion of the system with
the rigid motion component and immediately exits the mesh deformation solver. There-
fore, the addition of the rigid mesh movement eliminates the computational cost of the
CFD volume mesh deformation at every time step. It also maintains constant mesh qual-
ity whereas in the deforming version, the mesh quality varies as the mesh moves. The
FUN3D modal solver simulations included 200 flow pseudo-time subiterations with the
temporal controller set to 0.1 rather than the fixed ten subiterations in the FUNtoFEM anal-
ysis. With the temporal error controller, the average number of subiterations was around 60
in the FUN3D simulations; however, the larger number of subiterations typically dropped
the mean flow residuals only one order of magnitude more than the six to seven orders of
magnitude observed in the ten subiteration cases. Since six to seven orders of magnitude
convergence is typically sufficient, the small additional accuracy was deemed not worth the
approximately six times cost increase for the additional subiterations. An additional differ-
ence between the simulations is found in temporal discretization of the structural solver:
the modal solver in FUN3D utilized a second-order predictor-corrector method while the
Python spring-mass-damper integrator in the FUNtoFEM solver employs a second-order
BDF scheme. With approximately 1,200 time steps per oscillation, the difference in tem-
poral error between these two second-order schemes is not expected to be a major source
of error. This was demonstrated for the BSCW by Chwalowski et al. [134] who concluded
that there was no significant difference whether the predictor-corrector or BDF scheme was
selected for structural time integration.
Table 3.3 compares the integrated loads predicted at static equilibrium by the two sim-
ulations at the experimental flutter point. Although the drag predictions agree, there are
1.5% and 1.2% differences in the lift and moment coefficients, respectively. Because these
are converged steady results, the structural time integration and number of pseudo-time
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Table 3.2: Differences between FUNtoFEM and FUN3D model solver simulation options
from Chwalowski and Heeg [132] for modeling of the Benchmark Supercritical Wing
FUNtoFEM FUN3D modal solver [132]
Pitch degree of freedom full rotation linearized rotation
Mesh motion rigid + deform deform
Number of pseudo-time subiterations 10 200 + error controller
Structural time integration BDF2 predictor-corrector
Table 3.3: Predicted static aeroelastic loads for the BSCW case 2 at q∞ = 168.8 psf with
the medium Aeroelastic Prediction Workshop mesh.
CL CD CMy
FUNtoFEM 0.0949 0.0117 -0.0845
FUN3D modal solver [132] 0.0935 0.0117 -0.0855
steps are not possible sources of the discrepancy. The angle of attack at static equilibrium
is -1.0567 degrees in the FUNtoFEM simulation and -1.0372 degrees in the FUN3D so-
lution which means the wing elongation is about 0.02% in the modal solver and is likely
not significant. By process of elimination, these differences in results are potentially due to
mesh changes during the grid deformation process or the shearing of the airfoils from the
linearized rotation. These sources of differences have implications for the dynamic simu-
lations because plunging and pitching amplitudes are larger in the dynamic responses, so
the effects of the linearized rotation and mesh deformation will be more significant.
Figures 3.8 and 3.9 compare the predicted frequency and damping ratio of the dynamic
response at various dynamic pressures. Within each simulation tool, the coarse and medium
mesh results indicate little variation, implying consistency in the results with respect to spa-
tial resolution. In Chwalowski and Heeg’s results [132] a fine mesh with 27 million nodes
also produced comparable predictions to the coarse and medium meshes. For the frequen-
cies, the simulation results have relative differences of less than 0.5% between the modal
solver and FUNtoFEM. The FUNtoFEM frequencies are the larger of the simulation results






























Figure 3.8: Frequency of the dynamic response of the BSCW at various dynamic pressures
(case 2, Mach = 0.74, AOA=0.0).
The FUNtoFEM simulations predict higher damping than the modal solver results. At the
experimental flutter point, the FUNtoFEM simulations predict about 70% as much nega-
tive damping as the modal solver results. The flutter dynamic pressure from FUNtoFEM is
158.7 psf which has a 6.0% relative error with respect to the experiment flutter point. The
relative error is 10.0% for the modal solver.
Figures 3.10 and 3.11 compare the mean pressure distributions of the computational
and experimental results at their respective flutter dynamic pressures. On the upper surface
at both span locations, the FUN3D and FUNtoFEM results are within the 99% bound of
the experiment over most of the chord except near x/c = 0.85%. On the lower surface, the
computational results have a stronger mean suction peak near the leading edge and higher
mean pressure in the cusp of the supercritical airfoil (x/c > 0.75). This was a consistent
trend in the computational results across the Aeroelastic Prediction Workshop participants.
The FUN3D and FUNtoFEM mean pressure distributions are in good agreement. The
largest discrepancy is the behavior of the suction peak on the lower surface (x/c = 0.05



























Figure 3.9: Damping ratio of the dynamic response of the BSCW at various dynamic pres-
sures (case 2, Mach = 0.74, AOA=0.0).
hypothesized that this difference is caused by the difference in the representation of the
rotational degree of freedom. Figure 3.12 depicts the difference in airfoil shape at negative
two degrees. In the FUNtoFEM flutter simulation, the airfoil oscillates from approximately
zero to negative two degrees. Although the cross-sections near the trailing edge are nearly
identical, the linearly rotated airfoil (FUN3D) has some differences in the lower surface at
the leading edge. The slightly higher surface curvature on the lower surface should lead to
marginally higher suction as is observed in Figures 3.10b and 3.11b.
Overall, FUNtoFEM predicted trends similar to the FUN3D modal solver for the oscil-
lation frequency, damping ratio, and mean pressure distributions, but FUNtoFEM predicted
a slightly higher damping, resulting in a 6.7 psf increase in flutter dynamic pressure.
3.4 Coupled Sensitivity Verification
The implementation of the coupled adjoint has been verified by comparing adjoint-based
derivatives against those calculated by the complex step method. As described in Sec-



























(b) Lower Surface, 60%.
Figure 3.10: Mean pressure distributions at the flutter dynamic pressure and 60% span



























(b) Lower Surface, 95%.
Figure 3.11: Mean pressure distributions at the flutter dynamic pressure and 95% span



























Figure 3.12: Comparison of the full and linearized rotation of the BSCW at -2.0 degrees.
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Table 3.4: Steady coupled adjoint verification comparing derivatives based on the adjoint
and complex step approaches.
Structural Thickness Angle of Attack Shape Variable
Lift Adjoint -0.00069148366524 30.561349741748 6.3571270080978
Lift Complex -0.00069148366510 30.561349741749 6.3571270080967
KS Failure Adjoint -1.5137829692×10−5 0.00852848740475 0.00746828880338
KS Failure Complex -1.5137829685×10−5 0.00852848740479 0.00746828880337
tion calculation, and therefore this method is a good basis for verifying the adjoint imple-
mentation. For all of the complex step results in this chapter, the complex step size was
1.0×10−30.
3.4.1 Static Aeroelastic Sensitivities
The static aeroelastic sensitivities from the adjoint and complex step methods are given in
Table 3.4 for the undeformed Common Research Model (uCRM) configuration [66]. The
uCRM is a representative civilian transonic transport model with a wing box structure rep-
resented by linear shell elements in TACS. Both an aerodynamic function and a structural
function are studied. The aerodynamic function is the lift generated by the wing. The struc-
tural function is the Kreisselmeier-Steinhauser (KS) [135–137] aggregation of von Mises
stress which is a differentiable approximation of the maximum stress in the structure. The
design variables in the sensitivity verification include the thickness of a panel of the wing
box structure, the aerodynamic angle of attack, and a shape variable that controls the x co-
ordinate location of a parameterization control point in MASSOUD. The real and complex
forward analyses and the adjoint problems for both functions have been converged to ma-
chine precision for this comparison. In the table, the derivatives have at least nine digits of
agreement between the adjoint and complex step methods which verifies the steady adjoint
implementation.
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Table 3.5: Vortex induced vibration sensitivities of energy harvested.
Angle of Attack Stiffness Damping Coefficient
Adjoint 6.79477451142×10−8 4.24403436186×10−9 8.40211347566×10−8
Complex 6.79477451161×10−8 4.24403436189×10−9 8.40211347566×10−8
3.4.2 Time-accurate Aeroelastic Sensitivities
To verify the time-accurate aeroelastic sensitivities for the range of problems studied in this
research, two different problems are presented. The first case is the vortex-induced vibra-
tion of a cylinder represented by a modal structure with the combined rigid and deforming
motion option in FUNtoFEM and FUN3D. The second case is the uCRM case utilized in
the steady aeroelastic sensitivity verification. This case has a linear finite element model in
TACS, deform-only CFD volume mesh motion, and MASSOUD-based shape parameteri-
zation.
Table 3.5 gives the adjoint and complex finite-difference-based sensitivities for the
vortex-induced vibrations of a cylinder. The spring-mass-damper system of the vortex
induced vibration system is represented with an adjoint-enabled modal solver written in
Python. In the simulation, the structure begins with an initial offset of -0.1 diameter, and the
flow initializes from a uniform free-stream. The objective function is the time-integrated
energy extracted from the system by the damper which will be optimized in Section 5.1.
The three design variables are the angle of attack, the stiffness of the spring, and the damp-
ing coefficient. The derivatives of the function with respect to all three design variables
agree to at least ten digits between the adjoint and complex step methods. The magnitude
of the derivatives are small because the time-accurate simulation is only ten time steps
with 200 subiterations per step to converge the pseudo-time residuals to machine precision
at each time step; however, this does verify that the mathematics have been implemented
properly.
The time-accurate aeroelastic sensitivities for the uCRM are compared in Table 3.6. For
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Table 3.6: Comparison of unsteady aeroelastic derivatives calculated by the adjoint and
complex step approaches with linear shell elements.
Structural Thickness Angle of Attack
Lift Adjoint: 8.28439764813×10−7 7.83592732405×10−6
Lift Complex: 8.28439764814×10−7 7.83592732405×10−6
KS Failure Adjoint: -0.0306817554094 1.34592942323×10−7
KS Failure Complex: -0.0306817554094 1.34592942323×10−7
Shape Variable
Lift Adjoint: 2.40923673043 ×10−5
Lift Complex: 2.40923673025 ×10−5
KS Failure Adjoint: -1.29787578524×10−3
KS Failure Complex: -1.29787578524×10−3
the time-accurate verification, the flow again initializes from a uniform free-stream, but the
structure is at rest. Ten time steps are simulated with 200 flow subiterations to converge the
pseudo-time stepping to machine precision at each time step. Like the steady aeroelastic
sensitivities, the table includes the sensitivities for the lift and KS failure functions with
respect to a structural thickness variable, angle of attack, and a MASSOUD shape variable.
The lift function is the value at the final time step, and the KS failure function is aggregated
over the duration of the simulation. In the table, the adjoint and complex step sensitivities
agree to at least ten significant digits. Like the vortex-induced vibration case, the magnitude
of the derivatives is small, particularly the cross-discipline derivatives, because there are
only ten time steps.
3.4.3 Remote Procedure Call Verification
The final verification of solver implementation is the remote procedure call framework
based on Hermes [123]. Since the direct Python coupling version of the solver has been
verified in the previous sections, the Hermes-based version is verified by ensuring that it
obtains the same answers.
The study was made with the uCRM wing for both steady and unsteady analysis. Ta-
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Table 3.7: Function values for steady aeroelastic analysis calculated with remote procedure
call implementation.
Lift KS Failure
Direct Python - complex 123.630842869 0.574068911078
Direct Python - real 123.630842860 0.574068911109
Hermes - real 123.630842860 0.574068911109
Table 3.8: Steady aeroelastic sensitivities calculated with the remote procedure call imple-
mentation.
Panel thickness 0 Angle of attack
Lift
Direct Python - complex 48.7704833661 23.0410731084
Direct Python - real 48.7704833648 23.0410731069
Hermes - real 48.7704833648 23.0410731069
KS failure
Direct Python - complex -4.61360099686 0.0755157643653
Direct Python - real -4.61360098971 0.0755157643636
Hermes - real -4.61360098971 0.0755157643636
bles 3.7 and 3.8 compare the Hermes-based function values and sensitivities for the steady
aeroelastic analysis. The direct Python and Hermes-based values agree exactly. This is ex-
pected since the different version are doing identical calculation, except that the Hermes-
based implementation has an extra layer of communication to transfer data between the
client and the servers. Tables 3.7 and 3.8 show the Hermes-based function values and
sensitivities for the time-accurate aeroelastic analysis which also agree exactly with the
direct Python implementation. These results indicate that the Hermes client-server model
has been implemented properly. While the Hermes-based remote procedure calls allow
the aeroelastic analysis to be performed with different components on separate computers,
there is a slight computational performance loss due to the extra communication overhead.
The analysis is about 2-5% slower in the remote-procedure call version when all the servers
and the client are run on the same computer.
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Table 3.9: Function values for time-accurate aeroelastic analysis calculated with the remote
procedure call implementation.
Lift KS Failure
Direct Python - complex 0.000192515603246 0.0259753355763
Direct Python - real 0.000192515603246 0.0259753355763
Hermes - real 0.000192515603246 0.0259753355763
Table 3.10: Time-accurate aeroelastic sensitivities calculated with the remote procedure
call implementation.
Panel thickness 0 Angle of attack
Lift
Direct Python - complex -2.00547262678×10−5 2.89636955472
Direct Python - real -2.00547262677×10−5 2.89636955472
Hermes - real -2.00547262677×10−5 2.89636955472
KS failure
Direct Python - complex -0.0695002469313 5.1745426714
Direct Python - real -0.0695002469313 5.1745426714
Hermes - real -0.0695002469313 5.1745426714
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CHAPTER 4
AEROELASTIC CONSTRAINTS IN THE TIME DOMAIN
4.1 Flutter Constraints
4.1.1 Types of Flutter Constraints
Flutter constraints are important in nearly all aircraft designs. In the current design process,
the final step for all aircraft is flight testing. During flight tests, vehicle characteristics are
checked so that the vehicle remains flutter-free everywhere within the flight envelope [138].
For flutter testing, the structure is excited during flight in some manner such as control sur-
face movement, atmospheric turbulence, or inertial exciters. The response to the excitation
is measured and analyzed to determine its frequency and damping over the flight envelope.
The flight tests are conducted below the flutter speed in a flutter test for the safety of the
crew since flutter can lead to catastrophic failure of the vehicle.
For computational models, the safety concern is not present; therefore, the flight con-
ditions can be examined at or above the flutter point. One method of computational flutter
constraint that would be analogous to flight test would be a flutter clearance approach where
the flight conditions in the flutter simulation(s) are fixed with the constraint that the damp-
ing be sufficiently high to ensure safe operation. Another option is a flutter identification
approach where the constraint would be that the minimum damping at the flutter condition
is zero, and the parameter(s) that control the flutter condition are included as design vari-
ables. Limits are set on the design variables that control the flutter condition to ensure that
it is safely outside of the flight envelope, e.g., setting a lower bound on the flutter dynamic
pressure.
The flutter point is a set of conditions where the minimum damping is zero; however,
Figure 3.9 shows that there are multiple conditions of zero damping: q = 0 and q = q f lutter.
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One disadvantage of gradient-based optimization is that it will converge to a single local
minimum rather than find all of the zero damping points. If the dynamic pressure in a
flutter identification optimization is lower than that of the maximum damping due to poor
initial condition selection, the optimizer would converge to the local minimum at q = 0.
While technically not a failure of the optimization algorithm, it is not the desired result.
Therefore, some initial knowledge of the damping is necessary to choose an appropriate
initial condition. Even with good initial conditions, the flutter identification process may
not be robust for large design changes that could push the optimization into the q = 0 local
minimum. On the other hand, the flutter clearance approach is not as sensitive to initial
conditions since the flow conditions are fixed, but it does not provide as much information
since the actual flutter condition is not found. That is, the clearance condition confirms that
the vehicle is not fluttering, but an exact margin of safety is not known. One potential pitfall
of the flutter clearance approach is missing hump modes due a lack of complete coverage
of the flight envelope. Hump modes are flutter modes that are unstable for a small range of
velocities but are stable above and below this range. Expanding the velocity range results
in a large number of time-accurate flutter simulations that will greatly increase the cost of
each design cycle.
There are only a few examples of time-accurate optimizations considering flutter in the
literature. Mani and Mavriplis [79] as well as Palaniappan et al. [70] minimized the dis-
placement of the final time steps of an initially fluttering airfoil. This essentially maximizes
the aerodynamic damping and/or stiffness without directly calculating them. While an ef-
fective optimization to verify that their adjoint implementation works, in a more complex
design problem it would not sufficient to maximize the damping and/or stiffness because it
could lead to overdesigned aircraft. The other set of examples of CFD-based flutter con-
straints come from Zhang et al. [89–91]. They have demonstrated two methods. The first is
a minimization of the square of the lift coefficient which is similar to the optimizations of
Mani and Mavriplis and Palaniappan et al. in that it minimizes the response of the system,
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which acts as a maximization of the aerodynamic damping. Their other method of flutter
constraint is computed from a Hilbert transformation based envelope function that will be
explored later in this chapter. Essentially, the envelope function bounds the oscillations in
the system’s response, and the growth or decay of this bounding function can be used as
a representation of the behavior of the oscillations and overall stability. Zhang et al. have
applied this method to optimization problems where the objective is flutter point identifica-
tion (driving the Hilbert transform estimated damping to zero) [90], and they applied it as
a constraint in weight minimization [91] where the constraint drove the damping to zero in
the optimized design.
Regardless of the choice between flutter clearance and flutter identification, the opti-
mizer must have some representative measure of the damping and its derivative. In the
following sections, common damping identification methods, including the Hilbert trans-
formation of Zhang et al., will be described and compared in the context of CFD-based
optimization. Desirable characteristics for CFD-based optimization are that the method is
robust and differentiable, can handle both positive and negative damping, and can be used
in automated manner. Ideally, the computational time per simulation would be minimal;
therefore, the comparisons are performed with relatively short time signals that would be
typical of CFD simulations.
4.1.2 Damping Calculation Methods
Log Decrement Method
One of the most common methods for estimating damping is the log decrement method.











where n is an integer number of peaks and T is the period of the signal. The damping ratio
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The log decrement method is common selected in analysis for its simplicity. Since it re-
quires only two maxima, the method is applicable to short duration signals which is typical
in CFD-based analysis due to computational cost. Technically, the method is only appli-
cable for a single component/frequency signal. Although the log decrement method is not
robust enough to consistently handle signals with multiple components, it can sometimes
be applied to such cases. For example, given the signal
z(t) = 5e−t sin(50t)−2.5e−0.75t sin(45t) , (4.3)
the damping estimated by the two peaks indicated in Figure 4.1 is 0.965 which is within
5% of the damping of the first component of the signal which has the large amplitude. The
lower predicted damping is likely related to the lower damping on the smaller amplitude
component of the signal. To apply the log decrement method to a similar signal to this one,
the peaks must be intelligently selected. The marked peaks in Figure 4.1 were chosen as
by observing the peak pattern and selecting peaks that were the highest local peak in the
pattern, i.e., the ones where the local maxima immediately to the left and right are lower
magnitude. While the process works in this case, it does not work in general as will be
demonstrated in later examples.
Envelope Functions - Hilbert Transformations
One set of methods similar to the log decrement method is the use of envelope functions.
With these methods an envelope function enclosing the response and the behavior of the
envelope is utilized to estimate the overall stability of the system. The simplest form of
an envelope is a discrete envelope formed from connection of the successive local maxima












Figure 4.1: Multicomponent signal given by Equation 4.3.
more sophisticated approach is the use a Hilbert transformation which defines the envelope
function at every time instance of the original signal. Related to the Fourier transform, the
Hilbert transformation adds a 90◦ phase shift to every Fourier component of a function, and
its output is the harmonic conjugate of the original signal. Given a signal z(t), the Hilbert










Following the description of Zhang et al. [90], the signal can then represented as a complex
value function given by the harmonic conjugate pair
y(t) = z(t)+ izv(t) = A(t)eiθ(t), (4.5)
where A(t) is the instantaneous envelope amplitude and θ(t) is the instantaneous phase of





Assuming the signal is an exponentially decaying sinusoid, the instantaneous envelope
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amplitude can be expressed as
A(t) = e−ζ (t)ω(t)t . (4.7)
Now an approximation is made that the damping ratio and instantaneous frequency are
approximately constant. This is not strictly valid for Hilbert transformation when the signal
is not periodic or not infinitely long (the integral in Equation 4.4 is defined for all time),
but this permits the damping ratio to be found by taking the natural log of Equation 4.7:









ζ (t)2dt, for ζ (t)< 0. (4.9)
With the ζ (t) < 0 condition, driving this constraint expression to zero suggests that there
is no growth in the signal, i.e. the system is not fluttering. If the condition were removed,
this would approximate the zero damping condition.
To demonstrate the Hilbert transformation damping calculation, the method is applied
the following signal:
z(t) = 5e−t sin(50t) , t ∈ [0,2] . (4.10)
Figure 4.2a shows this signal and the instantaneous envelope amplitude. Because the signal
is of finite length, there is some error in the instantaneous envelope amplitude compared
to the analytic envelope, ±5et . Figure 4.2b illustrates the instantaneous frequency found
from Equation 4.6 and damping ratio from Equation 4.8. Again the frequency is not a
constant value of 50 due to numerical error from the finite length of the signal. Since the
instantaneous damping is calculated from the instantaneous envelope and frequency, there
is also error in the damping particularly near the beginning and end of the time range. The
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expected value is 1/50 but the value reaches as low as -6.3 at the end of the time history.
Using a similar method to Zhang et al. to find a single value of the damping ratio, the mean
of the positive damping ratios is 0.193 which has an error of 3.5% compared to 0.02.
More sophisticated methods have been developed within the realm of envelope func-
tions such as improved Hilbert transforms [139]. However, these more complex methods
are not explored here because they all rely on the envelope being representative of the sta-
bility of signal. If a small amplitude component of a signal is growing while the initially
larger signal component is decaying, it would require a significant time window before the
growing signal dominates the overall response and is noticeable in the envelope function.
This is not ideal from CFD-based optimization where the length of the simulation should
be a short as possible.
Half-power Bandwidth Method
Another common method used in the experimental materials and structures community is
the half-power bandwidth method [140–142]. After the signal is converted to the frequency
domain, a decaying signal will appear with a peak at the frequency of the decaying signal,
ω∗. The width of the peak at the half-power points, ω1 and ω2, can be related to the decay







where the half-power points have an amplitude smaller than the peak by 1√
2
. While robust
to noise and able to handle multiple signal components, this method is difficult to automate
because once the signal is transformed into the frequency domain, it cannot be ascertained
whether the oscillation amplitude is growing or decaying. For example, given two signals,
z(t) = 4.5e−t sin(2π10.0t) and z(t) = 0.05et sin(2π10.0t) for the time range [0.0,4.5] in
Figure 4.3a, the power spectrums are identical in Figure 4.3b. For simple signals like the
ones in this example, the growing signal is easy to identify, and the sign of the damping















































(b) Instantaneous frequency and damping ratio.

























Figure 4.3: Half-power example with a growing and decaying signal.
is not as straight forward.
Prony Methods - the Matrix Pencil Method
Rather than deconstruct the signal into constant amplitude sinusoids, Prony series methods






where ck is a complex number related to the amplitude (ak = mod(ck)) and phase (φk =
arg(ck)), and sk is a complex number which encodes the damping and frequency. Given a
set of evenly spaced samples, the typical process to solve for the values of ck and sk involves
solving a linear equation system, a root finding problem, and then a second linear equation
system. One Prony series method of interest is called the matrix pencil method [143, 144].
The matrix pencil method embeds a noise term, w(n), in the decomposition of the signal.





ckeskn +w(n), n = 0,1, . . . ,N−1. (4.13)
where M is the model order, and now the complex exponent coefficient includes the uniform
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time step, sk = (αk + iωk)∆t. Based on this decomposition of the signal, the damping is
found with the technique of Sarkar and Pereira [145] outlined in Algorithm 7. The optional
first step which subsamples the signal down to N samples and reduces the problem size
for the eigenvalue and singular value decomposition steps later in the algorithm. Next,
the pencil parameter L is set. This parameter is an important factor that controls the noise
filtering and is typically selected to be between N/3 and N/2. After the pencil parameter
is chosen, the Hankel matrix Y is created
Y =

y0 y1 · · · yL+1
y1 y2 · · · yL+2
...
... . . .
...
yN−L−1 yN−L · · · yN−1

. (4.14)
Then the singular value decomposition of Y is found. The model order, M in Equation 4.13
is the number of singular values above a specified tolerance. The first M right singular
vectors are kept in V̂, and the remaining are discarded as noise. From these filtered right
singular vectors, two subsets are formed: V̂1 which is the rows 1 through L and V̂2 which
is rows 2 through L+1. The matrix A is formed as the product of the pseudo inverse of the
transpose of V̂1 and the transpose of V̂2. An eigenvalue decomposition of A is performed,
and the first M eigenvalues of A correspond to the sk in Equation 4.13. The exponential for





For bodies with many modes of vibration, there are potentially many components to the
signal. Rather than requiring one adjoint solution per component of the decomposed signal,
a KS function is applied to aggregate the exponents, and the maximum growth (minimum
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damping) is approximated as










Algorithm 7 Matrix pencil-based method for estimating and aggregating damping
1: Given: t, z, ∆t, ρ
2: Z←H(t,y) . Interpolate the simulation data z to N ≈ O(100) samples Z
3: L← N/2−1 . Set pencil parameter L between N/3 and N/2
4: for i = 1→ N−L do
5: for j = 1→ L+1 do
6: Yi, j = Zi+ j . Fill Hankel matrix Y with samples Z
7: end for
8: end for
9: U,Σ,VT ← SVD(Y) . Singular value decomposition of Hankel matrix Y
10: M← f (Σ) . Choose model order M as a function of the singular values
11: V̂ = V(:,J) . Keep only J = 1, . . . ,M singular vectors
12: V̂1 = V̂(I,:) . Keep I = 1, . . . ,L rows




]+ V̂T2 . Compute A matrix from pseudoinverse of V̂T1 and V̂T2
15: λ ,Ψ,Φ← EIG(A) . Compute eigenvalues λ , left and right eigenvectors, Ψ and Φ
16: λ̂ = λ (I) . Keep I = 1, . . . ,M eigenvalues
17: α = Re(ln(λ̂ ))/∆t . Compute damping from eigenvalues
18: α̂ = c(α ,ρ) . Use KS function c with parameter ρ to aggregate damping
The matrix pencil method has several advantages over other methods of estimating the
damping. While other methods can include noise filtering as a preprocessing step, the noise
term is embedded in the matrix pencil method which makes it robust. Other Prony-based
methods require root finding whereas the matrix pencil method is based on eigenvalues with
can be faster and more robust. Unlike the half-power and log decrement approaches, the
matrix pencil method can identify growing or decaying components of a multi-component
signal in an automatic and differentiable way.
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4.1.3 Comparison of the Damping Prediction Methods
The next set of examples study the effectiveness of the different methods described above.
They are studied on various signals with difficulties that maybe be encountered during
a CFD analysis including noise, multicomponent signals, and inaccurate dereferencing.
Finally, the methods are compared on modal responses from CFD analysis from the X-57
Maxwell [146].
Decaying Sinusoidal Signal with Noise
This study examines the tolerance of the methods to noise. The example signal is a decay-
ing sinusoid with noise:
z(t) = 5e−t sin(50t)+w(t), t ∈ [0,2] , (4.17)
where w(t) is the noise term based on a random normal distribution. The example signal for
noise levels (standard deviation of the normal distribution) with 5% and 10% of the initial
amplitude are given in Figure 4.4. Table 4.1 compares the predictions of the log decrement,
half-power, and matrix pencil methods for levels of noise between zero and ten percent. The
log decrement method is automated with a peak identification method that included height
and minimum distance filtering for noise tolerance as would be done in an optimization
framework. For the Hilbert transformation, the mean of the instantaneous damping is taken
for the middle three-fifths of the signal to avoid the regions of high numerical error. For
the half-power bandwidth method, a fast Fourier transform (FFT) converts the signal to the
frequency domain. To avoid assuming a shape of the power spectrum, the half-power points
are the discrete points from the FFT power spectrum closest to the half-power amplitude.
The two columns of matrix pencil results are the predictions before and after the application
of the KS aggregation function with ρ = 50. At zero noise, the log decrement, Hilbert
























Figure 4.4: Decaying sine with noise example problem.
Table 4.1: Identification of exponent coefficient (α) with the various methods for the noisy
sine signal.
Noise (%) Log Dec. Hilbert Half-power Matrix Pencil Matrix Pencil (KS)
0.0 -0.99977 -0.99769 -1.01905 -1.00000 -0.99307
0.1 -0.97772 -1.04763 -1.01905 -1.00022 -0.99329
1.0 -0.93360 -0.58932 -1.01905 -1.00142 -0.99449
5.0 -0.78456 -0.21975 -1.01905 -0.99631 -0.98938
10.0 -0.56002 -0.08667 -1.03077 -1.02429 -1.01736
-1) while the half-power method is within two percent. The error in the half-power method
arises from the limited resolution of the FFT. Having a longer signal history would lead to
a finer frequency resolution. As the noise level increases, the accuracy of the log decrement
and Hilbert transformation method degrades. At the 10% noise level, the log-decrement-
predicted exponent coefficient is in error by 44%, and the Hilbert transformation is 91.3%
too low. The noise tolerance of the log decrement and Hilbert transformation methods
could be improved by adding a filtering step to the process. Meanwhile without additional
steps, the more noise-tolerant half-power and matrix pencil methods stay within 3.1% and
2.5% of the exact exponent, respectively, even at significant noise levels.
Sensitivity to Dereferencing
In many aeroelastic flutter problems, the equilibrium or reference point about which the
oscillations occur is not z = 0 as was the case in the previous examples. Here dereferencing
refers to the shifting of the signal to make it oscillate about z = 0 as required by some of
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Table 4.2: Identification of exponent coefficient (α) with the various methods for improp-
erly dereferenced signals.
Offset, z0 Log Dec. Hilbert Half-power Matrix Pencil Matrix Pencil (KS)
0.0 -0.99977 -0.99769 -1.01905 -1.00000 -0.99307
0.01 -0.99536 -1.00805 -1.01905 -1.00000 -0.99307
-0.01 -1.00427 -0.98689 -1.01905 -1.00000 -0.99307
0.1 -0.95744 -1.10734 -1.01905 -1.00000 -0.99307
-0.1 -1.04674 -0.89515 -1.01905 -1.00000 -0.99307
0.5 -0.82181 -1.67749 -1.01905 -1.00000 -0.99307
-0.5 -1.30377 -0.53749 -1.01905 -1.00000 -0.99307
the damping identification methods. Inaccuracy in identifying the reference point can lead
to errors in the damping prediction. The same signal from the first example is used except
the noise term is replaced by a constant offset to model an error in the estimation of the
equilibrium point:
z(t) = 5e−t sin(50t)+ z0, t ∈ [0,2] , (4.18)
where z0 is the error in dereferencing. Table 4.2 illustrates how the methods handle various
errors in the reference point. The signal decomposition methods, the matrix pencil and
the half-power methods, both identify components with zero frequency, i.e., the reference
point, therefore the predicted damping does not change as the reference offset is varied. The
log decrement and Hilbert transformation methods do show sensitivity to the dereferencing.
When the offset is 10% of the initial amplitude, the log decrement method has up to 30.4%
error while the Hilbert transform method has as much as 67.7% error.
Multicomponent Signal
The next example is a multicomponent signal where a smaller amplitude term is growing:
z(t) = 5e−t sin(50t)+2e−0.5t sin(20t)−0.5e0.05t sin(40t)+w(t), t ∈ [0,2] . (4.19)
The random normal noise component has a standard deviation of 0.25. Figure 4.5 illus-
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trates this signal and its power spectrum. The superposition of the components of the sig-
nal makes it difficult to identify that there is an unstable mode by visual inspection. With
no noticeable pattern, the log decrement method does not produce a consistent damping
estimate between any sets of peaks. The relatively short length of the time signal creates a
low frequency resolution for the FFT which affects the accuracy of the half-power method.
The power spectrum does pick up three peaks corresponding to the three sinusoidal com-
ponent of the signal. Some form of interpolation could be applied, but the approximation
of the half power of the peak at 40 rad/s would be difficult since the peak is essentially
a single point. Additionally, the power spectrum does not discriminate between growing
and decaying components. Extra steps that reconstruct the signal with different combina-
tions of growing and decaying components from the half-power method to find the best
fit against the original signal and ultimately the correct combination of signal components
can be added, but this adds complexity to the algorithm. Table 4.3 shows how the ma-
trix pencil method decomposes the noisy multicomponent signal. The absolute value of
the frequencies match the exact frequencies to three significant digits, and the addition of
the amplitudes for the positive and negative frequency pairs produces amplitudes of 4.976,
1.998, 0.500 (compared to the original amplitudes of 5.0, 2.0, and 0.5). The predicted
exponents are also very accurate. For the decaying pieces, the exponent error is less than
0.3%, and for the unstable piece it is 5.33%, which is very good since the standard devi-
ation of the noise is 50% of the initial amplitude of the unstable signal. Not only is the
matrix pencil method able to pick up the small unstable component of the signal, it also
provides accurate exponent predictions with a relatively short time signal.
Because the Hilbert transformation was very sensitive to noise in the first example, it
was applied to the same signal without the noise term. The envelope function and instanta-
neous damping are shown in Figure 4.6. The envelope function indicates significantly more
oscillatory behavior than observed in Figure 4.2. Since the single constant frequency as-































Figure 4.5: Multicomponent sinusoid with noise example problem.
Table 4.3: Matrix pencil breakdown of the multicomponent sinusoid example.
Component Frequency [rad/s] Exponent (αk) Amplitude
0 50.0157709075 -0.99780444174 2.48816260236
1 -50.0157709075 -0.99780444174 2.48816260236
2 19.9956633077 -0.50051227204 0.99921844326
3 -19.9956633077 -0.50051227204 0.99921844326
4 40.0160821443 0.05266857242 0.25016878621
5 -40.0160821443 0.05266857242 0.25016878621
fore, the instantaneous damping ratio oscillates between positive and negative values and
does not give a good indication of the behavior of the signal. While this is a simpler imple-
mentation of the envelope function method, it is unlikely that any envelope-function-based
method would identify the unstable component of the signal because they are designed for
































(b) Instantaneous damping ratio.
Figure 4.6: Multicomponent signal without noise.
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Matrix Pencil Sensitivity to Model Number
The noise filtering in the matrix pencil method is accomplished by selecting a model order
that is lower that the full order of the Prony series decomposition problem in line 10 of
Algorithm 7. If the model number is too high, the noise may not be filtered out. If the
model number is too low, the matrix pencil method may not have enough components to
accurately reproduce the signal. The effect of the model number is studied on the following
signal
z(t) = 5e−t sin(50t)+2e−0.5t sin(20t)−0.5e0.05t sin(40t)+0.1+w(t), t ∈ [0,2] ,
(4.20)
where the noise level w(t) has a standard deviation of 0.5 which is 10% of the largest
amplitude component. Ideally, the matrix pencil method would select seven as the model
number that accounts for the constant offset and a positive and negative frequency term
for the three sinusoidal components in the signal. Table 4.4 shows how the matrix pencil
method’s decomposition of signal changes as the model number is increased. With a model
number of two, the matrix pencil pencil method approximates the signal with a damped
sinusoid that is close to largest component of the signal. As the model number increases
to seven, components zero and one become closer representations of the original signal’s
largest component, and the other components of the signal begin to appear. When the
model number is six, the smallest amplitude oscillation appears in the decomposition. For
this signal it is important to capture this new component because it is the harmonic that is
undergoing exponential growth. At a model number of seven, the decomposition is most
accurate, as expected. The least accurate value at a model number of seven is the exponent
coefficient of the growing signal with an absolute and relative error of 0.0028 and 5.6%
respectively. When the model number is above seven, some of the noise is retained as seen
in the high frequency components in the final two columns of the table. For a model number
of eight, the last component is a high-frequency, low-amplitude oscillation which has an
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extremely large damping that would not affect the ability of the KS function aggregation
to determine the maximum exponent coefficient. As the model number is increased to
nine, the noise contributions appear as unstable high frequency components. The noise
components dominate the KS aggregation of the exponent coefficients, which is 0.283.
This would be a undesirable situation during an optimization because the optimizer would
try to reduce the damping of a signal component that is not physically relevant. From this
analysis, there are only two choices of model number, six and seven, that include enough
components to capture the important oscillatory terms but do not retain the noise.
In general, the best model number will not be known a priori. One approach to se-
lect the model number is based the magnitude of the singular values. Figure 4.7 shows
the singular values normalized by the largest value for noise levels of 1% and 10%. The
first six singular values appear as pairs of approximately equal value. The seventh value
is one order of magnitude smaller than the largest singular value. These first seven singu-
lar values are essentially equal for the two different noise levels. The remaining singular
values are related to the noise in the signal. The one order of magnitude difference of
the noise-related singular values observed between the noise levels is consistent with the
difference in noise level. Because the noise term is random, it is logical that the energy
would be approximately equally distributed among the range of the possible frequencies,
leading to approximately equal singular values. One distinguishing feature that delineates
the true signal singular values from the noise is the significant drop of magnitude between
the lowest true component magnitude and those of the noise. Therefore, the model number
in optimizations presented in this work is calculated as the number of normalized singular
values that are above the largest singular values times a tolerance. For the optimizations
presented in this work, this tolerance is set between 0.1 and 0.01 under the assumption that



















































































































































































































































































































































































































































































































































































































































































































Figure 4.7: Normalized singular values for the decomposition of Equation 4.20.
X-57 Maxwell System Identification
The final comparison between the damping calculation methods is with modal responses of
a structure coupled to CFD. While the other tests have allowed verifying methods against
exact results and testing sensitivity to particular signal features, this test represents more
realistic data, but the true signal decomposition is not known. For this type of problem,
consistent results across the methods is the best indication that they are working well. The
modal displacements are taken from the X-57 Maxwell simulations with FUN3D from
Heeg et al. [146]. Four modes (Figure 4.8) are selected as representative of the types of be-
haviors observed in the full set of modes. As would be done during optimization, an initial
time period has been removed so that the initial transients after the modal excitations have
disappeared and do not affect the calculated damping. Mode six is a relatively clean signal
with very low damping. Mode five is a very low damping response with more variation
in amplitude. Mode seven represents a sinusoid with higher damping, and mode nine is a
decaying signal with multiple components.
Table 4.5 gives the predicted damping ratios for different modes with the various system












































Figure 4.8: X-57 modal responses with instantaneous envelope functions.
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good agreement between Hilbert transform and matrix pencil methods. Even for the very
low damping of responses of modes five and six, the Hilbert transformation and matrix
pencil damping ratios different by less than 2.0× 10−5. For mode seven, they agree to
within 1% of each other. The log decrement method also agrees fairly well with the Hilbert
transformation and matrix pencil methods for the first modes, but predicts slightly higher
damping for the modes near zero damping. For mode nine, the log decrement method us-
ing the peaks indicated by the red marks in Figure 4.8d is 2.38 times larger than than of
the matrix pencil method. The Hilbert transformation method’s damping ratio is about two
orders of magnitude larger than the matrix pencil and log decrement results. Since Equa-
tion 4.8 in the Hilbert method assumes a single mode while the log decrement and matrix
pencil methods are relatively close, it is likely the Hilbert method is less accurate than the
other two approaches. The damping ratios predicted by the half-power bandwidth method
are listed as plus or minus because the method does not indicate whether a component
of the signal is growing or decaying. The half-power bandwidth method does not per-
form well for determination of damping of these signals. The lengths of the signals create
FFT frequency resolutions of approximately 5 rad/s. Linear interpolation of the FFT-based
power spectrum approximates the half-power frequencies. The limited resolution causes
the calculated damping of mode seven to be lower than that of modes five and six, which is
incorrect. While the minimum damping is close to the matrix pencil KS aggregated value
for mode nine, this appears to be coincidental as the half-power bandwidth and matrix pen-
cil methods predict that the minimum damping ratio occurs on different modes. Table 4.6
lists the predicted frequencies computed from the matrix pencil and half-power bandwidth
methods. While these methods indicate the minimum damping occurs on different modes,
the frequencies are within the resolution of the FFT frequencies (4.02 rad/s). That is a good
indication that the signal decompositions for the half-power bandwidth and matrix pencil
methods would be similar if the FFT resolution was refined.
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Table 4.5: Predicted damping ratios of X-57 modal responses.
Mode Number Log Decrement Hilbert Half-power (min) Matrix Pencil (KS)
5 0.00033542 0.00014745 ± 0.00170843 0.00015013
6 0.00017212 0.00008456 ± 0.00185588 0.00007053
7 0.00264498 0.00258143 ± 0.00089262 0.00255767
9 0.00203437 0.22148883 ± 0.00092640 0.00085409
Table 4.6: Frequencies (rad/s) predicted for X-57 mode nine response. The starred fre-
quencies indicate the mode with the smallest predicted damping





Summary of Damping Prediction Method Comparisons
Despite its sensitivity to the model number, the matrix pencil method appears to be the
best suited method for identifying damping coefficients in CFD-based flutter analysis and
optimization. The log decrement method is not robust enough to consistently handle mul-
ticomponent signals. The Hilbert transformation-based envelope function of Zhang [89]
does not handle multicomponent signals or noise in an effective manner. While able to
decompose the signal into different components, the half-power bandwidth method’s res-
olution is insufficient for time windows that would be typical of CFD calculations. Curve
fits other than linear interpolation could be applied to the low resolution power spectrum,
but any assumed shape of the power spectrum will heavily influence the damping predic-
tion. The matrix pencil method is noise tolerant and capable of handling multicomponent
signals with growing and decaying components. Therefore, the matrix pencil method has
been selected as the basis of flutter-based optimization in this work. The following sections
demonstrate its application in flutter-based optimizations.
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Table 4.7: NACA 64A010 structural properties for flutter identification.
Property Value
Semichord, b [m] 0.5
Elastic axis location, xEA/b (measured from midchord) -0.45
Center of mass location, xc/b (measured from elastic axis) 0.3
Mass ratio, µ = m/πρ∞b2 20
Radius of gyration, r/b 0.5
Plunge natural frequency [rad/s] 100.0
Pitch natural frequency [rad/s] 100.0
4.1.4 NACA 64A010
The matrix pencil method is next applied in the context of adjoint-based optimization for
flutter identification of a pitching and plunging NACA 64A010 airfoil. For this flutter iden-
tification process described in Section 4.1.1, the object is to minimize the dynamic pressure
subject to a constraint that the KS aggregated damping from the matrix pencil method is
zero. The dynamic pressure is also the only design variable. This flutter identification
process was applied between Mach 0.3 and 0.7 in increments of 0.1.
The structural model in TACS is formulated in two degrees of freedom with a rotational
(pitch) and translational (plunge) spring attached at the elastic axis of the airfoil. The
properties of the structure are provided in Table 4.7. The pitch and plunge motions are
governed by the following equations
mḧ+Sα α̈ +mω2h h =−L, (4.21)
Sα ḧ+ Iα α̈ + Iαω2αα = My, (4.22)
where m is the mass per unit span, Sα is the static unbalance, Iα is the sectional moment of
inertia about the elastic axis, h is the plunge, α is the angle of attack or pitch in radians, L
is the sectional lift, and My is the sectional moment about the elastic axis. These equations
were integrated numerically with a second-order BDF scheme.
94
Figure 4.9: Aerodynamic mesh near the NACA 64A010.
The aerodynamics were modeled as an inviscid compressible flow within FUN3D.
Since the adjoint implementation requires that FUN3D be run on three-dimensional prob-
lems, the aerodynamic mesh shown in Figure 4.9 contains three identical but offset planes,
each with 11,703 nodes. The BDF2opt integration scheme in FUN3D was applied to in-
tegrate the aerodynamic governing equations. The time step sizes in the simulations were
chosen so that there were at least 40 time steps per oscillation cycle. Five subiterations per
time step were used, which typically led to about five orders of magnitude of convergence
during the pseudo-time stepping. The motion type in FUN3D was set to ‘rigid+deform’.
The simulations were performed for approximately 10 oscillation cycles (between 4000
and 8000 time steps depending on the Mach number). This number of cycles is long enough
for the initial transients to disappear and for the matrix pencil method to consistently calcu-
late the damping. Since this is a coupled two degree-of-freedom flutter problem, the matrix
pencil method was only applied to the pitch signal. Only the second half of this signal was
fed to the damping calculation to avoid the initial transients affecting the results.
The sequential least-squares quadratic programming (SLSQP) optimizer [147] in py-
Opt [148] was utilized to find the flutter point. Each optimization problem converged in six
to eight design cycles. Figure 4.10 illustrates the optimization convergence to the flutter
speed for Mach numbers of 0.3 and 0.5. The speed index is a nondimensional number that








































Figure 4.10: NACA 64A010 flutter point identification optimization histories. The red lines
illustrate the pitch response at points during the optimization.





For the results at Mach 0.3, the initial dynamic pressure produces unstable oscillations, so
the optimizer decreased the dynamic pressure. As the dynamic pressure is decreased, the
rate of oscillation magnitude growth decreases, which is evident in the pitch response at the
first design cycle. After six design cycles, the oscillations experience neither growth nor
decay indicating that the flutter point has been found. For the results at Mach 0.5, the initial
response is a damped oscillation. To satisfy the damping equality constraint, the optimizer
increased the dynamic pressure. At the eighth design cycle, there is some initial growth and
decay of the response, but the latter half of the response where the matrix pencil method is
applied has essentially zero damping.
Figure 4.11 relates the predicted flutter speed index as a function of Mach number. The
red curve is from linear Theodorsen theory [149] with a Prandtl-Glauert compressibility
correction [150] applied to the loads. The differences is likely due to the finite thickness
of the airfoil in the simulation whereas the Theodorsen theory is based on a thin airfoil































Figure 4.11: NACA 64A010 flutter boundary.
0.3 and 0.4. As the Mach number is further increased, the compressibility effects become
more prominent, and the flutter speed drops significantly. At Mach 0.7, the flutter speed
index is 52% of the value at Mach 0.3. This example illustrates that the matrix pencil
method can be applied to signals generated by CFD and works within an optimization
framework.
4.1.5 AGARD 445.6 Wing
Next, the matrix pencil method is applied to a three-dimensional flutter problem, the AGARD
445.6 wing. Experimental flutter data from the Transonic Dynamics Tunnel at NASA Lan-
gley was published by Yates [151]. Since then, the AGARD 445.6 wing has widely served
as a flutter case for benchmarking computational aeroelasticity tools. The wall-mounted
wing has a span of 2.5 feet, root chord of 1.83 feet, a quarter chord sweep angle of 45
degrees, and a taper ratio of 0.66. The airfoil is a symmetric NACA 65A004 airfoil, and all
flutter data for the test case studied in this work is at zero degrees angle of attack.
The structural model described by Yates is a modal structure; therefore, an adjoint-
enabled modal solver was written and coupled to FUNtoFEM for this problem. The first
four modes of the structure were retained for the analysis. The aerodynamics were mod-
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eled with a 446,584 node mesh and Euler simulation in FUN3D. Each flutter simulation
consisted of 6,000 time steps with 125 steps before the excitation of the modes in order to
approximately reach a steady state.
The optimizations performed were a similar set up to the NACA 64A010 flutter iden-
tification optimizations. The only design variable is dynamic pressure, and the objective
is to minimize the dynamic pressure subject to a constraint that the KS aggregated damp-
ing predicted by the matrix pencil method is equal to zero. The matrix pencil method was
applied to the final 3,000 time steps of each simulation. This process was performed for
Mach numbers in the range of 0.499 to 1.141.
Figure 4.12 compares the flutter dynamic pressure determined by the FUNtoFEM op-
timization to the experimental value as well as some FUN3D modal solver results from
Silva et al. [152]. The optimizations based on the matrix pencil method successfully deter-
mined the flutter dynamic pressures to within 0.1 psf across the range of Mach numbers in
four to seven design cycles. Like the inviscid FUN3D modal solution from Silva et al., the
FUNtoFEM solution predicts a transonic flutter dip at M∞=0.96 but overpredicts the flutter
dynamic pressure above Mach 1. The discrepancy between the FUNtoFEM and inviscid
FUN3D results are likely due to the difference in mesh resolution. The mesh in the in-
viscid FUN3D results is two million nodes, while the FUNtoFEM mesh has less than five
hundred thousand nodes. Since the purpose of this study is to explore the effectiveness of
the matrix pencil based flutter constraint rather than achieve spatially converged solutions,
the discrepancy between the FUN3D and FUNtoFEM Euler solutions was deemed accept-
able. The capturing of the correct trends implies that the fidelity is sufficient to model the
important physics in the problem.
Figure 4.13 shows the convergence of the flutter identification optimization for M∞ =
1.072 from various initial dynamic pressures. The time histories for the first mode (the
flutter mode) at some points is also given in the plot to illustrate the convergence from cer-







































Figure 4.12: AGARD 445.6 flutter boundary. FUN3D results are from Silva et al. [152].
dynamic pressure, so the increasing magnitude of the oscillations causes the mesh deforma-
tion to produce negative cell volumes. This causes the simulation and optimization to fail.
From the initial dynamic pressures of 144.0 psf and 100.8 psf, the optimizations converge
to the same dynamic pressure. At the final design cycles, the damping ratio for both of the
these optimizations is less than 1.0×10−5, indicating that it is the flutter dynamic pressure.
Althought the initial dynamic pressures are close, the optimizations that start from q = 43.2
psf and 57.6 psf diverge because they start on either side of the maximum damping peak.
At q = 43.2 psf both the damping and the derivative of the damping with respect to the dy-
namic pressure are positive which forces the optimization toward the q = 0 local minimum.
Because the damping coefficient at q = 57.6 psf is 0.72 and near to the maximum damping,
the derivative of the damping coefficient with respect to the dynamic pressure is -0.005972
which has a negative but very shallow slope. Therefore, the optimizer takes a large step
to 178.15 psf which is where the tangent line intercepts zero damping. At q = 178.15, the
simulation again fails due to negative volumes generated in the CFD volume mesh caused
by unbounded oscillations. Since only two out of five optimizations converged to the de-
sired local minimum, the success of a flutter identification optimization is observed to be










































Figure 4.13: AGARD 445.6 flutter optimization history at M∞=1.072 from various initial
conditions.
be selected intelligently because there are existing experimental and computational results.
However, this sensitivity is a potential robustness issue for optimization.
4.1.6 Robustness and Computational Cost of Time-accurate Flutter Constraints
In this section, a methodology for time-accurate flutter constraints has been presented based
on the matrix pencil method. The matrix pencil method proved to be the most robust
method for identification of fluttering modes of a system. While the matrix pencil method
is sufficient for identifying damping in time domain signals, gradient-based optimization
with this method is not robust for flutter identification. There are multiple conditions that
give zero damping but only a subset of those conditions correspond to the desired flutter
point. This makes the success of flutter identification sensitive to initial conditions. Even
if the initial condition is selected to be near the initial flutter point, a large change in design
variables between design cycles could cause the dynamic pressure in a flutter identification
constraint to leave the neighborhood of the flutter dynamic pressure and force a situation
similar to those in Figure 4.13 where the dynamic pressure converges towards a value other
than the flutter point (e.g. zero dynamic pressure) or the simulation fails due to overly
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large of deflections. In certain optimization algorithms, the production of negative volumes
due to a too high dynamic pressure is recoverable because a failing analysis can signal the
optimizer to reduce the size of the step in the design variables, but convergence to wrong
minima is relevant to all local (gradient-based) optimization methods.
Time-accurate CFD for flutter clearance constraints is also currently not practical for
full aircraft aeroelastic design. The large number of time-accurate CFD analyses required
to sufficiently cover the flight envelope is not feasible even if a flutter clearance constraint
is utilized instead of a flutter identification constraint. One potential strategy to reduce
the computational cost is to select a subset of the points from the flight envelope that are
thought to be the most critical. These points would be included as flutter clearance con-
straints in an aircraft optimization. Once the optimization converges, the flutter properties
of the remainder of the flight envelope would be analyzed. If any points are above the
flutter clearance damping tolerance, they can be added to the optimization as constraints,
and the optimization would be restarted. This process could be repeated until the damping
across the flight envelope is sufficient.
An alternative to reducing the cost of the time-accurate constraints is to limit the scope
of the time-accurate CFD to flight conditions where it is necessary. While time-accurate
CFD is applicable to a wide range of problems, methods such as frequency domain solvers
can be just as accurate and one to two orders of magnitude faster for flutter analysis. These
methods are also better suited for flutter analysis because they can produce eigenvalue data
from which the damping can be directly extracted rather than time-accurate analysis which
requires system identification techniques to infer the damping characteristics. While this
work has shown that flutter-constrained design with time-accurate CFD is possible, there
are potentially more efficient alternatives for flutter-based constraints, and time-accurate
CFD will be better suited for nonlinear aperiodic problems or other nonlinear effects such
as blowing or suction.
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4.2 Gust Response Constraints
Gust response is another critical aeroelastic constraint on aircraft design. In the Federal
Aviation Administration’s (FAA) advisory circular (AC) for gust loads [153], they outline
acceptable methods for modeling an aircraft experiencing a gust. In the AC, they state that
“nonlinear solution methods are necessary for airplane and flight control systems that are
not reasonably or conservatively represented by linear analysis models.” As aircraft become
more flexible, the nonlinear effects will dominate as larger deflections are encountered
during gusts.
The FAA defines two types of gusts that an aircraft must be able to withstand: a discrete
gust which represents a single extreme turbulence event, and a continuous gust which repre-
sents a longer duration turbulence encounter. Because the discrete gust is shorter duration,
this work will focus on the discrete gust although a continuous gust could be approximated
by the superposition of sine and cosine gust components in FUN3D. The discrete gust
model in the AC is one-dimensional with the gust velocity normal to the flight direction.
The gust is spatially uniform in the planes perpendicular to the direction of travel and has











where H is the gust gradient distance or the distance to the maximum gust velocity, and
Uds is the maximum gust velocity. The FAA guideline says that the gust gradient distance
should range from 30 to 350 feet, and the maximum gust velocity is determined from the
gust gradient distance, the reference airspeed, and the altitude of the aircraft:




























Figure 4.14: Variation of the discrete gust reference velocity, Ure f , with altitude.
lations (FAR) Part 25.341. In Figure 4.14, Ure f varies linearly between three points: 56.0
ft/s at sea level, 44.0 ft/s at 15,000 ft, and 20.86 ft/s at 60,000 ft. Fg is the flight profile
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(4.27)
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Maximum Zero Fuel Weight










Fg = 0.5(Fgz +Fgm) (4.30)
From sea level, the flight profile alleviation factor linearly increases to 1.0 at the certi-
fied maximum altitude, hmax. There are additional considerations for aspects such as
wing-mounted engines and stability, but as a first step into CFD-based gust-constrained
optimization, the analysis will be limited to the general 1-cosine discrete gust.
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Table 4.8: Lift sensitivity verification for a coupled CRM simulation with a gust.
Structural Thickness Angle of Attack Shape Variable
Lift Adjoint -2.60701434865e-05 0.00456874796182 -0.000711916380269
Lift Complex -2.60701434866e-05 0.00456874796182 -0.000711916380507
4.2.1 Field Velocity Method of Gust Modeling
There are various ways to model gusts. One such method is the field velocity method [154]
where the gust is created in the flow field by modifying the grid velocity term for all the
nodes (except the surface nodes) without actually changing the grid displacements. Actual
forced motion of the grid would also create non-physical inertial forces in the structure.
The new CFD grid velocities are found by subtracting the gust velocity from actual grid
velocity associated with the grid motion
ẋî+ ẏ ĵ+ żk̂ = (ẋ0−ug) î+(ẏ0− vg) ĵ+(ż0−wg) k̂. (4.31)
The change in grid speed affects the fluxes in the governing equations of the flow and
essentially acts as a source term to generate the gusts. Bartels added a field velocity method
for gust modeling in FUN3D [155] which will be the basis of this work. In FUN3D the gust
convects with the free-stream velocity. The gust are uniform in the planes normal to the
direction of propagation. The profile of the discrete gust can be generated as a superposition
of sine, cosine, 1-cosine, and Gaussian profiles. The length; start time; start position; and
x, y, and z magnitude of each gust component can be set independently to form complex
gust profiles.
In Reference [155], Bartels verified the field velocity method against other published
results. For this dissertation, the FUN3D’s adjoint was modified to allow adjoint-based gra-
dients when the field velocity method is used. In Table 4.8, the adjoint-based sensitivities
agree to at least nine significant digits with the complex step method for a RANS-based
gust simulation of the CRM.
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4.2.2 NACA 64A010 Gust Optimization
To demonstrate that the gust constraint and sensitivity analysis works in an optimization
setting, an optimization was performed with a NACA 64A010 airfoil. The symmetric air-
foil at zero degrees angle of attack is attached to a spring and allowed to translate vertically.
During the simulation, there is an initial period where the steady flow field is established,
and then airfoil encounters a 1-cosine vertical gust as defined in the FAA advisory circular.
The optimization problem is to minimize the spring stiffness subject to the constraint that
the maximum displacement of the airfoil as approximated by a KS aggregation function
remain below an upper limit of 0.1 ft:
min k
subject to: KS(z(t))−0.1≤ 0.
(4.32)








where m is the maximum displacement and ρ is a constant set to 5000.0 for this optimiza-
tion. This optimization is analogous to a mass minimization subject to a stress constraint.
A higher stiffness spring would imply more mass and the stress would be related to the
displacement of the airfoil.
The assumed conditions are listed in Table 4.9. The gust encountered is the sharpest
gust that designs are expected to withstand as defined by the FAA. Given the properties in
Table 4.9, the maximum gust velocity is Mach 0.022. With the initial spring stiffness, the
maximum displacement of the airfoil is 0.36 ft which is 3.6 times higher than the acceptable
displacement.
For the computational model in FUN3D, the same inviscid mesh from the flutter iden-
tifications in Figure 4.9 was utilized. The selected time step size was determined so that
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Table 4.9: Assumed properties and conditions for the NACA 64A010 gust optimization.
Property Value
Altitude [ft] 30,000
Free-stream Mach number 0.8
Flight profile alleviation factor, Fg 0.92
Gust gradient distance, H [ft] 30.0
Airfoil chord [ft] 1.0
Airfoil mass per span [slug/ft] 0.05
Initial spring stiffness [lb/ft] 200.0
(a) Steady state. (b) Peak gust amplitude at leading edge.
Figure 4.15: Pressure coefficient contours from the NACA 64A010 gust optimization. The
critical pressure coefficient is -0.435.
there are 160 steps within the duration of the gust duration. Ten subiterations per time step
produced at least three orders of magnitude of convergence per time step. There are 1000
total time steps with approximately 50 steps before the gust is encountered and about five
times the gust duration simulated after the gust passes. The motion type in FUN3D was set
to ‘rigid+deform’. Figure 4.15a shows the steady state flow field at Mach 0.8. The flow is
transonic with shocks on the upper and lower surface of the symmetric airfoil at x/c= 0.53.
When the gust hits the airfoil in Figure 4.15b, the upper surface shock becomes stronger
and shifted aft to x/c = 0.58 while the lower shock weakens at shifts to x/c = 0.47.
The optimization was performed with the SLSQP optimizer. Each forward and adjoint
analysis took one and two hours of walltime, respectively, on 48 compute cores. The












































Figure 4.16: Convergence of the NACA 64A010 gust optimization.
forward analyses and nine adjoint evaluations. The stiffness of the spring increased by a
factor of 4.55 over the course of the optimization. The final constraint value is 6.9e-15
indicating that the KS aggregated maximum displacement is 0.1 to machine precision.
Figure 4.17 shows the displacement histories of the initial and optimal designs. While
the aggregated maximum displacement is 0.1 to machine precision, the true maximum dis-
placement for the optimized design is 0.1055; therefore, the optimal design’s displacement
goes slightly above the upper bound of 0.1 in the plot. The difference between the aggre-
gated and true maximum displacement could be reduced by increasing the value of ρ in the
KS function in Equation 4.33.
Even with the simple structural model, this scenario represents a nonlinear aeroelastic
problem. The presence of the shocks and their movement means that this case would be ex-
tremely difficult to capture with a lower fidelity aerodynamics model. With this simplified
optimization establishing that the aeroelastic gust analysis and sensitivities can be applied
successfully to complex aeroelastic physics, a gust-based constraint will be applied to a




























With the aeroelastic analysis and sensitivity formulation derived and verified, this chapter
presents optimizations performed with this capability. The first optimization is an opti-
mization of the vortex-induced vibration of a cylinder. Next a series of optimizations is
presented for the undeformed Common Research Model wing which serves as a represen-
tative fixed-wing aeroelastic design problem.
5.1 Vortex-induced Vibrations of a Cylinder
An optimization problem was formulated for the vortex-induced vibrations of a cylinder
verification case from Section 3.3.1. Since the vibration of the cylinder is extracting energy
from the flow, the problem can be thought of as a simple energy harvesting system where
the objective is the maximize the energy extracted by the damper. For this problem, the
design variables were chosen to be the spring stiffness and the damping coefficient. This
case serves as demonstration that the unsteady aeroelastic adjoint system works on a sim-
ple optimization problem (unconstrained optimization with two design variables), but the
problem still includes complex fluid-structure interaction physics (interaction of the vortex
shedding and the cylinder motion).
Compared to the verification case in Section 3.3.1, several changes were made to the
problem setup. Mesh 1 from the mesh refinement study was used and the Reynolds number
based on diameter was fixed at 120. The incompressible flow was approximated as a com-
pressible flow at a free stream Mach of 0.1. Only the pressure contributions were included
in the force transfer because the required sensitivity terms have only been implemented for
the pressure forces in FUN3D. In most aerospace applications, the viscous forces have a
negligible effect on the structural deformation. Each simulation in the optimization was
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run for 10,000 time steps with approximately 200 time steps per oscillation and 20 subiter-
ations per time step. The objective function only included energy harvested over the final
3,000 steps to avoid the effects of initial transients. The energy harvested was calculated





The initial stiffness was selected such that the rigid shedding frequency and natural
frequency of the spring were approximately equal. The initial damping ratio was the ex-
perimental damping from Reference [129]. Figure 5.1a shows the history of the objective
function during the optimization. Utilizing the SLSQP optimizer, the optimization con-
verged after 11 design cycles (the relative change in the objective is 0.017% for the final
iteration), and the final energy harvested was 8.7 times larger than the initial value. Fig-
ure 5.1b shows how the design variables varied over the optimization. The damping ratio
increased from 0.025 to 0.188, and the stiffness of the spring increased so that the natural
frequency of the optimized system is 1.47 (
√
2.16) times higher than the fixed cylinder
vortex shedding frequency. Figure 5.2 compares the initial and optimized displacement
time-history for the window over which the objective function is defined. In both cases, the
cylinder is locked-in since there is only one frequency in the motion. With the optimized
design parameters, the higher natural frequency creates faster oscillations. Despite hav-
ing a smaller amplitude, the optimized design has more oscillations from which to extract
energy, and the higher damping ratio means that more energy is extracted per oscillation.
The optimizer has taken advantage of the fact that motion of the cylinder affects the vortex
shedding, and increasing the motion frequency can also increase the shedding frequency as
illustrated by the closer spacing of the vortices in Figure 5.3. The effect of the cylinder’s
motion on the shedding behavior allows the system to remain locked-in despite the natural















































































Figure 5.2: Displacement history over the time range that the objective function is defined
in the vortex-induced vibration optimization.
5.2 Undeformed Common Research Model
The NASA Common Research Model (CRM) is a conventional transonic aircraft config-
uration developed for computational verification experiments [156]. Different versions of
the CRM are utilized as test cases in the AIAA CFD Drag Prediction Workshop [157] and
the AIAA CFD High Lift Prediction Workshop [158]. The original CRM model is assumed
to be rigid with predeformed wings that approximate aeroelastic deflections for a 1g cruise
condition. The undeformed Common Research Model (uCRM) is an aeroelastic model
reverse engineered from the original CRM [66]. The uCRM geometries include a repre-
sentative wingbox structure and jig shape outer mold line. Planform properties of the two
uCRM models are given in Table 5.1. The uCRM outer mold line is shown in Figure 5.4,
and an exploded view of the wing box is given in Figure 5.5. The wingboxes includes
leading edge and trailing edge spars, ribs, and the upper and lower skins between the spars.
The different colors in Figure 5.5 represent the panels which can have different thicknesses
in the structural model.
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Figure 5.3: Comparison of vortex wake for the initial and optimized vortex-induced vibra-
tion case.




Mean aerodynamic chord [m] 7.01
1/4 chord sweep [◦] 35.0
Number of Ribs 49
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Figure 5.4: uCRM outer mold lines.
Figure 5.5: Exploded view of uCRM wingbox panels. Each panel indicated by the colors
has an associated thickness design variable.
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The uCRM wing is a good case to study the effectiveness of the proposed coupling
methodology on a more realistic aerospace problem. Three optimizations are presented for
the uCRM wing. The first optimization is a steady-state aeroelastic optimization which
minimizes the estimated takeoff gross weight of the aircraft. The optimization is subject
to stress constraints from a 2.5G pull-up maneuver simulated with steady-state analysis.
In the second optimization, the steady problem was modified to have the wing undergo
plunging. This was the first optimization performed with the time-accurate coupled adjoint
in order to test its capabilities in a design context. Finally, the steady-state takeoff gross
weight minimization is presented again but with steady RANS CFD and an additional stress
constraint from a 1-cosine gust.
While these optimizations are more aerospace-like design problems applications, they
are not complete aircraft optimization problems. In more complete optimizations as en-
visioned in the CFD 2030 grand challenge problem #3, there would be many more load
conditions and cruise performance conditions, more disciplines like controls, and a more
detailed representation of the aircraft’s structure and inertia. While the physics be inter-
preted in the following sections as part of evaluating the success of the optimization, the
focus of these uCRM optimizations is to demonstrate that the mathematics and methodol-
ogy can be applied to three-dimensional aerospace configurations. Therefore, the compu-
tational models in the following sections are coarser than typically utilized to accurately
analyze the aeroelastic system to reduce the required computational resources.
5.2.1 Steady Takeoff Gross Weight Optimization
The first optimization is a takeoff gross weight (TOGW) minimization of the uCRM wing.
For the steady optimization, performance data in Table 5.2 is estimated from the Boeing
777-200ER similar to Reference [67] since it is roughly the same size as the uCRM. Each
design evaluation in the optimization is comprised of two steady simulations: a cruise and
maneuver condition. The cruise Mach number is 0.85 at an altitude of 35,000 ft. Load lim-
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Table 5.2: Assumed CRM conditions [66]
Parameter Value
Cruise Mach number 0.85
Cruise altitude 35,000 ft
Maneuver Mach number 0.86
Maneuver altitude 20,000 ft
Maneuver load factor 2.5
Design range 7,725 nm
Thrust-specific fuel consumption 0.53 lb/(lbf h)
Maximum takeoff weight 298,000 kg
Reserve fuel weight 15,000 kg
Fixed weight 108,900 kg
its on the wing are governed by the maneuver condition which is a 2.5G symmetric pull-up
modeled at a Mach number of 0.86 at 20,000ft. Four optimizations were performed us-
ing Euler and RANS aerodynamics with and without shape design variables. The optimal
design from the Euler analysis without shape variables was utilized as the initial configura-
tion for the Euler optimization with shape variables as well as for the RANS design without
shape variables. The optimal design from the Euler optimization with shape variables was
then the initial condition for the corresponding RANS problem.
Computational Model
The structural mesh consists of 10,584 mixed interpolation of tensorial components (MITC)
shell elements [159] which model the ribs, spars, and upper and lower skins. The linear
MITC shell elements in TACS are given material properties of a 7000 series aluminum
alloy. The inertia of the engine and the fuel in the wing was ignored in the problem. Both
Euler-based and RANS-based optimizations were performed. The aerodynamic grid for
the Euler-based gust simulation was a tetrahedral mesh consisting of 60,742 nodes. The
RANS mesh was 412,910 nodes with an initial normal spacing such that y+ ≈ 4, and the
SA turbulence model was utilized. The MELD transfer scheme transferred the coupling
data with 200 structural nodes in the subset of nodes attached to each aerodynamic surface
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Table 5.3: uCRM steady design variables.
Variable Type Quantity





node, and the exponential decay parameter β set to 0.5.
Design Variables
The design variables in the optimization problem include structural variables, aerodynamic
variables, and shape variables which affect both the structural and aerodynamic models.
The structural design variables are the thicknesses of components of the wing’s ribs, upper
and lower skin, and the two spars. There are 240 total thickness variables as illustrated in
Figure 5.5a, in which each panel is governed by a separate structural thickness variable. The
aerodynamic variables are the angles of attack at the cruise condition and at the maneuver
condition. The shape variables are chosen from a parameterization of the geometry using
MASSOUD [121] in Figure 5.6. Nine twist variables (the root twist was fixed to avoid
redundancy with the angle of attack variable) and 70 camber control points allowed the
optimizer to change the shape of the wing while maintaining the same planform area and
span.
The optimizations were attempted with more shape parameterization freedom in MAS-
SOUD including planform and thickness design variables; however, more sophisticated ge-
ometry parameterization and/or mesh generation is necessary. With the aerodynamic outer
model line shape and the wingbox tied to the same geometry parameterization, the opti-
mizer tried to reduce the size of the wingbox near the tip which created a poor quality CFD
mesh. Figure 5.7 illustrated how the optimizer’s preference to reduce the wingbox size and
weight adversely impacts the CFD mesh. Additionally, the chordwise MASSOUD con-
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Figure 5.6: Shape parameterization control points for the uCRM wing.
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(a) Reduction of the wingbox.
(b) Effect of the wingbox reduction on the
CFD surface mesh.
Figure 5.7: Effect of single parameterization on the uCRM wing geometry during TOGW
minimization.
trol points have been pushed towards the midchord in order to reduce the wingbox’s size,
so there are insufficient control points to adjust the shape of the downstream half of the
wingtip cross section. This problem can be alleviated by individual shape parameterization
of the aerodynamic surface and the internal structure. Separate parameterizations would
permit changes of the wingbox inside the outer skin without influencing the CFD mesh
quality, but it is not a trivial task to implement as there must be additional constraints such
as a requirement that the wingbox does not protrude from the outer skin.
For the Euler-based optimization without shape variables, the initial values of the angle
of attack for the cruise and maneuver conditions were zero degrees. The structural com-
ponents were given an uniform thickness of 20 mm, and the initial values of the shape
design variables are zero, i.e., the given shape of the undeformed CRM wing. The op-
timized Euler-based design without shape variables was the initial design for the RANS
optimization without shape variables and the Euler optimization with shape variables. The
Euler-based design with shape variables was the initial condition for the corresponding
RANS optimization.
Objectives and Constraints
The objective of the optimization is to minimize the takeoff gross weight (TOGW) of the
CRM aircraft. For this problem, the fuel burned during takeoff, climb, and landing are
119
neglected. Therefore, the weight of the aircraft at the beginning of the cruise segment is
taken as the maximum takeoff gross weight. The maximum takeoff gross weight is found
by rearranging the Breguet range equation
TOGW =W2e(RcT /V∞)(D/L), (5.2)
where R is the range, cT is the thrust specific fuel consumption of the engines, V∞ is the
speed of the aircraft, D is the drag, and L is the lift. W2 is the weight of the aircraft at the
end of the cruise segment. It is assumed to take the following form:
W2 = 2Wwing +Wf ixed +Wreserve f uel, (5.3)
where the weight of the wing is a function of the design variables.
A summary of the constraints in the optimization problem are given in Table 5.4. Due
to manufacturing considerations, smoothness constraints are placed on the thickness vari-
ables so that adjacent panels on the spars, upper skin and lower skin vary by less than 1
mm. There are 368 total smoothness constraints (two linear constraints per pair of adjacent
sections). To prevent failure of the wing at the 2.5G maneuver, a KS failure constraint
which is the KS aggregation of the von Mises stress to yield stress ratio is placed on the
structure with a material safety factor of 1.5. There are two trim constraints that ensure that
the wings produce enough lift to equal the weight of the aircraft for the cruise condition
and 2.5 times the weight for the maneuver condition. The weight in the trim calculations is
the average of the TOGW and W2.
The objective and constraints in this design problem are simplified compared to what
would be necessary for a complete vehicle. For example, the constraints do not consider
the internal volume of the wing available for fuel, the trim constraints do not include trim of
the pitching moment or account for the forces and moments of the fuselage and stabilizers,
and the drag in the TOGW calculation does not include components apart from the wings.
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Table 5.4: Steady uCRM optimization constraints.
Constraint Type Equation Quantity
Smoothness of structural thickness ±(xi− x j)≤ δ 368
Structural failure for maneuver 1.5×KS≤ 1 1
Trim at cruise W −L = 0 1
Trim at maneuver 2.5×W −L = 0 1
Total 371
Table 5.5: Individual simulation times in the maneuver and gust uCRM optimizations.
Scenario Aero. model CPU Cores Forward [min] Adjoint [min]
Cruise
Euler 80 0.75 4.3
RANS 240 9 32
Maneuver
Euler 80 0.75 4.3
RANS 240 9 32
To compute the gradients, four adjoint solutions are required: lift and drag for the
cruise condition; and lift and KS failure for the maneuver condition. The smoothness
and planform constraints are purely functions of design variables, and their gradients are
evaluated analytically. The computational cost for each of the analyses required to compute
the objectives, constraints, and their gradients is summarized in Table 5.5. Even with four
times as many CPUs, total wall time required for the maneuver design cycle (all the forward
and adjoint solutions) increases from 10.1 minutes for the Euler version to 82 minutes for
the RANS version. Although the scenarios were simulated sequentially in this work, both
scenarios could simulated simultaneously to reduce the wall time per design cycle.
Optimization Results
The optimizations were performed with the SLSQP optimizer in pyOpt. Figure 5.8 shows
the history of the optimizations. The infeasibility is a measure of the constraint violation
and is calculated as the L-2 norm of the active constraints. The optimizations were consid-
ered converged with the TOGW changing less than 0.001% between design cycles and the
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infeasibility was less than 0.01. With this level of infeasibility, the KS aggregated stress ra-
tio was within 0.0005 of 2/3 (the maximum allowable value with the safety factor), and the
lift constraints were within 200 N (approximately 0.015% of the TOGW) of being satisfied.
For the Euler-based optimization without shape variables, there was a large drop in
TOGW over the 15 design cycles as the optimizer thinned out the structure. However, the
infeasibility increased over this period as the stress in some panels exceeded the allowable
stress ratio. Therefore the TOGW increased over the next seven design cycles to reduce
the stress ratio, and the infeasibility dropped by more than an order of magnitude. Over the
remaining 65 design cycles, the optimizer refines the mass distribution to further reduce
the TOGW and constraint violation. For the initial RANS design without shape variables,
there was a discontinuity of 0.7% in the TOGW because RANS model predicted more drag
than the Euler model for the same configuration. Because of the change in predicted load
distribution between the Euler and RANS models, the initial RANS design did not violate
the stress constraint, but the lift lift constraints were initially violated. For the first RANS
design cycle, the optimizer adjusted the angles of attack to satisfy the lift constraints as
indicated by the large drop in infeasibility. It then decreased the panel thicknesses until the
stress reached the maximum allowable value again. The RANS optimization without shape
variables converged in only 18 design cycles because the optimal Euler-based configuration
was near the optimal RANS configuration in the design space. Despite running 18 design
cycles compared to 87 Euler design cycles, the RANS optimization’s computational cost
was approximately five times larger. The final RANS design’s TOGW was 0.3% higher
than the Euler design without shape variables. Allowing the optimizer to modify the camber
and twist distribution of the wing reduced the TOGW by 2.3% and 2.0% for the Euler
and RANS designs respectively. As with versions without shape variables, initializing
the RANS optimization from the final Euler design meant that the RANS optimization
























































Euler - No shape
Euler - Shape
RANS - No shape
RANS - Shape
Figure 5.8: Steady uCRM optimization history.
allow the optimizer to further reduce the TOGW.
There are two ways in which the TOGW in Equation 5.2 can be reduced by the op-
timizer. It can decrease the weight W2, which is a function of the wing weight, or it can
increase the lift-to-drag ratio. The histories of these values through the optimization are
illustrated in Figure 5.9. The optimizer prioritized weight reduction as a means of reduc-
ing the TOGW as indicated by the decrease in both wing weight and the lift-to-drag ratio.
When the shape variables were introduced to the Euler design, there was an initial increase
in lift-to-drag ratio, but it then dropped in order to further decrease the mass of the wing.
When switching from the Euler to RANS aerodynamic models, there is a discontinuity in
the lift-to-drag ratio which increased the TOGW as reflected in Figure 5.8.
Figure 5.10 depicts the thickness of the structure for the four optimal designs, and
Figure 5.11 gives the ratio of von Mises stress to maximum allowable stress for the struc-





























Euler - No Shape
Euler - Shape
RANS - No Shape
RANS - Shape
Figure 5.9: Steady uCRM history of normalized wing weight (solid lines) and lift-to-drag
ratio (dotted lines) during the maneuver-constrained optimizations.
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(a) Euler - No shape variables (b) Euler - Shape variables
(c) RANS - No shape variables (d) RANS - Shape variables
Figure 5.10: Thickness of the structural panels for various optimized designs
.
direction and the fifth rib is attached. The thickest panels of the wingbox are therefore
concentrated around that region. These panels are about 4 mm thinner in the designs with
shape variables. Apart from the panels at the design variable lower bound of 5 mm, the
RANS-based wingbox without shape variables have skin panels that are on average 1 mm
thinner, but spars that are 0.8 mm thicker compared to the Euler-based design. For the de-
signs with shape variables, the differences in panel thickness are less than a 0.3 mm. This
leads to approximately the same wing weight.
The regions of higher stress ratios in the outer half of the wings without shape vari-
ables is eliminated in the designs with shape control. This is caused by the lift distribution
shifting inboard as illustrated in Figure 5.12. In this plot, the bell-shaped lift distribution
represents Prandtl’s optimal lift distribution for a given vehicle weight [160], and the ellip-
125
(a) Euler - No shape variables (b) Euler - Shape variables
(c) RANS - No shape variables (d) RANS - Shape variables
Figure 5.11: Stress ratio (von Mises stress/maximum allowable stress) for the initial and
optimized uCRM wing at the 2.5G maneuver condition.
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tical distribution is the most efficient lift distribution for a given wing span. The designs
without shape variables produce lift distributions near the optimal lift distributions, but
the addition of shape freedom shifted the inboard to reduce the bending moment at wing
root which in turn reduces stress at the trailing edge spar junction. In fact, the optimized
designs with shape variables produce negative lift at the wing tip to further reduce the
bending moment. The focus to reduce the bending moment rather than creating a more
efficient lift distribution is consistent with Figure 5.9 where the reduction of weight was
observed as the preferred method of TOGW minimization for the optimizer. One method
that the optimizer utilized to achieve this inboard shift in lift distribution by increasing the
jig shape washout as illustrated in Figure 5.13. As depicted in Figure 5.14, the optimizer
has increased the camber of the inboard sections to increase the inboard lift and gradually
adds negative camber as the span station increases to reduce the outboard lift. As with
the thickness distributions, the Euler and RANS jig shapes were very similar. The most
significant difference is the camber near the trailing edge in the outer spans of wing where
the RANS-based design has decreased camber at the trail edge because the RANS-based
optimizer must consider that large camber will lead to separated flow and increased drag.
The takeoff gross weight optimizations produced unconventional airfoil designs and lift
distributions. This illustrates why a complete problem definition is important is automated
design optimization. Otherwise, the algorithm will exploit any gaps in the problem def-
inition and violate unstated constraints. In this case, one such unstated constraint could
be that the designer does not want loss of aerodynamic performance during the TOGW
minimization.
5.2.2 Plunging Wing Optimization
The next optimization was the first case attempted with the implemented time-accurate
methodology; therefore, Laminar flow was assumed to reduce the computational cost com-





























Figure 5.12: Lift distributions for the steady uCRM optimized designs. The solid lines are







































































Figure 5.14: Wing cross-sections for the different steady optimizations of the uCRM.
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or 998.6 per mean aerodynamic chord. The assumed conditions for the uCRM wing are the
same as the steady optimization in Table 5.2 except only the cruise condition is analyzed.
Rather than a steady cruise condition, the wing root undergoes a sinusoidal plunge motion
with an amplitude of 2 cm at frequency of 29.66 Hz which is near the 31.42 Hz natural
frequency of the structure. Each simulation was computed for three oscillation cycles, with
the objective and constraints defined on the final cycle.
The aerodynamic grid is a mixed-element mesh consisting of approximately 1.3 million
nodes with 13,787 surface nodes and approximately 60 nodes in the normal boundary layer.
The structural model is identical to the one applied in the steady optimization. The time
integration schemes BDF2OPT and BDF2 are used for the aerodynamic and structural
models, respectively, with 50 time steps per cycle of driven motion.
Design Variables
The set of design variables is very similar to the steady optimization. The same 240 struc-
tural variables controlled the thickness of the wingbox panels. The initial structure has a
uniform thickness of 15 mm. There is one aerodynamic variable, the cruise angle of at-
tack which was initially set to zero degrees. There were 48 shape design variables in the
MASSOUD parameterization to control the camber and thickness defined at the 24 control
points in Figure 5.15. The initial shape is the original jig shape. Very small bounds on the
design variables were maintained to ensure that combinations of design variables did not
create meshes with negative cell areas during this initial test of the time-accurate coupled
adjoint.
Objective and Constraints
As in the steady uCRM optimization, the objective here is to minimize the takeoff gross
weight given by Equation 5.2. Because it is an unsteady simulation, the lift and drag in the
objective are time-averaged over the final oscillation of the forced motion.
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Figure 5.15: Shape parameterization locations for the plunging wing uCRM optimization.
The constraints are summarized in Table 5.6. All but two of the constraints are related to
the smoothness of the thickness distribution of the wingbox. These constraints are identical
to those in the steady optimization. The next constraint is to ensure that the time-averaged
lift over the final cycle is equal to the aircraft weight. The final constraint is the structural
stress constraint. The stress constraint was based on the KS aggregation of stress ratio
(von Mises stress / yield stress) over the wingbox and the time domain to approximate the












where the value of ρ has been set to 200. This aggregation allows a single differentiable
function (and single adjoint) to monitor the maximum stress over the entire spatial and time
domain of the problem. The author could not find another example of aggregating stress
constraints over space and time like this in the literature. The constraint included a safety
factor of 1.5:
c(x) = 1.5×KS(ρ,σ)−1≤ 0. (5.5)
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Table 5.6: Unsteady uCRM optimization constraints.
Constraint Type Equation Quantity
Smoothness of structural thickness ±(xi− x j)≤ δ 368
Lift W −L = 0 1
Structural failure 1.5×KS≤ 1 1
Total 370
Optimization Results
The optimization was performed for 50 iterations, and the convergence of the optimization
is provided in Figure 5.16. The takeoff gross weight was reduced by 10.85%; however,
Figure 5.16 indicates that the takeoff gross weight has not converged and could potentially
be reduced further. During the first 2 iterations, the optimizer adjusts the angle of attack to
trim aircraft, as indicated by the sharp drop in the blue line representing constraint violation.
After 50 iterations, the lift constraint has been reduced to approximately 200 Newtons
which corresponds to a lift-to-weight balance violation of 0.015% of the TOGW, and the
KS failure value is 0.66682 (the constraint requires a value less than or equal 2/3). The
violation of the constraints was sufficiently small to consider to the final design feasible
(although not optimal since it is not converged).
Figure 5.17a compares the initial and final cross sections at 80% span. The changes
are subtle, but the figure indicates that the optimizer has thinned the airfoil near its leading
edge to reduce the drag and increased the camber near the trailing edge to increase the lift.
Figure 5.17b shows final distribution of thickness in the structural panels. Like the
steady uCRM optimized structure, the optimizer creates thicker panels around the yehudi
break to counteract the high stress concentration at the sharp corner; however, the optimized
design for the plunging problem also includes thicker panels near the tip. In the initial
design in Figure 5.18a, the stress exceeds the allowable amount near the tip because the
natural frequency of the mode near the forced motion frequency is excited. This can be
observed by comparing the pattern of stress in Figure 5.18a to the mode shape of the closest
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Figure 5.16: Unsteady uCRM optimization history.
natural mode in Figure 5.19a. The optimizer added mass near the anti-nodes of the initial
mode shape, so that at the final design, the mode shape nearest to the driven frequency
in Figure 5.19b is a chordwise bending mode which is nearly orthogonal to the vertical
excitation at the root. This leads to lower stress ratios despite the fact that the panels are
thinner near the tip in final design in Figure 5.18b.
Like the steady problem, the optimizer can decrease TOGW by decreasing the empty
weight of the aircraft or maximizing the lift-to-drag ratio. The comparison of the lift-to-
drag ratio in Figure 5.20 identifies that the final ratio is an average of 4.50% higher than
its initial value over the design interval. This increase in the lift-to-drag ratio accounts for
0.74% of the reduction in the takeoff gross weight. The optimizer also significantly reduced
the weight of the wing. The final empty weight is 10.11% of its initial value with the wing
weight reduction of 53.07%. Nearly all of the reduction in TOGW has been achieved by
reducing the empty weight of the aircraft.
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(a) Jig cross section comparison at 80% span.
Vertical axis exaggerated to show detail. The
black curve represents the initial design, and the
blue curve represents the final design.
(b) Final panel thicknesses. The initial thick-
ness was a uniform 15 mm.
Figure 5.17: Changes in the design variables as a result of the unsteady optimization.
While a sinusoidal plunging wing during cruise is not representative of a real aircraft, it
does demonstrate that the unsteady aeroelastic adjoint-based sensitivities can successfully
optimize a built-up lifting surface with stress constraints, transonic aerodynamics, and hun-
dreds of design variables.
5.2.3 Gust-constrained Mass Minimization
Design Problem
The final pair of uCRM optimizations compares designs based on time-accurate Euler and
RANS CFD. The objective of the optimizations was to minimize the mass of the uCRM
wing subject to a stress constraint from a gust simulation. The stress constraint was based
on the KS aggregation of the stress ratio in Equation 5.4 with a safety factor of 1.5, and the
gust characteristics are described below. The design variables in the optimization were the
thicknesses of the 240 panels in Figure 5.5. The initial thicknesses were set to a uniform
value of 5 mm for the Euler model and 10 mm for the RANS model. The higher thickness in
the initial RANS design was to ensure that the very flexible wing did not produce negative
volumes under deflection since the RANS mesh has smaller elements that are more likely
to invert. In addition to the KS-based stress constraint, the 368 smoothness constraints




Figure 5.18: Comparison of the stress ratio (von Mises to yield stress) in the structure at
t = 2.42T .
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(a) Initial design, f = 31.42 Hz.
(b) Final design, f = 30.05 Hz.
















Figure 5.20: Comparison of the L/D ratio. The objective functions and constraints are
defined from time steps 100 through 150.
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direct functions of the design variables and not the states, they do not require an adjoint
evaluation. The mass is also directly a function of the design variables, so this design
optimization required one adjoint solution per design point for the KS aggregate stress
ratio.
Computational Model
Each gust simulation consisted of 500 time steps with approximately 42 steps per gust pe-
riod. The angle of attack was fixed at 5 degrees. The computational meshes were those
described in Section 5.2.1. In FUN3D, 30 subiterations per time step were applied to con-
verge the pseudo-time residuals at least five orders of magnitude at each time step. The
1-cosine gust simulation conditions in Table 5.7. The altitude and Mach number are those
of the cruise condition in Section 5.2.1. The flight profile alleviation factor was calculated
based on the properties of a Boeing 777 and the equations described in Section 4.2. An
example lift history is depicted in Figure 5.21. The simulations began from rest at free-
stream conditions. Over the first 250 time steps the dynamic pressure in the load transfer
is linearly varied from zero to the full dynamic pressure. This eliminated large dynamic
stresses due to the sudden application of lift and allowed the wing to reach approximately
static equilibrium before encountering the gust. As the leading edge of the wing root en-
countered the gust at around 1.25 seconds, a sudden variation in the lift was experienced
by the wing. For the Euler model, the wing experienced an increase in lift as the gust cre-
ated a larger instantaneous angle of attack. However in the RANS model, the gust caused
flow separation on the upper surface of the wing in Figure 5.22a, and the lift dropped. The
reverse flow region quickly shed in Figure 5.22b as the gust passed, and lift was recovered.
The rapid variation in lift caused the wing to oscillate in both cases. Enough time was
simulated to ensure that the maximum stress was captured as the oscillations damped out.
For the Euler analysis, each forward and adjoint evaluation required 12 and 20 minutes,













Figure 5.21: Lift coefficient during the uCRM gust simulation.
Table 5.7: Assumed conditions for the uCRM gust constraint.
Property Value
Altitude [ft] 35,000
Free-stream Mach number 0.85
Flight profile alleviation factor, Fg 0.812
Gust gradient distance, H [ft] 30.0
40 and 130 minutes respectively on 240 cores.
Optimization Results
The optimizations were performed with the SLSQP optimizer. The Euler and RANS opti-
mizations converged in 30 and 23 iterations, respectively, as illustrated in Figure 5.23. At
the end of both optimizations, the mass changed by less than 0.01% per design iteration,
and the KS aggregated stress ratio is within 1.0×10−5 of the constraint limit of 2/3 indicat-
ing that the optimizations have converged. The gusts caused the initial wings to exceed the
safe stress level at the sharp corner of the trailing edge spar and both skins in Figure 5.24;
the failing region of the Euler simulation is significantly larger primarily do to the thinner
initial wing panels. The optimizer increased the thickness of panels in the failing regions
resulting in heavier wings as the optimization converged as illustrated in Figure 5.23. The
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(a) t = 1.29 s.
(b) t = 1.33 s.
Figure 5.22: Contours of u velocity at y/b = 0.8 for the RANS-based gust analysis. The
dark blue region indicates reverse flow created by the gust.
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mass of the optimized Euler wing is 1.84 times heavier than the optimized RANS wing.
Much of the extra mass in the Euler wing is in the upper skin and ribs in the region of the
sharp corner in the trailing edge spar to accommodate the stress concentration there. In
the Euler analysis, the steady-state lift in Figure 5.21 was higher, and the gust increased
lift. This combination led to a larger root bending moment and trailing edge stress concen-
tration compared to the RANS analysis. In the RANS analysis, the highest stress occurs
as the wing bounces back after the sudden loss of lift as indicated in Figure 5.26c where
the highest stresses occur around t = 1.618 s when the discrete gust had already convected
downstream of the wing. In the Euler analysis, the highest stress occurs around t = 1.416 s
near the peak lift created by the gust.
These optimizations demonstrated that the proposed methodology is capable of aeroe-
lastic design optimization with time-accurate RANS analysis. While Euler and RANS
models produced very similar designs in the steady optimization in Section 5.2.1, the un-
steady analyses produced very different physics when the discrete gust was encountered. In
this problem, the Euler design is conservative, but in general that may not be the case. For
example, at the Mach numbers above 1.0, the Euler analysis of the AGARD 445.6 wing in
Figure 4.11 is not conservative compared to the RANS analyses. Therefore, it is important

























































Figure 5.23: Optimization history of the uCRM mass minimization. The solid lines with
squares are the normalized wing mass, and the dashed lines with triangles are the absolute
value of the difference between the aggregated stress ratio and the constraint limit.
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(a) t = 1.214 s.
(b) t = 1.416 s.
(c) t = 1.618 s.
(d) t = 1.820 s.
Figure 5.24: Stress ratio (von Mises stress to yield stress) for the initial uCRM wings with




Figure 5.25: Optimized thickness distribution for the uCRM mass minimization.
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(a) t = 1.214 s.
(b) t = 1.416 s.
(c) t = 1.618 s.
(d) t = 1.820 s.
Figure 5.26: Stress ratio (von Mises stress to yield stress) for the optimized uCRM wings




The present work advances the state of the art for multidisciplinary analysis and optimiza-
tion in the following ways:
• A more general aeroelastic coupling strategy for adjoint-based design
The proposed framework includes steady and time-accurate analysis as well as a dis-
crete adjoint implementation for coupled CFD and structural FEM. The high-fidelity
analysis captures nonlinear behavior in the analysis. It allows structural, aerody-
namic, and aeroelastic constraints in the optimization problem formulation. Large
motion and deflections are captured with a combination of rigid and deforming mo-
tion in the displacement transfer scheme and the CFD analysis. The structural model
can vary from simple spring-mass-damper systems to built-up finite element mod-
els. Many of these aspects have been demonstrated individually in the literature;
however, this research presents a more unified framework that allows more complex
aeroelastic optimizations to be performed.
• Time-accurate flutter and gust constraints for CFD-based analysis
Utilizing the coupling framework developed in this research, time-domain constraints
for flutter and gust response have been developed and demonstrated. For flutter,
the matrix pencil method has been confirmed as the most robust system identifica-
tion method for determination of the damping of a response in the context of time-
accurate CFD-based analysis. Constraints based on the matrix pencil method were
applied to identification of flutter conditions for a NACA 64A010 airfoil with pitch
and plunge degrees of freedom and the AGARD 445.6 wing. Gust response con-
straints were illustrated with discrete gusts modeled with the field velocity method.
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This method was applied to a mass minimization of the uCRM wing subject to a
gust-based stress constraint.
The aeroelastic coupling framework was utilized in an optimization for the vortex-
induced vibration of a cylinder. This energy harvesting problem illustrated that the time-
accurate adjoint-based optimization is capable of optimization in complex fluid-structure
interaction environments such as the lock-in of the cylinder motion and vortex shedding.
Optimizations of the uCRM wing served as application of the methodology to a more
realistic aerospace configuration. The optimizations included design variables for aerody-
namics, structures, and shape; and objectives and constraints from steady and time-accurate
aeroelastic analysis.
6.1 Recommendations for Future Work
• Improved Geometry Parameterization
As discussed in Section 5.2.1, driving both the internal structural components and
outer mold line shape from the same geometry parameterization can lead to poor
quality meshes. It can also lead to impractical designs. For example, the designer
may want to keep the internal wingbox structure cross section rectangular for man-
ufacturing considerations but add more camber to the outer mold line. With all of
the parts of the wing tied to the same free-form shape parameterization, this is not
possible. Integration of the developed aeroelastic capability with advanced geometry
and meshing tools such as EGADS [161] may allow for more control over the shape
parameterization and more freedom to robustly adjust the shape and planform.
• Computational Efficiency and Multifidelity Optimization
While this work has demonstrated that unsteady adjoint-based aeroelastic optimiza-
tion is viable, the computational cost and memory requirements remain an imped-
iment to its widespread use. While the code was written to operate in a parallel
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environment, no effort has been dedicated specifically to reducing the computational
cost. In addition to improvement of the current algorithm, there are opportunities
to reduce the computational costs and make the implementation more efficient with
alternative coupling algorithms and reduced memory requirements through check-
pointing. Even with these improvements, the cost will be driven up as more design
points/constraints are considered in order to analyze the full envelope of the design.
One approach for future use of the time-accurate coupled adjoint is to consider it as a
component within the full range of tools discussed in the literature review rather than
a replacement for those tools. With this mindset, the time-accurate analysis and sen-
sitivities would be applied in situations where the other tools are insufficient while
utilizing the less expensive tools whenever possible. For example within the same
design problem, an optimization could have steady CFD analysis for cruise condi-
tions, frequency domain analysis for flutter stability over the flight envelope, a panel
method for continuous gust response at subsonic conditions, and a time-accurate
CFD-based analysis for transonic gust response. The same idea could be applied to
the structural side, e.g., a structure could be represented with equivalent beam models
or modal analysis when the deflections are important but not the stress (potentially in
cruise conditions) and with more detailed FEM in the scenarios where higher fidelity
is necessary, such as analyzing the stress due to the gust response or supersonic panel
flutter. A sequencing of the physics and model fidelity could also be done to reduce
the overall cost, e.g., utilizing a optimized gust-constrained design based on a panel
method as the initial design in a time-accurate CFD-based optimization. This would
be similar to the sequencing of the Euler and RANS CFD in Section 5.2.1 where the
majority of the optimization was performed with the less expensive Euler model, and
smaller adjustments were made with the more expensive RANS computation.
• Adaptation and Error Estimation
Although coarse meshes can be useful for the initial stages of an optimization, it is
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important to ensure that the answer is accurate at the final design cycle. Rather than
manually generating a sequence of meshes, mesh adaptation could automate the mesh
sequencing process and more efficiently refine the meshes. Since the adjoint solution
is already calculated for design sensitivities, it would be available for adjoint-based
adaptation and error estimation [29, 108, 162]. Mesh adaptation could occur either
every design cycle to more rapidly get an accurate simulation or less frequently to
allow more design changes with coarser meshes.
• Additional Disciplines
While very important, aerodynamics and structures are not the only disciplines that
need to be considered. The adjoint formulation presented in Chapter 3 was developed
with the intention of extending it to include more disciplines. Potential disciplines
to consider next could be thermal effects which are critical for electric aircraft and
hypersonic vehicle design, acoustics which are important for all aircraft, particularly
new urban air mobility concepts, or controls which could permit design of active
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