The spinor and tensor fields with higher spin on spaces of constant
  curvature by Homma, Yasushi & Tomihisa, Takuma
THE SPINOR AND TENSOR FIELDS WITH HIGHER SPIN ON SPACES OF
CONSTANT CURVATURE
YASUSHI HOMMA AND TAKUMA TOMIHISA
Abstract. In this article, we give all the Weitzenbo¨ck-type formulas among the geometric first
order differential operators on the spinor fields with spin j + 1/2 over Riemannian spin manifolds
of constant curvature. Then we find an explicit factorization formula of the Laplace operator raised
to the power j + 1 and understand how the spinor fields with spin j + 1/2 are related to the spinors
with lower spin. As an application, we calculate the spectra of the operators on the standard sphere
and clarify the relation among the spinors from the viewpoint of representation theory. Next we
study the case of trace-free symmetric tensor fields with an application to Killing tensor fields.
Lastly we discuss the spinor fields coupled with differential forms and give a kind of Hodge-de Rham
decomposition on spaces of constant curvature.
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1. Introduction
Recently many researchers in mathematics and physics have tried to understand geometry and
analysis for the spinor fields with higher spin and the symmetric tensor fields. In fact, there are a lot
of articles for the Rarita-Schwinger fields with spin 3/2 and Killing tensor fields, which are special
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fields satisfying geometric differential equations. One of the methods to define such meaningful
geometric differential equations is to use the generalized gradients or the Stein-Weiss operators.
The operators are first-order differential operators naturally defined on spinor and tensor fields. In
[12], Fegan classified them and showed they are conformally covariant. In [4], Branson studied the
ellipticity and Weitzenbo¨ck formulas for generalized gradients using spectra of them on the standard
sphere. He also studied another type of Weitzenbo¨ck formula in [5]. After a decade, the first author
of this paper showed an explicit method to construct the Weitzenbo¨ck formulas for the generalized
gradients in [16], which produce a lot of applications, vanishing theorem, eigenvalue estimates and
so on. There are also many articles to study the generalized gradients and their applications to
mathematics and physics ([15], [17], [18], [22], etc.). Moving on to analysis, we know that one of the
main topics in Clifford analysis is to generalize spherical harmonic analysis on Euclidean space to
such spinor and tensor fields. Polynomial solutions called monogenic function, fundamental solutions
and Fueter theorem for the higher spin Dirac operators have been constructed in [9], [10], [11], etc.
The key to give the fundamental solution is a so-called factorization formula. The j + 1-st power
of the Laplace operator ∆ on Rn is factorized as ∆j+1 = Dj ◦ A2j+1, where Dj is a generalized
gradient (the higher spin Dirac operator) and A2j+1 is a differential operator with order 2j + 1. To
consider such formula on curved manifold would be important to analyze higher spin fields and give
a variety of applications to geometry.
In this article, we combine Clifford analysis and differential geometry. We study the generalized
gradients on spinor fields with spin j + 1/2 over a Riemannian spin manifold (M, g), and try to
give a factorization formula for the exponentiation of the Laplace operator ∆. Since Weitzenbo¨ck
formulas are too complicated for j ≥ 2 to handle them on curved manifolds, we assume that (M, g)
has a constant sectional curvature. Then we see any operators commute with each other in a
way and construct a factorization formula explicitly in Theorem 5. To clarify the meaning of the
factorization, we show how the spinor fields with spin j + 1/2 are influenced by the spinor fields
with lower spin in Theorem 7. Remark that, for the case of j = 1, we need only the assumption of
Einstein manifold and can develop fruitful geometry and analysis in [1], [18] and [19]. Next, we study
harmonic analysis on spinor fields with spin j+1/2 on the standard sphere as a model case for spinor
analysis on a curved space in Section 3. Interestingly the factorization formula and Weitzenbo¨ck
formulas yield all the eigenvalues of the generalized gradients from the eigenvalues of the Laplacian,
which are calculated by Freudenthal’s formula for Casimir operator (cf. [3]). This method would
be easier to understand than in [6] or originally in [7]. We also show how the spaces of the spinor
fields as Spin-modules relate to each other through the operators. In Section 4, we discuss the
trace-free symmetric tensor fields on a space of constant curvature and give a factorization formula
in Theorem 15. We study harmonic analysis on such fields over the standard sphere in Section 5. As
an application, we give a decomposition of the Killing tensor fields on the sphere from the viewpoint
of representation theory. In Section 6 and 7, we discuss the spinor fields coupled with differential
forms on a space of constant curvature and harmonic analysis on the sphere. In particular, we give
a kind of Hodge-de Rham decomposition for spinor fields with differential forms. In Appendix A,
we show how to calculate the Weitzenbo¨ck formulas needed in Section 2.
Acknowledgments. This work was partially supported by JSPS KAKENHI Grant Number JP19K03480.
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2. Higher spin Dirac operators on spinor fields with spin j + 1/2
Let (M, g) be an n-dimensional Riemannian spin manifold with a spin structure Spin(M), which
is a principal Spin(n)-bundle over M and doubly covering the orthonormal frame bundle SO(M).
Throughout this paper, we assume n ≥ 3. The case of dimension two is left as an exercise to the
reader. We consider the spin j + 1/2 (unitary) representation pij on Wj of Spin(n) for j = 0, 1, · · · .
For example, (pi0,W0) is a usual spinor representation. For n = 2m, the space Wj is decomposed
into the direct sum of W+j and W
−
j . Each W
±
j is an irreducible Spin(n)-module whose highest
weight is
(j + 1/2, 1/2, · · · , 1/2︸ ︷︷ ︸
m−2
,±1/2) = (j + 1/2, (1/2)m−2,±1/2).
Here (1/2)k denotes a sequence 1/2, · · · , 1/2 with length k as an abbreviation. We write the direct
sum representation pi+j ⊕ pi−j by pij . For n = 2m − 1, the spin j + 1/2 spinor space Wj is an
irreducible Spin(n)-module whose highest weight is (j + 1/2, (1/2)m−2). It follows from Weyl’s
dimension formula that the dimension of Wj is
dimWj = 2
[n/2]
(
n+ j − 2
j
)
, dimW±j = 2
[n/2]−1
(
n+ j − 2
j
)
.
The representation pij (resp. pi
±
j ) induces a vector bundle Sj (resp. S
±
j ) associated to the principal
bundle Spin(M),
Sj := Spin(M)×Spin(n) Wj .
We call a section of Sj a spin j + 1/2 field or a spinor field with spin j + 1/2.
From now on, we study some basic properties for the first order differential operators naturally
defined on the space of the spin j + 1/2 fields Γ(Sj). They are called generalized gradients or
Stein-Weiss operators, which are defined by composing the orthogonal bundle projections and the
covariant derivative ∇ induced by the Levi-Civita connection, [4], [12]. The covariant derivative on
Γ(Sj) is
∇ : Γ(Sj) 3 φ 7→ ∇φ =
∑
∇eiφ⊗ ei ∈ Γ(Sj ⊗ TM c),
where {ei}i is a local orthonormal frame and TM c is TM ⊗ C ∼= T ∗M ⊗ C by Riemannian metric
g. We split the fiber Wj ⊗ Cn into the sum of Spin(n)-modules,
Wj ⊗ Cn = Wj+1 ⊕Wj,1 ⊕Wj ⊕Wj−1,
where Wj,1 is a Spin(n)-module with the highest weight{
(j + 1/2, 3/2, (1/2)m−2)⊕ (j + 1/2, 3/2, (1/2)m−3,−1/2) for n = 2m,
(j + 1/2, 3/2, (1/2)m−3) for n = 2m− 1.
We note that Wj,1 doesn’t appear for n = 3 or j = 0, and Wj−1 doesn’t appear for j = 0.
The space Wj has a Spin(n)-invariant Hermitian inner product (unique up to a constant factor),
so that the above decomposition is orthogonal. Since the fiber metric on Sj is induced from the inner
product, we have the orthogonal bundle projection onto each irreducible summand. For example,
composing ∇ and the projection
Πj : Sj ⊗ TM c → Sj ,
4 YASUSHI HOMMA AND TAKUMA TOMIHISA
we have so-called the higher spin Dirac operator,
(2.1) D˜j := Πj ◦ ∇, Γ(Sj) ∇−→ Γ(Sj ⊗ TM c) Πj−→ Γ(Sj).
In this manner we construct four generalized gradients on Γ(Sj) and name them as follows;
T˜+j : Γ(Sj)→ Γ(Sj+1) the (first) twistor operator,
Uj : Γ(Sj)→ Γ(Sj,1) the (second) twistor operator,
D˜j : Γ(Sj)→ Γ(Sj) the higher spin Dirac opeator,
T˜−j : Γ(Sj)→ Γ(Sj−1) the co-twistor opeator.
Here we set Uj = 0 for n = 3, U0 = 0 and T˜
−
0 = 0. When n = 2m, each operator has the form of
2× 2 matrix as
D˜j =
(
0 ∗
∗ 0
)
, T˜+j , Uj , T˜
−
j =
(∗ 0
0 ∗
)
along the decomposition Γ(Sj) = Γ(S
+
j )⊕ Γ(S−j ). We introduce a L2-inner product on Γ(Sj) by
(φ1, φ2) :=
∫
M
〈φ1, φ2〉volg, (φ1, φ2 ∈ Γ(Sj)).
Then the co-twistor operator T˜−j is a non-zero constant multiple of the formal adjoint of the twistor
operator T˜+j−1 with spin j − 1/2,
(T˜+j−1)
∗ = cT˜−j : Γ(Sj)→ Γ(Sj−1).
In the case of j = 0, the operator D˜0 seems to coincide with the Dirac operator. However we
know D˜0 = 1/
√
nD. Therefore we need a normalization of D˜j to get the (usual) higher spin Dirac
operator Dj in other articles ([10] etc.). An advantage of our definition with projection is that we
can apply Weitzenbo¨ck formulas in [16] and [17]. Furthermore such formulas allow us to give a
normalization of D˜j explicitly. Before normalizing the operators, we show some known results for
analytic properties of the generalized gradients.
Proposition 1. (1) D˜j , T˜
±
j , Uj are conformally covariant.
(2) D˜j is a first order, elliptic and (formally) self-adjoint differential operator.
(3) T˜+j is an overdetermined elliptic operator in the sense that the principal symbol σξ,x(T˜
+
j ) is
injective for every x in M and non-zero covector ξ in T ∗xM . Then there is an orthogonal
decomposition for the space of sections on a compact Riemannian spin manifold M ,
Γ(Sj) = ker(T˜
+
j−1)
∗ ⊕ T˜+j−1(Γ(Sj−1)) = ker T˜−j ⊕ T˜+j−1(Γ(Sj−1)).
Moreover T˜+j is a differential operator of finite type in the sense that the kernel of T˜
+
j is
finite dimensional (even if M is non-compact).
Proof. The first claim follows from the fact that generalized gradient is conformally covariant [12],
[16]. As for the second claim, a general result for the ellipticity is known in [4], [22]. We can also
get the ellipticity for Dj from Remark 2.5. For the third one, we require a discussion. Let U and V
be irreducible Spin(n)-modules and W be the Cartan summand (the top irreducible summand) of
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U ⊗ V . We consider the orthogonal projection Π onto an irreducible summand of U ⊗ V . Then it
is shown in [21] that the following two propositions are equivalent:
• for u⊗ v in U ⊗ V , u⊗ v 6= 0 ⇒ Π(u⊗ v) 6= 0.
• Π is the projection onto W .
Applying this to U = Wj , V = Cn = TxM c and W = Wj+1, we know Πj+1(u⊗ ξ) 6= 0 for non-zero
u⊗ ξ in Wj ⊗Cn. On the other hand, there is a result in [23] for finite type of differential equations
such that this condition holds if and only if the generalized gradient is finite type. Thus, we have
proved T˜+j is finite type and σξ,x(T˜
+
j ) is injective. The decomposition of the space of sections with
respect to a overdetermined elliptic operator is well-known in [2]. 
Remark 2.1. Let Sρ be an irreducible vector bundle with the highest weight ρ = (ρ
1, · · · , ρm). Then
we have the generalized gradient Dρρ+e1 from Sρ to the Cartan summand Sρ+e1 in Sρ ⊗ TM c where
ρ + e1 = (ρ
1 + 1, ρ2, . . . , ρm). In the same manner, the operator Dρρ+e1 is only the generalized
gradient of finite type on Sρ.
We shall give another definition of the higher spin Dirac operator by “twisting” the spinor bundle
S0 with symmetric tensor bundle in [10]. Let Sym
j = Symj(TM c) be the j-th symmetric tensor
product bundle of TM c over (M, g) and Symj0 be its primitive irreducible component whose fiber
is an irreducible Spin(n)-module with the highest weight (j, 0m−1). The bundle Symj is the direct
sum of Symj0 and lower parts,
(2.2) Symj = Symj0 ⊕ g · Symj−20 ⊕ g2 · Symj−40 ⊕ · · · ⊕ g[n/2] ·
{
TM c j odd
M × C j even,
where gk· is the symmetric tensor product of gk = g · · · g. We consider the tensor bundle S0⊗Symj0
and the twisted Dirac operator defined by
D(j) =
n∑
k=1
(ek · ⊗idSymj0) ◦ ∇ek .
Here ∇ is the covariant derivative on S0⊗ Symj0, and ek· is the Clifford multiplication by ek. Along
the decomposition of the bundle S0 ⊗ Symj0 = Sj ⊕ Sj−1, we can realize D(j) as a 2× 2 matrix. As
stated in [17], each component is a generalized gradient up to a nonzero multiplicative constant,
(2.3) D(j) =
(
Dj T
+
j−1
T−j D
′
j−1
)
, Γ(Sj ⊕ Sj−1)→ Γ(Sj ⊕ Sj−1).
Since D(j) is a formally self adjoint operator, we get
D∗j = Dj , (D
′
j−1)
∗ = D′j−1, (T
+
j−1)
∗ = T−j .
We shall see the square of D(j) gives Weitzenbo¨ck formulas. From twisted Lichnerowicz formula,
(2.4) D(j)2 = ∆
S0⊗Symj0 +
Scal
8
− 1
2
idS0 ⊗RSymj0 .
First, we explain the third term on the right side, the curvature action R
Symj0
on Symj0(TM
c). Let
{ei = [p, ei]}ni=1 be a local orthonormal tangent frame of TM = SO(M) ×SO(n) Rn and {eij =
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ei ∧ ej}1≤i<j≤n be a local frame of
Λ2(T ∗M) ' o(TM) = so(TM) = SO(M)×SO(n) so(n).
We have an action of local section eij of so(TM) on an associated vector bundle Sρ := Spin(M)×Spin(n)
Wρ with respect to a (not necessarily irreducible) representation (piρ,Wρ):
so(TM)× Sρ 3 (eij = [p, ei ∧ ej ], φ = [p, v]) 7→ piρ(eij)φ := [p, piρ(ei ∧ ej)v] ∈ Sρ.
Then we define the curvature action Rρ on Sρ by
Rρ =
1
2
∑
1≤i,j,k,l≤n
Rijklpiρ(eijekl)
=
1
2
∑
1≤i,j,k,l≤n
Wijklpiρ(eijekl) + 2
∑
1≤i,k,j≤n
Eijpiρ(eikejk) +
piρ(c2)
n(n− 1)Scal
=: Weylρ + Einρ + Scalρ,
where Rijkl = g(R(ei, ej)ek, el) is the Riemannian curvature, “Weyl” the conformal Weyl tensor,
“Ein” the Einstein tensor and “Scal” the scalar curvature. The coefficient piρ(c2) of Scal is an action
of the second Casimir element c2 =
∑
1≤i,j≤n eijeji on Wρ, which acts on each irreducible bundle
by a constant. Next we explain the first term of (2.4), the standard Laplacian or the Lichnerowicz
Laplacian. On the bundle Sρ, we define the second order Laplace type operator by
(2.5) ∆ρ := ∇∗∇+ 1
2
Rρ.
This operator coincides with the Hodge Laplacian ∆ = dd∗ + d∗d on Sρ = Λk(T ∗M) and ∆ =
D2−Scal/8 on the spinor bundle. On an irreducible compact symmetric space G/K, it corresponds
to the second Casimir operator (non-negative operator) for G. Remark that ∆ρ is not necessarily
non-negative operator on a compact Riemannian manifold in general. One of important observation
for the standard Laplacian is that, when we have a decomposition Sρ = Sλ1⊕· · ·⊕SλN as associated
vector bundle to SO(M) or Spin(M), the standard Laplacian ∆ρ acts on each bundle diagonally
(for more detail, [23], [17]).
We return to the case of D(j). By the above observation, we have
D(j)2 =
(
∆j +
Scal
8 0
0 ∆j−1 + Scal8
)
− 1
2
(
(id⊗R
Symj0
)jj (id⊗RSymj0)
j−1
j
(id⊗R
Symj0
)jj−1 (id⊗RSymj0)
j−1
j−1
)
along the decomposition Sj ⊕ Sj−1. On the other hand, we take the square of the block matrix
realization for D(j),
D(j)2 =
(
D2j + T
+
j−1T
−
j DjT
+
j−1 + T
+
j−1D
′
j−1
T−j Dj +D
′
j−1T
−
j T
−
j T
+
j−1 + (D
′
j−1)
2
)
.
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Comparing the above two equations, we show
D2j + T
+
j−1(T
+
j−1)
∗ =∆j +
Scal
8
− 1
2
(id⊗R
Symj0
)jj ,
(T+j−1)
∗T+j−1 + (D
′
j−1)
2 =∆j−1 +
Scal
8
− 1
2
(id⊗R
Symj0
)j−1j−1,
(T+j−1)
∗Dj +D′j−1(T
+
j−1)
∗ = −1
2
(id⊗R
Symj0
)jj−1, DjT
+
j−1 + T
+
j−1D
′
j−1 = −
1
2
(id⊗R
Symj0
)j−1j .
The curvature term (id⊗R
Symj0
)jj−1 is a bundle homomorphism from Sj to Sj−1 depending only on
the conformal Weyl tensor part Weyl
Symj0
and the Einstein tensor part Ein
Symj0
([17]). Remark that,
in the case of j = 1, it depends only on the Einstein tensor, so that there are fruitful result of the
Rarita-Schwinger operator on an Einstein manifold in [18]. On the other hand, the curvature term
(id ⊗ R
Symj0
)jj on Sj depends not only on WeylSymj0
and Ein
Symj0
but also on the scalar curvature
part. Therefore we can calculate the curvature terms explicitly on a Riemannian manifold of constant
sectional curvature K = c and know some operators commutes in a way.
Proposition 2. If (M, g) is a Riemannian manifold of constant sectional curvature K = c with a
spin structure, then
D2j + T
+
j−1(T
+
j−1)
∗ = ∆j − (j(n+ j − 2)− n(n− 1)
8
)c,(2.6)
(T+j−1)
∗T+j−1 + (D
′
j−1)
2 = ∆j−1 − (j(n+ j − 2)− n(n− 1)
8
)c,(2.7)
(T+j−1)
∗Dj +D′j−1(T
+
j−1)
∗ = 0, DjT+j−1 + T
+
j−1D
′
j−1 = 0.(2.8)
Proof. The conformal Weyl tensor and Einstein tensor are zero, and the scalar curvature is Scal =
n(n− 1)c on (M, g). The action of −12 id⊗RSymj0 is constant by
−
pi
Symj0
(c2)
2n(n− 1)Scal = −j(n+ j − 2)c.
Then we have
D2j + T
+
j−1T
−
j = ∆j − (j(n+ j − 2)−
n(n− 1)
8
)c.

Furthermore, taking D(j)2D(j) = D(j)D(j)2 into consideration, we conclude that
∆jDj = Dj∆j , T
+
j−1∆j−1 = ∆jT
+
j−1, T
−
j ∆j = ∆j−1T
−
j
on a locally symmetric space (M, g), whose curvature R satisfies ∇R = 0. In particular, these
commutation relations hold on a space of constant curvature.
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Now we calculate a normalizing constant cj in the equation Dj = cjD˜j . Thanks to Weitzenbo¨ck
formulas in [16] (see Appendix A for more detail), the operators satisfy
(n+ 2j)(n− 2)
n+ 2j − 2 D˜
2
j +
4(n+ j − 2)
n+ 2j − 2 (T˜
−
j )
∗T˜−j = ∆j + curv,(2.9)
4j
n+ 2j − 2(T˜
+
j−1)
∗T˜+j−1 +
(n+ 2j − 4)(n− 2)
n+ 2j − 2 (D˜j−1)
2 = ∆j−1 + curv,(2.10)
where “curv” means a bundle endomorphism depending on the Riemannian curvature as before.
We also know that D2j and T
+
j−1T
−
j (resp. T˜
−
j+1T˜
+
j ) are independent in the sense that there is no
relation of the form
aD2j + bT
+
j−1T
−
j = curv, (a, b) 6= (0, 0).
Then, comparing the equations (2.6),(2.7), (2.9) and (2.10), we obtain the normalizing constant for
Dj with respect to D˜j = Πj ◦ ∇.
Proposition 3. We consider a Riemannian spin manifold (M, g) and the vector bundle Sj =
Spin(M) ×Spin(n) Wj with spin j + 1/2. Let D˜j = Πj ◦ ∇ be the generalized gradient on Sj defined
by (2.1), and Dj (resp. D
′
j−1) be the operator defined by restricting the twisted Dirac operator D(j)
on Sj (resp. on Sj−1) in (2.3). Then
Dj =
√
(n+ 2j)(n− 2)
n+ 2j − 2 D˜j , D
′
j−1 = −
√
(n+ 2(j − 1)− 2)(n− 2)
n+ 2(j − 1) D˜j−1,
and hence,
D2j =
(n+ 2j)(n− 2)
n+ 2j − 2 D˜
2
j , (D
′
j−1)
2 =
(n+ 2(j − 1)− 2)(n− 2)
n+ 2(j − 1) D˜
2
j−1.
As a result, we have
D′j = −
n+ 2j − 2
n+ 2j
Dj .
We also have normalizing constants for the twistor operators T±j on Sj,
T−j = 2
√
n+ j − 2
n+ 2j − 2 T˜
−
j , T
+
j = 2
√
j + 1
n+ 2j
T˜+j .
Hence we have
∇∗∇ =(T˜+j )∗T˜+j + U∗j Uj + D˜2j + (T˜−j )∗T˜−j ,
=
n+ 2j
4(j + 1)
(T+j )
∗T+j + U
∗
j Uj +
n+ 2j − 2
(n+ 2j)(n− 2)D
2
j +
n+ 2j − 2
4(n+ j − 2)(T
−
j )
∗T−j .
Remark 2.2. The generalized gradient is defined up to constant multiple of a complex number u
with norm |u| = 1, so that the above normalizing constant is unique up to such u. In the case of Dj
(resp. D′j), taking into account the self adjointness, we put u = 1 (resp. u = −1).
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Remark 2.3. To calculate the normalizing constant for D′j = cDj , we may use the homomorphism
type Weitzenbo¨ck formula given in [17]. In fact, we have
1√
n/2 + j − 2D˜j T˜
+
j−1 =
1√
n/2 + j
T˜+j−1D˜j−1.
Therefore
DjT
+
j−1 =
n+ 2j − 4
n+ 2j − 2T
+
j−1Dj−1.
Then we have concluded D′j = −n+2j−2n+2j Dj .
Example 2.1. The operatorD0 is just the Dirac operatorD. The operatorD1 is the Rarita-Schwinger
operator Q in [18].
As a corollary, we rewrite the Weitzenbo¨ck formula by Dj and T
±
j .
Corollary 4. Let (M, g) be a space of constant curvature K = c with a spin structure. Then the
following identities for operators from Γ(Sj) to Γ(Sj) hold:
∆j =∇∗∇+ 1
2
Rj = ∇∗∇+ (j(n+ j − 1) + n(n− 1)
8
)c
=D2j + (T
−
j )
∗T−j + (j(n+ j − 2)−
n(n− 1)
8
)c
=(T+j )
∗T+j +
(n+ 2j − 2)2
(n+ 2j)2
D2j + ((j + 1)(n+ j − 1)−
n(n− 1)
8
)c.
(2.11)
The operators among Γ(Sj−1) and Γ(Sj) are related as follows:
(2.12) T−j Dj =
n+ 2j − 4
n+ 2j − 2Dj−1T
−
j , DjT
+
j−1 =
n+ 2j − 4
n+ 2j − 2T
+
j−1Dj−1, T
+
j−1 = (T
−
j )
∗.
Moreover the operators commute with the standard Laplacian,
Dj∆j = ∆jDj , T
−
j ∆j = ∆j−1T
−
j , T
+
j−1∆j−1 = ∆jT
+
j−1.
The main theorem in this section is a factorization formula for the power of the Laplacian on a
space of constant curvature. On the flat space Rn, it is known in [9], [10] that Dj factors through
(∆j)
j+1. In other words, there is a differential operator A2j+1 with order 2j+1 such that (∆j)
j+1 =
Dj ◦ A2j+1. It follows that the known fundamental solution G for (∆j)j+1 gives a fundamental
solution A2j+1(G) for Dj . We can generalize this factorization on Rn to a space of constant curvature
explicitly.
Theorem 5 (Factorization formula). Let (M, g) be a space of constant curvature K = c with a spin
structure. For the higher spin Dirac operator Dj and the standard Laplacian ∆j on Sj, we define a
second order operator on Γ(Sj),
B(s; j) := D2j −
(n+ 2s− 2)2
(n+ 2j − 2)2
(
∆j −
(
s(n+ s− 2)− n(n− 1)
8
)
c
)
for s = 0, 1, · · · . Then we have
(2.13)
j∏
s=0
B(s; j) = 0.
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Proof. We prove theorem by induction for j. We start from the equation for j = 0,
D20 − (∆0 +
n(n− 1)
8
c) = 0.
This is just the Lichnerowicz formula for the Dirac operator. We assume the equation (2.13) holds
for j. From (2.12), we easily show the key relations
T+j B(s; j) =
(n+ 2j)2
(n+ 2j − 2)2B(s; j + 1)T
+
j , T
−
j+1B(s; j + 1) =
(n+ 2j − 2)2
(n+ 2j)2
B(s; j)T−j+1,
(T−j )
∗T−j = −B(j; j), (T+j )T+j = −
(n+ 2j − 2)2
(n+ 2j)2
B(j + 1; j).
(2.14)
Sandwich (2.13) by T+j and (T
+
j )
∗, and we obtain
0 =T+j
(
j∏
s=0
B(s; j)
)
(T+j )
∗ =
(
j∏
s=0
(n+ 2j)2
(n+ 2j − 2)2B(s; j + 1)
)
T+j (T
+
j )
∗,
=− (n+ 2j)
2(j+1)
(n+ 2j − 2)2(j+1)
(
j∏
s=0
B(s; j + 1)
)
B(j + 1; j + 1).
Thus we have proved (2.13) holds for j + 1. 
To clarify the meaning of the above factorization formula, we shall introduce a filtration on Γ(Sj).
Put
Fj := kerT
−
j , Fj−1 := kerT
−
j−1T
−
j , · · · F1 := kerT−1 · · ·T−j , F0 := Γ(Sj),
and we have a filtration on Γ(Sj),
Fj ⊂ Fj−1 ⊂ · · · ⊂ F1 ⊂ F0 = Γ(Sj).
Proposition 6. On a compact space (M, g) of constant curvature K = c with a spin structure,
Fj = kerB(j; j), · · · , Fk = ker
j∏
s=k
B(s; j), · · · , F0 = Γ(Sj).
Proof. If φ is in Fk, then (T
−
j )
∗ · · · (T−k )∗T−k · · ·T−j φ = 0. Conversely, if (T−j )∗ · · · (T−k )∗T−k · · ·T−j φ
is zero, then
0 =
∫
M
〈(T−j )∗ · · · (T−k )∗T−k · · ·T−j φ, φ〉volg =
∫
M
|T−k · · ·T−j φ|2volg = ‖T−k · · ·T−j φ‖2.
Thus φ is in Fk if and only if (T
−
j )
∗ · · · (T−k )∗T−k · · ·T−j φ = 0. From (2.14),
(T−j )
∗ · · · (T−k )∗T−k · · ·T−j =− (T−j )∗ · · · (T−k+1)∗B(k; k)T−k+1 · · ·T−j
=cB(k; j)(T−j )
∗ · · · (T−k+1)∗T−k+1 · · ·T−j (∃c 6= 0)
=− cB(k; j)(T−j )∗ · · · (T−k+2)∗B(k + 1; k + 1)T−k+2 · · ·T−j
· · ·
=c′B(k; j) · · ·B(j; j), (∃c′ 6= 0)
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Then we can prove the proposition. 
The above natural filtration allows us to get an associated grading on Γ(Sj). In other words,
there are subspaces Ws for s = 0, · · · , j such that Fs = Ws ⊕ Fs+1 and Γ(Sj) = ⊕0≤s≤jWs.
Theorem 7. Let Sj be the bundle for spinor fields with spin j+ 1/2 on a compact space of constant
curvature K = c with a spin structure. We put
Ws :=

T+j−1 · · ·T+0 (Γ(S0)), s = 0,
T+j−1 · · ·T+s (kerT−s ), 1 ≤ s ≤ j − 1,
kerT−j , s = j.
Then the space Γ(Sj) has an orthogonal decomposition associated to the filtration {Fj}j,
Γ(Sj) =
⊕
0≤s≤j
Ws, Fs = Ws ⊕ Fs+1 (0 ≤ s ≤ j).
Furthermore, Ws ⊂ kerB(s; j) for s = 0, · · · , j.
Proof. From Proposition 1, there are the orthogonal decompositions
Γ(Ss) = kerT
−
s ⊕ T+s−1(Γ(Ss−1))
for s = 0, 1, · · · . When we act T+s on Γ(Ss), we can prove the decomposition is preserved,
T+s (Γ(Ss)) = T
+
s (kerT
−
s )⊕ T+s T+s−1(Γ(Ss−1)).
Since T+s (Γ(Ss)) = T
+
s (kerT
−
s ) + T
+
s T
+
s−1(Γ(Ss−1)), we only have to prove the components inter-
sect orthogonally. Take φs in kerT
−
s , and we show
T−s T
−
s+1T
+
s (φs) =T
−
s (T
+
s )
∗T+s φs = −
(n+ 2s− 2)2
(n+ 2s)2
T−s B(s+ 1; s)φs
=− (n+ 2s− 4)
2
(n+ 2s)2
B(s+ 1; s− 1)T−s φs = 0.
Then
(T+s φs, T
+
s T
+
s−1ψs−1) = (T
−
s T
−
s+1T
+
s φs, ψs−1) = 0 for ψs−1 ∈ Γ(Ss−1).
Thus we have obtained an orthogonal decomposition T+s (Γ(Ss)) = T
+
s (kerT
−
s )⊕ T+s T+s−1(Γ(Ss−1)).
As a consequence, we have
Γ(Ss+1) = kerT
−
s+1 ⊕ T+s (kerT−s )⊕ T+s T+s−1(Γ(Ss−1)),
Fs+1 = kerT
−
s+1, Fs = kerT
−
s+1 ⊕ T+s (kerT−s ).
Repeating this, we have concluded Γ(Sj) = ⊕sWs.
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Next we shall prove Ws ⊂ kerB(s; j). For φs in kerT−s ,
B(s; j)T+j−1 · · ·T+s φs =
(n+ 2j − 4)2
(n+ 2j − 2)2T
+
j−1B(s; j − 1)T+j−2 · · ·T+s φs
=
(n+ 2s− 2)2
(n+ 2j − 2)2T
+
j−1 · · ·T+s+1T+s B(s; s)φs
=− (n+ 2s− 2)
2
(n+ 2j − 2)2T
+
j−1 · · ·T+s+1T+s (T−s )∗T−s φs = 0.
Thus we have concluded that Ws ⊂ kerB(s; j). Remark that the reverse inclusion doesn’t hold in
general (for example, the case of K = 0). 
Since Dj∆j = ∆jDj , the operator Dj and ∆j have simultaneous eigenstates on a compact space
(M, g) of constant curvature and their eigenvalues relate to each other. Let φ is a simultaneous
eigenspinor in Wk with eigenvalue µ for ∆j and λ
2 for D2j . Then
λ2 =
(n+ 2k − 2)2
(n+ 2j − 2)2
(
µ−
(
k(n+ k − 2)− n(n− 1)
8
)
c
)
.
For the non-compact case, the situation is more difficult. In fact, it has already been known that
∆jφ = 0 doesn’t follow Djφ = 0 on Rn, and vice versa ([10]).
At the end of this section, we state some remarks.
Remark 2.4. It was shown in [18] that the Rarita-Schwinger operator D1 satisfies(
D21 −
(
∆1 +
n− 8
8n
Scal
))(
D21 −
(n− 2)2
n2
(
∆1 +
Scal
8
))
= 0
on an Einstein manifold (M, g). To get a factorization formula for higher spin cases of j > 1, we
have to assume the sectional curvature is constant because the curvature term and their derivatives
remain in Weitzenbo¨ck formulas and the formula is too complicated to get a factorization. To
calculate such error terms is a future problem.
Remark 2.5. The above theorem shows that σξ(Dj) is a factor of σξ(∆
j+1
j ) = (−‖ξ‖2)j+1 on the
principal symbol level, and so that Dj is elliptic.
Remark 2.6. We can rewrite the equation (2.13) for T+j as
j∏
s=0
(
(T+j )
∗T+j − a′(s; j)(∆j − b′(s; j)c)
)
= 0,
where
a′(s; j) =
4(j − s+ 1)(n+ j + s− 1)
(n+ 2j)2
, b′(s; j) = j(n+ j) + s(n+ s− 2) + n(n+ 1)
8
.
Then the eigenvalue of the standard Laplacian ∆j restricted to kerT
+
j ∩Wk on a compact space of
constant curvature is just
(j(n+ j) + k(n+ k − 2) + n(n+ 1)
8
)c.
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On the other hand, the formula for T−j is(
j∏
s=1
(
(T−j )
∗T−j − a′′(s; j)(∆j − b′′(s; j)c)
))
(T−j )
∗T−j = 0.
In this case, we can not say the similar statement for φ in kerT−j .
3. Harmonic analysis for spinor fields with higher spin on Sn
In this section, we study harmonic analysis for spin j+ 1/2 fields on the sphere. We calculate the
eigenvalues of D2j and other related second order operators and show how the space of spinor fields
are related to each other as Spin(n+ 1)-modules.
Let Sn be the n-dimensional standard sphere. We realize it as a Spin(n + 1)-orbit of en+1 =
(0, · · · , 0, 1) in Rn+1. The isotropy group is
Spin(n) = {g ∈ Spin(n+ 1)|g · en+1 = en+1},
and the sphere is a symmetric space Spin(n+ 1)/Spin(n). The (unique) spin structure of Sn is the
principal Spin(n)-bundle Spin(n+ 1) where Spin(n) acts naturally from the right side. The bundle
for higher spinor fields is given by
Sj = Spin(n+ 1)×Spin(n) Wj
with a natural fiber metric induced from a Spin(n)-invariant inner product on Wj . The space
L2(Sn, Sj) of L
2-integrable sections of Sj is a unitary representation space of Spin(n + 1) with
respect to L2-inner product (φ, ψ) =
∫
Sn〈φ, ψ〉volg. Frobenius reciprocity provides its irreducible
decomposition,
L2(Sn, Sj) =
⊕
ρ∈ ̂Spin(n+1)
Vρ ⊗HomSpin(n)(Vρ,Wj),
where ̂Spin(n+ 1) means the equivalent classes of irreducible unitary finite dimensional representa-
tions of Spin(n+ 1). Such class is parametrized by its highest weight ρ = (ρ1, . . . , ρm) for m = [n+12 ]
satisfying ρ in Zm ∪ (Z+ 1/2)m and the dominant condition
ρ1 ≥ ρ2 ≥ · · · ≥ ρm ≥ 0, (for n+ 1 = 2m+ 1),
ρ1 ≥ ρ2 ≥ · · · ≥ ρm−1 ≥ |ρm|, (for n+ 1 = 2m).
We state the branching rule to describe the restriction of an irreducible representation of Spin(n+1)
to Spin(n) (cf. [27]). Fix an irreducible Spin(n + 1)-module Vρ with the highest weight ρ. When
Vρ is considered as a Spin(n)-module, the following Spin(n)-modules appear with each multiplicity
1 as irreducible summands:
• In the case of n+ 1 = 2m+ 1, λ = (λ1, · · · , λm) in ̂Spin(2m) satisfying
ρ1 ≥ λ1 ≥ ρ2 ≥ λ2 ≥ · · · ≥ ρm ≥ λm ≥ −ρm, ρ1 − λ1 ∈ Z.
• In the case of n+ 1 = 2m, λ = (λ1, · · · , λm−1) in ̂Spin(2m− 1) satisfying
ρ1 ≥ λ1 ≥ ρ2 ≥ λ2 ≥ · · · ≥ ρm−1 ≥ λm−1 ≥ |ρm|, ρ1 − λ1 ∈ Z.
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We denote by Vj(k, s) an irreducible SO(n+ 1)-module with the highest weight
(k + j, s, 0m−2)
for k in Z≥0 and s = 0, . . . , j. We also denote by Vj(k, s)′ an irreducible Spin(2m+ 1)-module with
the highest weight
(k + j + 1/2, s+ 1/2, (1/2)m−2),
and by V ±j (k, s)
′ an irreducible Spin(2m)-module with the highest weight
(k + j + 1/2, s+ 1/2, (1/2)m−3,±1/2)
for k in Z≥0 and s = 0, . . . , j.
Remark 3.1. For the case of n+ 1 = 4, the space Vj(k, s) splits the sum of SO(4)-modules with the
highest weight (k + j, s) and (k + j,−s). The space V ±j (k, s)′ means an irreducible Spin(4)-module
with the highest weight (k + j + 1/2,±(s+ 1/2)).
Applying Frobenius reciprocity and the branching rule to our case λ = (j + 1/2, 1/2, · · · , 1/2),
we have the proposition.
Proposition 8. (1) For n = 2m,
L2(S2m, S±j ) =
⊕
0≤s≤j
⊕
k∈Z≥0
Vj(k, s)
′, L2(S2m, Sj) =
⊕
0≤s≤j
⊕
k∈Z≥0
2Vj(k, s)
′.
(2) For n = 2m− 1,
L2(S2m−1, Sj) =
⊕
0≤s≤j
⊕
k∈Z≥0
V +j (k, s)
′ ⊕ V −j (k, s)′.
From now on, we put Vj(k, s)
′ = V +j (k, s)
′ ⊕ V −j (k, s)′ for n = 2m − 1. By Weyl’s dimension
formula, we have
dimVj(k, s)
′ = 2[
n+1
2
] (l + n− 1 + s)(l + 1− s)
(n− 1)(n− 2)
(
l + n− 2
l + 1
)(
s+ n− 3
s
)
,
where we set l = k+ j. To calculate the eigenvalues of the square of the higher spin Dirac operator
D2j , we need the ones of ∆j with adding a constant.
Lemma 9. On Vj(k, s)
′, it holds that(
∆j − (s(s+ n− 2)− n(n− 1)
8
)
)∣∣∣∣
Vj(k,s)′
=
(
j + k +
n
2
)2
.
Proof. The standard Laplacian ∆j on Sj coincides with the Casimir operator c2/2 for Spin(n+ 1).
By Freudenthal’s formula, the eigenvalue of the c2/2 is piρ(c2/2) = 〈ρ, ρ〉+2〈ρ, δSpin(n+1)〉. The inner
product is given by 〈µ, ν〉 = ∑1≤i≤m µiνi and δSpin(n+1) is half the sum of the positive roots,
δSpin(n+1) =
{
(m− 1/2,m− 2/3, · · · , 3/2, 1/2) for n+ 1 = 2m+ 1,
(m− 1,m− 2, · · · , 1, 0) for n+ 1 = 2m.
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Then
piρ(c2/2)− (s(s+ n− 2)− n(n− 1)
8
)
=(k + j + 1/2)(k + j + n− 1/2) + (s+ 1/2)(s+ n− 5/2)
+ (n− 4)(n− 3)/8− (s(s+ n− 2)− n(n− 1)
8
)
=(j + k + n/2)2.

From the factorization formula in Theorem 5, we can guess the eigenvalue λ2 of D2j on Vj(k, s)
′
is (n+2s−2)
2
(n+2j−2)2
(
j + k + n2
)2
. In fact, we have
Theorem 10. On the n-dimensional standard sphere Sn, the eigenvalue of D2j on Vj(k, s)
′ is
(n+ 2s− 2)2
(n+ 2j − 2)2
(
j + k +
n
2
)2
with multiplicity dimVj(k, s)
′.
Proof. We shall prove the case of n = 2m − 1 by induction for j ≥ 0. First, we consider the case
of j = 0. It is well-known that the spectrum of the Dirac operator D20 on the sphere is (k + n/2)
2
on V0(k, 0)
′ for k = 0, 1, 2, . . . . Next, assuming the statement in theorem for j holds, we shall prove
the one for j + 1. We take φ in Vj(k, s)
′. It follows from our assumption, Lemma 9 and (2.11) that
(T+j )
∗T+j φ =
k(j − s+ 1)(2j + k + n)(j + s+ n− 1)
(j + n/2)2
φ.
Then
kerT+j =
⊕
0≤s≤j
Vj(0, s)
′,
and T+j : Vj(k, s)
′ → Vj+1(k − 1, s)′ for any k ≥ 1 is an isomorphism as Spin(n + 1)-module. Here
we use Schur’s lemma with respect to Spin(n + 1)-invariant operator T+j . Taking such a T
+
j φ in
Vj+1(k − 1, s)′, we show
D2j+1T
+
j φ =
(n+ 2j − 2)2
(n+ 2j)2
T+j D
2
jφ =
(n+ 2s− 2)2
(n+ 2j)2
(
j + 1 + (k − 1) + n
2
)2
T+j φ.
The case of s = j + 1 remains to be proved. According to Proposition 1, L2(Sj+1) decomposes as
kerT−j+1 ⊕ Image T+j . Then
kerT−j+1 =
⊕
k≥0
Vj+1(k, j + 1)
′.
When φ is in Vj+1(k, j + 1)
′, Weitzenbo¨ck formula (2.11) gives
D2j+1φ = ∆j+1φ− ((j + 1)(n+ j − 1)−
n(n− 1)
8
)φ =
(
(j + 1) + k +
n
2
)2
φ.
Thus we have proved the statement for j + 1. We can prove the case of n = 2m when we double
each component Vj(k, s)
′ in the above proof. 
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By using Corollary 4, we calculate all the eigenvalues of the other generalized gradients on Sj .
Corollary 11. The eigenvalues of (T+j )
∗T+j , (T
−
j )
∗T−j and U
∗
j Uj on Vj(k, s)
′ are given by
k(j − s+ 1)(2j + k + n)(j + s+ n− 1)
(j + n/2)2
,(3.1)
(k + 1)(j − s)(2j + k + n− 1)(j + s+ n− 2)
(j + n/2− 1)2 ,(3.2)
and
(n− 3)s(j + k + 1)(n+ s− 2)(j + k + n− 1)
(n− 2)(j + 1)(j + n− 2) ,(3.3)
respectively.
We investigate how the eigenspaces {Vj(k, s)′}k,j,s relate to each other in virtue of the generalized
gradients. Put
Vj(s)
′ :=
⊕
k∈Z≥0
Vj(k, s)
′
for each j and s = 0, · · · , j, and we show that Vj(s)′ is just Ws in Theorem 7. Remark that, for
the case of the sphere, Ws coincides with the kernel of B(s; j). The following diagram is useful to
understand relations between the spaces:
L2(S0) = V0(0)
′
T+0
...
. . .
L2(Sj−2) = Vj−2(0)′
T+j−2
⊕ · · ·⊕ Vj−2(j − 2)′
T+j−2
⊕ {0}
L2(Sj−1) = Vj−1(0)′
?
T−j−1
O
T+j−1
⊕ · · ·⊕ Vj−1(j − 2)′
?
T−j−1
O
T+j−1
⊕ Vj−1(j − 1)′
T−j−1
OO
T+j−1
⊕ {0}
L2(Sj) = Vj(0)
′?

T−j
O
T+j

⊕ · · ·⊕ Vj(j − 2)′
?
T−j
O
T+j

⊕ Vj(j − 1)′
?
T−j
O
T+j

⊕ Vj(j)′
T−j
OO
T+j
?
T−j+1
O
?
T−j+1
O
?
T−j+1
O
?
T−j+1
O
Here we change each Vj(s)
′ by 2Vj(s)′ when n is 2m. Then we have the proposition.
Proposition 12. The kernels and images of the generalized gradients are realized as Spin(n + 1)-
module in L2(Sn, Sj) for j = 0, 1, · · · as follows.
For n = 2m− 1,
kerT+j =
⊕
0≤s≤j
Vj(0, s)
′, kerT−j = Vj(j)
′, kerUj = Vj(0)′,
Image T+j−1 =
⊕
0≤s≤j−1
Vj(s)
′, Image T−j+1 = L
2(Sn, Sj)	 kerT+j .
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In particular, we have
kerT+j ∩ kerT−j = Vj(0, j)′, kerT+j ∩ kerUj = Vj(0, 0)′.
For n = 2m, we double each component Vj(k, s)
′ and Vj(s)′ on the above equations.
4. Generalized gradients on j-th symmetric tensor fields
In this section, we study the generalized gradients on the bundle of trace-free symmetric tensors
Symj0 = Sym
j
0(TM
c). Let (M, g) be an oriented Riemannian manifold. The bundle Symj(TM c) for
j-th symmetric tensor fields splits as (2.2) and the primitive component Symj0 is a vector bundle
associated to the (oriented) orthonormal frame bundle SO(M) with the highest weight (j, 0m−1).
We compose the covariant derivative ∇ and the orthogonal projection along the decomposition
Symj0 ⊗ TM c = Symj,10 ⊕ Symj+10 ⊕ Symj−10 ,
where Symj,10 is an irreducible vector bundle with the highest weight (j, 1, 0m−2). Then we have
three generalized gradients
T+j : Γ(Sym
j
0)→ Γ(Symj+10 ), Uj : Γ(Symj0)→ Γ(Symj,10 ), T−j : Γ(Symj0)→ Γ(Symj−10 ),
where we set U0 = 0 and T
−
0 = 0.
Remark 4.1. For n = 4, Symj.10 splits into the sum of SO(4)-modules with the highest weight (j, 1)
and (j,−1). For n = 3 and j ≥ 1, Symj0 appears again instead of Symj,10 . We denote by Uj the
self-gradient from Γ(Symj0) to Γ(Sym
j
0) on a 3-dim Riemannian manifold, which is not an elliptic
operator.
It follows from Weitzenbo¨ck formula [16] that there are two identities among them
∇∗∇ = (T+j )∗T+j + U∗j Uj + (T−j )∗T−j ,
1
2
R
Symj0
= −j(T+j )∗T+j + U∗j Uj + (n+ j − 2)(T−j )∗T−j .
Deleting Uj from the above equations, we find
∆j := ∇∗∇+ 1
2
R
Symj0
= (j + 1)(T+j )
∗T+j − (n+ j − 3)(T−j )∗T−j +RSymj0 .
As the case of the higher spin fields, we have to compare T−j+1 and (T
+
j )
∗ from Γ(Symj+10 ) to Γ(Sym
j
0).
The next lemma follows from [16].
Lemma 13. Let Dρλ = Πλ ◦ ∇ : Γ(Sρ) → Γ(Sλ) be a generalized gradient on an irreducible vector
bundle Sρ = SO(M) ×SO(n) Wρ over a Riemannian manifold (M, g). Here Πλ is the orthogonal
projection onto Sλ from Sρ ⊗ TM c. Then
(4.1) (Dρλ)
∗Dρλ =
dimWλ
dimWρ
Dλρ (D
λ
ρ )
∗.
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Proof. The principal symbol of Dρλ is given by the linear map p
ρ
λ(ξ) from Wρ to Wλ defined by
pρλ(ξ)φ := Πλ(φ⊗ ξ), for φ in Wρ and ξ in Cn = T ∗xM c.
In other words, Dρλ is
∑
i p
ρ
λ(ei)∇ei as the Dirac operator D is given by
∑
i ei · ∇ei . We denote by
pρλ(ξ)
∗ its adjoint map from Vλ to Vρ. Conversely we know that the orthogonal projection Πλ is
realized by using the principal symbol (see Lemma 4.13 in [16]),
Πλ(φ⊗ ξ) =
∑
1≤i≤n
(pρλ(ei)
∗pρλ(ξ)φ)⊗ ei,
where {ei}i is an orthonormal basis for Cn. We shall calculate the following two SO(n)-invariant
maps from Wρ to Wρ, which are constants by Schur’s lemma,∑
i
pρλ(ei)
∗pρλ(ei),
∑
i
pλρ(ei)p
λ
ρ(ei)
∗.
Let {φα}α be a basis of Wρ. We consider the trace of Πλ : Wρ ⊗ Cn →Wλ.
dimWλ =
∑
α,i
〈Πλ(φα ⊗ ei), φα ⊗ ei〉 =
∑
α,i,j
〈(pρλ(ej)∗pρλ(ei)φα)⊗ ej , φα ⊗ ei〉
=
∑
α,i
〈pρλ(ei)∗pρλ(ei)φα, φα〉 =
∑
i
pρλ(ei)
∗pρλ(ei)
∑
α
〈φα, φα〉 = dimWρ
∑
i
pρλ(ei)
∗pρλ(ei).
Then we have
∑
i p
ρ
λ(ei)
∗pρλ(ei) =
dimWλ
dimWρ
idWρ . On the other hand, we have
〈pλρ(ξ)φ, pλρ(η)ψ〉 =〈Πρ(φ⊗ ξ),Πρ(ψ ⊗ η)〉 =
∑
i,j
〈pλρ(ei)∗pλρ(ξ)φ⊗ ei, pλρ(ej)∗pλρ(η)ψ ⊗ ej〉
=
∑
i
〈pλρ(ei)∗pλρ(ξ)φ, pλρ(ei)∗pλρ(η)ψ〉 =
∑
i
〈pλρ(ei)pλρ(ei)∗pλρ(ξ)φ, pλρ(η)ψ〉
=(
∑
i
pλρ(ei)p
λ
ρ(ei)
∗)〈pλρ(ξ)φ, pλρ(η)ψ〉.
Then we have
∑
i p
λ
ρ(ei)p
λ
ρ(ei)
∗ = idWρ . Since there is a nonzero constant a such that p
ρ
λ(ξ) =
apλρ(ξ)
∗, we have concluded that |a|2 = dimWλ/ dimWρ and hence (Dρλ)∗Dρλ = dimWλdimWρDλρ (Dλρ )∗. 
Thus we have given relations among the operators to construct a factorization formula on a space
of constant curvature.
Proposition 14. On a space (M, g) of constant curvature K = c, the operators T+j , T
−
j and ∆j
for j = 0, 1, 2, . . . satisfy
∆j = (j + 1)(T
+
j )
∗T+j − (n+ j − 3)(T−j )∗T−j + 2j(n+ j − 2)c,
1
2
R
Symj0
= j(n+ j − 2)c = −j(T+j )∗T+j + U∗j U+j + (n+ j − 2)(T−j )∗T−j ,
(T−j+1)
∗T−j+1 =
(j + 1)(n+ 2j − 2)
(n+ j − 2)(n+ 2j)T
+
j (T
+
j )
∗.
(4.2)
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Remark 4.2. We don’t normalize constant multiples of the operators as the previous section. When
we use a notation in [14], we find
(T+j )
∗T+j =
1
j + 1
d∗0d0, (T
−
j )
∗T−j =
n+ 2j − 4
(n+ 2j − 2)(n+ j − 3)δ
∗δ.
We show the factorization formula for the j + 1-st power of the Laplacian on j-th symmetric
tensor fields, which will be useful to calculate the eigenvalues on the sphere in the next section.
Theorem 15 (Factorization formula). Let (M, g) be a space of constant curvature K = c, and Symj0
the vector bundle for trace-free symmetric tensor fields on (M, g). The operator T+j : Γ(Sym
j
0) →
Γ(Symj+10 ) and the Lichnerowicz Laplacian ∆j : Γ(Sym
j
0)→ Γ(Symj0) satisfy
j∏
s=0
(
(T+j )
∗T+j − a(s; j) (∆j − b(s; j)c)
)
= 0,(4.3)
where a(s; j) =
(j − s+ 1)(n+ j + s− 2)
(j + 1)(n+ 2j − 2) , b(s; j) = j(n+ j − 1) + s(n+ s− 3).
Proof. We prove theorem by induction for j. The case of j = 0 follows from the definition of ∆0,
that is, ∆0 = (T
+
0 )
∗T+0 . We assume that the equation (4.3) holds for j. By (4.2),
T+j ((T
+
j )
∗T+j − a(s; j)(∆j − b(s; j)c))
=(T+j (T
+
j )
∗ − a(s; j)(∆j+1 − b(s; j)c))T+j
=
(j + 2)(n+ 2j)
(j + 1)(n+ 2j − 2)︸ ︷︷ ︸
=:k(j)
((T+j+1)
∗T+j+1 − a(s; j + 1)(∆j+1 − b(s; j + 1)c))T+j .
Then
0 =
j∏
s=0
T+j
(
(T+j )
∗T+j − a(s; j) (∆j − b(s; j)c)
)
T−j+1
=
j∏
s=0
k(j)
(
(T+j+1)
∗T+j+1 − a(s; j + 1) (∆j+1 − b(s; j + 1)c)
)
T+j T
−
j+1.
Finally we reach (4.3) for j + 1. 
If a tensor filed φ in Γ(Symj0) satisfies T
+
j φ = 0, then we call it trace-free conformal Killing
tensor, which has been investigated not only in differential geometry but also in relativity theory.
As a corollary, we have an information of the eigenvalues of the Laplacian on trace-free conformal
Killing tensors on a compact space of constant curvature ([25], [26] for the sphere case). We introduce
a filtration on Γ(Symj0) as
Fj ⊂ Fj+1 ⊂ · · · ⊂ F0 = Γ(Symj0), Fk = kerT−k · · ·T−j .
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and an associated grading
Γ(Symj0) =
⊕
0≤s≤j
Ws, Ws := T
+
j−1 · · ·T+s (kerT−s ).
Corollary 16. On a compact space of constant curvature K = c, the eigenvalue of ∆j on kerT
+
j ∩Wk
is (j(n+ j − 1) + k(n+ k − 3))c.
5. Harmonic analysis for trace-free symmetric tensor fields on Sn
The method to calculate the eigenvalues of the operators on the n-dimensional sphere Sn =
SO(n + 1)/SO(n) is same to the spinor case. From Frobenius reciprocity and the branching rule,
the space of trace-free symmetric tensor fields are decomposed with respect to SO(n+ 1),
L2(Sn,Symj0) =
⊕
0≤s≤j
Vj(s) =
⊕
0≤s≤j
 ⊕
k∈Z≥0
Vj(k, s)
 .
As mentioned in Section 3, the space Vj(k, s) stands for an irreducible SO(n + 1)-module with the
highest weight (k + j, s, 0m−2) and its dimension is
(2l + n− 1)(2s+ n− 3)(l + n− 2 + s)(l + 1− s)
(n− 1)(n− 2)(s+ n− 3)(l + n− 2)
(
l + n− 2
l + 1
)(
s+ n− 3
s
)
by setting l = k + j. Note that, for n = 3, Vj(k, s) is the sum of SO(4)-modules with the highest
weight (k + j, s) and (k + j,−s). We also put Vj(s) :=
⊕
k∈Z≥0 Vj(k, s). As in [3] Freudenthal’s
formula gives the eigenvalue of ∆j on Vj(k, s),
∆j |Vj(k,s) = (j + k)(n+ k + j − 1) + s(s+ n− 3),
so that we have
(∆j − b(s; j))|Vj(k,s) = k(n+ k + 2j − 1).
The factorization formula (4.3) allows us to guess the eigenvalue of (T+j )
∗T+j on Vj(k, s) would be
(5.1) a(s; j)k(n+ k + 2j − 1) = k(n+ k + 2j − 1)(j − s+ 1)(n+ j + s− 2)
(j + 1)(n+ 2j − 2) .
We shall prove the claim that the eigenvalue of (T+j )
∗T+j on Vj(k, s) coincides with (5.1) by induction
for j. When j = 0, the claim is true because of ∆0 = (T
+
0 )
∗T+0 . We suppose the claim holds for j.
Then
kerT+j =
⊕
0≤s≤j
Vj(0, s)
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and T+j : Vj(k, s)→ Vj+1(k − 1, s) is isomorphism for any k ≥ 1 and s = 0, · · · , j. For φ in Vj(k, s),
(j + 2)(T+j+1)
∗T+j+1(T
+
j φ)
=
(
∆j+1 + (n+ j − 2)(T−j+1)∗T−j+1 − 2((j + 1)(n+ (j + 1)− 2))
)
(T+j φ)
=
(
∆j+1 +
(j + 1)(n+ 2j − 2)
n+ 2j
T+j (T
+
j )
∗ − 2((j + 1)(n+ j − 1))
)
(T+j φ)
=T+j ∆jφ+
k(n+ k + 2j − 1)(j − s+ 1)(n+ j + s− 2)
n+ 2j
T+j φ
− 2((j + 1)(n+ j − 1))(T+j φ)
=
(k − 1)(n+ k + 2j)(j − s+ 2)(n+ j + s− 1)
n+ 2j
T+j φ.
Thus, the eigenvalues of (T+j+1)
∗T+j+1 on Vj+1(k − 1, s) for any k ≥ 1 and s = 0, · · · , j coincide with
(5.1). The cases of Vj+1(k, j + 1) for any k ≥ 0 remain to be proved. Since T+j is an overdeter-
mined elliptic operator, the space of the sections Γ(Symj+10 ) decomposes into the orthogonal direct
sum of kerT−j+1 and Image T
+
j . From the above discussion, it holds that Image T
+
j is given by
⊕0≤s≤jVj+1(s). Then its orthogonal complement kerT−j+1 is Vj+1(j+ 1) = ⊕k≥0Vj+1(k, j+ 1). For
φ in Vj+1(k, j + 1), by Weitzenbo¨ck formula, we have
(T+j+1)
∗T+j+1φ =
1
j + 2
(∆j+1φ− 2((j + 1)(n+ (j + 1)− 2))φ) = k(n+ k + 2j + 1)
j + 2
φ,
and check that this gives (5.1) on Vj+1(k, j+1). Thus we have proved that (5.1) gives the eigenvalue
of (T+j )
∗T+j on Vj(k, s) for any j. We can also have the eigenvalue of the other operators by using
Weitzenbo¨ck formulas in Proposition 14.
Theorem 17. On the n-dimensional standard sphere Sn, the eigenvalues of (T+j )
∗T+j , (T
−
j )
∗T−j ,
U∗j Uj and ∆j on Vj(k, s) are given by
k(n+ k + 2j − 1)(j − s+ 1)(n+ j + s− 2)
(j + 1)(n+ 2j − 2) ,(5.2)
(j − s)(k + 1)(n+ k + 2j − 2)(n+ j + s− 3)
(n+ j − 3)(n+ 2j − 2) ,(5.3)
s(k + j + 1)(n+ s− 3)(n+ k + j − 2)
(j + 1)(n+ j − 3) ,(5.4)
and (k + j)(k + j + n− 1) + s(n+ s− 3),(5.5)
respectively. The kernels and images of the operators are realized as SO(n+1)-modules in L2(Sn, Symj0)
as follows:
kerT+j =
⊕
0≤s≤j
Vj(0, s), kerT
−
j = Vj(j), kerU
−
j = Vj(0),
Image T+j−1 =
⊕
0≤s≤j−1
Vj(s), Image T
−
j+1 = L
2(Sn, Symj0)	 kerT+j .
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We also know that
kerT+j ∩ kerT−j = Vj(0, j), kerT+j ∩ kerUj = Vj(0, 0).
As an interesting application to geometry, we shall discuss the space of Killing tensor fields on Sn
from the viewpoint of representation theory. We consider the differential d on the symmetric tensor
fields defined by
d : Γ(Symj) 3 K 7→ dK :=
n∑
i=1
ei · ∇eiK ∈ Γ(Symj+1),
where {ei}i is a local orthonormal frame for TM and ei· denotes the symmetric tensor product by
ei. If dK is zero, then K is said to be a Killing tensor field. Since Killing tensor fields give the
first integrals for geodesics, they play an important role in physics literature, especially in relativity
theory. We refer to [14] for general results of Killing and conformal Killing tensor in Riemannian
geometry. Since the differential d is a derivation on ⊕jΓ(Symj), that is,
d(K ·K ′) = (dK) ·K ′ +K · (dK ′) for K,K ′ in ⊕jΓ(Symj),
the space K(M) of the Killing tensor fields is a graded algebra, K(M) = ⊕jKj(M), where Kj(M)
is the space of the Killing tensor fields with degree j. Let K be a symmetric tensor fields with degree
j. This K decomposes as
K = K0 + g ·K1 + g2 ·K2 + · · ·+ gl ·Kl (Ki ∈ Γ(Symj−2i0 ), 0 ≤ i ≤ l = [j/2])
with respect to (2.2). Then it is easily shown that K is a Killing tensor filed if and only if {Ki}0≤i≤l
satisfy
(5.6) (dK0)0 = 0, (dK0)1 + g · (dK1)0 = 0, . . . , (dKl−1)1 + g · (dKl)0 = 0, (dKl)1 = 0.
Note that if K satisfies only the first condition (dK0)0 = 0, then K is said to be a conformal
Killing tensor field. For a trace-free symmetric tensor K = K0 with degree j, K is a trace-free
Killing tensor (resp. trace-free conformal Killing tensor) if and only if K is in kerT+j ∩ kerT−j
(resp. in kerT+j ). An important observation is that there is a nonzero constant c = c(i, j) such that
(dKi)1 + g · (dKi+1)0 = 0 can be rewritten as T−j−2i(Ki) = cT+j−2i−2(Ki+1).
Now we consider the Killing tensor fields on the standard sphere. Let K = K0 + g ·K1 + · · · be a
primitive Killing tensor field with degree j. In other words, K is in Kj(Sn), but is not the form of
K = K0 + g · K˜1 with nonzero K˜1 in Kj−2(Sn). Then we may assume K0 is in Vj(0, s) because of
T+j (K0) = 0. When s = j, we know T
−
j (K0) is zero by Theorem 17 and hence T
+
j−2(K1) is zero by
(5.6). Thus we know K is the form of K = K0 +g ·K˜1 with K˜1 in Kj−2(Sn). Therefore K = K0 due
to primitiveness of K. When s = j − 1, we show T−j (K0) = cT+j−2(K1) is not zero and K1 has to be
in a SO(n+ 1)-module with the highest weight (j, j − 1, 0m−2) because T±j is an invariant operator.
Since Γ(Symj−20 ) doesn’t include such a component, there is no Killing tensor field K with K0 in
Vj(0, j − 1). In the same manner, when K0 is in Vj(0, j − 2i), the primitive Killing tensor K is a
form of K = K0 + g ·K1 + · · ·+ gi ·Ki with Ks in Vj−2s(2s, j − 2i) for s = 0, · · · , i. We also know
there is no Killing tensor field K with nonzero K0 in Vj(0, j − 2i+ 1).
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Proposition 18 ([26]). Let P j(Sn) be the space of the primitive Killing tensors with degree j on
the standard sphere. Then
P j(Sn) ∼=
⊕
0≤i≤[j/2]
Vj(0, j − 2i) ∼=
⊕
0≤i≤[j/2]
(j, j − 2i, 0m−2),
Kj(Sn) =
⊕
0≤i≤[j/2]
gi · P j−2i(Sn).
6. Higher spin Dirac operators on spinor fields with differential forms
First we survey analysis for the generalized gradients on differential forms. Let (M, g) be an
oriented Riemannian manifold and Λj(T ∗M) be the bundle of differential forms. Due to the star
operator ∗ : Λj(T ∗M)→ Λn−j(T ∗M), we have to study only the case of j ≤ [n/2]. As presented in
[16], [24], there are three differential operators
C : Ωj(M) = Γ(Λj(T ∗M))→ Γ(Λj,1(T ∗M)), d : Ωj(M)→ Ωj+1(M), d∗ : Ωj(M)→ Ωj−1(M)
satisfying
∆j = ∇∗∇+ 1
2
RΛj = d
∗d+ dd∗, dd = 0, d∗d∗ = 0,(6.1)
∇∗∇ = C∗C + 1
j + 1
d∗d+
1
n− j + 1dd
∗,(6.2)
where the highest weight of the bundle Λj,1(T ∗M) with respect to SO(n) is (2, 1j−1, 0m−1−j) for
n = 2m − 1 or (2, 1j−1, 0m−j) for n = 2m. Because of the equation (6.1) and ellipticity of ∆j , the
Hodge-de Rham decomposition holds on a compact manifold (M, g),
Ωj(M) = Hj(M)⊕ d(Ωj−1(M))⊕ d∗(Ωj+1(M)).
Therefore, if we know the eigenvalues of the Laplacian ∆j , then we have the eigenvalues of d
∗d, dd∗.
In addition, from the action of curvature RΛj/2, we can get the eigenvalues of C
∗C. For example,
on a space of constant curvature K = c, the curvature RΛj/2 acts by a constant j(n− j)c. We will
calculate the eigenvalues of the operators on the standard sphere in the next section.
We move on to the higher spin Dirac operator on spinor fields coupled with differential forms. In
other words, we shall study the case of the representation δj on Wδj with the highest weight{
((3/2)j , (1/2)m−j)⊕ ((3/2)j , (1/2)m−j−1,−1/2) for n = 2m,
((3/2)j , (1/2)m−1−j) for n = 2m− 1,
and the dimension 2[n/2] n−2j+1n−j+1
(
n
j
)
, where δj splits into the sum of irreducible representation δ
±
j for
n = 2m. These spinor fields are realized as sections of the tensor bundle S0 ⊗ Λj(T ∗M c), that is,
spinor fields coupled with differential forms (see Remark 6.2). We consider the vector bundle with
fiber Wδj ,
Ej := Spin(M)×Spin(n) Wδj .
24 YASUSHI HOMMA AND TAKUMA TOMIHISA
There are four generalized gradients on Γ(Ej) for 0 ≤ j ≤ [n/2],
Uj : Γ(Ej)→ Γ(Ej,1) the (first) twistor operator,
T˜+j : Γ(Ej)→ Γ(Ej+1) the (second) twistor operator,
D˜j : Γ(Ej)→ Γ(Ej) the higher spin Dirac opeator,
T˜−j : Γ(Ej)→ Γ(Ej−1) the co-twistor opeator,
where Ej,1 is the vector bundle with the highest weight{
(5/2, (3/2)j−1, (1/2)m−j)⊕ (5/2, (3/2)j−1, (1/2)m−j−1,−1/2) for n = 2m,
(5/2, (3/2)j−1, (1/2)m−1−j) for n = 2m− 1.
Remark 6.1. When j = 0, there are two generalized gradients on E0,
T˜+0 : Γ(E0)→ Γ(E1), D˜0 : Γ(E0)→ Γ(E0).
Then we set U0 = 0 and T˜
−
0 = 0. When n = 2m and j = m, there are only two generalized gradients
on the bundle Em = E
+
m ⊕ E−m with the highest weight ((3/2)m)⊕ ((3/2)m−1,−3/2),
Um : Γ(Em)→ Γ(Em,1), T˜−m : Γ(Em)→ Γ(Em−1).
Note that the higher spin Dirac operator doesn’t exist. Then we set D˜m = 0 and T˜
+
m = 0 for n = 2m.
When n = 2m − 1 and j = m − 1, there are three generalized gradients on the bundle Em−1 with
the highest weight ((3/2)m−1),
Um−1 : Γ(Em−1)→ Γ(Em−1,1), T˜−m−1 : Γ(Em−1)→ Γ(Em−2), D˜m−1 : Γ(Em−1)→ Γ(Em−1).
Then we set T˜+m−1 = 0 for n = 2m− 1.
From now on, we assume that (M, g) is a space of constant curvature K = c with a spin structure.
We calculate the Weitzenbo¨ck formulas on Γ(Ej) from [16],
∆j =∇∗∇+ 1
2
Rδj = ∇∗∇+ (j(n− j + 1) +
n(n− 1)
8
)c
=
(n+ 2)(n− 2j)
n− 2j + 2 D˜
2
j +
4(n− 2j + 1)(n− j + 2)
(n− 2j + 3)(n− 2j + 2)(T˜
−
j )
∗T˜−j + (j(n− j)−
n(n− 1)
8
)c
=− 4(n− 2j + 1)(j + 1)
(n− 2j − 1)(n− 2j)(T˜
+
j )
∗T˜+j +
(n− 2j + 2)(n+ 2)
n− 2j D˜
2
j + ((j − 1)(n− j + 1)−
n(n− 1)
8
)c
=
(n− j + 2)(n+ 2)
(n− j + 1)(n+ 1)U
∗
j Uj +
(n− 2j)(n− 2j + 1)
(n− 2j − 1)(n− j + 1)(T˜
+
j )
∗T˜+j + (j(n− j + 2) +
n(n+ 1)
8
)c.
(6.3)
If the denominator of the above equation has zero, then we ignore the equation. For example, when
n = 2m and j = m, we don’t consider the third equality. From some formulas in [17] and the
equation (4.1) in Lemma 13, we also have
1√
n− 2j D˜j T˜
+
j−1 =
1√
n− 2j + 4 T˜
+
j−1D˜j−1, T˜
+
j+1T˜
+
j = 0, T˜
−
j−1T˜
−
j = 0,
(T˜+j−1)
∗T˜+j−1 =
(n− 2j + 1)(n− j + 2)
j(n− 2j + 3) T˜
−
j (T˜
−
j )
∗.
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Then we normalize the operators as follows:
Dj :=
√
(n+ 2)(n− 2j)
n− 2j + 2 D˜j ,
T−j := 2
√
(n− 2j + 1)(n− j + 2)
(n− 2j + 3)(n− 2j + 2) T˜
−
j , T
+
j := 2
√
j + 1
n− 2j T˜
+
j .
Theorem 19. The generalized gradients on Γ(Ej) satisfy
∆j =D
2
j + (T
−
j )
∗T−j + (j(n− j)−
n(n− 1)
8
)c
=− n− 2j + 1
n− 2j − 1(T
+
j )
∗T+j +
(n− 2j + 2)2
(n− 2j)2 D
2
j + ((j − 1)(n− j + 1)−
n(n− 1)
8
)c,
DjT
+
j−1 =
n− 2j
n− 2j + 2T
+
j−1Dj−1, T
+
j+1T
+
j = 0, T
−
j−1T
−
j = 0, T
+
j−1 = (T
−
j )
∗.
Remark 6.2. In [8], these operators are realized as components of the twisted Dirac operator D(j) on
S0⊗Λj(T ∗M c) up to a constant multiple. This operator D(j) decomposes along S0⊗Λj(T ∗M c) =
⊕jk=0Ek,
D(j) =

D(j)j T (j)
+
j−1 0 0 . . . 0
T (j)−j D(j)j−1 T (j)
+
j−2 0 · · · 0
0 T (j)−j−1 D(j)
′
j−2 T (j)j−3
. . . 0
...
. . .
. . .
. . .
. . .
...
0 0 0 . . . D(j)1 T (j)
+
0
0 0 0 . . . T (j)−1 D(j)0

where D(j)k (resp. T (j)
±
k ) is a nonzero constant multiple of D˜k : Γ(Ek) → Γ(Ek) (resp. T˜±k :
Γ(Ek) → Γ(Ek±1)) for k = 0, . . . , j. Considering the square of D(j), we have some formulas
equivalent to Theorem 19 and check that D(j)j , T (j)
−
j and T (j)
+
j−1 coincide with our Dj , T
−
j and
T+j−1, respectively.
As applications of theorem, we obtain a factorization formula and the Hodge-de Rham decompo-
sition with respect to the operators on Γ(Ej).
Corollary 20 (factorization formula). We consider a space (M, g) of constant curvature K = c
with a spin structure. On Γ(Ej) for 1 ≤ j ≤ [n/2]− 1, we have
0 =
(
D2j −
(n− 2j)2
(n− 2j + 2)2 (∆j − ((j − 1)(n− j + 1)−
n(n− 1)
8
)c)
)
×
(
D2j − (∆j − (j(n− j)−
n(n− 1)
8
)c)
)
.
Proof. By (T+j )
∗T+j (T
−
j )
∗T−j = (T
+
j )
∗T+j T
+
j−1T
−
j = 0, we can prove the corollary. 
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Deleting D2j from two equations for ∆j in Theorem 19, we get
∆j =
(n− 2j)2
4(n− 2j − 1)(T
+
j )
∗T+j +
(n− 2j + 2)2
4(n− 2j + 1)(T
−
j )
∗T−j +
n(n+ 1)
8
c.
Taking the usual Hodge-de Rham decomposition as a model, we can show the following L2-orthogonal
decomposition.
Proposition 21. On a compact spin manifold (M, g) of constant sectional curvature K = c, we
have the Hodge-de Rham decomposition for spinor fields coupled with differential forms,
Γ(Ej) =T
+
j−1(Γ(Ej−1))⊕ T−j+1(Γ(Ej+1))⊕ ker(∆j −
n(n+ 1)
8
c),
kerT+j =T
+
j−1(Γ(Ej−1))⊕ ker(∆j −
n(n+ 1)
8
c),
kerT−j =T
−
j+1(Γ(Ej−1))⊕ ker(∆j −
n(n+ 1)
8
c).
Here we exclude the case of n = 2m− 1 and j = m− 1. When j = 0, the first equation means
Γ(E0) = T
−
1 (Γ(E1))⊕ ker(∆0 −
n(n+ 1)
8
c).
When n = 2m and j = m, it does
Γ(Em) = T
+
m−1(Γ(Em−1))⊕ ker(∆m −
n(n+ 1)
8
c).
Note that ker(∆j − n(n+1)8 c) is zero on a compact spin manifold of positive constant curvature for
j ≥ 1 because we have ∆j − n(n+1)8 c ≥ j(n− j + 2)c from the last equality in (6.3).
7. Harmonic analysis for spinor fields with differential forms on Sn
We review a well-known result for the eigenvalues of the operators acting on differential forms
on the standard sphere, [13], [20]. Let Vj(k) be an irreducible SO(n + 1)-module with the highest
weight
(k + 1, 1j−1, 0m−j) = (k, 0m−1) + (1j , 0m−j)
for 0 ≤ j ≤ m = [n+12 ]. Then Frobenius reciprocity and branching rule give us the decomposition of
L2(Sn,Λj(T ∗M c)) as an SO(n+ 1)-module.
(1) For j = 0,
L2(Sn,Λ0(T ∗M c)) ∼=
⊕
k≥0
V1(k)⊕ V0(0), ker d = H0(Sn) ∼= V0(0).
(2) For n = 2m and j = m,
L2(S2m,Λm(T ∗M c)) ∼=
⊕
k≥0
2Vm(k), ker d
∗ ∼=
⊕
k≥0
Vm(k), ker d ∼=
⊕
k≥0
Vm(k).
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(3) For n = 2m− 1 and j = m− 1,
L2(S2m−1,Λm−1(T ∗M c)) ∼=
⊕
k≥0
Vm(k)⊕
⊕
k≥0
Vm−1(k), Vm(k) := V +m (k)⊕ V −m (k),
ker d∗ ∼=
⊕
k≥0
Vm(k), ker d ∼=
⊕
k≥0
Vm−1(k),
where V ±m (k) is the irreducible SO(2m)-module with the highest weight (k + 1, 1m−2,±1).
(4) Otherwise,
L2(Sn,Λj(T ∗M c)) ∼=
⊕
k≥0
Vj+1(k)⊕
⊕
k≥0
Vj(k), ker d
∗ ∼=
⊕
k≥0
Vj+1(k), ker d ∼=
⊕
k≥0
Vj(k).
We calculate the eigenvalue of ∆j on Vj(k) by Freudenthal’s formula. Then the next proposition
follows from (6.1) and (6.2).
Proposition 22 ([13], [20]). The eigenvalues of the operators on Vj+1(k) and Vj(k) are given as
follows:
on Vj+1(k) ⊂ ker d∗ on Vj(k) ⊂ ker d
∆j (k + j + 1)(n+ k − j) (k + j)(n− j + k + 1)
dd∗ 0 (k + j)(n− j + k + 1)
d∗d (k + j + 1)(n+ k − j) 0
C∗C jj+1k(n+ k + 1)
n−j
n−j+1k(n+ k + 1)
In particular, the space of the Killing j-forms kerC ∩ ker d∗ is isomorphic to Vj+1(0), and the space
of the co-Killing j-forms kerC ∩ ker d is isomorphic to Vj(0).
The (co-) Killing forms have interesting geometric meaning like Killing tensor fields [24].
We shall study harmonic analysis for the spinor fields coupled with differential forms on the
standard sphere. The space L2(Sn, Ej) is decomposed as Spin(n+ 1)-module.
Proposition 23. (1) For the case of n = 2m, we denote by Vj(k)
′ an irreducible Spin(2m+ 1)-
module with the highest weight
(k + 3/2, (3/2)j−1, (1/2)m−j) = (k + 1/2, (1/2)m−1) + (1j , 0m−j)
for k = 0, 1, 2, . . . . Then
(a) For j = 0,
L2(S2m, E±0 ) ∼=
⊕
k≥0
V1(k)
′ ⊕ V0(0)′, L2(S2m, E0) ∼=
⊕
k≥0
2V1(k)
′ ⊕ 2V0(0)′,
kerT+0 = 2V0(0)
′.
(b) For 1 ≤ j ≤ m− 1,
L2(S2m, E±j ) ∼=
⊕
k≥0
Vj+1(k)
′ ⊕
⊕
k≥0
Vj(k)
′, L2(S2m, Ej) ∼=
⊕
k≥0
2Vj+1(k)
′ ⊕
⊕
k≥0
2Vj(k)
′,
kerT−j =
⊕
k≥0
2Vj+1(k)
′, kerT+j =
⊕
k≥0
2Vj(k)
′.
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(c) For j = m,
L2(S2m, E±m) ∼=
⊕
k≥0
Vm(k)
′, L2(S2m, Ej) ∼=
⊕
k≥0
2Vm(k)
′, kerT−m = {0}.
(2) For the case of n = 2m − 1, we denote by V ±j (k)′ an irreducible Spin(2m)-module with the
highest weight
(k + 3/2, (3/2)j−1, (1/2)m−j−1,±1/2) = (k + 1/2, (1/2)m−1,±1/2) + (1j , 0m−j)
for k = 0, 1, 2, . . . , and put Vj(k)
′ = V +j (k)⊕ V −j (k). Then
(a) For j = 0,
L2(S2m−1, E0) ∼=
⊕
k≥0
V1(k)
′ ⊕ V0(0)′, kerT+0 = V0(0)′.
(b) For 1 ≤ j ≤ m− 2,
L2(S2m−1, Ej) ∼=
⊕
k≥0
Vj+1(k)
′ ⊕
⊕
k≥0
Vj(k)
′, kerT−j =
⊕
k≥0
Vj+1(k)
′, kerT+j =
⊕
k≥0
Vj(k)
′.
(c) For j = m− 1,
L2(S2m−1, Em−1) ∼=
⊕
k≥0
Vm(k)
′ ⊕
⊕
k≥0
Vm−1(k)′, kerT−m−1 =
⊕
k≥0
Vm(k)
′.
We have already known how the sections of {Ej}j relate to each other through operators {T±j }j .
In fact, kerT+j = Image T
+
j−1 and kerT
−
j = Image T
−
j+1. Then all we have to do is to calculate
the eigenvalues of the operators on Γ(Ej). The eigenvalues of D
2
j were calculated in [8] by using a
method from a viewpoint of parabolic geometry in [7]. We calculate them only from the eigenvalues
of ∆j and Weitzenbo¨ck formulas.
Theorem 24. The eigenvalues of D2j , (T
−
j )
∗T−j , (T
+
j )
∗T+j and U
∗
j Uj on L
2(Sn, Ej) are given as
follows:
on Vj+1(k)
′ ⊂ kerT−j on Vj(k)′ ⊂ kerT+j
∆j (k + j + 1)(n− j + k + 1) + n(n+1)8 (k + j)(n− j + k + 2) + n(n+1)8
D2j
(
n
2 + k + 1
)2 (n−2j)2
(n−2j+2)2
(
n
2 + k + 1
)2
(T−j )
∗T−j 0
4(n−2j+1)
(n−2j+2)2 (k + j)(n− j + k + 2)
(T+j )
∗T+j
4(n−2j−1)
(n−2j)2 (n− j + k + 1)(k + j + 1) 0
U∗j Uj
(n+1)j
(n+2)(j+1)k(n+ k + 2)
(n+1)(n−j+1)
(n+2)(n−j+2)k(n+ k + 2)
In particular, for n = 2m − 1 (resp. n = 2m), kerUj ∩ kerT−j = Vj+1(0)′ (resp. 2Vj+1(0)′) and
kerUj ∩ kerT+j = Vj(0)′ (resp. 2Vj(0)′).
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Appendix A. Calculation
In this appendix, we give calculation of the eigenvalues of Casimir elements and Weitzenbo¨ck
formulas needed in Section 2. For more detail, see [16]. Let (pij ,Wj) be an irreducible representation
with the highest weight (j + 1/2, (1/2)[n/2]−1). The conformal weights {w(λ)}λ and the shifted
conformal weights {wˆ(λ) = w(λ) + n−12 }λ associated to the irreducible summand of Wj ⊗ Cn are
given by
w(pij+1) := w(pij+1;pij) = j + 1/2, wˆ(pij+1) = j + n/2,
w(pij,1) := w(pij,1;pij) = −1/2, wˆ(pij,1) = n/2− 1,
w(pij) := w(pij ;pij) = −n/2 + 1/2, wˆ(pij) = 0,
w(pij−1) := w(pij−1;pij) = −n− j + 3/2, wˆ(pij−1) = 1− j − n/2.
Then we can easily calculate the relative dimensions,
dimWj+1
dimWj
=
n+ j − 1
j + 1
,
dimWj,1
dimWj
=
(n− 3)(n+ j − 1)j
(n+ j − 2)(j + 1) ,
dimWj
dimWj
= 1,
dimWj−1
dimWj
=
j
n+ j − 2 .
The Casimir element ck with order k is an SO(n)-invariant element in the enveloping algebra
U(so(n)) given by
ck =
∑
1≤i1,i2...ik≤n
ei1i2ei2i3 . . . eiki1 ,
where {eij = ei ∧ ej}i<j is a standard basis for so(n). Shifting eij to eˆij = eij + n−12 , we define the
shifted Casimir element cˆk =
∑
eˆi1i2 eˆi2i3 . . . eˆiki1 . The eigenvalue of ck on Wj is computed by the
conformal weights and the relative dimensions.
pij(ck) =
∑
λ
w(λ)k
dimWλ
dimWj
, pij(cˆk) =
∑
λ
wˆ(λ)k
dimWλ
dimWj
,
where λ runs among pij+1, pij,1, pij and pij−1. Since the number of the generalized gradients on Sj
is four, there are two independent Weitzenbo¨ck formulas. In our case we have the following two
independent formulas on Sj . One is
−1
2
R1j = w(pij+1)(T˜
+
j )
∗T˜+j + w(pij,1)U
∗
j Uj + w(pij)D˜
2
j + w(pij−1)(T˜
−
j )
∗T˜−j .
The second one is complicated,
Rˆ4j = a(pij+1)(T˜
+
j )
∗T˜+j + a(pij,1)U
∗
j Uj + a(pij)D˜
2
j + a(pij−1)(T˜
−
j )
∗T˜−j ,
where
a(λ) =
3∑
p=0
pij(cˆ3−p)(−wˆ(λ))p, for λ = pij+1, pij,1, pij , pij−1.
Furthermore, the curvature actions R1j and Rˆ
4
j on the standard sphere are
R1j = pij(c2), Rˆ
4
j = pij(cˆ5 −
n− 1
2
cˆ4).
On the other hand, it follows form the definition of the generalized gradients that
∇∗∇ = (T˜+j )∗T˜+j + U∗j Uj + D˜2j + (T˜−j )∗T˜−j .
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Deleting two operators from the above equation by using two Weitzenbo¨ck formulas, we obtain (2.9)
and (2.10).
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