Interest in broadband wireless access (BWA) has been growing due to increased user mobility and the need for data access at all times. IEEE 802.16e based WiMAX networks promise the best available quality of experience for mobile data service users. Unlike wireless LANs, WiMAX networks incorporate several quality of service (QoS) mechanisms at the Media Access Control (MAC) level for guaranteed services for data, voice and video. The problem of assuring QoS is basically that of how to allocate available resources among users in order to meet the QoS criteria such as delay, delay jitter and throughput requirements. IEEE standard does not include a standard scheduling mechanism and leaves it for implementer differentiation. Scheduling is, therefore, of special interest to all WiMAX equipment makers and service providers. This paper discusses the key issues and design factors to be considered for scheduler designers. In addition, we present an extensive survey of recent scheduling research. We classify the proposed mechanisms based on the use of channel conditions. The goals of scheduling are to achieve the optimal usage of resources, to assure the QoS guarantees, to maximize goodput and to minimize power consumption while ensuring feasible algorithm complexity and system scalability.
standards aimed at providing wireless access over long distances in a variety of ways -from point-to-point links to full mobile cellular type access as shown in Fig. 1 . It covers a metropolitan area of several kilometers and is also called WirelessMAN. Theoretically, a WiMAX base station can provide broadband wireless access in range up to 30 miles (50 kms) for fixed stations and 3 to 10 miles (5 to 15 kms) for mobile stations with a maximum data rate of up to 70 Mbps [1] , [2] compared to 802.11a with 54 Mbps up to several hundred meters, EDGE (Enhanced Data Rates for Global Evolution) with 384 kbps to a few kms, or CDMA2000 (Code-Division Multiple Access 2000) with 2 Mbps for a few kms.
IEEE 802. 16 standards group has been developing a set of standards for broadband (high-speed) wireless access (BWA) Manuscript in a metropolitan area. Since 2001, a number of variants of these standards have been issued and are still being developed. Like any other standards, these specifications are also a compromise of several competing proposals and contain numerous optional features and mechanisms. The Worldwide Interoperability for Microwave Access Forum or WiMAX Forum is a group of 400+ networking equipment vendors, service providers, component manufacturers and users that decide which of the numerous options allowed in the IEEE 802.16 standards should be implemented so that equipment from different vendors will inter-operate. Several features such as unlicensed band operation, 60 GHz operation, while specified in the IEEE 802. 16 are not a part of WiMAX networks since it is not currently in the profiles agreed at the WiMAX Forum. For an equipment to be certified as WiMAX compliant, the equipment has to pass the inter-operability tests specified by the WiMAX Forum. For the rest of this paper, the terms WiMAX and the IEEE 802.16 are used interchangeably.
A. Key Features of WiMAX Networks
The eight key features of WiMAX networks that differentiate it from other metropolitan area wireless access technologies are: 1. Its use of Orthogonal Frequency Division Multiple Access (OFDMA), 2. Scalable use of any spectrum width (varying from 1.25 MHz to 28 MHz), 3. Time and Frequency Division Duplexing (TDD and FDD), 4. Advanced antenna techniques such as beam forming, Multiple Input Multiple Output (MIMO), 5. Per subscriber adaptive modulation, 6. Advanced coding techniques such as space-time coding and turbo coding, 7. Strong security and 8. Multiple QoS classes 0733-8716/08/$25.00 c 2008 IEEE suitable not only for voice but designed for a combination of data, voice and video services.
Unlike voice services, which make symmetric use of uplink (subscriber to base station) and downlink (base station to subscriber), data and video services make a very asymmetric use of link capacities and are, therefore, better served by Time Division Duplexing (TDD) than Frequency Division Duplexing (FDD). This is because TDD allows the service provider to decide the ratio of uplink and downlink transmission times and match it to the expected usage. Thus, TDD will be the main focus of this paper. However, the techniques mentioned here can be used for WiMAX networks using FDD as well.
In terms of guaranteed services, WiMAX includes several Quality of Service (QoS) mechanisms at the MAC (Media Access Control) layer. Typically, the QoS support in wireless networks is much more challenging than that in wired networks because the characteristics of the wireless link are highly variable and unpredictable both on a time-dependent basis and a location dependent basis. With a longer distance, multipath and fading effects are also put into consideration. The Request/Grant mechanism is used for mobile stations (MSs) to access the media with a centralized control at base stations (BSs). WiMAX is a connection-oriented technology (with 16 bits connection identifier or CID shared for downlink and uplink). Therefore, MSs are not allowed to access the wireless media unless they register and request the bandwidth allocations from the BS first except for certain time slots reserved specifically for contention-based access.
To meet QoS requirements especially for voice and video transmission with the delay and delay jitter constraints, the key issue is how to allocate resource among the users not only to achieve those constraints but also to maximize goodput, to minimize power consumption while keeping feasible algorithm complexity and ensuring system scalability. IEEE 802. 16 standard does not specify any resource allocation mechanisms or admission control mechanisms. Although, a number of scheduling algorithms have been proposed in the literature such as Fair Scheduling [3] , Distributed Fair Scheduling [4] , MaxMin Fair Scheduling [5] , Channel State Dependent Round Robin (CSD-RR) [6] , Feasible Earliest Due Date (FEDD) [7] and Energy Efficient Scheduling [8] , these algorithms cannot be directly used for WiMAX due to the specific features of the technology. Examples of these specific features are: the Request/Grant mechanism, Orthogonal Frequency Division Multiple Access (OFDMA) vs. Carrier Sense Multiple Access/ Collision Avoidance (CSMA-CA) for Wireless LANs, the allocation unit being a slot with specific subchannel and time duration, the definition of fixed frame length and the guaranteed QoS.
The purpose of this paper is to both provide a survey of recently proposed scheduling algorithms and give detailed information about WiMAX characteristics that need to be considered in developing a scheduler. Scheduler designers need to know all key issues and design decisions related to their designs. In the remainder of this section, we briefly describe the key issues that affect the scheduling decision. For example, in Section I.B, we provide a brief introduction to various WiMAX physical layers (PHYs) while we focus on the OFDMA based PHY in the rest of the paper. Section I.C gives an overview of WiMAX frame structure, downlink map (DL-MAP) and uplink map (UL-MAP) for OFDMA and some issues related to WiMAX frame. WiMAX QoS service classes and application service classes are discussed in Sections I.D and I.E. Finally, the Request/Grant mechanism and issues are explained for each QoS class in Section I.F. In Section II, we introduce the concepts of downlink (DL) and uplink (UL) schedulers and survey several recently proposed scheduling techniques. We classify these proposals based on the use of channel state information in Section III. Finally, the conclusions and the potential research on the scheduling techniques are presented in Section IV.
B. IEEE 802.16 PHYs: Single Carrier (SC), OFDM and OFDMA IEEE 802.16 supports a variety of physical layers. Each of these has its own distinct characteristics. First, WirelessMAN-SC (Single Carrier) PHY is designed for 10 to 60 GHz spectrum. While IEEE has standardized this PHY, there are not many products implementing it because this PHY requires line of sight (LOS) communication. Rain attenuation and multipath also affect reliability of the network at these frequencies. To allow non-line of sight (NLOS) communication, IEEE 802.16 designed the Orthogonal Frequency Division Multiplexing (OFDM) PHY using spectrum below 11 GHz. This PHY, popularly known as IEEE 802.16d, is designed for fixed mobile stations. WiMAX Forum has approved several profiles using this PHY. Most of the current WiMAX products implement this PHY. In this PHY, multiple subscribers use a time division multiple access (TDMA) to share the media. OFDM is a multi-carrier transmission in which thousands of subcarriers are transmitted and each user is given complete control of all subcarriers. The scheduling decision is simply to decide what time slots should be allocated to each subscriber. For mobile users, it is better to reduce the number of subcarriers and to have higher signal power per subscriber. Therefore, multiple users are allowed to transmit using different subcarriers in the same time slot. The scheduling decision then is to decide which subcarriers and what time slots should be allocated to which user. This combination of time division and frequency division multiple access in conjunction with OFDM is called Orthogonal Frequency Division Multiple Access (OFDMA). Fig. 2 illustrates a schematic view of the three 802.16 PHYs discussed above. The details of these interfaces can be found in [1] .
The scheduler for WirelessMAN-SC can be fairly simple because only time domain is considered. The entire frequency channel is given to the MS. For OFDM, it is more complex since each subchannel can be modulated differently, but it is still only in time domain. On the other hand, both time and frequency domains need to be considered for OFDMA. The OFDMA scheduler is the most complex one because each MS can receive some portions of the allocation for the combination of time and frequency so that the channel capacity is efficiently utilized. It can be shown that the OFDMA outperforms the OFDM [9] . The current direction of WiMAX forum, as well as most WiMAX equipment manufacturers, is to concentrate on Mobile WiMAX, which requires OFDMA PHY. The authors of this paper have been actively participating in the WiMAX Forum activities. The Application Working Group (AWG) considers scheduling crucial for ensuring optimal performance for Mobile WiMAX applications. Thus, the OFDMA will be our focus for the rest of this paper.
C. WiMAX Frame Structure
IEEE 802.16 standard defines a frame structure as depicted logically in Fig. 3 and a mapping from burst to MPDU in Fig. 4 . Each frame consists of downlink (DL) and uplink (UL) subframes. A preamble is used for time synchronization. The downlink map (DL-MAP) and uplink map (UL-MAP) define the burst-start time and burst-end time, modulation types and forward error control (FEC) for each MS. Frame Control Header (FCH) defines these MAP's lengths and usable subcarriers. The MS allocation is in terms of bursts. In the figure, we show one burst per MS; however, WiMAX supports multiple MSs in a single burst in order to reduce the burst overhead. In Fig. 4 , each burst can contain MAC protocol data units (MPDUs) -the smallest unit from MAC to physical layer. Basically each MPDU is a MAC frame with MAC header (6 bytes), other subheaders such as fragmentation and packing subheaders, grant management (GM) subheader (2 bytes) if needed and finally a variable length of payload.
Due to the nature of wireless media, the channel state condition keeps changing over time. Therefore, WiMAX supports adaptive modulation and coding, i.e., the modulation and coding can be changed adaptively depending on the channel condition. Either MS or BS can do the estimation and then BS decides the most efficient modulation and coding scheme. Channel Quality Indicator (CQI) is used to pass the channel state condition information. Fig. 3 also shows TTG and RTG gaps. Transmit-receive Transition Gap (TTG) is when the BS switches from transmit to receive mode and Receive-transmit Transition Gap (RTG) occurs when BS switches from receive to transmit mode. The MSs also use these gaps in the opposite way.
To design a WiMAX scheduler, some parameters and attributes need to be considered. We discuss five main issues related to the frame structure below; namely, number of bursts, two dimensional rectangular mapping for downlink subframe, MPDU size, fragmentation and packing considerations.
First, number of bursts per frame -more bursts result in a larger burst overhead in the form of DL-MAP and UL-MAP information elements (IEs). For uplink, usually there is one burst per subscriber. Note that "burst" usually is defined when there is a different physical mode such as one MS uses QPSK1/4 and another may use 64-QAM3/4. Moreover, all UL data bursts are allocated as horizontal stripes, that is, the For downlink, although the standard allows more than one burst per subscriber, it increases DL-MAP overhead. The standard also allows more than one connection packed into one burst with the increased DL-MAP IE size. It is even possible to pack multiple subscribers into one burst particularly if they are parts of the same physical node. In this scenario, the unique connection identifier (CID) helps separate the subscribers. Packing multiple subscribers in one burst reduces DL-MAP overhead. However, with increase of burst size, there is a decoding delay at the receiving end. The DL and UL MAPs are modulated with reliable modulation and coding such as BPSK or QPSK. Also these regions usually require 2 or 4 repetitions depending on the channel condition.
Second, in the downlink direction, IEEE 802.16e standard requires that all DL data bursts be rectangular. In fact, the two-dimensional rectangular mapping problem is a variation of bin packing problem, in which one is given bins to be filled with objects. The bins can be in two or more dimensions. If we restrict the bins to two dimensions, we have a "tiling" problem where the objective is to fill a given shape bin with tiles of another given shape.
The mapping problem in WiMAX is different from the original bin packing in that: first there are no fixed length and width limitations. Instead only bin sizes are given. Second, with increasing number of bursts (number of bins), the other end of the big bin (left side of the WiMAX frame) in which [15] small bins are fitted also changes to allow increasing size of the variable part of DL MAP.
In Table I , we compare and summarize several proposed mapping algorithms for WiMAX networks. Notice that each algorithm has its own pros and cons and complexity tradeoffs. Also, the performance trade-off of increasing DL MAP overhead vs. number of bursts has not yet been studied in the literature.
With rectangular mapping, a subscriber is usually allocated more slots than its demand. Also, some left-over spaces are too small to allocate to any users. These two types of wasted slots are called over-allocation and unused slots, respectively. We present simulation results comparing an algorithm called "eOCSA" that we have developed with that proposed by Takeo Ohseki at el [10] . The comparison is limited to these two algorithms for various reasons. For example, Yehuda Ben-Shimol et al. [11] provide no details of how to map the resources to unused spaces if their sizes are over multiple rows. Andrea Bacioccola et al. [12] , assume that it is possible to have more than one burst per subscriber. This violates our goal of minimizing burst overhead. The binary-tree full search can support only 8 subscribers [13] and so it is not of any practical use.
With Partially Used Subchannelization (PUSC) mode, 10 MHz channel, and DL:UL ratio of 2:1, the DL frame consists of 14 columns of 30 slots each or 420 slots [14] . Assuming we reserve the first two columns for DL/UL MAPs, we can allocate the remaining 12 columns resulting in 360 slots per frame for the users. We also assume that each MS needs one burst. The number of MSs is randomly chosen from 1 to 49. The resource demand for each MS is also randomly generated so that the total demand is 360 slots. The over allocations and unused slots are averaged over 100 trials.
The results for eOCSA are shown in Fig. 5 in terms of the normalized over allocations and unused slots versus the number of MSs. The normalization is done by dividing the total space required to map the demands. On average, the normalized over allocation and unused slots are 0.0088 and 0.0614, respectively. . 6 shows the corresponding results for the algorithm by Takeo Ohseki et al. On the average, the normalized over allocation slots and unused slots are 0.0029 and 0.5198, respectively. Notice that they have significantly higher unused slots than eOCSA because they do not allocate unused spaces below or above an allocated user's burst. On the other hand, eOCSA has a slightly higher over-allocation because we try to fit rectangles in these small unused spaces. More details on this other tradeoffs in burst mapping are presented in [15] .
Third, number of MPDUs in a burst and their sizes are important. Each MPDU has 6 bytes MAC header (See Fig.  3 ). One can have large MPDU, but then the MPDU loss probability due to bit errors is higher. On the other hand, the MPDU header is significant if there are many small MPDUs. Note that in [16] , the estimation of optimal MPDU size (L) was drawn.
Here, O is the overhead measured by the number of bytes in headers, subheaders and CRC. E is the block error rate (BLER) after forward error correction (FEC). B stands for FEC block size in bytes.
Depending on number of retransmission or loss, dynamic change of MPDU size was introduced in [17] by typically adding more FEC for MPDU in poor channel situation.
Notice that WiMAX also supports fragmentation and packing. Their overheads should be also taken into account. Consider fragmentation. Deficit round robin with fragmentation was brought up in [18] . Without the fragmentation consideration, the WiMAX frame is underutilized since it may be possible that within a particular frame, all full packets can not be transmitted. In [14] , we have shown that with proper packing especially for small packets such as voice packets, the number of users can be increased significantly; however, packet delays can also increase. . Each of these has its own QoS parameters such as minimum throughput requirement and delay/jitter constraints. Table II presents a comparison of these classes.
UGS: This service class provides a fixed periodic bandwidth allocation. Once the connection is setup, there is no need to send any other requests. This service is designed for constant bit rate (CBR) real-time traffic such as E1/T1 circuit emulation. The main QoS parameters are maximum sustained rate (MST), maximum latency and tolerated jitter (the maximum delay variation).
ertPS: This service is designed to support VoIP with silence suppression. No traffic is sent during silent periods. ertPS service is similar to UGS in that the BS allocates the maximum sustained rate in active mode, but no bandwidth is allocated during the silent period. There is a need to have the BS poll the MS during the silent period to determine if the silent period has ended. The QoS parameters are the same as those in UGS.
rtPS: This service class is for variable bit rate (VBR) realtime traffic such as MPEG compressed video. Unlike UGS, rtPS bandwidth requirements vary and so the BS needs to regularly poll each MS to determine what allocations need to be made. The QoS parameters are similar to the UGS but minimum reserved traffic rate and maximum sustained traffic rate need to be specified separately. For UGS and ertPS services, these two parameters are the same, if present.
nrtPS:
This service class is for non-real-time VBR traffic with no delay guarantee. Only minimum rate is guaranteed. File Transfer Protocol (FTP) traffic is an example of applications using this service class.
BE: Most of data traffic falls into this category. This service class guarantees neither delay nor throughput. The bandwidth will be granted to the MS if and only if there is a left-over bandwidth from other classes. In practice most implementations allow specifying minimum reserved traffic rate and maximum sustained traffic rate even for this class.
Note that for non-real-time traffic, traffic priority is also one of the QoS parameters that can differentiate among different connections or subscribers within the same service class.
Consider bandwidth request mechanisms for uplink. UGS, ertPS and rtPS are real-time traffic. UGS has a static allocation. ertPS is a combination of UGS and rtPS. Both UGS and ertPS can reserve the bandwidth during setup. Unlike UGS, ertPS allows all kinds of bandwidth request including contention resolution. rtPS can not participate in contention resolution. For other traffic classes (non real-time traffic), nrtPS and BE, several types of bandwidth requests are allowed such as piggybacking, bandwidth stealing, unicast polling and contention resolution. These are further discussed in Section I.F.
E. Application Traffic Models
WiMAX Forum classifies applications into five categories as shown in Table III . Each application class has its own characteristics such as the bandwidth, latency and jitter constraints in order to assure a good quality of user experience. The traffic models for these applications can be also found in [2] .
F. Request/Grant Mechanism
Consider the BS scheduler. This scheduler has to decide slot allocation for traffic going to various MSs. It also has to grant slots to various MSs to be able to send the traffic upward. For downlink, the BS has complete knowledge of the traffic such as queue lengths and packet sizes to help make the scheduling decisions.
For uplink traffic, the MSs need to send Bandwidth Request (BWR) packets to the BS, which then decides how many slots are granted to each MS in the subsequent uplink subframes. Although originally the standard allowed BS to allocate the bandwidth per connection -Grant Per Connection (GPC) or per station -Grant Per Subscriber Station (GPSS), the latest version of the standard recommends only GPSS and leaves the allocation for each connection to the MS scheduler.
Basically, there are two types of BWR: incremental or aggregate. There are a number of ways to request bandwidth. These methods can be categorized as implicit or explicit based on the need for polling as shown in Tables IV and V. As indicated in these two tables, the BWR mechanisms are: unsolicited request, poll-me bit, piggybacking, bandwidth stealing, codeword over Channel Quality Indicator Channel (CQICH), CDMA code-based BWR, unicast polling, multicast polling, broadcast polling and group polling. Table VI provides a comparison of these mechanisms. The optimal way to request the bandwidth for a given QoS requirement is still in open research area [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] .
We briefly discuss the issue of bandwidth request mechanisms for each QoS class. Obviously there is a trade-off between the flexibility of resource utilization and QoS requirements. For example, unicast polling can guarantee the delay; however, resources can be wasted if there are no enqueued packets at the MS. On the other hand, multicast or broadcast polling may utilize the resource but the delay can not be guaranteed.
First consider UGS. There is no polling (static allocation) but the scheduler needs to be aware of the resource requirements and should be able to schedule the flows so that the resources can be optimized. For example, given ten UGS flows, each flow requiring 500 bytes every 5 frames, if only 2500 bytes are allowed in one frame, all 10 flows can not start in the same frame. The scheduler needs to rearrange (phase) these flows in order to meet the delay-jitter while maximizing frame utilization. The problem gets more difficult when the UGS flows dynamically join and leave.
Consider the delay requirements. Polling in every frame is the best way to ensure the delay bound; however, this results in a significant polling overhead as mentioned earlier. Some research papers recommend polling in every video frame such as one every 33 ms [30] because video frames are generated every 30-40 ms. Without the arrival information of packets, it is difficult for BS to guarantee the delay requirements. As a result, the polling optimization is still in an open research topic.
Second, consider rtPS. There is a strict or loose requirement of delay. If any packets are over the deadline, those packets will be dropped.
Video applications also have their own characteristics such as the size and the duration of Intra Coded Pictures (I-frame), Bi-directionally predicted pictures (B-frame) and Predicted Pictures (P-frame) frames for MPEG video. Basically Iframes are very large and occur periodically. Therefore, the scheduler can use this information to avoid overlapping among connections. The BS can phase new connections so that the new connection's I-frames do not overlap with the exiting connections' I-frames [31] .
Third, consider ertPS. This service is used for VoIP traffic which has active and silent periods. As an example, if Adaptive Multi-Rate (AMR) coding is used, only 33 bytes are sent every 20 ms during the active periods and 7 bytes during silent periods. The silent period can be up to 60% [32] , [33] , [34] . Schedulers for voice users need to be aware of these silent periods. Bandwidth is wasted if an allocation is made when there are no packets (which happens with UGS). With rtPS or ertPS in uplink direction, although the throughput can be optimized, the deadline is the main factor to be considered.
The key issue is how to let the BS know whether there is a packet to transmit or not. The polling mechanism should be smart enough so that once there is traffic, the BS allocates a grant for the MS in order to send the bandwidth request and then transmit the packet within the maximum allowable delay. Moreover, BS does not need to allocate the bandwidth during the silent period. To indicate the end of a silent period, a MS can piggyback a zero bandwidth request, make use of a reserved bit in the MAC header to indicate their on/off states [32] , or send a management message directly to the BS.
During the active period, the MS can use piggybacking or bandwidth stealing mechanisms in order to reduce the polling overhead and delay and use contention region (WiMAX) or CDMA bandwidth request (Mobile WiMAX). The scheduler should be aware of this and should make predictions accordingly.
There is also a provision for a contention region and for CDMA bandwidth requests. The number of contention slots should be close to the number of connection enqueued so there is no extra delay in contention resolution. Obviously this region should be adaptively changed over time. Therefore, BS needs to make a prediction on how many MSs and/or connections are going to send the bandwidth request.
In addition, recent research shows how to optimize the backoff algorithm including backoff start and stop timer [28] . In fact, the efficiency is just 33% with the random binary exponential backoff [35] .
Fourth, nrtPS. The only constraint for nrtPS is the minimum guaranteed throughput. Polling is allowed for this service. Some proposed schemes recommend polling intervals of over 1 second [30] . The polling should be issued if and only if the average rate which is calculated from Proportional Fairness (PF) is less than the minimum reserved rate [36] . We will describe PF in Section III.B.1.
Finally, best effort. All bandwidth request mechanisms are allowed for BE but contention resolution is most commonly used. The main issue for BE is fairness. The problem is whether the scheduler should be fair in a short-term or a longterm. For example, over one second, a flow can transmit 1 byte every 5 ms or 200 bytes every 1 second. Also, the scheduler should prevent starvation.
As can be seen from this discussion, with the combination of different types of traffic and many types of bandwidth request mechanisms, WiMAX scheduler design is complicated.
II. SCHEDULER
Scheduling is the main component of the MAC layer that helps assure QoS to various service classes. The scheduler works as a distributor to allocate the resources among MSs. The allocated resource can be defined as the number of slots and then these slots are mapped into a number of subchannels (each subchannel is a group of multiple physical subcarriers) and time duration (OFDM symbols). In OFDMA, the smallest logical unit for bandwidth allocation is a slot. The definition of slot depends upon the direction of traffic (downlink/uplink) and subchannelization modes. For example, in PUSC mode in downlink, one slot is equal to twenty four subcarriers (one subchannel) for three OFDM symbols duration. In the same mode for uplink, one slot is fourteen subcarriers (one uplink subchannel) for two OFDM symbols duration.
The mapping process from logical subchannel to multiple physical subcarriers is called a permutation. PUSC, discussed above is one of the permutation modes. Others include Fully Used Subchannelization (FUSC) and Adaptive Modulation and Coding (band-AMC). The term band-AMC distinguishes the permutation from adaptive modulation and coding (AMC) MCS selection procedure. Basically there are two types of permutations: distributed and adjacent. The distributed subcarrier permutation is suitable for mobile users while adjacent permutation is for fixed (stationary) users. The detailed information again can be found in [1] .
After the scheduler logically assigns the resource in terms of number of slots, it may also have to consider the physical allocation, e.g., the subcarrier allocation. In systems with Single Carrier PHY, the scheduler assigns the entire frequency channel to a MS. Therefore, the main task is to decide how to allocate the number of slots in a frame for each user. In systems with OFDM PHY, the scheduler considers the modulation schemes for various subcarriers and decides the number of slots allocated. In systems with OFDMA PHY, the scheduler needs to take into consideration the fact that a subset of subcarriers is assigned to each user.
Scheduler designers need to consider the allocations logically and physically. Logically, the scheduler should calculate the number of slots based on QoS service classes. Physically, the scheduler needs to select which subchannels and time intervals are suitable for each user. The goal is to minimize power consumption, to minimize bit error rate and to maximize the total throughput.
There are three distinct scheduling processes: two at the BS -one for downlink and the other for uplink and one at the MS for uplink as shown in Fig. 7 . At the BS, packets from the upper layer are put into different queues, which ideally is per-CID queue in order to prevent head of line (HOL) blocking. However, the optimization of queue can be done and the number of required queues can be reduced. Then, based on the QoS parameters and some extra information such as the channel state condition, the DL-BS scheduler decides which queue to service and how many service data units (SDUs) should be transmitted to the MSs.
Since the BS controls the access to the medium, the second scheduler -the UL-BS scheduler -makes the allocation decision based on the bandwidth requests from the MSs and the associated QoS parameters. Several ways to send bandwidth requests were described earlier in Section I.F. Finally, the third scheduler is at the MS. Once the UL-BS grants the bandwidth for the MS, the MS scheduler decides which queues should use that allocation. Recall that while the requests are per connections, the grants are per subscriber and the subscriber is free to choose the appropriate queue to service. The MS scheduler needs a mechanism to allocate the bandwidth in an efficient way.
A. Design Factors
To decide which queue to service and how much data to transmit, one can use a very simple scheduling technique such as First In First Out (FIFO). This technique is very simple but unfair. A little more complicated scheduling technique is Round Robin (RR). This technique provides the fairness among the users but it may not meet the QoS requirements. Also, the definition of fairness is questionable if the packet size is variable. In this section, we describe the factors that the scheduler designers need to consider. Then, we present a survey of recent scheduling proposals in Section III.
QoS Parameters:
The first factor is whether the scheduler can assure the QoS requirements for various service classes. The main parameters are the minimum reserved traffic, the maximum allowable delay and the tolerated jitters. For example, the scheduler may need to reschedule or interleave packets in order to meet the delay and throughput requirements. Earliest Deadline First (EDF) [37] is an example of a technique Fig. 7 . Component Schedulers at BS and MSs used to guarantee the delay requirement. Similarly, Largest Weighted Delay First (LWDF) has been used to guarantee the minimum throughput [38] .
Throughput Optimization: Since the resources in wireless networks are limited, another important consideration is how to maximize the total system throughput. The metrics here could be the maximum number of supported MSs or whether the link is fully utilized. One of the best ways to represent throughput is using the goodput, which is the actual transmitted data not including the overhead and lost packets. The overheads include MAC overhead, fragmentation and packing overheads and burst overhead. This leads to the discussion of how to optimize the number of bursts per frame and how to pack or fragment the SDUs into MPDUs.
The bandwidth request is indicated in number of bytes. This does not translate straight forwardly to number of slots since one slot can contain different number of bytes depending upon the modulation technique used. For example, with Quadrature Phase-Shift Keying 1/2 (QPSK1/2), the number of bits per symbol is 1. Together with PUSC at 10 MHz system bandwidth and 1024 Fast Fourier transform (FFT), that leads to 6 bytes per slot. If the MS asks for 7 bytes, the BS needs to give 2 slots thereby consuming 12 bytes. Moreover, the percentage of packet lost is also important. The scheduler needs to use the channel state condition information and the resulting bit error rate in deciding the modulation and coding scheme for each user.
Fairness: Aside from assuring the QoS requirements, the left-over resources should be allocated fairly. The time to converge to fairness is important since the fairness can be defined as short term or long term. The short-term fairness implies long term fairness but not vice versa [39] .
Energy Consumption and Power Control:
The scheduler needs to consider the maximum power allowable. Given the Bit Error Rate (BER) and Signal to Noise Ratio (SNR) that the BS can accept for transmitted data; the scheduler can calculate the suitable power to use for each MS depending upon their location. For mobile users, the power is very limited. Therefore, MS scheduler also needs to optimize the transmission power.
Implementation Complexity: Since the BS has to handle many simultaneous connections and decisions have to be made Scalability: The algorithm should efficiently operate as the number of connections increases.
III. CLASSIFICATION OF SCHEDULERS
In this section, we present a survey of recent scheduler proposals for WiMAX. Most of these proposals focus on the scheduler at BS, especially DL-BS scheduler. For this scheduler, the queue length and packet size information are easily available. To guarantee the QoS for MS at UL-BS scheduler, the polling mechanism is involved. Once the QoS can be assured, how to split the allocated bandwidth among the connections depends on the MS scheduler.
Recently published scheduling techniques for WiMAX can be classified into two main categories: channel-unaware schedulers and channel-aware schedulers as shown in Fig. 8 . Basically, the channel-unaware schedulers use no information of the channel state condition in making the scheduling decision. In the discussion that follows, we apply the metrics discussed earlier in Section II.A to schedulers in each of these two categories.
Channel-unaware schedulers generally assume error-free channel since it makes it easier to prove assurance of QoS. However, in wireless environment where there is a high variability of radio link such as signal attenuation, fading, interference and noise, the channel-awareness is important. Ideally, scheduler designers should take into account the channel condition in order to optimally and efficiently make the allocation decision.
A. Channel-Unaware Schedulers
This type of schedulers makes no use of channel state conditions such as the power level and channel error and loss rates. These basically assure the QoS requirements among five classes -mainly the delay and throughput constraints. Although, jitter is also one of the QoS parameters, so far none of the published algorithms can guarantee jitter. A comparison of the scheduling disciplines is presented in Table VII and also the mappings between the scheduling algorithms and the QoS classes are shown in Table VIII. 1) Intra-class Scheduling: Intra-class scheduling is used to allocate the resource within the same class given the QoS requirements.
Round Robin (RR) algorithm: Aside from FIFO, roundrobin allocation can be considered the very first simple scheduling algorithm. RR fairly assigns the allocation one by one to all connections. The fairness considerations need to include whether allocation is for a given number of packets or a given number of bytes. With packet based allocation, stations with larger packets have an unfair advantage.
Moreover, RR may be non-work conserving in the sense that the allocation is still made for connections that may have nothing to transmit. Therefore, some modifications need to be made to skip the idle connections and allocate only to active connections. However, now the issues become how to calculate average data rate or minimum reserved traffic at any given time and how to allow for the possibility that an idle connection later has more traffic than average? Another issue is what should be the duration of fairness? For example, to achieve the same average data rate, the scheduler can allocate 100 bytes every frame for 10 frames or 1000 bytes every 10th frame.
Since RR cannot assure QoS for different service classes, RR with weight, Weighted Round Robin (WRR), has been applied for WiMAX scheduling [40] , [41] , [42] . The weights can be used to adjust for the throughput and delay requirements. Basically the weights are in terms of queue length and packet delay or the number of slots. The weights are dynamically changed over time. In order to avoid the issue of missed opportunities, variants of RR such as Deficit Round Robin (DRR) or Deficit Weighted Round Robin (DWRR) can be used for the variable size packets [40] . The main advantage of these variations of RR is their simplicity. The complexity is O(1) compared to O(log(N )) and O(N ) for other fair queuing algorithms. Here, N is the number of queues.
Weighted Fair Queuing algorithm (WFQ): WFQ is an approximation of General Processor Sharing (GPS). WFQ does not make the assumption of infinitesimal packet size. Basically, each connection has its own FIFO queue and the weight can be dynamically assigned for each queue. The resources are shared in proportion of the weight. For data packets in wired networks with leaky bucket, an end-to-end delay bound can be provably guaranteed. With the dynamic change of weight, WFQ can be also used to guarantee the data rate. The main disadvantage of WFQ is the complexity, which could be O(N ).
To keep the delay bound and to achieve worst-case fairness property, a slight modification of the WFQ, Worst-case fair Weighted Fair Queueing (WF 2 Q) was introduced. Similar to WFQ, WF 2 Q uses a virtual time concept. The virtual finish time is the time GPS would have finished sending the packet. WF 2 Q, looks for the packet with the smallest virtual finishing time and whose virtual start time has already occurred instead of searching for the smallest virtual finishing time of all packets in the queue. The virtual start time is the time GPS starts to send the packet [43] . Note that in [43] , the authors also introduced the concept of flow compensation with leading and lagging flows.
In achieving the QoS assurance, procedure to calculate the weight plays an important role. The weights can be based on several parameters. Aside from queue length and packet delay we mentioned above, the size of bandwidth request can be used to determine the weight of queue (the larger the size, the more the bandwidth) [44] . The ratio of a connection's average data rate to the total average data rate can be used to determine the weight of the connection [45] . The minimum reserved rate can be used as the weight [35] . The pricing can be also used as a weight [46] . Here, the goal is to maximize service provider revenue.
Delay-based algorithms: This set of schemes is specifically designed for real-time traffic such as UGS, ertPS and rtPS service classes, for which the delay bound is the primary QoS parameter and basically the packets with unacceptable delays are discarded. Earliest Deadline First (EDF) is the basic algorithm for scheduler to serve the connection based on the deadline. Largest Weighted Delay First (LWDF) [38] chooses the packet with the largest delay to avoid missing its deadline.
Delay Threshold Priority Queuing (DTPQ) [47] was proposed for use when both real-time and non real-time traffic are present. A simple solution would be to assign higher priority to real-time traffic but that could harm the non realtime traffic. Therefore, urgency of the real-time traffic is taken into account only when the head-of-line (HOL) packet delay exceeds a given delay threshold. This scheme is based on the tradeoff of the packet loss rate performance of rtPS with average data throughput of nrtPS with a fixed data rate. Rather than fixing the delay, the author also introduced an adaptive delay threshold-based priority queuing scheme which takes both the urgency and channel state condition for real-time users adaptively into consideration [48] .
Note that variants of RRs, WFQs and delay based algorithms can resolve some of the QoS requirements. However, there are no published papers considering the tolerated delay jitter in the context of WiMAX networks. Especially for UGS and ertPS, the simple idea is to introduce a zero delay jitter by the fragmentation mechanism. Basically, BS transfers the last fragmented packet at the end of period. However, this fragmentation increases the overhead and also requires fixed buffer size for two periods. Compared to EDF, this simple technique may require more bursts. This needs to be investigated further.
2) Inter-class Scheduling: As shown in Fig. 8 , RR, WRR and priority-based mechanism have been applied for interclass scheduling in the context of WiMAX networks. The main issue for inter-class is whether each traffic class should be considered separately, that is, have its own queue. For example, in [49] rtPS and nrtPS are put into a single queue and moved to the UGS (highest priority) queue once the packets approach their deadline. Similarly in [50] UGS, rtPS and ertPS queues are combined to reduce the complexity. Another issue here is how to define the weights and/or how much resources each class should be served. There is a loose bound on service guarantees without a proper set of weight values.
Priority-based algorithm (PR): In order to guarantee the QoS to different classes of service, priority-based schemes can be used in a WiMAX scheduler [50] , [51] , [52] . For example, the priority order can be: UGS, ertPS, rtPS, nrtPS and BE, respectively. Or packets with the largest delay can be considered at the highest priority. Queue length can be also used to set the priority level, e.g., more bandwidth is allocated to connections with longer queues [53] .
The direct negative effect of priority is that it may starve some connections of lower priority service classes. The throughput can be lower due to increased number of missed deadlines for the lower service classes' traffic. To mitigate this problem, Deficit Fair Priority Queuing (DFPQ) with a counter was introduced to maintain the maximum allowable bandwidth for each service class [54] . The counter decreases according to the size of the packets. The scheduler moves to another class once the counter falls to zero. DFPQ has also been used for inter-class scheduling [55] .
To sum up, since the primary goal of a WiMAX scheduler is to assure the QoS requirements, the scheduler needs to support at least the five basic classes of services with QoS assurance. To ensure this, some proposed algorithms have indirectly applied or modified existing scheduling disciplines for each WiMAX QoS class of services. Each class has its own distinct characteristics such as the hard-bound delay for rtPS and ertPS. Most proposed algorithms have applied some basic algorithms proposed in wired/wireless networks to WiMAX networks such as variations of RR and WFQ. For example, to schedule within a class, RR and WFQ are common approaches for nrtPS and BE and EDF for UGS and rtPS [52] , [56] . The priority-based algorithm is commonly used for scheduling between the classes. For example, UGS and rtPS are given the same priority which is also the highest priority [44] .
Moreover, "two-step scheduler [57] " is a generic name for schedulers that try first to allocate the bandwidth to meet the minimum QoS requirements -basically the throughput in terms of the number of slots or subcarrier and time duration and delay constraints. Then, especially in WiMAX networks (OFDMA-based) in the second step, they consider how to allocate the slots for each connection. This second step of allocating slots and subcarriers is still an open research area. The goal should be to optimize the total goodput, to maintain the fairness, to minimize the power and to optimize delay and jitter.
B. Channel-Aware Schedulers
The scheduling disciplines we discussed so far make no use of the channel state condition. In other words, they assume perfect channel condition, no loss and unlimited power source. However, due to the nature of wireless medium and the user mobility, these assumptions are not valid. For example, a MS may receive allocation but may not be able to transmit successfully due to a high loss rate. In this section, we discuss the use of channel state conditions in scheduling decisions.
The channel aware schemes can be classified into four classes based on the primary objective: fairness, QoS guarantee, system throughput maximization, or power optimization. A comparison of the scheduling disciplines is presented in Table VIII .
Basically, the BS downlink scheduler can use the Carrier to Interference and Noise Ratio (CINR) which is reported back from the MS via the CQI channel. For UL scheduling, the CINR is measured directly on previous transmissions from the same MS. Most of the purposed algorithms have the common assumption that the channel condition does not change within the frame period. Also, it is assumed that the channel information is known at both the transmitter and the receiver.
In general, schedulers favor the users with better channel quality since to exploit the multiuser diversity and channel fading, the optimal resource allocation is to schedule the user with the best channel or perhaps the scheduler does not allocate any resources for the MS with high error rate because the packets would be dropped anyway.
However, the schedulers also need to consider other users' QoS requirements such as the minimum reserved rate and may need to introduce some compensation mechanisms. The schedulers basically use the property of multi-user diversity in order to increase the system throughput and to support more users.
Consider the compensation issue. Unlike the wireless LAN networks, WiMAX users pay for their QoS assurance. Thus, in [18] the argument of what is the level of QoS was brought on due to the question whether the service provider should provide a fixed number of slots. If the user happens to choose a bad location (such as the basement of a building on the edge of the cell), the provider will have to allocate a significant number of slots to provide the same quality of service as a user who is outside and near the base station. Since the providers have no control over the locations of users, they can argue that they will provide the same resources to all users and the throughput observed by the user will depend upon their location. A generalized weighted fairness (GWF) concept, which equalizes a weighted sum of the slots and the bytes, was introduced in [18] . WiMAX equipment manufacturers can implement generalized fairness. The service providers can then set a weight parameter to any desired value and achieve either slot fairness or throughput fairness or some combination of the two. The GWF can be illustrated as an equation below:
For all subscriber i and j in N . Here, S i and B i are total number of slots and bytes for subscriber i. b i is the number of bytes per slot for subscriber i. N is the number of active subscribers. M is the highest level MCS size in bytes. w is a general weight parameter.
It has been observed that allowing unlimited compensation to meet the QoS requirements may lead to bogus channel information to gain resource allocations [58] . The compensation needs to be taken into account with leading/lagging mechanisms [59] . The scheduler can reallocate the bandwidth left-over either due to a low channel error rate or due to a flow not needing its allocation. It should not take the bandwidth from other well-behaved flows. In case, there is still some left-over bandwidth, the leading flow can also gain the advantage of that left-over. However, another approach can be by taking some portion of the bandwidth from the leading flows to the lagging flows. When the error rate is high, a credit history can be built based on the lagging flows and the scheduler can allocate the bandwidth based on the ratio of their credits to theirs minimum reserved rates when the 
1) Fairness:
This metric mainly applies for the Best Effort (BE) service. One of the commonly used baseline schedulers in published research is the Proportional Fairness Scheme (PFS) [61] , [62] . The objective of PFS is to maximize the long-term fairness. PFS uses the ratio of channel capacity (denoted as W i (t)) to the long-term throughput (denoted as R i (t)) in a given time window T i of queue i as the preference metric instead of the current achievable data rate. R i (t) can be calculated by exponentially averaging the i th queue's throughput in terms of T i . Then, the user with the highest ratio of W i (t)/R i (t) receives the transmission from the BS. Note that defining T i affects the fluctuation of the throughput. There are several proposals that have applied and modified the PFS. For example, T i derivation with delay considerations is described in [63] . In [36] , given 5 ms frame duration, setting T i to 50 ms is shown to result in an average rate over 1 second instead of 10 seconds with T i = 1000 ms. In [64] , the moving average was modified to not update when a user queue is empty. A starvation timer was introduced in [65] to prevent users from starving longer than a predefined threshold.
2) QoS Guarantee: Modified Largest Weighted Delay First (M-LWDF) [66] can provide QoS guarantee by ensuring a minimum throughput guarantee and also to maintain delays smaller than a predefined threshold value with a given probability for each user (rtPS and nrtPS). And, it is provable that the throughput is optimal for LWDF [38] . The algorithm can achieve the optimal whenever there is a feasible set of minimal rates area. The algorithm explicitly uses both current channel condition and the state of the queue into account. The scheme serves the queue j for which "ρ i W j (t)r j (t)" is maximal, where ρ i is a constant which could be different for different service classes (the difficulty is how to find the optimal value of ρ i ). W i (t) can be either the delay of the head of line packet or the queue length. r i (t) is the channel capacity for traffic class i.
There are several proposals that have used or modified M-LWDF. For example, in [67] , the scheduler selects the users on each subcarrier during every time slot. For each subcarrier k, the user (i) selection for the subcarrier is expressed by
In this equation, a is the mean windowed arrival and d is mean windowed throughput. "a" and "d" are averaged over a sliding-window. HOL delay is the head of line delay. The channel state information is indirectly derived from the normalized channel gain. Note that the channel gain is the ratio of the square of noise at the receiver and the variance of Additive White Gaussian Noise (AWGN). Then, the channel gain and the buffer state information are both used to decide which subcarriers should be assigned to each user. The buffers state information consists of HOL delay, a and d.
Similar to M-LWDF, Urgency and Efficiency based Packet Scheduling (UEPS) [68] was introduced to make use of the efficiency of radio resource usage and the urgency (time-utility as a function of the delay) as the two factors for making the scheduling decision. The scheduler first calculates the priority value for each user based on the urgency factor expressed by the time-utility function (denoted as U i (t) the ratio of the current channel state to the average (denoted as R i (t)/R i (t)). After that, the subchannel is allocated to each selected user i where:
Another modification of M-LWDF has been proposed to support multiple traffic classes [69] . The UEPS is not always efficient when the scheduler provides higher priority to nrtPS and BE traffic than rtPS, which may be near their deadlines. This modification handles QoS traffic and BE traffic separately. The HOL packet's waiting time is used for QoS traffic and the queue length for BE traffic.
3) System Throughput Maximization: A few schemes, e.g., [70] , [71] , [72] , focus on maximizing the total system throughput. In these, Max C/I (Carrier to Interference) is used to opportunistically assign resources to the user with the highest channel gain.
Another maximum system throughput approach is the exponential rule [71] in that it is possible to allocate the minimum number of slots derived from the minimum modulation scheme to each connection and then adjust the weight according to the exponent (p) of the instant modulation scheme over the minimum modulation scheme. This scheme obviously favors the connections with better modulation scheme (higher p). Users with better channel conditions receive exponentially higher bandwidth. Two issues with this scheme are that additional mechanisms are required if the total slots are less than the total minimum required slots. And, under perfect channel conditions, connections with zero minimum bandwidth can gain higher bandwidth than those with non-zero minimum bandwidth.
Another modification for maximum throughput was proposed in [72] using a heuristic approach of allocating a subchannel to the MS so that it can transmit the maximum amount of data on the subchannel. Suppose a BS has n users and m subchannels, let i be the total uplink demand (bytes in a given frame) for its UGS connections, R ij be the rate for M S i on channel j (bytes/slot in the frame), N ij be the number of slots allocated to M S i on subchannel j, the goal of scheduling is to minimize the unsatisfied demand, that is,
subject to the following constraints: 1≤i≤n N ij < N j and
Here, N j is the total number of slots available for data transmission in the j th subchannel. A linear programming approach was introduced to solve this problem, but the main issue is the complexity, which is O(n 3 m 3 N ). Therefore, a heuristic approach with a complexity of only O(nmN ) was also introduced by assigning channels to MSs that can transmit maximum amount of data.
4) Power Constraint:
The purpose of this class of algorithms is not only to optimize the throughput but also to meet the power constraint. In general, the transmitted power at a MS is limited. As a result, the maximum power allowable is introduced as one of the constraints. Least amount of transmission power is preferred for mobile users due to their limited battery capacities and also to reduce the radio interference.
Link-Adaptive Largest-Weighted-Throughput (LWT) algorithm has been proposed for OFDM systems [73] . LWT takes the power consumption into consideration. If assigning n th subcarrier to k th user at power p k,n results in a slot throughput of b k,n , the algorithm first determines the best assignment that maximizes the link throughput (max b k,n ). The bit allocation is derived from the approximation function of received SNR, transmission power and instantaneous channel coefficient. Then, the urgency is introduced in terms of the difference between the delay constraint and the waiting time of HOL packets. After that, the scheduler selects the HOL packet with the minimum value of the transmission time and the urgency. The main assumption here is that the packets are equal length.
Integer Programming (IP) approach has also been used to assign subcarriers [73] . However, IP complexity increases exponentially with the number of constraints. Therefore a suboptimal approach was introduced with fixed subcarrier allocation and bit loading algorithm. The suboptimal Hungarian or Linear Programming [74] algorithm with adaptive modulation is used to find the subcarriers for each user and then the rate of the user is iteratively incremented by a bit loading algorithm, which assigns one bit at a time with a greedy approach to the subcarrier. Since this suboptimal and iterative solution is greedy in nature, the user with worse channel condition will mostly suffer.
A better and fairer approach could be to start the allocation with the highest level of modulation scheme. The scheduler has to try to find the best subcarriers for the users with the highest number of bits. This is also a greedy algorithm in a sense of the algorithm is likely to fill the un-allocated subcarriers to gain the power reduction. To minimize the transmit power, a horizontal and vertical swapping technique can also be used. The bits can be shifted horizontally among subcarriers of the same user if the power reduction is needed. Or, the swapping can be done vertically (swap subcarriers between users) to achieve the power reduction.
IEEE 802.16e standard [1] defines Power Saving Class (PCS) type I, II and III. Basically PSC I increases the sleep window size by a power of 2 every time there is no packet (similar to binary backoff). Sleep window size for PSC type II is constant. PSC III defines a pre-determined long sleep interval without the existence of the listen period.
Most of the proposals on this topic concentrate on constructing the analytical models for the sleep time; to figure out the optimal sleep time with guaranteed service especially delay (the more the sleep time, the more the packet delay and the more the buffer length). The models basically are based on the arrival process such as in [75] Possion distribution is used for arrival process. Hyper-Erlang distribution is used for self-similarity of web traffic in [76] .
In order to reduce waking period for each MS, Burst scheduling was proposed in [77] . A rearrangement technique for unicast and multicast traffic is used so that a MS can wake up and received both type of traffic at once if possible [78] .
In [79] a hybrid energy-saving scheme was proposed by using a truncated binary exponential algorithm to decide sleep cycle length for VoIP with silence suppression (voice packets are generated periodically during talk-spurt but not generated at all during the silent period).
IV. CONCLUSION
In this paper, we provided an extensive survey of recent scheduling proposals for WiMAX and discussed key issues and design factors. The scheduler designers need to be thoroughly familiar with WiMAX characteristics such as the physical layer, frame format, registration process and so on as described in Section I. The goals of the schedulers are basically to meet QoS guarantees for all service classes, to maximize the system goodput, to maintain the fairness, to minimize power consumption, to have as less a complexity as possible and finally to ensure the system scalability. To meet all these goals is quite challenging since achieving one may require that we have to sacrifice the others.
We classified recent scheduling disciplines based on the channel awareness in making the decision. Well-known scheduling discipline can be applied for each class such as 
Category Scheduling Algorithms Pros/Cons Traffic Classes Fairness
Variation of PFS [36] , [61] , [62] , [63] , [64] Achieve long term fairness but can not guarantee the delay constraint BE QoS Guaranteed (minimum throughput and delay)
Variation of M-LWDF [66] , [67] , [68] , [69] Meet the throughput and delay guarantee with threshold probability ertPS, rtPS and nrtPS
System throughput maximization
Variation of maximum C/R [70] , [71] , [72] Maximize the total system throughput but can not meet QoS requirement especially delay as well as unfairness BE Power constraint LWT [74] , Linear Programming [73] , [74] Minimize the power consumption but can not meet QoS requirement especially delay as well as unfairness BE EDF for rtPS and WFQ for nrtPS and WRR for inter-class.
With the awareness of channel condition and with knowledge of applications, schedulers can maximize the system throughput or support more users.
Optimization for WiMAX scheduler is still an ongoing research topic. There are several holes to fill in, for example, polling mechanism, backoff optimization, overhead optimization and so on. WiMAX can support reliable transmission with Automatic Retransmission Request (ARQ) and Hybrid ARQ (HARQ) [80] , [81] . Future research on scheduling should consider the use of these characteristics. The use of Multiple Input Multiple Output with multiple antennas to increase the bandwidth makes the scheduling problem even more sophisticated. Also, the multi-hops scenario also needs to be investigated for end-to-end service guarantees. With user mobility, future schedulers need to handle base station selection and hand off. All these issues are still open for research and new discoveries.
