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ABSTRACT
Active vision brings important advantages for physically
embodied artiﬁcial agents interacting with their environ-
ment. Gaze control is one of the important issues in active
vision. In this paper, we address one subproblem of gaze
control,namely, gazestabilization, whichappears when vi-
sually tracking a moving object is required. One approach
to tackle this is by solving a motion estimation problem.
On the other hand, foveal sensing is known to play an im-
portant role within active vision. Log-polar imaging is a
biologically motivated foveal model with important bene-
ﬁts for tasks such as tracking. Therefore, here we propose
an adaptation of a motion estimation algorithm, initially
developed for cartesian images, to log-polar images. Ex-
periments are included to illustrate the application of the
approach to estimate the motion of a target in real image
sequences, as well as to show how motion estimates can be
used to drive a pan-tilt head, which conveys some beneﬁts
over the mere passive tracking approach.
KEY WORDS
Computer Vision; Log-polar imaging; Motion Estimation;
Active tracking.
1 Introduction
Active vision is a powerful paradigm endowing artiﬁcial
systems with greater possibilities to solve problems which
are more difﬁcult —or even impossible— to solve under
a passive vision perspective [1]. Nonetheless, some new
problems need to be addressed in the context of active vi-
sion. One of them is gaze control, which is needed, among
other situations, in active tracking scenarios (face tracking
for human-computer interaction, visual surveillance sys-
tems, visual servoing, etc.). The goal is to keep an object
of interest in the center of the visual ﬁeld, as this object
moves through the environment. This particular problem,
which we tackle in this work, receives different names in
the literature (e.g., gaze stabilization, ﬁxation, etc.). Foveal
sensing, and log-polar vision [2] in particular, has received
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important attention from researchers in the ﬁeld of active
vision, because it offers some advantages over uniformly
sampled images [3, 4].
A proper and robust approach for visual tracking is
to formulate it as a motion estimation problem. Research
in motion estimation [5] has a long tradition, and has at-
tained remarkableresults. Despite this signiﬁcant progress,
there are still challenging open problems. Additionally, the
amount of work carried out in motion estimation in log-
polar images is, comparatively, very scarce and quite re-
cent [6, 7].
Motion estimation techniques developedfor cartesian
images cannot always be suitable for the log-polar geom-
etry, or exhibit the high performance required in active vi-
sion problems. Thus, in this paper we propose a motion
estimation algorithm which is based on an existing frame-
work developedfor cartesian images [8], which has several
interesting characteristics, such as its efﬁciencyandrobust-
ness, which turn out to be attractive for our problem. The
behavior of the proposed technique is tested with examples
of real image sequences, both with a static and a pan-tilt
controlled camera.
A brief review of log-polar mapping is given in
Sect. 2. The motion estimation technique and ﬁgure-
ground segmentation are detailed in Sect. 3 and Sect. 4,
respectively. Experimental work is described in Sect. 5. A
discussion given in Sect. 6 concludes the paper.
2 Log-polar mapping
Log-polarimageshaveacentralarea(thefovea)withavery
high resolution, which decreases with the eccentricity (i.e.,
radially). Due to its geometry, log-polar mapping allows
scalings and rotations about the optic axis become sim-
ple translations, thus simplifying many visual tasks. The
log-polarmodelusedheredeﬁnesthe log-polarcoordinates
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Figure 1. Log-polar mapping: (a) grid layout example
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and
  being the number of rings and sectors, respectively,
of the log-polar image.
From their biological motivation, retinal images are
those in the usual format, while cortical images are those
resulting from the log-polar mapping (i.e., the log-polar
images themselves). An example is shown in Fig. 1. It
is worth noticing the important data reduction achieved
by log-polar images, by comparing the sizes of images in
Fig. 1(b) and Fig. 1(c).
3 Motion estimation
Let
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￿ denote the gray-level value at a given image
location
￿ of an image
  acquired at time
 . A general
parametric motion model is deﬁned by
￿
￿
￿
￿
￿
￿, with
￿
￿
￿
 
￿
 
 
￿
 
 
 
 
 
 
￿
￿
￿ the motion parameter vector. We have
that
￿
￿
￿
￿
￿
￿
￿
￿. The image at an initial time
 
￿,
 
￿, will
be denoted by the reference image, where a set of
 
 
 
locations
￿
￿
￿
￿
￿
 
￿
￿
 
 
 
 
 
￿
￿
￿ deﬁne a target region.
Let
￿
￿
￿
 
￿ be the ground truth values of
￿ at time
 , and
￿
￿
 
￿ the corresponding estimate. If changes in subsequent
images are only due to
￿, then for any
 
 
 
￿, there is a
￿
￿
￿
 
￿ such that
 
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
 
￿
 
￿
￿
￿
￿ .
The image of the target region, transformed as of
￿,
can be written in vector notation as:
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which will be referred to as the rectiﬁed image,
 
￿. The
estimation of the motion parameter vector
￿ can be found
by minimizing a least squares objective function which, in
vector notation, can be written as:
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In the absence of a good initial guess of
￿, a costly global
optimization procedure would be needed to optimize (2).
However, in a visual tracking scenario, the continuity of
motion provides this starting point. Thus, the problem can
be reformulated to that of determining a vector of offsets
Æ
￿, suchthat
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￿. If thecomponentsof
Æ
￿ has a small magnitude, continuous optimization can be
applied to a linearized version of the problem. Taking this
into account, and with the additional approximation
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where
￿ is the
 
￿
  Jacobian matrix of
￿ with respect to
￿.
As we are dealing with log-polar images rather than
cartesian ones,
  denotes a log-polar image, and its coordi-
nates are
￿
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￿. Although other motion models would
be possible, in this paper we focus on a similarity motion
model (i.e., translation, rotation and scaling), as it is rea-
sonable simple and yet useful:
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tion. Therefore, our 4-parameter motion vector is
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￿. Notehowtheuseofthelog-polargeometrysim-
pliﬁes the expression of the motion model regarding rota-
tion and scaling (they are just a translation; the actual rota-
tion angle is
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 , and the actual scaling factor is found
as
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￿). However, the usual translation is modiﬁed by
the log-polar Jacobian matrix
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Note that the usual notation for partial derivatives,
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 , is used here, and will also be used below.
The matrix
￿ is built taking into account the log-
polar transform(Eq. 1) and the motionmodel (Eq.4). Each
element in
￿,
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the Jacobian
￿ (Eq. 5).
Notice that, in Eq. 6,
￿ represents a different image
location at each row
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￿ denotes each of the four motion pa-
rameters (here,
 
￿
￿ ).
An interesting advantage of using log-polar images,
instead of cartesian ones, is that we do not explicitly select
a target region, as it is done in [8]. Our
￿ will therefore be
the whole image (i.e.,
 
￿
 
￿
 ), Because of the small
size of the log-polar images, this does not imply a loss in
efﬁciency. The implicit focus-of-attention of log-polar im-
ages [7] will effectively deal with images with a foveated
target, even when it only occupies a small part of the visual
ﬁeld, without the backgroundbecoming too distracting.
4 Figure-ground segmentation
As mentionedabove,we makenoapriori selectionof what
the target region will be. On the contrary, if a moving ob-
ject (the target) is kept foveated (which is the case with an
active tracking mechanism), it is possible to automatically
discover the target and segment it from the background. To
that end, we propose the following probabilistic approach,
in which pixels are classiﬁed as either target or background
pixels.
Let
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being a target pixel, which can be estimated on the basis
of the most recently estimated motion. Let
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historic probability of the same pixel being a target pixel.
This history of the target is updated at each time step
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can be regarded as a forget/memory factor, which weights
the historic probability against the more recent conﬁdence.
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and rectiﬁed images (
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￿) on a pixel-by-pixel basis,
by using the squared frame difference function
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￿. The rational behind this is that, if
motion estimates are accurate enough, the rectiﬁed image
will look similar to the initial, reference image, at those
pixels which belong to the target (whose motion is being
estimated). Then, to get a probability from
 , we use
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Often, it is important for the tracking process to su-
pervises its own performance. We suggest to use the nor-
malized cross correlation, as a stabilization index
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as a unique measure of how similar the reference and recti-
ﬁed images are, which is a good indication of the tracking
performance. Interestingly,
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perfect match. In this expression,
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average gray level in
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5 Experiments
To show the performance of the algorithm, we report two
experiments. In both of them, we used a Sony EVI-G21
camera and a Matrox Meteor frame grabber. The code is
written in C++, and it runs on a PC computer under Linux
as the operating system. As a relevant detail for this work,
the camera used is mounted on a pan-tilt mechanism, so
that it can be commanded to point to different points in
spacebycontrollingits panandtilt angles. Captured(carte-
sian) frames are transformed by software to as small as
￿
￿
￿
￿
￿-sized log-polar images.
Passive tracking experiment. The ﬁrst experiment is
aimed to show the effectivenessof the approachto estimate
motion in real image sequences, as captured from our cam-
era, which is ﬁxed in its home position (i.e., the pan and
tilt degrees of freedom are not used in this case). When
ground truth of the motion parameters is not known, as it
is the case in many real-world experiments, it is helpful to
make some simpliﬁcations to build up a set-up with some
controlled conditions, so that this help assess the results.
To that end, we placed an object in front of the camera, and
moved it while describing a circular trajectory (the radius
of the circle is 25 mm). The same trajectory was executed
three times. As it was moved manually, the trajectories fol-
lowed are not very accurate. Similarly, the speed at which
the object movedis, only approximately,the same. The top
view of this set-up is shown in Fig. 2. With the object mov-
ing like this, it can be expected that the dominant motion
will be the horizontal translation, and also some scaling.
The horizontal shift
  estimated at each frame, is displayed
in Fig. 3. Notice that the same pattern is repeated three
times, corresponding to the three turns the object under-
went.
Some images of the sequence are shown in Fig. 4.
Some points deserve mentioning. First, it is important to
note that the object is only occupyingpart of the whole im-
age, and without any explicit segmentation, the algorithm
is able to estimate the target’s motion. This is possible
because of the so called focus of attention, i.e., the pre-
dominance of fovea pixels over the background, a built-in
feature of log-polar images because of its space-variancecamera
moving
object
A B
Figure 2. The top view of the set-up for the experiments.
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Figure 3. Estimation of the horizontal translation (motion
parameter
 ).
resolution. For tracking purposes this turns out to be a very
interesting advantage.
Second, the object passed approximately through the
same positions at each of the three turns. However, the ex-
treme values of
  are not the same at each turn, as they ide-
ally should. As an example, compare, in Fig. 4, the value
of
  at
 
￿
￿
￿,a t
 
￿
￿
￿
￿, and at
 
￿
￿
￿
￿. This phe-
nomenon is partly due to the “delay” occurring in the mo-
tion estimates, probably associated with having
Æ
￿ values
somehow bigger than expected. Even though
Æ
￿ should be
small, the accumulated
￿ can be quite large. How big it
can be depends on the object size and image resolution.
Also, notice that the object is initially centered in the
ﬁeld of view, but as it is moved around the circle, the ec-
centricity of its image projection grows, as can be seen in
theexampleframesprovidedinFig.4. Thisimpliesthatthe
imageprojectionofthe objectmovesfroma highto a lower
resolved area in the image. Motion estimates, however, are
quite robust to this loss of resolution. This property has an
obvious limitation, and moving the object too far from the
center would carry a serious inconvenience to the motion
estimation algorithm.
This last observation leads naturally to the consider-
ation of the role of active tracking when space-variant im-
ages are used. As it happens with the human visual be-
havior, tracking a moving object requires eyes and/or head
motion to reposition the fovea over the object of inter-
est (foveation).
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Figure 4. Some frames at some time steps: (a) the origi-
nal cartesian image; (b)–(d) some retinal images (obtained
by the log-polar transform of the corresponding cartesian
images). Note that (b), the ﬁrst frame captured, is taken as
the reference image. Below each image its corresponding
frame number is shown.
Active tracking experiment. In this second experiment,
the object was made to move also circularly, but along a
larger circle (the radius measured 35 mm). In this case the
object is made to move mainly along the
  cartesian coor-
dinate direction.
To control the pan and tilt angles,
 
￿ and
 
￿, respec-
tively,we use the usual approximationconsistingof model-
ing the relationship between retinal shifts
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￿ and incre-
ments in these angles
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￿, required to cancel these
shifts, as a simple linear one:
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where the parameters
 
￿ and
 
￿ depend on the intrinsic
parameters of the camera. To ﬁnd a value for these param-
eters, we performed this simple calibration procedure. Pan
was moved in small increments, and an image was taken
and log-polartransformedat each position. Motion was es-
timated followingthe algorithm presented in Sect. 3. Then,
the parameter
 
￿ was computed so that
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￿.
The same procedure was followed to ﬁnd
 
￿, but this time
by varying the tilt angle.
Two basic control strategies are possible: control in
position and in velocity. Control in velocity tends to move
the camera more smoothly, but entails some extra compli-
cation. At the time being, we stick to the simpler control in
position.
Notice that the active tracking mechanism is always
trying to cancel the retinal offsets. This scheme does not
let the motion estimation algorithm perform what it doesso well —integrationover time by exploitingmotion conti-
nuity. By constantly re-centering the target, we leave little
chance for the tracker to improve its estimates. An alter-
native could consist of letting the tracker work for a while,
and only after motion is bigger than a certain amount, use
the active tracker to cancel the estimated motion. Unfor-
tunately, this also poses some problem: the camera move-
ments are very jerky.
Upper row in Fig. 5 shows some images in the se-
quence. The main point to notice here is that even though
the target moved over a wider range of distances than in
previous experiment, active tracking keeps the target close
to the fovea. Having the target at this high resolution area
favors the performance of the estimation algorithm.
In lower row in Fig. 5, results of target segmentation
are shown. Probabilities
 
￿
￿
￿
￿ are coded as gray levels,
the brighter the level the higher the probability. It can be
observed how the probabilities evolve: on the one hand,
probabilities associated to pixels belongingto the target in-
crease, becausethetargetis keptfoveatedovertime. Mean-
while, background pixels change as the result of the active
tracking and, therefore, they are more unlikely to increase
their probabilities. Although the segmentation is not per-
fect, it illustrates the potential of the approach. The ap-
proach is based on having a non-uniform, changing back-
ground over time. If uniform areas in the background per-
sist in time, it is more difﬁcult to get rid of them. In this
sense, active tracking can improve the results —provided
the object moves over distinct background over time. On
the other hand, better ﬁgure-ground segmentations could
readily be used to improvethe active trackingprocess (e.g.,
by taking the position of the target into account).
In Fig. 6 some measures are plotted. Evolution of the
camera’s tilt angle (upper row) clearly illustrates how the
pan-tilt head was driven to actively pursuit the tracked ob-
ject. It can be veriﬁed that the object performed two turns
and a half. The basic motion component during the exper-
iment was a vertical shift, but it is virtually canceled by
the tracking process. Another important motion compo-
nent present is change of scale, as the object moves back
and forth. Estimates of
 , the scale factor, are displayed
in the middle row in this same ﬁgure. It can be checked,
for instance, how
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￿ at the approximate time moments
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￿, which corresponds to
the crossings of the target through its initial departure po-
sition (point
  in Fig. 2). Finally, the stabilization index
 
(lower row) is a good measure to evaluate how the tracking
is performing. In this experiment, values for
  are always
greater than
￿
 
￿.
In both experiments, the object was moved slowly for
two reasons. One is that the current frame rate is not very
high. The other reason is to take care of not violating the
main assumption in [8] of having small values for
Æ
￿ at
eachtimestep. Chancesofovercomingthislimitationseem
possible [8]. The use of multiple levels of image resolution
is a typicalresort to cope with both small and big imageve-
locities: the lower the speed, the higher the resolution, and
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Figure 6. Evolution, while tracking a moving target, of
 
￿,
 , and
 , respectively.
conversely. Therefore, processing dynamically proceeds at
the proper resolution, by adapting to the target’s dynam-
ics. How multi-resolution hierarchies would operate in
log-polar images, which are multi-resolved by themselves,
needs a careful study. Another possibility consists of mod-
eling the target’s motion and take this information into ac-
count to predict the object’s future positions and veloci-
ties. This is probably a good choice when combined with
an active tracking mechanism. Kalman ﬁlters [9] are well-
known mathematical tools for these purposes, not without
their limitations and problems [10]. 
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Figure 5. Some frames and target probabilities in the sequence of the second experiment.
6 Conclusions
A motion estimation technique for log-polar images has
been presented. The great reduction of image data to be
processed and its implicit focus of attention are the main
beneﬁts implied by the use of log-polar vision. A sim-
ple but quite effective ﬁgure-ground segmentation has also
been proposed. The effectiveness of the approach are illus-
trated through two examples, one with a static camera and
another with the pan-tilt head actively pursuing a moving
target. The beneﬁts of active tracking have been showed,
and can be summarized as follows: (1) it keeps the ob-
ject foveated, thus having better image stabilization, and
favoring the motion estimation process; (2) it gets better
segmentation results, because the gray level of background
pixels are more likely to change due to camera motion. An
additionaladvantage,integrationof perceptionand control,
can still be mentioned. For example, the rectiﬁcation pro-
cess could be simpliﬁed, by performing it along the log-
polar coordinates, whereas rectiﬁcation along the
  and
 
coordinateswould automatically be done —and for free!—
by active tracking. This would be especially advantageous
using the log-polar imaging model.
Further work can be directed to overcome the limita-
tion of the algorithm of requiring small motions from step
to step. Chances to do this seem possible, but challenging.
An increase of the frame rate in the implementation is also
a key issue. Improving the control algorithm would yield a
more robust tracking and a smoother camera motion. En-
hancements in target segmentation would allow its results
to be used to make tracking more effective.
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