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Abstract
In this paper, we solve a biharmonic equation in an exterior domain of Rn. Our approach rests on
the use of weighted Sobolev spaces. We prove existence, uniqueness, and regularity results.
 2004 Elsevier Inc. All rights reserved.
Keywords: Biharmonic problem; Exterior domain; Weighted Sobolev spaces; Laplacian
1. Introduction
Let Ω ′ be an bounded open region of Rn (n 2), with positive measure and a Lipschitz-
continuous boundary Γ . We denote by Ω the complement of Ω ′, we assume that Ω ′ has
a finite number of connected components and that each connected component has a con-
nected boundary, so that Ω is connected.
The purpose of this paper is to solve the biharmonic equation in Ω , for Dirichlet bound-
ary conditions on Γ . Since this problem is posed in an exterior domain, an approach
adapted to the solution is the use of weighted Sobolev spaces.
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C. Amrouche, M. Fontes / J. Math. Anal. Appl. 304 (2005) 552–571 553Let us begin by introducing these spaces. For any integer q , we denote by Pq the space
of polynomials in n variables, of degree smaller than or equal to q , with the convention
that Pq is reduced to {0} when q is negative. For any real number p > 1, we denote by p′
the dual exponent of p:
1
p
+ 1
p′
= 1.
A point of Rn will be denoted by x = (x1, . . . , xn) and its distance to the origin by r =
|x| = (x21 + · · · + x2n)
1
2
. We will use two basics weights:
ρ = ρ(r) = (1 + r2) 12 and lg r = ln(2 + r2).
For any nonnegative integer m and real numbers p > 1, α, and β we define the following
space:
W
m,p
α,β (Ω) =
{
u ∈D′(Ω);
∀λ ∈ Nn: 0 |λ| k, ρα−m+|λ| (lg r)β−1Dλu ∈ Lp(Ω);
∀λ ∈ Nn: k + 1 |λ|m, ρα−m+|λ| (lg r)βDλu ∈ Lp(Ω)} (1)
where
k =
{−1, if n
p
+ α /∈ {1, . . . ,m},
m − n
p
− α, if n
p
+ α ∈ {1, . . . ,m}.
It is a reflexive Banach space equipped with its natural norm:
‖u‖Wm,pα,β (Ω) =
( ∑
0|λ|k
∥∥ρα−m+|λ|(lg r)β−1Dλu∥∥p
Lp(Ω)
+
∑
k+1|λ|m
∥∥ρα−m+|λ|(lg r)βDλu∥∥p
Lp(Ω)
) 1
p
.
We also introduce the following semi-norm:
|u|Wm,pα,β (Ω) =
( ∑
|λ|=m
∥∥ρα(lg r)βDλu∥∥p
Lp(Ω)
) 1
p
.
When β = 0, we denote simply the space by Wm,pα (Ω).
Given a Banach space B , with dual space B ′, and a closed subspace X of B we denote
by B ′ ⊥ X the subspace of B ′ orthogonal to X, i.e.,
B ′ ⊥ X = {f ∈ B ′, ∀v ∈ X, 〈f, v〉 = 0}= (B/X)′.
We complete this introduction with results that we shall use in the sequel.
First, the weights in definition (1) are chosen so that the corresponding space satisfies
two properties. On one hand,D(Ω¯) is dense in Wm,pα,β (Ω). On the other hand, the following
Poincaré-type inequality holds in Wm,pα,β (Ω) (cf. [2]):
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n
p
+ α /∈ {1, . . . ,m} or (β − 1)p 	= −1.
Let q ′ = inf(q,m − 1), where q is the highest degree of the polynomials contained in
W
m,p
α,β (Ω). Then the semi-norm | · |Wm,pα,β (Ω) defines on W
m,p
α,β (Ω)/Pq ′ a norm which is
equivalent to the quotient norm.
In particular, when q ′ is negative, the semi-norm | · |Wm,pα,β (Ω) is a norm on W
m,p
α,β (Ω)
equivalent to the full norm ‖ · ‖Wm,pα,β (Ω).
Furthermore, the functions of Wm,pα,β (Ω) belong to Wm,p(O) on all bounded domains
O contained in Ω . Consequently, the traces γ0, . . . , γm−1 of this functions on Γ satisfy the
usual trace theorems. This allows to define the space
◦
W
m,p
α,β (Ω) =
{
v ∈ Wm,pα,β (Ω); γ0v = · · · = γm−1v = 0
}
.
It can be proved that D(Ω) is dense in ◦Wm,pα,β (Ω) and, as a consequence, its dual space
W
−m,p′
−α,−β(Ω) is a space of distributions. In addition, we have the following Poincaré in-
equality on ◦Wm,pα,β (Ω):
Theorem 1.2. Under the assumptions of Theorem 1.1, the semi-norm | · |Wm,pα,β (Ω) is a norm
on
◦
W
m,p
α,β (Ω) that is equivalent to the norm ‖ · ‖Wm,pα,β (Ω).
This theorem is proved by Amrouche, Girault, and Giroire in [2] when Ω = Rn and it
is extended to an exterior domain by an adequate partition of unity.
The following isomorphisms in Rn, previously established by Amrouche, Girault, and
Giroire in [2], will be useful throughout this paper.
Theorem 1.3. For all integers n 2 and all real numbers p > 1, the operator
∆2 : W 2,p0
(
R
n
)
/P[2− n
p
] −→ W−2,p0
(
R
n
)⊥P[2− n
p′ ]
is an isomorphism.
Theorem 1.4. For all integers n 2 and all real numbers p > 1 such that n
p
and n
p′ do not
belong to {1,2}, the following operators
∆2 : W 3,p1
(
R
n
)
/P[2− n
p
] −→ W−1,p1
(
R
n
)⊥P[2− n
p′ ] and
∆2 : W 4,p2
(
R
n
)
/P[2− n
p
] −→ W 0,p2
(
R
n
)⊥P[2− n
p′ ]
are isomorphisms.
Finally, we recall the following result relative to the Laplace operator in an exterior
domain (cf. [3]).
For f given in W−1,p0 (Ω) and g given in W
1− 1
p
,p
(Γ ), we look for u in W 1,p0 (Ω)solution of
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We denote by Ap0 (Ω) the kernel of the Laplace operator with Dirichlet boundary condi-
tions:
Ap0 (Ω) =
{
z ∈ W 1,p0 (Ω), ∆z = 0 in Ω and z = 0 on Γ
}
.
This kernel is described in [3]; we have in particular Ap0 (Ω) = 0 when 2 < p < n or
p < 2. In some, problem (2) does not have a solution unless the necessary condition holds:
∀ϕ ∈Ap′0 (Ω), 〈f,ϕ〉 =
〈
g,
∂ϕ
∂n
〉
Γ
. (3)
Thus we have the following result:
Theorem 1.5. Assume that Γ is of class C1,1 if p 	= 2 or Lipschitz-continuous if p = 2. Let
f be in W−1,p0 (Ω) and g be in W
1− 1
p
,p
(Γ ).
• If p  2, problem (2) has a unique solution u in W 1,p0 (Ω)/Ap0 (Ω). In particular, u is
unique in W 1,p0 (Ω) when 2 p < n.• If p  n
n−1 , p < 2 and f , g satisfy (3), problem (2) has a unique solution u in
W
1,p
0 (Ω).
• If n
n−1 < p < 2, problem (2) has a unique solution u in W
1,p
0 (Ω).
2. Biharmonic problem
We propose to solve the biharmonic equation with Dirichlet boundary conditions:
∆2u = f in Ω, u = g0 on Γ, ∂u
∂n
= g1 on Γ, (4)
where n is the unit vector normal to Γ and pointing outside Ω .
First of all we are interested in the case p = 2. As the boundary data g0 and g1 can
be lifted by a function with compact support, problem (4) is reduced to a homogeneous
problem:
Find u in W 2,20 (Ω) solution of :
∆2u = f in Ω, u = 0 on Γ, ∂u
∂n
= 0 on Γ.
This problem is variational and equivalent to:
Find u in ◦W 2,20 (Ω) solution of :
∀v ∈ ◦W 2,20 (Ω),
∫
∆u · ∆v dx = 〈f, v〉, (5)
Ω
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◦
W
2,p′
0 (Ω). Now, we have the following result:
Lemma 2.1. For any v in ◦W 2,20 (Ω), we have
|v|
W
2,2
0 (Ω)
= ‖∆v‖L2(Ω).
Proof. Indeed,
∀v ∈ ◦W 2,20 (Ω), |v|2W 2,20 (Ω) =
n∑
i=1
∥∥∥∥∂2v∂x2i
∥∥∥∥
2
L2(Ω)
+
∑
i 	=j
∥∥∥∥ ∂2v∂xi∂xj
∥∥∥∥
2
L2(Ω)
.
But for any v in D(Ω) and i, j in {1, . . . , n},∫
Ω
∂2v
∂xi∂xj
· ∂
2v
∂xi∂xj
dx = −
∫
Ω
∂v
∂xi
· ∂
3v
∂xi∂2xj
dx =
∫
Ω
∂2v
∂x2i
· ∂
2v
∂x2j
dx.
Therefore for any v in D(Ω), |v|2
W
2,2
0
= ‖∆v‖2
L2(Ω)
.
As D(Ω) is dense in ◦W 2,20 (Ω), this equality is true on
◦
W
2,2
0 (Ω). 
Thanks to this lemma, Lax–Milgram’s lemma and Theorem 1.2 show that problem (5)
has a unique solution. So we have:
Proposition 2.2. When p = 2, problem (4) has a unique solution u in W 2,20 (Ω).
Hence problem (4) is solved when p = 2. Since it is also solved in Rn, we shall reduce
problem (4) for p > 2 to two simpler problems, one in Ω (with f = 0) and another in Rn.
Then a duality argument will solve problem (4) for p < 2.
For any R > 0, let BR denote the open ball centered at the origin, with radius R; we
assume that R is sufficiently large for Ω ′ ⊂ BR . Finally, we denote by ΩR the intersection
Ω ∩ BR . In the sequel, we shall use the following partition of unity:
ψ1,ψ2 ∈ C∞
(
R
n
)
, 0ψ1,ψ2  1, ψ1 + ψ2 = 1 in Rn,
ψ1 = 1 in BR, supp(ψ1) ⊂ BR+1.
Remark 2.3. In the sequel, we shall also frequently use the fact [6,7] that in a bounded
domain O with a C3,1 boundary ∂O, the problem
∆2u = f in O, u = g0 on ∂O, ∂u
∂n
= g1 on ∂O,
with f ∈ W−2,p(O), g0 ∈ W 2−
1
p
,p
(∂O), and g1 ∈ W 1−
1
p
,p
(∂O), has a unique solution u
in W 2,p(O) that depends continuously on the data.
Similarly, we will use the following regularity result, with the same assumption on
1
∂O: if f belongs to W−1,p(O) (respectively to Lp(O)), g0 to W 3− p ,p(∂O) (respectively
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1
p
,p
(∂O)), and g1 to W 2−
1
p
,p
(∂O) (respectively W 3− 1p ,p(∂O)), then the above
solution u belongs to W 3,p(O) (respectively to W 4,p(O)).
We solve now a biharmonic equation in Rn with a right-hand side that has a compact
support.
Lemma 2.4. Let p > 2, f ∈ W−2,p0 (Rn) with compact support such that
〈f,1〉 = 0 if n 4 and satisfying 〈f,xi〉 = 0 for i = 1,2 if n = 2.
Then there exists u ∈ W 2,20 (Rn) ∩ W 2,p0 (Rn) such that
∆2u = f in Rn. (6)
Moreover, u is unique if n > 4, up to an additive constant if n ∈ {3,4} and up to a polyno-
mial of degree smaller or equal to one if n = 2.
Proof. Since f ∈ W−2,p0 (Rn) has a compact support and p > 2, f belongs to W−2,20 (Rn);
so f belongs to W−2,20 (Rn) ⊥ P[2− n2 ] according to the hypotheses. Consequently, Theo-
rem 1.3 with p = 2 implies that problem (6) has a unique solution u in W 2,20 (Rn)/P[2− n2 ].
We want to show that u belongs also to W 2,p0 (R
n). To this end, we assume that the
support of f is contained in BR and we split u into the form
u = u1 + u2 with u1 = ψ1u and u2 = ψ2u.
But ψ2f = 0 and therefore u2 is a solution of the problem
∆2v = g in Rn, (7)
where
g = −2∆ψ1∆u − u∆2ψ1 − 4
n∑
i,j=1
{∂jijψ1∂iu + ∂ijψ1∂ij u+ ∂iψ1∂jij u}.
The regularity of g is determined by that of ∂iψ1∂jij u. Since the support of ∂iψ1 is con-
tained in BR+1, the term ∂iψ1∂jij u belongs to H−1(BR+1). Now, when n = 2, we have
H−1(BR+1) ⊂ W−2,q (BR+1) for any real number q > 2 (cf. [1]). Furthermore, when
n 3, this imbedding holds [1] for any real q such that 2 < q  2n
n−2 .
Assume first that we have 2 < p  2n
n−2 . Under this hypothesis, g belongs to W
−2,p
0 (R
n)
and, as g = −∆2u1 +f , we have g ∈ W−2,p0 (Rn) ⊥P[2− np′ ]. Then we apply Theorem 1.3:
problem (7) has a unique solution v in W 2,p0 (Rn)/P[2− np ].
Hence ∆v − ∆u2 is a polynomial (it is a harmonic tempered distribution ) so
∆v − ∆u2 = 0 (because ∆v ∈ Lp(Rn) and ∆u2 ∈ L2(Rn)). As a consequence, u2 − v
is a polynomial (it is a harmonic tempered distribution). But, for i, j ∈ {1, . . . , n},(
∂2u2 ∂2v
)∆
∂xi∂xj
−
∂xi∂xj
= 0.
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∂2u2
∂xi∂xj
∈ L2(Rn) and ∂2v
∂xi∂xj
∈ Lp(Rn);
this implies
∀i, j ∈ {1, . . . , n}, ∂
2u2
∂xi∂xj
= ∂
2v
∂xi∂xj
in Rn.
Consequently, there exists q in P1 such that u2 = v + q .
When 2 < p < n2 , spaces W
2,p
0 (R
n) and W 2,20 (R
n) do not contain either constant func-
tions or polynomials of degree one; so we have q = 0.
When p  n2 , W
2,p
0 (R
n) contains the constant functions; in both cases u2 belongs
to W 2,p0 (R
n). In particular, as u = u2 outside BR+1, u|Γ ∈ W 2−
1
p
,p
(∂BR+1) and ∂u∂n ∈
W
1− 1
p
,p
(∂BR+1). Thus, u satisfies
∆2u = f in BR+1, u = u2 on ∂BR+1, ∂u
∂n
= ∂u2
∂n
on ∂BR+1, (8)
and therefore, using Remark 2.3, u belongs to W 2,p(BR+1).
Consequently, u1 also belongs to W 2,p(BR+1) with support in BR+1, and finally u
belongs to W 2,p0 (R
n). This finishes the proof when n = 2 or n 3 and p  2n
n−2 .
Assume now that n 3 and p > 2n
n−2 . The above argument shows that u ∈ W
2, 2n
n−2
0 (R
n)
(because H−1(BR+1) ⊂ W−2, 2nn−2 (BR+1)). So we can repeat the same argument giving the
regularity of g with 2n
n−2 instead of 2. If n ∈ {3,4} or n  5 and q  2nn−2 we have the
imbedding
W−1,
2n
n−2 (BR+1) ⊂ W−2,q (BR+1).
By applying this argument a finished number of times, we show the result for any real
number p > 2.
This establishes the existence of a solution u of problem (6) in
W
2,2
0
(
R
n
)∩ W 2,p0 (Rn).
Uniqueness results from the fact that W 2,20 (R
n) contains constants if and only if n 4
and contains polynomials of degree smaller than equal to one if and only if n = 2. 
The following lemma solves problem (4) with homogeneous boundary conditions and
a right-hand side f with compact support.
Lemma 2.5. Assume p > 2, Γ of class C3,1, and f ∈ W−2,p0 (Ω) with compact support.
The problem
∆2u = f in Ω, u = 0 on Γ, ∂u
∂n
= 0 on Γ, (9)has a unique solution u in W 2,20 (Ω) ∩ W 2,p0 (Ω).
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W
−2,2
0 (Ω) and therefore, according to Proposition 2.2, problem (9) has a unique solution
u in W 2,20 (Ω). It remains to prove that u belongs to W
2,p
0 (Ω).
Let R be large enough so that the support of f is contained in BR and Ω ′ ⊂ BR . We
use again the decomposition u = u1 + u2 and we extend u2 by 0 in Ω ′ (we also denote by
u2 the obtained function). As in the previous proof, u2 is a solution of
∆2v = g in Rn,
with g ∈ W−2,p0 (Rn) with no restriction if n = 2, or provided that 2 < p  2nn−2 if n  3.
Thanks to Theorem 1.3, this equation has a unique solution v in W 2,p0 (R
n)/P[2− n
p
]; hence
u2 belongs to W 2,p0 (R
n). Furthermore, u = u2 outside BR+1 so
u|∂BR+1 ∈ W 2−
1
p
,p
(∂BR+1),
∂u
∂n
∈ W 1− 1p ,p(∂BR+1)
and u satisfies
∆2u = f in ΩR+1, u = ∂u
∂n
= 0 on Γ, ∂u
∂n
= ∂u2
∂n
on ∂BR+1.
Since the boundary ΩR+1 is of class C3,1, this problem has a unique solution in
W 2,p(ΩR+1) (cf. Remark 2.3) and, as a consequence, u ∈ W 2,p(ΩR+1). This implies
that u belongs to W 2,p0 (Ω) if n = 2 or p  2nn−2 and the argument used in the previous
lemma extends this result to any real p > 2. 
Lemma 2.5 has the following consequence:
Corollary 2.6. Let p > 2 and Γ of class C3,1. For any g0 ∈ W 2−
1
p
,p
(Γ ) and any g1 ∈
W
1− 1
p
,p
(Γ ), problem
∆2u = 0 in Ω, u = g0 on Γ, ∂u
∂n
= g1 on Γ, (10)
has a unique solution u in W 2,20 (Ω) ∩ W 2,p0 (Ω).
Proof. Let R such that Ω ′ ⊂ BR and ug the unique element of W 2,p(ΩR) satisfying{
∆2ug = 0 in ΩR, ug = g0 on Γ, ug = 0 on ∂BR,
∂ug
∂n = g1 on Γ, ∂ug∂n = 0 on ∂BR.
We extend ug by 0 outside BR , the extended function (still denoted ug) belongs to
W
2,2
0 (Ω) ∩ W 2,p0 (Ω).
Then problem (10) is equivalent to
∂v
∆2v = −∆2ug in Ω, v =
∂n
= 0 on Γ. (11)
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problem (11) has a unique solution v in W 2,20 (Ω) ∩ W 2,p0 (Ω). Thus the function
u = v + ug ∈ W 2,20 (Ω) ∩ W 2,p0 (Ω)
is solution of (10).
Uniqueness of u follows from that of v (established in Lemma 2.5). 
We propose now to characterize the kernel Dp0 (Ω) of biharmonic operator with Dirich-
let boundary conditions:
Dp0 (Ω) =
{
z ∈ W 2,p0 (Ω); ∆2z = 0 in Ω, z =
∂z
∂n
= 0 on Γ
}
. (12)
For this purpose, let us introduce first of all some notations:
• Let λ be the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of
∆2λ = 0 in Ω, λ = 1 on Γ, ∂λ
∂n
= 0 on Γ. (13)
• Let αi (1 i  n) be the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of
∆2αi = 0 in Ω, αi = xi on Γ, ∂αi
∂n
= ∂xi
∂n
on Γ. (14)
We can now determine Dp0 (Ω). In the concern to be clear, we separate the study in two
cases and we deal first with the case n > 4.
Theorem 2.7. Let p > 2 and assume that Γ is of class C3,1. If n > 4, we have
• Dp0 (Ω) = 0 if p < n2 ,
• Dp0 (Ω) = {c(λ − 1); c ∈ R} if n2  p < n,
• Dp0 (Ω) = {
∑n
i=1 ci(αi − xi) + d(λ − 1); ci, d ∈ R} if p  n.
Proof. Let z ∈ Dp0 (Ω) which we extend by 0 in Ω ′ (we still denote by z the extended
function). Then z belongs to W 2,p0 (Rn) and satisfies
∆2z = 0 in Ω, ∆2z = 0 in Ω ′, z = ∂z
∂n
= 0 on Γ.
The second equality results from the fact that z = 0 in Ω ′ and therefore
∀ϕ ∈D(Ω ′), 〈∆2z,ϕ〉
Ω ′ =
〈
z,∆2ϕ
〉
Ω ′ = 0.
An easy calculation shows that, in the sense of the distributions, ∆2z satisfies
(
n
) 〈 2 〉 〈∂∆z 〉 〈 ∂ϕ 〉∀ϕ ∈D R , ∆ z,ϕ = −
∂n
, ϕ
Γ
+ ∆z,
∂n Γ
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Let h ∈D′(Rn) denote the distribution defined by ∆2z:
∀ϕ ∈D(Rn), 〈h,ϕ〉 = 〈∆2z,ϕ〉= −〈∂∆z
∂n
, ϕ
〉
Γ
+
〈
∆z,
∂ϕ
∂n
〉
Γ
.
Then h belongs to W−2,p0 (Rn) and has a compact support. Owing to Lemma 2.4, as n > 4,
there exists a unique w ∈ W 2,20 (Rn) ∩ W 2,p0 (Rn) such that
∆2w = h in Rn.
Consequently, ∆w − ∆z is harmonic in Rn and belongs to Lp(Rn), then necessarily
(thanks to Liouville’s theorem) ∆w − ∆z = 0. Hence, the argument used in the proof
of Lemma 2.4 shows that w − z belongs to P[2− n
p
].
We have then to discuss according the value of p.
(i) If p < n2 , w − z = 0 in Rn. This implies that w and ∂w∂n vanish on Γ and Lemma 2.5
shows that w = 0. Therefore z = 0.
(ii) If n2  p < n, there exists a real c such that w − z = c, hence the restriction of w to
Ω is the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of problem
∆2w = 0 in Ω, w = c on Γ, ∂w
∂n
= 0 on Γ,
i.e., w = cλ (λ defined by (13)) and z = cλ − c.
Conversely, it is obvious that for any real number c, c(λ − 1) belongs to Dp0 (Ω).
(iii) If p  n, there exists q ∈ P1 such that w − z = q , let us write q = ∑ni=1cixi + d
with ci , d ∈ R. Then, the restriction of w to Ω is the unique solution in W 2,20 (Ω) ∩
W
2,p
0 (Ω) of problem
∆2w = 0 in Ω, w = q on Γ, ∂w
∂n
= ∂q
∂n
on Γ,
hence
w =
n∑
i=1
ciαi + dλ and z =
n∑
i=1
ci(αi − xi) + d(λ − 1),
where αi was defined by (14).
Conversely, any such z belongs to Dp0 (Ω). 
We are now interested in the case where n ∈ {2,3,4}. Then, problem
∆2w = h in Rn (15)
does not have a solution in W 2,20 (R
n) unless h satisfies the necessary condition 〈h,1〉 = 0
if n ∈ {3,4} and satisfies, in addition to that, 〈h,xi〉 = 0 for i = 1,2 if n = 2.
In order to deal with these different cases, we shall introduce the following definitions.Let Un be the fundamental solution of the biharmonic operator in Rn and
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(
1
|Γ |δΓ
)
, (16)
where δΓ denotes the distribution defined by
∀ϕ ∈D(Rn), 〈δΓ ,ϕ〉 =
∫
Γ
ϕ dσ.
We denote by µ the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of
∆2µ = 0 in Ω, µ = un on Γ, ∂µ
∂n
= ∂un
∂n
on Γ. (17)
Finally, when n = 2, we introduce the distributions Ti (1 i  2) defined by
∀ϕ ∈D(R2), 〈Ti, ϕ〉 =
∫
Γ
∂ϕ
∂xi
dσ
and
di = U2 ∗ Ti, 1 i  2.
For i = 1 or 2, νi will indicate the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of
∆2νi = 0 in Ω, νi = di on Γ, ∂νi
∂n
= ∂di
∂n
on Γ. (18)
First we prove the following lemma.
Lemma 2.8. For any real number p > 1, ∆2u3 belongs to W−2,p0 (R3) and ∆2u2 belongs
to W−2,p0 (R2).
Proof. Indeed,
∀ϕ ∈D(R3), 〈u3, ϕ〉 =
〈
U3 ∗ 1|Γ |δΓ ,ϕ
〉
= 1|Γ | 〈δΓ ,U3 ∗ ϕ〉;
hence
∀ϕ ∈D(R3), 〈∆2u3, ϕ〉= 1|Γ | 〈δΓ ,ϕ〉 = 1|Γ |
∫
Γ
ϕ dσ.
Consequently,
∀ϕ ∈D(R3), ∣∣〈∆2u3, ϕ〉∣∣ C1‖ϕ‖Lp′ (Γ )  C2‖ϕ‖
W
2− 1p ,p′ (Γ )
 C3‖ϕ‖
W
2,p′
0 (R
3)
.
As D(R3) is dense in W 2,p′0 (R3), ∆2u3 belongs to W−2,p0 (R3).
The same argument shows that ∆2u2 belongs to W−2,p0 (R2). 
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Theorem 2.9. Let p > 2 and assume that Γ is of class C3,1.
• If n = 4, then
Dp0 (Ω) =
{
c(µ − u4); c ∈ R
}
.
• If n = 3, then
Dp0 (Ω) =
{0 if p  3,
{c(µ − u3); c ∈ R} if p > 3.
• If n = 2, then
Dp0 (Ω) =
{ 2∑
i=1
ci(νi − di); ci ∈ R
}
.
Proof. Let us note first that [5]:
U2 = r
2
8π
ln r, U3 = − r8π , U4 = −
1
8π2
ln r;
hence
u2(x) = 18π |Γ |
∫
Γ
|x − y|2 ln(|x − y|)dσy, (19)
u3(x) = − 18π |Γ |
∫
Γ
|x − y|dσy, (20)
u4(x) = − 18π2|Γ |
∫
Γ
ln
(|x − y|)dσy . (21)
Now let z ∈Dp0 (Ω) and h the element D′(Rn) introduced above.
(i) If n = 4, owing to (21), u4 belongs to W 2,p0 (R4) for any real p > 2 and
∆2u4 = 0 in Ω, ∆2u4 = 0 in Ω ′,
〈
∆2u4,1
〉= 1,
where the duality pairing makes sense because ∆2u4 has a compact support. Therefore,
h− 〈h,1〉∆2u4 has a compact support, belongs to W−2,p0 (R4), and is orthogonal to con-
stants. Thanks to Lemma 2.4, there exists w ∈ W 2,20 (R4) ∩ W 2,p0 (R4), unique up to an
additive constant such that
∆2w = h − 〈h,1〉∆2u4 in R4.
Hence ∆2(w + 〈h,1〉u4 − z) = 0 in R4 so w + 〈h,1〉u4 − z is harmonic in R4 according
to Liouville’s theorem. Therefore w + 〈h,1〉u4 − z belongs to P[2− 4
p
].
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w + 〈h,1〉u4 − z = c.
Then w = c − 〈h,1〉u4 on Γ and the restriction of w to Ω belongs to W 2,20 (Ω) ∩
W
2,p
0 (Ω). Now note that c belongs to W
2,2
0 (Ω) ∩ W 2,p0 (Ω) and write w = w1 + c
where w1 is the unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of

∆2w1 = 0 in Ω ,
w1 = −〈h,1〉u4 on Γ,
∂w1
∂n = −〈h,1〉 ∂u4∂n on Γ,
(22)
so w1 = −〈h,1〉µ and z = −〈h,1〉(µ − u4).
(b) If p  4, there exists q ∈P1 such that
w + 〈h,1〉u4 − z = q.
Note that w belongs to W 2,20 (R
4) ∩ W 2,p0 (R4) and, as a consequence, w belongs to
W
2,s
0 (R
4) for all s such that 2  s  p. Moreover, u4 belongs to W 2,s0 (R4) for all
s > 2. Therefore, for all i, j ∈ {1, . . . ,4}, ∂2ij z belongs to Ls(R4) for all s > 2.
As
∆
[
∆
(
w + 〈h,1〉u4 − z
)]= 0 in R4,
and
∆
(
w + 〈h,1〉u4 − z
) ∈ ⋂
2<sp
Ls
(
R
4),
then ∆(w + 〈h,1〉u4 − z) = 0 in R4 and for i, j ∈ {1, . . . ,4},
∆
[
∂2ij
(
w + 〈h,1〉u4 − z
)]= 0 in R4,
so ∂2ij (w + 〈h,1〉u4 − z) = 0 in R4 and q belongs to P0. We set w1 = w − q and the
argument used above proves that w1 = −〈h,1〉µ and z = −〈h,1〉(µ − u4).
Conversely, it is obvious that (µ − u4) belongs to Dp0 (Ω).
(ii) If n = 3, u3 belongs to W 2,s0 (R3) iff s > 3, but owing to Lemma 2.8, ∆2u3 be-
longs to W−2,p0 (R3) and the reasoning used in (i) shows that there exists w ∈ W 2,20 (R3) ∩
W
2,p
0 (R
3), unique up to an additive constant, such that
∆2w = h − 〈h,1〉∆2u3 in R3;
so ∆2(w + 〈h,1〉u3 − z) = 0 in R3. Again we have to discuss according the value of p.
(a) If 2 < p < 3, then the distribution defined by θ = ∆(w + 〈h,1〉u3 − z) belongs to
W
0,p
− 12
(R3) and satisfies ∆θ = 0 in R3 so θ is a polynomial of degree [ 12 − 3p ], i.e.,
θ = 0 since 2 < p < 3. Therefore ∆(w − z) = 〈h,1〉∆u3 in R3.
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w − z belongs to W 2,p0 (R3), there exists c ∈ R such that w − z = c. Then z belongs to
W
2,2
0 (Ω) ∩ W 2,p0 (Ω) and, according to Lemma 2.5, z = 0.
(b) If p = 3, the function θ belongs to W 0,3−ε (R3) for all ε > 0. As θ is harmonic, θ = 0
and the proof used in (a) shows that z = 0.
(c) If p > 3, then θ belongs to Lp(R3) and satisfies ∆θ = 0 in R3 so θ = 0 in R3. Fur-
thermore, for i, j in {1,2,3},
∆
[
∂2ij
(
w + 〈h,1〉u3 − z
)]= 0 in R3,
and ∂2ij (w + 〈h,1〉u3 − z) belongs to Lp(R3), so ∂2ij (w + 〈h,1〉u3 − z) = 0 in R3.
Consequently, there exists q ∈ P1 such that w + 〈h,1〉u3 − z = q in R3. We have
in particular w + 〈h,1〉u3 = q in Ω ′. But, owing to (20), u3 is negative so 〈h,1〉u3
has a constant sign; for instance 〈h,1〉u3  0. Furthermore, w belongs to W 2,20 (R3) ∩
W
2,p
0 (R
3), so w ∈ L∞(Ω ′). As w is defined up to an additive constant, we can assume
that w  0 in Ω ′ and, therefore, q  0 in Ω ′. Even if it means using a translation,
we can assume that 0 ∈ Ω ′. As q  0 in Ω ′, this implies that q is constant in Ω ′
so q belongs to P0. Then we split w into the form w = w1 + q where w1 is the
unique solution in W 2,20 (Ω) ∩ W 2,p0 (Ω) of (22) where we replace u4 by u3. So we
have w1 = −〈h,1〉u3 and z = −〈h,1〉(µ − u3).
Conversely, (µ − u3) belongs to Dp0 (Ω).
(iii) If n = 2, thanks to Lemma 2.8, ∆2u2 belongs to W−2,p0 (R2). Moreover, for i = 1
or 2, di belongs to W 2,s0 (R
2) for any real s > 2.
We now introduce for i = 1 or 2:
Ki = 〈h,xi〉 − 1|Γ | 〈h,1〉
∫
Γ
xi dσ.
We replace problem (15) by
∆2w = h − 〈h,1〉∆2u2 − K1∆2d1 − K2∆2d2. (23)
We have the following properties:
〈
∆2u2,1
〉= 1, 〈∆2u2, xi 〉= 1|Γ |
∫
Γ
xi dσ ∀i ∈ {1,2},
and
∀i, j ∈ {1,2} 〈∆2di,1〉= 0, 〈∆2di, xj 〉= δij .
The right-hand side g of (23) belongs to W−2,p0 (R2), has compact support and is orthogo-
nal to P1. Lemma 2.4 gives now existence of w ∈ W 2,20 (R2) ∩ W 2,p0 (R2), unique up to an
element of P1, solution of (23).Hence
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(
w + 〈h,1〉u2 + K1d1 + K2d2 − z
)= 0 in R2,
and the function θ = ∆(w+〈h,1〉u2 +K1d1+K2d2−z) belongs to W 0,p−1 (R2) and satisfies
∆θ = 0 in R2 so θ = C, with C ∈ R. Now there exists q ∈P2 such that ∆q = C, then
∆
(
w + 〈h,1〉u2 + K1d1 + K2d2 − z − q
)= 0 in R2
and for i, j in {1,2},
∆
[
∂2ij
(
w + 〈h,1〉u2 + K1d1 + K2d2 − z − q
)]= 0 in R2.
Since ∂2ij (w + 〈h,1〉u2 + K1d1 + K2d2 − z − q) belongs to W 0,p−1 (R2), this implies
∀i, j ∈ {1,2}, ∃αij ∈ R, ∂ij
(
w + 〈h,1〉u2 + K1d1 + K2d2 − z − q
)= αij ,
i.e.,
∃t ∈ P2, w + 〈h,1〉u2 + K1d1 + K2d2 − z = t. (24)
Again we have 〈h,1〉 = 0: indeed, if 〈h,1〉 	= 0, owing to (24), ∂2ij u2 − 1〈h,1〉∂2ij t belongs
to Lp(Ω), which is not possible since ∂2ij u2 = O(ρ2 lg r) (when |x| → ∞) and ∂2ij t is
constant. Therefore w + K1d1 + K2d2 − z = t .
Moreover, for i in {1,2}, the function vi defined by
vi = ∂i(w + K1d1 + K2d2 − z)
belongs to W 0,p−1 (R23) and is harmonic. Hence, there exists c ∈ R2 such that ∇(w+K1d1 +
K2d2 − z) = c; so t ∈ P1. Now let
w1 = w − t = z − K1d1 − K2d2.
As t belongs to W 2,20 (Ω) ∩ W 2,p0 (Ω), w1 belongs to W 2,20 (Ω) ∩ W 2,p0 (Ω) and satisfies

∆2w1 = 0 in Ω,
w1 = −K1d1 − K2d2 on Γ,
∂w1
∂n = −K1 ∂d1∂n − K2 ∂d2∂n on Γ.
Therefore, one has w1 = −K1ν1 − K2ν2 and z = K1(d1 − ν1) + K2(d2 − ν2).
Conversely, for all ci ∈ R, ∑2i=1 ci(νi − di) belongs to Dp0 (Ω). 
Remark 2.10.
(1) We have seen at the beginning of this section that D20(Ω) = 0 ∀n 2.
(2) We shall see at the end of this section that we have in fact Dp0 (Ω) = 0 for 2 < p < n2
or p < 2.
We are now in position to solve problem (4) for p  2.
Theorem 2.11. Let p  2; assume that Γ is of class C3,1 if p > 2; f ∈ W−2,p0 (Ω),
g0 ∈ W 2−
1
p
,p
(Γ ) and g1 ∈ W 1−
1
p
,p
(Γ ). Then problem (4) has a unique solution u ∈W
2,p
0 (Ω)/Dp0 (Ω).
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introduced in the proof of Corollary 2.6. Problem (4) is equivalent to
∆2v = f − ∆2ug in Ω, v = ∂v
∂n
= 0 on Γ. (25)
Set fg = f − ∆2ug ; fg belongs to W−2,p0 (Ω) and we want to extend fg to Ω ′. However,
for any ϕ in ◦W 2,p0 (Ω), ∇ϕ belongs to (
◦
W
1,p
0 (Ω))
n and, according to Theorem 1.2, there
exists a constant C such that
∀ϕ ∈ ◦W 2,p0 (Ω), ‖ϕ‖W 2,p0 (Ω)  C|ϕ|W 2,p0 (Ω)  C‖∇ϕ‖W 1,p0 (Ω).
We have just proved that the continuous linear mapping
∇ : ◦W 2,p0 (Ω) −→
( ◦
W
1,p
0 (Ω)
)n
has a closed range. Therefore Im∇ = (Ker div)◦ and there exists ξ ∈ (W−1,p0 (Ω))n such
that fg = div ξ .
Assume now that p > 2, Theorem 1.5 shows the existence of ψ (nonunique) in
(W
1,p
0 (Ω))
n satisfying ∆ψ = ξ . Setting F = divψ , we have fg = ∆F , with F ∈ Lp(Ω).
Let F˜ be the extension of F by 0 in Ω ′ and f˜g = ∆F˜ . Then f˜g belongs to W−2,p0 (Rn) ⊥
P[2− n
p′ ]. Now, Theorem 1.3 implies that there exists a unique w ∈ W
2,p
0 (R
n)/P[2− n
p
] such
that
∆2w = fg in Rn.
Hence, problem (25) is equivalent to:
Find z ∈ W 2,p0 (Ω) such that:
∆2z = 0 in Ω, z = −w on Γ, ∂z
∂n
= −∂w
∂n
on Γ.
Owing to Corollary 2.6, this problem has a unique solution z in W 2,20 (Ω) ∩ W 2,p0 (Ω).
Then u := ug + w + z is solution of (4).
Uniqueness follows from the definition of the kernel Dp0 (Ω). 
In particular, one has just shown that, for any real p  2, the biharmonic operator
∆2 : ◦W 2,p0 (Ω)/Dp0 (Ω) −→ W−2,p0 (Ω) (26)
is a one-to-one mapping. Since it is continue, it is an isomorphism (thanks to theorem of
Banach).
Moreover,
∀v ∈ ◦W 2,p0 (Ω), ∀ϕ ∈
◦
W
2,p′
0 (Ω),
〈
∆2v,ϕ
〉= 〈v,∆2ϕ〉.
Therefore, by duality, interchanging p and p′, the biharmonic operator for any real 1 <
p < 2,
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′
0 (Ω) (27)
is also an isomorphism; that solves the homogenous Dirichlet problem for 1 < p < 2. Note
that there is no orthogonality condition on the right-hand side when n > 4 and 2 < p′ < n2 .
It remains to solve the nonhomogenous Dirichlet problem for p < 2.
First, if n > 4 and n
n−2 < p < 2, as there is no orthogonality condition on f , it suffices
to lift the boundary data in order to reduce (4) to a homogenous problem. Consequently, in
this case, isomorphism (27) shows existence and uniqueness of the solution of problem (4).
On the other hand, when n 4 or p  n
n−2 , there is necessarily a compatibility condi-
tion between the data f , g0 and g1 in order that a solution exists. Indeed, any ϕ in Dp
′
0 (Ω)
belongs to W 1,p′(O) with ∆2ϕ in Lp′(Ω) for all bounded domains O contained in Ω .
Then for any ξ in D(Ω¯), the following Green’s formula holds:∫
Ω
(
∆2ϕ
)
ξ dx =
∫
Ω
ϕ∆2ξ dx +
〈
∂∆ϕ
∂n
, ξ
〉
Γ
+
〈
∂ϕ
∂n
,∆ξ
〉
Γ
−
〈
∆ϕ,
∂ξ
∂n
〉
Γ
−
〈
ϕ,
∂∆ξ
∂n
〉
Γ
.
Hence, for any ϕ in Dp′0 (Ω) and any ξ in D(Ω¯):∫
Ω
ϕ∆2ξ dx =
〈
∆ϕ,
∂ξ
∂n
〉
Γ
−
〈
∂∆ϕ
∂n
, ξ
〉
Γ
.
As D(Ω¯) is dense in W 2,p0 (Ω), one has:
∀ϕ ∈Dp′0 (Ω), ∀v ∈ W 2,p0 (Ω),
〈
∆2v,ϕ
〉= 〈 ∂v
∂n
,∆ϕ
〉
Γ
−
〈
v,
∂∆ϕ
∂n
〉
Γ
.
As a consequence, if problem (4) has a solution, then f , g0, and g1 must satisfy
∀ϕ ∈Dp′0 (Ω), 〈f,ϕ〉 = 〈g1,∆ϕ〉Γ −
〈
g0,
∂∆ϕ
∂n
〉
Γ
. (28)
If (28) holds and if ug denotes the function of Corollary 2.6, then fg = f −∆2ug belongs
to W−2,p0 (Ω) and is orthogonal to Dp
′
0 (Ω).
This allows to reduce problem (4) to a homogenous problem which is easy to solve
owing to isomorphism (27).
The next theorem summarizes the previous results.
Theorem 2.12. Let Γ be of class C3,1 if p 	= 2 or Lipschitz-continuous if p = 2, f ∈
W
−2,p
0 (Ω), g0 ∈ W 2−
1
p
,p
(Γ ), and g1 ∈ W 1−
1
p
,p
(Γ ).
• If p  2, problem (4) has a unique solution u in W 2,p0 (Ω)/Dp0 (Ω) and there exists a
constant C, independent of u, f , g0, and g1 such that{ }‖u‖
W
2,p
0 (Ω)/Dp0 (Ω)
 C ‖f ‖
W
−2,p
0 (Ω)
+ ‖g0‖
W
2− 1p ,p(Γ )
+ ‖g1‖
W
1
p′ ,p(Γ )
.
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(1) If n > 4 and n
n−2 < p, problem (4) has a unique solution u in W
2,p
0 (Ω).
(2) If n 4 or p  n
n−2 and if f , g0, and g1 satisfy (28) then problem (4) has a unique
solution u in W 2,p0 (Ω).
In both cases, there exists a constant C, independent of u, f , g0, and g1 such that
‖u‖
W
2,p
0 (Ω)
C
{‖f ‖
W
−2,p
0 (Ω)
+ ‖g0‖
W
2− 1p ,p(Γ )
+ ‖g1‖
W
1− 1p ,p(Γ )
}
.
Proof. It remains to establish the two estimates. Let us show for instance the first (the
proof of the second is similar).
Let ug be the function introduced in Corollary 2.6. Using notations of Theorem 2.11,
one has
u = ug + v,
where v = w + z.
We have, on one hand,∥∥∆2ug∥∥W−2,p0 (Ω)  ‖ug‖W 2,p0 (Ω) C1
{‖g0‖
W
2− 1p ,p(Γ )
+ ‖g1‖
W
1
p′ ,p(Γ )
}
,
and on the other hand,
‖v‖
W
2,p
0 (Ω)/Dp0 (Ω)
 C2‖fg‖W−2,p0 (Ω)
with
‖fg‖W−2,p0 (Ω) 
{‖f ‖
W
−2,p
0 (Ω)
+ ‖g0‖
W
2− 1p ,p(Γ )
+ ‖g1‖
W
1
p′ ,p(Γ )
}
.
Now the triangular inequality proves the expected estimate. 
Finally, we give a regularity result.
Proposition 2.13. The assumptions are those of Theorem 2.12 with, in addition of that,
Γ of class C3,1 and n
p
, n
p′ /∈ {1,2}. Moreover, we assume that the data have the following
regularity: f ∈ W−1,p1 (Ω), g0 ∈ W 3−
1
p
,p
(Γ ), and g1 ∈ W 2−
1
p
,p
(Γ ). Then, the solution u
discussed in Theorem 2.12 belongs to W 3,p1 (Ω). Also, if f ∈ W 0,p2 (Ω), g0 ∈ W 4−
1
p
,p
(Γ ),
and g1 ∈ W 3−
1
p
,p
(Γ ), then u belongs to W 4,p2 (Ω).
Proof. We will prove the first result.
Since the assumptions imply

W
−1,p
1 (Ω) ⊂ W−2,p0 (Ω),
W
3− 1
p (Γ ) ⊂ W 2− 1p (Γ ),
W
2− 1
p (Γ ) ⊂ W 1− 1p (Γ ),
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Thanks to the partition of unity used throughout this paper, we split u into the form
u = u1 + u2. Using the above proofs, we solve now a biharmonic problem in Rn (using
Theorem 1.4, as n
p
,
n
p′ /∈ {1,2}) and a biharmonic problem in a bounded region which the
solution is given by the regularity result of Remark 2.3. Hence, we prove that u belongs to
W
3,p
1 (Ω).
We show the second result in the same way, using Theorem 1.4 and the second part of
Remark 2.3. 
Remark 2.14. In this paper, we have considered the data f in W−2,p0 (Ω) (respectively in
W
−1,p
1 (Ω), W
0,p
2 (Ω)). According to isomorphisms of Theorems 1.3 and 1.4, we could
hope to find solutions in weighted Sobolev spaces W 2,p0 (Ω) (respectively W 3,p1 (Ω),
W
4,p
2 (Ω)). More generally, for f given in Wm,pk (Ω) (with k ∈ Z), we can look for solu-
tions in Wm+4,pk (Ω). On the other hand, even if we can take the data f in a usual Sobolev
space, this is not the case for the solution. Indeed, let us introduce the following exam-
ple [4] (in order to simplify, we deal with the Laplace operator). Let Ω ′ be the unity ball
of Rn and Ω the complement of Ω ′; we consider the problem
∆u = f in Ω, u = 0 on Γ, (29)
with
f (x) = |x|α, α = −n + 1
p
, n 3.
The function f belongs to usual Sobolev Wm,p(Ω) for all m ∈ N. Furthermore, if u ∈
Lp(Ω) is a solution of (29), one proves that u belongs to Wm,p(Ω) for all m ∈ N (thanks
to elliptic operators theory). Consequently,
u(x) → 0 when |x| → ∞.
Nevertheless an easy calculation shows that the function u defined by
u(x) = 1
(α + 2)(α + n)
(|x|α+2 − |x|2−n)
is a solution of (29) in Lp(Ω) which do not converge to 0 when |x| → ∞ for p  n+12 .
Actually, u belongs to W 2,p0 (Ω) ⊂ W 0,p−2 (Ω) which means that u belongs to a Sobolev
space with the appropriate weight.
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