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Abstract—Different methodologies are available for clustering
purposes. The objective of this paper is to review the capacity of
some of them and specifically to test the ability of self-organizing
maps (SOMs) to filter, classify, and extract patterns from distrib-
utor, commercializer, or customer electrical demand databases.
These market participants can achieve an interesting benefit
through the knowledge of these patterns, for example, to evaluate
the potential for distributed generation, energy efficiency, and
demand-side response policies (market analysis). For simplicity,
customer classification techniques usually used the historic load
curves of each user. The first step in the methodology presented
in this paper is anomalous data filtering: holidays, maintenance,
and wrong measurements must be removed from the database.
Subsequently, two different treatments (frequency and time do-
main) of demand data were tested to feed SOM maps and evaluate
the advantages of each approach. Finally, the ability of SOM to
classify new customers in different clusters is also examined. Both
steps have been performed through a well-known technique: SOM
maps. The results clearly show the suitability of this approach
to improve data management and to easily find coherent clusters
between electrical users, accounting for relevant information
about weekend demand patterns.
Index Terms—Data mining, demand management, electrical
customer segmentation, load patterns, self-organizing maps
(SOMs).
I. INTRODUCTION
THE liberalization process of the electrical market has notbeen as successful as was planned, due to a lot of problems
that have appeared since 2000 until now: for example, the Cali-
fornia energy crisis in 2000 or blackouts in Europe, the United
States, and Canada in 2003. Due to these experiences, regula-
tors and system operators believe more and more that additional
electricity resources (distributed energy resources) should be
procured using an integrated process that would take into ac-
count not only supply but also demand policies: for example,
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Fig. 1. Methodology to analyze, evaluate, and enhance the possibility of de-
mand participation (DSB/DR) in electricity markets.
efficiency gains in demand (in a long-term horizon), demand
management, or price responsiveness (in short-term horizon).
The effective contribution to these programs and the necessity
of offering energy choices to consumers need: a detailed knowl-
edge of customer segments, the characterization of these seg-
ments (demand behavior), end-uses “dissection” for each cus-
tomer, load modeling (demand and response models), and fur-
ther demand aggregation to achieve demand packages for de-
mand-side biddings and offers in energy markets (see Fig. 1).
Besides, this deregulation and liberalization in power systems
caused the necessity of new (customer and system) measure-
ments, monitoring, and control activities. This fact has increased
the amount of data stored by supply-side actors. So, this enor-
mous quantity of available data presents a problem for utilities
but also a non-negligible opportunity for distribution research.
This high-dimensional data set cannot be easily modeled, and
advanced tools for synthesizing structures from such informa-
tion are needed.
Previous results on modeling, aggregation, and construction
of energy packages were presented by the authors of [1] and [2].
The rest of this paper presents a methodology for customer seg-
mentation and classification through the improvement and use
of the data mining or knowledge discovery in databases tech-
niques [3], [4].
Fig. 2. Analysis techniques.
II. REVIEW OF CUSTOMER CLASSIFICATION METHODOLOGIES
In some data mining tutorials [3], classification methodolo-
gies are grouped in different categories according to the main
task they are usually focused on: artificial intelligence tech-
niques (neural networks and fuzzy logic), statistical techniques
(linear regression and discriminant analysis), and visualization
techniques (histograms, dendograms, and scatter plots ). Fig. 2
shows a compendium of the techniques mentioned above and
tested for this paper.
A. Techniques Review
The following paragraphs describe the characteristics of the
most interesting methodologies presented in Fig. 2.
1) Artificial Neural Networks Techniques: Artificial neural
networks (ANNs) try to reproduce the way the human brain acts:
a highly complex, nonlinear, and parallel information processor
able to perform certain computations many times faster than the
most powerful digital computer available today.
Actually, ANNs find applications in such diverse fields as
modeling, time-series analysis pattern recognition, and others
by virtue of their ability to learn from input data with or without
a teacher.
First important results in the ANN field were obtained with
the simple perceptron (1958) [5] and the adaptive linear element
(ADALINE) (1960), two supervised learning neural networks
able to classify linearly separable sets of vectors.
Simple perceptron evolved into multilayer perceptrons
(MLPs), feedforward neural networks with more than one
perceptron used to solve more difficult problems.
Later, in the 1980s, Kohonen introduced the learning vector
quantization (LVQ) [6] based on competitive layers in which
neurons compete with each other for the right to respond to a
given input vector: individual neurons learn to become feature
detector cells.
Finally, Elman networks [7] are able to learn, recognize, and
generate temporal patterns, as well as spatial patterns, by means
of the recurrent connection feature of the network.
If the target outputs are not available, unsupervised networks
must be used. In this case, the weights and biases of the network
are only modified in response to inputs (so target outputs are not
needed), and the algorithms classify the input patterns in a finite
number of classes.
Self-organizing maps (SOMs) [6] are unsupervised networks
able to learn both the distribution (as competitive layers do) and
the topology of the input vectors on which they are trained.
Consequently, excellent clustering results are obtained. In ad-
dition, an easy evaluation of the result is possible through the
graphical representation on maps whose different labels (cus-
tomers or vectors identifiers) can be grouped by visual inspec-
tion. Applying some index functions, it is possible to obtain
an optimum clustering, but some “supervision” is necessary to
filter the results of the maps (i.e., the operator selects the max-
imum number of clusters). More detailed information is pre-
sented in Section III.
The main features of the supervised and unsupervised tech-
niques discussed above can be consulted in Table I.
Some methodologies in Fig. 2 appear as “hybrid learning”
techniques. A hybrid method for learning encompasses two
phases: the first is a not supervised one for the determination
of clusters center, and the second is a supervised phase, for the
weights and thresholds determination [8].
Three different techniques are presented: radial basis net-
works [9], generalized regression neural networks (GRNN)
[10], and probabilistic neural networks (PNN) [9], [11]. The
GRNN and PNN have a disadvantage: they perform the opera-
tions slower than other kinds of networks [12], [13].
B) Fuzzy Logic Techniques: Another interesting possibility,
for clustering purposes, is the use of fuzzy methods: ANFIS
[14], fuzzy C-means, originally introduced by Bezdek in 1981
TABLE I
MAIN FEATURES OF SUPERVISED AND UNSUPERVISED NEURAL NETWORKS
[15] as an improvement on earlier clustering methods, or sub-
stractive clustering [16].
Fuzzy methods entail work with data collections whose
boundaries are not clearly defined by means of the so-called
membership functions, which try to measure the affinity a
sample of data has with respect to a cluster.
C) Statistical Techniques: Two main groups of techniques
can be distinguished: multivariate statistics and intuitive
techniques.
The first of them, multivariate statistics, includes those
methods that consider a group of variables together rather than
focusing on only one variable at a time to understand a data set.
Among all these techniques, MANOVA [17] has a special
interest. MANOVA is a technique for assessing group differ-
ences across multiple metric-dependent variables, based on a
set of categorical (non-metric) variables acting as independent
variables. MANOVA uses one or more categorical independents
as predictors, like ANOVA (analysis of variance), but unlike
ANOVA, there is more than one interval dependent. Some
MANOVA applications allow the following:
— to compare groups formed by categorical independent
variables on group differences in a set of interval depen-
dent variables;
— to use the lack of difference for a set of dependent variables
as a criterion to reduce a set of independent variables to a
smaller, more easily modeled number of variables;
— to identify the independent variables that differentiate a set
of dependent variables the most.
A second group of statistical techniques, the inductive ones,
includes decision trees [18]. They have a great explanatory ca-
pacity but a poor predictive capacity, an interesting property in
neural and fuzzy techniques.
B. Case Study
To evaluate the methodologies mentioned above, a set of mea-
surements corresponding to a mix of industrial, institutional,
commercial, and small residential loads (in this case, the load is
aggregated at the high voltage side of a distribution transformer
center, CT) has been used as input space. The annual load peak
ranges from 100 kW to 10 MW.
TABLE II
CUSTOMER SPECTRUM
The input database consists of 23 Spanish customers of the
Mediterranean southeast coast. Energy data belong to January
and February 2003/2004 months, and they correspond to weekly
load curves. Vectors are normalized using the maximum month
value of demand for each customer. Table II shows the descrip-
tion and the label associated to daily load curves for each cus-
tomer (a label number for all the daily load curves).
C. Selection of Methodologies
Some algorithms were developed using Matlab toolbox li-
braries in order to evaluate the classification ability of the ana-
lyzed techniques (see Fig. 2). The objective was to select one of
them in order to perform a more detailed study of customer clus-
tering and identification features when several different treat-
ments are applied to input data (customer demands).
The computer used was a Pentium IV CPU at 2.5 GHz and
512 Mb of RAM. Several tests with the customer profiles were
made to check the clustering results for each methodology.
Different training architecture configurations and training algo-
rithms were used with each technique to find the best results.
Additionally, an index named “learning error” was defined to
evaluate the relative quality of the learning and segmentation
capacities and so to select the best configurations previously
commented. This value represents the number of input demand
vectors that the technique was not able to identify or classify
correctly after the training step. Obviously, the same input data
set was used for all the training sessions.
Most techniques were able to match correctly each vector
with its correct label, but some of them were not able to match
them all, some uncertainty appearing in the results. Table III
shows the “learning error” for each one of the tested techniques.
Among statistical multivariate techniques, MANOVA is es-
pecially interesting: the technique allows us to see graphically
the output data in a similar way to SOM maps so results can be
easily analyzed. In Fig. 3, a multidimensional scaling (a non-di-
mensional representation showing relative distances between
demand data) was performed to show the results of this method.




Fig. 3. Graph of clusters obtained with MANOVA and later multidimensional
scaling.
Finally and regarding the results, two different groups of tech-
niques were found:
— methodologies showing a considerable ability to classify
and group the input space database, such as multidimen-
sional scaling, fuzzy C-means clustering, MANOVA, and
K-means clustering [19];
— methodologies showing an ability to classify the input
space database and furthermore to identify new customer
patterns when new customers or measurements increase
the database (i.e., memory behavior). For example: MLP,
RBF, GRNN, SOM, PNN, and ANFIS.
Some of these methodologies show good performances for
the research interest: quick processing capacity, high quality re-
sults when the problem reaches high levels of complexity, and
Fig. 4. Hexagonal grid.
the ability to learn from a database to produce a further classifi-
cation and identification when the input space growths.
Both MANOVA and SOM techniques are useful for customer
clustering, but at this stage of the research work, a preference
for SOM tools is reported due to the higher experience of the
authors with this last technique and the availability of software
tools.
In the following sections, some insights to improve SOM po-
tential are presented.
III. SELF-ORGANIZING MAPS METHODOLOGY
This methodology was introduced by Kohonen two decades
ago [6]. These networks are a kind of unsupervised ANN that
performs a transform from the original input space (n dimen-
sional data vector) to a reduced output space (bidimensional).
The advantage of SOM is that the relationship between the orig-
inal vectors is to some extent preserved in the output space, pro-
viding a visual format where a human operator can “easily” dis-
cover clusters, relations, and structures in the usually complex
input space database.
The number of neurons can vary from a few dozen up to
several thousands. Each neuron is represented by a d-dimen-
sional weight vector (prototype vector, codebook vector)
, where is equal to the dimension of the input
vectors. The neurons are connected to adjacent neurons by a
neighborhood relation, which dictates the topology or structure
of the map. This topology is defined by two factors: local lattice
structure and global map shape. A hexagonal lattice structure
and a sheet map shape were used (see Fig. 4). In this figure, dis-
crete neighborhoods (size 0, 1, and 2) of the centermost unit are
defined. The innermost polygon corresponds to the 0-neighbor-
hood, the second to the 1-neighborhood, and the biggest to the
2-neighborhood.
The SOM training algorithm resembles vector quantization
algorithms, such as K-means [19]. The important distinction is
that, in addition to the best-matching weight vector, its topolog-
ical neighbors on the map are also updated: the region around
the best-matching vector is stretched toward the presented
training sample, as in Fig. 5. The final result is that the neurons
on the grid become ordered: neighboring neurons have similar
weight vectors.
Since the weight vectors of the SOM have well-defined low-
dimensional coordinates on the map grid, the SOM is also
a vector projection algorithm. Together, the prototype vectors
and their projection define a low-dimensional map of the data
manifold.
Fig. 5. Updating the best-matching unit (BMU) and its neighborhood. Toward
the input sample marked with x. Solid and dashed lines correspond to situation
before and after updating, respectively.
Along the research, different trainings of the maps with two
algorithms were carried out: sequential training algorithm and
batch training.
With the sequential training algorithm, the SOM is trained
iteratively. In each training step, one sample vector from the
input data set is chosen randomly, and the distances between it
and all the weight vectors of the SOM are calculated using some
distance measures. The neuron whose weight vector is closest
to the input vector is called the best-matching unit (BMU),
denoted here by
(1)
where is the distance measure, typically a Euclidian one.
After finding the BMU, the weight vectors of the SOM are up-
dated so that the BMU is moved closer to the input vector in the
input space. This adaptation procedure stretches the BMU and
its topological neighbours toward the sample vector as shown in
Fig. 5.
The SOM update rule for the weight vector of unit is
(2)
where denotes time, is an input vector randomly drawn
from the input data set at time , the neighborhood kernel
around the winner unit , and the learning rate at time .
The neighborhood kernel defines the region of influence that the
input sample has on the SOM.
The training is usually performed in two phases. In the first
phase, relatively large initial learning rate and neighborhood
radius are used. In the second phase, both learning rate and
neighborhood radius are small right from the beginning.
Also the batch training algorithm is iterative, but instead of
using a single data vector at a time, the whole data set is pre-
sented to the map before any adjustments are made (hence the
name “batch”). In each training step, the data set is partitioned
according to the Voronoi regions of the map weight vectors, i.e.,
each data vector belongs to the data set of the closest map unit.
After this, the new weight vectors are calculated as follows:
(3)
where is the index of the BMU of
data sample . The new weight vector is a weighted average of
the data samples, where the weight of each data sample is the
neighborhood function value at its BMU .
Notice that in the batch version of the K-means algorithm, the
new weight vectors are simply averages of the Voronoi data sets.
The above equation equals this if . Alternatively,
one can first calculate the sum of the vectors in each Voronoi set
(4)
where is the number of samples in the Voronoi set of unit .
Then, the new values of the weight vectors can be calculated as
(5)
where is the number of map units.
To summarize, in SOM methodology, the neurons become se-
lectively tuned to various input patterns (stimuli) or classes of
input patterns in the course of a competitive learning process.
A SOM is therefore characterized by the formation of a topo-
graphic map of the input patterns in which the spatial locations
(i.e., coordinates) of the neurons in the lattice are indicative
of intrinsic statistical features contained in the input patterns,
hence the name “self-organizing map.”
IV. APPLICATION OF SOM FOR ANOMALOUS
BEHAVIOR FILTERING
The first task to accomplish the clustering process is to make
a previous filtering of anomalous demand behaviors. To analyze
the possibilities of SOM for load data filtering, a university was
selected from the customer case study. Obviously, these records
(196) include some anomalous days and wrong measurements.
An alternative labeling to the one proposed in Section II is
used for a better understanding of results. By means of this
labeling, a number is assigned to each load profile following
the next criterion: the last two digits indicate the day of the
month and the initial remaining ones the corresponding month
(mm/dd). Thus, a label map (see the upper part of Fig. 6) allows
the identification of daily load data assigned to each cell.
The information contained in the daily load curves is directly
presented to the map, allowing a fast input from database
records (a detailed discussion about the input data format is
analyzed in Section V). Specifically, load demand curves were
used per unit, recorded every 15 min. The reason was the good
results obtained in previous works [20], [21], some of them
accomplished by the authors [22].
Fig. 6. (Upper) University label (mm/dd criterion). (Lower) Cluster maps.
A hexagonal network formed by a total of 256 neurons (16
16) was used. This size has been chosen to allow a better visu-
alization of the output data of the training map. A network with
a greater number of cells would have hindered the visualization
of the labels in each neuron. In the same way, a smaller map
than the one used by the authors would cause many labels to be
overlapped.
Finally, random initialization of the map and a batch training
algorithm with 1000 and 500 steps for the rough and the fine-
tuning training, respectively, was used.
The minimum number of epochs for “rough” phase and for
“finetune” phase to achieve a correct network convergence in
the training are, respectively, and , where
is the ratio of number of neurons of the map to the number
of data samples.
For longer training times than mentioned above, a correct
map convergence is always achieved after the training.
Once the network is trained, it is possible to force data clus-
tering on the map presented in the upper part of Fig. 6. After
some tests, the four zones defined in the lower part of Fig. 6
were found.
For example, the upper part of Fig. 6 shows how labels 501
(May 1) and 1208 (December 8), corresponding to holidays in
Spain, were both located on the left bottom area of the map. Also
a county holiday marked with label 1009 (October 9) is located
close to the previous ones. Besides, two cells at the border of
regions 1 and 2 (left bottom are in the lower part of Fig. 6: cells
1231, 106) correspond to holidays in the Christmas season.
By means of the label map and plotting the corresponding
load profiles, it can be seen that the network is able to distin-
guish three kinds of load profiles: typical consumption patterns,
assigned to regions 3 and 4; holiday profiles (placed in region
1 due to the SOM characteristic of topographic preservation);
and finally, profiles that denote a different behavior from the
usual one located in region 2 (July days when students take their
exams and the building occupation is lower). Besides, the fil-
tering process presents other applications: the detection of er-
roneous measures (failure in demand meters) and particular be-
haviors of the customer (low demand periods due to holidays).
This last characteristic reduces the possibility of clustering fail-
ures (for example, university holiday demand is near to the typ-
ical demand profile of some industry customers).
V. CUSTOMER PATTERNS CLASSIFICATION
It has been stated in previous paragraphs that SOM map is
a valuable tool to group (aggregate) and classify (disaggregate)
electrical customer patterns. This section explains how to im-
prove a classification tool such as SOM maps through the anal-
ysis of the influence of the form of the M data set arrays
used to feed and train the map.
Thus, each M data set array reflects the load behavior asso-
ciated to an elemental user demand included in the customer
case study (see Section II). It should contain the necessary in-
formation to evaluate the affiliation of each elemental demand
to a cluster. Traditionally, this customer clustering was based on
the type of economical activity declared by users (for example,
through NACE codes [23]) and voltage levels, but this approach
has not proven to be as efficient as is possible because several
patterns can be found for the same economical activity, or users
with different activity can show similar demand patterns.
From the point of view of the authors and technical interests
(demand response and distributed generation), it is necessary to
find similar load characteristics, and this can be reached through
field measurements performed by the customer or by commer-
cializers to obtain, reduce, and manage energy and power costs.
Standard measurement devices in Spain usually have a pacer
trigger of four samples an hour.
These M data set arrays (power versus time records) are the
input space in [21] and [24], where the major improvement
in customer classification is focused on the ANN used for
load pattern recognition. Besides, in [21], the measured load
demand refers to working days, i.e., weekend demand profiles
are not considered. This hypothesis does not make much sense
when the objective is to develop dedicated tariffs rates [24],
and weekend demand can have an important influence in its
design (for example, some industries, hospitals, and hotels that
usually work the whole weekend). The apparent justification
of this approach is the growth in size of each input data set
vector samples day , where is seven days, that
perhaps makes more difficult the performance of SOMs. A way
to include this relevant information while reducing input vector
sizes in a clever way is established in the next sections.
A. Transform of Demand Data From Time Domain to
Frequency Domain
The idea was to extract as much information as possible while
compressing, filtering, and simplifying the available informa-
tion (weekly demand). Perhaps a simpler input array would in-
clude all the relevant information about customer demand be-
havior and also would improve the topological projection of
SOM maps, i.e., a double transform from time domain to SOM
output domain will be tried through a frequency transform in
order to obtain some improvements on customer clustering.
Several approaches are available to compress and transform
information from time domain to signal frequency domain. This
problem is broadly used to solve other problems in power sys-
tems, such as load forecasting. For example, in [25], a Fourier
series analysis is applied to filter load data before an ARIMA
model is applied. In [26], a wavelet transform is also proposed
to obtain a short-time load model. This last transform has been
broadly used to extract anomalous patterns in the transient anal-
ysis of power systems. From this knowledge of main applica-
tions of the wavelet transform, the fast Fourier transform (FFT)
was selected as the most interesting transform to extract steady-
state demand behavior from demand profile records.
FFT performs the discrete Fourier transform of a certain
waveform and allows us to find the more representative har-
monics. This means that it can be easily observed if a certain
behavior in a specified time period (day, week, etc.) appears.
As it was previously stated, the objective is to find the load
behavior in a day or in a week, including the weekend. For this
reason, individual demand curves were treated in the following
way:
— extract daily load curves: the process of obtaining (1 96)
vectors;
— filtering of anomalous data vector (see Section IV);
— extract working days (WD_vectors): to select labor days
in each week;
— aggregate working days in a new vector (WDS_vectors):
from Monday to Friday if anomalous days are not found;
— extract week vectors (WES_vectors): vectors of seven
days.
Applying the FFT function to each time-domain vector (WD,
WDS, and WES), and the corresponding equations to obtain
Fourier Series coefficients (sinusoidal form), the following vec-
tors were obtained.
— FWD_vector: mean value and sine and cosine har-
monic terms . Thus, the fundamental
shows sine and cosine terms with period
frequency day .
— FWDS_vector: mean value and sine and cosine
harmonic terms . The first term is
the average demand in working days and the fundamental
Fig. 7. (Upper) Week load profiles and (lower) FWES_vector for customer 2
and 14.
shows sine and cosine terms with period
.
— FWES_vector: mean value ( ; average demand in a
week), the fundamental shows the sine and cosine
terms with period days frequency week .
Thus, each input vector presented to SOM map will have a
mix of frequency treatments extracting frequency-domain in-
formation from some representative terms of FWD, FWDS, and
FWES vectors. After some tests performed with several selec-
tions and weighting of harmonics terms, a combined frequency-
domain FD_vector was chosen defined as
In this way, the daily load demand is transformed into the
average and the 12 first daily sine and cosine harmonic terms (a
total of 1 24 terms) plus two terms from FWDS vector (
and ; four terms) accounting for daily pattern “filtering”
in labor days. Finally, some terms from FWES (mean demand,
and , 7 and 14 sine and cosine terms; i.e., 7 terms) were
added to force the SOM network to account the weekend load
behavior. Obviously, last 11 terms of FD_array are the same for
each day in a week.
For a better understanding of this procedure, Fig. 7 shows
the weekly demand profile and its transform (FWES) for two
.
customers (labels 2 and 14). The lower part of Fig. 7 justifies the
harmonic terms of FWES. The customer 14 shows a weekend
demand behavior similar to working days, so the harmonic array
FWES shows a low term. Notice the value of harmonic
due to the daily demand fluctuation (two peaks a day).
However, the customer 2 exhibits a weekend load reduction, and
terms , 2 are quite a lot higher. The term has not
been presented for simplicity.
VI. RESULTS: SOM CLUSTERING AND
IDENTIFICATION PERFORMANCE
A. Customer Clustering
Different policies have been selected to feed a SOM network
and thus to test the usefulness of the Fourier transform. Two
cases were evaluated.
— Time-domain case: the input domain is a set of 1 96 data
vectors corresponding to working-day demand versus time
profiles, i.e., the approach presented in [21].
— Frequency-domain case: input arrays are a set of 1 36
data vectors in the way it was presented in paragraph V
(FD_vector).
To carry out the projection from the original data set space
(374 filtered working days) to the SOM output space, the use of
a lattice is proposed. The choice of N is subjective; some
authors suggest the use of a number of map cells lower than the
number of samples [21]. In this case and in order to promote a
better visual definition of clusters, a 20 20 size map, slightly
higher than the number of samples ),
was selected.
For each case, different training possibilities arise: linear, se-
quential, and random trainings were tested. Besides, different
combinations were applied and the number of 5000 and 3000
steps, for primary and secondary training, respectively, was fi-
nally applied.
For a better understanding of SOM maps, it is important to
note that different training (randomly) sessions usually produce
a different map even for the same data set. Notice that these
maps conserve the relative position between the elemental cells
but not their absolute position for different training sessions.
Also, the time needed for training each map is quite different
due to the complexity of each input data set. In this case, the
time ranges from 20 min for time-domain training to 13 min for
frequency-domain training.
Finally, the selection of the number of clusters is another
significant task. This number, a subjective value, should be a
reasonable one between two obvious options: the number of
macro-clusters in the customer case study (residential, commer-
cial, industrial) and the overall number of customers. In this way,
the number of clusters should allow an average customer aggre-
gation of more than a customer per cluster. For this reason, an
automatic selection of an optimal number of clusters is found
after applying K-means function for 12 as the maximum number
of clusters (23 customers). An optimum clustering can be guar-
anteed by the minimization of Davies–Bouldin (DB) index (a
detailed explanation of this index can be found in [27]), but in
some cases, visual inspection helps the researcher to decide the
clustering.
Fig. 8. SOM map training with time-domain values.
Small values of DB index correspond to good clustering re-
sults (the clusters are compact, and their centers are far away
from each other). The cluster configuration that minimizes DB
is taken as the optimal number of clusters. The results are shown
in the following paragraphs.
1) Time-Domain Approach: In this case, 374 daily load pro-
files sampled every 15 min have been presented to the SOM map
(see Fig. 8). The map shows the aggregation of labels and the
clusters found after applying the K-means function. In this case,
DB index reached a minimum value (0.82) for a number of eight
clusters.
Several conclusions can be inferred: the aggregation process
is quite good; only two single-customer clusters appear (labels
3 and 23). Universities are split into two clusters, and main in-
dustrial customers are grouped in a big cluster (except labels 1
and 3). However, the map has some problems, too: customers 11
and 17 are classified in two different clusters, and besides, some
cells (2 and 8 in the upper left side of the map) are not assigned
to a specific cluster.
2) Frequency-Domain Approach: Vectors “FD” with daily
and weekend harmonic values have been used for 20 20 SOM
map training. The aggregation of labels and the clusters found
after applying the K-means function are shown in the left part
of Fig. 9. In this case, the DB index has a minimum value (1.19)
for a number of seven clusters. A sparsely filled map is the main
characteristic of this approach. The labels are closer, and there
is not any cluster error in the label location process. Notice that
a cell in the map can often contain several customer profiles
from the input space, but only the most repeated label is shown
for a better understanding (see zoom in Fig. 9). Industries are
split in several clusters: customers with high weekend demand
(labels 4 to 7) and industrial customers without continuous de-
mand during the weekend (labels 2, 8, and 9; see the right part
of Fig. 9). Other clusters are: universities (10 to 13), retails (20
and 21), medical centers (18 and 20), residential cluster (23),
and two clusters whose customers have different activities (14
Fig. 9. (Left) SOM training with frequency-domain and (right) corresponding weekly load profiles (customers 4 and 8).
to 17 and 1, 3, and 19, the cluster with a dashed line) but similar
demand behavior.
At first sight, the map seems to get a better customer clus-
tering, but it is necessary to measure the map’s quality in terms
of some analytic indexes. The issue of SOM quality is a compli-
cated one. Typically, two evaluation criteria are used: resolution
and topology preservation. If the dimension of the data set is
higher than the dimension of the map grid, these usually become
contradictory goals. This quality is analyzed in terms of mean
quantization error , which measures the resolution of the
map, and the topographic error [28], which measures the
distortion of the map. , also known as average quantization
error, is simply the average distance (weighted with the mask)
from each data vector to its BMU [28]. The topographic error
is the proportion of all data vectors for which first and second
BMUs are not adjacent units. During the training of SOMs, there
was a conflict between the twin goals of topology preservation,
between input and output and the minimization of quantization
error . This is especially obvious when the dimension of
the input data (the dimension of the codebook vectors) is higher
than the dimension of the output network (the dimension of the
map grid). The average quantization error is calculated over the
input samples, and it is defined as
(6)
where “N” is the number of input vectors of the data set, “ ”
is each input vector, “ ” is the weight vector, and “ ” indicates
the BMU for “ .” After training, for each input sample vector,
the BMU in the map is searched for, and the average of the
respective quantization errors is returned.
A simple method for calculating the topographic error
(7)
where is 1 if the first and second BMUs of are not next
to each other. Otherwise, is 0.
TABLE IV
SOM QUALITY ANALYSIS
The net advantage of frequency-domain transform is well es-
tablished from these indexes (see Table IV).
B. Identification of New Customers
The second objective is to show the capacity of SOM for cus-
tomer classification. Two new customers, unknown by the SOM
network (a mall and a restaurant), were used to test the SOM
adequacy for new customer classification. Again, time and fre-
quency approaches were evaluated. The target was to get for
each new input data set the most similar cell.
Two validation tests were developed: a visual test (see
Fig. 10) and an analytic one based on quantization error (see
Table V). Both methods are based on BMU function supplied
with SOM toolbox. This function supplies the cell or neuron
(and label if available), in a previously trained SOM map
that is close to each new input vector, and its corresponding
quantization error .
The first map, trained in the time domain, was able to classify
without problems the set of daily load curves corresponding to
the first new customer (mall). In this case, the user is located
near the “university cluster” (labels 12 and 13 in the left part of
Fig. 10).
The second customer (restaurant) presented a greater uncer-
tainty, and the SOM does not present a clear result (up to three
clusters were related to the new customer; labels 3, 15, and 23
in the left part of Fig. 10).
The second map, trained in the frequency domain, shows the
best result. New customers (mall and restaurant) are located
in a unique cluster (“residential cluster” for the restaurant and
“campus university cluster” for the mall. See labels 23, 12, and
13 in the right part of Fig. 10).
Table V verifies analytically the conclusions stated in the pre-
vious paragraphs. The SOM map trained in the time domain
shows higher values of the index (a worse identification of
Fig. 10. (Left and right) Classification of new customers.
TABLE V
RESULTS OF CUSTOMER TESTING
the new customer) for both customers: mall and
restaurant . On the contrary, SOM map trained in
the frequency domain presents the minimum values for the
index: mall and restaurant .
From these results (see Fig. 10 and Table V), it can be con-
cluded that the classification of new users is more accurate when
a SOM frequency-domain map is used.
VII. CONCLUSIONS
A SOM development is presented to achieve the segmenta-
tion and demand patterns classification for electrical customers
on the basis of database measurements. In case of presence of
anomalous data, some uncertainty appears. An ANN tool also
provides the effective detection of outliers from standard pat-
tern, due to external factors, as it is the case of external temper-
ature growth.
The frequency transform proposed in this paper to extract in-
formation from original demand profiles shows an improvement
in clustering performance (see and indexes reduction)
and a better accuracy in new customer classification. Notice the
significance of some harmonics in weekend pattern recognition
(influence not considered in previous works) and the compres-
sion rate of input data in comparison to the original customer
case study.
The method presented here can effectively help commercial-
izers and distributors in customer segmentation and classifica-
tion. This is the first step to evaluate cost-effectiveness of a lot
of necessary policies in the demand-side: the potential of energy
efficient alternatives, customer response to real price or TOU
tariffs, the success of dual-fuel or energy storage appliances, or
the possibilities of distributed generation in medium and small
users. The future research activity, already under study, is de-
voted to the development of three objectives: the improvement
of segmentation indexes used in the SOM map, the study of the
potential and applicability of other promising clustering tech-
niques (see Section II and specifically MANOVA), and the de-
velopment of new tools based on ANN to identify the poten-
tial interest of some customers to participate in short-term elec-
tricity markets. The results of these works will be reported in
the future.
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