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An Invariance Principle for Differential-Algebraic Equations with Jumps
Pablo N˜an˜ez and Ricardo G. Sanfelice
Abstract— In this paper, we consider dynamical systems with
multiple modes of operation and state jumps. Within each
mode, the dynamics are given by linear differential-algebraic
equations (DAEs). State jumps can occur when in a fixed mode
as well as when transitioning between modes. We refer to this
class of hybrid systems as hybrid DAEs. Motivated by the lack
of results to study invariance properties of nonsmooth DAE
systems, we characterize the properties of the omega limit set of
solutions to these systems and propose an invariance principle.
To this end, we employ results allowing for decomposition of
DAEs (and switched DAEs) into the so-called quasi-Weierstrass
form and for the study of invariance of hybrid inclusions. The
results are illustrated in examples.
I. INTRODUCTION
We consider a class of hybrid dynamical systems with
continuous dynamics that can be modeled as differential-
algebraic equations (DAEs) – also known as descriptor
systems or singular systems – and with discrete dynamics
given by difference inclusions. These type of systems, which
we refer to as hybrid DAE systems, arise in several appli-
cations in engineering such as robot manipulators, power
systems, biological systems, telecommunications, chemical
engineering, mechanical systems, electronic circuits, water
distribution systems, and in vehicular traffic systems [1],
[2], [3]. In particular, the systems of interest in this paper
include a logic variable which determines the current mode
of the system (among finitely many of them) and that, during
flows, the dynamics of the other state components evolve
according to a linear DAE. This type of systems naturally
appear when modeling electrical circuits where algebraic
constraints (e.g., due to Kirchhoff’s laws) are entangled with
differential equations (e.g., governing the change of current
and voltages in capacitors and inductors) as well as elements
such as (ideal) switches or diodes [4].
Several authors have studied nonsmooth DAE systems
from different perspectives with the goal of establishing
asymptotic stability of the origin; see, e.g., [4], [5], [6],
[7]. It is important to note that a typical assumption that
is enforced in such works, so as to guarantee continuation
of solutions, is that, after a switch, the value of the state is
consistent with the algebraic conditions of the new mode.
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Another commonly imposed assumption is that solutions are
given by piecewise (right or left) continuous functions, so as
to preclude the presence of impulses in the solutions at the
times when switches occur. As stated in [7] in the context of
switched systems, to deal with such impulses in the solutions,
one approach is to consider distributional solutions or weak
solutions; see, e.g., [4], [8]. However, unless explicitly as-
sumed, neither concept of solution leads to a set of solutions
with the so-called sequential compactness property, which is
key in the development of invariance-like results [9].
In this paper, we propose a model of hybrid DAE systems
that, when it satisfies certain mild conditions, has a set of
solutions with structural properties enabling the development
of invariance results. Building from results for switched DAE
systems [4], [10], the proposed model allows for jumps when
initial conditions are not consistent with the algebraic condi-
tions. In fact, our model uses concepts from the literature of
switched DAE systems to keep the special structure of the
algebraic restrictions in DAE systems, in particular, the so-
called consistency spaces and jumps driven by inconsistent
initial conditions given by the consistency projectors [4],
[8], [11]. Moreover, using results for hybrid systems [12],
the proposed model allows for jumps triggered by state
conditions. Our model borrows the concept of solution and
the invariance results for the class of hybrid systems in [12],
referred here as hybrid inclusions. More precisely, for the
class of systems of interest (we consider linear dynamics
during flows), using the general invariance results for hybrid
inclusions in [13], we determine the properties of omega
limit sets of bounded and complete solutions, and establish
an invariance principle. The invariance principle resembles
the classical one for continuous-time systems. Due to the
reasons pointed out above, current tools for asymptotic
stability of switched DAE systems are not applicable when a
candidate Lyapunov function is not strictly decreasing during
flows [4], [14].
The remainder of this paper is organized as follows.
Section II presents a motivational example. The required
modeling background is presented in Section III. In Section
IV, a description of hybrid DAE systems is presented, and
is followed in Section V by a description of the proposed
invariance principle for such systems. Section VI presents
two examples where the definitions and results of this paper
are exercised.
II. MOTIVATIONAL EXAMPLE
Consider a switched DAE with two modes of operation
determined by σ ∈ {1, 2} and dynamics
Eσ ξ˙ = Aσξ (1)
where ξ ∈ R2 and
E1 =
[
1 0
0 1
]
, A1 =
[
0 1
−1 0
]
, E2 =
[
0 0
0 1
]
, A2 =
[
1 0
0 −1
]
(2)
Let the switching signal σ : [0,∞)→ {1, 2} be a piecewise-
constant right-continuous function. Consider the function
V (ξ, σ) = (Eσξ)
>Eσξ and note that, when σ remains
constant, the change of the function V is given as follows:
• If σ = 1, then V˙ (ξ, 1) = 0.
• If σ = 2, then V˙ (ξ, 2) = −2ξ22 .
Since (1) for σ = 2 reduces to ξ˙2 = −ξ2, ξ1 = 0 we
have that V˙ (ξ, 2) = −2ξ22 implies exponential stability of
the origin during that mode. On the other hand, when σ
jumps at time ts, the state ξ is mapped to a point in R2
by ξ(t+s ) = Πσ(t+s )ξ(ts), where the subsequent algebraic
restrictions are fulfilled. (These maps are given by the so-
called consistency projectors [4, Definition 3.7].) Using the
definitions of (Eσ, Aσ) above, for changes from σ = 2 to
1 (i.e., σ+ = 1), the consistency projector is given by Π1,
while, for changes from σ = 1 to 2 (i.e., σ+ = 2), the
projector is given by Π2:
Π1 =
[
1 0
0 1
]
, Π2 =
[
0 0
0 1
]
.
Then, the change of the function V (ξ, σ) is as follows:
• If σ = 1, then σ+ = 2 and V (Π2ξ, 2)− V (ξ, 1) = −ξ21
• If σ = 2, then σ+ = 1 and V (Π1ξ, 1)− V (ξ, 2) = 0,
where we used the fact that ξ1 = 0 if σ = 2.
Denoting by V + the value of V after the jump, the change
of V during flows and jumps is given by
V˙ =
{
0
−2ξ22
σ = 1
σ = 2
V + − V =
{ −ξ21
0
σ = 1
σ = 2
Note that V is not strictly decreasing during flows or jumps.
Depending on the law triggering the change of σ, solutions
can either approach the origin or stay away from it for all
time. In fact, if σ eventually remains at 1, then the solution
would remain at a level set of V for all future time.
Due to the nonstrict decrease of V during flows, asymp-
totic stability of the origin of (1) cannot be established using
the tools in [4], [14] for particular classes of switching
signals. The main reason is the lack of a tool to characterize
the omega limit set of bounded and complete solutions to
(1). In this paper, we propose an invariance principle that
provides information about that set for systems of the form
(1) with jumps on ξ and σ generated by a state-based model.
III. PRELIMINARIES
A. Modeling DAE systems
A switched DAE with linear flow is given by
Eσ(t)ξ˙(t) = Aσ(t)ξ(t) + h(t), (3)
where ξ ∈ Rn, σ : [0,∞)→ Σ, Σ is a finite discrete set, and
h is a sufficiently smooth function. To simplify the notation,
we rewrite Equation (3) as1
Eσ ξ˙ = Aσξ + h (4)
Definition 3.1: (DAE regularity [11, Definition 1-2.1])
The collection (Eσ, Aσ) is regular if for each σ ∈ Σ the
matrix pencil sEσ − Aσ ∈ Rm×n (s ∈ C) is regular. The
matrix pencil sEσ − Aσ is called regular if n = m and there
exists a constant s ∈ C such that det(sEσ − Aσ) 6= 0,
or det(sEσ − Aσ) is not the zero polynomial. The matrix
pair (Eσ, Aσ) and the corresponding DAE is called regular
whenever (Eσ, Aσ) is regular.
In order to define a hybrid DAE system, we define
first some concepts regarding the linear subspaces where
solutions of (4) belong.
Definition 3.2: (Consistency space2) Given σ′ ∈ Σ, the
consistency space for (4) is given by
Cσ′ := {ξ0 ∈ Rn|∃ a solution ξ : [0, τ)→ Rn to (4),
ξ(0) = ξ0, τ > 0, σ ≡ σ′}
For linear systems, the consistency space is given by a lin-
ear subspace. The consistency spaces can be computed using
the quasi-Weierstrass form (qWf) and the Wong Sequences,
which are introduced in [15]. The Wong sequences are used
to calculate the consistency and inconsistency spaces, which
are calculated from the basis of the linear subspaces [4],
[16]. For a linear system (4) (with fixed σ), Cσ is given by
a linear subspace of Rn (see, e.g., [4, Remark 2.2]). We can
describe this consistency space as a set in Rn as follows.
Definition 3.3: (Consistency set). Given σ ∈ Σ, the con-
sistency set for system (4) is3 Oσ := {ξ | ξ ∈ span(Cσ)}.
Given that, Cσ is a basis with finitely many column
vectors, the operator span over Cσ leads to a closed set
Oσ .
A very useful transformation is the quasi-Weierstrass form
(qWf) for regular matrix pencils (see [17] and references
therein).
Theorem 3.4: (The quasi-Weierstrass form). Given the
regular DAE Eξ˙ = Aξ + h as in Definition 3.1, there
exist matrices S and T that transform (E,A) into the quasi-
Weierstrass form
(SET, SAT ) =
([
In1 0
0 N
]
,
[
J 0
0 In2
])
for some J ∈ Rn1×n1 and a nilpotent N ∈ Rn2×n2 , where
Nn2 = 0, n1 + n2 = n, ς ∈ N is the smallest number such
that N ς = 0, In1 ∈ Rn1×n1 and In2 ∈ Rn2×n2 are identity
matrices, and the zero matrices have the proper dimensions.
1Solutions to (3) are typically given by (right or left) continuous functions,
see [8].
2Adapted from [4, Definition 2.1].
3The span of a set of vectors S is defined as the set of
all finite linear combinations of elements of S, e.g., span(S) ={∑k
i=1 λivi|k ∈ N, vi ∈ S, λi ∈ R
}
.
Next, the consistency projectors, which are used to
describe the explicit solution formula for switched DAEs
in [18], are defined.
Definition 3.5: (Consistency projector [18, Definition
6.4.1]) For the quasi-Weierstrass transformation in Theo-
rem 3.4, the so-called consistency projector is given by4
Π := T
[
In1 0
0 0n2
]
T−1
B. Modeling hybrid systems as hybrid inclusions
The hybrid system modeling framework employed here
follows the concepts and definitions in [12]. A hybrid system
is given by a hybrid inclusion of the form
H : x ∈ Rm
 x ∈ C x˙ ∈ F (x)
x ∈ D x+ ∈ G (x)
where its data is given by a set C ⊂ Rm, called the flow
set, a set-valued mapping F : Rm ⇒ Rm, called the flow
map, a set D ⊂ Rm, called the jump set, and a set-valued
mapping G : Rm ⇒ Rm, called the jump map. The flow
map F defines the continuous dynamics on the flow set C,
while the jump map G defines the discrete dynamics on the
jump set D. These objects are referred to as the data of
the hybrid system H, which at times is explicitly denoted as
H = (C,F,D,G).
IV. HYBRID DAE SYSTEMS WITH LINEAR FLOW
In this section, we introduce a class of hybrid systems that
models homogeneous DAE systems with jumps in the state
triggered by state conditions. We refer to these systems as
hybrid DAE systems and denote them as HDAE .
The state vector is given by
x = (ξ, σ) ∈ Rn × Σ,
where Σ is a finite discrete set. The hybrid DAE system is
given by
HDAE

[
Eσ 0
0 1
] [
ξ˙
σ˙
]
=
[
fσ(ξ)
0
]
=: F (x) x ∈ C[
ξ+
σ+
]
∈
[
g˜σ(ξ)
ϕσ(ξ)
]
=: G(x) x ∈ D
(5a)
where
fσ(ξ) := Aσξ (5b)
C :=
⋃
σ∈Σ
(Cσ ∩Oσ) (5c)
g˜σ(ξ) := gD(x) ∪ gO(x) (5d)
D :=
⋃
σ∈Σ
(
(Dσ ∩Oσ) ∪ ((Rn × {σ}) \Oσ)
)
(5e)
and
gD(x) :=
{
Πϕσ(ξ)gσ(ξ) if x ∈ Dσ ∩Oσ
∅ otherwise. (5f)
gO(x) :=
{
Πϕσ(ξ)ξ if x ∈ (Rn × {σ})\Oσ
∅ if x ∈ Oσ (5g)
4The matrix 0n2 ∈ Rn2×n2 is the zero matrix.
where Oσ are the consistency sets, and Πσ are the projectors
as in Definition 3.3 and 3.5. The sets Cσ and Dσ are
subsets in Rn that define where the evolution of the system
according to F and G are possible, respectively. At jumps,
the map g˜σ defines the changes of ξ while ϕσ determines
the changes of σ. The set Cσ ∩ Oσ is the collection of
points in Rn+1 where the system is allowed to flow (since
Oσ is the set of points where flow is “consistent”). Also,
the set Dσ ∩ Oσ is where state jumps according to gσ are
allowed. Then, the data of HDAE on the state space Rn×Σ
is given by (Eσ, Cσ, fσ, Dσ, gσ, ϕσ). Note that Oσ and Πσ
are generated using Eσ and fσ .
As pointed out above, solutions to HDAE can exist from
any point in Rn × Σ. At times, it might be desired to not
allow for inconsistent initial conditions. For such situations,
we introduce the following hybrid DAE system:
HˆDAE

[
Eσ 0
0 1
] [
ξ˙
σ˙
]
=
[
fσ(ξ)
0
]
=: F (x) x ∈ C[
ξ+
σ+
]
∈
[
gˆσ(ξ)
ϕσ(ξ)
]
=: Gˆ(x) x ∈ Dˆ
(6)
where, with gD given in (5f),
gˆσ(ξ) := gD(x) (7a)
Dˆ :=
⋃
σ∈Σ
(Dσ ∩Oσ) (7b)
As in the hybrid systems description in [12], we define
solutions to hybrid DAEs using hybrid time domains. There-
fore, during flows, solutions are parametrized by t ∈ R≥0,
while at jumps they are parametrized by j ∈ N. More
precisely:
Definition 4.1: (Hybrid time domain [12, Definition
2.3].) A subset T ⊂ R≥0×N is a compact hybrid time domain
if
T =
I−1⋃
j=0
([tj , tj+1], j)
for some finite sequence of times 0 = t0 ≤ t1 ≤ t2 ... ≤
tI . It is a hybrid time domain if for all (τ, α) ∈ T , T ∩
([0, τ ]× {0, 1, . . . , α}) is a compact hybrid domain.
To define the solution concept for hybrid DAE systems,
first we define a hybrid arc.
Definition 4.2: (Hybrid arc [12, Definition 2.4].) A func-
tion φ : T → Rn+1 is a hybrid arc if T is a hybrid time
domain and if for each j ∈ N, the function t 7→ φ(t, j)
is locally absolutely continuous on the interval Ij := {t :
(t, j) ∈ T }.
A hybrid arc is a solution to a hybrid DAE system if it
satisfies the system dynamics. More precisely:
Definition 4.3: (solution) A hybrid arc φ = (φξ, φσ) is a
solution toHDAE if φ(0, 0) ∈ C¯ ∪D and
(S1) (Flow condition) for all j ∈ N such that Ij := {t :
(t, j) ∈ domφ} has nonempty interior[
φξ(t, j)
φσ(t, j)
]
∈ C for all t ∈ int Ij ,
t 7→
[
φξ(t, j)
φσ(t, j)
]
satisfies for almost all t ∈ Ij
[
Eφσ(t,j) 0
0 1
] [
φ˙ξ(t, j)
φ˙σ(t, j)
]
=
[
fφσ(t,j)(φξ(t, j))
0
]
(S4) (Jump condition) for all (t, j) ∈ domφ such that
(t, j + 1) ∈ domφ, φ(t, j) ∈ D and φ(t, j + 1) ∈
G(φ(t, j)).
A solution φ is maximal if there does not exist another
solution ψ such that domφ is a proper subset of domψ
and φ(t, j) = ψ(t, j) for all (t, j) ∈ domφ. A solution
φ is complete if domφ is unbounded and precompact if it
is complete and bounded. We will employ the range of a
solution φ, which is denoted as rgeφ, i.e., rgeφ = φ(domφ).
Also, we denote the distance from a vector η ∈ Rn+1
to a closed set A ⊂ Rn+1 by |η|A, which is given by
|η|A := infy∈A |η − y|.
It is well known that inconsistent initial conditions in
a switched DAE may induce impulses in the solutions.
For this reason, it is common practice to impose certain
restrictions on the data (Eσ, Aσ) to ensure impulse free
solutions (e.g., [4, Theorem 3.8]). In contrast to the solution
concept of [4] and [8], the solution concept in Definition 4.3
leads to impulse free solutions. This is due to the derivative
of the solutions being computed in the interior of the intervals
Ij’s (without empty interior).
V. AN INVARIANCE PRINCIPLE FOR HYBRID DAE
SYSTEMS
In this section, we present an invariance principle for
hybrid DAE systems. Due to the sequential compactness
property of solutions required for such a result to hold,
the data of the hybrid DAE system will have to satisfy the
following regularity properties.
Assumption 5.1: (Hybrid DAE basic conditions). Given
HDAE = (Eσ, Cσ, fσ, Dσ, gσ, ϕσ) we have that
(B1) For each σ ∈ Σ, Cσ and Dσ are closed sets;
(B2) For each σ ∈ Σ, the related DAE (Eσ, Aσ) is regular
(see Definition 3.1);
(B3) For each σ ∈ Σ, ϕσ is a single valued function, gσ
is outer semicontinuous and locally bounded relative to
Dσ∩Oσ , andDσ∩Oσ ⊂ dom gσ , whereOσ is uniquely
determined by the matrix pair (Eσ, Aσ).
Following [12], we define the following notion of invariance.
Definition 5.2: (Weak Invariance) For the hybrid DAE
systemHDAE , the setM is said to be:
• weakly forward invariant if for each x0 ∈ M, there
exists at least one complete solution φ to HDAE from
x0 with rgeφ ⊂M.
• weakly backward invariant if for each x∗ ∈ M, N > 0,
there exist x0 ∈M and at least one solution φ toHDAE
from x0 such that for some (t∗, j∗) ∈ domφ, t∗ + j∗ ≥
N , we have φ(t∗, j∗) = x∗ and φ(t∗, j∗) ∈ M for all
(t, j)  (t∗, j∗), (t, j) ∈ domφ;
• weakly invariant if it is both weakly forward invariant
and weakly backward invariant.
Given a complete solution to HDAE , we define its omega-
limit set.
Definition 5.3: (ω-limit set) The ω-limit set of a complete
solution φ : domφ → Rn, denoted ω(φ), is the set of all
points x ∈ Rn for which there exists an increasing sequence 5
{(ti, ji)}∞i=1 of points (ti, ji) ∈ domφwith limi→∞ ti+ji =
∞ and limi→∞ φ(ti, ji) = x. Every such point x is an ω-limit
point of φ.
Lemma 5.4: (omega-limit set for HDAE). Suppose that
HDAE satisfies Assumption 5.1. Let φ be a precompact
solution to HDAE . Then, ω(φ) is nonempty, closed, weakly
invariant, and |φ(t, j)|ω(φ) → 0 as t+j →∞, (t, j) ∈ domφ.
Following [13, Theorem 4.7], we consider locally Lips-
chitz functions V . The generalized directional gradient (in
the sense of Clarke) of V at x in the direction v is given by
V ◦(x, v) = maxζ∈∂V (x) 〈ζ, v〉, where, ∂V (x) is a closed,
convex, and nonempty set equal to the convex hull of all
limits of sequences ∇V (xi), where xi is any sequence
converging to x.
Theorem 5.5: (Invariance principle for HDAE).
Consider a HDAE given by (5). Suppose the data
(Eσ, Cσ, fσ, Dσ, gσ, ϕσ) of HDAE satisfies Assumption 5.1.
Let Tσ and Sσ be given by Theorem 3.4. Furthermore,
suppose there exist a function V : Rn+1 → R that is
continuous on Rn+1 and locally Lipschitz on an open
set containing C, and functions uC : Rn+1 → R and
uD : Rn+1 → R such that6
V ◦
(
x,
[
Tσ
[
Inσ1 0
0 0nσ2
]
Sσfσ(ξ)
0
])
≤ uC(x) ∀x ∈ C (8a)
V (η)− V (x) ≤ uD(x) ∀η ∈
[
gˆσ(ξ)
ϕσ(ξ)
]
and ∀x ∈ Dˆ (8b)
Suppose that φ is a precompact solution to HDAE with
initial condition (ξ0, σ0) such that (ξ0, σ0) belongs to Oσ0 ∩
(Cσ0 ∪Dσ0), or if (ξ0, σ0) belongs toRn\Oσ0∩(Cσ0∪Dσ0),
then φ(0, 1) ∈ Oϕσ0 (ξ0) ∩
(
Cϕσ0 (ξ0) ∪Dϕσ0 (ξ0)
)
.
Moreover, suppose that K ⊂ Rn+1 is nonempty and7
rgeφ ⊂ K. If
uC(x) ≤ 0, uD(x) ≤ 0 ∀x ∈ K,
then φ approaches the largest weakly invariant set in
V −1(r) ∩K ∩ (u−1C (0) ∪ (u−1D (0) ∩G (u−1D (0)))) (9)
for some constant r ∈ V (K).
5Given a solution φ, the sequence {(ti, ji)}∞i=1 of points in domφ is
increasing if for i = 1, 2, . . ., ti + ji ≤ ti+1 + ji+1.
6For each σ ∈ Σ, nσ1 and nσ2 are given by n1 and n2 in Theorem 3.4,
and the zero matrices have the proper dimensions.
7The notation h will stand for the closure of h and f−1(r) will stand for
the r−level set of f on dom f , i.e., f−1(r) := {z ∈ dom f |f(z) = r}.
VI. EXAMPLES
To illustrate the use of the invariance principle for hybrid
DAE systems, we first revisit the example in Section II. After
it, we bring an example previously used in the context of
switched DAE systems in [8], [10], [14] but with jumps
triggered by states.
Example 6.1: (Motivational example revisited). Consider
the HDAE system in (5), with the data given by (2) and
gσ(ξ) = ξ, ϕσ = 3 − σ, and Cσ = Dσ = R2 × {σ} for
σ ∈ {1, 2}. Computing the consistency spaces, Sσ , and Tσ ,
using the algorithm in [19], we have
C1 = im
([
1 0
0 1
])
, T1 =
[
1 0
0 1
]
, S1 =
[
1 0
0 1
]
C2 = im
([
0
1
])
, T2 =
[
0 1
1 0
]
, S2 =
[
0 1
1 0
]
The resulting consistency sets are O1 := {x ∈ R2 ×
{1, 2} | σ = 1} and O2 := {x ∈ R2 × {1, 2} | ξ1 =
0, σ = 2}, n11 = 2, and n21 = 1. Also, notice that
(Eσ, Cσ, fσ, Dσ, gσ, ϕσ) fulfills Assumption 5.1. Consider-
ing the same Lyapunov-like function from Section II, K =
R2×{1, 2}, and functions uC : R3 → R and uD : R3 → R
given by
uC(x) := (σ − 1)(−2ξ22) (10a)
uD(x) := (2− σ)(−ξ21) (10b)
we apply Theorem 5.5. Let x ∈ C:
• If x ∈ C1 ∩O1 = {x ∈ R2 × {1, 2}| σ = 1}
V ◦
(
x,
[
T1
[
1 0
0 1
]
S1f1(ξ)
0
])
= 〈 ∂V∂ξ1∂V∂ξ2∂V
∂σ
 ,[ 0 1 0−1 0 0
0 0 0
][
ξ1
ξ2
σ
]〉
= 0 = uC(x)
• If x ∈ C2 ∩O2 = {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 2}
V ◦
(
x,
[
T2
[
1 0
0 0
]
S2f2(ξ)
0
])
= 〈 ∂V∂ξ1∂V∂ξ2∂V
∂σ
 ,[0 0 00 −1 0
0 0 0
][
ξ1
ξ2
σ
]〉
= −2ξ22 = uC(x)
Let x ∈ D:
• If x ∈ D1 ∩O1 = {x ∈ R2 × {1, 2}| σ = 1}
V
([
Π3−σξ
3− σ
])
− V
([
ξ
σ
])
= V
([
Π2ξ
2
])
− V
([
ξ
1
])
= −ξ21 = uD(x)
• If x ∈ D2 ∩O2 = {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 2}
V
([
Π3−σξ
3− σ
])
− V
([
ξ
σ
])
= V
([
Π1ξ
1
])
− V
([
ξ
2
])
= 0 = uD(x)
Notice that (8a) and (8b) hold for uC and uD in (10a)
and (10b) respectively.
Computing the sets involved in (9), we have
u−1D (0) = (D2 ∩O2) ∪ {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 1}
G(u−1D (0)) = {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 1}∪
{x ∈ R2 × {1, 2}| ξ1 = 0, σ = 2}
u−1D (0) ∩G(u−1D (0)) = {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 1}∪
{x ∈ R2 × {1, 2}| ξ1 = 0, σ = 2}
u−1C (0) = (C1 ∩O1) ∪ {x ∈ R2 × {1, 2}| ξ = 0, σ = 2}
Then, combining these sets to compute (9), we get
u−1C (0) ∪
(
u−1D (0) ∩G(u−1D (0))
)
=
C1 ∪ {x ∈ R2 × {1, 2}| ξ1 = 0, σ = 2}
Let r ∈ R. It follows that (9) is given by
M = {x ∈ R2 × {1, 2}| ξ21 + ξ22 = r, σ = 1}∪
{x ∈ R2 × {1, 2}| ξ1 = 0, ξ22 = r, σ = 2}
From Theorem 5.5, every precompact solution to HDAE
converges to the largest weakly invariant set inside M for
some r ∈ V (K). This is a tight result as M is weakly
forward invariant. In fact, there are precompact solutions φ
to HDAE from M that have φσ equal to one, in which case,
φ remains in a level set of V (r = V (φ(0, 0)). There are
also precompact solutions φ that start from initial conditions
ξ1(0, 0) = 0 and ξ2(0, 0)2 = r and stay there jumping.
Example 6.2: ([8, Section 4.3.2, Example 3]). Consider
the HDAE system in Equation (5), with the data given by
E1 =
[
1 0 0
0 1 0
0 0 0
]
, A1 =
[ −1 2pi 0
−2pi −1 0
0 0 1
]
,
E2 =
[
0 1 0
1 0 1
0 0 0
]
, A2 =
[
4pi −1 4pi
−1 −pi −1
1 0 0
]
,
g1(ξ) = g2(ξ) = ξ, ϕ1(ξ) = ϕ2(ξ) = 3− σ
C1 := {x ∈ R3 × {1, 2} | ξ1 ≥ 0, ξ2 ≥ −δξ1, σ = 1}
D1 := {x ∈ R3 × {1, 2} | ξ2 = −δξ1, σ = 1}
C2 := {x ∈ R3 × {1, 2} | ξ3 ≥ 0, σ = 2}
D2 := {x ∈ R3 × {1, 2} | ξ3 = 0, σ = 2}
where δ > 0 and x = (ξ1, ξ2, ξ3, σ). Computing the
consistency spaces, Sσ , Tσ , and the consistency projectors,
using the algorithm in [19], we have
C1 = im
([
1 0
0 1
0 0
])
, T1 =
[
1 0 0
0 1 0
0 0 1
]
, Π1 =
[
1 0 0
0 1 0
0 0 0
]
C2 = im
([
0 0
1 0
0 1
])
, T2 =
[
0 0 1
1 0 0
0 1 −1
]
, Π2 =
[
0 0 0
0 1 0
1 0 1
]
S1 = S2 = I ∈ R3 and n11 = n21 = 2. Thus, the consistency
sets can be expressed as:
O1 := {x ∈ R3 × {1, 2} | ξ3 = 0, σ = 1}
O2 := {x ∈ R3 × {1, 2} | ξ1 = 0, σ = 2}
Consider the Lyapunov-like function
V˜ ((ξ, σ)) :=
ln
√
ξ21 + ξ
2
2 − a arctan
(
ξ2
ξ1
)
+ b σ = 1
ln
√
ξ23 + (dξ2)
2 + a arctan
(
dξ2
ξ3
)
σ = 2
where a = 12pi , b = ln
(
1
2
)
+ 12 , and d =
1
2 . Also, given
r¯ ∈ R, consider the region of interest given by the set
Mr¯ = {x ∈ R3 × {1, 2} | V˜ (x) ≥ r¯} ∩ (C ∪D)
Let V : R4 → R be a locally Lipschitz function that for
points x ∈ Mr¯ is given by V (x) = V˜ (x) − r¯, and for
points x ∈ (C ∪D) \ Mr¯ is V (x) = 0.
Also, consider the function uD : R4 → R, that for points
x ∈ D is given by
uD(x) := (2− σ)
(
ln
(
1
d
√
1+d2δ2
1+δ2
)
+ a(arctan (−dδ) + arctan (−δ))− pi
) (13)
and the function uC : R4 → R, that for points in x ∈ C is
given by
uC(x) := 0 (14)
Notice that (8a) and (8b) holds for uC and uD in (14)
and (13) respectively. It is possible to show that if δ > δ¯
(where δ¯ ≈ 0.498155243606), from Theorem 5.5, every
precompact solution converges to the largest weakly invariant
M , subset of V −1(r) ∩ C ∪ ({0}, {1, 2}). Given that all
level sets of V cross D1 and system’s trajectories stay in
these level sets when flowing, all trajectories cross D1 (This
property is also true for D2). Then, solutions revisit mode 1
periodically; consequently, jumps in (D1 ∩O1)∩Mr¯ occur
periodically. Thus, by (13) implies that for each of those
jumps there is a decrease in V . As a conclusion, every
precompact solution to the system converges to the boundary
of Mr¯ or its interior if δ > δ¯. Also it is possible to show
that when δ = δ¯ all precompact solutions converge to the
level set V −1(r). For δ > δ¯ and 0 < δ < δ¯ the solutions
are shown in Figures 1(a) and 1(b) respectively.
VII. CONCLUSION
In this paper, we consider hybrid DAE systems, which
are dynamical systems with multiple modes of operation
and state jumps. The proposed model borrows the concept
of solution from hybrid systems theory, as well as concepts
from switched DAE systems to include algebraic restrictions
and jumps driven by inconsistent initial conditions. The
properties of the omega limit set of a solution for these
systems was characterized and an invariance principle was
introduced. Examples show that the invariance principle can
be applied to hybrid DAE systems in a similar manner as
the one for continuous systems.
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Fig. 1. System’s solutions for δ = 0.9 > δ¯ in 1(a) and for δ = 0.4 in 1(b).
The initial condition is represented by the red star.
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