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Abstract
General static solutions of effectively 2-dimensional Einstein-Dilaton-Maxwell-
Scalar theories are obtained. Our model action includes a class of 2-d dilaton gravity
theories coupled with a U(1) gauge field and a massless scalar field. Therefore it
also describes the spherically symmetric reduction of d-dimensional Einstein-Scalar-
Maxwell theories. The properties of the analytic solutions are briefly discussed.
1 Introduction
The model action we consider in this paper is given as follows.
I =
∫
d2x
√−ge−2φ[R+γgαβ∂αφ∂βφ+µe2λφ− 1
2
e−2φ(δ−1)gαβ∂αf∂βf+
1
4
eǫφF 2], (1)
where R denotes the 2-d scalar curvature and F , the curvature 2-form for an Abelian
gauge field. φ and f represent a dilaton field and a massless scalar field, respectively.
The parameters γ, µ, λ, ǫ and δ are assumed to be arbitrary real numbers. A specific
choice of these 5 parameters corresponds to a particular gravity theory. Action (1)
is of interest in itself as a 2-d dilaton gravity theory coupled with a U(1) gauge field
and a scalar field, since it contains various couplings of the dilaton field to other
fields [1][2]. In particular, the choice of γ = 4 and λ = 0 reduces the gravity sector
of the action to the theory of Callan, Giddings, Harvey and Strominger (CGHS) [3].
This string-inspired model has provided us with an analytically tractable framework
to study the gravitational physics [2][4]. Additionally, our model represents the
spherically symmetric reduction of large class of d-dimensional Einstein-Maxwell-
Scalar theories [5]. From this point of view, 2-d dilaton field φ is directly related to
the geometric radius of each (d−2)-dimensional sphere in d-dimensional spherically
symmetric geometry. To be specific, we can write the spherically symmetric d-
dimensional metric g
(d)
αβ as the sum of longitudinal part and transversal angular part
ds2 = gαβdx
αdxβ − exp (− 4
d− 2φ)dΩ
2
where dΩ2 is the metric of a sphere Sd−2 with unit radius and we use (+ − · · ·−)
metric signature. The spherically symmetric reduction of d-dimensional Einstein-
Maxwell-Scalar action
I =
∫
ddx
√
g(d)(R− 1
2
g(d)αβ∂αf∂βf +
1
4
F 2) (2)
becomes Eq.(1) with γ = 4(d − 3)/(d − 2), λ = 2/(d − 2), δ = 1, ǫ = 0 and µ, a
constant depending on the area of (d−2)-dimensional sphere after (d−2)-dimensional
angular integration. If d = 4, for example, we have µ = −2. The spherically
symmetric reduction of 4-dimensioanl Einstein-Maxwell-Fermion theories, after the
bosonization of the Callan-Rubakov modes of the fermions, also becomes (1) with
the above values of the parameters, except δ = 0 in this case [6].
Ongoing debates on the quantum evaporation of black holes [4] provide a major
motivation for studying the gravity theories described by the action (1). In this
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regard, it has been suggested that the possible end points of the black hole evap-
oration process are the quantum deformations of the extremal solutions similar to
the extremal Reissner-Nordstro¨m space-time [7]. A class of 2-dimensional dilaton
theories of the type (1), where we have a U(1) gauge field, are useful frameworks
for investigating this possibility [7][8][9]. A key issue along this line of investigation
is the inclusion of the (quantum) gravitational back reactions.
An important step toward the understanding of those gravity theories, therefore,
is to obtain their general classical solutions with exact treatment of the classical
gravitational back reactions caused by the U(1) gauge field and the scalar matter
field. Even when we are interested in static solutions, this task is largely hampered
by the non-linearity of the classical equations of motion. What we then need is a
systematic procedure to solve this set of non-linear coupled equations.1 For some
simpler theories of interest, the situation is more favorable. In case of 4-dimensional
Einstein-Scalar theory, the methods of Buchdahl [12] and Janis et.al. [13] are re-
ported in literature. More recently, Myers and Perry presented an extensive study
of d-dimensional Einstein-Maxwell theory [14].
In Ref.[15], in the absence of U(1) gauge field, we utilized the static remnants of
underlying classical conformal invariance to reduce the set of second-order coupled
ordinary differential equations (ODEs) to the set of first-order ODEs. The ODEs
were summarized as the conservation of the corresponding Noether charges. In the
present work, we generalize that approach by including a U(1) gauge field. From
this point of view, the main novelty of our work is its method of derivation. In what
follows, we construct 4 Noether charges so that the 4 fields, namely, the conformal
factor of the metric in conformal gauge, the dilaton field, the scalar field and the
U(1) gauge field, can be solved from a set of first-order ODEs. This construction
is possible for a general choice of 5 parameter values introduced above. Moreover,
under the restriction of 2 − λ − γ/2 + ǫ/2 = 0 and δ = 1, we can go further
and get the general static solutions in a closed form. It is regrettable that this
restriction is necessary for some technical reasons when we try to obtain the solutions
in a closed form. However, the spherically symmetric reduction of d-dimensional
Einstein-Maxwell-Scalar theory and the CGHS model, two most important cases in
our consideration, satisfy the restriction. Finally, we discuss the properties of our
solutions and some aspects of classical back reactions implied by our solutions.
Recently, Gu¨rses and Sermutlu derived general static spherically symmetric so-
1See [10], [11] and references cited therein for other approaches to this problem
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lutions to d-dimensional Einstein-Dilaton-Maxwell theory (with additional dilaton
coupling to U(1) gauge field that we do not consider in this paper) [11]. By integrat-
ing out the angular dependence from the outset to derive effectively 2-dimensional
action, we circumvent some of the technical complexity of their approach while get-
ting the general static solutions for the theories continuously connecting the 4-d
s-wave Einstein theory to the CGHS model. Our approach also provides a method
that works under the choice of more conventional conformal gauge. Still, it remains
to be seen whether the analysis in our fashion can be used in deriving general static
solutions in the presence of the coupling between the dilaton field and U(1) gauge
field in d-dimensional theories (d > 2), as dictated from the low energy limit of
string theory [16].
2 The Derivation of General Static Solutions
We start by deriving the static equations of motion. Then the existence of symme-
tries is pointed out to explicitly construct the corresponding Noether charges. Under
the aforementioned restriction, we can further integrate the ODEs to get closed form
solutions.
2.1 Static Equations of Motion
The equations of motion are obtained from the action by varying it with respect to
the metric tensor, the dilaton field, the massless scalar field and the gauge fields;
DαDβΩ− gαβD ·DΩ+ γ
8
[
gαβ
(DΩ)2
Ω
− 2DαΩDβΩ
Ω
]
+
µ
2
gαβΩ
1−λ (3)
+
1
8
(gαβF
2 − 4gµνFαµFβν)Ω1−ǫ/2 − 1
4
gαβΩ
δ(Df)2 +
1
2
ΩδDαfDβf = 0,
R+
γ
4
[
(DΩ)2
Ω2
− 2D ·DΩ
Ω
]
+(1−λ)µΩ−λ+1
4
(1− ǫ
2
)Ω−ǫ/2F 2− δ
2
Ωδ−1(Df)2 = 0, (4)
δΩδ−1DΩ ·Df + ΩδD ·Df = 0, (5)
gµαgνβ [(1− ǫ/2)DνΩ(DαAβ −DβAα) + Ω(DνDαAβ −DνDβAα)] = 0, (6)
where Ω = e−2φ and D denotes the covariant derivative. We choose to work in
a conformal gauge as g+− = −e2ρ+γφ/2/2 and g−− = g++ = 0, partly to simplify
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our analysis. Moreover, when it comes to quantum aspects of 2-d dilaton gravity
reported in literature, the conformal gauge choice has been usual[4]. We also require
the negative signature for space-like coordinates and the positive signature for a
time-like coordinate. Under this gauge choice, our original action, modulo total
derivative terms, can be written as
I =
∫
dx+dx−(4Ω∂+∂−ρ+
µ
2
e2ρΩ1−λ−γ/4 + Ωδ∂+f∂−f − e−2ρΩ(γ−2ǫ)/4+1F 2−+) (7)
where F−+ = ∂−A+ − ∂+A−. The φ is included deliberately in the conformal factor
to cancel the kinetic term for the dilaton field up to a total derivative term, thereby
helping the task of finding relevant symmetries.
The equations of motion under the conformal gauge are
∂+∂−Ω +
µ
4
e2ρΩ1−λ−γ/4 +
1
2
e−2ρΩ(γ−2ǫ)/4+1F 2
−+ = 0, (8)
∂+∂−ρ+
µ
8
(1− λ− γ/4) e
2ρ
Ωλ+γ/4
+
δ
4
Ωδ−1∂+f∂−f (9)
−1
4
((γ − 2ǫ)/4 + 1)e−2ρΩ(γ−2ǫ)/4F 2
−+ = 0,
along with the equations for massless scalar field,
δ(∂+Ω∂−f + ∂−Ω∂+f) + 2Ω∂+∂−f = 0 (10)
and for gauge fields,
∂−(e
−2ρΩ(γ−2ǫ)/4+1F−+) = 0, (11)
∂+(e
−2ρΩ(γ−2ǫ)/4+1F−+) = 0. (12)
The equations for the abelian gauge field can be solved to give
F−+ = e
+2ρΩ(−γ+2ǫ)/4−1Q (13)
where Q is a constant. In addition to the equations of motion, we have to impose
gauge constraints resulting from our choice of the conformal gauge. They are given
by
δI
δg±±
= 0, (14)
where I is the original action Eq.(1). From the equations of motion for the metric
tensor Eq.(3), we obtain the gauge constraints
∂2
±
Ω− 2∂±ρ∂±Ω+ 1
2
Ωδ(∂±f)
2 = 0. (15)
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Now we have to find the static solutions in terms of equations of motion Eq.(8)-
(12) with the gauge constraints Eq.(15). The general static solutions can be found
by assuming all functions except the gauge field depend on a single space-like coor-
dinate x = x+x−. Then from Eq.(13), we observe that the variable F−+, originally
defined as ∂−A+ − ∂+A−, automatically becomes dependent only on x and we can
consistently reduce the partial differential equations into the coupled second order
ODEs. The resulting ODEs are
xΩ¨ + Ω˙ +
µ
4
e2ρΩ1−λ−γ/4 +
1
2
e−2ρΩ(γ−2ǫ)/4+1F 2
−+ = 0, (16)
xρ¨+ ρ˙+
µ
8
(1− λ− γ/4) e
2ρ
Ωλ+γ/4
+
δ
4
Ωδ−1xf˙ 2 (17)
−1
4
((γ − 2ǫ)/4 + 1)e−2ρΩ(γ−2ǫ)/4F 2
−+ = 0,
Ωxf¨ + Ωf˙ + δΩ˙xf˙ = 0, (18)
and
d
dx
(
e−2ρΩ(γ−2ǫ)/4+1F−+
)
= 0, (19)
where the dot represents taking a derivative with respect to x. The gauge constraints
become
Ω¨− 2ρ˙Ω˙ + 1
2
Ωδf˙ 2 = 0. (20)
The general solutions of the above ODEs are the same as the general static solutions
of the original action under a particular choice of the conformal coordinates. The
above ODE’s except the gauge constraint can also be derived from an action
I =
∫
dx[xΩ˙ρ˙− µ
8
e2ρΩ1−λ−γ/4 − 1
4
Ωδxf˙ 2 +
1
4
e−2ρΩ(γ−2ǫ)/4+1A˙2 (21)
−1
2
Ω3−λ−ǫ/2x(A˙− F−+)2]
by varying this action with respect to Ω, ρ, f , A and F−+. The field A is introduced
to get the ODE for F−+, Eq.(19). In fact, for ρ and Ω, we get the equations with
F−+ replaced by A˙ and additional terms containing (A˙−F−+)2. From the equation
of motion for F−+
Ω3−λ−ǫ/2x(−A˙ + F−+) = 0, (22)
we find A˙ = F−+ to eventually get the same equations for ρ and Ω as before. The
ODE for F−+, Eq.(19), can be derived by the equation of motion for A.
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2.2 Symmetries, Noether Charges and Explicit Solutions
We observe that the action Eq.(21) has four continuous symmetries
(a) f → f + α,
(b) A→ A+ α,
(c) x→ xeα, ρ→ ρ− 1
2
α, F−+ → F−+e−α,
(d) x→ x1+α, ρ→ ρ− 1
2
(2− λ− γ
4
) ln (α + 1)− α
2
ln x, Ω→ Ω(1 + α),
f → f(1 + α)(1−δ)/2, A→ A(1 + α)(ǫ+2λ−4)/4, F−+ → F−+x−α(1 + α)(2λ+ǫ−8)/4.
Here α represents an arbitrary real parameter of each transformation. The symme-
tries (a) and (b) are clear since field f and A appear only through their derivative.
The symmetry (c) is clearly a static remnant of the underlying classical conformal
invariance. The only non-trivial symmetry of our problem is (d). This transforma-
tion, that changes the action by a total derivative, is in fact a conformal coordinate
transformation from x± to tortoise coordinates log x± followed by some overall scale
transformation of relevant fields. The Noether charges for these symmetries are
straightforwardly constructed as
f0 = xΩ
δ f˙
Q = e−2ρΩ(γ−2ǫ)/4+1A˙− 2Ω3−λ−ǫ/2x(A˙− F−+)
c0 =
1
2
xΩ˙ + x2ρ˙Ω˙− 1
4
Ωδx2f˙ 2 +
µ
8
xe2ρΩ1−λ−γ/4 +
1
4
e−2ρΩ(γ−2ǫ)/4+1xA˙2
−1
2
Ω3−λ−ǫ/2x2(A˙2 − F 2
−+)
s = −c0 ln x− 1
2
xΩ˙(2− λ− γ
4
) + xρ˙Ω+
δ − 1
4
Ωδxf˙f
+
ǫ+ 2λ− 4
8
e−2ρΩ(γ−2ǫ)/4+1A˙A +
1
2
Ω− 1
4
(ǫ+ 2λ− 4)Ω3−λ−ǫ/2xA(A˙− F−+),
respectively. The imposition of the gauge constraint Eq.(20) yields c0 = 0. Further-
more, imposing Eq.(22), we simplify the Noether charges as
f0 = xΩ
δ f˙ (23)
Q = e−2ρΩ(γ−2ǫ)/4+1A˙ (24)
0 = x2ρ˙Ω˙ +
1
2
xΩ˙− 1
4
Ωδx2f˙ 2 +
µ
8
xe2ρΩ1−λ−γ/4 +
1
4
e−2ρΩ(γ−2ǫ)/4+1xA˙2 (25)
s = −1
2
xΩ˙(2− λ− γ
4
) + xρ˙Ω +
δ − 1
4
Ωδxf˙f
7
+
ǫ+ 2λ− 4
8
e−2ρΩ(γ−2ǫ)/4+1A˙A+
1
2
Ω (26)
We can rewrite the equations of motion Eq.(16)-(19) in a form that represents the
conservation of these Noether charges f0, Q, c0 and s (c0 = 0 by the gauge con-
straint). When we integrate Eqs.(23)-(26) further to get closed form solutions, we
get four additional constants of integration. Among these 7 parameters, the mean-
ing of f0 and Q, the scalar charge and the U(1) charge, respectively, are clear from
the asymptotic behavior of the scalar field and the U(1) gauge field. Not all of the
remaining 5 parameters are physically important. We note that adding constant
terms to f and A is trivial. See, for example, Eq.(22). Additionally, as we will
explain later, two parameters actually represent the degree of freedom in the choice
of coordinate systems, namely, the reference time choice and the scale choice. These
considerations show that the general static solutions are parameterized by three
parameters (including Q and f0), modulo coordinate transformations.
We can explicitly demonstrate the structure of the solution space by assuming
δ = 1 and 2 − λ − γ/2 + ǫ/2 = 0. Moreover, in our further consideration, we only
consider the case when Q > 0.2 By this assumption, we exclude the case when
A field becomes degenerate, being a strict constant. By letting ρ = ρ¯ + (2 − λ −
γ/4)(lnΩ)/2− (ln x)/2, we get
(s− ǫ+ 2λ− 4
8
QA)A˙ = Qe2ρ¯Ω2−λ−γ/2+ǫ/2 ˙¯ρ (27)
from Eq.(24) and Eq.(26). Here we see the role of the assumption 2−λ−γ/2+ǫ/2 =
0. For example, in the spherically symmetric reduction of d-dimensional Einstein
gravity, we have ǫ+ 2λ− 4 = −4(d− 3)/(d− 2) and 2− λ− γ/2 + ǫ/2 = 0. Under
this condition, the above equation can be integrated directly to yield
2sA+
1
2
(1 + q)QA2 + c = Qe2ρ¯ (28)
where q+1 = −(ǫ+2λ−4)/4 and c is the constant of integration. From Eq.(23),(24)
and (28), we can determine f via,
f˙ =
f0
2sA+ (1 + q)QA2/2 + c
A˙ (29)
2 If the U(1) charge vanishes, the whole situation becomes identical to that of Ref.[15], where
we already have a complete analysis. The results for Q < 0 can be trivially obtained from our
results for Q > 0.
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which, upon integration, becomes
f =
f0√
4s2 − 2(1 + q)Qc
ln
∣∣∣∣∣A− A−A+ A+
∣∣∣∣∣+ f1 (30)
where A± = (
√
4s2 − 2(1 + q)Qc±2s)/[(1+q)Q] and f1 is the constant of integration.
The constant of integration f1 represents the trivial constant term we can add to
the scalar field f . Using Eq.(23),(24) and (28), we can rewrite Eq.(25) as
0 = 4(1 + q)
(
dφ
dA
)2
− 2P
′(A)
P (A)
dφ
dA
− f
2
0
2P 2(A)
+
2Q + µe−4(1+q)φ/Q
4P (A)
(31)
where P (A) = (1+ q)QA2/2+2sA+ c. The prime indicates the differentiation with
respect to A. By differentiating the above equation with respect to A, we have
0 =
[
P ′
P
− 4(1 + q) dφ
dA
]  d2φ
dA2
+ 2(1 + q)
(
dφ
dA
)2
− f
2
0
4P 2

 . (32)
We see that two cases are possible. When the first factor of the above equation is
zero, we get,
|P (A)| = kΩ−2(1+q) (33)
where k is the constant of integration which is greater than zero. We must verify
whether the above result is the true solution of Eq.(31). By substituting the above
result into Eq.(31) we get
0 = D2 − (1 + q)µ
Q
P
|P |k. (34)
where D2 = 4s2−2(1+q)Qc+2(1+q)f 20 . So we must fix the constant of integration
as
k =
D2Q
µ(1 + q)
|P |
P
> 0 (35)
We have found one solution
Ω2(1+q) =
D2Q
µ(1 + q)
1
P
. (36)
In the second case where the second factor is zero, we can find the solutions using
the result derived in Appendix. For D2 = 4s2−2(1+ q)Qc+2(1+ q)f 20 6= 0 we have
φ =
1
4(1 + q)
[
ln |P |+ 2 ln
∣∣∣c1eDI − 2(1 + q)∣∣∣−DI]+ c2 (37)
9
where c1 and c2 are constants of integration and I(A) =
∫
P (A)−1dA. Since the
original equation Eq.(31) is the first order equations we must fix one of the constants
in Eq.(37). By plugging the above equation into Eq.(31) we get
e−4(1+q)c2 =
8D2Qc1
−µ
|P |
P
> 0, (38)
and thus,
Ω2(1+q) =
8D2Qc1
−µ
eDI
P (c1eDI − 2(1 + q))2
. (39)
For D2 = 0 we have
φ =
1
4(1 + q)
ln
∣∣∣P (I + c1)2∣∣∣+ c2 (40)
By substituting the above equation into Eq.(31) we get
e−4(1+q)c2 = − 4Q
µ(1 + q)
|P |
P
> 0 (41)
and
Ω2(1+q) = − 4Q
µ(1 + q)
1
P (I + c1)2
. (42)
Since Q does not vanish, we can find A as a function of x by plugging Eq.(28) into
Eq.(24)
ln |x/x0| =
∫
Ω(A)
P (A)
dA (43)
where x0 is the constant of integration. Thus, x0 simply represents the choice of the
reference time. The following is a summary table for solutions.
D 6= 0 D = 0
solutions D
2Q
µ(1+q)
1
P
−4Q
µ(1+q)
1
P (I+c1)2
Ω2(1+q) 8D
2Qc1
−µ
eDI
P (c1eDI−2(1+q))2
Table for Solutions
D2 = 4s2 − 2(1 + q)Qc+ 2(1 + q)f 20
P (A) = (1 + q)QA2/2 + 2sA+ c
I(A) =
∫
P (A)−1dA
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2.3 Properties of Static Solutions
The general solution space consists of some discrete number of 7 dimensional spaces.
Among these parameters, the meaning of f0 and Q are clear since they are the scalar
charge and the U(1) charge. Additionally, x0 simply denotes the degree of freedom
in choosing a reference time and f1 is a trivial addition of a constant term to the
scalar field. This leaves us with three parameter space (c, c1, s). To get the physical
degrees of freedom, we further notice that the transformation A→ A + k does not
produce any physically distinguishable changes in the solutions. The orbit of this
transformation (s → s + (1 + q)Qk/2 and c → c − 2sk − (1 + q)Qk2/2 as can be
seen from Eq.(28)) should be modded out from the remaining three dimensional
space. Similarly, the scale transformation (corresponding to an arbitrary choice
of scale and related to the symmetry (c) in section 2.2) should also be modded
out. Thus, the physical solution space is parameterized by (f0, Q) and a parameter
that parameterizes the coset of (c,c1,s) modulo two transformations above. This
additional parameter corresponds to the physical mass of a generic black hole.
Given our general solutions, it is physically very interesting to see what hap-
pens when a generic charged black hole tries to carry a scalar hair. The Reissner-
Nordstro¨m type solutions are found in Eq.(39). The range of A is determined to be
A > A− or A < −A+, because P (A), which is equal to (1+q)Q(A+A+)(A−A−)/2,
should be greater than zero as can be seen in Eq.(28). Since we have µ < 0 for most
cases of physical interests, we have c1 > 0 from Eq.(39). When the scalar charge f0
vanishes, Eq.(39) becomes
Ω2(1+q) =
2D2(k2 − 1)
−µ(1 + q)2
[
A+
2s
(1 + q)Q
− Dk
(1 + q)Q
]−2
(44)
where k = [c1+2(1+q)]/[c1−2(1+q)], which satisfies |k| > 1. Since Ω is proportional
to some power of the geometric radius of transversal sphere, we require it to vary
from 0 to infinity. This gives us further restriction on the range of A as A− < A <
(−2s +Dk)/[(1 + q)Q] if we assume D > 0 and k > 1. The metric becomes
g+− = − P (A)
2QxΩǫ/2
(45)
where
P (A) =
D2(k2 − 1)
2(1 + q)Q
[
1− 2
Ω1+q
k√
k2 − 1Q(−µ/2)
−1/2 +
Q2(−µ/2)
Ω2(1+q)
]
. (46)
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Note that P (A−) = 0, which shows A− is the outer horizon. It is straightforward to
verify that, for 4-dimensional spherically symmetric case, our metric becomes that
of the Reissner-Nordstro¨m.
If f0 dose not vanish, the range of A is determined by Eq.(39) where
eDI =
∣∣∣∣∣A− A−A+ A+
∣∣∣∣∣
D/
√
4s2−2(1+q)Qc
. (47)
Here we take the same assumption as f0 = 0 case. Since the exponent of Eq.(47) is
greater than 1, we have
lim
A→A+
−
Ω = 0,
which was a finite value in the Reissner-Nordstro¨m case (f0 = 0 case) representing
the radius of the outer horizon. The range of A is A− < A < A∞ where
A∞ =
1
(1 + q)Q


√
4s2 − 2(1 + q)Qc
1 +
(
k−1
k+1
)√4s2−2(1+q)Qc/D
1−
(
k−1
k+1
)√4s2−2(1+q)Qc/D − 2s

 (48)
and
lim
A→A−
∞
Ω =∞.
The value A∞, that corresponds to the spatial infinity, becomes the corresponding
value of the Reissner-Nordstro¨m type solutions if we set f0 = 0. Now let us see what
happened to the outer horizon. From Eq.(39), Eq.(24) and Eq.(28), we get
2(1 + q)
dΩ
dy
= (1 + q)Q
[
D − 2s
(1 + q)Q
−A
]
+
2Dc1e
DI
2(1 + q)− c1eDI (49)
where y = ln x, an asymptotically flat coordinate near the spatial infinity. Since
eDI , Eq.(47), is a monotonically increasing function of A in A− < A < A∞, we have
lim
A→A+
−
dΩ
dy
=
{
0, f0 = 0
positive value, f0 6= 0 (50)
lim
A→A−
∞
dΩ
dy
=∞. (51)
The result for A→ A+
−
when f0 = 0 is as expected since it just shows A− corresponds
to the outer (apparent) horizon. When f0 6= 0, however, the apparent horizon
12
does not exist between A− and A∞, the physical range of A. In fact, this is non-
trivial to verify, for if we define F (A) as the right hand side of Eq.(49), we have
(dF/dA)|A=A− < 0. Thus, it may seem possible to have 2(1 + q)dΩdy = F (A) = 0
between A− and A∞. To investigate this possibility, we calculate the minimum value
of F (A). At the minimum point A = A0, we have
4D(1 + q)
2(1 + q)− c1eDI
∣∣∣∣∣
A=A0
= D +
√
D2 + 2(1 + q)QP (A0), (52)
which follows from the condition (dF/dA)|A=A0 = 0. The corresponding minimum
value of F (A) is given by
2(1 + q)
dΩ
dy
∣∣∣∣∣
A=A0
=
√
2(1 + q)f 20 + [2s+ (1 + q)QA0]
2 − 2s− (1 + q)QA0 (53)
which is greater than zero if f0 6= 0. Therefore, we have dΩ/dy > 0 in the specified
physical range of A, which in turn implies there is no apparent horizon in the
same range of A. Note that at A = A−, where Ω = 0, the scalar field, Eq.(30),
diverges logarithmically. This shows that the would-be horizon is shielded by a
naked singularity produced by the diverging scalar field (if f0 6= 0), just like the case
of electrically neutral black holes [15]. This consideration holds in all (not just 4-d
Reissner-Nordstro¨m) model theories we consider and, thus, illustrates “no-scalar-
hair property” [17].
It is clear that our solutions are defined on a local coordinate patch. In the
process of getting general static solutions, we found many solutions (branches) that
show markedly different behavior from the space-time geometry with asymptotically
flat Minkowskian geometry. It will be an interesting exercise to glue them together
to construct non-trivial and physically interesting global space-time structures.
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In this section we will find the general solutions of the following second order
nonlinear ordinary equations
d2y
dx2
− h
(
dy
dx
)2
=
g
(ax2 + bx+ c)2
(54)
where a,b,c and g are constants, and h is a nonzero constant. Let z(x) = y′ ≡ dy/dx
and P (x) = ax2 + bx + c. Since P (x) is a second order polynomial, we can guess
one simple solution of z(x) as z0(x) = (c1x + c2)/P (x). In fact, if we let z0(x) =
−(P ′ +D)/(2hP ), we find
z′0 − hz20 =
b2 − 4ac−D2
4h
1
P 2(x)
. (55)
The equality D2 = b2− 4ac− 4hg confirms that z0(x) is a possible solution. To find
the general solutions, let z(x) = z0(x) + v(x). Then we get the equation for v(x)
v′ − hv2 − 2hz0(x)v = 0. (56)
By letting u(x) = P (x)v(x), we get
u′
hu2 −Du =
1
P (x)
, (57)
which can be integrated easily.
D 6= 0 case
In this case, we get
z(x) = − 1
2h

P
′(x)
P (x)
−
D
[
h∓ c1eDI(x)
]
P (x) [h± c1eDI(x)]

 (58)
for z(x) where I(x) =
∫
P (x)−1dx and c1 is a non-negative constant. After the
integration over x, we finally get
y(x) = − 1
2h
[
ln |P (x)|+ 2 ln
∣∣∣h± c1eDI(x)∣∣∣−DI(x)]+ c2. (59)
where c2 is a constant of integration. The minus sign in front of c1 can be absorbed
into c1 so that c1 can be made less than zero.
14
D = 0 case
In this case, we simply get
y(x) = − 1
2h
ln
∣∣∣P (x) [I(x) + c1]2∣∣∣+ c2 (60)
where c1and c2 are constants. Using an elementary method, I(x) is calculated to be
I(x) =
∫
dx
ax2 + bx+ c
=
1√
b2 − 4ac ln
∣∣∣∣∣
√
b2 − 4ac− b− 2ax√
b2 − 4ac+ b+ 2ax
∣∣∣∣∣ (61)
for b2 − 4ac > 0.
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