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Abstract
The assumption of separability is a simplifying and very popular assumption in
the analysis of spatio-temporal or hypersurface data structures. It is often made in
situations where the covariance structure cannot be easily estimated, for example
because of a small sample size or because of computational storage problems. In
this paper we propose a new and very simple test to validate this assumption. Our
approach is based on a measure of separability which is zero in the case of sep-
arability and positive otherwise. We derive the asymptotic distribution of a cor-
responding estimate under the null hypothesis and the alternative and develop
an asymptotic and a bootstrap test, which are very easy to implement. In par-
ticular, our approach does neither require projections on subspaces generated by
the eigenfunctions of the covariance operator nor distributional assumptions as re-
cently used by ? ] and ? ] to construct tests for separability. We investigate the finite
sample performancebymeans of a simulation study and also provide a comparison
with the currently available methodology. Finally, the new procedure is illustrated
analyzing a data example.
1 Introduction
Data, which is functional and multidimensional is usually called surface data and arises
in areas such as medical imaging [see ? ? ]], spectrograms derived from audio signals
or geolocalized data [see ? ? ]]. In many of these ultra high-dimensional problems a
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completely non-parametric estimation of the covariance operator is not possible as the
number of available observations is small compared to the dimension. A common ap-
proach to obtain reasonable estimates in this context are structural assumptions on the
covariance of the underlying process, and in recent years the assumption of separability
has become very popular, for example in the analysis of geostatistical space-time mod-
els [see ? ? ], among others]. Roughly speaking, this assumption allows to write the
covariance
c(s, t , s ′, t ′)= E[X (s, t )X (s ′, t ′)]
of a (real valued) space-time process {X (s, t )}(s,t)∈S×T as a product of the space and time
covariance function, that is
c(s, t , s ′, t ′)= c1(s, s ′)c2(t , t ′). (1.1)
It was pointed out by many authors that the assumption of separability yields a sub-
stantial simplification of the estimation problem and thus reduces computational costs
in the estimation of the covariance in high dimensional problems [see for example ? ?
]]. Despite of its importance, there exist only a few tools to validate the assumption of
separability for surface data.
Many authors developed tests for spatio-temporal data. For example, ? ] proposed a
test based on the spectral representation, and ? ? ? ] investigated likelihood ratio tests
under the assumption of a normal distribution. Recently, ? ] derived the joint distri-
bution of the three statistics appearing in the likelihood ratio test and used this result
to derive the asymptotic distribution of the (log) likelihood ratio. These authors also
proposed alternative tests which are based on distances between an estimator of the co-
variance under the assumption of separability and an estimator which does not use this
assumption.
? ] considered the problem of testing for separability in the context of hypersurface
data. These authors pointed out that many available methods require the estimation of
the full multidimensional covariance structure, which can become infeasible for high
dimensional data. In order to address this issue they developed a bootstrap test for ap-
plications, where replicates from the underlying random process are available. To avoid
estimation and storage of the full covariance finite-dimensional projections of the dif-
ference between the covariance operator and a nonparametric separable approximation
(using the partial trace operator) were proposed. In particular they suggested to project
onto subspaces generated by the eigenfunctions of the covariance operator estimated
under the assumption of separability. However, as pointed in the same references the
choice of the number of eigenfunctions onto which one should project is not trivial and
the test might be sensitive with respect to this choice. Moreover, the computational
costs increase substantially with the number of eigenfunctions.
In this paper we present an alternative and simple test for the hypothesis of sepa-
rability in hypersurface data. We consider a similar setup as in ? ] and proceed in two
steps. Roughly speaking we derive an explicit expression for the minimal distance be-
tween the covariance operator and its approximation by a separable covariance oper-
ator. It turns out that this minimum vanishes if and only if the covariance operator is
separable. Secondly, we directly estimate the minimal distance (and not the covariance
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operator itself) from the available data. As a consequence the calculation of the test
statistic does neither use an estimate of the full non-separable covariance operator nor
requires the specification of subspaces used for a projection.
In Section 2 we review some basic terminology and discuss the problem of finding a
best approximation of the covariance operator by a separable covariance operator. The
corresponding minimum distance could also be interpreted as a measure of deviation
from separability (it is zero in the case of separability and positive otherwise). In Section
3 we propose an estimator of the minimum distance, prove its consistency and derive
its asymptotic distribution under the null hypothesis and alternative. These results are
also used to develop an asymptotic and a bootstrap test for the hypothesis of separa-
bility, which are - in contrast to the currently available methods - consistent against all
alternatives. Moreover, statistical guarantees can be derived under more general and
easier to verify moment assumptions than in ? ]. Section 4 is devoted to an investigation
of the finite sample properties of the new tests and a comparison with two alternative
tests for this problem, which have recently been proposed by ? ] and ? ]. In partic-
ular we demonstrate that - despite of their simplicity - the new procedures have very
competitive properties compared to the currently available methodology. Finally, some
technical details are deferred to the Appendix A.
2 Hilbert spaces and a measure of separability
We begin introducing some basic facts about Hilbert spaces, Hilbert-Schmidt operators
and tensor products. For more details we refer to the monographs of ? ], ? ] or ? ]. Let
H be a real separable Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. The space of
bounded linear operators on H is denoted by S∞(H) with operator norm
T∞ := sup
‖ f ‖≤1
‖T f ‖.
A bounded linear operator T is said to be compact if it can be written as
T =
∑
j≥1
s j (T )〈e j , ·〉 f j ,
where {e j : j ≥ 1} and { f j : j ≥ 1} are orthonormal sets of H , {s j (T ) : j ≥ 1} are the sin-
gular values of T and the series converges in the operator norm. We say that a compact
operator T belongs to the Schatten class of order p ≥ 1 and write T ∈ Sp (H) if
Tp =
( ∑
j≥1
s j (T )
p
)1/p
<∞.
The Schatten class of order p ≥ 1 is a Banach spacewith norm.p andwith the property
that Sp (H)⊂ Sq (H) for p < q . In particular we are interested in Schatten classes of order
p = 1 and 2. A compact operator T is called Hilbert-Schmidt operator if T ∈ S2(H) and
trace class if T ∈ S1(H). The space of Hilbert-Schmidt operators S2(H) is also a Hilbert
space with the Hilbert-Schmidt inner product given by
〈A,B〉 =
∑
j≥1
〈Ae j ,Be j 〉
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for each A,B ∈ S2(H), where {e j : j ≥ 1} is an orthonormal basis (the inner product does
not depend on the choice of the basis).
Let H1 and H2 be two real separable Hilbert spaces. For u ∈H1 and v ∈H2, we define
the bilinear form u⊗v :H1×H2→R by
[u⊗v ](x, y) := 〈u,x〉〈v, y〉, (x, y) ∈H1×H2.
LetP be the set of all finite linear combinations of such bilinear forms. An inner product
on P can be defined as 〈u ⊗ v,w ⊗ z〉 = 〈u,w〉〈v,z〉, for u,w ∈ H1 and v,z ∈ H2. The
completion of P under the aforementioned inner product is called the tensor product
of H1 and H2 and denoted as H1⊗H2.
ForC1 ∈ S∞(H1) andC2 ∈ S∞(H2), the tensor productC1⊗˜C2 is defined as the unique
linear operator on H :=H1⊗H2 satisfying
(C1⊗˜C2)(u⊗v)=C1u⊗C2v, u ∈H1,v ∈H2.
In fact C1⊗˜C2 ∈ S∞(H) with C1⊗˜C2∞ = C1∞C2∞. Moreover, if C1 ∈ Sp(H1) and
C2 ∈ Sp(H2), for p ≥ 1, then C1⊗˜C2 ∈ Sp (H) with C1⊗˜C2p = C1pC2p . For more
details we refer to Chapter 8 of ? ]. In the sequel we denote the Hilbert-Schmidt inner
product on S2(H) with H =H1⊗H2 as 〈·, ·〉HS and that of S2(H1) and S2(H2) as 〈·, ·〉S2(H1)
and 〈·, ·〉S2(H2) respectively.
2.1 Measuring separability
We consider random elements X in the Hilbert space H with E‖X ‖4 <∞ [see Chapter 7
in ? ] for more details on Hilbert space valued random variables]. Then the covariance
operator of X is defined asC := E [(X −EX )⊗o (X −EX )], where for f ,g ∈H the operator
f ⊗o g :H →H is defined by
( f ⊗o g )h = 〈h,g 〉 f for all h ∈H .
Under the assumption E‖X ‖4 <∞, we haveC ∈ S2(H). We also assume C2 6= 0, which
essentiallymeans the randomvariable X is non-degenerate. To test separabilitywe con-
sider the hypothesis
H0 :C =C1⊗˜C2 for someC1 ∈ S2(H1) andC2 ∈ S2(H2). (2.1)
Our approach is based on an approximation of the operator C by a separable operator
C1⊗˜C2 with respect to the norm ·2. Ideally, we are looking for
D := inf
{
C −C1⊗˜C222
∣∣∣C1 ∈ S2(H1),C2 ∈ S2(H2)} , (2.2)
such that the hypothesis of separability in (2.1) can be rewritten in terms of the distance
D, that is
H0 :D = 0 versus H1 :D > 0 . (2.3)
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It turns out that it is difficult to express D explicitly in terms of the covariance operator
C . For this reason we proceed in a slightly different way in two steps. First we fix an
operatorC∗1 ∈ S2(H1) and determine
DC∗1 := inf
{
C −C∗1 ⊗˜C222
∣∣∣C2 ∈ S2(H2)} , (2.4)
that is we are minimizing C −C∗1 ⊗˜C222 with respect to second factor C2 of the tensor
product. In particular we will show that the infimum is in fact aminimumand derive an
explicit expression for DC∗1 and its minimizer. Instead of working with the distanceD in
(2.2) we suggest to estimate an appropriate distance from the family
{DC∗1 |C
∗
1 ∈ S1(H1)}.
For this purpose note that for a given covariance operatorC ∈ S2(H) andC∗1 ∈ S2(H1) the
corresponding distanceDC∗1 is in general positive. However, we also show in the follow-
ing that C is separable, i.e. C = C1⊗˜C2, if and only if the corresponding minimum DC1
vanishes. Thus, if we are able to estimateDC1 (for the unknown operatorC1), we can test
the hypothesis (2.3), by constructing a test for the hypotheses H0 :DC1 = 0 versus H1 :
DC1 > 0. We explain below that this is in fact possible.
For this purpose we have to introduce some additional notation and have to prove sev-
eral auxiliary results. The main statement is given in Theorem 2.1 (whose formula-
tion also requires the new notation). First, consider the bounded linear operator T1 :
S2(H)×S2(H1) 7→ S2(H2) defined by
T1(A⊗˜B ,C1)= 〈A,C1〉S2(H1)B (2.5)
for all C1 ∈ S2(H1). Similarly, let T2 : S2(H)× S2(H2) → S2(H1) be the bounded linear
operator defined by
T2(A⊗˜B ,C2)= 〈B ,C2〉S2(H2)A (2.6)
for all C2 ∈ S2(H2). The proof of the following two auxiliary results can be found in Sec-
tion A.2 and A.3 of the Appendix.
Proposition 2.1. The operators T1 andT2 arewell-defined, bi-linear and continuouswith
〈B ,T1(C ,C1)〉S2(H2) = 〈C ,C1⊗˜B〉HS , (2.7)
〈A,T2(C ,C2)〉S2(H1) = 〈C ,A⊗˜C2〉HS . (2.8)
for all A,C1 ∈ S2(H1), B ,C2 ∈ S2(H2) and C ∈ S2(H).
While the previous result clarifies the existence of the operators T1 and T2, the next
proposition provides a property of the operator T1, which is essential for the proof of the
main result of this section.
Proposition 2.2. For any C ∈ S2(H) and C1 ∈ S2(H1), we have
〈C ,C1⊗˜T1(C ,C1)〉HS =T1(C ,C1)22.
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Theorem 2.1. For each C ∈ S2(H) and any fixed C∗1 ∈ S2(H1) the distance
DC∗1 (C2)=C −C
∗
1 ⊗˜C22 (2.9)
is minimized at
C˜2 =
T1(C ,C
∗
1 )
C∗1 22
. (2.10)
Moreover, the minimum distance in (2.9) is given by
DC∗1 =C
2
2−
T1(C ,C∗1 )22
C∗1 22
. (2.11)
In particular DC∗1 is zero if and only if C =C
∗
1 ⊗˜C2 for some C2 ∈ S2(H2).
Proof. We write
DC∗1 (C2)=C −C
∗
1 ⊗˜C222 =C −C∗1 ⊗˜C˜222+C∗1 ⊗˜C˜2−C∗1 ⊗˜C222
+2〈C −C∗1 ⊗˜C˜2,C∗1 ⊗˜C˜2−C∗1 ⊗˜C2〉HS .
For the last termwe obtain from (2.10)
〈C −C∗1 ⊗˜C˜2,C∗1 ⊗˜C˜2−C∗1 ⊗˜C2〉HS =〈C ,C∗1 ⊗˜C˜2〉HS −C∗1 ⊗˜C˜222
−〈C ,C∗1 ⊗˜C2〉HS +〈C∗1 ⊗˜C˜2,C∗1 ⊗˜C2〉HS
= 1C∗1 22
〈C ,C∗1 ⊗˜T1(C ,C∗1 )〉HS −
T1(C ,C∗1 )22
C∗1 22
−〈C ,C∗1 ⊗˜C2〉HS +〈C2,T1(C ,C∗1 )〉HS ,
which is zero by (2.7) and Proposition 2.2. Therefore we have for allC2 ∈ S2(H2)
C −C∗1 ⊗˜C222 ≥C −C∗1 ⊗˜C˜222
which proves the first assertion of Theorem 2.1.
For a proof of the representation (2.11)we substitute the operatorC˜2 defined in (2.10)
forC2 in the expression ofDC∗1 (C2) and obtain
DC∗1 =DC∗1 (C˜2)=C −C
∗
1 ⊗˜C˜222 = 〈C −C∗1 ⊗˜C˜2,C −C∗1 ⊗˜C˜2〉HS
=C22+C∗1 ⊗˜C˜222−2〈C ,C∗1 ⊗˜C˜2〉HS
=C22+
T1(C ,C∗1 )22
C∗1 22
− 2C∗1 22
〈C ,C∗1 ⊗˜T1(C ,C∗1 )〉HS .
Then the second assertion follows from Proposition 2.2.
For the last part, now assume thatC =C∗1 ⊗˜C2 for someC2 ∈ S(H2), then (2.5) implies
T1(C ,C∗1 )22 = (〈C∗1 ,C∗1 〉S2(H1))2C222 =C∗1 42C222
and observing the representation (2.11) we obtain DC∗1 = 0. Conversely, if DC∗1 = 0, we
have C −C∗1 ⊗˜C˜22 = 0 where C˜2 = T1(C ,C∗1 )/C122. ConsequentlyC =C∗1 ⊗˜C˜2.
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Remark 2.1. By Theorem 2.1 we can construct a test for the hypothesis
H0 :DC∗1 = 0
for any givenC∗1 ∈ S2(H1) by estimating the quantity in (2.11). If the covariance operator
C is not separable it follows that DC∗1 > 0 for all C
∗
1 ∈ S2(H1). If C is in fact separable
(i.e., the null hypothesis is true) such thatC =C1⊗˜C2 for someC1 and C2 we haveDC1 =
DC1(C2)= 0. Interestingly we can obtainC1 fromC up to a multiplicative constant using
the operator T2 defined in (2.6). More precisely, let∆ be any fixed element of S2(H2) and
note that under the null hypothesis of separability we have T2(C ,∆)= 〈C2,∆〉S2(H2)C1. As
theminimumdistance in (2.11) is invariant with respect to scalar multiplicationofC∗1 it
follows for this choice
D0 :=DC1 =DT2(C ,∆) =C22−
T1(C ,T2(C ,∆))22
T2(C ,∆)22
. (2.12)
Note that D0 ≥ 0 and D0 vanishes if and only if C is separable. Thus we can construct a
consistent test of the hypothesis (2.1) via a suitable estimate of the operatorC in (2.12).
This program is carefully carried out in Section 3.
Remark 2.2. Note that the representation (2.12) involves only norms of operators and
as a consequence, when it comes to estimation, we do not have to store the complete
estimate of the covariance kernel. Wemake this pointmore precise in Remark 3.4, where
we discuss the problem of estimatingD0 in the context of Hilbert-Schmidt integral op-
erators.
2.2 Hilbert-Schmidt integral operators
An important case for applications is the set H := L2 (S×T ) of all real-valued square
integrable functions defined on S ×T , where S ⊂ Rp , T ⊂ Rq are bounded measurable
sets. If the covariance operatorC of the randomvariable X is aHilbert-Schmidt operator
it follows from Theorem 6.11 in ? ] that there exists a kernel c ∈ L2
(
(S×T )× (S×T )
)
such
thatC can be characterized as an integral operator, i.e.
C f (s, t )=
∫
S
∫
T
c(s, t , s ′, t ′) f (s ′, t ′)ds ′dt ′, f ∈ L2(S×T ),
almost everywhere on S ×T . Moreover the kernel is given by the covariance kernel of
X , that is c(s, t , s ′, t ′)= Cov
[
X (s, t ),X (s ′, t ′)
]
, and the space H can be identified with the
tensor product of H1 = L2(S) and H2 = L2(T ).
Similarly, ifC1 andC2 are Hilbert-Schmidt operators on L
2(S) and L2(T ) respectively
there exists symmetric kernels c1 ∈ L2(S×S) and c2 ∈ L2(T ×T ) such that,
C1 f (s) =
∫
S
c1(s, s
′) f (s ′)ds ′, f ∈H1,
C2g (t ) =
∫
T
c2(t , t
′)g (t ′)dt ′, g ∈H2
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almost everywhere on S and T , respectively. The following result shows that in this case
the operators T1 and T2 defined by (2.5) and (2.6), respectively, are also Hilbert-Schmidt
integral operators. The proof can be found in Section A.4 of the Appendix and requires
that the sets S and T are bounded.
Proposition 2.3. If C and C1 are integral operators with continuous kernels c ∈ L2
(
(S ×
T )× (S×T )
)
and c1 ∈ L2(S×S), then T1(C ,C1) is an integral operator with kernel given by
k(t , t ′)=
∫
S
∫
S
c(s, t , s ′t ′)c1(s, s ′)dsds ′. (2.13)
An analog result is true for the operator T2.
Using the explicit formula for T1 described in Proposition 2.3 theminimumdistance
can be expressed in terms of the corresponding kernels of the operators, that is
DC1 = C22−
T1(C ,C1)22
C122
=
∫
T
∫
T
∫
S
∫
S
c2(s, t , s ′, t ′)dsds ′dtdt ′ (2.14)
−
∫
T
∫
T
[∫
S
∫
S c(s, t , s
′t ′)c1(s, s ′)dsds ′
]2
dtdt ′∫
S
∫
S c
2
1(s, s
′)dsds ′
.
3 Estimation and asymptotic properties
Formally we estimate the minimum distance given in (2.11) by plugging in estimators
for C and C1 based on a sample X1,X2, . . . ,XN . The covariance operator C is estimated
by
ĈN :=
1
N
N∑
i=1
[
(Xi −X )⊗o (Xi −X )
]
. (3.1)
As pointed out in Remark 2.1 it is sufficient to estimate the operator C1 up to a multi-
plicative constant, due to the self-normalizing form of the second term of theminimum
distance DC1 . Let ∆ be any fixed element of S2(H2), recall that under the null hypoth-
esis of separability H0 : C = C1⊗C2 we have T2(C ,∆) = 〈C2,∆〉S2(H2)C1. Observing the
representation (2.12) we suggest to estimate (a multiple of) the operatorC1 by
Ĉ1N = T2(ĈN ,∆). (3.2)
With this choice we obtain the test statistic
D̂N =ĈN22−
T1(ĈN ,T2(ĈN ,∆))22
T2(ĈN ,∆)22
. (3.3)
As this representation only involves norms we do not have to store the complete es-
timate of the covariance kernel (see Remark 3.4 for a more detailed discussion of this
property).
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3.1 Weak convergence
The main results of this section provide the asymptotic properties of the statistic D̂N
under the null hypothesis of separability and the alternative.
Theorem 3.1. Assume that E‖X ‖42 < ∞ and the null hypothesis of separability holds.
Then we have
ND̂N
d→
G − T2(G ,∆)⊗˜T1(C ,T2(C ,∆))T2(C ,∆)22

2
2
− T1(G ,T2(C ,∆))−T1(C ,T2(G ,∆)
2
2
T2(C ,∆)22
=
G − T2(G ,∆)⊗˜C2〈C2,∆〉S2(H2)
2
2
−
T1(G ,C1)C12 − 〈C1,T2(G ,∆)〉S2(H1)C2〈C2,∆〉S2(H2)C12
2
2
, (3.4)
where G is a centered Gaussian process with covariance operator
Γ := lim
N→∞
Var(
p
NĈN ) (3.5)
Proof. The equality in (3.4) follows by a direct calculation using (2.5) and (2.5). For the
proof of the first part define the mappingφ : S2(H) 7→R by
φ(A)=A22T2(A,∆)22−T1(A,T2(A,∆))22.
By Proposition 5 in ? ] the random variable
p
N (ĈN −C ) converges in distribution to
a centered Gaussian random element G with variance (3.5) in S2(H) with respect to
Hilbert-Schmidt topology andwe will first derive the asymptotic distributionofφ(ĈN )−
φ(C ) using the functional delta method as described in Section 20.1 in ? ]. For this
purpose we determine the derivatives of the map φC ,G : t 7→ φ(C + tG) for any fixed
G ∈ S2(H). Note that φC ,G(t ) is a polynomial in t . More precisely, we have
φ(C + tG) = C + tG22T2(C + tG ,∆)22−T1(C + tG ,T2(C + tG ,∆))22
= (a0+a1t +a2t2)(c0+c1t +c2t2)− (b0+b1t +b2t2+b3t3+b4t4),
where
a0 = C22 , a1 = 2〈C ,G〉HS , a2 =G22
c0 = T2(C ,∆)22 , c1 = 2〈T2(C ,∆),T2(G ,∆)〉S2(H1) , c2 =T2(G ,∆)22
and
b0 = T1(C ,T2(C ,∆))22 , b4 =T1(G ,T2(G ,∆))22
b1 = 2
[〈T1(C ,T2(C ,∆)),T1(C ,T2(G ,∆))〉S2(H2)
+〈T1(C ,T2(C ,∆)),T1(G ,T2(C ,∆))〉S2(H2)
]
b2 =
[
2〈T1(C ,T2(C ,∆)),T1(G ,T2(G ,∆))〉S2(H2)+T1(C ,T2(G ,∆))22
+T1(G ,T2(C ,∆))22+2〈T1(G ,T2(C ,∆)),T1(C ,T2(G ,∆))〉S2(H2)
]
b3 = 2
[〈T1(G ,T2(G ,∆)),T1(C ,T2(G ,∆))〉S2(H2)
+〈T1(G ,T2(G ,∆)),T1(G ,T2(C ,∆))〉S2(H2)
]
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Now, under the null hypothesis of separability we have for the quantity in (2.12)DC1 = 0
and T2(C ,∆)= 〈C2,∆〉S2(H2)C1, which implies
φ(C + tG)|t=0 =φ(C )= a0c0−b0 = 0. (3.6)
Similarly, using the fact thatC =C1⊗˜C2 and T1(C ,T2(C ,∆))
2
2
T2(C ,∆)22
=C22 it follows that
〈T1(C ,T2(C ,∆)),T1(C ,T2(G ,∆))〉S2(H2) = 〈C2,∆〉S2(H2) 〈T1(C ,C1),T1(C ,T2(G ,∆))〉S2(H2)
= 〈C2,∆〉S2(H2)〈C1,C1〉S2(H1) 〈C2,T1(C ,T2(G ,∆))〉S2(H2)
= 〈C2,∆〉S2(H2)〈C1,C1〉S2(H1) 〈C2,C2〉S2(H2) 〈C1,T2(G ,∆)〉S2(H1)
=C22〈C2,∆〉S2(H2)〈C1,T2(G ,∆)〉S2(H1) =C22〈T2(C ,∆),T2(G ,∆)〉S2(H1)
and
〈T1(C ,T2(C ,∆)),T1(G ,T2(C ,∆))〉S2(H2) = 〈C2,∆〉2S2(H2) 〈T1(C ,C1),T1(G ,C1)〉S2(H2)
= 〈C1,C1〉S2(H1)〈C2,T1(G ,C1)〉S2(H2)〈C2,∆〉2S2(H2) = 〈C2,T1(G ,C1)〉S2(H2)T2(C ,∆)
2
2
= 〈G ,C1⊗˜C2〉HST2(C ,∆)22 = 〈G ,C 〉HST2(C ,∆)22,
which implies
d
dt
φ(C + tG)|t=0 = a1c0+a0c1−b1 = 0 (3.7)
(under the null hypothesis). Next we look at the secondderivative andnote the identities
C22T2(G ,∆)22 =〈C1,C1〉S2(H1)〈C2,C2〉S2(H2)〈T2(G ,∆),T2(G ,∆)〉S2(H1)
=〈C1,C1〉S2(H1)〈T2(G ,∆)⊗˜C2,T2(G ,∆)⊗˜C2〉HS
=
〈C2,∆〉2S2(H2)〈C1,C1〉
2
S2(H1)
〈T2(G ,∆)⊗˜C2,T2(G ,∆)⊗˜C2〉HS
T2(C ,∆)22
=
〈
T2(G ,∆)⊗˜T1(C ,T2(C ,∆)),T2(G ,∆)⊗˜T1(C ,T2(C ,∆))
〉
HS
T2(C ,∆)22
.
〈T1(C ,T2(G ,∆)),T1(G ,T2(C ,∆))〉S2(H2) =
〈
C2〈C1,T2(G ,∆)〉S2(H1),T1(G ,C1)〈C2,∆〉S2(H2)
〉
S2(H2)
=〈C1,T2(G ,∆)〉S2(H1)〈C2,∆〉S2(H2) 〈C2,T1(G ,C1)〉S2(H2)
=
〈
〈C2,∆〉S2(H2)C1,T2(G ,∆)
〉
S2(H1)
〈
C1⊗˜C2,G
〉
HS
=〈T2(C ,∆),T2(G ,∆)〉S2(H1) 〈C ,G〉HS
and
〈T1(C ,T2(C ,∆)),T1(G ,T2(G ,∆))〉S2(H2) = 〈C2,∆〉S2(H2)〈C1,C1〉S2(H1)〈C2,T1(G ,T2(G ,∆))〉S2(H2)
= 〈C2,∆〉S2(H2)〈C1,C1〉S2(H1)〈G ,T2(G ,∆)⊗˜C2〉HS
=
〈
G ,T2(G ,∆)⊗˜
(
〈C2,∆〉S2(H2)〈C1,C1〉S2(H1)C2
)〉
HS
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=
〈
G ,T2(G ,∆)⊗˜T1(C ,T2(C ,∆))
〉
HS ,
(here we make extensive use of Proposition 2.1). This gives (observing the definition of
a0,a1,a2,c0,c1,c2,b2)
1
2
d2
d2t
φ(C + tG)|t=0 = a0c2+a1c1+a2c0−b2 (3.8)
=
GT2(C ,∆)2− T2(G ,∆)⊗˜T1(C ,T2(C ,∆))T2(C ,∆)2
2
2
− T1(G ,T2(C ,∆))−T1(C ,T2(G ,∆)22.
Finally, takingG :=
p
N (ĈN−C ), t = 1/
p
N and using a Taylor expansion,we obtain (note
that φ(C )= 0 under the null hypothesis)
Nφ(ĈN ) =
1
2
d2
d2t
φ(C + t
p
N (ĈN −C )))|t=0+op (1)
d→
GT2(C ,∆)2− T2(G ,∆)⊗˜T1(C ,T2(C ,∆))T2(C ,∆)2
2
2
−T1(G ,T2(C ,∆))−T1(C ,T2(G ,∆)22,
and Theorem 3.1 follows from Slutzky’s Lemma noting that
D̂N =
φ(ĈN )−φ(C )
T2(ĈN ,∆)22
= φ(ĈN )
T2(ĈN ,∆)22
.
In the following let q1−α be the 100α% quantile of the limiting random variable in
Theorem 3.1, then an asymptotic level α test for the hypothesis in (2.1) is obtained by
rejecting H0, whenever
ND̂N > q1−α. (3.9)
The next result provides the asymptotic distribution under the alternative and yields as
a consequence the consistency of this test.
Theorem 3.2. If E‖X ‖42 <∞, then the statistic
p
N
(
D̂N −D0
)
converges in distribution to a centered normal distribution with variance
ν2 := 4〈Γ(A−B), (A−B)〉HS , (3.10)
where
A =C − T2(C ,∆)⊗˜T1(C ,T2(C ,∆))T2(C ,∆)22
,
B = 1T2(C ,∆)22
[
T2(C ,T1(C ,T2(C ,∆)))⊗˜∆−
T1(C ,T2(C ,∆))22
T2(C ,∆)22
T2(C ,∆)⊗˜∆
]
,
and the centering term D0 is defined in (2.12).
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Proof. Observing (2.12) and (3.3) we write
p
N
(
D̂N −D0
)
=
p
N
(
ĈN22−
T1(ĈN ,T2(ĈN ,∆))2
T2(ĈN ,∆)22
−C22+
T1(C ,T2(C ,∆))2
T2(C ,∆)22
)
(3.11)
and note that D̂N andD0 are functions of the random variables
GN =
(
ĈN22, T1(ĈN ,T2(ĈN ,∆))2, T2(ĈN ,∆)22
)T
, (3.12)
G =
(
C22, T1(C ,T2(C ,∆))2, T2(C ,∆)22
)T
, (3.13)
respectively. Therefore, we first investigate theweak convergence of the vector
p
N (GN−
G). For this purpose we note that for K ,L ∈ S2(H), the identity
K22−L22 =K −L22+2〈K −L,L〉HS
holds and introduce the decomposition
p
N (GN −G)= IN + I IN ,
where the random variables IN and I IN are defined by
IN =
p
N
(
ĈN −C22, T1(ĈN ,T2(ĈN ,∆))−T1(C ,T2(C ,∆))22, T2(ĈN ,∆)−T2(C ,∆)22
)T
,
I IN =2
p
N
(〈
ĈN −C ,C
〉
HS ,
〈
T1(ĈN ,T2(ĈN ,∆))−T1(C ,T2(C ,∆)),T1(C ,T2(C ,∆))
〉
HS ,〈
T2(ĈN ,∆)−T2(C ,∆),T2(C ,∆)
〉
HS
)T
.
Using the linearity of T1 andT2 we further write
T1(ĈN ,T2(ĈN ,∆))−T1(C ,T2(C ,∆))=T1(ĈN ,T2(ĈN ,∆))−T1(C ,T2(ĈN ,∆))
+T1(C ,T2(ĈN ,∆))−T1(C ,T2(C ,∆))
=T1(ĈN −C ,T2(ĈN ,∆))+T1(C ,T2(ĈN −C ,∆))
and obtain the representation
IN =
1p
N

pN (ĈN −C )2
2T1 (pN (ĈN −C ),T2(ĈN ,∆))+T1 (C ,T2(pN (ĈN −C ),∆))2
2T2 (pN (ĈN −C ),∆)2
2

=: 1p
N
F1
(p
N (ĈN −C ),ĈN
)
,
I IN =2

〈p
N (ĈN −C ),C
〉
HS〈
T1
(p
N (ĈN −C ),T2(ĈN ,∆)
)
+T1
(
C ,T2(
p
N (ĈN −C ),∆)
)
,T1(C ,T2(C ,∆))
〉
HS〈
T2
(p
N (ĈN −C ),∆
)
,T2(C ,∆)
〉
HS

=:F2
(p
N (ĈN −C ),ĈN
)
,
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where the last equations define the functions F1 and F2 in an obviousmanner. Note that
F := (F1,F2) : S2(H)×S2(H) 7→R6
is composition of continuous functions and hence continuous. By Proposition 5 in ? ]
the random variable
p
N (ĈN −C ) converges in distribution to a centered Gaussian ran-
dom element G with variance (3.5) in S2(H) with respect to Hilbert-Schmidt topology.
Therefore, using continuousmapping arguments we have
F
(p
N (ĈN −C ),ĈN
)
d→ F (G ,C ) ,
and consequently
p
N (GN −G)=
1p
N
F1
(p
N (ĈN −C ),ĈN
)
+F2
(p
N (ĈN −C ),ĈN
)
d→ F2(G ,C ).
We write
F2(G ,C )= 2
 〈G ,C 〉HS〈T1 (G ,T2(C ,∆))+T1 (C ,T2(G ,∆)) ,T1(C ,T2(C ,∆))〉HS
〈T2 (G ,∆) ,T2(C ,∆)〉HS
 ,
which can be further simplified as
F2(G ,C )= 2
 〈G ,C 〉HS〈G ,T2(C ,∆)⊗˜T1(C ,T2(C ,∆))〉HS +〈C ,T2(G ,∆)⊗˜T1(C ,T2(C ,∆))〉HS
〈G ,T2(C ,∆)⊗˜∆〉HS
 .
(3.14)
By Proposition 2.1 T2(G ,∆) is a Gaussian Process in S2(H2). This fact along with Lemma
A.3 in Appendix A imply that F2(G ,C ) is a normal distributed random vector with mean
zero and covariance matrix, say Σ. By (3.11),
p
N
(
D̂N −D0
)
=
p
N ( f (GN )− f (G)) ,
where the function f :R3 7→R is defined by f (x, y,z)= x− y/z andGN andG are defined
in (3.12) and (3.13), respectively. Therefore, using the delta method and the fact that
P
(
T2(ĈN ,∆)22 > 0
)
→P
(
T2(C ,∆)22 > 0
)
= 1
as C2 6= 0, we finally obtain
p
N
(
D̂N −D0
) d→N (0,(∇ f (G))TΣ(∇ f (G))) (3.15)
as n →∞ where ∇ f (x, y,z) = (1,−1/z, y/z2)T denotes the gradient of the function f .
Finally, the proof of the representation (3.10) of the limiting variance is given in Section
A.5 in the Appendix.
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Remark 3.1. If the null hypothesis is true, i.e., C =C1⊗C2, the variance ν2 in Theorem
3.2 becomes zero. Indeed, under the null hypothesis of separability we have
T2(C ,∆)⊗˜T1(C ,T2(C ,∆))=〈C2,∆〉2C1⊗˜T1(C ,C1)= 〈C2,∆〉2〈C1,C1〉C1⊗˜C2
=〈C2,∆〉C122C =T2(C ,∆)22C ,
which implies A = 0 for the quantity A in Theorem 3.2. Similarly,
T1(C ,T2(C ,∆))22
T2(C ,∆)22
T2(C ,∆)=
T1(C ,C1)22〈C2,∆〉2
T2(C ,∆)22
T2(C ,∆)
= 〈C1,C1〉C2
2
2〈C2,∆〉2
〈C2,∆〉C122
T2(C ,∆)=
C222C142〈C2,∆〉2
C122〈C2,∆〉2
T2(C ,∆)
=C222C122T2(C ,∆)= 〈C2,C2〉〈C1,C1〉〈C2,∆〉C1
= 〈C1,C1〉〈C2,∆〉T2(C ,C2)= T2(C ,C2〈C1,C1〉)〈C2,∆〉 = T2(C ,T1(C ,C1))〈C2,∆〉
= T2(C ,T1(C ,〈C2,∆〉C1))= T2(C ,T1(C ,T2(C ,∆)))
and consequently the quantityB in Theorem 3.2 also vanishes. Therefore under the null
hypothesis
p
ND̂N
p→ 0 (which is also a consequence of Theorem 3.1).
Remark 3.2. A sufficient condition for Theorem 3.1 and 3.2 to hold is E‖X ‖42 < ∞. As
indicated in Remark 2.2 (1) of ? ], this is a weaker than Condition 2.1 in their paper,
which assumes ∞∑
j=1
(
E
[
〈X ,e j 〉4
])1/4 <∞, (3.16)
for some orthonormal basis (e j ) j≥1 of H . These authors used this assumption to prove
weak convergence under the trace-norm topology, which is required to establish Theo-
rem 2.3 in ? ]. In contrast the proof of Theorem 3.2 here only requires weak convergence
under the Hilbert-Schmidt topology, which defines a weaker topology.
Remark 3.3. Note that the asymptotic distribution depends (under the null hypothesis
and alternative) on the operator ∆. Under the assumptions of Theorem 3.2, we obtain
an approximation of the power of the test (3.9) by
P
(
ND̂N > q1−α
)
=P
(p
N (D̂N −D0)>
q1−αp
N
−
p
ND0
)
≈1−Φ
(
q1−αp
Nν
−
p
ND0
ν
)
,
whereΦ is the standard normal distribution function and ν2 is defined by (3.10). Under
the alternative D0 is positive. Therefore the rejection probability converges to 1 with
increasing sample size N and consequently the proposed test is consistent.
Moreover, if N is sufficiently large, the power is a decreasing function of the variance ν2
in (3.10). As this quantity depends on the operator ∆ it is desirable to choose ∆ such
that v2 is minimal. The solution of this optimization problem depends on the unknown
covariance operatorC and it seems to be intractable to obtain it explicitly. However, we
will demonstrate in Section 4 that for finite sample sizes the resulting tests are not very
sensitive with respect to the choice of the operator∆.
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3.2 Hilbert-Schmidt integral operators
In the remaining part of this section we concentrate on the case, where X is a random
element in H = L2(S ×T ) and S ⊂ Rp and T ⊂ Rq are bounded measurable sets. In this
particular scenario, we choose ∆ also to be an integral operator generated by a kernel
ψ(t , t ′). With this choice, using the explicit formula for the operator T1 described in
Proposition 2.3 the minimum distance can be expressed in terms of the corresponding
kernels, that is
D0 =D(T2(C ,∆)) =
∫
T
∫
T
∫
S
∫
S
c2(s, t , s ′, t ′)dsds ′dtdt ′ (3.17)
−
∫
T
∫
T
[∫
S
∫
S c(s, t , s
′t ′)c˜1(s, s ′)dsds ′
]2
dtdt ′∫
S
∫
S c˜
2
1(s, s
′)dsds ′
.
where c˜1 denotes the kernel corresponding to the operator T2(C ,∆), that is
c˜1(s, s
′)=
∫
T
∫
T
c(s, t , s ′, t ′)ψ(t , t ′)dtdt ′ .
In this case the estimator ĈN defined in (3.1) is induced by the kernel
cˆN (s, t , s
′, t ′)= 1
N
N∑
i=1
(Xi (s, t )−X (s, t ))(Xi (s ′, t ′)−X (s ′, t ′)) ,
and the estimator Ĉ1N = T2(ĈN ,∆) defined in (3.2) is induced by the kernel
cˆ1N (s, s
′)=
∫
T
∫
T
cˆN (s, t , s
′, t ′)ψ(t , t ′)dtdt ′.
The estimator D̂N of D0 is calculated by plugging in cˆN and cˆ1N to the expression in
(3.17).
Remark 3.4.
(a) A natural choice for∆ is an operatorwith constant kernel, that isψ(t , t ′)≡ 1, which
gives for the kernel of the operator T1(C ,∆)∫
T
∫
T
c(s, t , s ′, t ′)dtdt ′,
This operator has to be distinguished form partial trace, which is defined as the
integral operator with kernel ∫
T
c(s, t , s ′, t )dt .
and was used by ? ].
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(b) Although the proposed estimator is based on the normof the complete covariance
kernel c, numerically we do not need to store the complete covariance kernel. For
example, we obtain for the first term of the statistic D̂N the representation
ĈN22 =
1
N2
∫
T
∫
S
∫
T
∫
S
(
N∑
i=1
(Xi (s, t )−X (s, t ))(Xi (s ′, t ′)−X (s ′, t ′))
)2
dsdtds ′dt ′
= 1
N2
N∑
i=1
N∑
j=1
[∫
T
∫
S
(Xi (s, t )−X (s, t ))(X j (s, t )−X (s, t ))dsdt
]2
All other terms of the estimator in (3.3) can be represented similarly using simple
matrix operations on the data matrix without storing the full or marginal covari-
ance kernels.
3.3 Bootstrap test for separability
An obvious method for testing the hypothesis of separability is based on the quantiles
of the limiting random variable given in Theorem 3.1. For this purpose one can esti-
mate the limiting covariance operator Γ from the data and simulate a centered Gaussian
process G with covariance operator Γ. The limiting distribution can then be calculated
as function of the simulated Gaussian processes. The simulated 100(1−α)% quantile is
then compared toND̂N to test the null hypothesis, which gives the test (3.9). It turns out
that this approach provides a very powerful test for the hypothesis of separability (see
the empirical results in Section 4).
As this method requires the estimation of the covariance kernel Γwe also propose a
bootstrap test. The simplest method would be to approximate the limiting distribution
of ND̂N by the distribution of the statistic {NDˆ
∗
N −ND̂N }, where Dˆ∗N is the test statistic
calculated from a bootstrap sample drawn from X1, . . . ,XN with replacement.
However, this procedure fails to give good power under the alternative. This obser-
vation can be explained by studying the test statistic a little more closely. In general, we
can write
D̂N −D0 =ĈN22−
T1(ĈN ,T2(ĈN ,∆))22
T2(ĈN ,∆)22
−C22+
T1(C ,T2(C ,∆))22
T2(C ,∆)22
=A1,N + A2,N
where the statistics A1,N and A2,N are given by
A1,N = ĈN −C22−
T1(ĈN −C ,T2(ĈN ,∆))22+T1(C ,T2(ĈN −C ,∆))22
T2(ĈN ,∆)22
(3.18)
+ T1(C , (T2(C ,∆)))
2
2
T2(ĈN ,∆)22T2(C ,∆)22
T2(ĈN −C ,∆)22,
A2,N = 2〈ĈN −C ,C 〉HS−
2〈T1(ĈN −C ,T2(ĈN ,∆)),T1(C ,T2(ĈN ,∆))〉
T2(ĈN ,∆)22
(3.19)
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− 2〈T1(C ,T2(ĈN −C ,∆)),T1(C ,T2(C ,∆))〉S2(H2)
T2(ĈN ,∆)22
+ 2T1(C , (T2(C ,∆)))
2
2
T2(ĈN ,∆)22T2(C ,∆)22
〈T2(ĈN −C ,∆),T2(C ,∆)〉S2(H1),
respectively. If the true underlying covariance operatorC is separable, then A2,N = 0 and
hence only the first term contributes to the limiting null distribution. Now note that a
similar decomposition for the bootstrap statistic gives
D∗N − D̂N = A∗1,N + A∗2,N ,
where A∗1,N and A
∗
2,N are defined similarly as in (3.18) and (3.19) replacing ĈN by its
bootstrap analogue Ĉ∗N and C by ĈN , respectively. The first term NA
∗
1,N can be shown
to approximate the limiting distribution ofNA1,N , which is the desired null limiting dis-
tribution. However, the estimate ĈN is in general not separable. As consequence NA
∗
2,N
is not zero and a simple bootstrap using the quantile of the distribution of N (Dˆ∗
N
− D̂N )
will result in a test with very low power.
To avoid this problem, instead of using the quantile of N (Dˆ∗N − D̂N ) we propose to
use the quantile of the distribution of NA∗1,N . This quantile can be estimated by the
empirical quantile from the bootstrap sample NA1∗
1,N
, . . . ,NAB∗
1,N
(hereNAb∗
1,N
is the cor-
responding statistic calculated from the bth bootstrap sample, for b = 1, . . . ,B).
4 Finite Sample Properties
In this section we study the finite sample properties of a family of tests for the hypothe-
sis of separability described in Section 3.3 bymeans of a small simulation study. We also
compare the new tests with the tests proposed by ? ] and ? ] and illustrate potential ap-
plications with a data example. For this purpose we have implemented the asymptotic
test (3.9) based on simulated quantiles of the random variable appearing in (3.4), the
new bootstrap test as described in Section 3.3 as well as the studentized bootstrap test
described in ? ] and the weighted χ2 test based on the test statistic T̂F as described in
Theorem 3 of ? ]. The new test depends on the choice of the operator∆ and we demon-
strate in a simulation study that the test is not very sensitive with respect to this choice.
For this purpose we consider three integral operators with the following kernels
ψ1(t , t
′)≡ 1 , ψ2(t , t ′)= |t − t ′|,
ψ3(t , t
′)= exp(−π(t2+ t ′2)).
The test due to ? ] requires specification of eigen-subspace, which was chosen to be
Ik = {(i , j ) : i = 1, . . . ,k; j = 1, . . . ,k} for k = 2,3,4 and p-values were obtained by empirical
non-studentized bootstrap. We used the R package "covsep" [see ? ]] to implement their
method. For the tests proposed by ? ] we choose the procedure based on the statistic T̂F
as in a simulation study it turned out to be themost powerful procedure among the four
methods proposed in this paper. The test requires the specifications of the number of
spatial and temporal principle components, which were both taken to be equal and the
number was chosen to be 2,3 and 4.
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Table 1: Empirical rejection probabilities of different tests for the hypothesis of separabil-
ity (level 5%). M1: the bootstrap test proposed in this paper, M2: the asymptotic test (3.9)
proposed in this paper, (the different kernels are indicated in brackets for both M1 and
M2); The data are generated from Gaussian distribution with zero mean and covariance
kernel given by (4.1), where the case β= 0 corresponds to the null hypothesis of separabil-
ity.
β N M1 (ψ1) M1 (ψ2) M1 (ψ3) M2 (ψ1) M2(ψ2) M2(ψ3)
0 100 3.7 % 4.5% 3.9% 4.6% 4.3% 4.5%
0 200 3.5% 4.0% 4.2% 4.9% 4.6% 4.8%
0 500 4.1% 5.5% 3.6% 4.2% 4.8% 4.5%
0.3 100 30.3 % 34.6% 31.7% 53.8% 48.1% 49.3%
0.3 200 45.4 % 41.2% 47.9% 71.6% 73.4% 72.5%
0.3 500 52.7% 53.2% 50.5% 81.8% 77.4% 79.3%
0.5 100 46.9 % 47.8% 50.2% 63.4% 65.1% 64.8%
0.5 200 70.3% 70.3% 71.0% 87.9% 88.1% 87.1%
0.5 500 88.9 % 83.2% 89.1% 93.5% 91.6% 94.2%
0.7 100 66.2 % 68.3% 67.8% 79.4% 80.2% 81.6%
0.7 200 82.8 % 79.7 % 83.5% 93.4 % 95.7% 92.9%
0.7 500 89.1 % 92.5% 93.3 % 100% 100% 99.9%
1 100 88.6% 90.4% 89.9% 97.3% 96.8% 96.2%
1 200 93.5% 94.6% 93.9 % 100% 100% 100%
1 500 96.8% 95.9% 97.1% 100% 100% 100%
4.1 Simulation Studies
The data were generated from a zero-mean Gaussian distribution and a t-distribution
with 5 degrees of freedom with two different covariance kernels. The first is the spatio-
temporal covariance kernel
c(s, t , s ′, t ′)= σ
2
(a|t − t ′|2α+1)τ exp
(
− c‖s− s
′‖2γ
(a|t − t ′|2α+1)βγ
)
, (4.1)
introduced by ? ]. In this covariance function, a and c are nonnegative scaling param-
eters of time and space, respectively; α and γ are smoothness parameters which take
values in the interval (0,1]; β is the separability parameter which varies in the interval
[0,1]; σ2 > 0 is the point-wise variance; and τ≥ βd/2, where d is the spatial dimension.
If β = 0, the covariance is separable and the space-time interaction becomes stronger
with increasing values of β. We fix γ= 1,α= 1/2,σ2 = 1,a = 1,c = 1 and τ= 1 in the fol-
lowing discussion and choose different values for the parameterβ specifying the level of
separability.
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Table 2: Empirical rejection probabilities of different tests for the hypothesis of separa-
bility (level 5%) based on ? ] (M3) and ? ](M4); The number of spatial and temporal
components used are indicated in the bracket. The data are generated from Gaussian
distribution with zero mean and covariance kernel given by (4.1), where the case β = 0
corresponds to the null hypothesis of separability.
β N M3 (k=2) M3 (k=3) M3 (k=4) M4 (L=J=2) M4 (L=J=3) M4 (L=J=4)
0 100 4.1 % 4.3% 4.9% 4.2% 4.8% 5.5%
0 200 4.5% 4.2% 4.8% 5.1% 5.1% 5.3%
0 500 5.0% 4.7% 5.1% 4.8% 5.3% 5.6%
0.3 100 46.6 % 48.1% 51.2% 13.4% 32.2% 48.4%
0.3 200 62.0 % 71.5% 70.8% 22.8% 42.6% 59.7%
0.3 500 65.8% 73.4% 81.2% 33.7% 53.3% 69.5%
0.5 100 57.1 % 62.3% 70.1% 25.9% 42.6% 58.3%
0.5 200 86.2% 88.4% 89.4% 43.4% 57.9% 79.8%
0.5 500 90.2 % 91.5% 93.2% 55.7% 71.2% 90.5%
0.7 100 73.6 % 76.1% 80.1% 48.4% 61.8% 75.4%
0.7 200 90.1 % 92.4 % 95.8% 59.3 % 76.3% 93.9%
0.7 500 99.7 % 99.9% 100 % 66.5% 91.4% 100%
1 100 92.7% 96.7% 100% 59.7% 95.6% 100%
1 200 99.4% 100% 100 % 80.1% 99.9% 100%
1 500 100% 100% 100% 99.9% 100% 100%
As a second example we consider covariance structure
c(s, t , s ′, t ′)=
σ2cd/20
(a20(t − t ′)2+1)1/2
(
a20(t − t ′)2+c0
)d/2 (4.2)
×exp
[
−b0‖s− s ′‖
( a20(t − t ′)2+1
a20(t − t ′)2+c0
)1/2]
,
which was introduced by ? ]. Here a0 and b0 are non negative scaling parameters of
time and space respectively; c0 > 0 is the separability parameter,σ2 > 0 is the point-wise
variance and d is the spatial dimension. The covariance is separable if c0 = 1. For the
simulation study we take a0 = 2,b0 = 1,σ2 = 1, d = 2 and consider different values of the
parameter c0.
We generate data at 100 equally spaced time points in [0,1] and 11 space points on
the grid [0,1]× [0,1]. The integrals are approximated by average of the function value
at grid points. The nominal significance level is taken to be 5% and empirical rejection
region are computed based on 1000 Monte-Carlo replications and 1000 bootstrap sam-
ples. In order to estimate the quantiles the asymptotic test (3.9) we use 1000 simulation
runs.
The simulated rejection probabilities of all four tests under consideration are dis-
played in Table 1 - 8, where the results for the bootstrap test proposed in this paper
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Table 3: Empirical rejection probabilities of different tests for the hypothesis of separa-
bility (level 5%). M1: the bootstrap test proposed in this paper, M2: the asymptotic test
(3.9) proposed in this paper (the different kernels are indicated in brackets for both M1
and M2). The data are generated from t distribution with 5 degrees of freedom and co-
variance kernel given by (4.1), where the case β = 0 corresponds to the null hypothesis of
separability.
β N M1 (ψ1) M1 (ψ2) M1 (ψ3) M2 (ψ1) M2(ψ2) M2(ψ3)
0 100 5.3 % 5.8% 3.8% 6.1% 5.5% 4.3%
0 200 4.7% 3.4% 3.2% 4.9% 3.7% 3.4%
0 500 4.2% 3.9% 5.3% 5.2% 5.7% 4.9%
0.3 100 13.4 % 15.8% 12.9% 31.3% 29.6% 28.4%
0.3 200 23.7 % 26.2% 25.1% 35.3% 37.2% 36.9%
0.3 500 47.7% 48.3% 50.9% 65.4% 67.1% 64.9%
0.5 100 29.8 % 35.1% 30.2% 44.8% 48.1% 41.6%
0.5 200 49.7% 50.8% 51.4% 66.2% 58.4% 63.9%
0.5 500 86.4 % 82.9% 88.1% 92.5% 90.8% 91.1%
0.7 100 48.3 % 46.5% 47.1% 64.2% 59.8% 61.7%
0.7 200 69.4 % 70.1% 68.9% 86.8 % 88.4% 89.7%
0.7 500 92.4 % 93.6% 91.8% 95.7% 94.9% 96.2%
1 100 72.1% 68.4% 67.9% 83.5% 85.8% 89.6%
1 200 90.1% 91.4% 88.6 % 95.9% 97.1% 95.4%
1 500 96.4% 95.3% 95.1% 99.8% 100% 99.9%
(denoted by M1), the asymptotic test (3.9) using the simulated quantiles of the limiting
null distribution (M2) can be found in Table 1, 3, 5. and 7. For the sake of comparison
we show in Table 2, 4, 6 and 8 the corresponding results for the test using projections
on sub-spaces suggested in ? ] (M3) and the weighted χ2 test proposed in ? ] (M4). The
computing times of the different procedures are compared in Table 9. The computing
times are based on data with 10 equally spaced time and space points both from [0,1]
generated from zero-mean Gaussian process with covariance kernel given by (4.1).
All procedures yield rather similar results under the null hypothesis, and in general
the nominal level is very well approximated by all tests under consideration. On the
other hand, under the alternative we observe more differences. The asymptotic test
(3.9) proposed in this paper yields the best power. The power of the test of ? ] is increas-
ing with the number k of eigen-subspaces used in the procedure. This improvement is
achieved at the expense of the computing time [see Table 9]. A similar observation can
be made for the test of ? ] with respect to the number of spatial and temporal principle
components.
The results of the bootstrap test proposed in this paper and the test of ? ] are similar
if the latter is used with k = 2 sub-spaces, but the test of ? ] is more powerful for k = 3,4.
The bootstrap test proposed in this paper has more power than the test of ? ] with L =
J = 2 or L = J = 3 spatial and temporal principle components. For the choice L = J = 4
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Table 4: Empirical rejection probabilities of different tests for the hypothesis of separa-
bility (level 5%) based on ? ] (M3) and ? ](M4); The number of spatial and temporal
components used are indicated in the bracket. The data are generated from t distribu-
tion with 5 degrees of freedom and covariance kernel given by (4.1), where the case β = 0
corresponds to the null hypothesis of separability.
β N M3 (k=2) M3 (k=3) M3 (k=4) M4 (L=J=2) M4 (L=J=3) M4 (L=J=4)
0 100 6.4 % 5.1% 5.6% 3.5% 4.3% 5.0%
0 200 3.2% 5.3% 4.8% 4.8% 5.2% 5.6%
0 500 4.1% 4.7% 4.9% 4.8% 5.4% 5.5%
0.3 100 15.7 % 21.4% 29.3% 6.8% 15.7% 24.9%
0.3 200 24.3 % 32.9% 41.6% 11.0% 23.2% 38.8%
0.3 500 51.8% 58.7% 62.5% 26.7% 44.6% 58.7%
0.5 100 35.2 % 38.6% 41.3% 17.9% 25.4% 41.6%
0.5 200 52.5% 68.4% 73.7% 31.1% 45.2% 61.9%
0.5 500 87.6 % 92.6% 96.4% 49.2% 60.7% 79.3%
0.7 100 48.9 % 52.3% 59.9% 27.6% 49.9% 62.6%
0.7 200 73.4 % 80.2 % 84.6% 38.4 % 53.8% 84.7%
0.7 500 93.8 % 95.3% 98.7 % 56.2% 70.9% 90.1%
1 100 71.7% 73.4% 82.4% 59.7% 71.3% 89.6%
1 200 92.8% 96.1% 99.9 % 76.5% 88.4% 95.9%
1 500 98.7% 100% 100% 87.6% 98.9% 100%
the test ? ] shows a slightly better performance.
In general an improvement in power is always achieved at a cost of computational
time - see Table 9. For example, the asymptotic test (3.9) proposed in this paper turns
out to be the most powerful procedure, but also requires the most computational time.
However, if one wants to improve the power of the competing tests of ? ] and ? ], one
has to use a larger number of sub-spaces or spatial and temporal principle components,
respectively, and this also increases the computational time substantially. From Table 9
we see that the computational times of the tests of ? ] (with k = 4) and ? ] (with L = J = 4)
are very similar to those of the asymptotic test (3.9) proposed in this paper. However,
the new asymptotic test is still more powerful.
In generalmore power is always achieved at the expense of computational time - see
Table 9. For example, the asymptotic test (3.9) proposed in this paper turns out to be
the most powerful procedure, but also requires the most computational time. However,
if one wants to improve the power of the competing tests of ? ] and ? ], one has to use
a larger number of sub-spaces or spatial and temporal principle components, respec-
tively, and this also increases the computational time substantially. From Table 9 we see
that the computational times of the tests of ? ] (with k = 4) and ? ] (with L = J = 4) are
very similar to those of the asymptotic test (3.9) proposed in this paper. However the
new test is still more powerful. On the other hand the test of ? ] with k = 2 sub-spaces
and the new bootstrap test seem to provide a balance between good power and reason-
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Table 5: Empirical rejection probabilities of different tests for the hypothesis of separabil-
ity (level 5%). M1: the bootstrap test proposed in this paper, M2: the asymptotic test (3.9)
proposed in this paper (the different kernels are indicated in brackets for both M1 and
M2). The data are generated from Gaussian distribution with zero mean and covariance
kernel given in (4.2), where the case c0 = 1 corresponds to the null hypothesis of separabil-
ity.
c0 N M1 (ψ1) M1 (ψ2) M1 (ψ3) M2 (ψ1) M2(ψ2) M2(ψ3)
1 100 4.1 % 4.3% 3.9% 4.8% 3.8% 4.7%
1 200 3.6% 3.8% 4.1% 4.8% 5.2% 5.4%
1 500 3.3% 3.6% 5.7% 5.3% 4.2% 4.8%
3 100 28.9 % 33.2% 28.1% 49.4 % 47.1% 48.5%
3 200 39.5 % 40.6% 42.1% 68.5% 67.2% 69.4%
3 500 57.2% 52.8% 55.4% 77.1% 73.9% 75.8%
5 100 50.7 % 51.3% 54.8% 71.8% 70.1% 76.2%
5 200 76.1 % 72.4% 74.7% 90.2% 89.6% 91.3%
5 500 83.8% 84.9% 83.4% 99.1% 98.7% 99.4%
7 100 68.4 % 68.9% 67.5 % 83.4% 82.7% 85.1%
7 200 87.2% 89.1% 81.3% 94.2% 95.3% 94.4%
7 500 97.3 % 94.6% 95.2% 99.9% 100% 100%
10 100 83.8% 85.2% 84.7% 97.4% 96.9% 98.1%
10 200 89.2 % 92.6% 91.8% 100% 100% 100%
10 500 97.7% 95.8% 98.3% 100% 100% 100%
able computational time.
Finally, the asymptotic test and the bootstrap test proposed in this paper seem to be
very robust with respect to different choices for the kernelψ.
4.2 Application to Real Data
We apply our new methods to the acoustic phonetic data discussed in ? ]. This data
set has been compiled in the Phonetics Laboratory of the University of Oxford between
2012-2013. It consists of natural speech recordings of five languages: French, Italian,
Portuguese, American Spanish and Castilian Spanish. The speakers utter the numbers
one to ten in their native language. The data set consists of a sample of 219 recordings by
23 speakers. The More information about this data and related project can be found on
the website http://www.phon.ox.ac.uk/ancient_sounds . The data war first trans-
formed similarly as ? ], i.e., it was transformed to a smoothed log-spectograms through
a short-time Fourier transformation using a Gaussian window function with window-
size 10miliseconds. The log-spectogramswere demeaned separately for each language.
We employed the bootstrap test with B = 1000 (M1) and the test based on the simulated
quantiles of the asymptotic distribution of ND̂N as appeared in Theorem 3.1 (M2) on
the dataset for three choices of kernels as mentioned in 4.1. The results are presented in
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Table 6: Empirical rejection probabilities of different tests for the hypothesis of separa-
bility (level 5%) based on ? ] (M3) and ? ](M4); The number of spatial and temporal
components used are indicated in the bracket. The data are generated from Gaussian
distribution with zero mean and covariance kernel given by (4.2), where the case c0 = 1
corresponds to the null hypothesis of separability.
c0 N M3 (k=2) M3 (k=3) M3 (k=4) M4 (L=J=2) M4 (L=J=3) M4 (L=J=4)
1 100 5.3 % 5.2% 5.8% 7.7% 6.5% 7.4%
1 200 4.5% 4.9% 5.2% 6.9% 7.1% 7.5%
1 500 3.9% 4.8% 4.4% 6.5% 6.8% 7.2%
3 100 38.7 % 43.8% 48.5% 9.8% 14.3% 33.1%
3 200 60.9 % 68.3% 72.1% 15.2% 24.6% 41.2%
3 500 65.9% 70.4% 73.3% 26.4% 33.4% 52.7%
5 100 62.5 % 64.1% 68.2% 39.8% 51.5% 63.9%
5 200 85.4% 89.7% 91.4% 56.3% 62.4% 77.1%
5 500 95.1 % 96.3% 98.5% 78.2% 83.6% 94.8%
7 100 77.3 % 80.2% 81.1% 64.9% 73.2% 84.9%
7 200 92.8 % 94.1 % 96.3% 85.2 % 92.3% 98.7%
7 500 99.9 % 100% 100% 93.6% 97.6% 100%
10 100 94.2% 96.8% 99.9% 77.1% 86.9% 95.8%
10 200 100% 100% 100 % 90.8% 100% 100%
10 500 100% 100% 100% 97.1% 100% 100%
Table 10. The hypothesis of separability is clearly rejected.
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A Technical results and proofs
A.1 Properties of Tensor Product Hilbert Spaces
In this section we present some auxiliary results which have been used in the proofs of
themain results. The following two results are generalizations of Lemma 1.6 and Lemma
1.7 in the online supplement of [? ].
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Table 7: Empirical rejection probabilities of different tests for the hypothesis of separabil-
ity (level 5%). M1: the bootstrap test proposed in this paper, M2: the asymptotic test (3.9)
proposed in this paper (the different kernels are indicated in brackets for both M1 and
M2); M3: the test of ? ]; M4: the test of ? ]. The data are generated from t-distribution
with 5 degrees of freedom and covariance kernel given in (4.2), where the case c0 = 1 cor-
responds to the null hypothesis of separability.
c0 N M1 (ψ1) M1 (ψ2) M1 (ψ3) M2 (ψ1) M2(ψ2) M2(ψ3)
1 100 2.3 % 2.4% 1.8% 3.3% 2.7% 3.6%
1 200 2.7% 1.9% 3.4% 2.9% 3.6% 4.8%
1 500 2.9% 3.8% 3.1% 4.3% 3.1% 3.6%
3 100 3.9 % 4.6% 4.1% 6.3 % 5.8% 4.4%
3 200 18.2 % 13.4% 12.9% 30.1% 27.5% 28.9%
3 500 53.4% 52.5% 54.3% 68.9% 67.8% 71.2%
5 100 8.5 % 7.9% 9.4% 13.3% 20.5% 17.4%
5 200 41.9 % 42.6% 46.2% 61.1% 58.3% 57.6%
5 500 82.9% 83.8% 85.6% 91.0% 94.4% 92.3%
7 100 14.8 % 12.9% 13.5 % 23.8% 26.4% 25.9%
7 200 59.3% 62.4% 63.3% 77.5% 76.1% 73.9%
7 500 93.4 % 94.1% 92.8% 99.8% 100% 100%
10 100 34.5% 33.6% 29.8% 47.2% 46.8% 48.3%
10 200 59.6 % 62.5% 63.2% 81.4% 80.9% 86.5%
10 500 92.9% 96.2% 95.8% 100% 100% 100%
Lemma A.1. The set
D0 :=
{ n∑
i=1
Ai ⊗˜Bi : Ai ∈ S2(H1),Bi ∈ S2(H2), are finite rank operators ,n ∈N
}
(A.1)
is dense in S2(H1⊗H2).
Proof. Let T ∈ S2(H1⊗H2), then T =
∑
j≥1λ ju j ⊗o v j where (λ j ) j≥1 are the singular val-
ues of T , with
∑
j λ
2
j
<∞; and {u j } j≥1 and {v j } j≥1 are orthonormal subsets of H1⊗H2.
The vectors u j and v j ’s can be further decomposed as u j =
∑
l≥1 s j ,le
(1)
l
⊗ e (2)
l
and v j =∑
l≥1 t j ,l f
(1)
l
⊗ f (2)
l
, where {e (1)
l
}l≥1 and { f
(1)
l
}l≥1 are orthonormal basis of H1; {e
(2)
l
}l≥1 and
{ f (2)
l
}l≥1 are orthonormal basis of H2 and the series converge in the norm of H1⊗H2. Let
uMj =
M∑
l=1
s j ,le
(1)
l
⊗e (2)
l
and vMj =
M∑
l=1
t j ,l f
(1)
l
⊗ f (2)
l
.
Given 1> ǫ> 0, chooseN large enough such that T −∑Nj=1λ ju j ⊗o v j2 ≤ ǫ/2. With this
we writeT − N∑
j=1
λ ju
M
j ⊗o vMj

2
≤
T − N∑
j=1
λ ju j ⊗o v j

2
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Table 8: Empirical rejection probabilities of different tests for the hypothesis of separa-
bility (level 5%) based on ? ] (M3) and ? ](M4); The number of spatial and temporal
components used are indicated in the bracket. The data are generated from t distribu-
tion with 5 degrees of freedom and covariance kernel given by (4.2), where the case c0 = 1
corresponds to the null hypothesis of separability.
β N M3 (k=2) M3 (k=3) M3 (k=4) M4 (L=J=2) M4 (L=J=3) M4 (L=J=4)
1 100 2.9 % 3.6% 4.2% 1.7% 3.2% 4.9%
1 200 1.4% 3.8% 4.7% 3.1% 4.6% 5.8%
1 500 4.2% 4.5% 4.6% 3.4% 4.4% 5.2%
3 100 4.3 % 10.1% 15.4% 3.8% 9.6% 18.3%
3 200 15.8 % 20.8% 23.4% 7.3% 15.4% 28.7%
3 500 64.6% 71.1% 76.5% 29.3% 34.6% 49.8%
5 100 10.6 % 19.6% 22.8% 7.7% 15.3% 26.4%
5 200 43.5% 49.9% 61.2% 32.8% 41.3% 52.9%
5 500 86.7 % 88.1% 89.8% 54.3% 63.2% 71.6%
7 100 14.6 % 23.2% 28.5% 9.8% 18.2% 30.3%
7 200 65.7 % 71.7 % 74.9% 39.1 % 47.2% 58.1%
7 500 96.4 % 97.5% 99.8 % 81.3% 88.6% 90.2%
10 100 37.4% 43.6% 55.2% 37.4% 44.8% 57.2%
10 200 77.8% 82.4% 91.7 % 77.8% 82.4% 90.9%
10 500 100% 100% 100% 100% 100% 100%
+
 N∑
j=1
λ j
[
(u j −uMj )⊗o v j +uMj ⊗o (v j −vMj )
]
2
≤ ǫ/2+
N∑
j=1
λ j
(u j −uMj )⊗o v j +uMj ⊗o (v j −vMj )2
≤ ǫ/2+
[
N∑
j=1
λ2j
]1/2[ N∑
j=1
(u j −uMj )⊗o v j +uMj ⊗o (v j −vMj )2
]1/2
≤ ǫ/2+T2
[
N∑
j=1
[∥∥∥(u j −uMj )∥∥∥∥∥v j∥∥+∥∥∥uMj ∥∥∥∥∥∥(v j −vMj )∥∥∥]
]1/2
.
ChooseM ≥ 1 such that
‖u j −uMj ‖ ≤min
{
ǫ2
12NT22
,1
}
and ‖v j −vMj ‖ ≤
ǫ2
12NT22
.
As ‖u j‖ = 1 and ‖uMj ‖≤ ‖u j ‖+‖u j −uMj ‖, with this choice we haveT − N∑
j=1
λ ju
M
j ⊗o vMj

2
≤ ǫ
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Table 9: Time (in seconds) taken by different methods of testing separability.
Method N =100 N=200 N= 500
M1 (ψ1) 3.76 6.21 11.73
M1 (ψ2) 3.89 6.75 12.01
M1 (ψ3) 3.85 6.58 11.86
M2 (ψ1) 11.44 23.65 58.77
M2 (ψ2) 12.75 28.64 62.37
M2 (ψ3) 12.59 27.98 61.75
M3 (k = 2) 2.45 4.25 9.69
M3 (k = 3) 4.61 8.56 20.45
M3 (k = 4) 11.57 22.13 52.92
M4 (L = J = 2) 3.01 5.86 9.89
M4 (L = J = 3) 6.48 13.77 24.96
M4 (L = J = 4) 14.32 28.64 62.35
Table 10: P-values of the tests (with different kernels) for the Phonetic Acoustic Data
Languages M1 (ψ1) M1(ψ2) M1(ψ3) M2 (ψ1) M2(ψ2) M2(ψ3)
French 0.003 0.005 0.002 0.002 < 0.001 <0.001
Italian <0.001 <0.001 <0.001 < 0.001 < 0.001 <0.001
Portuguese <0.001 0.002 <0.001 < 0.001 < 0.001 <0.001
American Spanish 0.001 <0.001 <0.001 < 0.001 < 0.001 <0.001
Castilian Spanish <0.001 <0.001 <0.001 < 0.001 < 0.001 <0.001
The proof is now complete by noting that (under the null hypothesis of separability)
N∑
j=1
λ ju
M
j ⊗o vMj =
N∑
j=1
M∑
k,l=1
(
λ j s j ,l t j ,ke
(1)
l
⊗ f (1)
k
)
⊗˜
(
e (2)
l
⊗ f (2)
k
)
.
Lemma A.2. Let C ∈ S2(L2(S ×T )), where T and S are compact subsets of Rp and Rq
respectively, be an integral operator with symmetric continuous kernel c. For any ǫ > 0,
there exists an operator C ′ =∑Nn=1 An⊗˜Bn , where An : L2(S)→ L2(S), Bn : L2(T )→ L2(T )
are finite rank operators with continuous kernels an and bn respectively, such that
(a) C −C ′2 ≤ ǫ,
(b) sups,s′∈S,t ,t ′∈T |c(s, t , s ′, t ′)−c ′(s, t , s ′, t ′)| ≤ ǫ, where c ′ is the kernel of the operator C ′.
Proof. ByMercer’s Theorem (Proposition 1.2 from [? ]), there exists continuous orthonor-
mal functions {un}n≥1 ⊂ L2(S ×T ) and λn is the summable sequence of positive eigen-
values, such that
c(s, t , s ′, t ′)=
∑
n≥1
λnun(s, t )un(s
′, t ′)
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where the convergence is absolute and uniform.
LetUn be the integral operator with kernel un and CN :=
∑N
n=1λnUn ⊗oUn . Denote
the kernel of CN as cN . As un can be approximated by sums of tensor products of con-
tinuous functions, let uMn (s, t ) :=
∑M
l=1 f
(1)
n,l
(s) f (2)
n,l
(t ), where f (1)
n,l
∈ L2(S), f (2)
n,l
∈ L2(T ) are
continuous, and chooseM such that∫
T
∫
S
sup
s,t
|un(s, t )−uMn (s, t )|dsdt ≤min
{
ǫ2
12NκC22
,κ
}
,
where κ=maxn=1,...,N
∫
T
∫
S sups,t |un(s, t )|dsdt . Writing the kernel
cN ,M (s, t , s ′, t ′) :=
N∑
n=1
λnu
M
n (s, t )U
M
n (s
′, t ′),
we have∫
T
∫
T
∫
S
∫
S
sup
s,t ,s′ ,t ′
|cN (s, t , s ′, t ′)−cN ,M (s, t , s ′t ′)|dsds ′dtdt ′
≤
N∑
n=1
λn
[∫
T
∫
S
sup
s,t
|un(s, t )−uMn (s, t )|dsdt
][∫
T
∫
S
sup
s,t
(
|un(s, t )|+ |uMn (s, t )|
)
dsdt
]
.
An application of the Cauchy-Schwartz inequality along with the choice of M gives an
upper bound to the last quantity to be ǫ/2. Similar calculations show that∫
T
∫
T
∫
S
∫
S
sup
s,t ,s′ ,t ′
|cN (s, t , s ′, t ′)−cN ,M (s, t , s ′t ′)|dsds ′dtdt ′ ≤ ǫ/2.
Finally, as cN ,M is indeed a finite sum of tensor products of finite rank kernels, we have
the desired result.
We conclude this section with a simple result about Gaussian processes on a Hilbert
space. For this purpose recall that a randomelementG on a real separableHilbert space
H is said to be Gaussian with mean µ ∈ H and covariance operator Γ : H 7→ H if for
all x ∈ H , the random variable 〈G ,x〉 has a normal distribution with mean 〈µ,x〉 and
variance 〈Γx,x〉 (See Section 1.3 of ? ] for more details).
Lemma A.3. Let H1 and H2 be two real separable Hilbert spaces and G be a Gaussian
process on S2(H2). Then for all A ∈ S2(H1), the process A⊗˜G is a Gaussian process in
S2(H1⊗H2).
Proof. Wewill show for any T ∈ S2(H1⊗H2), the random variable 〈T,A⊗˜G 〉 has a normal
distribution. By Lemma A.1 and the continuity of the inner product it is enough to show
the result for T ∈D0. Therefore let T =
∑N
n=1 An⊗˜Bn then
〈T,A⊗˜G 〉 =
N∑
n=1
〈An ,A〉S2(H1)〈Bn ,G 〉S2(H2)
which is sum of normal random variables and hence normal.
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A.2 Proof of Proposition 2.1
By Lemma A.1 in Section A.1 the space
D0 :=
{ n∑
i=1
Ai ⊗˜Bi : Ai ∈ S2(H1),Bi ∈ S2(H2),n ∈N
}
(A.2)
is a dense subset of S2(H1⊗H2) (note that a similar result for the space S1(H1⊗H2) has
been established in Lemma 1.6 of the supplementarymaterial in ? ]). For all B ∈ S2(H2),
E ∈D0 andC1 ∈ S2(H1), we have
〈B ,T1(E ,C1)〉S2(H2) =
〈
B ,
n∑
i=1
〈Ai ,C1〉S2(H1)Bi
〉
S2(H2)
=
n∑
i=1
〈Ai ,C1〉S2(H1)〈B ,Bi 〉S2(H2)
=
〈 n∑
i=1
Ai ⊗˜Bi ,C1⊗˜B
〉
HS
= 〈E ,C1⊗˜B〉HS . (A.3)
Using the fact that
T1(E ,C1)2 ≤T1(E ,C1)1 = sup
{
〈B ,T1(E ,C1)〉S2(H) :B ∈ S2(H2),B∞ ≤ 1
}
, (A.4)
(A.3) and the Cauchy Schwarz inequality it follows that
T1(E ,C1)2 ≤C12E2. (A.5)
Therefore, for each C1 ∈ S2(H1), we can extend T1(.,C1) continuously on S2(H).
Furthermore as (2.7) holds for all C ∈ D0 and the maps C 7→ 〈B ,T1(C ,C1)〉S2(H1) and
C 7→ 〈C ,C1⊗˜B〉HS are continuous for all B ∈ S2(H2) and C1 ∈ S2(H1), we can conclude
that (2.7) holds for allC ∈ S2(H).
A.3 Proof of Proposition 2.2
Recall the definition of the set D0 in (A.2) and let C =
∑N
n=1 An⊗˜Bn ∈ D0, where An ∈
S2(H1), Bn ∈ S2(H2). We write
〈C ,C1⊗˜T1(C ,C1)〉HS =
〈
C ,C1⊗˜
N∑
n=1
〈An ,C1〉S2(H1)Bn
〉
HS
=
N∑
n=1
〈An ,C1〉S2(H1)〈C ,C1⊗˜Bn〉HS
=
N∑
n=1
N∑
m=1
〈An ,C1〉S2(H1)〈Am ,C1〉S2(H1)〈Bm ,Bn〉S2(H2).
On the other hand,
〈T1(C ,C1),T1(C ,C1)〉S2(H2) =
〈 N∑
n=1
〈An ,C1〉S2(H1)Bn ,
N∑
m=1
〈Am ,C1〉S2(H1)Bm
〉
S2(H2)
=
N∑
n=1
N∑
m=1
〈An ,C1〉S2(H1)〈Am ,C1〉S2(H1)〈Bm ,Bn〉S2(H2).
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Therefore, for allC1 ∈ S2(H1), the functions f ,g : S2(H) 7→R defined by
f (C ) := 〈C ,C1⊗˜T1(C ,C1)〉HS and g (C ) :=T1(C ,C1)22
are continuous and coincide on the dense subset D0 of S2(H). So f (C ) = g (C ) for all
C ∈ S2(H) and hence the result follows.
A.4 Proof of Proposition 2.3
By Lemma A.2 for a given ǫ > 0 there exists an integral operator C ′ with kernel c ′ such
that
C −C ′2 <
ǫ
2C12
and ‖c−c ′‖∞ < ǫ/2,
where C ′ =∑Nn=1 An⊗˜Bn , and An and Bn are finite rank operators with continuous ker-
nels an and bn . Note that
∑N
n=1 anbn is the kernel of the operatorC
′. LetK be the integral
operator with the kernel defined in (2.13) and K ′ be the integral operator with kernel
k ′(t , t ′) :=
∫
S
∫
S
c ′(s, t , s ′t ′)c1(s, s ′)dsds ′,
then (note that K ′ is a Hilbert-Schmidt operator)
T1(C ,C1)−K2 ≤T1(C ,C1)−T1(C ′,C1)2+T1(C ′,C1)−K ′2+K ′−K2. (A.6)
By (A.5) the first term is bounded by C12C −C12 < ǫ/2. To handle the second term
note that for any f ∈H2,
T1(C
′,C1) f (t )=T1
(
N∑
n=1
An⊗˜Bn ,C1
)
f (t )=
N∑
n=1
〈An ,C1〉S2(H1)Bn f (t )
=
N∑
n=1
∫
T
∫
S
∫
S
an(s, s
′)c1(s, s ′)bn(t , t ′) f (t ′)dsds ′dt ′
=
∫
T
∫
S
∫
S
c ′(s, t , s ′, t ′)c1(s, s ′)dsds ′ f (t ′)dt ′
=
∫
T
k ′(t , t ′) f (t ′)dt ′ =K ′ f (t ).
Therefore, the second term in (A.6) is zero. If |S| and |T | denote the Lebesgue measure
of the set S and T , respectively, the third term can be written as
[∫
T
∫
T
(∫
S
∫
S
(c(s, t , s ′, t ′)−c ′(s, t , s ′t ′))c1(s, s ′)dsds ′
)2
dtdt ′
]1/2
≤ ‖c−c ′‖∞‖c1‖2|S|2|T |,
which is bounded by ‖c1‖2|S|2|T |ǫ/2, as S and T are bounded. Since the choice of ǫ> 0
is arbitrary, this proves the assertion of Proposition 2.3.
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A.5 Calculation of the limiting variance in Theorem 3.2
For the calculation of the limiting variance, we first calculate the elements of the covari-
ance matrix Σ starting by simplifying the second coordinate of F2(G ,C ), that is〈
C ,T2(G ,∆)⊗˜T1(C ,T2(C ,∆))
〉
HS
=
〈
T2(G ,∆),T2(C ,T1(C ,T2(C ,∆)))
〉
S2(H1)
=
〈
G ,T2(C ,T1(C ,T2(C ,∆)))⊗˜∆
〉
HS
,
where we used Proposition 2.1. With the notations
T∆2 := T2(C ,∆) , T∆12 := T1(C ,T2(C ,∆)) , T∆212 := T2(C ,T1(C ,T2(C ,∆)))
the elements in the covariance matrix Σ= (Σi j )3i , j=1 of the random vector
F2(G ,C )= 2
 〈G ,C 〉HS〈G ,T∆2 ⊗˜T∆12〉HS +〈G ,T∆212⊗˜∆〉HS
〈G ,T∆2 ⊗˜∆〉HS

are given by
Σ11 =4
〈
ΓC ,C
〉
HS
Σ22 =4
〈
ΓT∆2 ⊗˜T∆12,T∆2 ⊗˜T∆12
〉
HS
+4
〈
ΓT∆212⊗˜∆,T∆212⊗˜∆
〉
HS
+8
〈
ΓT∆2 ⊗˜T∆12,T∆212⊗˜∆
〉
HS
Σ33 =4
〈
ΓT∆2 ⊗˜∆,T∆2 ⊗˜∆
〉
HS
Σ12 =4
〈
ΓC ,T∆2 ⊗˜T∆12
〉
HS
+4
〈
ΓC ,T∆212⊗˜∆
〉
HS
Σ13 =4
〈
ΓC ,T∆2 ⊗˜∆
〉
HS
Σ23 =4
〈
ΓT∆2 ⊗˜T∆12,T∆2 ⊗˜∆
〉
HS
+4
〈
ΓT∆212⊗˜∆,T∆2 ⊗˜∆
〉
HS
.
A straightforward calculation then gives
ν2 :=4〈ΓC ,C 〉HS+4
〈
Γ
(
T∆2 ⊗˜T∆12
)
,T∆2 ⊗˜T∆12
〉
HS
T∆2 42
+4
〈
Γ
(
T∆212⊗˜∆
)
,T∆212⊗˜∆
〉
HS
T∆2 42
+8
〈
Γ
(
T∆2 ⊗˜T∆12
)
,T∆212⊗˜∆
〉
HS
T∆2 42
+ 4T
∆
1242
T∆2 82
〈
Γ
(
T∆2 ⊗˜∆
)
,T∆2 ⊗˜∆
〉
HS
− 8T∆2 22
〈
ΓC ,T∆212⊗˜∆
〉
HS −
8
T∆2 22
〈
ΓC ,T∆2 ⊗˜T∆12
〉
HS +
8T∆1222
T∆2 42
〈
ΓC ,T∆2 ⊗˜∆
〉
HS
− 8T
∆
1222
T∆2 62
〈
Γ
(
T∆2 ⊗˜T∆12
)
,T∆2 ⊗˜∆
〉
HS −
8T∆1222
T∆2 62
〈
Γ
(
T∆212⊗˜∆
)
,T∆2 ⊗˜∆
〉
HS .
=A1+ A2+ A3+ A4+ A5+ A6+ A7+ A8+ A9+ A10,
where the last equality defines the terms A1, . . . ,A10 in an obvious manner. Observing
the definition of A and B in Theorem 3.2 we have
A1+ A2+ A7 = 4〈ΓA,A〉HS A3+ A5+ A10 = 4〈ΓB ,B〉HS
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A4+ A6+ A8+ A9 =−2〈ΓA,B〉HS =−2〈ΓB ,A〉HS .
Therefore the limiting variance simplifies to the expression in (3.10).
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