The objects studied in survival and event history analysis are stochastic phenomena developing over time. It is therefore natural to use the highly developed theory of stochastic processes. We argue that this theory should be used more in event history analysis. Some specific examples are treated: Markov chains, martingale-based counting processes, birth type processes, diffusion processes and Lévy processes. Some less well known applications are given, with the internal memory of the process as a connecting issue.
Introduction
The objects studied in survival and event history analysis are stochastic phenomena developing over time. It seems rather obvious that the large body of theory of stochastic processes should have a bearing on the statistical theory. There is probably a wide agreement on this view, but the connection between survival and analysis and stochastic processes should be made much stronger than has so far been generally accepted.
Important parts of stochastic process theory can in fact be connected to survival analysis. These include
• Markov chains
• birth processes
• counting processes and martingale theory
• Wiener processes and more general diffusion processes
• Lévy processes
We shall have a look at these types of processes with a view as to their applicability in survival analysis.
Indeed, the work of Kjell Doksum contains several examples on the use of stochastic processes. He has written a number of papers where an underlying risk process has been modeled as a Wiener process, see e.g. Doksum & Høyland (1992) . Furthermore, Doksum was a pioneer in the nonparametric Bayesian approach to survival analysis and introduced the "neutral to the right" prior distributions, which means that the cumulative hazard rates are in fact Lévy processes (Doksum, 1974) .
There are two important general aspects of survival analysis which are connected to the use of stochastic processes. One is the issue of time. The common regression method in survival analysis, the proportional hazards or Cox regression, is based on an assumption of proportionality. This in effect decouples the statistical analysis from the development over time, implicitly assuming that no changes take place when time passes. Time is relegated to a nuisance parameter instead of being in fact the major parameter of survival data. This has numerous implications for the actual practice of survival analysis, since it de-emphasizes the fact that changes over time, e.g. in the effect of covariates, are likely to occur and should be examined and understood. We believe that the time aspect should play a much more central role in survival analysis.
The second general aspect is whether survival and event history data should be analyzed just as they present themselves, or whether one should try to look behind the data even though it may be speculative. The major tradition, like in most of statistics, is very pragmatic. One computes Kaplan-Meier survival curves and runs regression analyses, which are straightforward analyses of the actual observed data. However, there are also attempts at looking below the surface. One example is frailty theory, based on the recognition that some individuals have higher risk than others. Such models will rarely be identifiable for univariate survival data, but nevertheless it may yield considerable insight to speculate about the frailty effects that may be present. We believe that models which allow fruitful speculations on underlying mechanisms should be applied much more than is presently the case. Indeed, speculation is part of the scientific creativity, and statisticians should contribute to this aspect too.
Two types of models for underlying mechanisms will be presented, namely first-passage models and extended frailty models (with stochastic hazard rates). An issue running through several of the models studied is the question of the memory of the process; how well does it remember the past. The distinction between short-term and long-term memory is important in stochastic process theory, and plays a special role in the extended frailty models presented below. Models with long range dependence often result in distributions that are subexponential, that is, an eventually declining hazard rate, see e.g. Samorodnitsky (2002) .
Why are stochastic processes of importance in survival analysis? The main reason is of course that event histories and the associated covariate histories develop over time, and the theory of stochastic processes is our tool of analyzing such development. The processes mimic some underlying structure, maybe in a superficial fashion. The models are usually not correct descriptions of the phenomena in great detail. They are rather some kind of coarse analogues that may still yield important insights.
However, stochastic processes have a function beyond more or less appropriate mimicking of event and covariate histories. An almost unavoidable aspect of event history observations is the occurrence of censoring. The martingale concept, and associated stochastic integrals, are ideally suited for handling censored processes. This is due to the martingale property being invariant to certain operations that would destroy more classical relations like independence.
Probabilistic or statistical assumptions
The common stochastic processes fall into two categories, those that are amenable to detailed probabilistic calculations, and those where the assumed structure gives rise to results of a more conceptual nature. A typical example of the former ones are the Markov processes where probabilistic calculations can be carried out precisely because of the Markov property. An example of the second category would be the martingales, where the basic results are less computational. For example, a major result is the invariance of the martingale property under optional stopping and stochastic integration.
From a statistical point of view, one will sometimes need the probabilistic computational power of a stochastic process. However, quite often this is not relevant. In many cases the dependence, say, on past observations can be arbitrarily complex, that is far from Markov or similar assumptions, and with a possible long-term memory. The important thing is the dependence of the model on statistical parameters, which needs to be tractable. This statistical dependence is an entirely different matter than probabilistic dependence. Then martingale results guarantee (possibly approximate) unbiasedness and asymptotic normality and produces variance formulas.
3 Stochastic processes modelling observed data
Markov chains
The Markov chain is in many ways the simplest type of stochastic process and has long played a major role in biostatistical modelling. In fact, the simplest Markov chain in survival analysis is the competing risks model which goes back to Bernoulli in 1760 and his assessment of the importance of smallpox on mortality. A more recent example of major importance is the Armitage-Doll model for the development of cancer (i.e. carcinogenesis), which appeared in 1954 (Armitage and Doll, 1954) . This so-called multi-stage model, is really a simple Markov chain which describes how a cell moves through a number of different stages before becoming cancerous. The model has been a considerable inspiration for understanding the development of cancer.
It is interesting to note that the Armitage-Doll model is quite primitive from a biological point of view. It is rather doubtful that the changes of a cell really constitute a Markov process on a set of well-defined states. Above all, the model ignores cell division and cell death, that is, the whole dynamic process taking place in the tissue. Nevertheless, the model has been quite important, with 555 citations as of 2004. A number of further developments of this model have arisen, incorporating issues like cell division and cell death. Still these models are of Markov type, being related to branching processes. An interesting example is the model of Portier et al (2000) . These approaches really constitute complex survival models since the aim is to compute the distribution of time to malignancy, that is the cancer incidence. Hence they demonstrate the application of complex stochastic processes in survival analysis.
A general difficulty with the Markov process is the basic Markov assumption which may appear unrealistic in many cases. For instance, one may not actually believe in the lack of memory property (conditional on the present state). It is important to note, however, that the Markov property may be much less of a restriction than one thinks. This point has been made by Datta and Satten (2001) and Glidden (2002) . In fact, the basic Markov tool of multiplying transition matrices often has a validity beyond the Markov framework. Basically, the multiplication of transition matrices is simply a description of the movements of individuals on the chain and does not necessarily depend on probabilistic assumptions. This is connected to the fact that the Markov assumption is really made on the level of individuals. The statistical estimation, on the other hand, is usually taking place on a more aggregate level. One often does not follow individuals, but the estimation is merely dependent on the numbers of individuals present in the various states at any given time, and the transitions that occur for them. Hence, much estimation for Markov chains will have a broader validity than one might think.
Counting processes
The Markov chain assumption implies a highly specific stochastic framework. The details are specified in such a way that explicit probabilistic calculations can be made. For many statistical purposes, however, one is not dependent on such detailed calculations. Rather, the main thing is how the statistical parameters enter the model, and whether features like incomplete observation, often termed censoring in the survival case, can be incorporated. The counting process structure (Aalen, 1978) takes care of precisely these issues; for event histories the basic observations are counts of transitions or events that take place over time. A very fruitful model for such counting processes is defined by considering the intensity processes given the entire past.
Consider for now just a single counting processes N (t), and its intensity process λ(t). The intensity process generalizes the intensity of a Poisson process, by letting the intensity be a function of happenings in the past. The interesting probabilistic feature here is not how λ(t) depends on the past in a detailed fashion, as it would be for a Markov chain, but the fact that
is a (local) martingale. This is a very different kind of assumption, it does not allow explicit calculation of probabilities like the Markov assumption does, but it has other properties, like the fact that the martingale property is preserved under stochastic integration of predictable processes. Censoring may be represented as a stochastic integral with respect to a censoring process, and so one has that the all-important martingale property is preserved under the fundamental operation of censoring. In addition, the martingale property in many cases implies asymptotic normality. Usually, asymptotic theory is associated with some underlying independence structure, or a modification of this. The martingale property is a more robust assumption which achieves more or less the same.
The second basic assumption concerns how the parameters enter the model, and a common formulation is the multiplicative intensity model
where α(t) is the statistical part in a parametric or non-parametric version, while Y (t) is an observable quantity. Again, Y (t) may have an arbitrarily complicated dependence on the past (with some qualification to be discussed below). No assumption of the Markovian or any similar type is of relevance here. The martingale property enters into the estimation and testing since it forms the basis for proving unbiasedness, for computing and estimating variances, and for asymptotic theory.
In the counting process theory there is no difficulty with a long term memory in the process. The martingale property is compatible with complex dependence on the past. It may be useful to model such dependence more explicitly, however, and we shall illustrate this in the next section.
Counting beyond 1
In spite of counting process theory now having an almost 30 years history in event history analysis, the actual applications have been very limited in scope. Mostly, the individual counting processes have been counting at most a single event each, which have then been aggregated into a larger counting process. The multivariate survival data, where each individual experiences several events or where related groups of individuals are lumped together, have only to a slight extent been included in the theory. Rather, the multivariate data have been handled by mixed models of the frailty type (see e.g. Hougaard, 2000) , which are certainly useful, but which, for instance, have little ability to include changes over time. What has been missing from this picture are individual intensity processes which depend in a more detailed fashion on the past of the individuals. Again the type of dependence is not of the probabilistic type, but of the statistical type. What matters is the type of dependence on statistical parameters, the probabilistic dependence may, in principle, be arbitrarily complex and have long-term memory.
One possibility is to define a model with dynamic covariates. The dynamic covariates may be quantities like the number of previous events for the individual (or for the group), or the time since last event. Numerous possibilities exist along these lines and can be alternatives to the mixed (or frailty) models. Dynamic models have been suggested by several authors (Kalbfleisch and Prentice, 2002; Aalen et al, 2004; Peña and Hollander, 2004; Gandy and Jensen, 2004; Miloslavsky, Keleş and van der Laan, 2004) .
The existence of dynamic models follows from a general theorem for submartingales, namely the Doob-Meyer decomposition which states, essentially, that any submartingale can be decomposed into a martingale and a compensator. Since a counting process is a submartingale, there is essentially always an intensity process however the counting processes comes about. For instance, there might be an underlying random effects, or frailty model, of a possibly complex and general nature, nevertheless the whole thing can be reformulated by intensity processes depending on the past.
Simple examples of dynamic models are the Cox type model (e.g. Kalbfleisch and Prentice, 2004) :
or the additive model :
where the index i refers to individual process i, and N i (t−) are the number of occurrences prior to time t in this process. Methods for statistical analysis of such models may be found in Aalen et al (2004) and Fosen et al, (2005) . Here we shall focus on a particular aspect of these models which is related to stochastic process theory.
Dynamic models and explosion
When introducing more complex dependence on the past into the model, as illustrated above, one has to be careful. Actually, what one is doing is to specify stochastic processes with a particular dynamic structure, e.g. similar to birth processes. Then the question arises whether the process in question is well defined. It turns out that in this respect the two models defined in equations (1) and (2) behave very differently. Considering first the model (2), then it is clear that this defines a birth process with immigration. If α(t) and β(t) are constant, then such a process is well defined and even has explicit solutions. Certainly the process is well defined even for time-varying parameters under weak conditions, and so there is no conceptual difficulty with the additive model. The Cox type model (1), on the other hand, may run into difficulties. When defining dynamic models one should be aware of the phenomenon of "explosion". A large intensity process leads to many new events in a short interval of time. These events are fed back into the intensity process through the contribution of N i (t−). This again leads to even more events and eventually the process explodes, i.e. N i (t) → ∞ when t → τ − , where τ is a random time which is finite with positive probability. Such processes are sometimes called "dishonest" processes; Cox and Miller (1965, p. 163) point out that for instance by defining the intensity process as λ i (t) = N i (t−) 2 one gets a dishonest process. Clearly, this also creates potential problems for applying model (1) where the growth in the intensity process due to increasing number of events is stronger than for the square function. In general, let us define the intensity by
for some non-negative function h(x, t) of two arguments. The question is what kind of functions h will lead to a well-defined process N i , and which functions will cause explosions. Mathematically, this is related to the Lipschitz condition used in differential equations theory (Birkhoff and Rota, 1989) . Typically, a local Lipschitz condition in the first argument of h guarantees a unique solution up to a certain point in time, but does not exclude the possibility of explosion at a later time. A global Lipschitz condition, however, sets a growth restriction on the behavior of h, and guarantees a unique non-explosive solution. Similar conditions exist for stochastic differential equations driven by Wiener or Poisson processes, that is, including the counting processes considered here (Protter, 1990) . Additive processes usually satisfy global Lipschitz conditions, whereas exponentially based processes only satisfy local conditions. In general one has to be careful when defining dynamic models to ensure that they are actually well defined, and this may be a non-trivial issue.
Another general criterion for models to be non-explosive is the Feller condition which can be used on processes where the intensity is only dependent on the number of previous occurrences, i.e.: λ i (t) = h(N i (t−)) for a nonnegative function h(x) (not depending on t). Then non-explosiveness on finite intervals is guaranteed if and only if
see, for instance, Allen (2003) . The intuitive justification for this criterion is that when the process is in state i its intensity is constant until the next jump, and thus the expected time in that state is 1/h(i). The above sum then represents the total expected time used spent in all states. If this quantity converges it seems clear that the process moves faster and faster to new states, and that it will explode in finite time. The Feller condition immediately holds for a linear function h(·), so the linear or additive model will be a safe choice. For a quadratic function h(i) = i 2 , on the other hand, it is clear that the above sum converges, and there will be explosion with a positive probability. Also for an exponential form λ i (t) = exp(βN i (t−)) it is clear that P ∞ i=1 exp(−βi) converges for all positive β, implying once more a positive probability for explosion on finite time intervals.
The situation is more difficult when h also depends on t. For instance, one may have a Cox model of the type λ i (t) = α(t) exp(βN i (t−)/t), i.e. h(x, t) = α(t) exp(βx/t). This is a sensible model since it implies that it is the average number of events per time unit that is of importance. We will return to this model shortly, after some general considerations.
Assume that h is a convex function in the first argument. By counting process theory and Jensen's inequality we have
Consider a function f (t) satisfying
A general comparison theorem for differential equations can be applied (Birkhoff & Rota, 1989 , Chapter 1, Section 11). From the theorem it follows that EN i (t) ≥ f (t). Hence, we may solve (3) and study whether the solution is explosive. Differentiating the equation we get
with initial condition f (0) = 0. If the solution to this differential equation explodes, then the expectation of the process will explode. (The opposite direction is more complex; the process may explode even though the equation above has a non-explosive solution).
Note that the solution to (4) is just what is often termed the deterministic solution, as opposed to the stochastic solution determined by a counting process with intensity process λ i (t) = h(N i (t−), t). The relationship between deterministic and stochastic solutions is of much interest in areas like population dynamics and the mathematical theory of epidemics (see e.g. Allen, 2003) . Often the relationship between stochastic and deterministic solutions is close, but this is not always the case.
Let us first consider the Cox type model λ i (t) = α(t) exp(βN i (t−)) defined in (1). The special case of (4) relevant here is
A solution to this equation with initial condition f (0) = c yields
If β ≤ 0 there is no explosion. For β > 0 we see that the deterministic solution explodes if R t 0 α(s)ds reaches e −βc /β at some finite time. In particular, for c = 0
α(s) ds = 1 has a solution with t finite, f (t) explodes. We shall consider in somewhat more detail the special case of (4) corresponding to the Cox type model λ i (t) = α exp(βN i (t−)/t). We will assume that the process starts at time 1 (just to avoid the singularity at 0), and that EN(1) = c ≥ 0 is the initial value. The relevant equation is
with f (1) = c. When β ≤ 0 no explosion occur, so we will focus on β > 0. Aided by Mathematica (Wolfram, 1999) , or by substituting a(t) def = f (t)/t and separating the equation, we find the following implicit solution:
where g(u) def = αe β u − u, u ≥ 0. The solution fulfills the initial condition f (1) = c. From (7) one may decide whether f (t) explodes or not, by observing that we cannot necessarily solve this equation for f (t) for all values of α, β and t. For some combinations of α and β the left hand side may remain bounded as
To analyze equation (7) in detail, consider the auxiliary function g(u), the denominator of the integrand. We have g 0 (u) = αβe βu − 1 and g 00 (u) = αβ 2 e βu . Note that g(0) = α > 0. Since g 00 is strictly positive g is convex and has a unique minimum, which we denote u 0 . By setting g 0 (u 0 ) = 0 we find that u 0 = − log(αβ)/β and g(u 0 ) = 1/β − u 0 . There are now three possibilities:
1. g(u) > 0 for all u ≥ 0. Then the integrand of (7) is non-singular and R ∞ c 1/g(u) du < ∞. For large enough t (7) cannot have a solution for f , and explosion occurs.
2. g(u 0 ) = 0, i.e. g is tangential to the x-axis. Then 1/g(u) has a nonintegrable singularity at u = u 0 . If 0 ≤ c < u 0 there will be no explosion, if c > u 0 an explosion will occur. In the very special case c = u 0 the solution (7) is not valid but is replaced by the simple solution f (t) = ct, and no explosion.
3. g(u 0 ) < 0. Then g has two zeros u 1 and u 2 , u 1 < u 2 , and the integrand has non-integrable singularities at these two values. Accordingly, if 0 ≤ c < u 1 or u 1 < c < u 2 there is no explosion. If c > u 2 the solution explodes. If c = u 1 or c = u 2 there is no explosion, as above.
In conclusion: There is explosion if g has no zero, or if c is larger than the largest zero of g. This translates into saying that there is an explosion in finite time if either g(u 0 ) > 0 or (g(c) > 0 and g 0 (c) > 0), i.e. that αβ > e −1 or (α e β c > c and αβ e β c > 1). Note in particular that when the starting level c is large enough, then the second condition is necessarily fulfilled. As a numerical illustration, put c = 1 and α = 1. Then explosion in finite time occurs if β > e −1 = 0.368.
Stochastic processes modelling underlying developments
In statistics one often assumes the existence of unobserved random variables or processes. For instance, the latent variables of mixed models are useful conceptual and practical tools. The corresponding concept in survival analysis is termed frailty models. Thinking in terms of frailty is useful even in cases where the frailties are completely unobservable (Aalen, 1994) . We shall present a considerable extension of the frailty model below. Another example of unobserved, latent concepts in survival analysis are the underlying processes in first-passage time models. Here the time of the event in question is assumed to correspond to a process crossing a certain level. In particular, models of this nature are of importance when one attempts to understand the shape of a hazard rate, see Aalen and Gjessing (2001) . Here we shall focus on the concept of quasi-stationarity.
First-passage time models. Quasi-stationarity
One may think of the occurrence of an event as resulting when some underlying risk process crosses a certain limit. This has been suggested by a number of authors, including Doksum (Doksum and Høyland, 1992 ), but we shall here focus on an aspect of these models which is not well known.
Consider a number of independent individuals moving on some (unobserved) state space. The space is divided in two parts, the transient space prior to the event occurring, and the absorbing space the entrance into which means that the event in question has occurred. Clearly the population of individuals on the transient space will diminish as more and more become absorbed. However, in many cases a phenomenon termed quasi-stationarity will occur, that is, the expected distribution of individuals on the transient space will converge to a limiting distribution. This is not a stationary distribution since absorption of probability mass takes place all the time, and so it is termed quasi-stationary.
Quasi-stationarity for diffusion processes
We shall consider a first-passage time for a diffusion process, which leads to a useful and different view of the hazard rate. Consider a Markovian diffusion process X(t) on the positive half line with zero as the absorbing state, and let the event time be defined as T = inf t≥0 {t : X(t) = 0}, the time until absorption. Let ϕ t (x) be the density on the transient state space, i.e P (X(t) ∈ dx) at time t, x > 0, and let σ 2 (x) and µ(x) be the variance and drift diffusion coefficients respectively. The evolution forward in time is described by Kolmogorov's forward equation (Karlin and Taylor, 1981, p. 220) :
Assume that the process is in a quasi-stationary state. Then one can write ϕ t (x) = e −θt ψ(x), where θ is the constant hazard rate and ψ(x) is the quasistationary distribution. Insertion into the above equation yields
This is an eigenvalue equation which in some instances can be solved explicitly for the quasi-stationary distribution and the corresponding constant hazard rate θ.
Consider the process prior to quasi-stationarity, and let θ t denote the hazard rate of the time to absorption. Let ψ t (x) = P (X(t) ∈ dx|X(t) > 0) denote the density on transient space, conditioned on non-absorption, so that R ∞ 0 ψ t (x) dx = 1. We can write
for the connection between the non-conditioned and conditioned densities. The following result holds under suitable regularity assumptions:
that is, the hazard rate is proportional to the slope of the normalized density at zero (Aalen and Gjessing, 2001 ), see Figure ( 1). Note that ψ t (x) can be considered the risk distribution of survivors in the context of survival analysis. Hence this diffusion model gives a different representation of the hazard rate than the common one. The derivative of ψ t (x) at time zero depends on the
Figure 1: The hazard rate of time to absorption is proportional to the derivative at 0 of the distribution of survivors absorption and the diffusion in the process. We can say that the shape of the hazard rate is created in a balance between two forces: the attraction of the absorbing state and the general diffusion within the transient space. It turns out that the various common shapes of hazard rates occur naturally depending on how the starting distribution on the transient state space relates to the quasi-stationary distribution. Simplifying quite a bit, one could say that the shape of the hazard rate depends on the distance between the starting point, or starting distribution, and the state of absorption. A great distance leads to an increasing hazard rate, an intermediate distance leads to a hazard rate that is first increasing and then declining, and a small distance leads to an (essentially) decreasing hazard rate.
We shall illustrate this by considering the special case of a Wiener process with drift and absorption in state 0. In this case the variance and drift coefficients σ 2 and µ are independent of x. We assume µ < 0, that is, a drift towards zero. The first-passage time till absorption given start in a fixed state follows the well known inverse Gaussian distribution.
It is known that in this case there is a whole class of quasi-stationary distributions. One of those is the limiting distribution of survivors given a fixed initial state, sometimes called the canonical quasi-stationary distribution. This is given by the following gamma distribution:
nd yields a constant hazard of absorption equal to θ 0 = (µ/σ) 2 /2. The more general quasi-stationary distributions are given by: for 0 < θ < θ 0 , where we define η = p µ 2 − 2 σ 2 θ. Here the constant hazard of absorption equals θ.
Starting out at some level c it is well known that the time to absorption is determined by the inverse Gaussian distribution. The shape of the hazard rate of this distribution for various values of c is shown in Figure (2) . The values of c are placed at the beginning of the quasi-stationary distribution, close to the mode of the distribution, and in its tail. We see the following from the figure: If c is close to zero compared to the quasi-stationary distribution one gets, essentially, a decreasing hazard rate; a value of c far from zero gives essentially an increasing hazard rate; while an intermediate value of c yields a hazard that first increases and then decreases. The wording "essentially" is used here because the continuous nature of the model and the non-compact state space yield hazard rates that will, strictly speaking, always increase to a maximum and then decrease, but for c small or large they can be seen as just decreasing or just increasing for most practical purposes.
This relationship is a quite general phenomenon Gjessing, 2001, 2003) . It explains the various shapes of the hazard rate in an alternative fashion to that derived from e.g. frailty considerations.
An extended frailty model: Frailty as a stochastic process
A basic fact of life is that individuals are dissimilar. From a medical viewpoint there is considerable variation in the risk of developing various diseases, and in the prognosis for patients. This variation may be due to genetics, lifestyle or other factors. Some of these factors may be controlled in a statistical analysis, while others are unknown. Such unknown factors are usually counted as a part of the error terms, but when considering processes developing over time, selection effects and artefacts may appear as a result of the unexplained variation (see e.g. Aalen, 1994) . In particular, the shape of hazard functions may be strongly influenced, so that, for instance, the observed hazard may be pulled down to increase much more slowly, or even decrease, compared to what would have been observed in a homogenous group.
In the standard frailty model, frailty is assumed to be given at time zero, and to follow an individual throughout life. No changes in frailty takes place. This is clearly a gross simplification, and it might be interesting to try models which are more flexible. From a biological point of view one would think that some aspects of frailty are given early in life and stays with the individual throughout life, as for instance genetic factors. Other aspects of frailty may be determined by more or less random developments and events happening later in life, i.e. the general stresses of life.
One flexible generalized frailty model is discussed by Gjessing et al (2003) , where frailty is generated by a stochastic process. More precisely, we consider frailty distributions defined by a nonnegative Lévy process Z(t) (also called a "subordinator") the Laplace transform of which is given by the Lévy-Khintchine formula L(c; t) = E exp{−cZ(t)} = exp{−tΦ(c)}.
The function Φ(c) is called the Laplace exponent of the Lévy process. The family of Lévy processes contains a number of important special cases, like compound Poisson processes, gamma processes, stable processes etc. In fact, all nonnegative Lévy processes are limits of compound Poisson processes.
To consider processes with a varying "rate", define the nonnegative deterministic rate function r(t) with integral R(t) = R t 0 r(u) du, and let Z(R(t)) be the time-transformed subordinator. Conditional on Z, we define our hazard rate processes h as
where a(u, t − u) is a nonnegative weight function, and λ(t) is a basic hazard rate. A number of results have been proven for this model in Gjessing et al (2003) . An important quantity is the population hazard rate µ(t), by which we mean the average hazard rate among survivors at a given time. If T is the lifetime of an individual, we define µ(t) = E[h(t)|T > t]. In our model we may derive the following expressions for the population survival and hazard functions:
where b(u, t) = R t u λ(s) a(u, s − u) ds. Another important result concerns quasi-stationarity. We shall make the following conditions:
1. λ(∞) = lim t→∞ λ(t), r(∞) = lim t→∞ r(t) and a(∞, v) = lim t→∞ a (t, v) all exist and are finite.
2. E[Z(1)] < ∞ and a(t, v) ≤ã(v) for some functionã with R ∞ 0ã (s) ds < ∞.
Under these conditions, a quasi-stationary distribution exists for h(t), conditional on T > t, as t → ∞. This implies that µ(t) converges to a limit. We shall consider now some important special cases. The first is a formulation of the standard frailty model, by which we mean that frailty is determined at the beginning, and then not changing later on. To fit in the present framework, we let frailty be generated over some initial finite time interval. Our next model generalizes this frailty model by letting the weight function a(u, v) be only dependent on the first argument u. This means that frailty contributions are accumulated along the way and nothing is forgotten. In fact, both these models preserves the memory of previous frailty.
Our third model is a moving average formulation defined by letting a(u, v) be only dependent on the second argument v. Under an integrability assumption on the weight function, the moving average model implies that the past is gradually forgotten, and quasi-stationarity is achieved as indicated above.
In fact the memory of past events is a major issue in frailty models. In medicine and biology properties determined by genetics would be expected to have a long term effect, while many other events throughout life may have a more limited effect and be "forgotten" over time. It is reason to believe that the standard frailty models, with all frailty placed at time zero and perfectly remembered, exaggerates the effects of frailty. We shall give examples illustrating this issue.
Special case 1: Standard frailty model
We assume a(t, v) ≡ 1. Let r(t) be equal to ρ up to time T and 0 after this time, and assume that λ(t) is equal to 0 up to time T . From the general model (11) it follows that the hazard process equals
The population hazard rate is µ(t) = ρ λ(t) Φ 0 (Λ(t)), t ≥ 0, where
We recognize the hazard rate of the standard frailty model, where the frailty distribution is generated by a Lévy process, as are almost all common frailty distributions. For instance, the very broad PVF distributions described in Hougaard (2000) are distributions of Lévy processes.
Special case 2: Cumulative frailty model
Let a(t, v) ≡ a 1 (t) depend only on the first argument, let r(t) ≡ λ(t) ≡ 1. We have
so that frailty is accumulated as time passes. This is a reasonable model for a situation where frailty is gradually building up throughout life and all previous frailty contributions are remembered.
For an explicit result, consider the gamma Lévy process with Laplace exponent Φ(c) = ρ{log(ν + c) − log ν}. Assume r(t) ≡ λ(t) ≡ 1 and a 1 (t) = a/t. Then µ(t) can be computed from (12) to yield:
which is seen to be a constant rate. In general, however, it seems that µ(t) will eventually decrease. Examples are given below.
Special case 3: Moving average frailty model
Let a(t, v) ≡ a 2 (v) depend only on the second argument, let r(t) ≡ λ(t) ≡ 1. We have
which is seen to be a moving average process. Note that here the past will be gradually forgotten if a(v) decreases over time. Define
Note that µ(t) is increasing. It is clear that if either Φ is bounded (i.e. Z is compound Poisson,) or A(∞) def = lim t→∞ A(t) < ∞, then lim t→∞ µ(t) = Φ(A(∞)) < ∞, so that the hazard converges to a limit, which means that there is a quasi-stationary distribution for the hazard of survivors.
Let us now consider the special case a 2 (v) = ae −κv . Then A(v) = a(1 − e −κv )/κ and we can prove that
Special case 4: Frailty model with no memory
Here we shall assume that the frailty equals instantaneous jump of the Lévy process. Assume that a(t, v) depends only on the argument v, and that it equals the Dirac delta function in this argument. Then it can be proven that µ(t) = r(t) Φ(λ(t)).
Clearly, this is a model where there is no recollection of past frailty. Notice that frailty nevertheless has an influence on the shape of the hazard rate, since in general µ(t) will have a different shape from λ(t).
Example
We shall give illustrations for special cases 2 and 3. Assume that a 1 (t) = exp(−t) and a 2 (v) = exp(−v). Thus both weight functions are exponentially decreasing, but with the difference that the first one starts from time 0 and weights the process forward in time, while the second one starts from the present time and weights the process backwards in time. We consider two different forms for the basic hazard rate, namely a constant one (λ(t) = 1) and an increasing one (λ(t) = t 2 ). We use the Gamma process as the driving frailty process. Population hazard rates for these models are shown in Figures 3 and 4 .
One sees that shapes of the population hazard rates for the cumulative frailty model (left panels in the figures) is very different from the basic hazard rate. After reaching a top, the population hazard rate turns down in both cases. This feature is similar to what is often seen in standard frailty models and is due to the long term memory of the cumulative frailty model.
The right panels show the population hazard rates for the moving average model. In Figure 3 the population hazard converges to a constant, hence assuming eventually the same shape as the basic hazard rate. This is due to quasi-stationarity. In Figure 4 the population has a continuous increase, but much more slowly than the basic hazard rate t 2 . We see clearly that the effects of frailty on the hazard rates depend strongly on the degree of memory in the frailty process. The very strong effects often seen in standard frailty models is due to the long-term memory of such models and might be considerably weaker in frailty models with less memory.
A general result on asymptotic constancy of the hazard rate, due to quasistationarity, was given already by Keilson (1966) . As he points out, the phenomenon is closely related to the process losing its memory when time passes. This is true for Markov processes and regenerative processes, and also for the model presented here. If the process preserves the memory of early events, the hazard will generally not become constant. Hence, the asymptotic behavior of hazard rates depends on whether previous effects are retained in the system, and our example illustrates this. Gamma frailty with shape parameter 0.5 and scale parameter 1; a 1 (t) = e −t ; a 2 (v) = e −v . Increasing basic hazard ( λ(t) = t 2 ). Gamma frailty with shape parameter 0.5 and scale parameter 1; a 1 (t) = e −t ; a 2 (v) = e −v .
Conclusion
We have illustrated how theory from stochastic processes may illuminate various aspects of survival analysis. Both practical statistical methods and useful qualitative insights may be derived.
