In this paper we give an overview on autonomous navigation, object detection and imaging by UWB sensor networks. We describe coherent and non-coherent approaches of data fusion for imaging and object localization that rely on different levels of synchronous multistatic and asynchronous sensor cooperation. Detection and identification of time variant object features are discussed.
Introduction
Ultra-wideband (UWB) radio sensor networks promise interesting perspectives for position location and object identification in short range environments. Their fundamental advantage comes from the huge bandwidth which may be up to several GHz depending on the national regulation rules. E.g. frequency ranges of 3.1-10.6 and 1.99-10.6 GHz are deregulated for communications and wall penetrating radar, respectively, in the U.S. (FCC). Even 50 MHz to 18 GHz are envisaged for ground and wall penetrating radar in Europe (which will include specific protection measures of sensitive sites). Consequently, UWB access network infrastructure allows unprecedented spatial resolution in geolocalisation of active UWB devices without range ambiguity [ 1 ] , [ 2 ] and UWB radar sensors [ 3 ] allow high resolution in detection and localization of passive objects in short range distance. With the lower frequencies involved in the UWB spectrum, looking into or through non-metallic materials and objects becomes feasible. This is of major importance for applications like indoor navigation and surveillance, object recognition and imaging, through wall detection and tracking of persons, ground penetrating reconnaissance, wall structure analysis, etc. UWB sensors preserve their advantages -high accuracy and robust operation-even in multipath rich propagation environments. Compared to optical sensors, UWB radar sensors maintain their accuracy in bad viewing conditions and still produce useful results in non-LOS situations by taking advantage of multipath. Despite the excellent range resolution capabilities of UWB radar sensors, detection and localization performance can be significantly improved by cooperation between spatially distributed nodes of a sensor network. This allows robust sensor node localisation even in case of partly obscured links. Moreover, distributed sensor nodes can acquire comprehensive knowledge on the structure of the unknown environment and construct an electromagnetic image which is related to the relative sensor-to-sensor coordinate system. Distributed observation allows robust detection and localisation of passive objects and identification of certain features of objects such as shape, dynamic parameters and time variant behaviour. This all makes UWB a promising basis for autonomous navigation of mobile sensor nodes, -e.g. manoeuvrable robots-in an unknown or even hostile environment that may arise as result of an emergency situation. In this case UWB can help to identify hazardous situations such as broken walls, locate buried-alive persons, roughly check the integrity of building constructions, detect and track intruders, etc. In the following we briefly explain the different types of sensor nodes and the basic structure of UWB sensor networks for the application described above. We shortly refer to localization of sensor nodes within a network. Then we review the basic imaging principles that are applied to recognize the structure of the static propagation environment and to detect moving objects. Finally, we demonstrate time variant feature detection for identification of human beings behind a wall by their respiratory activity. We point out that the flavour of this paper is mainly experimental. Basic sensor node activities shall be demonstrated by measured examples. The experiments were carried out by using a multiple-input multiple-output (MIMO) channel UWB sounder based on a proprietary SiGe chipset [ 4 ] , [ 5 ] . The frequency bandwidth was about 700 MHz to 4.5 GHz with the lower frequency limit determined by the antennas used. The multiple transmitters launch periodic pseudorandom binary signals that are allocated to different time slots. The receivers, which are working in parallel know the transmit signal and its time allocation and produce MIMO impulse responses by correlation processing. In this way advantage of impulse compression is taken.
Structure of UWB sensor networks
The sensor nodes may be heterogeneous in terms of their sensing capabilities and mobility. "Dumb" nodes may act just as illuminators of the environment. This requires only transmitting operation and no sensing and processing capability. Deployable nodes, placed at verified positions may act as reference or anchor nodes for the localisation of roaming nodes. Other nodes are spread around as disposable or moving observers, which acquire information about the structure of the environment by recording backscattered waves. The most "sensible" nodes are equipped with multiple antennas, e.g. one transmitting antenna (Tx) and one or two receiving (Rx) antennas. In case of two receiving antennas, such a sensor already constitutes a small-baseline bistatic radar, which somehow resembles the sensing capability of a bat and allows estimating directions of arrival. We will also refer to these nodes as "scouts". Thus, with regard to capabilities of sensor nodes involved and to their mutual cooperation we distinguish three basic structures of sensor networks:
• The multistatic approach assumes a number of widely distributed and synchronized cooperating sensor nodes. The position of those nodes is estimated and tracked w.r.t the anchor nodes. By applying coherent data fusion methods moving nodes will create an image of the propagation environment.
• The "bat-type" approach consists of the "scouts", which are able to detect and recognise characteristic features of the propagation environment on their own. This allows building up partial maps of the environment, investigating unknown objects in more detail, identifying object features, etc.
• The mixed approach is characterized by a cooperation of all types of sensors. E.g., the multistatic sensors will support the localisation of the scout sensors and these will deliver additional reference information that relates the local sensor coordinate system to the structural details of the environment.
Sensor-to-Sensor node localization
Since imaging of environments and objects in essence is a combination of sequential observations of one moving sensor or of a number of spatially distributed sensors, the knowledge and tracking of the precise location of each sensor node is a prerequisite. Whereas existing indoor navigation systems mostly rely on fixed reference beacons belonging to the infrastructure of some wireless access network, localization in unknown environment has to be autonomous and selfcontained. The nodes must at first establish their own local coordinate system by estimating their relative position. Then the structure of the unknown environment has to be recognized. This will be achieved by imaging and object recognition methods. When the structure of the environment is finally recognized, it will be related to the sensor network coordinate system. 
Multistatic imaging of environments
Supposed that the scene is sufficiently illuminated by the signals transmitted from the anchor nodes, the backscattered waves carry valuable information on the structure of the propagation environment. A focussed image can be build if enough information is collected. The quality of this image heavily depends on the number and the positions of the illuminating and observing nodes. If there are illuminators (e.g. the anchor nodes) and observers available simultaneously, then the available information is instantaneous. This allows real-time processing which will be used for localization of moving objects in section 6. For imaging of the static propagation environment, one moving observer is enough. While moving around, the observer collects data and the image is build sequentially and enhances gradually. The excellent resolution of UWB easily allows separation of the LOS component (which is used for mobile observer localization) and backscattered waves in the time domain. Moreover, time-of-flight information is unambiguous over a wide range. The respective time domain imaging methods are called Kirchhoff migration. They rely on Born's approximation, which presumes undisturbed ray-optical propagation [ 7 ] . The principle of migration imaging is depicted in Fig. 1 
at the recorded response which corresponds to an elliptical location in the image. The more the observer moves, the more energy "migrates" to the pixel position [
where N is the number of available observations. Note that the data fusion described by (2) may be coherent if R i (τ) is complex or bipolar real valued (in case of baseband signal processing) or non-coherent if unipolar signal envelope is used.
Fig . 1 Imaging of the static environment by sequential Kirchhoff migration.
From Fig. 1 it can be deduced that signal energy does not only cumulate in the desired pixel. There also arise local maxima at every position where ellipses are crossing. In [ 8 ] it has been shown that those artefacts tend to be most severe if regular (e.g. rectangular) observer tracks are used. They are smeared for irregular random tracks. In the same conference paper [ 8 ] we have reported another possibility to enhance the image quality. These methods consist in cross-correlating the response of one or more auxiliary measurements. The spatial scheme for one additional reference receiver Rx ref is indicated in Fig. 2 and for two additional reference receivers in Eq. 3. Integration is over the whole compressed transmit pulse length T. The example described in the sequel was calculated from measurements by standard Kirchhhoff migration in an industrial environment, which is shown by the photograph in Fig. 4 . The anchor node and the moving observer were synchronized by hardware. So in this case, only two anchor reference nodes were enough for the localization of the moving observer. Fig. 3 (upper) shows the recorded impulse response sequence of the channel created by the anchor node 1 and the moving observer. The leading LOS component is used for localization of the observer and the remaining multipath components are used for image migration as described. A single contribution to the migrated image (at one observer position) is also depicted in Fig. 3 . The elliptic structure is clearly visible. Fig. 4 shows the migrated image and the superimposed track of the moving observer. Here a random track was created by a roaming observer.
"Bat-type" imaging
Whereas the multistatic imaging approach is most appropriate to submit an overview image of the global structure of the environment, the bat-type imaging approach to be described in this section is more suitable to investigate objects in more detail and produce partial maps of the environment. Other than the multistatic approach it does not require coherent Anchor node1
Anchor node2
Engine2 "Engine1
Container cooperation of widely distributed nodes. Since a "bat" sensor node represents already a self contained bistatic Radar platform, it can act autonomous as a "scout". Nevertheless, it can take advantage from cooperation with other nodes, e.g. for localisation relative to anchor nodes and by non-coherent data fusion.
Being equipped with two receiving antennas, a bat sensor can submit a joint space-time radargram which is already an image as seen from the bat sensor. A sequence of observed data along a specifically chosen track can be fused for image enhancement. Fig. 5 shows a sequence of space-time radargrams recorded by a scout on its track. The objects observed in this example are two point-like objects. Since the antenna baseline is short, the cross-range resolution (in terms of DoA) is low whereas the range resolution (in terms of delay) is high because of the huge bandwidth. Note that it easy to remove the direct coupling component because of the relatively fixed antenna arrangement. A sharper image can be generated by fusing the images which are taken from different viewing angles. To this end, the space-time radargrams are appropriately shifted, rotated, and stacked as indicated in Fig. 6 . To achieve this result we not only have to know the position of the scout but also its attitude. The latter is not delivered by the localisation approach described in section 3. One possibility to get this additional information is to apply supplementary inertial sensors. Another possibility is based upon self adjusting or auto-focussing as described in the following paragraph. The basic idea of auto-focussing results from the observation, that the stationary objects of a scenario usually dominates the backscattered signal [ 9 ] . Supposed that those objects are appropriately illuminated, they show up in the image independent from the aspect angle and distance of the observer. Thus, if at least some dominant scatterers appear in an environment, these elements can be used as a landmark or anchor reference for auto-focussing. The individual images are stacked and averaged in a way that the reference objects experience the best focus. For this end, the individual images are shifted and rotated to achieve the best match at the chosen reference objects. If the object details are sharp and clear enough, explicit knowledge of the track is not required. A specific problem of Kirchhoff migration is the appearance of artefacts as already discussed in the previous section where we have proposed to use additional reference nodes for cross correlation (see Eq. 3). The following example [ 10 ] demonstrates the resulting image enhancement. Fig. 7 (upper part) shows a simulated result of simple Kirchhoff migration which is calculated from a sequence of signals as described in section 4. A scout sensor carrying only one transmitting and one receiving antenna is used in this case. Since the illuminator is always close to the observer this means that the object is illuminated as if the scout uses a flash light. Here the scout moves on a rectangular track around the object, which is a vertical metallic pipe. The artefacts, which are most sever on those regular tracks are clearly visible in the upper picture. The lower pictures show enhanced images which results from cross correlated migration as described in Eq. 3 with one and two additional references, resp. These reference nodes are placed separately from the scout node and may be fixed.
Detection and localization of time variant and/or moving objects
In contrast to localization of active sensor nodes (that are acting as UWB transmitter or receiver), passive objects have to be detected and localized by backscattered radio waves. Thus, there are many analogies to imaging methods.
However, the imaging methods discussed in sections 4 and 5 predominantly rely on synthetic aperture data principles, which restricts them to static environments. Reflection from moving objects will be smeared in the focussed image and, thus, gradually disappear.
Image of the metallic pipe Phantom images Therefore, detection and localization of moving objects requires real-time cooperation of sensor nodes. Moreover, detection of time variant object features can help to identify a specific object. One example is human beings which will return characteristic radar patterns when walking. But even in static position a human being returns time variant signals because of its heart beat and respiratory activities. In this section we will summarize the basic methods of detection and location of moving or time variant objects and we will give an example for through wall detection of human respiratory activity.
Moving and/or time-variant objects have to be detected in the presence of clutter from the static environment which in most cases will be much stronger. Therefore, the first processing step is background subtraction, which eliminates or at least reduces disturbing static signals. Background subtraction can considerably enhance the dynamic range for detection of weak time variant signal features. Static signal components result from direct Tx-Rx feed-trough and from wave scattered at dominant static reflectors, e.g. walls, furniture or metallic devices.
A simple background subtraction approach starts with stacked averaging of the sequence of measured impulse responses. This way, the static background scattering is estimated which in the next processing step is subtracted from the time variant sequence of impulse responses. The advantage of background subtraction is demonstrated by the following measurement example that is related to through wall detection of a human being. The person was sitting on one side of a wall and a bistatic radar node was arranged on the opposite side. The distance between the Rx and Tx antenna was about 20 cm. The distance between the radar and the person was about 2 meters. The whole measurement scenario was static. The only time variations were caused by the vital activities (mainly due to the respiration) of the sitting person. The recorded signal is shown in Fig. 8 by blue color. The time variant reflection from the person is completely hidden by the static response consisting of the direct Tx-Rx feed-trough, the reflection from the walls, and scattering from other objects within the environment. The red line is the remainder of the background subtraction. It clearly reveals the time variant component caused by the respiratory activity of the sitting person. The increase of the dynamic range for the detection of the time variant feature is evident. In the variety of realistic scenarios, estimation of the static background just by averaging is not enough as illustrated by the following two problems:
• The background signal can be time-variant. This time variance is caused, e.g. by undesired antenna movement, or by movement of objects that are not of interest.
• The object of interest can change its state of motion. This means, after having been moving, it can also be stationary over some time interval and "missinterpeted" by the algorithm as part of the undesired background clutter.
• The object can be both, time-variant and moving. In this case it may be necessary to separate between both variations. To solve these problems, we need more elaborate twodimensional filtering procedures which may also include object tracking. From video surveillance similar problems are known. The respective solutions reported in [ 11 ] describe promising approaches also for our goals.
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Signal reflected from a person Wall reflection Environmental response Fig. 8 Signal measured through wall by a bistatic radar node. The blue color is the averaged static response, which is mainly due to direct antenna feed-through and reflections from the environment whereas the red color describes the instantaneous time variant response due to the vital activities of the human body.
In the sequel we at first continue discussing the through wall detection problem of a human being. Supposed the background subtraction was successful, we can further analyze the time-variance of the object. In this case it is the respiratory activity; also heart beat can be detected. Promising applications are related to localization of buried-alive persons, public safety, surveillance, health care, driver monitoring, etc. The sequence of measured impulse responses is processed by the simple background subtraction algorithm as described above. The result is shown in Fig. 9 as a 2D t,τ -sequence where τ corresponds to range distance. The 2D profile provides the following information on the target: it is 2 meters away from the radar, it is not moving since the distance does not change with time, its state changes periodically firstly with the period of 4 seconds, then with the period of 1.1seconds and then with about 5 seconds. The amplitude variation is stronger at the beginning. The mere localization of moving objects is different from the discussed example of identification of object's time variance. Again, supposed the background subtraction was successful, algorithms similar to those described in section 4 can be applied for detection and location estimation of the moving objects. The requirements compared to the imaging methods are different. Since sequential synthetic aperture methods are no longer possible because of real-time requirements, only a small number of observations can be fused which is limited by the number of available sensors. So we cannot get a detailed image of the object. On the contrary, we need a reliable indicator that describes the presence and the location of the object independent of its shape and attitude. In this sense we would like to interpret the result of the algorithm as a score function that describes the location probability map of the object which to maximize would reveal its maximum likelihood location estimate. However, depending on the object's shape and aspect angle (related to both Tx and Rx since illuminator and observer are in general not collocated), the received signal will undergo rapid fluctuations which are known as fading or scintillation. In conventional radar detection this is considered a nuisance effect since these RCS (radar cross section) fluctuations degrade detector performance. On the other hand, from wireless communications it is well known that a receiver can significantly enhance its detection performance if it receives the same information on different links provided that the signals undergo independent fading. This effect is known as diversity gain. Among other possibilities, it can be achieved by sending the same information from different transmitters that are well separated in space so that the respective propagation paths undergo independent interactions with the environment (independent fading). Spatial diversity is especially effective in multipath-rich environment. Only recently it has been proposed to employ the same advantage also in radar signal processing. This principle is known as statistical MIMO radar [ 15 ] , [ 21 ] . Since we have widely distributed sensors in the sensor network anyway, this benefit comes almost for free in our application. Two variations of this approach will be explained now. From the viewpoint of our discussion in this section and in section 4 the most natural choice for location of passive objects seems to be fusion of elliptical location lines. Because of the real-time requirement and the necessity for background subtraction discussed above, we would need at least three static synchronous Tx/Rx-nodes (which could be the anchor nodes) to achieve an unambiguous location estimate in 2D. However, since this gives only the minimum number of observations, we have no diversity gain and we will be plagued by the image artefacts which cause local maxima in the objects location probability map. Increasing the number of widely distributed anchor nodes in space increases the number of independent observations. With M transmitting and N receiving nodes we have NM independent radar observations. In case of N nodes acting simultaneously as receiver and transmitter (e.g. anchor nodes) we still have N!/2(N-2)! independent observations. The reduction comes from the reciprocity of the Tx/Rx link provided that the same antennas and antenna positions are used at both sides. Every radar link submits independently fading amplitudes at the object's ToA. Proper statistical combining of those data would stabilize the location probability estimate. So we shift our focus from coherent to non-coherent combining at the receiver. However, there are further facets of statistical MIMO radar detection in distributed sensor networks. Remember, the imaging method described in section 4 in essence was a ToA based method that required precise knowledge of the position and synchronous multistatic cooperation of the any pair of nodes involved. A modified version of location estimation is based on time difference of arrival (TDoA) measurement. In this case we need pair wise synchronous receiver nodes. The two received signals are cross correlated which results in a hyperbolic location base line for any object. Unambiguous location can again be achieved by three observations which require at least three pair wise synchronous receivers. This can again be the anchor nodes. Interestingly enough, it is easy to see that in this case the synchronization requirements related to the transmitter are widely relaxed. Strict (phase related) synchronization is no longer required. We do not even have to know the transmit sequence and the transmitter position. We have only to make sure that the transmitter signal is fitted to the transmit time slot regime described in the section 1. This is necessary in order to have selective access to the individual transmitter signals. Strict coherency, on the other hand, is required at the receiver antenna pair in order to achieve direction of arrival resolution by TDoA. This does not only require synchronous receiver operation. This requires also the two received signals to be mutually coherent. Therefore, the two receive antennas have to be closely spaced (as it is the case for the bat-type sensor) to receive the signal which is reflected from the same object detail. On the transmitter side, non-coherent operation offers far reaching advantages. Since precise knowledge on the transmitter position is not necessary, we can locate illuminators at any position. Even multiple illuminators can be placed and also their reflection from the environment contributes to illuminating the object as indicated in Fig. 10 . The situation is similar to optical perception where we make the experience that visibility of an object is better in diffuse light than in spot light. Note that the UWB correlation receiver takes profit from the diversity gain because of the huge bandwidth of the signal which (from a technical perspective) can easily extend beyond 10 GHz corresponding to a coherency distance of less than 3 cm.
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Object Tx2 Wall Fig. 10 TDoA object location by pair wise synchronous receivers and multiple non-coherent transmitters.
Conclusions
UWB sensor networks are capable of autonomous navigation in unknown environments. Multistatic coherent cooperation of widely distributed sensors and non-coherent fusion of data from independent bistatic nodes can produce overview images of the environment and partial images of environmental details, respectively. This information is used to build a map of the environment which can be related to the relative sensor-to-senor coordinate system. Real-time processing and background subtraction are necessary to detect, identify and track unknown moving and/or timevariant objects. The interplay between coherent and non-coherent data fusion in a widely distributed MIMO sensor network seems to be a very interesting topic, which does not only allow controlling the synchronization requirements of the distributed nodes. It gives also the possibility of a considerable diversity gain, which enhances the robustness of object detection by sacrificing the information on the objects shape. This tends to make the detection probability independent of the objects instantaneous attitude. Simultaneous localization and mapping (SLAM) has been already a recent research topic in robot navigation [ 12 ] , [ 20 ] . Since mainly optical and mm-wave radar sensors have been discussed in this context, we believe that UWB sensors with their different frequency range and bandwidth and their unprecedented capability of range resolution and penetration through materials can be an interesting alternative to those sensors or at least submit valuable additional information which may interesting for robot navigation. On the other hand, the signal processing and data fusion methods used in SLAM can obviously be adopted for localization and navigation in UWB sensor networks. So compared to the examples given in this paper, further performance enhancement can be achieved by advanced multiple sensor data fusion methods, soft detection based on probability distribution instead of hard location decision, fusion of local and distributed information and iterative enhancement for computational requirement reduction, particle filter based object tracking and multiple hypothesis tests for track initiation, etc. Besides of object's location also its attitude and dynamic parameters such as speed and direction of movement are of interest. Advanced signal processing methods such as space time and time frequency methods are used to recognize and identify additional object features such as shape, orientation and other morphological and time variant object features. Object detection must be robust against various error sources and missing (incomplete) information which includes missing links and obstructed LOS [ 13 ] . Knowledge based approaches, such as utilization of a-priory information and adaptation of network resources may help to optimize the available resources and enhance cooperative detection performance. Moreover, since sensor cooperation may require considerable information exchange between nodes, optimization of local computational effort vs. message distribution payload is necessary.
