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ABSTRACT
Anthropogenic disturbance in intensively managed landscapes (IMLs) has
dramatically altered critical zone processes, resulting in fundamental changes in material
fluxes. Mitigating the negative effects of anthropogenic disturbance and making informed
decisions for optimal placement and assessment of best management practices (BMPs)
requires fundamental understanding of how different practices affect the connectivity or
lack thereof of governing transport processes and resulting material fluxes across different
landscape compartments within the hillslope-channel continuum of IMLs. However, there
are no models operating at the event timescale that can accurately predict material flux
transport from the hillslope to the catchment scale capturing the spatial and temporal
heterogeneity of landscape features arising from anthropogenic disturbance.
The overarching goal of this research is to develop a landscape connectivity
framework that encapsulates relevant hydrological and sediment transport processes
occurring across different spatio-temporal scales and apply the framework to assess the
role of anthropogenic activity and climate drivers on the propagation of water signals, with
particular emphasis on understanding the degree to which humans have altered the
connectivity of IMLs with respect to lower agroecosystem disturbance conditions.
The connectivity framework was developed, verified, and implemented within the
context of a case study in South Amana Sub-Watershed (SASW), IA. The framework
consists of a bottom-up geomorphic hydrological routing component for hillslope planes
coupled with a diffusive wave channel routing component for channels that are interlinked
and resolve timescales from seconds to days and spatial scales from the plot scale to the
watershed scale. The framework was informed and verified based on an extensive
collection of data, including in situ sampling, rainfall simulation experiments at the plot
scale, literature/theoretically derived data, remote sensing data, instream dye tracing data,
and watershed outlet data.
At the plot scale, key findings revealed the importance of accounting for the
emergence and evolution of geomorphic micro-features. Hillslope scale findings indicated
that an optimal resolution on the 0.1 m order of magnitude was sufficient for accurate
representation of the structure of the hydrograph peak, as commonly used resolutions of 1
m and above were shown to introduce significant bias with regards to both hydrograph
peak flow and the time-to-peak. Key findings at the watershed scale suggested that shifting
from vegetated hillslope planes to grassed waterway best management practices will most
likely lead to an increase in the overall peakiness of the hydrographs, will reduce their
overall time to peak and will progressively increase the peakiness of the hydrographs along
the drainage network. Also, a characteristic threshold drainage area on the order of ~1-10
km2 was identified, beyond which the variability in the characteristic peak magnitude and
timescale decreases significantly as a result of geomorphologic and hydrodynamic
dispersion.
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CHAPTER ONE
INTRODUCTION
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1.1 Background and Motivation
The critical zone of the earth is the “heterogeneous, near surface environment in
which complex interactions involving rock, soil, water, air, and living organisms regulate
the natural habitat and determine the availability of life-sustaining resources” (National
Research Council, 2001). The critical zone of intensively managed landscapes (IMLs)
such as the U.S. Midwest is a highly dynamic system responding to a confluence of
stressors arising from anthropogenic activity and climate change.

Agricultural

development has dramatically altered critical zone processes, resulting in fundamental
changes in fluxes of water, sediment, carbon, and nutrients that affect both the evolutionary
trajectory of the critical zone as well as the sustainability of agroecosystem services
(Kumar et al., 2018).
Within IMLs, the dynamics of the critical zone and characterized by accelerated
erosion rates and material fluxes due to anthropogenic interference with the natural
environment with critical implications for downstream regions. Fig. 1.1a shows the US
fluorescence map on July 2013, demonstrating that IMLs in the US Midwest are a hotspot
of agricultural and photosynthetic activity, while Figs. 1.1b and 1.1c show that the US
Midwest is also an erosion and nutrient hotspot, with numerous cropland sites experiencing
erosion rates that exceed soil loss tolerance, in addition to significant relative nitrogen and
phosphorus contributions among regions within the Mississippi River Basin, rendering the
US Midwest a primary accountable for hypoxia in the Gulf of Mexico.
The Intensively Managed Landscape Critical Zone Observatory (IML-CZO) is an
inter-disciplinary project focused on the US Midwest that seeks to integrate critical zone
processes (e.g., landscape evolution, hydrology, biogeochemistry, weathering, ecology)
across multiple spatial and temporal scales in order to quantify material
fluxes/transformation, storage, process feedbacks and characteristic thresholds with a
particular emphasis on anthropogenic impacts. The central hypothesis around this project
is that IMLs have transitioned from being transformers of material flux with high residence
times to being transporters of material flux with low residence times, resulting in
unsustainable conditions for ecosystem services (Wilson et al., 2018). The conversion of
grassland prairies to agricultural and and the intensification of agricultural activity have
2

Figure 1.1. (a) US Fluorescence map on July 2013 showing the intensity of agricultural activity; (b)
Map of erosion exceeding soil loss tolerance rate in 2012; (c) Relative nitrogen and phosphorus
contributions to the Gulf of Mexico.
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resulted in a highly complex, spatially heterogeneous, and temporally variable
environment, that is reflected in both critical zone processes and material fluxes. Land use
and associated management practices are continuously altering landscape connectivity
(Poeppl et al., 2017; Wohl et al., 2017), through modification of key landscape features,
such as soil surface roughness, flow pathways, land cover, thereby introducing seasonal
disturbances that prevent landscape self-organization and maintain agroecosystems in a
continuous state of dynamic disequilibrium.
Given that landscape connectivity is undergoing rapid and co-evolutionary
transition due to human and climatic stressors across spatial and temporal scales, it
constitutes one of the most limiting elements for predictive understanding to guide
sustainable management of IMLs (Nicoll and Brierley, 2017). Therefore, the ability of
frameworks that do not explicitly capture the dynamic landscape connectivity of IMLs to
predict material fluxes is limited. The shortcoming of existing frameworks is particularly
pronounced at smaller spatial and temporal scales, where the material flux laws tend to be
highly nonlinear, scale-dependent, and driven by short-term storm dynamics (Papanicolaou
et al., 2018). As the spatial and temporal scale of prediction increase beyond certain
thresholds, simpler lumped models that operate at larger scales may be suitable. However,
such thresholds for multiple processes are currently unknown, or only empirically known,
and need to be investigated.
An ideal modeling framework for earthcasting in IMLs should be a process-based
framework that captures the physics of critical zone processes and their feedbacks and
should operate at a wide range of spatial scales, resolving both upland and instream
components at event-based temporal scales in the context of dynamic and heterogeneous
structural and functional connectivity (Wainwright et al., 2011). While there are numerous
process-based models that can effectively handle upland and/or instream processes (Knisel,
1980; Morgan et al., 1998; Flanagan et al., 2001; Papanicolaou et al., 2004; Papanicolaou
et al., 2010), no model to the best of my knowledge has been developed that can accurately
simulate water and sediment fluxes from the plot to the catchment scale, since they do not
capture the dynamic feedbacks between dominant features and processes at different scales
that arise as a result of dynamic structural and functional connectivity. Fig. 1.2 embodies
4

Figure 1.2. Conceptual model of sediment yield at various scales and contributing sources and sinks
of sediment [de Vente and Poesen, 2005].
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the root of the problem by demonstrating that the relationship between specific sediment
yield and basin area is highly nonlinear and is a strong function of spatial scale (de Vente
and Poesen, 2005). This nonlinearity emanates from the introduction of different in nature
sediment sources (black bars at top of figure) and sediment sinks to depositional storage
(white bars at bottom of figure) along a flow pathway, which vary with scale and landscape
geomorphic features. A modeling framework that is capable of capturing the dynamic
connectivity between terrestrial and instream processes at the right level of detail and
incorporating all relevant processes and their feedbacks at each intermediate scale is
therefore needed to understand how fluxes signals propagate from the plot scale to the
catchment scale. Not only such modeling framework will be capable of accurately
predicting the spatial and temporal patterns of material flux signals in an effort to aid IML
rehabilitation strategies, but it will also provide insights into the limits of applicability of
different complexity models, the required resolution for input data, as well as characteristic
scales for correct implementation and effectiveness assessment of watershed management
practices.
1.2 Overarching Goals, Research Questions, and Studies
The overarching goal of this research is to develop a framework that encapsulates
relevant hydrological and sediment transport processes occurring across different spatiotemporal scales and apply the framework to assess the role of anthropogenic activity (i.e.,
land use/management practices) and climate drivers on the propagation of water signals,
with particular emphasis on understanding the degree to which humans have altered the
connectivity of IMLs with respect to lower agroecosystem disturbance conditions, and
improving the ability to reduce predictive uncertainty and support environmental
sustainability goals. Connectivity is broadly defined as “the efficiency of transfer of matter,
energy, or organisms between different system components” (Wohl et al., 2019), and is
framed in the context of structural and functional connectivity (Bracken et al., 2013; Wohl
et al., 2019). Structural Connectivity refers to the assemblage and spatial patterns of
landforms (i.e., type, size, and adjacency) that dictate the extent to which interactions
between landforms occur at different spatial and temporal scales. Structural connectivity
6

influences thresholds of magnitude and duration necessary to create fluxes between
landscape units. Functional Connectivity refers to processes associated with sources and
fluxes of water, sediment, and solutes through a landscape, and the transfer of these
materials between contiguous structural components or components that are physically
isolated except for brief periods of connectivity.
My research aims to resolve dominant transport processes at the sub-event
hyetograph (or storm) time scale with a focus on spatial scales ranging from the plot to the
catchment scale to provide insights into the dynamics and propagation/filtering of intrastorm signals, and how these scale with drainage area. The key resolved hydrological
processes include hillslope-scale infiltration, ponding, rainfall excess generation, overland
flow hydraulics, runoff, and streamflow dynamics, while the key resolved sediment
transport processes include sediment entrainment as a result of raindrop detachment,
unconcentrated and concentrated turbulent overland flow, sediment generation due to the
formation of pathways and headcut retreat, bed incision, as well as sediment settling. The
catchment response will be assessed with regards to water fluxes across hillslope planes
and channels, structure of the hydrograph peak, and their corresponding timescales. A
better understanding of how hydrological and erosion processes, their interactions with
geomorphic features, and fluxes vary across these scales will help establish characteristic
spatial parameterization units that will be deciding factors for the choice of spatially
distributed or lumped models and the quantification of minimum resolution thresholds for
model inputs as a function of climate, land use/land cover characteristics and drainage area.
A bottom-up approach will be adopted for the development of the landscape
connectivity framework, from the plot to the hillslope to the catchment scale. The key
research questions of the present study are as follows:
1. How do the chronosequence of governing hydrological processes, the emergence and
evolution of geomorphic micro-features in response to erosion and their feedbacks
affect runoff and sediment flux signals and their timescales at the plot scale?
2. How are the hillslope-scale water flux signals filtered as a function of increasing
drainage area due to geomorphic, hydrodynamic and kinematic dispersion at the
hillslope scale under different climatic and land use conditions?
7

3. What is the characteristic scale unit of catchment-scale transport for water fluxes,
beyond which local-scale heterogeneity and flux variability cease to play an important
role in predicting these fluxes, and how does it vary with land cover, climate, and
catchment connectivity?
4. How has recent anthropogenic activity altered connectivity and the catchment-scale
structure of the hydrograph peak with respect to historical lower agroecosystem
disturbance conditions?
To address the goal and answer the specific research questions stated above, the
following studies will be pursued:
1. State-of-the-art plot-scale rainfall simulator experiments will be performed in order to
decipher the role of soil surface roughness and the evolution geomorphic microfeatures on the modulation of runoff and sediment response timescales and fluxes.
Tracing techniques using Rare Earth Elements (REEs) will be employed in these
experiments to quantify sediment sources and sinks in addition to soil aggregate
breakdown and aggregation during transport. Building on past work, qualitative and
quantitative information obtained from this effort will be used to develop and verify a
process-based soil erosion model, which will be implemented to quantify the
magnitude of sediment sources and their temporal identity.
2. A novel geomorphic-stochastic model that explicitly considers the spatial variability in
soil, topographic, and land use/land cover properties, will be developed utilizing highresolution data collected at the hillslope scale. This model will be applied to quantify
the influence of coarse versus fine topographic resolution on the timing and magnitude
of hillslope-scale runoff flux signals, and quantify the combined effects of geomorphic,
hydrodynamic, and kinematic dispersion on the propagation and filtering of these
signals as a function of drainage area, land cover and rainfall.
3. Building on the outcomes of studies 1 and 2, the developed geomorphic-stochastic
model will be extended to the catchment scale, considering both structural and
functional connectivity between different landscape compartments, such as hillslopes
and channels. The model will be informed and verified using catchment-wide data and
applied to quantify characteristic threshold drainage area units for water, beyond which
8

local-scale heterogeneity and flux variability cease to play an important role in
predicting catchment-scale water fluxes. The latter may be predicted by simpler lumped
models that use spatially averaged catchment properties as input variables.
4. The developed framework will be applied for two land use scenarios, namely for
current and past (lower agricultural disturbance) conditions, to quantify relative
changes in flux magnitudes and the structure of the hydrograph peak. Also, inferences
will be made with regards to the spatial influence thresholds of anthropogenic activity
and the implications to management and modeling efforts, to guide rehabilitation
strategies and better understand their effectiveness potential.
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CHAPTER TWO
TRANSIENT GEOMORPHIC MICRO-FEATURES EFFECTS ON SOIL
EROSION: A MULTIPROXY APPROACH OF OBSERVATIONS AND
MODELING

12

2.1 Introduction
Hillslope sediment transport prediction is challenging because it is governed by
complex interactions between rainfall, runoff, topography, roughness, and soil/sediment
properties. During a storm event, soil properties, and surface topographic features, i.e.,
geomorphic micro-features can change considerably, exhibiting spatial and temporal
variability (e.g., Sidorchuck, 2005). In addition, entrainment, transport, and deposition
processes occur at the spatial scale of a grain particle or a soil aggregate, and at the temporal
scale of turbulence, whereas prediction scales tend to be larger by several orders of
magnitude. These disparities in scale between processes and prediction make it impractical
to perform hillslope scale simulations on the basis of grain-scale transport physics (e.g.,
Nearing, 1998; Cooper et al., 2012). The selective and intermittent movement of soil
matter along pathways, with different travel distances and residence times, depending on
soil size, roughness, and water energy, redistributes particles of different sizes unevenly,
creating a dynamic mosaic of land surface maps characterized by different size fractions
along the upslope and downslope sections of a hillslope (Papanicolaou et al. 2015; Abban
et al, 2016).
Several hillslope erosion studies tend to simplify important aspects of hillslope
erosion dynamics and their underlying mechanisms (Rose, 2004). These studies are
usually limited in terms of identifying the characteristic scales of dominant entrainment,
transport, deposition mechanisms, as well as capturing the feedbacks between these
processes, changes in topography, and material transport and redistribution described
above. Some of the major limitations and gaps in hillslope erosion research include, but
are not limited to, the following:
1. The adoption of either empirical approaches, e.g., RUSLE (Renard et al., 1991), or
approaches that are process-oriented but tend to camouflage the disparity in spatial and
temporal scale of different erosion processes. These approaches suffer because they
do not adequately describe or decipher the nature i.e., deterministic and stochastic that
governs different processes at the hillslope scale (Sidorchuk, 2005). We posit that
deterministic and stochastic in nature governing mechanisms may coexist, depending
on the spatial or temporal scales at which they act. For example, numerous studies
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have recognized the stochastic nature of grain- or aggregate-scale processes, such as
sediment entrainment by overland flow (Cooper et al., 2012; Lei et al., 1998; Nearing,
1991; Nearing & Parker, 1994; Papanicolaou et al., 2010; Parsons & Wainwright, 2006;
Sharif & Atkinson, 2012) as well as by rainsplash detachment (Cooper et al., 2012;
Furbish et al., 2007; Gabet & Dunne, 2003; Long et al., 2014). Instead, detachment
processes which occur concurrently to rain splash detachment, progress at scales much
larger than the individual grain or aggregate, for example such as head-cuts, they may
be treated as deterministic, because they reflect the integrated effects of various grainscale mechanisms (Robinson and Hanson, 1994). Solely deterministic approaches have
been shown to overpredict small magnitude erosion rates where movement is
intermittent and episodic and underpredict large magnitude erosion rates where
dynamic roughness changes and preferential pathways favoring concentrated flow
occur (Nearing, 1998). On the other hand, purely stochastic approaches are
characterized by significant uncertainty and are still far from practical application,
because of the limited availability of data to adequately describe the probabilistic nature
of key governing variables (Sidorchuk, 2005). Therefore, we suggest the need to
identify all relevant mechanisms, key process variables and their associated dominant
nature in order to be incorporated into a process-based framework that considers both
deterministic and stochastic approaches.
2. Some of the existing formulations of entrainment and transport mechanisms and data
used to inform and verify these formulations are derived from fluvial literature, because
of scarcity of studies, observations, and data on hillslopes (Cooper et al., 2012;
Pampalone et al., 2020). Although fluvial and overland processes have many common
aspects and theoretical or mathematical extrapolation between the two domains is
frequent, in doing so likely introduces issues of scale dissimilarity, where assumptions
and formulae within one domain are not valid for the other domain. Cooper et al.
(2012) demonstrated this by showing that the relative submergence of particles in
hillslopes and rivers can vary by more than an order of magnitude for the same shear
velocity, because of the inherent difference between slope gradient and median particle
sizes typically encountered in the two domains. Cohesion, steepness, and surface
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tension are other variables that limit transferability from fluvial literature to hillslope
(Di Stefano et al., 2019). In addition, existing models for upland erosion (such as
WEPP, EUROSEM, etc) borrow the concept of the carrying capacity from fluvial
literature to determine deposition rates as a residual term. It is questionable if this
assumption holds true in the shallow overland flows with steep terrains or if the
carrying capacity formulas from fluvial systems are fully applicable to hillslope
conditions (Mancilla, 2004).
3. It is commonly assumed that changes in land surface and hydrologic pathways during
a storm event are small and do not appreciably affect flow characteristics and sediment
transport mechanisms, thereby neglecting the feedbacks that may arise between these
mechanisms, geomorphic evolution, and hillslope flux signals. However, several
studies have pointed out that the dynamic adjustment of the bed micro-roughness and
flow pathway network as a result of different erosion mechanisms may be significant,
particularly in landscapes where the bed is prone to significant dynamic changes due
to rain splash and sealing, e.g., bare freshly-tilled soils, or under high magnitude storm
events (Pelletier, 2003; Pelletier, 2004; Abban et al. 2017). For example, Phillips
(2014) described landform evolution by virtue of a mode switching mechanism, in
which early evolution stages are characterized by unstable interactions between
different geomorphic components leading to divergent or unstable evolution with the
cooccurrence of different erosion mechanisms governed by a wide range of
spatiotemporal scales, while late evolution stages are governed by self-limiting effects
of these components as evolution thresholds are gradually exceeded, that eventually
result in a convergent or stable evolution e.g., formation of “matured or
pseudoequilibrium” features.

Fernandes and Dietrich (1997) pointed out that

“...hillslope evolution can be thought of as being controlled by the competing processes
of advective and diffusive transport. Advective transport tends to be unstable and
forms channels and valleys, while diffusive transport tends to fill in valleys…”.
Rodriguez-Iturbe and Rinaldo (2001) studied natural drainage network evolution
through the concept of optimal channel networks and showed that a self-organized
system continuously evolves towards a state of least energy expenditure i.e., natures’
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optimization process, where each intermediate state dictates the system’s hydrologic
and sedimentologic response. Based on the above, the transient state of the system and
the interactions between transient hydrologic pathways, geomorphic features and
erosion mechanisms need to be considered, because not only does the soil bed
continuously undergo changes responding to external hydrologic forcing, but these
changes further modify the nature of governing mechanisms and in turn affect runoff
and sediment fluxes (Brunton & Bryan, 2000; Merritt, 1984).
As a result of these limitations, existing approaches may fail to accurately
characterize hillslope erosion at different spatial scales and frequencies, because of the
inability of these approaches to capture the co-play of erosion dynamics and emergent
geomorphic evolution.

At small spatial scales, the nonlinearity of roughness, flow

resistance, and particle-scale processes have more pronounced effects on erosion dynamics
and variability in hillslope flux signals (Papanicolaou et al., 2018), whereas as the spatial
scale increases, the variations in flux signals are more controlled by large-scale erosion
dynamics. Spatial scale is therefore important for determining dominant entrainment
mechanisms and emergent geomorphic features, such as crusting, sealing, rill/headcut
formation through localized incision, among others. Dunne and Aubrey (1986) conducted
field experiments on the basis of Horton’s theory on rill initiation and network evolution
and suggested that although rills are generally formed in response to incision from overland
flow, the action of rainsplash tends to diffuse and smooth the soil surface, preventing the
formation of rills. Parsons & Wainwright (2006) argued that there is a critical balance
between rainsplash and runoff which can trigger the formation of rills through the
metastable and pulsating action of turbulent overland flow. Slattery and Bryan (1992)
reported a consistent formation of deep vertical headcuts at all locations of rill initiation,
at the transition between shallow unconcentrated flow and concentrated flow. Their
formation and evolution have been linked to several factors, including surface seal
formation and breakdown, turbulent shear, jet impingement scour and subsequent
backflow, cutoff of upstream sediment supply, surface hydrodynamics and subsurface
conditions (Bennett et al., 2000; Prasad & Römkens, 2003; Rockwell, 2011; Roth &
Helming, 1992). Following their formation, headcuts grow and migrate headward, usually
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maintaining a self-similar shape, in response to either vented or unvented flow conditions
at the point of bed discontinuity (Alonso et al., 2002; Bennett et al., 2000; Bressan et al.,
2014). This leads to a spatial separation between areas characterized by distinct patters of
flow resistance, roughness, rainfall-runoff partitioning, sediment availability, entrainment,
and fluxes (Slattery & Bryan, 1994).
Based on the review, it is hypothesized herein that runoff and sediment signals at
the outlet of an evolving hillslope are governed by two distinct timescales associated with
the development and evolution of geomorphic micro-features on the soil bed, namely, the
unsteady timescale at the beginning of the event, dominated by transient micro-features;
and the pseudo-steady timescale, characterized by mature micro-features. It is further
postulated that these transient features change with spatial scale, leading to the formation
of distinct spatial zones that reflect the local dominance of different entrainment
mechanisms, either deterministic or stochastic in nature.
Despite the knowledge gained from previous studies, overcoming the
aforementioned limitations and developing a hillslope erosion framework that is processoriented and can capture the transient and mature states of the system both in terms of
hydrologic pathways and geomorphic features still poses a challenge. Most of the existing
studies examine the dependency of runoff/sediment fluxes on geomorphic features in a
qualitative manner using visual evidence, rather than via quantitative metrics of these
features that may ultimately feed to analytical or modeling efforts (Brunton and Bryan,
2000; Merritt, 1984).

Information is lacking regarding collective fundamental

understanding of (1) the chronosequence of hydrologic processes and geomorphic
evolution, (2) the governing entrainment, transport, and deposition mechanisms arising
during this chronosequence, (3) the feedbacks between these mechanisms and key
geomorphic micro-features, and (4) how these feedbacks are reflected to the exiting
hillslope flux signals. Thus, there is a need for standalone field and analytical studies to
enhance understanding of processes through systematic observation and recording of
transient features and provide detailed qualitative and quantitative information on the
above. We draw upon existing studies for the design of such a standalone field experiment
(Dermisis, 2012). This study focuses on a smooth bare soil surface with constant rainfall
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forcing distributed evenly over space and through time to isolate the influence of
geomorphic micro-features from secondary factors that can introduce uncertainty (i.e.,
variable rainfall intensity and surface cover), as well as allow us to draw analogies with
similar geomorphic studies (e.g., Douglass and Schmeeckle, 2007; Parker, 1977; Pelletier,
2003). The spatial scale of interest is the plot scale unit (10-100 m2) that lies within the
highly nonlinear response region with regards to the interrelations between roughness and
flux signals, and where both particle-scale and larger-scale processes can be captured
(Papanicolaou et al., 2018). This study is intended to aid current modeling efforts and
paves the way for the development of the next-generation process-based, event-based,
hillslope erosion models that consider the coexistence of deterministic and stochastic
processes and the transient and mature nature of ubiquitous geomorphic features duirng an
event.
The present study pursues the following specific objectives:
1. Provide the chronosequence of hydrological processes and key geomorphic features at
different parts of the soil bed and link them to quantitative metrics of roughness,
hydraulics, and water/sediment flux signals to understand how their emergence,
evolution, and maturation in space and time is linked to specific sediment entrainment
and transport mechanisms.
2. Isolate the governing entrainment/transport mechanisms and the key factors/variables
that are important to capture transient and mature state responses of the system.
3. Develop and verify a semi-analytical process-based hillslope sediment transport
framework that can capture the role of erosion dynamics and geomorphic evolution on
fluxes and provide the relative contributions of different entrainment mechanisms to
the output flux signals.
2.2 Experimental Design and Methods
2.2.1 Study site
The field experiment was carried out in the Watershed Experimental Station facility
at the headwaters of Clear Creek Watershed, IA (41.74º N, -91.94º W with elevation of
approximately 250 m above mean sea level). This facility pertains to the US National
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Science Foundation Intensively Managed Landscapes Critical Zone Observatory
(Dermisis, 2012; Wilson et al., 2018). The experimental site is located in a predominantly
agricultural region that experiences a humid continental climate with hot summers and cold
winters. Average annual precipitation is 889 mm with rainfall occurring mainly in the
summer and snowfall in the winter. Half of the annual rainfall is concentrated in 18% of a
year, with maximum discharges due to large convective thunderstorms between March and
June (Mesonet, 2020). The dominant soil series at the experimental location is Tama, with
a textural classification as silty-clay-loam, consisting of 5% sand, 68% silt, and 26% clay
with 4.4% organic matter content at the topsoil layer (Abaci & Papanicolaou, 2009).
2.2.2 Experimental Procedure and Data Acquisition
An experimental plot of approximately 7.5 m long by 2 m wide was set up at the
study site (Fig. 2.1). The gradient of the plot was determined as 9% with no curvature
using total station topographic surveys. The soil bed was initially smoothed to create a flat
surface and eliminate systematic variability in micro-roughness.

The details of the

smoothening procedure can be found in Abban et al. (2017). Previous rainfall simulation
studies at the plot scale demonstrated that distinct geomorphic features formed at different
parts of a plot, owed to the dominance of raindrop detachment at the upper part of the plot,
the dominance of runoff detachment at the lower part of the plot, and the transitional nature
of the middle part of the plot where raindrop and runoff are equally important in the
entrainment and transport of soil particles (Abban et al., 2017; Dermisis, 2012). Therefore,
to monitor the spatiotemporal evolution of geomorphic micro-features and distinguish
regions with different entrainment patterns, spray paint of different color was applied in
strips extending along the width of the plot at the upper (Zone I/Red), middle (Zone
II/White), and lower (Zone III/Blue) sections of the plot (Fig. 2.1) where a still camera was
installed at fixed locations along the side of the plot and used to take snapshots of each
Zone every 5 minutes.
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Figure 2.1. Experimental plot layout and rainfall simulator setup. Zones I, II, and III were
determined as depicted in the red, white, and blue boxes and then spray paint was applied before the
onset of the rainfall simulations.
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Rainfall was applied atop the experimental plot using Norton Ladder Multiple
Intensity Rainfall Simulators designed by the USDA-ARS National Soil Erosion Research
Laboratory, IN, and monitoring surface geomorphic evolution, hydraulics, and
runoff/sediment fluxes at the plot outlet. Three rainfall simulators, each covering an area
of 2.5 m long by 2 m wide, were serially mounted and raised at a height of 2.5 m above the
soil bed to ensure raindrop terminal velocity would be reached. The rainfall simulators
were operated with water continuously pumped from a tank under controlled pressure
conditions maintained at 6 psi, and uniform rainfall was applied through oscillating VeeJet
nozzles providing spherical drops with median diameter of 2.50 mm and terminal velocity
of 7.3 m s-1. The raindrop size distribution generated by the rainfall simulators was
previously calibrated using a disdrometer (Schneider et al., 2012) and the raindrop size
distribution followed the Marshall-Palmer distribution, which is established and
representative of natural raindrop sizes in the US Midwest (Abban et al., 2017; Elhakeem
& Papanicolaou, 2009; Marshall & Palmer, 1948). Rainfall intensity was fixed at 60 mm/h,
as verified by rain gauges placed at different parts of the plot. The selected intensity is
representative of a 25-yr recurrence interval high magnitude storm event in the study area
(Wacha et al., 2018).
Soil surface elevations were obtained prior to and after the completion of the
experiment using a digital surface-profile laser scanner built by the USDA-ARS National
Soil Erosion Laboratory, IN (Abban et al., 2017; Darboux & Huang, 2003). The horizontal
and vertical accuracy of the laser is 0.5 mm. During the experiment, flow depths were
measured within the plot using a telescopic rod with a leveling bubble and a ruler, equipped
with a flat pad at the ruler bottom to prevent disturbance of the soil. Flow depth
measurements were taken within a regular grid, spaced 1-m apart in the x-direction and
0.3-m apart in the y-direction using guiding ropes extended along the width of the plot.
Surface flow velocity was measured through dye tracing and Large-Scale Particle Image
Velocimetry (LSPIV). For dye tracing measurements, rhodamine dye and milk were used
as tracers, injected at different locations of the plot, and the travel time of the leading edge
of the tracer cloud from the source to different downstream stations was obtained using a
chronometer. For LSPIV measurements, a video camera was installed on the side of the
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plot in Zones II and III, control points were placed for image orthorectification, and white
foam tracer particles were carefully introduced into the flow through a tube feeder by
releasing the seeding material at a fixed rate to prevent seed particles agglomeration. The
video recordings were taken at 30 frames per second, providing adequately high frame
temporal resolution, and the floating foam particles were easily detectable owing to their
high contrast relative to their background (Dermisis and Papanicolaou, 2009; Lewis &
Rhoads, 2018; Muste et al., 2008). As the techniques described above provide measures
of the surface flow velocity, a coefficient of 0.75 was adopted for correction of these values
to obtain the depth-averaged flow velocity (Emmett, 1970; Govers et al., 2000). Runoff
and sediment were sampled at regular time intervals through a 20º-angle V-notch weir
installed at the experimental plot outlet. The flow rate was determined from outflow weir
depth recordings using the rating curve of the weir and a weir equation developed through
calibration (Dermisis 2012). Discrete (catch) samples were also timed and collected to
validate the flow rate measurements and determine the sediment concentration over the
sampling periods. The experiment was run long enough to ensure quasi-steady conditions
were reached, which was confirmed by the stabilization of surface roughness features, the
“maturity” observed in the drainage network planform geometry, flow hydraulics, and
more quantitatively through the rate of runoff/sediment fluxes at the plot outlet. Field
photos of the digital laser scanning, flow depth acquisition, and LSPIV techniques
described above are provided in the Appendix (Figs. A.1, A.2, and A.3, respectively).
The random roughness (𝑅𝑅) index and the semivariogram-derived fractal
dimension (𝐷𝐹 ) were evaluated from the bed elevations acquired using the digital laser
scanner, on the premise that the roughness magnitude and the fractal properties of a soil
surface reflect the combined action of different erosion mechanisms (Abban et al., 2017).
The 𝑅𝑅 index is calculated as the standard deviation of bed elevations, 𝑍𝑖 (mm), around
the mean bed elevation, 𝑍̅ (mm), after correction for slope and tillage (oriented roughness)
effects (Currence & Lovely, 1970):
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𝑛

1
𝑅𝑅 = √ ∑(𝑍𝑖 − 𝑍̅)2
𝑛

(2.1)

𝑖=1

where 𝑛 the total number of bed height readings. The semivariogram-derived
fractal dimension is commonly used in soil roughness studies to evaluate the spatial
structure and persistency of the soil surface on the basis of fractional Brownian motion
(Huang & Bradford, 1992). The semivariogram is given by:
𝑛(ℎ)

1
𝛾(𝑥ℎ ) =
∑ [𝑍(𝑥𝑖 + 𝑥ℎ ) − 𝑍(𝑥𝑖 )]2
2𝑛(ℎ)

(2.2)

𝑖=1

where 𝛾(ℎ) (mm2) the semivariance, 𝑥ℎ (m) the lag distance between points, 𝑍(𝑥)
(m) the bed elevation at a location 𝑥, and 𝑛(ℎ) the total number of pairs separated by
distance 𝑥ℎ . The fractal dimension is related to the generalized Hurst exponent, H, by
𝐷𝐹 = 3 − 𝐻. 𝐻 is obtained by fitting a power-law relationship to the semivariance-lag
data, in the form of 𝛾(𝑥ℎ ) ∝ 𝑥ℎ2𝐻 . A completely random surface with statistical properties
resembling those of white noise has 𝐷𝐹 = 2.5 (no persistency), whereas values of 𝐷𝐹 lower
or greater than 2.5 indicate persistent or anti-persistent effects, respectively.
2.3 Experimental Findings
2.3.1 Qualitative Records of Geomorphic Features
Figure 2.2 shows the chronosequence of geomorphic feature emergence and
evolution in Zones I-III.

The “unsteady geomorphic timescale” consisted of water

ponding, rising limb, and steady runoff phases (𝛥𝑇1 , 𝛥𝑇2, and 𝛥𝑇3 , respectively) and was
characterized by transient geomorphic micro-features of the soil bed, while the pseudosteady geomorphic timescale (𝛥𝑇4 ) was characterized by “mature geomorphic microfeatures” on the soil bed. In Zone I, where rainsplash action was dominant, surface
smoothness gradually disappeared, rough surface patches (crusts) formed, and aggregates
were morphed and became pronounced on the soil surface. Micro-rills (on the order of ~110 mm wide) were formed, carrying fine primary particles (< 0.25 mm) and small macroaggregates (0.25-2.00 mm) and leaving large macro-aggregates (> 2.00 mm) exposed
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Figure 2.2. Experimental plot layout and rainfall simulator setup. Zones I, II, and III were
determined as depicted in the red, white, and blue boxes and then spray paint was applied before the
onset of the rainfall simulations.
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(Wacha et al., 2018). Eventually, deposition “mounds” developed at some locations of
Zone I due to the combined effects of rainsplash and runoff, and as a result, rough and
smooth regions were discerned during maturation of the bed surface. In Zone II, the microrills coalesced to form well-established channels, signified by rill initiation through
incision of the soil bed. A mixture of features associated with the coexistence and transition
between rainsplash, unconcentrated, and concentrated flow regions was observed, followed
by local scour, headcut genesis and headward retreat mechanisms. In Zone III, small
channels developed and evolved fast through bed incision and headward retreat, eventually
converging to form major “trunks of runoff pathways” i.e., major rill. Depositional patches
were observed downstream of the flow convergence locations.
The final state of the soil bed consisted of a fully developed drainage network with
mature micro-features that maintained their planform geometry relatively stable over time
within each zone. The rate of depletion of the surface paint was relatively homogeneous
in Zones I and III, likely reflecting the dominance of rainsplash and flow detachment,
respectively, while in Zone II it was intense in some areas and much less intense in others,
which points out a higher spatial heterogeneity in sediment entrainment, which is believed
to be linked to the transitional nature of Zone II and the perturbed nature of flow-sediment
interactions in Zone II.
Spatial variability in micro-roughness, flow, and the dominance of different
entrainment mechanisms led to the formation of distinct micro-features, namely rainsplash
crusts, surface seals, incised pathways, and local bed discontinuities (Fig. 2.3a).
Rainsplash crusts mostly developed at locations where the flow depth was very low. These
features were characterized by a rough texture, (Abban et al., 2017), similar to the raindrop
impacted soil surfaces reported in Slattery and Bryan (1994), covered by coarse-textured
particles and aggregates. The rough texture of rainsplash crusts has been attributed to
aggregate breakdown and random clustering of grains and aggregates triggered by selective
entrainment of the finer size fractions leaving behind a coarser surface matrix (Farres,
1978; Papanicolaou et al., 2015). Surface seals developed at locations with unconcentrated
and concentrated flow, as a result of mobilization of loose particles on the soil surface and
washing of fine particles into the voids of the left behind coaster matrix (Römkens et al.,
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1997; Roth & Helming, 1992; Slattery & Bryan, 1992; Slattery & Bryan, 1994). The
entrained particles were carried and sporadically deposited along the flowpaths, which can
explain the observed patches of dark- and light-colored topsoil material at different parts
of the plot. In unconcentrated flows, the surface seals were relatively smooth, while in
concentrated flows the surface seals had a rougher texture, likely as a result of more
pronounced turbulence capable of exceeding the soil strength and locally disrupting the
seal leading to armoring (Nearing et al., 1991; Parsons & Wainwright, 2006; Slattery &
Bryan, 1994). Headcut genesis and headward retreat was the outcome of the combination
of flow concentration, turbulence, high upstream sediment supply due to rainsplash
erosion, and relatively low transport capacity of flow (Prasad & Römkens, 2003; Römkens
et al., 1997; Slattery & Bryan, 1992). Discontinuities in bed elevation due to headcuts were
first seen at the rill initiation locations, where there is a transition from rainsplash to flowdominated transport. Whereas rainsplash sediment transport is a very efficient mechanism
particularly at the onset of the storm event, flow sediment transport efficiency is highly
dependent upon the local flow regime and reorganization of pathways (Gabet and Dunne,
2003). At the early stages of the experiment, flow in Zone II was not strong enough to
carry all material supplied from Zone I, as well as material originating in Zone II, but the
flow depth was high enough to partially shield the soil bed from rainsplash impact,
resulting in a gradual accumulation (build-up) of sediment and the formation of deposition
“mounds” (Furbish et al., 2009). During the rising limb of the hydrograph, where flow
was pulsating and progressively higher and non-stationary, it overtopped the deposition
“mounds” and plunged downstream, releasing kinetic energy that caused local scour,
headcut formation, and headward retreat, in addition to a chain of mass erosion phenomena,
such as bank collapse, piping, wall slumping and slaking (Alonso et al., 2002).
Within both unconcentrated and concentrated flow regions, there was a switch
between slow- and fast-moving runoff flow and wake formation that enhanced flow
instability and coincided with the occurrence of turbulent micro-eddies, as verified by
photographical field evidence (Fig. 2.3b). The turbulent nature of shallow overland flows
has been confirmed by several other independent experimental studies (e.g., Nikora et al.,
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Figure 2.3. Close-up evidence of key geomorphic micro-features: (a) Rainsplash crusting, surface
sealing, and headcuts with downstream incision observed in Zone II; (b) Turbulent micro-eddies
witnessed in all Zones; (c) Alluvial-fan like depositional area developing downstream of an erosional
area in Zone III (note the change in color).
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2007; Sidorchuk et al., 2008). Turbulent eddies exert bed shear stress on the soil that is of
multiple magnitude of the corresponding bed shear for the same flow rate under uniform
flow conditions leading to the exceedance of the critical erosional strength, and bed
incision (Nearing, 1991).
Depositional patches were observed downstream of erosional areas (e.g., headcuts
and bed incision locations), particularly in Zone III where pathway widening reduced unit
discharge and stream power to carry excess sediment hence Zone III acted as a depocenter
(Fig. 2.3c). The depositional patches are believed to occur because of the combined effects
of three subprocesses, namely (i) the disruption of the surface seal in concentrated
pathways that leads to higher infiltration rates through localized seepage loss, hence
reductions in flow and transport capacity, (ii) mass failure events in transitional Zone II,
such as headcut migration, that result in localized increase in the sediment load that exceeds
the transport capacity potential of the flow (Brunton & Bryan, 2000; Merritt, 1984), and
(iii) the downstream expansion of flow pathways that reduces the unit discharge and hence
the transport capacity. These alluvial fan-like depositional areas are characterized by
localized cessation of bed incision, ana branching, with multi-directional flow and rill
braiding patterns as demonstrated in Fig. 2.3c, with light-colored material, due to higher
silt and clay deposition contents than those of erosional areas.
The rather self-organized mature geomorphic state of the soil bed and the associated
flow patterns at the pseudo-steady timescale are shown in Fig. 2.4a, from photographical
field evidence and digital laser scan reconstructions (see Dermisis, 2012).

Close

observation of the plan view morphology in Fig. 2.4b attests to the fact that each Zone
developed unique geomorphic micro-features.

In Zone I, two-dimensional shallow

overland flow was observed, where water and sediment moved through closely spaced
micro-rills of multidirectional nature. The pronounced effect of rainsplash facilitated the
diffusion of entrained sediment, preventing the formation of well-established rills, thus
flow concentration. In Zone II, several locations of bed elevation discontinuities were
observed (red arrows in Fig. 2.4b), followed by rill initiation through incision of the bed,
where flow from the micro-rills converged into larger and more established rills (major
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Figure 2.4. (a) Photo taken during pseudo-steady state of the system with milk injection for
delineation of key flowpaths; (b) Laser scan generated plan view of the soil bed at the final state,
showing the mature micro-features. Blue solid arrows show flow direction; red solid arrows indicate
headcut locations.
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tributaries). In Zone III, the positive feedback between increasing downslope discharge,
attenuation of rainsplash entrainment through increased flow depths, and a well-defined
drainage network led to a strong dominance of flow entrainment mechanisms associated
with widening and deep incision within major tributaries that carried more concentrated
flow, eventually coalescing to a trunk channel that became the main conveyor of water and
sediment fluxes to the outlet and also the place for sediment depositional patches (Douglass
& Schmeeckle, 2007). These observations with regards to the final state of the soil bed
qualitatively confirm the mode switching hypothesis posed by Phillips (2014), where the
system’s internal limiting factors gradually dominate over interactions between hydraulic
and geomorphic features and eventually lead to convergent/stable evolution. Our findings
further demonstrate that this behavior is not ubiquitous, rather depends on the spatial
location (zone), as there needs to be a favorable balance between entrainment mechanisms
that can give rise to unstable and stable micro-features during early and late development
stages, respectively.

2.3.2 Quantitative Metrics of Geomorphic Evolution and Flux Signals
Figure 2.5 shows the semivariograms, 𝑅𝑅, and 𝐷𝐹 of bed surface elevations at the
initial and mature states of the system. 𝑅𝑅 and 𝐷𝐹 changed over the course of the rainfall
event and were different among rainsplash crusts, surface seals, and incision locations,
which indicates both spatial and temporal micro-roughness variability. Specifically, 𝑅𝑅
and 𝐷𝐹 for the initial state of the smooth soil surface were equal to 0.93 mm and 2.65,
respectively. The final state of the flat bare soil surface had the following characteristics:
within the rainsplash crust regions, 𝑅𝑅 increased to 2.34 mm, in concert with Abban et al.
(2017) for initially smooth soil surfaces subjected to raindrop detachment, and 𝐷𝐹
increased to 2.70, which is in agreement with findings of Vazquez et al. (2007) on
equilibrium fractal dimension of soil surfaces resulting from raindrop impact; in surface
seal areas, 𝑅𝑅 increased to 2.13 mm. 𝐷𝐹 decreased to 2.60 in surface seal areas, apparently
reflecting the local smoothening effects of the surface by the combined action of rainsplash
and unconcentrated flow. In incision locations, 𝑅𝑅 increased to 2.73 mm and was the
highest among locations, while the fractal dimension decreased to 2.51, approaching a
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random surface with very low persistency, i.e., with the fractal properties of white noise
(Huang & Bradford, 1992). 𝐷𝐹 in typical sediment beds has been shown to vary within
2.50-2.75 (Kranenburg, 1994;), which coincides with the ranges of 𝐷𝐹 reported in the
present study. The increase in 𝑅𝑅 and concomitant decrease in 𝐷𝐹 in incision locations is
likely linked to the more pronounced action of turbulence within the incision locations.
Results by Sharif and Atkinson (2012) point out an inverse relationship between 𝐷𝐹 and
turbulent structure parameter (i.e., spatial and temporal turbulent burst frequency), that
arises from the restructuring of aggregates under the action of sediment entrainment by
turbulence (Papanicolaou et al., 2012). This may explain the observed trends in 𝐷𝐹 , where
incision locations with more intense turbulence had the lowest 𝐷𝐹 . On the contrary, 𝐷𝐹 in
rainsplash crusts was the highest, where the effects of raindrop impact were more
pronounced than those of turbulent flow.
The headcut retreat profiles and the corresponding migration rate timeseries
obtained from image analysis on successive orthorectified images of headcuts within Zones
II and III are presented in Figs. 2.6a-2.6c. The migration rates show a sharp initial increase,
followed by a decline towards a steady value, which agrees with findings of Ashourian et
al. (2018) who performed laboratory experiments to investigate headcut erosion of
cohesive soils. The sharp increase is likely associated with the combination of mass
erosion phenomena at the headcut face, such as seal breakup, wall slumping, bank collapse,
scour at the base, and slaking (Alonso et al., 2002; Ashourian et al., 2018; Papanicolaou et
al., 2017; Römkens et al., 1997; Slattery & Bryan, 1992; Stefanovic & Bryan, 2007). The
decline towards a steady migration rate is likely associated with the dominance of diffusive
mode of retreat (Bressan et al. 2014), or that the headcuts have migrated to a location where
flow is weak to sustain retreat. In Zone II, the migration rates are higher and reach steady
state slower than in Zone III, which indicates that Zone II is reorganizing more actively
i.e., transient behavior through unsteady headward retreat than Zone III. The probability
density functions of the measured flow depths sampled in Zones I-III at steady flow are
shown in Fig. 2.7.
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Figure 2.5. Semivariogram analysis of elevation data obtained by the digital laser scanner; RR,
semivariograms, and fractal dimension D obtained at initial and mature surface conditions.
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Figure 2.6. (a)-(b) Snapshots of headcut face profiles at different times in Zones II and III; (c)
corresponding headcut retreat rate time series.
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Parsons and Wainwright (2006) observed spatial heterogeneity in shallow overland
flow depths and argued that under the assumption that bed elevations are normally
distributed in space, flow depths should follow a Gumbel distribution for maxima, because
the effect of the filling of the surface depressions is to sample selectively from the extreme
tail of the normal distribution of bed elevations. Gabet and Dunne (2003) also observed
variability in flow depths in interrill areas dominated by raindrop impact and fitted a
Poisson distribution. In the present study, Poisson and Gumbel distributions were fitted to
the measured flow depths. The probability density functions of Poisson and Gumbel (Type
I generalized extreme value) distributions have the form:
ℎ̅ 𝑥 𝑒 −ℎ̅
𝑃𝑜𝑖𝑠𝑠𝑜𝑛: 𝑓(𝑥) =
𝑥!
(2.3)
𝑥−𝜇
𝑥−𝜇
−1
𝐺𝑢𝑚𝑏𝑒𝑙: 𝑓(𝑥) = 𝜎 exp [− exp (−
) − (−
)]
𝜎
𝜎
where ℎ̅ (m) mean flow depth, 𝑠ℎ (m) standard deviation of the flow depth, 𝜇 =
ℎ̅ − 0.5772𝜎 location parameter and 𝜎 = 𝑠ℎ √6/𝜋 scale parameter of the Gumbel
distribution. The fitted distributions and the statistical parameters are shown in Fig. 2.7.
It was found that the Poisson distribution fits well the measured flow depths in Zone I,
while the Gumbel distribution fits well the measured flow depths in Zones II and III (𝑝 <
0.05). This is to be expected, as in Zone I raindrop detachment and unconcentrated flow
are dominant, whereas in Zone II and III rill formation and concentrated flow become more
pronounced, in agreement with findings by Gabet and Dunne (2003) and Parsons and
Wainwright (2006). The mean flow depth consistently increases in the downstream
direction, whereas the standard deviation of flow depths shows a maximum in Zone II,
indicating high flow depth variability that possibly arises from the transitional nature of
Zone II, where rainsplash, unconcentrated flow, concentrated flow, and headcut
mechanisms coexist, forming dry and wet areas (Fig. 2.3a). This trend in the standard
deviation of flow depth is likely also linked to the high variability of paint depletion rates
observed in Zone II (Fig. 2.2).
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Figure 2.7. Flow depth distributions in Zones I, II and III at steady flow and fitted distributions.
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Table 2.1 shows the measured steady-state flow velocities in Zones I-III. The dye
tracing technique predicts an increasing mean surface flow velocity with increasing
downslope position, while the LSPIV technique suggests that the mean surface flow
velocity increases from Zone I to Zone II but decreases from Zone II to Zone III due to
widening and higher sediment concentration (Jirka and Uijttewaal, 2004). The dye tracing
technique overestimates surface flow velocity compared to LSPIV, particularly in Zone III
(Table 2.1). This is believed to be the outcome of spatial (lateral and longitudinal)
variability of the flow field (Govers et al., 2000); the leading edge of the dye tracer follows
the fastest pathways, while the LSPIV technique captures both fast and slow regions. The
degree of the spatial variability of LSPIV-derived surface flow velocity at steady-state flow
is illustrated in Fig. 2.8. The mean velocity decreases from 0.134 m s-1 in Zone II to 0.085
m s-1 in Zone III, but the coefficient of variation increases from 44% to 65%, respectively.
This is likely associated with braiding phenomena and higher sediment concentration in
Zone III with implications to kappa and thus observed variability, accompanied by the
downstream expansion of flow pathways and may explain the faster retreat rates observed
in Zone II, as well as the formation of the observed depositional patches in Zone III (Fig.
2.3c). The LSPIV technique is believed to provide a more accurate representation of
surface flow velocity than the dye tracing technique in spatially-varied flow fields, as the
latter method may be biased from faster concentrated flow regions (Muste 2008; Dermisis
and Papanicolaou, 2009).
The time series of measured runoff and sediment fluxes are shown in Fig. 2.9a. The
timescales for reaching steady runoff and pseudo-steady sediment were evaluated from the
measured time series following an approach similar in concept to that proposed by Woods
et al. (1995) and Fox et al. (2005). The approach consists of using a moving time window
within which the coefficient of variation of runoff and sediment fluxes is computed (Figure
6 in Fox et al., 2005). As the fluxes tend towards (pseudo-)steady state, the coefficient of
variation decreases to a point (threshold) beyond which it does not change considerably
(its change thereafter may reflect flow instabilities and measurement errors) – this point in
time signifies the (pseudo-)steady timescale. The characteristic timescales of hydrology,
flow, and sediment are also shown in Fig. 2.9a. Runoff at the outlet was first observed
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Table 2.1. Measured steady-state surface flow velocity from Dye tracing and LSPIV techniques in
Zones I-III.

Zone

Measured steady-state surface flow velocity
[m s-1]
Dye tracing

LSPIV

I

0.080

-

II

0.150

0.134

III

0.200

0.085

Figure 2.8. Interpolated velocity fields from steady-state surface velocity measurements in Zones II
and III through LSPIV.
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following the ponding timescale, at 𝑡 = 12 𝑚𝑖𝑛 = 𝛥𝛵1 , and reached steady-state at 𝑡 =
60 min = 𝛥𝛵1 + 𝛥𝑇2 , during which the sediment fluxes were still variable. Sediment
fluxes peaked at 𝑡 = 40 𝑚𝑖𝑛 and showed several secondary peaks with a declining trend
thereafter. Note that the time to peak in sediment fluxes and the succeeding decline
coincided with the observed patterns in headcut retreat rates (Fig. 2.6c). Headcut retreat
rates in Zones II and III peaked between 𝑡 = 30 𝑚𝑖𝑛 and 𝑡 = 40 𝑚𝑖𝑛, followed by a
decline. Pseudo-steady sediment fluxes were attained approximately 𝛥𝑇3 = 43 𝑚𝑖𝑛 after
steady runoff, where headcut contributions had fallen significantly (Fig. 2.6c). Fig. 2.9b
demonstrates an abrupt (step) change in the sediment rating curve at the transition between
the unsteady and pseudo-steady timescales. During that transition, headcut contributions
from Zone II and Zone III fell by approximately 75% and 90%, respectively, relative to
their peak values (Fig. 2.6c). This points out a hysteretic behavior that reflects the
dominance of different in nature entrainment mechanisms between the two timescales.
The results suggest that the drainage network self-organization through the genesis and
evolution of geomorphic micro-features on the soil bed (e.g., headcuts) may have
influenced the contribution of different erosion mechanisms and therefore the sediment
flux signals.
2.4 Process-based Framework Development and Implementation
2.4.1 Framework Basis and Assumptions
This section draws upon the qualitative and quantitative experimental findings of
this study along with pertinent literature to develop a semi-analytical process-based
framework to provide insights into how key grain-scale processes drive the system’s
response. The key postulates based on which the process-based framework is developed
are outlined below:
1. The hillslope plane is represented as an ensemble of interrill-rill areas, where interrill
areas are characterized by unconcentrated flow and contribute to rills, where flow is
considered concentrated.
2. Sediment entrainment is caused by the combination of rainsplash, unconcentrated and
concentrated flow, in addition to headcut retreat. Rainsplash entrainment is treated as a
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Figure 2.9. (a) Runoff and sediment fluxes at the plot outlet; (b) sediment rating curve.
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stochastic process driven by the randomness of raindrop impingement and deformation,
ejection angles and distances, and the spatial distribution of flow depths on the soil surface.
Unconcentrated and concentrated flow entrainment are also treated as stochastic processes
driven by turbulence and spatial variations in the flow field. Headcut retreat is treated as a
deterministic process which is driven by a jet of water operating either under vented or
unvented conditions, depending on local flow characteristics (Alonso et al., 2002).
Headcut retreat is resolved only within rills, as rill initiation is always associated with the
formation of headcuts, while those headcuts that do not lead to rills are considered as weak
or unconnected from the network, and thus may be neglected (Slattery & Bryan, 1992).
3. Sediment deposition is modeled as a separate process after Sander et al. (2007), that is
applicable to both rill and interrill areas, abstaining from the use of a transport capacity.
This approach enables the estimation of total sediment fluxes using physically based
formulae representing the continuous rate processes of entrainment and deposition, without
the need to adopt an empirical transport capacity formula that distinguishes between
separate regimes of net erosion and net deposition.

2.4.2 Entrainment-Deposition Formulae
2.4.2.1 Rainsplash Entrainment
Sediment entrainment from rainsplash is a function of the soil type, the effective
power of raindrops impacting the soil surface per unit area, and the shield effect of surface
water that depends on the ratio between flow depth and raindrop diameter. The rainsplash
entrainment mechanism is represented herein using the Gabet and Dunne (2003) rain power
formula:
𝛦𝑟𝑠 = 𝑎𝛺 𝑏 exp (−

1.8ℎ
)
𝑑

(2.4)

where 𝛺 (W m-2) effective rain power; 𝑑 (m) median raindrop diameter; and 𝑎, 𝑏
coefficients related to the soil type. The effective rain power is given by:
𝜌𝑤 𝐼𝑣 2 (1 − 𝐶𝑔 ) cos 𝜃
𝛺=
2

(2.5)
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where 𝜌𝑤 (kg m-3) water density; 𝐼 (mm h-1) rainfall intensity; 𝑣 (m s-1) raindrop
terminal velocity; 𝐶𝑔 ground cover fraction; and 𝜃 bed slope angle. Eq. (2.4) is based on
physical principles, relating rain power, i.e., the rate of raindrop kinetic energy expenditure
on the soil bed, to soil detachment, and has been applied in erosion studies conducted in
the study region (e.g., Wacha et al., 2020).
For a spatially variable interrill flow depth following a stochastic distribution, 𝑓ℎ (ℎ)
(m-1), the spatially averaged rainsplash entrainment is:
∞

𝛦̅𝑟𝑠 = 𝑎𝛺 𝑏 ∫ exp (−
0

1.8ℎ
) 𝑓ℎ (ℎ)𝑑ℎ
𝑑

(2.6)

Material entrained by rainsplash is not homogenously transported in all directions
because of the anisotropy of the rainsplash process. Furbish et al. (2007) investigated the
rainsplash detachment and transport through high-speed imaging, demonstrating an
increasing radial asymmetry of ejected grains towards the downslope direction with
increasing bed slope. They argued that the radial angle of rainsplash is a function of the
spatial distribution of momentum of the deforming raindrop upon impact, and developed a
stochastic model for the representation of the distribution of drop momentum about the
center of impact:
𝑓𝜑 (𝜑) =

𝛤2
𝛤
1
(cos2 𝜑 − sin2 𝜑) + cos 𝜑 √1 − 𝛤 2 sin2 𝜑 +
, −𝜋 ≤ 𝜑 ≤ 𝜋
2𝜋
𝜋
2𝜋

(2.7)

where 𝜑 (rad) radial splash angle (𝜑 = 0 coincides with the downslope direction);
and 𝛤 = |𝑢𝑠 |/|𝑢𝑛 |~ tan 𝜃 , in which 𝑢𝑠 (m s-1) and 𝑢𝑛 (m s-1) the downslope and slopenormal components of drop velocity, respectively. They also found increasing splash
distances in the downslope direction with increasing slope, and formulated the joint
probability density function of radial splash distance, 𝑟 (m), and radial angle, 𝜑, of ejected
grains using a negative exponential distribution:
𝑓𝑟𝜑 (𝑟, 𝜑) =

𝑓𝜑 (𝜑)
𝑟
exp [−
]
𝑟̅ (𝜑)
𝑟̅ (𝜑)

(2.8)

in which 𝑟̅ (𝜑) = 𝑟0 (𝛤 cos 𝜑 + √1 − 𝛤 2 sin2 𝜑), where 𝑟̅ (𝜑) (m) mean radial
splash distance at a radial angle 𝜑; and 𝑟0 (m) mean splash distance on a horizontal surface.
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2.4.2.2 Flow Entrainment
Overland flows possess turbulent nature associated with temporal fluctuations in
the bed shear stress that are manifested as turbulent bursts capable of entraining sediment
even when time-averaged flow properties are below the critical entrainment threshold
(Nearing, 1991; Nikora et al., 2007; Sidorchuk et al., 2008). These coherent structures are
associated with ejection of near-bed fluid parcels towards the flow surface and turbulent
bursts.

A turbulent burst erosion model is introduced herein to estimate sediment

entrainment by flow, 𝐸𝑓 (kg m-2 s-1). Turbulent burst erosion models take the following
general form (Cao, 1997; Nearing, 1991; Papanicolaou et al., 2004; Sharif & Atkinson,
2012):
𝐸𝑓 =

𝐴𝑁
𝑃 𝑀
𝑇𝐵 𝐸 𝐸

(2.9)

where 𝐴𝑁 (m2 m-2) the spatial coverage of turbulent bursts; 𝑇𝐵 (s) the period of
turbulent bursts; 𝑃𝐸 the probability of entrainment, representing the probability that the
instantaneous bed shear stress exceeds the critical bed shear stress for detachment; and 𝑀𝐸
(kg m-2) the mass of sediment entrained per turbulent burst event per unit bed area. The
bursts are distributed with longitudinal and transverse spacings of 𝑆𝑥 = 500𝜈/𝑢∗ and 𝑆𝑦 =
100𝜈/𝑢∗ , respectively, and have longitudinal and transverse extents of 𝑙𝑥 = 40𝜈/𝑢∗ and
𝑙𝑥 = 25𝜈/𝑢∗ , respectively (Kim et al., 1971; Kline et al., 1967; Nearing, 1991;
Papanicolaou et al., 2004), where 𝜈 (m2 s-1) kinematic viscosity; and 𝑢∗ (m s-1) bed shear
velocity. Based on Cao (1997) and Papanicolaou et al. (2004), the spatial coverage of
bursts increases linearly with the ratio of local bed shear stress, 𝜏 (Pa), over critical shear
stress, 𝜏𝑐 (Pa), taking the form:
𝐴𝑁 =

𝑙𝑥 𝑙𝑦 𝜏
𝜏
= 0.02
𝑆𝑥 𝑆𝑦 𝜏𝑐
𝜏𝑐

(2.10)

The period of turbulent bursts has been found to scale with outer flow variables,
namely flow depth and flow velocity (Cantwell, 1981; Papanicolaou et al., 2004), as:
𝑇𝐵 = 𝑐

ℎ
𝑉

(2.11)
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where 𝑉 (m s-1) resultant flow velocity; 𝑐 coefficient related with the integral
turbulent length scale.
The probability of entrainment is defined as (Papanicolaou et al., 2004):
∞

𝑃𝐸 =

𝜏𝑐 /⟨𝜏⟩

∫ 𝑓𝜏𝑁 (𝜏𝑁 )𝑑𝜏𝑁 = 1 − ∫ 𝑓𝜏𝑁 (𝜏𝑁 )𝑑𝜏𝑁
𝜏𝑐 /⟨𝜏⟩

(2.12)

0

where 𝜏𝑁 = 𝜏/⟨𝜏⟩ normalized bed shear stress; ⟨𝜏⟩ (Pa) time-averaged bed shear
stress; and 𝑓𝜏𝑁 (𝜏𝑁 ) (Pa-1) temporal probability density function of the normalized
instantaneous bed shear stress. Nearing (1991), based on parameter optimization between
observed and measured detachment rates, argued that the instantaneous shear stress should
follow a normal or lognormal distribution, with a slightly better fit for a normal
distribution. Parsons and Wainwright (2006) suggested a lognormal distribution of shear
stress based on optimization of a probability of rill formation equation using in situ
measurements of soil strength. Foster et al. (1984) measured the probability density
functions of instantaneous bed shear stress in laboratory rills using a hot-film anemometer
and fitted Pearson Type III, Gamma, and lognormal distributions to observed instantaneous
shear stress data. They found the best performance for Pearson Type III and Gamma
distributions and concluded that either distribution was considered adequate for erosion
modeling.
In the present study, a 1-parameter Gamma distribution is adopted for the
normalized instantaneous bed shear stress of concentrated rill flows after Papanicolaou et
al. (2004):
𝑓𝜏𝑁 (𝜏𝑁 ) = 𝛼 𝛼 𝜏𝑁𝛼−1

exp(−𝛼𝜏𝑁 )
𝛤(𝛼)

(2.13)

where 𝛼 the shape and rate parameter, equal to the inverse of the variance of the
stochastic variable; and 𝛤(𝛼) = (𝛼 − 1)! the Gamma function.
The probability of entrainment by unconcentrated interrill flows is estimated using
the stochastic entrainment formula by Wu and Lin (2002), given by:
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𝑃𝐸
= 0.5
2

(2.14)

ln(0.049⁄𝜏∗ 𝐶𝐿 )
2 ln(0.049⁄𝜏∗ 𝐶𝐿 )
√1 − exp {− [
− 0.5
] }
|ln(0.049⁄𝜏∗ 𝐶𝐿 )|
𝜋
0.702
where 𝐶𝐿 lift coefficient; and 𝜏∗ the Shields parameter or dimensionless shear stress.
Cooper et al. (2012) used this formulation for entrainment in unconcentrated overland
flows and verified its applicability using measured spatial redistribution of tracer particles.
The sediment mass entrained per turbulent burst event per unit bed area is
calculated from the following relationship (Papanicolaou et al., 2004):
𝛭𝛦 = 𝜌𝑠 (1 − 𝑝)𝐷𝐴

(2.15)

where 𝜌𝑠 (kg m-3) sediment density; 𝑝 porosity; 𝐷𝐴 (m) active layer depth of
turbulent bursts. The active layer depth represents the characteristic depth to which
turbulent bursts have access for entrainment of material; it is a function of the bed sediment
diameter, and ranges between 𝑑90 and 2𝑑90 , where 𝑑90 (m) the 90th percentile of bed
sediment size distribution (Papanicolaou et al., 2004; Cooper et al., 2012).
Considering both spatial and temporal variability in the bed shear stress, the flowinduced erosion rate is formulated as follows:
∞

𝐸̅𝑓 = 𝛭𝛦 ∫
0

𝐴𝑁
𝑃 𝜑 (𝜏)𝑑𝜏
𝑇𝐵 𝐸 𝜏

(2.16)

where 𝜑𝜏 = 𝑓ℎ /(𝜌𝑤 𝑔𝑆) the spatial probability density function of time-averaged
bed shear stress calculated from the probability density function of flow depths.
The presence of sediment in the flow dampens turbulent fluctuations
through suppression of the mixing length or the free paths of the water body. This can
influence sediment entrainment dynamics. These effects are reflected in the velocity
profile through the von Karman constant, 𝜅, which is equal to 0.41 for clear water flows,
and tends to decrease with the increase in sediment concentration. Yang et al. (2007)
related the variation of 𝜅 to the linear concentration that is a function of sediment
concentration and reflects the free distance between particles. Their results suggest that
for typical overland flows, where the concentration is less than 100 kg m-3, the reduction
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in 𝜅 is less than 10% and could be neglected. It is recognized, though, that for flows with
high sediment concentrations, the turbulence suppression may be important and therefore
hinder the applicability of the turbulent entrainment formulae presented above.

2.4.2.3 Headcut Retreat Entrainment
The mode of headcut retreat in upland and instream environments is dictated by the
ventilation conditions of the water jet near the headcut face, which depends on local flow
characteristics (Papanicolaou et al., 2019). The ratio between the headcut face height, ℎ𝑓
(m), and the approach flow depth, ℎ0 (m), determines the ventilation conditions of the jet
at the entrance (May, 1988). Where the ratio is greater than 8, vented conditions prevail,
and migration is governed by a plunging jet and scour development downstream of the
face. For headcut face to approach depth ratios less than 8, suction below the nappe leads
to unvented conditions and shear-driven fluvial erosion.
Alonso et al. (2002) developed the following formula for the migration rate, 𝑑𝑥/𝑑𝑡
(m s-1), of a headcut under vented flow conditions:
𝑑𝑥
𝜃𝑒 𝜌𝑤 𝑘𝑑 𝑞𝑤
= 𝑉𝑒 sin √
𝑑𝑡
2
2ℎ𝑓

(2.17)

where 𝑉𝑒 (m s-1) jet entry velocity; 𝜃𝑒 (rad) jet entry angle; 𝑘𝑑 (m2 s kg-1) erodibility
coefficient; 𝑞𝑤 (m2 s-1) unit flow discharge. The jet entry angle is calculated as follows:
𝜃𝑒 = tan−1 𝑇𝑒
where 𝑇𝑒 = √2𝑔 (ℎ𝑓 +

(2.18)
ℎ𝑏
2

) /𝑉𝑏 , ℎ𝑏 (m) flow depth at the brink; 𝑉𝑏 (m s-1) flow

velocity at the brink; 𝑔 (m s-2) gravitational acceleration. The entry velocity is calculated
as:
𝑉𝑒 =

𝑞𝑤
ℎ𝑏 cos 𝜃𝑒

(2.19)

For unvented conditions, it has been demonstrated that there is a dual advectivediffusive migration mode (Bressan et al., 2014; Papanicolaou et al., 2019), that cannot be
captured by the model proposed by Alonso et al. (2002). Therefore, the formulation
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provided in Bressan et al. (2014) is adopted here, that encapsulates this dual mode of
retreat:
𝑑𝑥
= 𝑘𝑑 [𝜏(𝑥) − 𝜏𝑐 ]
𝑑𝑡
𝑧 − 𝑧0
𝜕𝑧
𝜏(𝑥) = 𝑀𝜏0 (1 + 𝐴
+𝐵 )
{
ℎ0
𝜕𝑥

(2.20)

where 𝑀 accounts for the increase in shear stress due to flow acceleration along the
M2 curve; 𝐴 [0-1.3] and 𝐵 [0-1] empirical parameters reflecting the relative dominance of
advection and diffusion modes of retreat, respectively; 𝑧 (m) bed elevation as a function of
position and time; 𝑧0 (m) bed elevation upstream of the headcut crest.
The headcut retreat erosion rate per unit bed area can be estimated as follows:
𝐸ℎ𝑐 = 𝜌𝑠 (1 − 𝑝)

𝑑𝑥
ℎ 𝑓
𝑑𝑡 𝑓 ℎ𝑐

(2.21)

where 𝑓ℎ𝑐 (m m-2) the spatial frequency of headcuts, equal to the total migrating
headcut face width in a unit bed area. 𝑓ℎ𝑐 can be estimated from rill drainage network
properties and micro-topography as 𝑓ℎ𝑐 = 𝐷𝑑 𝑤𝑟 /𝐿ℎ𝑐 , where 𝐷𝑑 (m m-2) rill network
drainage density, that is dependent on rill spacing; 𝑤𝑟 (m) mean rill width, that generally
scales with flow discharge (Gilley et al., 1990); and 𝐿ℎ𝑐 (m) the longitudinal spacing of
headcuts, that has been reported to scale with headcut face height and bed slope (Giménez
et al., 2019).

2.4.2.4 Deposition
Following Hairsine and Rose (1992a, 1992b), the instantaneous deposition rate is
assumed to be proportional to the product of sediment concentration and settling velocity:
𝐷 = 𝜒𝐶𝑤𝑠

(2.22)

where 𝐷 (kg m-2 s-1) instantaneous deposition rate; 𝐶 (kg m-3) sediment
concentration; 𝑤𝑠 (m s-1) settling velocity, and 𝜒 = 𝛾 + 𝛿 ln 𝑍∗ a coefficient that is a
function of the Rouse number, 𝑍∗ = 𝑤𝑠 ⁄(𝜅𝑢∗ ), permitting a nonuniform vertical
distribution of sediment by considering the effects of turbulence on sediment resuspension
(Lin, 1984; Wu, 2007), where 𝛾 and 𝛿 empirical coefficients that are determined
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experimentally. The settling velocity is estimated using the Dietrich (1982) formula
developed for natural sediment particles.

2.4.3 Formula Parameterization and Verification
The rainsplash erosion model coefficients were taken as 𝑎 = 0.011 and 𝑏 = 1.4
based on regression analysis for silty clay loam soil type that was performed for a wide
range of rain power and flow depth values (Gabet & Dunne, 2003). The critical shear stress
for the soil in the study site was obtained as 3.5 Pa from Abaci and Papanicolaou (2009),
which agrees with pedotransfer function estimates (Alberts et al., 1995). For the estimation
of the turbulent bursting period using Eq. (2.11), a literature review was performed to
estimate the coefficient 𝑐. Cantwell (1981) found that 𝑐 ranges between 2.5 and 10 and
suggested a value of 6. Nearing (1991) assumed a constant value of 𝑐 equal to 5, while
Papanicolaou et al. (2004) suggested values of 𝑐 between 3 and 6. Nikora et al. (2007)
studied the turbulent structure of uniform shallow free-surface flows and demonstrated that
the integral turbulent length scale of such flows depends on the Froude number. For high
Froude numbers, the near-surface layer structure bears a resemblance to that of twodimensional turbulence with large-scale velocity fluctuations and an inverse energy
cascade, and 𝑐 was found to range between 5.6 and 7.5. For low Froude numbers,
fluctuations were characterized by a direct energy cascade and 𝑐 was equal to 2.2.
Following the above, in the present study we adopt a 𝑐 value of 2.2 for subcritical flow
conditions and 6.5 for supercritical flow conditions. The observed instantaneous shear
stress distribution datasets in Foster et al. (1984) were utilized to estimate the value of the
Gamma distribution parameter 𝛼 for concentrated rill flows. Using a value of 𝛼 = 4 per
the recommendation by Papanicolaou et al. (2004), comparison of the simulated (Eq. 2.13)
with the observed (Foster et al., 1984) probability density functions of instantaneous bed
shear stress showed very good agreement for the first dataset and fair agreement for the
second (Fig. A4). The lift coefficient in Eq. (2.14) was taken as 𝐶𝐿 = 0.25 according to
Wu and Lin (2002) and Cooper et al. (2012).
The performance of the turbulent bursting formula was evaluated using both
laboratory and field experimental datasets from Nearing et al. (1991) and Mancilla (2004),
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respectively, who provide complete measured information regarding soil properties, flow
hydraulics, and entrainment rates for different soils under different shallow flow
conditions. Nearing et al. (1991) performed flume erosion experiments on two soils, a
Russell silt loam and a Paulding clay. The experiments were performed for a combination
of flow depths and bed slopes, with the flow depth ranging between 5 mm and 20 mm, and
the bed slope ranging between 0.5% and 2.0%. The flow velocity was measured through
fluorescent dye and the entrainment rates were calculated from the total soil lost divided
by the duration of each run. Mancilla (2004) performed field rill erosion experiments on a
Palouse silt loam soil, for a range of flow rates supplied at the upstream end of five rills.
Records of rill width, flow depth, velocity, and sediment entrainment rate were collected
at different cross-sections every 1.5 m to 3 m. The comparisons here are focused on Rill#3
and Rill#4 in Mancilla (2004), which correspond to the same conditions compared in
Papanicolaou et al. (2010) using a rill sediment transport numerical code, namely RILL1D.
Using the turbulent burst erosion framework presented in Section 4.2.2, comparison
between predicted and observed sediment rates shows overall good agreement, with the
model explaining 89% of the variability in the datasets (Figs. A5 and A6). Predictions of
rill sediment entrainment for the Mancilla (2004) cases show that the proposed turbulent
burst erosion formula is more accurate than RILL1D for three out of four cases (Fig. A6),
which is probably an outcome of RILL1D not accounting for the role of turbulence in
sediment entrainment, as also pointed out by Papanicolaou et al. (2010).
To determine the ventilation conditions of the headcuts in Zones II and III, ℎ𝑓 /ℎ0
was calculated using the measured bed surface elevations and flow depths. In Zone II,
ℎ𝑓 /ℎ0 ranged between 10.9 and 17.16, indicating vented conditions, whereas in Zone III,
ℎ𝑓 /ℎ0 ranged between 5.1 and 7.9, which corresponds to unvented conditions. The Alonso
et al. (2002) formulation of the headcut migration rate (Eq. 2.17) was applied in Zone II,
while the Bressan et al. (2014) model of the headcut migration rate (Eq. 2.20) was applied
in Zone III. Also, 𝑓ℎ𝑐 in Eq. (2.21) was estimated from the measured bed surface elevations
obtained from the digital laser scanner. Following Bressan et al. (2014), the parameters 𝐴
and 𝐵 in Eq. (2.20) were calibrated for both unsteady and pseudo-steady timescales using
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the observed migration rates. The modeled headcut profiles at the end of the experiment
were verified by comparing with the surveyed digital laser profiles of the soil surface at
mature conditions (Fig. A7). During the unsteady timescale, 𝐴 and 𝐵 were estimated as
0.84 and 0.08, respectively, whereas during the pseudo-steady timescale they were
estimated as 0.25 and 0.64, respectively. This change signifies a shift in the dominant
migration mode of the headcut at Zone III from advective during the unsteady timescale to
diffusive during the pseudo-steady timescale. Because the diffusive mode of migration is
characterized by low net retreat rates relative to changes in the face inclination, it implies
the approach to a more stable planform geometry over time, i.e., convergent evolution.
Finally, the parameters 𝛾 and 𝛿 for the turbulent resuspension coefficient 𝜒 and the
overall performance of the deposition formula (Eq. 2.22) were determined from
supplemental rainfall simulation experiments performed in 2018 within a similar setting
matching the plot dimensions, rainfall intensity, roughness, and slope gradient. During
these experiments, flow hydraulics, tracer deposition stocks, runoff fluxes, and sediment
concentrations were measured at different downstream locations along the plot. Equation
(2.22) was employed and integrated over time, considering the measured flow depths and
sediment concentrations, and optimal values for 𝛾 and 𝛿 were determined that provided the
best match between measured and tracer deposited stocks. It was found that 𝜒 = 1.09 +
0.18 ln 𝑍∗ (𝑅 2 = 0.7), with a very good agreement between estimated and measured
deposition stocks (Fig. A8).

2.4.4 Quantification of Sediment Contributions of Different Erosion Mechanisms
The semi-analytical process-based framework presented above was utilized to
determine the relative contributions of the different entrainment mechanisms at the
unsteady and pseudo-steady timescales for each zone of the plot. For each timescale, the
effective rainfall and runoff duration and rates were estimated from the measured
hydrograph using the approach outlined in Flanagan and Nearing (1995). These, along
with the measured flow depth and velocity data, were used as the key hydrologic variables
required to drive the process-based sediment transport framework. Figure 2.10a illustrates
the sediment contributions of different entrainment mechanisms within each zone and net
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Figure 2.10. Estimated sediment contributions of different entrainment mechanisms within Zones IIII during the unsteady and pseudo-steady timescales: (a) erosion maps for each zone where the
vector size is proportional to the sediment flux magnitude; (b) sediment flux plots and comparison
with sediment load measured at the weir and estimated using WEPP.
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sediment fluxes exiting each zone and supplying sediment downstream. During the
unsteady timescale, rainsplash entrainment is dominant (51%), followed by headcut retreat
(31%), while the relative sediment contribution by flow entrainment is 18%. Sediment
production in Zones I and III is primarily attributed to rainsplash entrainment, while the
primary source of sediment in Zone II is headcut retreat. During the pseudo-steady
timescale, flow entrainment is dominant (60%), followed by rainsplash entrainment (35%),
while sediment contributions by headcut retreat are 5%. Rainsplash entrainment is again
the primary source of sediment in Zone I during the pseudo-state timescale, while flow
entrainment is dominant in both Zones II and III. Overall, the results suggest that the
dominant entrainment mechanisms vary significantly in both space and time. The headcut
retreat mechanism is more important during the early evolution stage, during which the
migration mode is primarily advective, as opposed to the late evolution stage, where the
migration mode shifts to advective-diffusive with lower headward retreat rates (see Section
4.3). Comparison between measured and estimated sediment fluxes at the plot outlet
demonstrates very good agreement during the pseudo-state timescale and a slight
underestimation (relative error = -12%) of sediment fluxes during the unsteady timescale
(Fig. 2.10b). This underestimation likely stems from the uncertainty in the estimates of
sediment entrainment from headcut retreat.
The Water Erosion Prediction Project (WEPP) model (Flanagan et al., 2007) was
employed to estimate quasi-steady sediment fluxes for the study conditions for comparison
purposes. The hydrologic component of WEPP was calibrated based on measured data
(soil moisture and rainfall-runoff partitioning), while erodibility parameters for the study
area were adopted from Abaci and Papanicolaou (2009) (see Table S1 for the values of key
WEPP parameters). Comparison with measured fluxes exiting Zone III (Fig. 2.10b) shows
that WEPP significantly underestimates sediment fluxes (relative error = -61%). Several
studies have pointed out that there is a tendency of soil erosion models, such as WEPP, to
underpredict soil loss, particularly as the spatial and temporal scales of interest decrease,
and/or the specific soil loss magnitude increases (Nearing, 1998; Pieri et al., 2007; Raclot
& Albergel, 2006; Tiwari et al., 2000; Zhang et al., 1996). As discussed in the introduction,
this is partially a product of the deterministic nature of such models (Nearing, 1998). For
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example, the time-averaged bed shear stress for the examined study is less than the critical
shear stress for parts of the experimental plot, hence WEPP predicts minimal rill erosion,
while field evidence suggests significant rill erosion, particularly in Zone III.

The

stochastic treatment of the instantaneous bed shear stress in the proposed framework allows
for a more realistic representation of sediment entrainment, accounting for its episodic and
intermittent nature, even when the time-averaged bed shear stress does not exceed the
critical shear stress. Other assumptions within WEPP are believed to have also contributed
to the underestimation of sediment fluxes, such as the quasi-steady approximation for
sediment, and the neglection of the headcut erosion process.
2.5 Discussion and Conclusions
Over a broad range of time scales, landscape macro/microtopography strongly
influences the physical and biological processes that transform surface soil and its
constituents (Abban et al., 2017; Papanicolaou et al., 2015; Papanicolaou et al., 2018).
Through the natural coevolution of geomorphic and hydrologic processes in the landscape
or by changes in these processes as a result of storm events, dynamic landscapes establish
characteristic hierarchies of geomorphic controls on soil erosion and ultimately on organic
matter stability and reactivity (Papanicolaou et al., 2015; Hou et al., 2021). Few studies,
however, have attempted to develop a comprehensive understanding of upland watershed
mechanistic controls on soil movement and associated chemical alterations to the material
exported from watershed to the rivers (Abban et al., 2016; Papanicolaou et al., 2015;
Wacha et al., 2018).
As a first step a hydro-geomorphic approach was used to provide unique insights
into the chronosequence of hydrological processes and governing erosion mechanisms that
lead to the emergence and evolution of transient geomorphic micro-features on a smooth
bare soil surface and understand their interactions with observed flow hydraulics, runoff,
and sediment flux signals. The experimental design facilitated observations and data
acquisition at high spatial and temporal resolutions with respect to micro-topography
dynamics, flow hydraulics, and runoff/sediment flux signals and led to the development of
a semi-analytical process-based sediment transport framework applicable to hillslopes. A
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combination of simulated rainfall experiments and analytical approaches were used to
assess soil dynamics for event-based hillslope processes in order explore the interplay
between topography and hydrology on the timing and magnitude of sediment transported
downslope. All these dynamic features create patterns of spatial heterogeneity in soil size
fractions, erosional and depositional patches, and pathways of selective mobilization that
behave as conveyors of fractional particle movement and redistribution to lower gradients.
Our findings confirm our hypothesis, suggesting that governing entrainment
mechanisms vary in both space and time, leading to emergent geomorphic patterns at
different spatial zones that are initially unstable but mature over time as the drainage
network reorganizes, leading to a gradual transition from divergent to convergent evolution
through a mode switching mechanism similar to the one described by Phillips (2014). This
is conceptually illustrated in Fig. 2.11 and briefly described below. The ponding timescale
(𝛥𝑇1) was characterized by random ponding and the formation of rainsplash crust patches
from soil hydro-compaction, aggregate breakdown, and random packing of grains and
aggregates in unponded areas. The rising limb timescale (𝛥𝛵2 ) was characterized by runoff
generation and surface sealing through rainfall excess from ponded areas, and micro-rill
formation with localized turbulent micro-eddies. The steady-runoff timescale (𝛥𝛵3 ) was
characterized by flow concentration into wider and more stable rills (major tributaries),
serving as the main conveyors of water and sediment fluxes, where flow turbulence was
more intense and led to bed incision and seal breakup, accompanied by the headcuts genesis
and headward retreat, in addition to other mass failure phenomena. Although roughness,
flow properties, and runoff were quasi-steady during this timescale, the sediment fluxes
were still variable, owing to the continuous drainage network reorganization, mainly
through the retreat of headcuts that formed in Zones II and III and migrated headwards at
rates up to 0.21 mm s-1 immediately following their formation. The pseudo-steady
timescale (𝛥𝛵4 ) was characterized by a mature drainage network with slow evolution rates,
low headcut migration rates, and the convergence of major tributaries into a trunk channel
with an alluvial fan-like downstream section where significant deposition and rill braiding
occurred. This timescale signified the late evolution stage of the soil bed, the sediment
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Figure 2.11. (a)-(d) Conceptual sketch of the evolution timescales of geomorphic micro-features and
the associated sediment flux signal; (e) Conceptual sketch of sediment flux signal corresponding to
each characteristic timescale.
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fluxes were pseudo-steady owing to the dominance of more continuous in nature sustained
fluvial shear processes, and the system had reached a dynamic pseudo-equilibrium. The
temporal lag between unsteady and pseudo-steady sediment timescales (here
approximately 43 min) was accompanied by a hysteretic behavior in the sediment rating
curve, which is believed to be the outcome of the switch in the dominance of entrainment
mechanisms. Measurements and analytical calculations suggested that rainsplash and
headcut retreat were the dominant drivers of geomorphic evolution during the unsteady
timescale, collectively accounting for 82% of total sediment mobilization, while flow
entrainment was the dominant entrainment mechanism during the pseudo-steady timescale,
accounting for 60% of total sediment mobilization, where the drainage network was incised
and mature (Fig. 2.10).

The mathematical representation of these mechanisms in

Section4.2 reveals their different scaling relationships that may explain the observed
hysteretic behavior; rainsplash scales positively with rain power and negatively with flow
depth (shielding), headcut retreat scales variably with velocity, discharge, excess shear
stress, based on ventilation conditions, while flow entrainment scales positively and mainly
with bed shear stress.
The framework’s overall performance was very good in estimating the observed
sediment flux magnitudes at the outlet, contrary to the well-established WEPP model,
which underpredicted the sediment fluxes. This suggests that model simplifications such
as neglecting transient geomorphic micro-features and roughness, in addition to the
deterministic treatment of state variables and entrainment processes may lead to significant
prediction errors, particularly during the early evolution stages, where the planform
geometry of the system is dynamic and introduces a hysteretic behavior in the system’s
response. The static bed morphology assumption may be more reasonable during the
pseudo-steady timescale characterized by a mature drainage network, where sediment
production is governed by sustained fluvial shear over large quasi-stable rills. This has
significant implications for event-timescale sediment transport modeling, considering that
the duration and intensity of more than roughly 95% of the naturally occurring storm events
in the region are not sufficient to attain pseudo-steady conditions as demonstrated by
precipitation-frequency estimates (Bonnin et al., 2006), in which case the system’s
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transient response controls the sediment flux signals. Moreover, a critical debate exits in
the terrestrial C-dynamics community on the role of erosional and depositional processes
as a control on net C exchange between the land surface and the atmosphere with estimates
that the process results in both a sink and source (Doetterl et al., 2016). Part of the debate
involves our lack of understanding concerning the dynamic nature of carbon processing
during the disaggregation, erosion, and deposition processes and what reactivity is
imparted to soil C through these processes influences C oxidation during movement and
mean residence time when buried (Papanicolaou et al., 2015).
The proposed framework could shed light on SOC mobilization and has certain
advantages compared to existing frameworks, in that it is developed to represent grain scale
processes and event-based dynamics by considering the most ubiquitous features of a
dynamic surface topography. It has been verified for the most part based on a standalone
field study that provides both qualitative and quantitative information and abstains as much
as possible from the incorporation of empirical formulae or theory developed in the fluvial
literature, that are not necessarily applicable to overland flows (Cooper et al., 2012). The
framework adopts a stochastic treatment of flow depth, instantaneous bed shear stress, and
rainsplash radial ejection angle and distance that provide more realistic representations of
state variables and underlying mechanisms (Foster et al., 1984; Long et al., 2014;
Sidorchuck et al., 2008). Deposition is also treated as a separate process, avoiding the
transport capacity approach, which is limited, in that it distinguishes between net erosional
and net depositional regimes, resulting in a local discontinuity in the gradient of the
sediment flux at locations where the sediment flux is equal to the transport capacity (Sander
et al., 2007). Such discontinuities are physically unrealistic.
Despite its advantages, the framework also has limitations that emanate from
simplification and/or neglect of certain processes that may be important but are difficult to
incorporate with the available observations and resources. There is currently a need to
know a priori, the locations of headcut occurrence and their spatial arrangement, in addition
to the empirical model parameters that affect the relative magnitudes of advective and
diffusive retreat. This information was obtained from detailed laser scans in the present
study, but they may be difficult to obtain in other cases due to a lack of headcut genesis
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predictive tools that stems from uncertainty in numerous factors such as local surface
hydrodynamics, subsurface conditions (e.g., water content, pore pressure, water table),
roughness, among others. (Bryan et al., 1998; Giménez et al., 2019; Rockwell, 2011;
Römkens et al., 1997; Stefanovic & Bryan, 2007). More research is thus needed in that
direction. In addition, the current mathematical formulation of the headcut retreat process
is different for vented and unvented flow conditions, based on the ratio of headcut face and
approach flow depth, as suggested in the literature. However, one expects a gradual
transition in migration rates between vented and unvented flows, as the flow slowly
becomes attached to the headcut face because of suction below the nappe (Coanda
effect). This transition is currently lacking in the present study, and we suggest the need
to develop a unified theory for the treatment of both vented and unvented conditions.
Furthermore, the framework has purposely been developed for a bare soil surface
representing reference conditions. Oriented roughness and other landscape attributes
typically encountered in agricultural landscapes are expected to alter the spatial and
temporal extents of the different entrainment processes in a similar way that such elements
have been shown to alter flow resistance dynamics and, hence, the distribution of shear
stress among landscape attributes (Papanicolaou et al., 2018; Wacha et al., 2020; Hou et
al. 2021). They are also likely to introduce mechanisms and geomorphic features that need
to be appended to the framework. Finally, the current framework does not distinguish
between suspension, saltation, and bedload sediment transport modes based on
multifractional sediment transport, rather it assumes that all material moves in suspension
and can be represented by its median particle size. Wacha et al. (2018) studied aggregate
size and stability along hillslope flowpaths and suggested that there may be significant
breakdown of sediment and aggregation during transport as a result of raindrop impact and
flow abrasion. Small and large macroaggregates have different aggregate stability and tend
to break down at different rates, move in suspension or saltation modes, while fine material
can sometimes aggregate during transport, therefore altering the aggregate size distribution
of the exported material, the resting/travel times, and the dominant modes of transport.
This makes multifractional sediment transport complex and hinders the applicability of
existing frameworks. More research is thus needed with regards to the coupled breakdown57

aggregation-transport dynamics and transport modes of individual grains and aggregates
from a Lagrangian perspective.
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CHAPTER THREE
A COMPREHENSIVE FRAMEWORK FOR THE PREDICTION OF
HILLSLOPE GEOMORPHOLOGIC AND HYDRODYNAMIC DISPERSION:
IMPLICATIONS FOR HYDROGRAPH PEAK PREDICTION AND SPATIAL
SCALE THRESHOLDS
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3.1 Introduction
Prediction of a landscape’s hydrological response is a complex problem arising
from the high degree of uncertainty and irregularity in governing hydrological processes
in addition to the stochastic nature of climate drivers and spatial variability of surface
structure including soil heterogeneity, drainage network structure, climate dynamics and
land use/land cover patterns (Bachmair & Weiler, 2011; McDonnell et al., 2007). These
processes have received much attention since the 1960s (Beven et al., 1988; Nash, 1957).
Early approaches focusing on the quantitative analysis of drainage networks recognized
that complexity and tried to overcome it using empirical laws, such as Horton’s order
ratios. The seminal work of Rodríguez‐Iturbe & Valdés (1979) on the Geomorphologic
Instantaneous

Unit

Hydrograph

(GIUH)

coupled

quantitative

hydrology

and

geomorphology, taking into consideration the increasing availability of drainage network
data through digital elevation models (DEMs) and advancements in measuring
hydrological variables at progressively finer spatial and temporal resolutions. Building on
this, White et al. (2004) formulated the impulse response of an arbitrary water particle
injected into a basin based on considerations of geomorphologic and hydrodynamic
dispersion throughout the drainage network. Based on the GIUH approach for river basins
and the above, Rigon et al. (2011) developed a theoretical framework to understand the
role of geomorphologic and hydrodynamic dispersion on the structure of the runoff peak.
Recent technological advancements have enabled the mechanistic exploration of landscape
hydrological response at multiple spatial and temporal scales through modeling
(Ghaneeizad et al., 2018; Papanicolaou et al., 2018).
The overall performance of any given hydrological model across a wide range of
initial and boundary conditions is limited by its ability to capture the feedbacks between
relevant hydrological processes and landscape characteristics, in addition to the
spatiotemporal quality of the input data. Simple top-down “bucket” models are easy to
deploy and are often sufficiently accurate depending on the study scope or management
objectives (Tran et al., 2018). However, because they lack the mechanics to capture
dominant hydrological processes, they cannot be transferred to ungauged landscapes nor
be used to extrapolate for conditions outside of their range of calibration and verification
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(Bachmair & Weiler, 2011). Comprehensive bottom-up hydrological models, on the other
hand, although theoretically ideal for hydrological predictions, are rarely parsimonious and
often suffer from the poor quality, low availability, and high uncertainty of the input data
as a result of technological and budget limitations (Gao et al., 2018).
Considering that most practical applications require predictions at the watershed
and catchment scales in addition to the inherent difficulty in incorporating process
complexity and heterogeneity in existing hydrological models, hillslopes have been studied
to a lesser extent than watersheds or catchments, and the characteristics of individual
hillslopes are often spatially integrated (lumped) to be introduced into models (Bachmair
& Weiler, 2011; Mesa & Mifflin, 1986; Wohl et al., 2019). Several hydrological analyses
and engineering applications, such as the design and assessment of Best Management
Practices (BMPs), require quantitative predictions of the structure of the hydrograph peak
(i.e., the time-to-peak and peak runoff) at the hillslope scale, which is dependent upon the
degree of geomorphologic and hydrodynamic dispersion. This is particularly challenging
because the hillslope geomorphologic and hydrodynamic dispersion is controlled by
multiple factors, such as the complex hillslope geometry, flowpath structure, surface
roughness, land use/land cover, soil properties, and soil moisture gradients, among others,
that need to be collectively considered. For instance, the spatial irregularity of rills and the
non-planar nature of hillslopes are factors that can dramatically influence key hydrological
mechanisms and have usually been neglected by previous studies (Wu et al., 2020).
Therefore, there is a lack of understanding of how, at scales as small as the hillslope,
geomorphologic and hydrodynamic dispersion influence the structure of the hydrograph
peak and the propagation of runoff signals across scales.
Hydrological applications at small spatial scales and high temporal frequencies
(e.g., prediction of the structure of the hydrograph peak on a small hillslope during a short
storm event) would arguably require a comprehensive bottom-up model and highresolution input data. However, high-resolution data at these scales are rarely available
and practically difficult to obtain, hence most studies map hillslopes using coarse resolution
DEMs and treat them as simple geometric planes with fixed drainage density and constant
roughness (Bronstert, 1999). Thus, little is known with regards to the level of detail (i.e.,
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spatial resolution) needed to collect model inputs to reduce the uncertainty in model
predictions. In particular, what are the implications of using existing coarse DEMs for
simulating runoff fluxes? Previous research suggests that simplified hillslope geometry
and static roughness assumptions could introduce significant bias in the simulated hillslope
hydrological response as a result of the non-linearity between the forcing and response
relationships that are pronounced at small spatial and temporal scales and amplified by
surface roughness (Bachmair & Weiler, 2011; Papanicolaou et al., 2018). Recent advances
in photogrammetric range imaging techniques allow for the acquisition of unprecedented
resolution drainage network elevation data (< 1 cm horizontal and vertical accuracy) that
enable the accurate mapping of hillslope roughness, drainage network, and structural
connectivity.
It is hypothesized that there is an optimal spatial resolution threshold at which
hillslope topography and characteristics should be mapped to adequately capture landscape
connectivity and minimize the simulation bias of the hydrograph peak. Further, it is
postulated that as the contributing/drainage area of a hillslope increases, the collective
effects of geomorphologic and hydrodynamic dispersion become more pronounced and
reduce the non-linearity in the rainfall-runoff relationship. This study seeks to bridge the
existing gaps between recent modelling, technological, and experimental advances to
address the above hypotheses and understand the importance of surface roughness and
storm magnitude in the process of runoff signal filtering.
The present study pursues the following specific objectives:
1. Develop a comprehensive bottom-up geomorphic hydrological modeling framework for
hillslopes by leveraging existing research on hydrological modeling that resolves and
integrates intra-storm event climate dynamics, spatial heterogeneity of soil properties (i.e.,
soil moisture, saturated hydraulic conductivity, texture), detailed spatial structure of the
hillslope flowpath/drainage network, and surface roughness, and estimates surface runoff
dynamics along the hillslope network.
2. Collect experimental and theoretical data within the context of a case study to inform
the developed framework and develop a range of climate and surface roughness scenarios
representative of the study area.
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3. Apply the developed framework for the selected storm events and surface roughness
conditions under different spatial resolution scenarios in the input data to (a) quantify the
effects of spatial resolution on simulation bias of the hydrograph peak in order to identify
an optimal resolution threshold that minimizes simulation bias, and (b) assess the nonlinearity of hillslope hydrograph peak structure under gradients in drainage area, surface
roughness, and storm event magnitude to gain a fundamental understanding on
characteristic hillslope size, climate and roughness conditions at which the comprehensive
considerations presented in this study are relevant for practical applications.
3.2 Theoretical Framework
A comprehensive framework was developed that operates at the hillslope scale and
has the following key features:
1. The hydrological response is dictated by the collective effects of the rainfall dynamics,
the distribution of antecedent soil moisture, the spatial variability of saturated hydraulic
conductivity, the spatial structure of random/oriented roughness and depressional
storage, and the spatial structure of the flowpaths.
2. Antecedent soil moisture, saturated hydraulic conductivity and depressional storage are
all spatially distributed, with probability density functions that are functions of land
use/cover, soil surface micro-roughness, macro-topography, and overall saturation
conditions.
3. The spatial structure of the flowpaths can be well represented by the width function,
which is defined as the probability density function of the distance between a point
within the flowpath drainage network and the outlet, as measured along the
corresponding flowpath that connects the two.
Soil moisture is well correlated with several terrain indices, among which it has
beeen demonstrated that it is best explained by the topographic wetness index (TWI)
(Raduła et al., 2018). The TWI is given by the following equation:
𝑎𝑠
𝑇𝑊𝐼 = ln (
)
𝑡𝑎𝑛 𝜃

(3.1)

where 𝑎𝑠 (m2 m-1) is the specific catchment area, i.e., the local upslope contributing
area per unit contour length; and 𝜃 is the local slope angle (Beven & Kirkby, 1979). Several
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studies focusing on the geostatistics of soil moisture at a wide range of spatial and temporal
scales have suggested that a normal distribution can be used to represent the spatial
variability in soil moisture, particularly at intermediate wetness conditions (although Beta,
Lognormal, and Gamma distributions may also be suitable), and the coefficient of variation
of soil moisture decreases exponentially with average soil moisture (Brocca et al., 2012;
Famiglietti et al., 2008). Building on the above, the proposed framework assumes that soil
moisture is normally distributed, with a soil moisture coefficient variation given by the
following expression:
𝐶𝑉𝜃 = 𝐶𝑉max exp(−𝑘 𝜇𝜃 )

(3.2)

where 𝐶𝑉max the maximum value of the coefficient of variation of soil moisture,
taken as the coefficient of variation of TWI; 𝜇𝜃 the mean volumetric water content; and
𝑘 ≈ 5 − 10 (Famiglietti et al., 2008).
To accurately estimate hillslope-wide infiltration, the Green-Ampt point infiltration
model is adjusted to explicitly consider spatial variations in its underlying parameters using
stochastics. Infiltration capacity, also referred to as soil hydraulic conductivity, is the
maximum potential rate at which water can infiltrate into the soil. The actual infiltration
rate is limited by both the rainfall rate and the infiltration capacity. In the proposed
approach, the required information is limited to the determination of three main
components, namely (a) the spatial distribution of initial soil moisture (which has been
explained above), (b) the spatial distribution of the infiltration capacity, and (c) the
temporal change in the parameters of the spatial distribution.
Consider that at a given time 𝑡 the density function of the infiltration capacity,
𝑓𝐾,𝑡 (𝐾), and the rainfall rate, 𝑃(𝑡), are known, with 𝐾 denoting infiltration capacity. The
proportion of the landscape with infiltration capacity in the range [𝐾, 𝐾 + 𝑑𝐾] is
𝑓𝐾,𝑡 (𝐾)𝑑𝐾. Therefore, the infiltration excess (i.e., the maximum value of rainfall excess
for no surface detention), 𝐼𝑒 (𝑡), for that infinitesimal portion, will be 𝑑𝐼𝑒 (𝑡) =
[𝑃(𝑡) − 𝐾]𝑓𝐾,𝑡 (𝐾)𝑑𝐾, where 𝐾 ≤ 𝑃(𝑡). The total infiltration excess on the landscape at
time 𝑡 is the integral of 𝑑𝐼𝑒 (𝑡) over the area for which 𝐾 ≤ 𝑃(𝑡), so that:
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𝑃(𝑡)

𝐼𝑒 (𝑡) = ∫

(3.3)

𝑑𝐼𝑒 (𝑡) = ∫ [𝑃(𝑡) − 𝐾]𝑓𝐾,𝑡 (𝐾)𝑑𝐾

𝐾≤𝑝(𝑡)

0

By introducing the distribution function of the infiltration capacity, 𝐹𝐾,𝑡 (𝐾), and
after pertinent mathematical manipulations, the total instantaneous infiltration excess is
given by:
𝑃(𝑡)

(3.4)

𝐼𝑒 (𝑡) = ∫ 𝐹𝐾,𝑡 (𝐾)𝑑𝐾
0

The spatially averaged instantaneous infiltration rate is the difference between the
rainfall and the infiltration excess rate:
𝑃(𝑡)

(3.5)

𝐼(𝑡) = 𝑃(𝑡) − 𝐼𝑒 (𝑡) = ∫ [1 − 𝐹𝐾,𝑡 (𝐾)]𝑑𝐾
0

Numerous studies have unanimously revealed that infiltration capacity is
lognormally distributed in space, reflecting the distribution of the characteristic length
scales of the soil porous network, the effective size diameter, as well as the soil surface
roughness (Braud et al., 1995; Dettinger & Wilson, 1981; El-Kadi, 1987; Freeze, 1975;
Papanicolaou et al., 2015; Sharma et al., 1980; Sisson & Wierenga, 1981; Smith & Hebbert,
1979; Warrick et al., 1977). Under the condition that a lognormal spatial distribution of
infiltration capacity holds true, the corresponding distribution function with instantaneous
scale and shape parameters 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡), respectively, takes the form:
1
ln 𝐾 − 𝜇𝐾 (𝑡)
𝐹𝐾,𝑡 (𝐾) = [1 + erf (
)]
2
√2𝜎𝐾 (𝑡)
where erf is the error function (erf 𝑥 =

(3.6)
2
√

𝑥

2

∫ 𝑒 −𝑡 𝑑𝑡).
𝜋
0

The scale and shape

parameters are directly related to the arithmetic mean, 𝑚𝐾 (𝑡), and arithmetic standard
deviation, 𝑠𝐾 (𝑡), of the infiltration capacity population as follows:
𝜇𝐾 (𝑡) = ln [𝑚𝐾 (𝑡)/√1 + 𝑠𝐾2 (𝑡)/𝑚𝐾2 (𝑡)]
(3.7)
𝜎𝐾 (𝑡) = √ln[1 + 𝑠𝐾2 (𝑡)/𝑚𝐾2 (𝑡)]
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Incorporation of the expression for 𝐹𝐾,𝑡 (𝐾) from Eq. (3.6) into Equation (3.5) and
subsequent integration yields the analytical expression for the average instantaneous
infiltration rate, 𝐼(𝑡), as (see Appendix B.1 for mathematical derivation):
1 𝜇𝐾(𝑡)+𝜎𝐾2(𝑡)
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝑝(𝑡)
2
𝐼(𝑡) = [𝑒
erfc (
)
2
√2𝜎𝐾 (𝑡)
+ 𝑃(𝑡) erfc (

ln 𝑃(𝑡) − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

(3.8)

)]

where erfc is the complementary error function (erfc 𝑥 = 1 − erf 𝑥 =
2
√

∞

2

∫ 𝑒 −𝑡 𝑑𝑡).
𝜋
𝑥

Equation (3.8) provides the spatially averaged instantaneous infiltration rate for a
given instantaneous rainfall rate and for known values of the scale and shape parameters
of the instantaneous hydraulic conductivity. Therefore, the hillslope-scale infiltration
problem now translates to predicting 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡).

Theoretically, this can be

accomplished by taking an infinite number of points on the hillslope and applying the
Green-Ampt infiltration model at each point, while obtaining the arithmetic mean and
standard deviation of the infiltration rate during each timestep. Practically, this may also
be accomplished through Monte-Carlo simulations, but here closed-form relationships for
𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡) are sought. For ponded conditions, the Green-Ampt Mein-Larson (Mein
& Larson, 1973) point infiltration model can be written as follows:
𝑖(𝑡) = 𝐾𝑠 +

𝜓 (𝜃𝑠 − 𝜃0 )

(3.9)

𝑡

𝐾𝑠 ∫0 𝑖(𝜏)𝑑𝜏

where 𝑖(𝑡) (m s-1) is the instantaneous point infiltration rate; 𝐾𝑠 (m s-1) is the
saturated hydraulic conductivity; 𝜓 (m) is the matric potential; 𝜃𝑠 is the volumetric water
content at saturation; and 𝜃0 is the initial volumetric water content. Equation (3.9) accepts
a numerical iterative solution using the Newton-Raphson method, however, it can be
accurately approximated through a closed-form relationship in the following form:
𝑐𝐾

𝜓 (𝜃𝑠 − 𝜃0 )
𝑖(𝑡) = 𝐾𝑠 [1 +
]
𝐾𝑠 𝑡

(3.10)
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where 𝑐𝐾 ≈ 0.4458. For a hillslope with given soil type characterized by a fixed
characteristic matric potential and saturated volumetric water content, closed-form
relationships for 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡) can be obtained by taking the first moment and second
central moment of 𝑖(𝑡) in Eq. (3.10), acknowledging the stochastic nature of 𝑖(𝑡) as a
function of two stochastic variables, namely, 𝐾𝑠 and 𝜃0 , that are lognormally and normally
distributed in space, respectively, with known (measured or estimated) distribution
functions. Doing so leads to the following closed-form expressions for 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡):
𝜇𝐾 (𝑡) = 𝜇𝐾𝑠 + 𝑐𝐾 ln[𝐴1 (𝑡)] − 𝑐𝐾2 ln [1 −
𝜎𝐾 (𝑡) = √𝜎𝐾2𝑠 + 𝑐𝐾 ln [1 −

𝐴2 (𝑡)
]
𝐴12 (𝑡)

𝐴2 (𝑡)
]
𝐴12 (𝑡)

𝜎𝐾2𝑠 𝜓(𝜃𝑠 − 𝜇𝜃 0 )
𝐴1 (𝑡) = 1 + exp (−𝜇𝐾𝑠 +
)
2
𝑡

(3.11)

𝐴2 (𝑡)
= exp(−2𝜇𝐾𝑠
2

+

𝜎𝐾2𝑠 )𝜓2

2

−(𝜃𝑠 − 𝜇𝜃 0 ) + exp(𝜎𝐾2𝑠 ) [(𝜃𝑠 − 𝜇𝜃 0 ) + 𝜎𝜃20 ]
𝑡2

Rainfall excess generation is a function of the infiltration rate calculated by Eq.
(3.5) and is further regulated by depressional storage. In general, depressional storage
determines the soil’s capacity to retain water on surface depressions, and it is influenced
by both microroughness and slope gradient; the higher the microroughness and the lower
the slope steepness, the higher the amount of water that can be retained on surface
depressions (Kamphorst et al., 2000; Onstad, 1984). In practice, depressional storage acts
as the enabler of ponding on the soil surface, reducing the potential rainfall excess volume
calculated from Eq. (3.4) and eventually the total runoff at larger scales. Its influence is
more pronounced when the rainfall rate and the local infiltration rate are of the same order
of magnitude.
Conceptually, the soil surface can be considered as comprising the assemblage of
all local depressions with varying depressional storage capacity, 𝑐, assumed to be a random
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variate stochastically distributed in space. Now consider that the corresponding density
function of depressional storage is 𝑓𝑠 (𝑐), with the subscript s denoting storage. The
proportion of the landscape with depressional storage capacity in the range [𝑐, 𝑐 + 𝑑𝑐] is
𝑓𝑠 (𝑐)𝑑𝑐. At time 𝑡, all surface stores that are filled and for which the infiltration rate is
lower than the rainfall rate contribute to rainfall excess. Let 𝑐 ∗ (𝑡) be that critical capacity
at time 𝑡, indicating the maximum storage capacity of all filled depressions. By introducing
the cumulative distribution function of the depressional storage, 𝐹𝑠 (𝑐), the portion of the
landscape with filled depressions, i.e., with depressional storage equal to or less than that
critical capacity 𝑐 ∗ (𝑡), will be 𝐹𝑠 [𝑐 ∗ (𝑡)]. Precipitation will generate rainfall excess only
for that portion, while the remaining precipitation will contribute to ponding on the unfilled
depressions and further increase in the critical depressional storage capacity. Due to the
distinct nature of the hydrological processes and spatial domains of depressional storage
and infiltration capacity, these variables can be assumed to be independent, i.e., their
bivariate probability density is equal to the product of the individual univariate probability
densities; if there is interdependence between the variables, a joint probability distribution
must be employed. Under the independence condition, the actual rainfall excess on the
landscape at time 𝑡 is expressed as the product of the potential rainfall excess and the
“filled” portion of the landscape:
𝑃(𝑡)

𝑅(𝑡) = 𝐹𝑠 [𝑐 ∗ (𝑡)]𝑅𝑝 (𝑡) = 𝐹𝑠 [𝑐 ∗ (𝑡)] ∫ 𝐹𝑖,𝑡 (𝑖)𝑑𝑖
0

(3.12)

= 𝐹𝑠 [𝑐 ∗ (𝑡)][𝑃(𝑡) − 𝐼(𝑡)]
Based on continuity, the instantaneous rate of change of the critical depressional
storage is (see Appendix B.2 for mathematical derivation):
𝑑𝑐 ∗ (𝑡)
= 𝑃(𝑡) − 𝐼(𝑡)
𝑑𝑡

(3.13)

To route the estimated rainfall excess by capturing the combined role of
geomorphologic, hydrodynamic, and kinematic dispersion on the hydrological response of
hillslope planes, the concept of the (geomorphological instantaneous unit hydrograph)
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GIUH is adopted. This concept was first formulated by Rodríguez‐Iturbe & Valdés (1979),
who interpreted the runoff hydrograph as a travel time distribution of water particles
injected and travelling along flow paths of distinct Hydrologic Response Units (HRUs)
dictated by the geomorphology of the drainage network. The equation for the resulting
runoff hydrograph of hillslope planes, 𝑄ℎ (𝑡), is essentially the convolution between the
hillslope travel time distribution and the effective rainfall, and reads:
𝑡

𝑄ℎ (𝑡) = 𝐴ℎ ∫ 𝑝(𝑡 − 𝜏)𝐼𝑒 (𝜏)𝑑𝜏
0

(3.14)

𝑝(𝑡) = ∑ 𝑝𝛾 (𝑝𝛾1 ∗ … ∗ 𝑝𝛾𝛺 )(𝑡)
𝛾∈𝛤

where 𝐴ℎ the total hillslope plane contributing area; 𝑝(𝑡) the instantaneous unit
hydrograph (i.e., the probability density function of travel times); 𝐼𝑒 the effective rainfall;
𝑝𝛾 the probability of effective rainfall generation within HRU 𝛾, where 𝛾 belongs to the
set 𝛤 of all HRUs making up the hillslope drainage network; and (𝑝𝛾1 ∗ … ∗ 𝑝𝛾𝛺 )(𝑡) the
convolution of the distribution of travel times of water particles across all states along their
path, from 1 to 𝛺. The broad availability of high-resolution Digital Elevation Models
(DEMs) has enabled the construction of highly accurate flow pathways that can be
incorporated into the GIUH theory, through the concept of the width function (Kirkby,
1976), giving rise to the Width Function Instantaneous Unit Hydrograph (WFIUH)
approach. For spatially and temporally invariant flow velocity, the travel time distribution
is given by:
∞

𝑝(𝑡) = ∫ 𝑊(𝑥)𝑓ℎ (𝑥, 𝑡)𝑑𝑥

(3.15)

0

where 𝑓ℎ (𝑥, 𝑡) the probability density function of travel time for a hillslope flow
path of length 𝑥. The assumption of a spatially invariant flow velocity is obviously not
valid for overland flows, and it can be addressed by rescaling the width function,
accounting for the increase in hillslope velocity with downstream distance. For typical
hillslopes, the kinematic wave approximation holds true, and it can be proven that the
rescaled width function, 𝑊𝑟 (𝑥), is given by:
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𝑥

𝛽−1

𝑊𝑟 (𝑥) = 𝛽 [∫ 𝑊(𝜉)𝑑𝜉 ]

(3.16)

𝑊(𝑥)

0

where 𝛽 the kinematic wave exponent, that for typical overland flows is equal to
1.5 (Julien, 2003).
The probability density function of travel times, 𝑓ℎ (𝑥, 𝑡), can be obtained by solving
Kolmogorov’s backward equation on the basis of unidimensional Brownian motion of
water particles with a hydrodynamic dispersion coefficient 𝐷ℎ subjected to advection at
celerity equal to 𝑢ℎ (D’Odorico & Rigon, 2003), leading to the expression:
(𝑥 − 𝑢ℎ 𝑡)2
𝑓ℎ (𝑥, 𝑡) =
exp [−
]
4𝐷ℎ 𝑡
√4𝜋𝐷ℎ 𝑡 3
𝑥

(3.17)

Based on the above, Equation (3.14) becomes:
𝛽−1
∞ 𝑥𝛽[∫𝑥 𝑊(𝜉)𝑑𝜉 ]
𝑊(𝑥)
(𝑥
0
∫ 𝐼𝑒 (𝜏) ∫
exp [−
√4𝜋𝐷ℎ (𝑡 − 𝜏)3
0
0
𝑡

𝑄ℎ (𝑡) =

2

− 𝑢ℎ (𝑡 − 𝜏))
] 𝑑𝑥 𝑑𝜏 (3.18)
4𝐷ℎ (𝑡 − 𝜏)

Hillslopes drain into channels, where flow is predominantly concentrated.
Depending on their characteristic spatial scale (e.g., geometry, contributing area), channels
may be classified as rills, gullies, or rivers. Inputs into channel segments may consist of
either point sources from upstream hillslope planes and channel segments, or non-point
sources from lateral hillslope planes. To effectively predict the hydrological response of a
network consisting of both hillslope planes and channels, an analytical solution to the
diffusive wave equation is employed, based on (Moussa, 1996). For a channel segment of
length 𝐿𝑐 with known upstream inflow hydrograph, 𝑄𝑢 (𝑡), and lateral inflow hydrograph,
𝑄𝑙 (𝑡), the outflow hydrograph is given by:
𝑡

𝑄𝑜 (𝑡) = 𝑄𝑜 (0) + 𝛷(𝑡) + ∫ [𝑄𝑢 (𝑡) − 𝑄𝑢 (0) − 𝛷(𝑡)]𝑓𝑐 (𝐿𝑐 , 𝑡 − 𝜏)𝑑𝜏
0

𝑢𝑐 𝑡
𝛷(𝑡) = ∫ [𝑄𝑙 (𝜆) − 𝑄𝑙 (0)]𝑑𝜆
𝐿𝑐 0
(𝑥 − 𝑢𝑐 𝑡)2
𝑥
𝑓𝑐 (𝑥, 𝑡) =
exp [−
]
4𝐷𝑐 𝑡
√4𝜋𝐷𝑐 𝑡 3

(3.19)

where 𝑢𝑐 the wave celerity within the channel segment; and 𝐷𝑐 the channel
hydrodynamic dispersion coefficient.
78

3.3 Case Study
3.1 Case Study Area Description and Data Collection
The case study site was located within the South Amana sub-watershed of the Clear
Creek Watershed in east-central Iowa (Fig. 3.1). This area was glaciated several times and
remained undisturbed until the European Settlement in the early 1800s, while after the
1900s, intensive agricultural practices led to acceleration of runoff and erosion rates. The
study site was chosen because of its instrumentation infrastructure, experimental data, and
scientific studies as part of the National Science Foundation (NSF) Intensively Managed
Landscapes Critical Zone Observatory (Wilson et al., 2018).
Right before the planting season of 2017, an unmanned aerial vehicle was flown
over the study site by the Center for Transformative Environmental Monitoring Programs
(https://ctemps.org/), a scientific facility also supported by NSF, to provide an ultra-high
resolution (< 1 cm) DEM of the site through structure from motion photogrammetry. The
elevation data were analyzed using ArcGIS to obtain maps of soil surface roughness,
quantify slope and channel cross-section geometry, and determine the flow pathways. The
delineated contributing area consists of ten hillslope planes and five channel segments
(rills), as shown in Fig. 3.1. The upper part of rill C1 has a grassed waterway installed as
a best management practice to minimize erosion from flow concentration. The rest of the
field is on a no-till corn-soybean rotation typical of the US Midwest area (Abaci &
Papanicolaou, 2009). The flowpaths in all hillslope planes but H5 are parallel to the
oriented roughness, while H5 is characterized by flowpaths perpendicular to the oriented
roughness. The key geometrical properties of the drainage network are shown in Table
3.1.
The constructed drainage network was verified by visual field evidence and
aircraft/satellite orthophotos. The width functions of all hillslope planes, 𝑊(𝑥), were
constructed and are shown in Fig. 3.2. In general, the width functions of all hillslope planes
deviated significantly from the uniform (horizontal) probability density function with
downstream distance, which suggested highly irregular hillslope shapes with variable
drainage network density.
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Figure 3.1. Map of the study site in SASW, and ultra-high resolution (< 1 cm) DEM with
corresponding hillslope planes and flowpaths, and drainage network structure derived from
hydrological spatial analysis. The letters ‘H’ and ‘C’ indicate hillslope planes and channel segments,
respectively.
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Table 3.1. Geometrical properties of hillslope planes and channel segments of the case study drainage
network.

Hillslope

Area

Slope

Channel

Width

Length

Slope

Side

ID

(m2)

(%)

ID

(m)

(m)

(%)

Slope

1

2375.74

11.82

1

12.750

79.5

8.94

8.60

2

3943.47

10.95

2

0.402

103.1

9.52

8.72

3

1953.51

9.41

3

0.671

87.2

4.51

19.14

4

1256.37

9.69

4

0.447

14.4

5.52

14.89

5

2651.67

9.02

5

1.035

74.2

3.29

23.15

6

5632.70

11.42

7

1552.38

7.52

8

804.92

9.97

9

2460.60

6.95

10

638.78

5.29

Figure 3.2. Width function plots for each hillslope plane constructed from ultra-high-resolution
DEM.
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To estimate the depressional storage, the equation proposed by Onstad (1984) was
employed on the acquired elevation data:
𝑐(𝑥) = 0.112 𝑅𝑅(𝑥) + 3.1 𝑅𝑅(𝑥)2 − 1.2 𝑅𝑅(𝑥) 𝑆(𝑥)

(3.20)

where 𝑆 the slope gradient; and 𝑅𝑅 the random roughness calculated based on the
equations outlined in Abban et al. (2017), as the standard deviation of elevation data after
correction for mean slope and oriented roughness.

Both variables were calculated

considering a moving circular window with fixed diameter within each hillslope plane.
The depressional storage follows an exponential distribution (Fig. 3.3) with 𝑝 < 0.005 and
a cumulative distribution function:
𝐹(𝑐) = 1 − exp(−𝜆 𝑐)

(3.21)

where 𝜆 the inverse of the mean value of the depressional storage.
A METER meteorological station and an ECRN-100 tipping bucket were installed
at the study site to continuously record precipitation, wind speed/direction, relative
humidity and temperature data at 1-minute intervals. Soil moisture and soil temperature at
10, 20, and 60 cm depths were also measured using a 5TM Moisture/Temperature sensor
at 15-minute intervals. Data were collected over a period of three years, between 2013 and
2015. In addition, surface soil samples were collected at each hillslope plane from the top
5 cm of the soil surface and analyzed in the lab to estimate the spatial heterogeneity of bulk
density, soil moisture, and soil aggregate size distributions.
Rainfall simulator experiments at selected experimental plots of the study site were
performed to determine the system’s hydrological response and measure surface flow
hydraulics for the different roughness conditions and estimate Manning’s roughness. A 2
m wide 20º-angle V-notch weir was installed at the plot outlet to monitor runoff fluxes,
and rhodamine dye was injected to measure surface flow velocity. For more details on the
experimental setup and measurement procedures, the reader is referred to the studies by
Abban et al. (2017), Wacha et al. (2020), and Hou et al. (2020).
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Figure 3.3. Observed and fitted (exponential) probability density functions on spatial data of
depressional storage.
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3.2 Framework Verification
A plot scale rainfall simulation experiment was performed within the hillslope of
the study site for the purpose of framework verification. Prior to the experiment, a
topographic survey was performed at the plot using a total station instrument. The rainfall
simulation experiment was performed on a plot approximately 7 m long by 1.8 m wide.
Rainfall was applied using Norton Ladder Multiple Intensity Rainfall Simulators designed
by the USDA-ARS National Soil Erosion Research Laboratory, IN. Three rainfall
simulators were mounted in series over the plot and approximately 2.5 m atop the plot
surface to ensure that raindrop terminal velocity was reached. Water was continuously
pumped from a water tank under controlled pressure, and uniform rainfall was applied
through oscillating VeeJet nozzles providing spherical drops with median diameters
between 2.25-2.75 mm and an average rainfall intensity of 60 mm/hr. The distribution of
raindrop sizes generated by the rainfall simulators was calibrated using a disdrometer and
followed a Marshall-Palmer distribution (Elhakeem and Papanicolaou, 2009).

Flow

discharge measurements were obtained at the plot outlet at regular time intervals until
steady-state flow was reached, using a 20° v-notch weir. A ruler with a telescopic rod was
utilized to take local flow depth measurements at different locations of the plot.
Rhodamine dye was introduced to estimate the flow velocity from the top of the plot to the
outlet. For more information on the setup and procedure, the reader is directed to Chapter
2, Fig. 2.1. Figure 3.4 shows the comparison between measured and simulated flow rates
at the outlet of the plot, demonstrating good agreement between the two.
The hillslope plane and channel flow routing components of the framework
presented above were also tested against standard benchmark data to evaluate its
robustness, accuracy and scalability. Specifically, the study conducted by Overton &
Brakensiek (1970) was selected for verification, as it provides a benchmark rainfall-runoff
test for which the availability of a semi-analytic solution allows the assessment of model
accuracy, and has been used by several studies for that purpose (Costabile et al., 2013).
The experimental V-shaped watershed as presented in Costabile et al. (2013) consists of
two planes identical in geometry and hydraulic characteristics draining into a main channel
(Fig. 3.5). The channel-adjacent planes have a slope of 0.05 and a Manning’s 𝑛 value of
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Figure 3.4 Comparison between measured and simulated flow rate at the outlet of the experimental
plot.

Figure 3.5. Geometry of benchmark V-shaped watershed (after Costabile et al., 2013)
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0.015, whereas the channel has a slope of 0.02 and a Manning’s 𝑛 value of 0.15. Constant
rainfall excess (10.8 mm/h) with a duration of 1.5 h is applied on the planes.
The total outflow discharge coming out of both the hillslope planes and the channel
were in good agreement with the numerical model results from Costabile et al. (2013)
(Figs. 3.6a and 3.6b), which validates the robustness and accuracy of the presented
framework.

3.3 Representative Simulation Scenarios and Model Inputs
A precipitation-frequency analysis was performed on the observed rainfall records
to obtain representative storm events for the simulations of the present study. Fig. 3.7a
shows the three selected representative storm events corresponding to a recurrence interval
of 1, 5 and 25 years.

The observed soil moisture data were analyzed to provide

representative baseline soil moisture conditions and physical boundaries for the estimation
of infiltration and rainfall excess under representative storm event scenarios. Fig. 3.7b
shows the monthly and annual probability density functions of the soil moisture records,
from which it was deduced that a baseline volumetric water content of 0.315 is
representative of the study area across all seasons and is therefore adopted for the purposes
of the present analysis.
Two land cover scenarios were considered, namely a bare scenario (0% cover) and
a row-crop vegetation (100% cover) scenario, which correspond to the planting and preharvest periods, respectively, and capture end members of the seasonal surface cover
conditions. The mean value and standard deviation of the effective hydraulic conductivity,
respectively, were taken as 0.87 μm s-1 and 1.26 μm s-1 for bare conditions, and 1.21 μm s1

and 1.81 μm s-1 for vegetation, respectively, according to extensive surveys performed by

Abaci & Papanicolaou (2009) and Papanicolaou et al. (2015) in the study area. Based on
measured hydraulics from the rainfall simulation experiments, the Manning’s roughness
was estimated as 0.056 for flowpaths parallel to oriented roughness, 0.084 for flowpaths
perpendicular to oriented roughness, and 0.198 for vegetated flowpaths.
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Figure 3.6. Comparison of simulated outflow discharge between this study and Costabile et al. (2013)
at (a) the bottom of Planes 1 & 2 and (b) at the channel outlet.

Figure 3.7. (a) Selected representative events with 1-, 5-, and 25-year recurrence interval; (b)
Seasonal and annual probability density functions of volumetric water content based on observations
at 15-minutes intervals.
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Finally, the original ultra-high resolution elevation datasets (~1 cm horizontal and
vertical accuracy) were resampled to resolutions of 10 cm and 1 m, that correspond to
resolutions of commonly available LIDAR datasets, and subsequently analyzed similar to
the original dataset. Fig. 3.8 demonstrates the effect of resampling on the form of the width
functions for a selected hillslope plane (H1); using coarser datasets led to width functions
with considerably different shape and underestimation of the mean flowpath length, as the
geometric complexity of distinct flowpaths tends to be simplified. The topographic
derivatives of the original and the two resampled elevation datasets were used as inputs
into the developed model, and the model hydrological outputs were compared to quantify
the relative bias and draw conclusions regarding characteristic spatial resolution thresholds
needed for hillslope hydrological simulations.
3.4. Results and Discussion
3.4.1 Effects of Spatial Resolution on the Structure of the Hydrological Peak
The developed framework was run for the three climate scenarios, the two land
cover conditions, and the three spatial resolution elevation datasets, as described in Section
2.3.2. Infiltration and rainfall excess rates were generated within each hillslope plane,
subsequently used to estimate hillslope plane runoff fluxes, and the resulting fluxes were
introduced as boundary conditions to compute channel discharge rates considering the
network’s structural connectivity. The runoff discharge time series at the outlet of the
entire hillslope (i.e., out of channel segment C5) are plotted in Fig. 3.9 for all scenarios
considered. Continuity was verified by integrating both the rainfall excess and runoff time
series for each run; no significant discrepancies were found between the two volumes.
Overall, DEM resolution did not significantly affect the predicted mean runoff discharge.
Coarse DEM resolution scenarios, though, apparently overestimated the peak runoff
discharge relative to finer DEM resolution scenarios and underestimated the time to runoff
peak.
Figs. 3.9a and 3.9b illustrate the percent difference of the simulated hydrograph
peak flow and time-to-peak, respectively, as a function of DEM resolution. The percent
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Figure 3.8. Width functions of H1 derived for the original and two resampled elevation datasets. The
vertical dashed lines represent the mean value of the distance as derived by integrating the product
of the distance with the width (probability density) function.

Figure 3.9. Computed hydrographs at the outlet of the entire hillslope for the three climate scenarios,
the two land cover conditions, and the three spatial resolution elevation datasets considered.
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difference was computed with respect to the values corresponding to the original DEM
resolution. Note that this does not imply a priori that a higher resolution DEM would
provide more accurate results, rather has to do with the fact that the coarse DEMs
considered here are derivatives of the original fine resolution DEMs, thus contain less
information, which translates to higher degree of noise and uncertainty. Coarsening of
DEM resolution led to a non-linear monotonic increase in the relative hydrograph peak
flow difference, specifically up to 24% overestimation of the hydrograph peak when using
1.00 m as opposed to 0.01m resolution DEMs (Fig. 3.10a). The changes in the hydrograph
time-to-peak were not monotonic with respect to DEM resolution. Note that the actual
difference in the hydrograph peak flow and time-to-peak values compared to observed data
might have been significantly higher, as there is some inevitable random error, systematic
error and uncertainty introduced by the framework and input data, even when using high
resolution DEMs. Figs. 3.10a and 3.10b also suggest that the lower the storm recurrence
interval, the more pronounced the difference in hydrograph peak flow and time-to-peak,
implying that DEM resolution becomes less of an important factor for longer and higher
magnitude storm events. In addition, for the 1-year and 5-year storm scenarios, the
hydrograph peak flow and time-to-peak difference under vegetated conditions were
considerably higher than those corresponding to bare soil conditions, while the difference
was much lower for the 25-year storm scenarios, suggesting that the presence or absence
of vegetation is an important factor to consider when selecting the appropriate DEM
resolution, particularly for high and medium frequency storm events. Finally, it is worth
noting that for all the examined scenarios, a DEM resolution of 0.10 m yields hydrograph
peak flow difference values ranging between 0.2% and 2.2%, and time-to-peak difference
values ranging between -1.3% and 0.24%, which are relatively low.
Several studies have examined the effects of DEM resolution on the ability of
models to accurately predict hydrological fluxes at different scales. Cochrane & Flanagan
(2005) utilized the Water Erosion Prediction Project (WEPP) model at the hillslope and
watershed scale to assess the implications of using different DEM resolutions (ranging
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Figure 3.10. Percent difference for (a) the simulated hydrograph peak flow and (b) the simulated
hydrograph time-to-peak, with respect to the values corresponding to the original DEM resolution,
as a function of DEM resolution.
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from 1 m to 10 m) for accurate prediction of runoff and sediment yield. Their results
showed that coarser DEM resolutions did not decrease the accuracy of model predictions
unless the coarseness compromises the watershed delineation of hillslopes and key
flowpaths. López-Vicente & Álvarez (2018) investigated the role of DEM resolution on
hydrological connectivity modelling in a complex agricultural setting and found an optimal
DEM resolution of 0.2 m for hydrological simulation at field and hillslope scales, arguing
that very coarse or very fine DEM resolutions may introduce bias in the input data and the
characterization of hydrological connectivity. The results of the present study, while
corroborating the argument posed by Cochrane & Flanagan (2005) that DEM resolution
may not significantly affect the temporally averaged runoff predictions, further highlighted
that DEM resolution can have a significant effect on the predicted timing and magnitude
of the hydrograph peak at the hillslope scale considering the dynamics of runoff fluxes
through their simulated time series. In addition, similar to findings by López-Vicente &
Álvarez (2018), it was demonstrated that a fine DEM resolution of 0.1 m introduced
minimal bias to the timing and magnitude of the hydrograph peak compared to the original
very fine resolution of 0.01 m, whereas the hydrograph peak bias introduced using a coarse
DEM resolution of 1.0 m was significant.

3.4.2 Assessment of Scale Dependence of Hillslope Hydrological Response
The computed hydrographs at the outlet of each hillslope plane and channel
segment were considered, with each outlet corresponding to a specific drainage area value
(Fig. 3.11); for the sake of clarity, only the hydrographs corresponding to bare soil
conditions were plotted, although data corresponding to both bare and vegetation
conditions are available and included in the analysis presented in this Section. The
variability in both the lag times between rainfall and runoff discharge peaks and the shape
of the hydrographs was the highest for the 1-year storm event, and the lowest for the 25year storm event. This points out that the geomorphic features associated with the structure
of the drainage network played a more important role in the characteristic timescale of the
hydrologic response during lower magnitude/duration storm events. On the contrary, for
the 25-year storm event, the time lag between rainfall and runoff peak was nearly identical
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Figure 3.11. Computed hydrographs at the outlet of all individual hillslope planes and channel
segments for bare soil conditions and for the three climate scenarios considered. Thin solid lines
correspond to the hillslope plane fluxes, whereas bold solid lines correspond to channel segment
fluxes.
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for each hillslope and channel, and the runoff hydrographs closely resembled the
magnitude/duration storm events yielded a hydrologic response that closely echoed the
shape of the forcing input. Focusing on a single event (e.g., during the 1-year storm
scenario) and looking into the difference between the shape of the hydrographs at the outlet
of the various system components, it can be observed that the response was gradually
smoothed moving from hillslope planes to channel segments, indicating scale dependence
(or lack thereof) of the hydrological response. As implied by Fig. 3.11, the nature of the
travel time distributions is such, that the combined geomorphologic and hydrodynamic
dispersion, smooths high-frequency hyetograph peaks much faster than it does to lowfrequency modes, thus selectively filtering the rainfall signal as it propagates. The above
underpin the importance of several factors in determining the shape and magnitude of a
system’s hydrologic response, such as the geomorphologic, storm, soil, and roughness
characteristics, and bear certain testament to the hypothesis of the present study, that there
exists a spatial scale, as a function of storm magnitude/duration, beyond which the
individual geomorphologic characteristics cease to play a dominant role in shaping the
hydrologic response, and the latter is greatly affected by the properties of the forcing signal.
This implies that for certain hillslopes that exceed in size that characteristic spatial scale,
high-resolution representation of their geomorphologic properties using detailed
topographic data may not be necessary in order to predict their hydrologic response.
To identify the rate at which hillslope runoff signals are filtered with increase in
contributing area and lose their spatial scale dependence as a result of geomorphologic and
hydrodynamic dispersion, the concept of specific peak flow discharge was introduced.
Specific peak flow discharge (𝑄𝑝∗ ) is simply defined as the ratio of the peak flow discharge
over the drainage area, 𝐴, and has been adopted by numerous studies on the premise that
the hydrological response at sufficiently large spatial scales of observation is a weak
function of the spatial and temporal heterogeneity of the system’s properties and variability
of the system’s fluxes at local (small) scales (Dade, 2012; Woods et al., 1995). The results
of the present study suggest that the specific peak flow discharge decreases with increasing
drainage area for all storm events and land cover scenarios (Fig. 3.12), following a negative
power law in the form of 𝑄𝑝∗ = 𝛾𝐴𝛿 with 𝑟 2 > 0.5. The corresponding values of the fitted
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Figure 3.12. Computed values of the specific flow discharge at the hillslope outlet for the two land
cover conditions and for the three climate scenarios considered.

Table 3.2. Estimated values of the fitted power law coefficient and exponent between specific peak
flow discharge and drainage area.

Bare

Vegetation

1-year

5-year

25-year

1-year

5-year

25-year

𝛾

43.613

19.154

21.716

20.878

23.247

16.639

𝛿

-0.138

-0.034

-0.038

-0.158

-0.115

-0.022
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power law coefficient (𝛾) and exponent (𝛿) are presented in Table 3.2. The power law
exponent value reflects the rate of decay of the specific discharge with drainage area and
can give insights into the rate at which runoff signals are filtered as they propagate along
the drainage network. Note that very small absolute values of the exponent translate to a
constant specific flow discharge, implying linear hydrological response with respect to
drainage area, while large absolute values translate into highly non-linear response. The
absolute value of the exponent tends to decrease with increasing storm recurrence interval
and was considerably higher for vegetation compared to bare land cover conditions (except
for 25-year storm where differences were relatively small). This is believed to be attributed
to the fact that increased vegetation cover introduces a significant degree of non-linearity
in the rainfall-runoff relationship, particularly during small storm events (Papanicolaou et
al., 2018). The power law coefficient reflects the magnitude of the specific flow discharge,
which is proportional to the actual flow discharge. Overall, the coefficient is higher for
bare compared to vegetation land cover conditions.
3.5. Conclusions
This article has developed a comprehensive hydrological framework for the
prediction of runoff dynamics applicable at the hillslope scale that captures the effects of
geomorphologic and hydrodynamic dispersion and leverages ultra-high-resolution
elevation datasets. The developed framework was employed to understand the role of
spatial resolution, climate, and land cover on the structure of the hydrograph peak and the
extent to which runoff signals are filtered with increasing contributing area. Equations
(3.12), (3.18) and (3.19) were constructed based on the GIUH theory for the accurate
computation of rainfall excess, hillslope plane runoff, and channel/rill runoff, respectively,
considering the spatial heterogeneity of all relevant hillslope variables, including soil
moisture, slope gradient, saturated hydraulic conductivity, surface roughness, depressional
storage, and flowpath structure.

The developed framework was applied to a small

agricultural hillslope within the South Amana sub-watershed, IA for three storm events
with different rainfall return period and two land cover conditions, bare and vegetated,
representative of the study area.
96

An optimal DEM resolution on the 0.1 m order of magnitude was found for the
accurate representation of the structure of the hydrograph peak. Commonly used DEM
resolutions on the order of 1 m were shown to introduce significant hydrological simulation
bias at the hillslope scale for both the hydrograph peak flow and the time-to-peak. This
was mainly attributed to the fact that coarser topographic resolution datasets are
characterized by increased peakiness in the derived width functions, thus lower the mean
flowpath length, because they fail to capture the complex flowpath structure at the original
hillslope detail. These differences were shown to be more pronounced under vegetated
conditions and storm events with lower return period, where the water particle velocity is
lower, and the geomorphological dispersion is dominant.
The specific peak flow discharge was introduced and computed at several locations
along the hillslope flowpaths to understand the rate at which runoff signals are filtered with
the increase in hillslope contributing area. A negative power law relationship was found
between specific peak flow discharge and contributing area, similar to findings by Rigon
et al. (2011) at the catchment scale. The values of the negative power law coefficient and
exponent were shown to be dependent upon the storm return interval and the land cover
conditions. The derived relationship could be used for regionalization of peak flows for
both hillslopes and catchments based on drainage area, climate, and land cover conditions,
without the need to obtain detailed elevation data or run comprehensive hydrological
frameworks.
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CHAPTER FOUR
A LANDSCAPE CONNECTIVITY FRAMEWORK TO DECIPHER THE ROLE
OF CLIMATE AND ANTHROPOGENIC DISTURBANCE ON THE
STRUCTURE OF THE HYDROGRAPH PEAK
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4.1 Introduction
Anthropogenic disturbance for the maximization of agricultural productivity within
intensively managed landscapes (IMLs), such as the U.S. Midwest, has resulted in
significant modification of the critical zone and therefore the associated water and material
fluxes.

These activities have caused a shift in IMLs from transform-dominated to

transport-dominated ecosystems (Kumar et al., 2018).

Most grasslands have been

converted into cultivated lands with significantly higher runoff and erosion rates, which
contribute to downstream degradation of the natural environment. Following the removal
of grasslands, Best Management Practices (BMPs) have been introduced (e.g., installation
of grassed waterways at various locations of flow concentration) across the drainage
network with the intent to offset the negative impacts arising from the gradual conversion
of prairie to cultivated land, protecting against accelerated runoff and erosion rates
(Dermisis et al., 2010).
Mitigating the negative effects of anthropogenic disturbance and making informed
decisions with regards to optimal placement and assessment of BMPs requires sufficient
understanding of how different practices affect the connectivity or lack thereof of
governing transport processes and resulting material fluxes across different landscape
compartments within the hillslope-channel continuum of IMLs (Wohl et al., 2017). The
implementation of several different land use types and BMPs within IMLs has increased
landscape heterogeneity by modifying soil surface roughness, dominant flow pathways,
soil properties, and topography, which poses a challenge with regards to making informed
decisions relying solely on measured data (Wilson et al., 2018).
Physically based models with the ability to capture the spatial and temporal
heterogeneity of landscape features and the replicate governing transport mechanisms can
give useful insights into human disturbance over a broad range of spatial and temporal
scales and under different land use and climatic scenarios. However, most existing models
either neglect aspects of the hillslope-channel continuum, by focusing more on isolated
landscape domains, lump hillslopes, failing to capture the inherent variability in their
attributes and hydrological response (e.g., WEPP, RUSLE), or operate at very high spatial
(> 1 km2) and temporal (daily) scales (e.g., VIC), making it impractical for small watershed
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applications (Abaci and Papanicolaou, 2009; Flanagan et al., 2007). Therefore, there is a
need to develop a framework applicable from the hillslope to the catchment scale, that
explicitly considers the connectivity of hillslopes and channels and resolves the dynamics
of water signals.
It is hypothesized that water flux signals at the watershed scale are sensitive to
human impacts at low to medium storm events, but there are threshold events beyond which
storm magnitude is the dominant control on flux magnitudes. Due to nonlinearities in the
system introduced by structural and functional connectivity, the magnitudes of threshold
events at the watershed scale are different from the hillslope scale. The overarching goal
of this study is to understand how terrestrial land management in agricultural systems
affects the propagation of signals of water at the catchment scale. Specifically, the study
focuses on the structure of the hydrograph peak.
The objectives pursued in this study are the following:
1. Develop a comprehensive hydrological framework that resolves structural and
functional connectivity at the watershed scale and integrates the spatial heterogeneity
of soil properties, land use/land cover, intra-storm event climate dynamics, and detailed
spatial structure of the watershed drainage network to compute hydrograph dynamics
along the network by coupling the dominant hillslope and channel processes.
2. Collect in-situ, remote sensing and literature data within the context of a case study in
South Amana sub-watershed, IA to characterize structural connectivity pre- and postintensive agricultural disturbance to inform the developed framework.
3. Apply the developed framework for the two examined scenarios to quantify the degree
to which different levels of disturbance affect the propagation of water signals through
changes in structure of the hydrograph peak with increasing drainage area.
4.2 Landscape Connectivity Framework
A landscape connectivity framework operating at the watershed scale was
developed with the following key attributes:
1. The watershed scale response is dictated by the collective effects of the spatial
arrangement of hillslopes and channels within the drainage network, the flowpath
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structure within individual hillslope planes, as well as the spatial and temporal
heterogeneity of rainfall dynamics, soil moisture, saturated hydraulic conductivity, land
use land cover and local scale oriented/random roughness.
2. Antecedent soil moisture, saturated hydraulic conductivity and depressional storage are
all spatially distributed, with probability density functions that are functions of land
use/cover, soil surface micro-roughness, macro-topography, and overall saturation
conditions.
3. The spatial structure of the flowpaths can be well represented by the width function,
which is defined as the probability density function of the distance between a point
within the flowpath drainage network and the outlet, as measured along the
corresponding flowpath that connects the two.
4. The watershed is separated into hillslope and channel compartments based on a
standard flow direction algorithm. Channel links/segments are separated at their
specific confluences, so that there are no channel confluences within any channel
segment. Each hillslope always drains into a channel as a lateral (non-point) or
upstream (point) source. Each channel always drains into another channel or the outlet
as a point source. In addition, channels can have up to two lateral (non-point) hillslope
sources, up to one upstream (point) hillslope source, and up to three upstream (point)
channel sources. Rills, grassed waterways, tributaries and main river sections are all
treated like channels.
Soil moisture is well correlated with several terrain indices, among which it has
beeen demonstrated that it is best explained by the topographic wetness index (TWI)
(Raduła et al., 2018). The TWI is given by the following equation:
𝑎𝑠
𝑇𝑊𝐼 = ln (
)
𝑡𝑎𝑛 𝜃

(4.1)

where 𝑎𝑠 (m2 m-1) is the specific catchment area, i.e., the local upslope contributing
area per unit contour length; and 𝜃 is the local slope angle (Beven & Kirkby, 1979). Several
studies focusing on the geostatistics of soil moisture at a wide range of spatial and temporal
scales have suggested that a normal distribution can be used to represent the spatial
variability in soil moisture, particularly at intermediate wetness conditions (although Beta,
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Lognormal, and Gamma distributions may also be suitable), and the coefficient of variation
of soil moisture decreases exponentially with average soil moisture (Brocca et al., 2012;
Famiglietti et al., 2008). Building on the above, the proposed framework assumes that soil
moisture is normally distributed, with a soil moisture coefficient variation given by the
following expression:
𝐶𝑉𝜃 = 𝐶𝑉max exp(−𝑘 𝜇𝜃 )

(4.2)

where 𝐶𝑉max the maximum value of the coefficient of variation of soil moisture,
taken as the coefficient of variation of TWI; 𝜇𝜃 the mean volumetric water content; and
𝑘 ≈ 5 − 10 (Famiglietti et al., 2008).
To accurately estimate hillslope-wide infiltration, the Green-Ampt point infiltration
model is adjusted to explicitly consider spatial variations in its underlying parameters using
stochastics. Infiltration capacity, also referred to as soil hydraulic conductivity, is the
maximum potential rate at which water can infiltrate into the soil. The actual infiltration
rate is limited by both the rainfall rate and the infiltration capacity. In the proposed
approach, the required information is limited to the determination of three main
components, namely (a) the spatial distribution of initial soil moisture (which has been
explained above), (b) the spatial distribution of the infiltration capacity, and (c) the
temporal change in the parameters of the spatial distribution.
Consider that at a given time 𝑡 the density function of the infiltration capacity,
𝑓𝐾,𝑡 (𝐾), and the rainfall rate, 𝑃(𝑡), are known, with 𝐾 denoting infiltration capacity. The
proportion of the landscape with infiltration capacity in the range [𝐾, 𝐾 + 𝑑𝐾] is
𝑓𝐾,𝑡 (𝐾)𝑑𝐾. Therefore, the infiltration excess (i.e., the maximum value of rainfall excess
for no surface detention), 𝐼𝑒 (𝑡), for that infinitesimal portion, will be 𝑑𝐼𝑒 (𝑡) =
[𝑃(𝑡) − 𝐾]𝑓𝐾,𝑡 (𝐾)𝑑𝐾, where 𝐾 ≤ 𝑃(𝑡). The total infiltration excess on the landscape at
time 𝑡 is the integral of 𝑑𝐼𝑒 (𝑡) over the area for which 𝐾 ≤ 𝑃(𝑡), so that:
𝑃(𝑡)

𝐼𝑒 (𝑡) = ∫

𝑑𝐼𝑒 (𝑡) = ∫ [𝑃(𝑡) − 𝐾]𝑓𝐾,𝑡 (𝐾)𝑑𝐾

𝐾≤𝑝(𝑡)

0
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(4.3)

By introducing the distribution function of the infiltration capacity, 𝐹𝐾,𝑡 (𝐾), and
after pertinent mathematical manipulations, the total instantaneous infiltration excess is
given by:
𝑃(𝑡)

(4.4)

𝐼𝑒 (𝑡) = ∫ 𝐹𝐾,𝑡 (𝐾)𝑑𝐾
0

The spatially averaged instantaneous infiltration rate is the difference between the
rainfall and the infiltration excess rate:
𝑃(𝑡)

(4.5)

𝐼(𝑡) = 𝑃(𝑡) − 𝐼𝑒 (𝑡) = ∫ [1 − 𝐹𝐾,𝑡 (𝐾)]𝑑𝐾
0

Numerous studies have unanimously revealed that infiltration capacity is
lognormally distributed in space, reflecting the distribution of the characteristic length
scales of the soil porous network, the effective size diameter, as well as the soil surface
roughness (Braud et al., 1995; Dettinger & Wilson, 1981; El-Kadi, 1987; Freeze, 1975;
Papanicolaou et al., 2015; Sharma et al., 1980; Sisson & Wierenga, 1981; Smith & Hebbert,
1979; Warrick et al., 1977). Under the condition that a lognormal spatial distribution of
infiltration capacity holds true, the corresponding distribution function with instantaneous
scale and shape parameters 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡), respectively, takes the form:
1
ln 𝐾 − 𝜇𝐾 (𝑡)
𝐹𝐾,𝑡 (𝐾) = [1 + erf (
)]
2
√2𝜎𝐾 (𝑡)
where erf is the error function (erf 𝑥 =

(4.6)
2
√

𝑥

2

∫ 𝑒 −𝑡 𝑑𝑡).
𝜋
0

The scale and shape

parameters are directly related to the arithmetic mean, 𝑚𝐾 (𝑡), and arithmetic standard
deviation, 𝑠𝐾 (𝑡), of the infiltration capacity population as follows:
𝜇𝐾 (𝑡) = ln [𝑚𝐾 (𝑡)/√1 + 𝑠𝐾2 (𝑡)/𝑚𝐾2 (𝑡)]
(4.7)
𝜎𝐾 (𝑡) = √ln[1 + 𝑠𝐾2 (𝑡)/𝑚𝐾2 (𝑡)]
Incorporation of the expression for 𝐹𝐾,𝑡 (𝐾) from Eq. (4.6) into Equation (4.5) and
subsequent integration yields the analytical expression for the average instantaneous
infiltration rate, 𝐼(𝑡), as (see Appendix B.1 for mathematical derivation):
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1 𝜇𝐾(𝑡)+𝜎𝐾2(𝑡)
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝑝(𝑡)
2
𝐼(𝑡) = [𝑒
erfc (
)
2
√2𝜎𝐾 (𝑡)
+ 𝑃(𝑡) erfc (

ln 𝑃(𝑡) − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

(4.8)

)]

where erfc is the complementary error function (erfc 𝑥 = 1 − erf 𝑥 =
2
√

∞

2

∫ 𝑒 −𝑡 𝑑𝑡).
𝜋
𝑥

Equation (4.8) provides the spatially averaged instantaneous infiltration rate for a
given instantaneous rainfall rate and for known values of the scale and shape parameters
of the instantaneous hydraulic conductivity. Therefore, the hillslope-scale infiltration
problem now translates to predicting 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡).

Theoretically, this can be

accomplished by taking an infinite number of points on the hillslope and applying the
Green-Ampt infiltration model at each point, while obtaining the arithmetic mean and
standard deviation of the infiltration rate during each timestep. Practically, this may also
be accomplished through Monte-Carlo simulations, but here closed-form relationships for
𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡) are sought. For ponded conditions, the Green-Ampt Mein-Larson (Mein
& Larson, 1973) point infiltration model can be written as follows:
𝑖(𝑡) = 𝐾𝑠 +

𝜓 (𝜃𝑠 − 𝜃0 )

(4.9)

𝑡

𝐾𝑠 ∫0 𝑖(𝜏)𝑑𝜏

where 𝑖(𝑡) (m s-1) is the instantaneous point infiltration rate; 𝐾𝑠 (m s-1) is the
saturated hydraulic conductivity; 𝜓 (m) is the matric potential; 𝜃𝑠 is the volumetric water
content at saturation; and 𝜃0 is the initial volumetric water content. Equation (4.9) accepts
a numerical iterative solution using the Newton-Raphson method, however, it can be
accurately approximated through a closed-form relationship in the following form:
𝑐𝐾

𝜓 (𝜃𝑠 − 𝜃0 )
𝑖(𝑡) = 𝐾𝑠 [1 +
]
𝐾𝑠 𝑡

(4.10)

where 𝑐𝐾 ≈ 0.4458. For a hillslope with given soil type characterized by a fixed
characteristic matric potential and saturated volumetric water content, closed-form
relationships for 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡) can be obtained by taking the first moment and second
central moment of 𝑖(𝑡) in Eq. (4.10), acknowledging the stochastic nature of 𝑖(𝑡) as a
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function of two stochastic variables, namely, 𝐾𝑠 and 𝜃0 , that are lognormally and normally
distributed in space, respectively, with known (measured or estimated) distribution
functions. Doing so leads to the following closed-form expressions for 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡):
𝜇𝐾 (𝑡) = 𝜇𝐾𝑠 + 𝑐𝐾 ln[𝐴1 (𝑡)] − 𝑐𝐾2 ln [1 −
𝜎𝐾 (𝑡) = √𝜎𝐾2𝑠 + 𝑐𝐾 ln [1 −

𝐴2 (𝑡)
]
𝐴12 (𝑡)

𝐴2 (𝑡)
]
𝐴12 (𝑡)

𝜎𝐾2𝑠 𝜓(𝜃𝑠 − 𝜇𝜃 0 )
𝐴1 (𝑡) = 1 + exp (−𝜇𝐾𝑠 +
)
2
𝑡

(4.11)

𝐴2 (𝑡)
= exp(−2𝜇𝐾𝑠
2

+

𝜎𝐾2𝑠 )𝜓2

2

−(𝜃𝑠 − 𝜇𝜃 0 ) + exp(𝜎𝐾2𝑠 ) [(𝜃𝑠 − 𝜇𝜃 0 ) + 𝜎𝜃20 ]
𝑡2

Rainfall excess generation is a function of the infiltration rate calculated by Eq.
(4.5) and is further regulated by depressional storage. In general, depressional storage
determines the soil’s capacity to retain water on surface depressions, and it is influenced
by both microroughness and slope gradient; the higher the microroughness and the lower
the slope steepness, the higher the amount of water that can be retained on surface
depressions (Kamphorst et al., 2000; Onstad, 1984). In practice, depressional storage acts
as the enabler of ponding on the soil surface, reducing the potential rainfall excess volume
calculated from Eq. (4.4) and eventually the total runoff at larger scales. Its influence is
more pronounced when the rainfall rate and the local infiltration rate are of the same order
of magnitude.
Conceptually, the soil surface can be considered as comprising the assemblage of
all local depressions with varying depressional storage capacity, 𝑐, assumed to be a random
variate stochastically distributed in space. Now consider that the corresponding density
function of depressional storage is 𝑓𝑠 (𝑐), with the subscript s denoting storage. The
proportion of the landscape with depressional storage capacity in the range [𝑐, 𝑐 + 𝑑𝑐] is
𝑓𝑠 (𝑐)𝑑𝑐. At time 𝑡, all surface stores that are filled and for which the infiltration rate is
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lower than the rainfall rate contribute to rainfall excess. Let 𝑐 ∗ (𝑡) be that critical capacity
at time 𝑡, indicating the maximum storage capacity of all filled depressions. By introducing
the cumulative distribution function of the depressional storage, 𝐹𝑠 (𝑐), the portion of the
landscape with filled depressions, i.e., with depressional storage equal to or less than that
critical capacity 𝑐 ∗ (𝑡), will be 𝐹𝑠 [𝑐 ∗ (𝑡)]. Precipitation will generate rainfall excess only
for that portion, while the remaining precipitation will contribute to ponding on the unfilled
depressions and further increase in the critical depressional storage capacity. Due to the
distinct nature of the hydrological processes and spatial domains of depressional storage
and infiltration capacity, these variables can be assumed to be independent, i.e., their
bivariate probability density is equal to the product of the individual univariate probability
densities; if there is interdependence between the variables, a joint probability distribution
must be employed. Under the independence condition, the actual rainfall excess on the
landscape at time 𝑡 is expressed as the product of the potential rainfall excess and the
“filled” portion of the landscape:
𝑃(𝑡)

𝑅(𝑡) = 𝐹𝑠 [𝑐 ∗ (𝑡)]𝑅𝑝 (𝑡) = 𝐹𝑠 [𝑐 ∗ (𝑡)] ∫ 𝐹𝑖,𝑡 (𝑖)𝑑𝑖
0

(4.12)

= 𝐹𝑠 [𝑐 ∗ (𝑡)][𝑃(𝑡) − 𝐼(𝑡)]
Based on continuity, the instantaneous rate of change of the critical depressional
storage is (see Appendix B.2 for mathematical derivation):
𝑑𝑐 ∗ (𝑡)
= 𝑃(𝑡) − 𝐼(𝑡)
𝑑𝑡

(4.13)

To route the estimated rainfall excess by capturing the combined role of
geomorphologic, hydrodynamic, and kinematic dispersion on the hydrological response of
hillslope planes, the concept of the (geomorphological instantaneous unit hydrograph)
GIUH is adopted. This concept was first formulated by Rodríguez‐Iturbe & Valdés (1979),
who interpreted the runoff hydrograph as a travel time distribution of water particles
injected and travelling along flow paths of distinct Hydrologic Response Units (HRUs)
dictated by the geomorphology of the drainage network. The equation for the resulting
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runoff hydrograph of hillslope planes, 𝑄ℎ (𝑡), is essentially the convolution between the
hillslope travel time distribution and the effective rainfall, and reads:
𝑡

𝑄ℎ (𝑡) = 𝐴ℎ ∫ 𝑝(𝑡 − 𝜏)𝐼𝑒 (𝜏)𝑑𝜏
0

(4.14)

𝑝(𝑡) = ∑ 𝑝𝛾 (𝑝𝛾1 ∗ … ∗ 𝑝𝛾𝛺 )(𝑡)
𝛾∈𝛤

where 𝐴ℎ the total hillslope plane contributing area; 𝑝(𝑡) the instantaneous unit
hydrograph (i.e., the probability density function of travel times); 𝐼𝑒 the effective rainfall;
𝑝𝛾 the probability of effective rainfall generation within HRU 𝛾, where 𝛾 belongs to the
set 𝛤 of all HRUs making up the hillslope drainage network; and (𝑝𝛾1 ∗ … ∗ 𝑝𝛾𝛺 )(𝑡) the
convolution of the distribution of travel times of water particles across all states along their
path, from 1 to 𝛺. The broad availability of high-resolution Digital Elevation Models
(DEMs) has enabled the construction of highly accurate flow pathways that can be
incorporated into the GIUH theory, through the concept of the width function (Kirkby,
1976), giving rise to the Width Function Instantaneous Unit Hydrograph (WFIUH)
approach. For spatially and temporally invariant flow velocity, the travel time distribution
is given by:
∞

𝑝(𝑡) = ∫ 𝑊(𝑥)𝑓ℎ (𝑥, 𝑡)𝑑𝑥

(4.15)

0

where 𝑓ℎ (𝑥, 𝑡) the probability density function of travel time for a hillslope flow
path of length 𝑥. The assumption of a spatially invariant flow velocity is obviously not
valid for overland flows, and it can be addressed by rescaling the width function,
accounting for the increase in hillslope velocity with downstream distance. For typical
hillslopes, the kinematic wave approximation holds true, and it can be proven that the
rescaled width function, 𝑊𝑟 (𝑥), is given by:
𝑥

𝛽−1

𝑊𝑟 (𝑥) = 𝛽 [∫ 𝑊(𝜉)𝑑𝜉 ]

(4.16)

𝑊(𝑥)

0

where 𝛽 the kinematic wave exponent, that for typical overland flows is equal to
1.5 (Julien, 2003).
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The probability density function of travel times, 𝑓ℎ (𝑥, 𝑡), can be obtained by solving
Kolmogorov’s backward equation on the basis of unidimensional Brownian motion of
water particles with a hydrodynamic dispersion coefficient 𝐷ℎ subjected to advection at
celerity equal to 𝑢ℎ (D’Odorico & Rigon, 2003), leading to the expression:
(𝑥 − 𝑢ℎ 𝑡)2
𝑓ℎ (𝑥, 𝑡) =
exp [−
]
4𝐷ℎ 𝑡
√4𝜋𝐷ℎ 𝑡 3
𝑥

(4.17)

Based on the above, Equation (4.14) becomes:
𝛽−1
∞ 𝑥𝛽[∫𝑥 𝑊(𝜉)𝑑𝜉 ]
𝑊(𝑥)
(𝑥
0
∫ 𝐼𝑒 (𝜏) ∫
exp [−
√4𝜋𝐷ℎ (𝑡 − 𝜏)3
0
0
𝑡

𝑄ℎ (𝑡) =

2

− 𝑢ℎ (𝑡 − 𝜏))
] 𝑑𝑥 𝑑𝜏 (4.18)
4𝐷ℎ (𝑡 − 𝜏)

Hillslopes drain into channels, where flow is predominantly concentrated.
Depending on their characteristic spatial scale (e.g., geometry, contributing area), channels
may be classified as rills, gullies, or rivers. Inputs into channel segments may consist of
either point sources from upstream hillslope planes and channel segments, or non-point
sources from lateral hillslope planes. To effectively predict the hydrological response of a
network consisting of both hillslope planes and channels, an analytical solution to the
diffusive wave equation is employed, based on (Moussa, 1996). For a channel segment of
length 𝐿𝑐 with known upstream inflow hydrograph, 𝑄𝑢 (𝑡), and lateral inflow hydrograph,
𝑄𝑙 (𝑡), the outflow hydrograph is given by:
𝑡

𝑄𝑜 (𝑡) = 𝑄𝑜 (0) + 𝛷(𝑡) + ∫ [𝑄𝑢 (𝑡) − 𝑄𝑢 (0) − 𝛷(𝑡)]𝑓𝑐 (𝐿𝑐 , 𝑡 − 𝜏)𝑑𝜏
0

𝑢𝑐 𝑡
𝛷(𝑡) = ∫ [𝑄𝑙 (𝜆) − 𝑄𝑙 (0)]𝑑𝜆
𝐿𝑐 0
(𝑥 − 𝑢𝑐 𝑡)2
𝑥
𝑓𝑐 (𝑥, 𝑡) =
exp [−
]
4𝐷𝑐 𝑡
√4𝜋𝐷𝑐 𝑡 3

(4.19)

where 𝑢𝑐 the wave celerity within the channel segment; and 𝐷𝑐 the channel
hydrodynamic dispersion coefficient.
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Efficient coupling of the terrestrial and instream domains is accomplished using a
message passing interface (MPI) library within a parallel programming architecture to
significantly increase the computational speed, since there are several landscape
compartments of the watershed’s computational domain that can be simulated in a “quasiindependent” manner. This involves qualitatively separating the hillslope planes from the
channel segments and then arranging the channels into groups based on increasing Strahler
order number. During the first simulation phase, hillslope planes are parallelly simulated
to compute hillslope runoff and sediment flux time series. During the next simulation
phase, first order streams are parallelly simulated, as they only receive inputs from hillslope
planes. The latter parallel simulation phase is repeated for all remaining same order stream
batches in an increasing Strahler order number.
4.3 Case Study
4.3.1 Case Study Area Description
The developed framework was applied at the case study area of South Amana SubWatershed (SASW, Fig. 4.1a), a 26 km2 sub-watershed with 1st and 2nd Strahler order
channels located at the headwaters of Clear Creek Watershed, IA (41.74º N, -91.94º W
with elevation of approximately 250 m above mean sea level). Figure 4.1 shows the
elevation, topography, typical land use and soil series of SASW. Hillslope gradients range
between 0.5% and 15%, with an average gradient of 4.0%, while channel gradients range
between 0.1% and 8.7% with an average gradient of 2.2%. Land use in SASW is
predominantly characterized by row crop agriculture with two-year corn-soybean rotations
and prairie bromegrass under the Conservation Reserve Program (CRP) (Abaci and
Papanicolaou, 2009). The most common Best Management Practice (BMP) in SASW is
the implementation of grassed waterways at the locations of flow concentration along the
hillslope network to reduce runoff, erosion, and soil health degradation (Dermisis et al.,
2010).
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4.3.2 Data Collection
Figure 4.2 shows the computational domain and the spatially distributed datasets
used as inputs for informing the developed connectivity framework. Hillslope/channel
delineation and estimation of their respective dimensions were performed using the Spatial
Analyst tool in ArcMap and 1-m Lidar elevation data available through the IML-CZO
project, leading to a total delineation of 310 hillslope planes and 210 channel segments. A
0.005-degree (~400-m) grid cell division was established across the watershed and climate
was allowed to vary temporally within each computational cell. NEXRAD base reflectivity
maps were used to generate 15-minute rainfall intensity hyetographs for each of the grid
cells. Conversion of the base reflectivity data to rainfall intensity was achieved using the
Marshall-Palmer formula (𝐼 = (10𝑑𝐵𝑍/10 /200)

5/8

, where 𝐼 (mm/h) rainfall intensity and

𝑑𝐵𝑍 the base reflectivity). Rain gauges in SASW were used as ground truth data to adjust
the NEXRAD predicted intensities to match observed intensities. Key soil properties (such
as soil texture, porosity and saturated hydraulic conductivity) were assigned to each
hillslope plane based on Soil Survey Geographic (SSURGO) datasets and measured
terrestrial soil data collected at representative fields of the SASW. Soil moisture maps were
obtained from the NASA Soil Moisture Active Passive (SMAP) project. Land use data
were obtained from the National Agricultural Statistics Service Cropland Data Layer
(NASS CDL) CropsScape project. This database utilizes moderate resolution satellite
imagery and extensive agricultural ground truth to classify agricultural land uses. The
tillage practices (i.e., no-till or reduced till) were distinguished using the Normalized
Difference Tillage Intensity index estimated from Bands 6 and 7 of the Landsat 8 satellite
imagery (Wilson et al., 2016). The representative Normalized Difference Tillage Index
(NDTI) for no-till and reduced till were determined from the values of known
representative no-till and reduced till sites, respectively. Knowledge of tillage practices
within each hillslope plane were used to assign the corresponding surface roughness based
on measured and literature data. The percentage of land cover and the location/density of
grassed waterways were determined from Enhanced Thematic Mapper satellite imagery
(Landsat 8; http://earthexplorer.usgs.gov/). Specifically, false color image maps of SASW
with near-infrared, red and green spectral bands mapped to RGB provided by
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NASA/USGS, allowed the identification of the spatial extent of vegetated zones, as
vegetation reflects most light in the near-infrared.
4.3.3 Framework Verification
The hillslope runoff routing component was successfully verified in Section 3.2.2,
for a specific hillslope located within SASW. To verify the instream component of the
framework, instream dye tracer experiments were performed during the summer of 2017
under different flow conditions to estimate the flow velocity and dispersion characteristics
of specific channel segments within SASW. A pre-calculated safe amount of dye was
injected into the stream from a bridge and discrete flow samples were manually collected
1.7 km and 3.8 km downstream of the injection point at specified 5-10 min intervals with
the use of buckets. A Trilogy Fluorometer was subsequently used to estimate the dye
concentration for each discrete sample in order to construct the dye concentration
breakthrough curves. Continuous instream flow rates at the watershed outlet were also
estimated based on a standard USGS methodology, through pressure transducers and an
established stage-discharge relationship that provided continuous recordings of flow stage
and flow rate at the watershed outlet. The ability of the developed framework to estimate
the instream advection and hydrodynamic dispersion is demonstrated in Fig. 4.3, which
shows the comparison between measured and simulated dye concentration breakthrough
curves under low and medium flow conditions. Flow velocity values ranged between 0.20
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Figure 4.1. South Amana Sub-Watershed case study area: (a) location within the US, (b) digital
elevation model, (c) Hillshade, (d) typical land-use map, and (e) soil series map (Abban et al., 2016).
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Figure 4.2. Computational domain and spatially distributed datasets used as model inputs.
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Figure 4.3. Comparison between observed and simulated dye tracer concentration breakthrough
curves at two sites downstream of tracer injection, for two different flow conditions.
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m/s and 0.55 m/s, while dispersion coefficient values ranged between 0.81 m2/s and 1.18
m2/s, which are within the physical ranges of the corresponding measured values in the
case study area.
For the purpose of verification of the entire landscape connectivity framework, the
natural storm event that occurred in the case study area on June 24th, 2015, was selected,
for which flow rate data at the watershed outlet are also available. The selected event is
representative of storm events in the area, with a return period of less than 1 year, a duration
of approximately 24 hours and a variable rainfall intensity in both space and time.
Hyetographs were estimated at different locations across SASW based on NEXRAD and
rain gauge data as described in Section 4.3.2 and assigned to different hillslope planes
accordingly. The ability of the developed framework to estimate water fluxes at the
watershed is demonstrated in Fig. 4.4. Note that the agreement between observed and
simulated flow rate is very good, particularly for the rising limb of the hydrograph, while
it slightly overestimates the discharge at the falling limb of the hydrograph.

4.3.4 Representative Simulation Scenarios
The last objective of the present study involves using the developed landscape
connectivity framework to determine the degree to which different forms of anthropogenic
activity have altered landscape connectivity and the characteristic timescales and
magnitudes of the watershed’s hydrological response, with an emphasis on the structure of
the hydrograph peak across different spatial scales and climatic conditions. Land use/land
cover and management conditions during 1980 and 2010 were considered, representative
of historical and current levels of anthropogenic disturbance, respectively. These were
derived from historical and current aerial imagery maps. Figure 4.5 shows the land use
patterns during 1985 and 2010, demonstrating a notable decrease in vegetation cover within
hillslope planes and an increase in the density of grassed waterways along concentrated
flow pathways.
Soil properties, topography, and examined climate scenarios were fixed between
historical and current conditions to make comparisons more meaningful, in addition to
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Figure 4.4. Comparison between observed and simulated discharge at the watershed outlet of SASW
during a natural storm event.
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Figure 4.5. Aerial imagery during (a) 1980 and (a) 2010 for SASW showing changes in the land use
conditions.

Table 4.1. Selected representative climate scenarios for case study simulations.

Scenario
1
2
3
4

LULC
Conditions
1980
1980
2010
2010

Storm
Recurrence
Interval
(years)
1
25
1
25
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Constant
Rainfall
Intensity
(mm/h)
70.71
30.48
70.71
30.48

Rainfall
Duration
(h)
0.25
3.00
0.25
3.00

accounting for the fact that changes in these properties are far outweighed by changes in
land use/land cover. Representative climate scenarios for 1-year (medium) and 25-year
(extreme) recurrence interval storms were obtained from NOAA Atlas 14 point
precipitation frequency estimates (https://hdsc.nws.noaa.gov/). To eliminate unnecessary
noise and complexity during the comparison process, the selected climate scenarios have
constant rainfall intensity and are applied uniformly applied across the entire SASW (Table
4.1).
4.4 Results and Discussion
4.4.1 Effects of Anthropogenic Disturbance on the Hydrograph Dynamics at the
Watershed Outlet
Figure 4.6 illustrates the simulated hydrographs at the watershed outlet for both
1985 and 2010 land use scenarios under the two storm intensity scenarios presented in
Table 4.1. Overall, 1985 conditions are characterized by a less peaky hydrograph with
longer tail and lower peak flow rate compared to 2010 conditions, under both 1-year and
25-year return period storm events. Specifically, the hydrograph peak flow for 2010 land
use conditions is 18-25% higher than that corresponding to 1985 land use conditions and
occurs 7-15% faster for the 1-year and 25-year storm events considered, respectively. Note
also that the differences between the hydrographs are smaller for the 25-year storm event
scenario compared to the 1-year storm event scenario. The above indicate that well
distributed vegetated hillslope planes within a watershed can be more effective than
grassed waterways in attenuating water flux signals at the watershed outlet, but their
effectiveness in doing so decreases with the increase in the total magnitude and duration of
a storm event.
4.4.2 Effects of Anthropogenic Disturbance on the Structure of the Hydrograph Peak
Across Different Scales
For each simulation scenario presented in Table 4.1, the computed hydrographs at
each hillslope plane and channel outlet were considered, with each outlet corresponding to
a particular drainage area value. To identify the rate at which the structure of the
hydrograph peak is filtered with increase in contributing watershed area and the degree to
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Figure 4.6. Simulated hydrographs at the outlet of the entire watershed for the two land cover
conditions and the two climate scenarios considered.
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which it maintains or loses its spatial scale identity as a result of geomorphologic and
hydrodynamic dispersion, the normalized specific peak flow discharge and normalized
time to peak variables were introduced. The normalized specific peak flow discharge (𝑄𝑝∗ )
is defined as the ratio of the peak flow discharge over the product of drainage area, 𝐴, and
rainfall intensity, 𝐼, and should normally take values between 0 and 1. The normalized
time to peak (𝑡𝑝∗ ) is defined as the difference between the time to hydrograph peak and the
duration of the storm event, divided by the duration of the storm event, and should normally
take values greater than zero, with zero signifying that the hydrograph peak occurs as soon
as the storm event ends.
The results of the present study suggest that the normalized specific peak flow
discharge decreases with increasing drainage area for both storm events and land cover
scenarios, following a negative power law in the form of 𝑄𝑝∗ = 𝛾𝐴𝛿 (Fig. 4.7), while the
normalized time to peak increases following a positive power low in the form of 𝑡𝑝∗ = 𝜀𝐴𝜁
(Fig. 4.8). This is in agreement with the expected process of peak flow attenuation through
geomorphologic and hydrodynamic dispersion, characterized by decrease in the peakiness
and increase in the timescale of the hydrographs along the drainage network.

The

corresponding values of the fitted power law coefficients (𝛾, 𝜀) and exponents (𝛿, 𝜁) are
presented in Table 4.2. The power law coefficients evidently reflect the values of the
underlying peak variables for 𝐴 = 1 𝑘𝑚2 , while the power law exponent values reflect the
rate of change of the peak variables with increasing drainage area. The 𝑄𝑝∗ point clouds
and the corresponding 𝛾 coefficient values show that 2010 land use conditions are
characterized by higher 𝑄𝑝∗ values overall compared to 1985 conditions for both storm
event scenarios. The rate at which the peak flow is attenuated is greater for the 1985 land
use scenarios compared to the 2010 land use scenarios, and their difference is more
pronounced for the 1-year storm event. The 𝑡𝑝∗ point clouds and the corresponding 𝜀
coefficient values demonstrate that 1985 land use conditions are characterized by higher
𝑡𝑝∗ values, in general, compared to 2010 conditions for both storm event scenarios. The
rate at which the time to peak increases with increasing drainage area is not significantly
different between 1985 and 2010 land use conditions for either 1-year or 25-year storm
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events. The above imply that the shift from vegetated hillslope planes to grassed waterway
best management practices will most likely lead to an increase in the overall peakiness of
the hydrographs, it will reduce their overall time to peak and it will progressively increase
the peakiness of the hydrographs along the drainage network. However, such a change
will not significantly affect the rate at which the peak propagates along the drainage
network, as it was shown that it is weak function of land use conditions and stronger
function of storm event magnitude. 𝑄𝑝∗ and 𝑡𝑝∗ values were arranged in order of increasing
drainage area, a moving window capturing was considered, and the standard deviation of
each window was computed. The variance and standard deviation of the specific output
decreased with increasing drainage area to a point where their change was not considered
statistically significant – this point is the characteristic drainage area threshold. Using this
approach, a characteristic threshold on the order of ~1-10 km2 was identified (Figs. 4.7 and
4.8). For 𝑡𝑝∗ , the characteristic drainage area threshold was approximately equal to 9 km2
and was not significantly correlated with land use or storm return period. For 𝑄𝑝∗ , transition
from vegetated hillslope planes to grassed waterway best management practices led to a
decrease in the characteristic drainage area threshold which was particularly pronounced
for the 1-year storm even scenario. In addition, the 25-year storm event scenario was
characterized by a significantly lower characteristic area threshold than the 1-year storm
event.

The characteristic drainage area threshold reflects the scale of landscape

organization and can be used as a reference building block for the effective use of simple
lumped models that use spatially averaged catchment properties as input variables to
predict large-scale hydrological response. These findings can also help identify optimal
locations along the drainage network for performance assessment of BMPs, as the local
scale variability in peak hydrologic response is filtered beyond these characteristic
thresholds.
Rigon et al. (2011) studied the geomorphic structure of the hydrograph peak at the
catchment scale using the GIUH theory and applied their theory to a case study within a
small alpine catchment. They concluded that the peak discharge for 100-year storm return
period increased with contributing area following a power law relationship, 𝑄𝑝 ≈
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Figure 4.7. Computed values of the specific normalized hydrograph peak as a function of drainage
area.
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Figure 4.8. Computed values of the normalized time to peak as a function of drainage area.
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Table 4.2. Estimated values of the fitted power law coefficients and exponents for the normalized
specific peak flow discharge and the normalized time to peak versus drainage area.

1985

2010

1-year

25-year

1-year

25-year

𝛾

0.011

0.572

0.015

0.672

𝛿

-0.286

-0.083

-0.221

-0.040

ε

11.778

0.1482

9.944

0.083

ζ

0.165

0.671

0.174

0.639
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0.906 𝐴0.984 , or, in terms of specific peak flow discharge, 𝑄𝑝∗ ~𝐴−0.016 .

They also

expressed a monotonically increasing relationship between the normalized time to peak
and the drainage area, lying within the same order of magnitude of the values presented in
this study. These results, although derived under substantially different conditions from
the ones in the case study considered herein, are in close agreement with the results of this
study, both in terms of the derived power law equations for the peak flow and time to peak
versus contributing area relationships and the derived value of the power law exponents
(see Table 4.2). The simplicity of these power law relationships could prove very useful
in providing a regionalization of peak flows for both hillslopes and catchments based on
drainage area, when detailed topographic information is unavailable or difficult to obtain
and when running a comprehensive hydrological framework is not justified.
4.5 Conclusions
This study has developed a landscape connectivity framework capable of resolving
structural and functional connectivity at the watershed scale by integrating the spatial
heterogeneity of soil properties, land use/land cover, intra-storm event climate dynamics,
as well as the detailed spatial structure of the watershed drainage network. The developed
framework was informed and successfully verified through in-situ, remote sensing and
literature data in South Amana sub-watershed (SASW), IA. Then, the framework was
applied to a case study in SASW, for two scenarios corresponding to historical (1985) and
current (2010) land use conditions under a climatic gradient to quantify the degree to which
different levels of disturbance affect the propagation of water signals through changes in
structure of the hydrograph peak with increasing drainage area.
Key findings suggested that shifting from vegetated hillslope planes to grassed
waterway best management practices will most likely lead to an increase in the overall
peakiness of the hydrographs, will reduce their overall time to peak and will progressively
increase the peakiness of the hydrographs along the drainage network. However, such a
change will not significantly affect the rate at which the peak propagates along the drainage
network, as it was shown that it is weak function of land use conditions and stronger
function of storm event magnitude. Finally, a characteristic threshold drainage area on the
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order of ~1-10 km2 was identified, beyond which the variability in the characteristic peak
magnitude and timescale decreases significantly as a result of geomorphologic and
hydrodynamic dispersion. This characteristic scale can be used as a reference building
block for the effective use of simple lumped models that use spatially averaged catchment
properties as input variables to predict the hydrological response.
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CHAPTER FIVE
CONCLUSIONS AND FUTURE WORK
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5.1 Conclusions
This dissertation developed, informed, and verified a landscape connectivity
framework for the simulation of watershed dynamics across different scales with the
overarching goal to understand the role of anthropogenic activity and climate on the
propagation of water and sediment signals at the catchment scale. To answer the key
research questions posed in this research, several specific studies and objectives were
pursued at the plot, hillslope, and catchment scale. The key outcomes of the specific studies
are briefly outlined below:
1. Plot Scale: The plot scale study took a fundamental look at the chronosequence of
hydrological processes and key geomorphic features to isolate the governing
entrainment/transport mechanisms and the key factors/variables that are important to
capture transient and mature state responses of a hillslope. Key findings suggested that
spatial and temporal variability in roughness, hydraulics, and erosion mechanisms give
rise to geomorphic patterns which are initially unstable and introduce a hysteresis in
hillslope fluxes. A process-based framework is developed, informed from collected
data, and implemented to quantify contributions of different erosion mechanisms.
Results suggest that the drainage network self-organization through the genesis and
evolution of geomorphic micro-features may have influenced the contribution of
different erosion mechanisms.

Specifically, results demonstrate that during the

unsteady timescale, the evolution of transient features may contribute as much as 31%
to the observed fluxes, underpinning the importance of accounting for these features.
2. Hillslope Scale: The hillslope scale study developed a comprehensive hydrological
framework for the prediction of runoff dynamics applicable at the hillslope scale,
capturing the effects of geomorphic and hydrodynamic dispersion and leveraging ultrahigh resolution elevation datasets, obtained through structure from motion
photogrammetry.

The developed framework was applied at a small agricultural

hillslope within the South Amana sub-watershed, IA for three storm events with
different rainfall return period and two land cover conditions, bare and vegetated,
representative of the study area. Hillslope scale findings indicated that an optimal
136

resolution on the 0.1 m order of magnitude was sufficient for accurate representation
of the structure of the hydrograph peak, as commonly used resolutions of 1 m and above
were shown to introduce significant bias with regards to both hydrograph peak flow
and the time-to-peak. A negative power law relationship was also found between
specific peak flow discharge and contributing area, similar to findings from catchment
scale studies, that could be used for regionalization of peak flows across different
scales.
3. Watershed Scale: The watershed scale study developed a landscape connectivity
framework by extending the applicability of the hydrological framework developed in
the previous hillslope scale study, to capture the structural and functional connectivity
between different landscape compartments of the watershed drainage network. The
developed framework was applied within the context of a case study in South Amana
sub-watershed, IA for the two scenarios corresponding to historical (1985) and current
(2010) land use conditions under a climatic gradient to quantify the degree to which
different levels of disturbance affect the propagation of water signals through changes
in structure of the hydrograph peak with increasing drainage area. Key findings
suggested that shifting from vegetated hillslope planes to grassed waterway best
management practices will most likely lead to an increase in the overall peakiness of
the hydrographs, will reduce their overall time to peak and will progressively increase
the peakiness of the hydrographs along the drainage network. However, such a change
will not significantly affect the rate at which the peak propagates along the drainage
network, as it was shown that it is weak function of land use conditions and stronger
function of storm event magnitude. Finally, a characteristic threshold drainage area on
the order of ~1-10 km2 was identified, beyond which the variability in the characteristic
peak magnitude and timescale decreases significantly as a result of geomorphologic
and hydrodynamic dispersion. This characteristic scale can be used as a reference
building block for the effective use of simple lumped models that use spatially averaged
catchment properties as input variables to predict the hydrological response.
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5.2 Future Work
A landscape connectivity framework with the ability to simulate intra-storm
dynamics of water fluxes at various locations within a catchment has been developed and
presented in this study. The model was informed by experimental, remote sensing, and
literature data as well as by key findings and theoretical considerations from individual
studies at the plot, the hillslope and the catchment scale. While the developed framework
provides insights of unprecedented quality and resolution into the dynamics of water
fluxes, in that it accurately captures the geomorphologic and hydrodynamic dispersion via
ultra-high resolution topographic, soil, roughness, and climate data, it lacks the ability to
provide insights into the sediment dynamics at the same scale. Findings at the plot scale
highlighted the importance of accounting for the interplay between the chronosequence of
geomorphic micro-features that emerge and evolve with on the soil bed and the associated
flux dynamics of water and sediment, but at the same time revealed the complexity and
challenges for successfully incorporating these grain-scale interactions in efficient and
parsimonious frameworks, due to the large amount of data, experimental infrastructure,
and numerical requirements.
Future work should build on the existing landscape connectivity framework,
literature, and additional experimental efforts to incorporate all relevant erosion and
sediment transport processes and their respective sources and sinks along the drainage
network. Specifically, the formation of patches with distinct roughness patterns, such as
rainsplash crusts or surface seals, in additional to micro-rills, the downward broadening of
the main rill network, the emergence of headcuts, the turbulent nature of concentrated and
unconcentrated flow, in addition to mass erosion phenomena such as wall slumping, bank
collapse, scour at the base, and slaking are thought to be very relevant to accurately capture
the sediment dynamics at the plot scale (Alonso et al., 2002; Ashourian et al., 2018;
Papanicolaou et al., 2017; Römkens et al., 1997; Slattery & Bryan, 1992; Stefanovic &
Bryan, 2007). At the hillslope scale, the dynamic genesis of gullies and their geometric
evolution based on topography, management, soil stratigraphy and flow regime need to be
incorporated into the connectivity framework, since gullies generally contribute as point
sources into the streams as opposed to the lateral non-point source contributions from
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floodplains with minimal gully formation (Poesen et al., 2002). At the catchment scale,
the complex dynamics of bank erosion need to be considered, since it manifests itself both
as a mass and continuous erosion phenomenon based on the flow regime and the underlying
soil stratigraphy (Papanicolaou et al., 2017). More research is also needed towards the
quantification of multifractional sediment transport and transformation of aggregates and
primary particles originating and travelling through the hillslope-channel continuum, in
terms of appropriate quantification of their characteristic travel and resting times (Cooper
et al., 2017).
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Appendix A
Figures A1-A3 provide field photos with respect to acquisition of microtopography
using a digital laser scanner, flow depth measurements using a telescopic rod with a
leveling bubble and a ruler, and surface velocity measurements via Large-Scale Particle
Image Velocimetry (LSPIV).
Figure A4 provides the comparison between measured and predicted probability
density functions of the instantaneous rill bed shear stress using the proposed singleparameter gamma distribution versus distributions obtained in rill laboratory experiments
by Foster et al. (1984).
Figures A5-A6 shows the performance of the turbulent entrainment model against
observed laboratory and field sediment entrainment experimental datasets collected by
Nearing (1991) and Mancilla (2004), respectively.
Figure A7 shows the performance of the proposed headcut retreat model in
capturing the final measured soil surface elevations within an actively migrating headcut
region, and the derived advection and diffusion parameters of the migration model by
Bressan et al. (2014).
Finally, Figure A8 shows the performance of the proposed deposition formula in
predicting measured rare earth element (REE) oxide deposition stocks.
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Figure A1. (a) Key components of the instantaneous digital surface-profile laser scanner; (b) Threedimensional reconstruction of soil surface microrelief from acquired (x, y, z) point cloud through
inverse distance weighted interpolation.
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Figure S2. Flow depth sampling using a telescopic rod with leveling bubble, ruler and a guiding rope
extended along the width of the plot.
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Figure A3. Large Scale Particle Image Velocimetry (LSPIV) setup with foam tracer particles to
capture the flow velocity field (CP = Control Survey Points).
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Figure A4. Comparison of Gamma distribution adopted in the present study with observed shear
stress distributions from Foster et al. (1984).
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Figure A5. Comparison of predicted erosion rates using the proposed turbulent burst flow
entrainment framework with measured erosion rates from the Nearing et al. (1991) laboratory
dataset.
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Figure A6. Comparison of predicted erosion rates using the proposed turbulent burst flow
entrainment framework and Papanicolaou et al. (2010) rill erosion model with measured rill erosion
rates from the Mancilla (2004) field dataset.
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Figure A.7. Simulated versus observed bed elevation profile within an actively migrating headcut
region at the final state of the system. A and B are the advection and diffusion parameters of the
migration model by Bressan et al. (2014).
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Figure A.8. Comparison of predicted rare earth element (REE) tracer (Samarium) deposition stocks
using the proposed deposition formula versus measured REE tracer deposition stocks.

Table A.1. Key WEPP model parameters used in the present study.
Parameter

Units

Value

Interrill Erodibility

Kg s m-4

4.62×106

Rill Erodibility

s/m

0.0076

Critical shear stress

Pa

3.5

Effective Hydraulic

mm h-1

1.9

%

51

Conductivity
Initial Saturation Level
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Appendix B
B.1 Analytical derivation of the instantaneous infiltration rate from a lognormal
infiltration capacity distribution function

Under the condition that the infiltration capacity is lognormally distributed in space,
with instantaneous scale and shape parameters 𝜇𝐾 (𝑡) and 𝜎𝐾 (𝑡), respectively, the
instantaneous infiltration rate for a given rainfall rate, 𝑃(𝑡), is given from Equations (3.5)
and (3.6) as:
𝑃(𝑡)

𝐼(𝑡) = ∫

1
ln 𝐾 − 𝜇𝐾 (𝑡)
[1 − erf (
)] 𝑑𝐾
2
√2𝜎𝐾 (𝑡)

(B.1)

0

For the indefinite integral of the error function, the following holds:
∫ erf 𝑥 𝑑𝑥 = 𝑥 erf 𝑥 +

𝑒 −𝑧

2

(B.2)

√𝜋

Therefore, the indefinite integral of the expression in Equation (B.1) is written as
follows:
1
ln 𝐾 − 𝜇𝐾 (𝑡)
𝐺(𝐾) = ∫ [1 − erf [
]] 𝑑𝐾 =
2
√2𝜎𝐾 (𝑡)
𝜎2 (𝑡)
1
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝐾
𝜇𝐾 (𝑡)+ 𝐾
2
= [−𝑒
erf [
]
2
√2𝜎𝐾 (𝑡)

+ 𝐾 erfc [

ln 𝐾 − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

(B.3)

]] + 𝐶

where 𝐶 is a constant. Since 𝐺(𝐾) is not defined at 𝐾 = 0, the definite integral of
Equation (B.1) is evaluated as:
𝐼(𝑡) = 𝐺[𝑃(𝑡)] − lim 𝐺(𝐾)

(B.4)

𝐾→0

Note that lim ln 𝑥 = −∞ and lim erf 𝑥 = −1. From substitution to Equation
𝑥→0

𝑥→−∞

(B.4) we obtain:
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𝜎2 (𝑡)
1
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝑃(𝑡)
𝜇𝐾 (𝑡)+ 𝐾
2
𝐼(𝑡) = [−𝑒
erf (
)
2
√2𝜎𝐾 (𝑡)

+ 𝑃(𝑡) erfc (

ln 𝑃(𝑡) − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

)]

𝜎2 (𝑡)
1
𝜇𝐾 (𝑡)+ 𝐾
2 (−1) + 0]
− [−𝑒
2

1 𝜇𝐾(𝑡)+𝜎𝐾2(𝑡)
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝑃(𝑡)
2
= [𝑒
[1 − erf (
)]
2
√2𝜎𝐾 (𝑡)
+ 𝑃(𝑡) erfc (

ln 𝑃(𝑡) − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

(B.5)

)]

1 𝜇𝐾(𝑡)+𝜎𝐾2(𝑡)
𝜇𝐾 (𝑡) + 𝜎𝐾2 (𝑡) − ln 𝑃(𝑡)
2
= [𝑒
erfc (
)
2
√2𝜎𝐾 (𝑡)
+ 𝑃(𝑡) erfc (

ln 𝑃(𝑡) − 𝜇𝐾 (𝑡)
√2𝜎𝐾 (𝑡)

)]

B.2 Analytical derivation of the rate of change of critical depressional storage capacity
Consider the closed system on a landscape with a total projected area 𝐴 that receives
uniformly distributed instantaneous rainfall rate, 𝑃(𝑡), at time 𝑡. The instantaneous volume
of water that enters the system is 𝑃(𝑡)𝐴. The portion of that water that infiltrates into the
ground at time 𝑡 is equal to 𝐼(𝑡)𝐴. The instantaneous volume of rainfall excess is calculated
based on Equation (3.12) as 𝐹𝑠 [𝑐 ∗ (𝑡)][𝑃(𝑡) − 𝐼(𝑡)]𝐴. At time 𝑡, the total volume of water
stored in surface depressions, 𝑉𝑠 (𝑡), comprises water stored up to a cumulative depth of
𝑐 ∗ (𝑡) for all the “unfilled” portion of the landscape and the maximum depth of the
depressions corresponding to the “filled” portion. This is formulated as:
𝑐 ∗ (𝑡)

𝑉𝑠 (𝑡) = ∭ 𝑑𝑉𝑠 = ∬ 𝑑𝐴 [∫

∞

𝑐𝑓𝑠 (𝑐)𝑑𝑐 + 𝑐 ∗ (𝑡) ∫

𝑓𝑠 (𝑐)𝑑𝑐 ]

𝑐 ∗ (𝑡)

0

(B.6)

𝑐 ∗ (𝑡)

= 𝐴 [∫

𝑐𝑓𝑠 (𝑐)𝑑𝑐 + 𝑐 ∗ (𝑡)[1 − 𝐹𝑠 [𝑐 ∗ (𝑡)]]]

0

152

𝑐 ∗ (𝑡)

Making use of the integral rule ∫0

𝑐 ∗ (𝑡)

𝑐𝑓𝑠 (𝑐)𝑑𝑐 = 𝑐 ∗ (𝑡)𝐹𝑠 [𝑐 ∗ (𝑡)] − ∫0

𝐹𝑠 (𝑐)𝑑𝑐 ,

and after pertinent manipulations, Equation (B.6) takes the simplified form:
𝑐 ∗ (𝑡)

𝑉𝑠 (𝑡) = 𝐴 ∫

[1 − 𝐹𝑠 (𝑐)]𝑑𝑐

(B.7)

0

The rate of change of the depressional storage volume is equal to the rate at which
surface depressions are filled. Based on continuity, this is equal to the rainfall source minus
the sinks of infiltration and rainfall excess described above:
𝑑𝑉𝑠 (𝑡)
= 𝑃(𝑡) 𝐴 − 𝐼(𝑡) 𝐴 − 𝐹𝑠 [𝑐 ∗ (𝑡)][𝑃(𝑡) − 𝐼(𝑡)] 𝐴
𝑑𝑡
= [1 − 𝐹𝑠

[𝑐 ∗ (𝑡)]][𝑃(𝑡)

(B.8)

− 𝐼(𝑡)] 𝐴

Taking the time derivative of 𝑉𝑠 (𝑡) in Equation (B.7) and using the Leibniz’s rule,
we obtain:
𝑑𝑉𝑠 (𝑡)
𝑑 𝑐
=𝐴 ∫
𝑑𝑡
𝑑𝑡 0

∗ (𝑡)

[1 − 𝐹𝑠 (𝑐)]𝑑𝑐 = 𝐴

𝑑𝑐 ∗ (𝑡)
[1 − 𝐹𝑠 [𝑐 ∗ (𝑡)]]
𝑑𝑡

(B.9)

By substitution of Equation (B.9) into Equation (B.8), it follows:
𝑑𝑐 ∗ (𝑡)
= 𝑃(𝑡) − 𝐼(𝑡)
𝑑𝑡

(B.10)
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