A relational bipartite communication problem is presented that has an efficient quantum simultaneous-messages protocol, but no efficient classical two-way protocol.
complexity, and in this work we will be investigating the superiority of quantum over classical models in the context of two-player communication.
Here is a brief informal introduction of some concepts of communication complexity. • In the model of bipartite communication there are two players, Alice and Bob, who receive one portion of input each: Alice gets X and Bob gets Y . Their goal is to use the allowed type of communication (as described next) in order to compute an answer that would be correct with respect to the received pair (X, Y ). • The three main bipartite layouts are two-way (interactive) communication, one-way communication and simultaneous message passing (SMP). In the first case the players can exchange messages interactively before answering, in the second case only Alice can send a message to Bob (who then answers), in the third case both Alice and Bob send one message each to a third participant -the referee (who then answers). • Communication problems determine which answers are correct. The three main types of problems are total functions, partial functions and relations: in the first case there is exactly one correct answer for each possible pair of input values, and the set of those pairs equals the direct product of possible inputs of Alice and possible inputs of Bob; the second case is similar, but the set of possible inputs can be arbitrary; in the third case multiple correct answers for the same pair of input values are allowed. • An efficient solution is a communication protocol where the players use at most polylogarithmic (in the input length) amount of communication and produce a right answer with high confidence.
• Communication models can be strengthened by shared randomness, which corresponds to allowing the players to use mixed strategies (this can be helpful only in the weakest among the layouts -the SMP), or by shared entanglement, which allows the players to share any (input-independent) quantum state and use it while running the protocol.
Quantum communication complexity has been an active area of research over the last few decades. Among numerous results in the field, many of which surprised us a lot when they came out, the most relevant to this work are the following:
• In 1999 a partial function was demonstrated [Raz99] that had an efficient quantum two-way protocol, but no efficient classical two-way protocol. • In 2001 a total function was demonstrated [BCWdW01] that had an efficient quantum simultaneous-messages protocol without shared randomness, but no efficient classical simultaneous-messages protocol without shared randomness. • In 2004 a relation was demonstrated [BYJK04] that had an efficient quantum simultaneousmessages protocol without shared randomness, but no efficient classical one-way protocol. • In 2007 a partial function was demonstrated [GKK + 08] that had an efficient quantum one-way protocol, but no efficient classical one-way protocol. • In 2008 a relation was demonstrated [Gav08] with an efficient quantum one-way protocol, but no efficient classical two-way protocol. • In 2010 a partial function was demonstrated [KR11] with an efficient quantum one-way protocol, but no efficient classical two-way protocol. • In 2016 a partial function was demonstrated [Gav16] with an efficient quantum simultaneousmessages protocol with shared entanglement, but no efficient classical two-way protocol. • In 2017 a partial function was demonstrated [Gav19] with an efficient quantum simultaneousmessages protocol without shared randomness, but no efficient classical simultaneous-messages protocol, even with shared randomness.
Looking for the regimes where the predictions of quantum mechanics are as far as possible from those of classical mechanics, we can ask the following questions:
• What is the weakest quantum communication model that outperforms its classical counterpart? • What is the strongest classical communication model that is outperformed by the quantum counterpart?
Both of these questions have been answered: the weakest quantum model, SMP, can outperform the classical SMP [BCWdW01] , and the strongest classical model, two-way, can be outperformed by the quantum two-way [Raz99] . Can these two separations be "united"? In other words:
• Can quantum SMP (the quantum weakest) outperform classical two-way communication (the classical strongest)?
Although some of the separations mentioned earlier come rather close to giving a positive answer, no such example has been known before. 2 This work demonstrates a relational problem that has a quantum simultaneous-messages protocol of cost O(log n), and whose classical two-way complexity is Ω n 1 /3 . In other words, qualitative advantage over the strongest feasible model of classical communication is inherent even in the weakest reasonable quantum model.
Our communication problem will be called Gap Hamming Relation (GHR), and it can be viewed as a relational extension of the Gap Hamming Distance (GHD) promise function, well-known in the context of classical communication complexity.
Preliminaries
We will write [n] to denote the set {1, . . . , n} ⊂ N and [n] − 1 to denote {0, . . . , n − 1}. Let (a, b), [a, b] , [a, b) and (a, b] denote the corresponding open, closed and half-open intervals in R. We will use "|" to denote divisibility, generally not assuming that the second argument is an integer (e.g., 1|x ⇐⇒ x ∈ N). Let x i address the i'th bit of x for x ∈ {0, 1} n and i ∈ [n]. Similarly, for S ⊆ [n], let x S denote the |S|-bit string, consisting of (naturally-ordered) bits of x, whose indices are in S. To avoid ambiguity, we will sometimes write x| S (x| i ) instead of x S (x i ). For a set (or a family) A, we will write A| i and A| S to address, respectively, x i x ∈ A and x S x ∈ A . For y ∈ {0, 1} n , let x ⊕ y stand for the bit-wise XOR between the two strings.
Let |x| denote the Hamming weight of x. At times we will assume (the trivial) isomorphisms among the n-bit strings, the subsets of [n] and the elements of [2 n ] − 1. In particular, the notation [n] Let σ i denote the permutation of [n] which is the i'th cyclic shift (i.e., σ i (j) = i + j if i + j ≤ n and i + j − n otherwise). For x ∈ {0, 1} n , denote by σ j (x) the j-bit cyclic shift of x -that is, the string of n bits where on σ j (i)'th position is x i for each i ∈ [n].
Let U A denote the uniform distribution over the elements of A. Sometimes (e.g., in subscripts) we will write "⊂ ∼ A" instead of "∼ U A ". We will write things like {0, 1} n+n when the set should be viewed as {0, 1} n × {0, 1} n : e.g., (X, Y ) ⊂ ∼ {0, 1} n+n refers to the uniform distribution of two independent n-bit strings, and A × B ⊆ {0, 1} n+n will be used when A × B is a combinatorial rectangle in {0, 1} n × {0, 1} n .
We use square brackets [. . . ] to denote events. We will consider probabilities, expectations and so on, conditioned on random variables (sometimes in addition to conditioning on certain events), viewing the corresponding expressions as random variables by themselves. E.g., if X and Y are random variables, then P r P r P r X = 1 Y = 1 ∈ R, but both P r P r P r X = 1 Y and E E E X = 1 Y are random variables whose values are determined by that of Y .
We let ⊤ and ⊥ denote, respectively, the true and the false values of Boolean predicates. More generally, we will use the Boolean domain {⊤, ⊥} instead of {0, 1} when there is, subjectively, a strong logical flavour to the values.
We will use Dirac's notation (bra-ket ) for quantum messages and manipulations with them.
Communication complexity
For an excellent survey of classical communication complexity, see [KN97] . Quantum communication models differ from their classical counterparts in two aspects: the players are allowed to send quantum messages (accordingly, the complexity is measured in qubits) and to perform arbitrary quantum operations locally. 3 An excellent survey of quantum communication complexity is [BCMdW10] .
Of central importance to this work is the model of bipartite Simultaneous Message Passing (SMP), where there are three participants: players Alice and Bob, and the referee. An SMPprotocol has the following structure: Alice receives X and sends her message to the referee; at the same time, Bob receives Y and sends his message to the referee; the referee uses the content of the two received messages to compute the answer.
In the quantum version of SMP, denoted by Q , the players can send quantum messages and the referee can apply any quantum measurement to compute the answer.
Another important communication model is that of interactive (two-way) communication. We will be primarily interested in the classical randomised version, denoted by R: here two players, Alice and Bob, receive the two parts of input X and Y and interact in order to compute their answer.
As usual, a problem is said to have an efficient solution (in a given model) if for any constant ε > 0 there exists a protocol that transfers at most poly-logarithmic (in the input length) number of (qu)bits and produces a correct answer with probability at least ε. Note that if the considered problem is functional, then it is sufficient for a protocol to succeed with any probability 1 /2+Ω(1): a constant number of independent repetitions would allow reducing the error below ε. On the other hand, in the relational case error reduction by repetition is not necessarily possible, as there can be multiple correct answers; accordingly, in order to claim that a relation has an efficient solution, one has to make sure that there is an efficient protocol for every constant positive error bound.
Gap Hamming Distance problem and its variations
As usual, we use n to denote the input length of a computational problem. To avoid unnecessary complication of the notation, in this work we will always assume that n > 1 and 2| log n.
The Gap Hamming Distance (GHD) is the following bipartite functional problem:
In the above definition d ∈ [ n /2] is a parameter; the most interesting regime (both in general and for us) is that of d ∈ Θ( √ n), so we will write GHD to denote GHD √ n . It has been demonstrated [CR11] that the R-complexity of GHD is Ω(n); moreover, nearlytrivial lower bound of Ω( √ n) has been known as folklore since the introduction of GHD in [IW03] . In this work we will relax the GHD problem in order to make it simple for the model of Q , while preserving -up to a polynomial -its R-hardness. 4 Our relaxation will turn the original problem into a relation (the possibility of a functional separation is left as an open problem).
Informally, GHD can be viewed as making the players decide whether X and Y are slightly closer together or slightly further apart than the expected n /2; the high-level idea behind turning it into an easier relational problem is to ask them for a transformation (of some pre-determined form) that maps X to a string, whose distance from Y is somehow biased.
Let us have a look at the following candidate problem:
That is, the valid answers for the input pair (x, y) are all such τ ∈ {0, 1} n that make τ ⊕ x at most ( n /2 − √ n)-far from y. This relaxation is too radical, as GHR is easy even for one-way communication with shared randomness (let alone R, which is a strictly stronger model).
Indeed, Alice and Bob can use shared randomness to generate sufficiently long sample of uniformly-random n-bit strings Z 1 , . . . , Z t , then Alice can send to Bob the index of Z i 0 that is closest to X (with high probability the distance will be less than n /2 − √ n, as t is a large enough constant) and Bob can output τ = Z i 0 ⊕ Y . To make our relation harder than GHR (in order to preserve the R-hardness of the original problem), we reduce the number of allowed transformations (that is, of possible answers) to polynomial. On the other hand, the structure of allowed transformations makes the new problem more convenient for Q -protocols.
Notation.
⊥ otherwise.
(1)
That is, {τ s } is the standard Fourier basis for {0, 1} log n → {±1} in the "{0, 1}-form" (in particular, |τ s 1 ⊕ τ s 2 | ≡ n /2 for all s 1 = s 2 ), and allowed are the n 2 transformations that combine bit-flipping according to some τ s with a cyclic rotation σ j .
Definition 1 (Gap Hamming Relation (GHR)). The bipartite relation GHR is a subset of
-that is, the input consists of two n-bit strings and the output is a sequence of log n pairs (j i , s i ). The sequence ((j 1 , s 1 ), . . . , (j log n , s log n )) is a valid answer to GHR(x, y) if the following holds:
We will see that GHR is easy for Q but hard for R. The predicate ℵ(X, Y ) asserts that the input values are typical in certain sense: we will see that it is satisfied almost always by uniformly-random X and Y (which will be the distribution of interest for us). Intuitively, if we ignore conditioning on ℵ(X, Y ), then a valid answer to GHR(X, Y ) is a sequence of log n transformations, at least half of which map the value of X either somewhat close to or somewhat far from the value of Y .
Showing that ℵ(X, Y ) is likely to hold will be important for analysing the complexity of GHR. Although for technical reasons this will be a part of the lower bound argument, effectively the predicate ℵ(X, Y ) testifies that the input values are such that the quantum protocol produces a right answer with high probability (and so the likelihood of the predicate implies that the protocol typically succeeds).
Intuition behind the GHR
In the GHR problem the players are required to find a short list of transformations of X that are likely to make its distance from Y slightly different from the expected n /2 for (X, Y ) ⊂ ∼ {0, 1} n+n . Intuitively one can view the family of n 2 outcomes of the allowed transformations σ j (τ s ⊕ X) j∈[n], s∈{0,1} log n as nearly-independent and uniformly distributed when X ⊂ ∼ {0, 1} n . 5 Then the challenge faced by the players is to find among these n 2 random strings some that are biased either away from or towards Y . Note that the required bias is √ n /2, and we expect most of the n 2 distances to be around the expected n /2 within the order of magnitude of the standard deviation of the corresponding binomial distribution -that is, inside n /2 ± O( √ n). 6
The reason why this problem, intuitively, may have an efficient quantum simultaneousmessage protocol is that if we consider the situation when Alice and Bob, respectively, send to the referee 1 / √ n · n i=1 (−1) X i · |i and 1 / √ n · n i=1 (−1) Y i · |i , then a very simple and intuitive multi-outcome quantum measurement exists that combines applying an allowed transformation to the state representing X with estimating the resulting inner product with the state representing Y :
As the Hamming distance of n /2 corresponds to the inner product 0 between the representatives, and, at the same time, the probability of the corresponding measurement outcome is proportional to the square of the inner product, the whole procedure favours those outcomes that correspond to the transformations introducing some bias. See Section 4 for details. The reason why, intuitively, GHR may be hard for classical interactive protocols is that solving the problem requires estimating the Hamming distance between a pair of uniformlyrandom n-bit string, which is known to be hard: as mentioned earlier, the R-complexity of GHD is Ω(n). We have already seen how this intuition breaks down when the family of allowed transformations is exponentially-large, but allowing only polynomially-many choices indeed preserves the classical hardness of the original GHD: when the number of choices is strictly limited, a protocol must find out more about every possibility. See Section 6 for details.
Hence, GHR is a plausible candidate for revealing qualitative advantage of bare quantum simultaneity over classical interactivity: On the one hand, an efficient Q -protocol can sample among the allowed transformations of X those that make its distance from Y biased away from the expected n /2; on the other hand, we may expect that the distances from the interval n /2 ±Õ( √ n) between a pair n-bit strings are well obscured from efficient quantum protocols.
Solving GHR with simultaneous quantum messages
Let
Of course, the n-bit values themselves are very far from being independent: the claimed intuitive independence only makes sense in the context of their distance to a uniformly-random Y . Formalising and quantifying this intuition will be the technical core of the analysis of GHR's complexity.
6 And all the n 2 distances are, almost certainly, inside n /2 ± O(log n · √ n).
is an orthonormal basis for R n+n . 7 Indeed, if j 1 = j 2 , then
otherwise, if j 1 = j 2 and s 1 = s 2 , then
as {τ s } is the "{0, 1}-form" of a Fourier basis for {0, 1} log n → {±1}.
A protocol for GHR. Upon receiving the input, Alice and Bob construct, respectively,
and send log n copies of both the states to the referee. The referee then independently applies to log n copies of the state |φ Al |φ Bo the complete projective measurement
and outputs the list of obtained outcomes ((j 1 , s 1 ), . . . , (j log n , s log n )) as his answer. The complexity of this Q -protocol is O (log n) 2 .
Correctness. Assume that ℵ(x, y) holds with respect to the received input (X, Y ) = (x, y)
-otherwise any answer would be correct by the definition of GHR. For i ∈ [log n], let (J i , S i ) be random variables that take values (j i , s i ) -that is, the outcome of the i'th referee's measurement. We want to analyse the probability of the event
computed with respect to the action of the protocol (x and y are fixed, subject to ℵ(x, y)). Fix j ∈ [n] and s ∈ {0, 1} log n , then for any i ∈ [log n]:
(2) 7 All quantum states considered in this work can be represented as unit vectors in the real space of the corresponding dimension, so we do not lose generality by ignoring the case of complex vectors. and P r P r P r[e i ] = j,s:
where the inequality is the assumption that ℵ(x, y) holds (1). 8 As the outcomes of the referee's measurements are independent, P r P r P r[the protocol errs] ≤ P r P r P r
as follows from Hoeffding's inequality (Fact 2). From the above analysis it follows readily that an Q -protocol of cost O(log n) would suffice for guaranteeing accuracy at least 1 − ε for arbitrarily small constant ε: the players can send sufficiently large constant number t of the states |φ Al and |φ Bo to the referee, who can measure them to generate ((j 1 , s 1 ), . . . , (j t , s t )), and then output this sequence repeated ⌈ log n /t⌉ times, trimming the last copy if necessary.
Concentration bounds
Let us start by listing some known bounds that this work uses.
Fact 1 (Markov's and Chebyshev's inequalities). Let X be a random variable, then
One of the most convenient formulations of Chernoff-like statements -that is, a tail bound for the sum of mutually-independent random variables -is the well-known Hoeffding's inequality.
Fact 2 (Hoeffding's inequality). Let X 1 , . . . , X m be mutually-independent random variables,
In some situations it will be useful to have a tail-of-sum bound with more relaxed conditions and somewhat tighter guarantees, which we prove next. Intuitively, the following formulation combines some advantages of the one by Angluin and Valiant [AV79] (which beats qualitatively the classical statement in the regime of low expectations) with the universality of Azuma's inequality applied to the Doob martingale (which gets rid of the independence requirement). 9
Theorem 1 (A relaxed Chernoff bound ). Let X 1 , . . . , X m be random variables with countable supports 10 , such that ∀i ∈ [m] : 0 ≤ X i ≤ 1. Then
(3)
In particular,
2µ+t .
(4)
Note that in the statement we use a cut-off point a, which can lead to loss of tightness in some situations: 11 a more thorough alternative would be to take into account the actual distribution of E E E X i X 1 , . . . , X i−1 , which would likely result in a less convenient formulation.
We prove it via a standard approach to this type of inequalities, due to Bernstein -namely, by analysing the expectation of the target value's exponent. The following lemma will be the technical core. Lemma 1. Let X 1 , . . . , X m be random variables with countable supports, such that ∀i ∈ [m] :
Then
Proof of Lemma 1. We argue by induction on m.
9 See [Sin18] for an excellent overview of Chernoff-like concentration bounds. 10 The continuous version can be obtained along similar lines under the integrability assumption. 11 E.g., it is likely that the bound guaranteed by Lemma 5 looses a multiplicative log-factor due to this.
Base case: m = 1.
where the summing is over x ∈ supp(X 1 ) and the first inequality follows from the convexity of e u·x on x ∈ [0, 1].
as follows from the inductive assumption and the fact that
follows from the base case and the weighted arithmetic/geometric means inequality.
Lemma 1
We are ready to prove the relaxed Chernoff bound.
where the last two inequalities are, respectively, Markov's (Fact 1) and Lemma 1. Plugging in
where the right-hand side is at least 1 (as A ≥ µ), we obtain
where the inequality is (5) 
. 12 Next we are going to use the facts that
From (5) it follows that
and from (6) it follows that
Thus, we have established (4). Let us show (3).
The identically-looking right-hand sides of (5) and (6) are semantically different, as the former corresponds to [A ≥ µ] and the latter to [A ≤ µ].
The second inequality in (3) follows by a similar argument.
Theorem 1
Lastly, there are cases where typical Chernoff-like bounds are insufficient: aiming for universality, they usually compromise tightness. The following ad hoc statement deals with concentration near the expectation under symmetric binomial distributions.
Lemma 2. Let 2|m and X 1 , . . . , X m be mutually-independent random variables, such that ∀i ∈ [m] : P r P r P r[X i = 0] = P r P r P r[X i = 1] = 1 /2. Then for every a < b in [m] ∪ {0}:
To prove it, we will use Stirling's approximation in the following form.
Fact 3 (Stirling's approximation).
Proof of Lemma 2.
where the containment is Fact 3. For
13 Here again, we do not aim for tightness beyond the needs, preferring simplicity and self-containment of the argument: in particular, we will use the convenient
] or directly analysing the left-hand side. The assumption that 2|m is made in order to simplify the notation: dropping it would not affect the claimed bound.
as desired.
Lemma 2 6 The R-complexity of GHR: a lower bound
The definition of GHR relies on the predicate ℵ(·, ·), and it will be useful to know how likely ℵ(X, Y ) is to hold with respect to our main input distribution for GHR -the uniform.
Theorem 2.
To prove it, we will use several auxiliary lemmas. The first one is a concentration statement for the bit-wise XOR of a uniformly-random n-bit string with its own cyclic shift. 
and therefore,
by Hoeffding's inequality (Fact 2). Similarly,
By the union bound,
Lemma 3
Second, we need a simple bound on the expectation with respect to "anti-correlating" probability distribution.
Lemma 4. Let µ be a probability distribution with finite support 14 A and f :
by assumption.
Lemma 4
The third auxiliary lemma bounds the dependence between the Hamming weight of a uniformly-random n-bit string A and that of A ⊕ s for some fixed s ∈ {0, 1} n .
Lemma 5. Let s ∈ {0, 1} n , |s| − n /2 ≤ d and A ∼ U {0,1} n . Then there exists a random variable A, such that
The continuous version can be obtained along similar lines under the integrability assumption. and ∀t ≥ 0 : P r P r P r A ≥ 16d 2 n + t ≤ 4 · e ln n− t 4 ln n + 2 · e −t 2 n 224·t·n·ln n+2048·d 2 ·ln n .
More specifically, ∀t, l ≥ 0 :
As we will be dealing with the uniform distribution over n-bit strings, typical for us will be the regime of l, d ∈ O( √ n), in which case the above statement reads as follows: the value of |A ⊕ s| is poly-logarithmically-close 15 in absolute distance to being independent from |A|clearly, this is a very strong bound on the dependence between a pair of random values whose standard deviations are in Θ( √ n).
Proof of Lemma 5. Assume |s| ≥ n /2 and let d def = |s| − n /2 (the case of |s| < n /2 can be treated similarly). Let a 1 , . . . , an /2+d be the coordinates where s(a i ) = 1 and b 1 , . . . , b n 2 −d be the coordinates where s(b i ) = 0.
We will construct the distribution of A bit by bit, then argue that A ⊕ A ⊕ s doesn't depend on |A|.
Stage 1. Here we describe the distribution of A a 1 ,...,a 2d (skipping to Stage 2 if d = 0).
Let k 0 be the value of |A|. By the bit-symmetry of both the distribution of A and the assumption [|A| = k 0 ], it holds that ∀i ∈ [n] : P r P r P r A i = 1 |A| = k 0 = k 0 n ;
in particular, P r P r P r A a 1 = 1 |A| = k 0 = k 0/n. Let:
otherwise. 15 The above lemma gives meaningful upper bound for t ∈ Ω (ln n) 2 , which is sufficient for our needs. We would expect the actual A -as constructed in the following proof -to be almost always in O(ln n), or even in o(ln n): cf. Footnote 11.
Note that conditioned on [|A| = k 0 ], it is the case that P r P r P r A a 1 ⊕ A a 1 = 1 = P r P r P r A a 1 = 1 · P r P r P r A a 1 = 0 A a 1 = 1
The distribution of A a i for each i ∈ [2d] will depend on |A| = k 0 and on A a 1 ,...,a i−1 :
..,a i−1 } . Additionally, it will depend on the value of A a i .
Let n i−1 def = n − i + 1; note that for every t ∈ [n] \ {a 1 , . . . , a i−1 } the probability of [A t = 1], conditioned on the content of A a 1 ,...,a i−1 and on [|A| = k 0 ], equals k i−1 n i−1 . Generalising the case of A a 1 , define:
Then, similarly to (7), it hods that P r P r P r A a i = 1 A a 1 ,...,a i−1 , |A| ≡ 1 2 .
Let i ∈ [2d]. As A a 1 ,...,a i = A a 1 ,...,a i ⊕ A a 1 ,...,a i and the distribution of A a 1 ,...,a i only depends on |A| and A a 1 ,...,a i , I I I A a 1 ,...,a i : A A a 1 ,...,a i , |A| = 0, and therefore,
As the distribution of A only depends on A and there is no other "inter-bit" dependencies,
where the latter equality is (10). So, 0 = H A a 1 ,...,a i−1 A a 1 ,...,a i−1 , |A| − H A a 1 ,...,a i−1 A a i , A, A a 1 ,...,a i−1 , |A|
Therefore,
where the concluding equality is (9).
Let us estimate A a 1 ,...,a 2d . If we denote l i def = |k i − n i/2|, then from (8) it follows that
always. As 0 ≤ l i ≤ |A| − n /2 + i /2 always,
where l 0 = |A| − n /2 , and therefore,
It follows from the relaxed Chernoff bound (Theorem 1) that
Note that in the typical regime of t, l ∈ O( √ n) the right-hand side of (13) is e −Ω(t) .
Stage 2. Here we describe the distribution of A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d . Let k 2d denote the Hamming weight of the remaining bits of A after the completion of Stage 1, namely k 2d def = A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d (note that if d = 0 and Stage 1 has been skipped, then k 2d = k 0 = |A|). As before, ∀i ∈ [n] − 1 : n i = n − i.
Our tactics will be to handle one by one the n 2 − d pairs (a 2d+i , b i ) and toss A a 2d+i ,b i in a way that will guarantee -conditional on all the earlier choices -that the distribution of
Conditional on A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d = k 2d , the distribution of (A a 2d+1 , A b 1 ) (as well as of any other pair of coordinates) is perfectly symmetric -although most likely not independent. Accordingly, conditional on A a 2d+1 = A b 1 , the events A a 2d+1 ,b 1 ⊕ s a 2d+1 ,b 1 = 0 and A a 2d+1 ,b 1 ⊕ s a 2d+1 ,b 1 = 2 are equiprobable -just like the corresponding events with respect to |B 1 + B 2 | -so, we only need to use A a 2d+1 ,b 1 in order to balance the probabili-
Hamming weigh of A as small as possible).
It holds that
First let us define a random variable Z 1 , such that P r P r P r A a 2d+1 ⊕ A b 1 ⊕ Z 1 = 1 = 1 /2, afterwards we will use it to construct the distribution of A a 2d+1 ,b 1 . Let:
Note that
and therefore the probability of [Z 1 = 1] is well-defined.
where stands for
Let us convert the content of Z 1 into a distribution of A a 2d+1 and A b 1 :
P r P r P r A a 2d+1 ,b 1 = (0, 1) Z 1 = 1 = P r P r P r A a 2d+1 ,b 1 = (1, 0) Z 1 = 1 = 1 2 .
Now it is easy to see that the distribution of
A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d = k 2d , is the same as the distribution of B 1 + B 2 for (B 1 , B 2 ) ⊂ ∼ {0, 1} 2 . 16 By the symmetry of all the involved distributions with respect to the bit-positions a 2d+1 and b 1 , we only need to check that
and this follows trivially from (15) and the symmetry of A'th distribution with respect to those two bit-positions. In other words,
0 with probability 1 /4; 1 with probability 1 /2; 2 with probability 1 /4.
(16)
16 Note that the distribution of A a 2d+1 ,b 1 ⊕ A a 2d+1 ,b 1 can be non-uniform, and this can be intuitively viewed as the resource that allows savings in terms of A in Stage 2 in comparison to Stage 1. Now we do not have to worry if the probabilities of A a 2d+1 ,b 1 ⊕ A a 2d+1 ,b 1 = (0, 0) and A a 2d+1 ,b 1 ⊕ A a 2d+1 ,b 1 = (1, 1) are different from each other, which indeed happens in the above construction if n 2d 2 − k 2d is larger than
The distribution of Z i for each i ∈ [ n /2−d] will depend, naturally, on A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d = k 2d , as well as on A a 2d+1 ,...,a 2d+i−1 ,b 1 ,...,b i−1 : namely, on
Additionally, it will depend on A a 2d+i ⊕ A b i . Note that ∀i ∈ [ n /2 − d], j ∈ a 2d+i , . . . , a n 2 +d , b i , . . . , b n 2 −d :
and -as A a 2d+i and A b i are not, in general, independent -
Generalising the case of Z 1 (14), define for def = 2d + 2i − 2:
Then, similarly to (15), it holds that
Define the distribution of A a 2d+i and A b i :
Similarly to (16), conditional on A a 1 ,...,a 2d+i−1 ,b 1 ,...,b i−1 and |A| it holds that
From now and until the end of Stage 2, all the distributions are assumed to be conditioned on A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n
for some k 2d ∈ [n − 2d] ∪ {0}, unless stated otherwise. Let us argue that the distribution of A ⊕ A ⊕ s a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d equals the distribution of |B| for B ∼ U {0,1} n−2d . We prove it by induction.
. For i = 1 the statement follows readily from (19), so assume that i > 1 and
By the argument, fully analogous to that behind (11), it holds that
, and therefore the distribution of
, as required for the induction step.
Completion. Let us no longer implicitly assume (20). We have just seen that the distribution of A ⊕ A ⊕ s a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d , conditioned on A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d = |A| − A a 1 ,...,a 2d , equals that of |B| for B ∼ U {0,1} n−2d . It is clear from the construction and the symmetry of the considered distributions of A, that additional conditioning on the content of A a 1 ,...,a 2d doesn't affect the above statement. From (12):
and therefore the distribution of
, conditioned on |A|, equals that of |B| for B ∼ U {0,1} 2d . By the argument, fully analogous to that behind (11), it holds that
: A ⊕ A ⊕ s a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d A a 1 ,...,a 2d , |A| = 0.
Therefore, conditioned on [|A| = k 0 ],
is distributed like |B| for B ∼ U {0,1} n -in particular, the fact that the above distribution doesn't depend on k 0 implies that
as required. It remains to argue that A is likely to be small. Towards estimating A a 1 ,...,a 2d we will use (13), now let us analyse A a 2d+1 ,...,a n if l < √ n 2 , then P r P r P r[
By construction, subject to the assignment in (17), every Z i is independent from all other variables -in particular,
For all i ∈ [n] − 1, let K i be a random variable that takes the value of k i (in particular, K 0 = |A|). For u ≥ 0, denote by e e e u the event
where the second inequality is Hoeffding's (Fact 2).
Assuming e e e u and letting l
and therefore (21) gives 
Applying the relaxed Chernoff bound (Theorem 1) with a def = 4l 2 n + 1 + 2u 2 · ln n gives ∀u, t, l ≥ 0 : P r P r P r |Z| ≥ 4l 2 n + 1 + 2u 2 · ln n + t |A| − n /2 = l ≤ e −t 2 8l 2 /n+(2+4u 2 )·ln n+t + 2 · e ln n−2u 2 .
As A a 2d+1 ,...,a n 2 +d ,b 1 ,...,b n 2 −d ≡ |Z| by construction, combined with (13), this gives ∀u, t, l ≥ 0 : P r P r P r A ≥ 4dl + 4d 2 + 4l 2 n + 1 + 2u 2 · ln n + 2t |A| − n /2 = l ≤ e −t 2 ·n 8dl+8d 2 +tn + e −t 2 ·n 8l 2 +(2+4u 2 )·n·ln n+tn + 2 · e ln n−2u 2 .
Let us denote T def = 4t √ ln n and choose u 2 def = t √ ln n = T 4 ln n . Assume for now that T ≥ 4 ln n, then 4dl + 4d 2 + 4l 2 n + 1 + 2u 2 · ln n + 2t ≤ (2d + 2l) 2 n + T, and so,
where = e −t 2 ·n 8dl+8d 2 +tn + e −t 2 ·n 8l 2 +(2+4u 2 )·n·ln n+tn + 2 · e ln n−2u 2 ≤ 2 · e −T 2 n 32·(2d+2l) 2 ·ln n+80T n + 2 · e ln n− T 2 ln n .
As we always assume that n ≥ 4, the condition [T ≥ 4 ln n] can be removed, as otherwise 2 · e ln n− T 2 ln n > 1 and the inequality holds trivially. So, ∀l, T ≥ 0 : P r P r P r A ≥ (2d + 2l) 2 n + T |A| − n /2 = l ≤ 2 · e −T 2 n 32·(2d+2l) 2 ·ln n+80T n + e ln n− T 2 ln n .
As a function of s and l, the above bound on P r P r P r A > s |A| − n /2 = l is monotonically increasing in l, and therefore, =⇒ (2d + 2l) 2 ≤ 16d 2 + T n, we obtain ∀T ≥ 0 :
2 + 2 · e ln n− T 2 ln n + 2 · e −T 2 n 32·(16d 2 +T n)·ln n+80T n ≤ 4 · e ln n− T 2 ln n + 2 · e −T 2 n 112·ln n·T ·n+512·d 2 ·ln n , and the result follows by substituting t def = 2T and noticing that increasing d leads to shrinkage of the event whose probability is bounded and, at the same time, growing of the claimed upper bound (therefore the assumption |s| − n /2 = d may be replaced by |s| − n /2 ≤ d ).
Lemma 5
We are ready to investigate the likelihood of ℵ(X, Y ).
Proof of Theorem 2. Recall the definition of ∆ j,s , as given in (1), and let us define "weighted indicators":
Then we want to show that P r P r P r
Towards understanding the behaviour of the sum of W j,s -s we analyse the dependencies among them. Let (j 1 , s 1 ) = (j 2 , s 2 ) and define random variables:
Note that As
Note that D 2 ≤ V by construction (notice the difference in the meanings of |. . .|), therefore D 2 is also subject to (24). Let us make the bound more comfortable by analysing the behaviour of |Z| − n 2 . If j 1 = j 2 , then s 1 = s 2 and we have Z = σ j 1 τ s 1 ⊕ X ⊕ σ j 1 τ s 2 ⊕ X = σ j 1 τ s 1 ⊕ τ s 2 , which implies |Z| ≡ n 2 by the construction of τ s -s. If, on the other hand, j 1 = j 2 , then
for X ′ def = σ j 1 (X) ∼ U {0,1} n , and therefore, P r P r P r |Z| − n 2 ≥ √ n · ln n ≤ 4 · e −(ln n) 2 2 by Lemma 3. Combining this with (24), we obtain that ∀c ≥ 0: 
We are ready to analyse E E E w(D 2 ) − w(D 2 + D 2 ) . Let ξ def = 137 · (ln n) 2 and
Then by the construction of w(. . . ):
where the latter inequality is (26).
P r P r P r D
where the second inequality is due to the fact that D 2 comes from the symmetric binomial distribution centred (and therefore maximised) at n /2 and I ξ is a union of two symmetric edges of the considered interval n−
Putting this together gives
and then from (25):
Now -still towards understanding the behaviour of the sum of W j,s -s -let us estimate their expectations.
where ∆ j,s (X, Y ) = |σ j (τ s ⊕ X) ⊕ Y | comes from the symmetric binomial distribution B(n, 1 /2). Let S ≡ ∆ j,s (X, Y ), then
As for any a 1 , a 2 ∈ { n /2 − √ n /2, . . . , n /2 + √ n /2} it, obviously, holds that P r P r P r[S = a 1 ] ≤ P r P r P r[S = a 2 ] ⇐⇒ (a 1 − n /2) 2 ≥ (a 2 − n /2) 2 , Lemma 4 implies that
as n is large enough, and
Combining this with (27) and applying Chebyshev's inequality (Fact 1), we get
≤ 2500 · n 2 · 1 16 + n 4 · 206·(ln n) 2 √ n n 4 ≤ 517500 · (ln n) 2 √ n , which implies the required (23).
Theorem 2
Now that we have satisfied our curiosity concerning the likelihood of ℵ(X, Y ) with respect to the uniform distribution, let us analyse the R-complexity of GHR.
Spectral stability of large rectangles
Lower-bounding the R-complexity of a communication problem is often based on showing that it admits no large nearly-monochromatic rectangles with respect to certain input distribution. 17 We will use this approach in our analysis of GHR, and the input distribution that we consider will be the uniform.
A core structural property of large rectangles that will be used in the analysis is their stability with respect to the spectrum of Hamming distances between the two input values. Namely, we will claim that if (X, Y ) is sampled at uniform from a large rectangle, then |X ⊕ Y | is distributed, in certain sense, similarly to how it is distributed when (X, Y ) ⊂ ∼ {0, 1} n+n .
Note that large rectangles can fully control the parity of |X ⊕ Y |: say, if both A and B are the set of strings of even Hemming weight, then 2 |x ⊕ y| for every (x, y) ∈ A × B. Also it is relatively easy to control the marginal values of |X ⊕ Y |: say, an efficient protocol can use binary search to find a poly-logarithmic number of coordinates where the pair of inputs disagree and then test the equality over the rest of coordinates, thus checking whether the distance between the two input values is at most poly-logarithmic. On the other hand, it is intuitively obvious that, other than knowing the parity of |X ⊕ Y |, a large rectangle cannot have a good command of this value's distribution near n /2. The following statement formalises this intuition. 18 Theorem 3. Let A×B ⊆ {0, 1} n+n be a rectangle, k ∈ [n]−1 and µ A×B def = log n U {0,1} n+n (A×B) . If n /2 − √ n · µ A×B ≤ n /14 and | n /2 − k| ≤ n /14, then
where the right-hand side holds only as long as it is 1 + o(1). 19
In other words, large rectangles are not too biased with respect to the likely values of |X ⊕ Y |, as long as we consider at least pairs of consecutive points in the spectrum (this is necessary since singletons are affected by the parity control, as discussed above).
We will use the following result due to Razborov [Raz92] . 
Intuitively, it says that only very small rectangles -those of size 2 −Ω(l) -can contain much more disjoint pairs than pairs intersecting over exactly one element (this was used in [Raz92] to show that the R-complexity of the bipartite disjointness function was Ω(n)). . Assuming that A × B exhibits spectral irregularity -that is, a deviation of rw(·) from 1 -we will find a representative pair of coordinates that, on the one hand, are both not too far from n /2, and on the other hand, whose relative weights are somewhat apart from each other: in combination with Fact 4 this will lead to an upper bound on the size of A × B.
Our way of finding a representative pair will depend on rw({k, k + 1}).
The case of rw({k, k + 1}) > 1. For
let t + + + be the minimal distance from n /2 of a pair of coordinates with relative weight at most 1 + λ+ + + /3 and same parity pattern as in {k, k + 1}:
The integer interval 
. By Hoeffding's inequality (Fact 2), 
let t − − − be the minimal distance from n /2 of a pair of coordinates with relative weight at least 1 − λ− − − /2 and same parity pattern as in {k, k + 1}:
The integer interval
To bound t − − − from above, let us use the fact that the subset of A × B where rw(|x + y|) ≥ 1 − λ− − −/2 must compensate the missing λ− − −/2-portion in the rest of the rectangle:
from where by adding λ− − − 2 · P r P r P r A×B |X ⊕ Y | − n 2 ∈ T − − − to both the sides we get
,
and so, for large enough n,
. Completion. We need a pair of coordinates b 1 , b 2 ∈ [n] − 1 with the following properties:
The pair of coordinates that we have identified in the previous stage (k and a) almost satisfy these requirements: it may happen that the ordering is wrong (say, k > a but rw({k, k + 1}) < rw({a, a + 1})). However, this situation can be addressed by a simple transformation of the rectangle under consideration: if we let
where "¬" stands for the bit-wise negation of a binary string, then, obviously,
That is, the distributions of |X ⊕ Y | corresponding to the rectangles A × B and A × B ′ are symmetrically opposite, and we will get all the three conditions of (30) satisfied either for the rectangle A × B with the coordinates k and a, or the rectangle A × B ′ with the coordinates n − k and n − a. For notational convenience (and without loss of generality), let us assume the former case: that is, the considered rectangle is A × B, and we have a pair of points b 1 , b 2 ∈ [n] − 1 that satisfy the conditions listed at (30) with parameters provided by the appropriate version of our pair-picking algorithm. For the following argument we will use a pair of coordinates: either (b 1 , b 2 ) or (b 1 +1, b 2 +1), let us make the choice. By the nature of the binomial distribution,
Accordingly, our assumptions regarding b 1 and b 2 imply that 1 /2 < rw(b 2 ) + rw(b 2 + 1) and
(1 + Λ) · rw(b 1 ) · (n − b 1 ) + (1 + Λ) · rw(b 1 + 1) · (b 1 + 1) ≤ rw(b 2 ) · (n − b 2 ) + rw(b 2 + 1) · (b 2 + 1).
If we let
and
Recall that rw(b 2 ) + rw(b 2 + 1) > 1 /2 and Λ ∈ (0, 1], consider the following cases. If rw(b 2 + 1) < Λ /7, then rw(b 2 ) > 5 /14 and from (31):
Similarly, if rw(b 2 ) < Λ /7, then rw(b 2 + 1) > 5 /14 and
Lastly, if rw(b 2 ), rw(b 2 + 1) ≥ Λ /7, then it follows from (31) that at least one of
In every case, we have identified a pair of coordinates c 1 , c 2 ∈ [n] ∪ {0}, such that the following holds:
Now let l def = c 2 4(c 2 − c 1 ) and assume that 3 · c 2 ≤ 4 · c 1 (33) -that is, l ≥ 1 (in the end we will make sure that this holds). Suppose that we are given some (x, y)
l and the goal is to distinguish the case of [x ∩ y = ∅] from that of [|x ∩ y| = 1], using the assumed irregularity of A × B (as witnessed by the coordinates c 1 and c 2 ) -that will let us derive the desired conclusion from the hardness of distinguishing the two cases (as expressed by Fact 4).
Consider the following randomised algorithm that we will denote by Ξ.
as follows:
2. Map y to Y 1 ∈ {0, 1} 12l−3 by mapping every y i , i ∈ [4l − 1] to Y 1 | 3i−2,...,3i ∈ {0, 1} 3 as follows:
be the concatenations of c 2 −c 1 2 copies of, respectively, X 1 and Y 1 . 4. Let X 3 ∈ {0, 1} n be the concatenations of X 2 with 0 n− (12l−3)·(c 2 −c 1 ) 2 . 5. Let Y 3 ∈ {0, 1} n be the concatenations of Y 2 with 1 c 2 −(4l−1)(c 2 −c 1 ) and with 0 n−c 2 − (4l−1)(c 2 −c 1 ) 2 . 6. Let S be a uniformly-random permutation of [n] and X 4 , Y 4 ∈ {0, 1} n contain the outcomes of, respectively, S(X 3 ) and S(Y 3 ). 7. Let T ∼ U {0,1} n and X 5 , Y 5 ∈ {0, 1} n contain the outcomes of, respectively, T ⊕ X 4 and T ⊕ Y 4 . 8. Accept if (X 5 , Y 5 ) ∈ A × B and reject otherwise.
In the above description of the procedure Ξ, let us view S, T , X i -s and Y i -s as random variables: some of them hold values that are fixed by those of x and y, others possess entropy of their own. Note however that once the values of S and T are fixed, Ξ becomes a deterministic algorithm with input (x, y).
We claim that if x ∩ y = ∅, then (X 5 , Y 5 ) ∼ U {0,1} n+n subject to |X 5 ⊕ Y 5 | = c 2 , and if |x ∩ y| = 1, then (X 5 , Y 5 ) ∼ U {0,1} n+n subject to |X 5 ⊕ Y 5 | = c 1 . Indeed, suppose that x ∩ y = ∅, then the distance between every pair of corresponding bit-triples of X 1 and Y 1 is exactly 2 and therefore
If, on the other hand, |x ∩ y| = 1, then the distance between all but one pair of corresponding bit-triples of X 1 and Y 1 is 2 and the remaining pair of triples both equal 010, and therefore
The above statement about the conditional distribution of (X 5 , Y 5 ) follows by noticing that steps (6) and (7) map every (X 3 , Y 3 ) to uniformly-random (X 5 , Y 5 ), subject to
As
it follows by (32) that P r P r P r Ξ accepts x ∩ y = ∅ P r P r P r Ξ accepts |x ∩ y| = 1 = P r P r
7 .
Note that conditioned on the values of S and T , the set of pairs (x, y) accepted by Ξ forms a combinatorial rectangle in [4l−1] l × [4l−1] l . Moreover, if we run k independent instances of Ξ for the same input (x, y) and accept if and only if all k executions have accepted, even then the set of accepted pairs still forms a combinatorial rectangle (conditions on the values of both S and T in each instance), as the intersection of many rectangles is a rectangle.
For the version with k repetitions the following holds, due to the mutual independence of the instances:
Let X and Y be random variables that respectively take the values x and y, and let U denote their uniform distribution (i.e., U (
Then the standard counting argument implies that there exist such values of s 1 , . . . , s k , t 1 , . . . , t k that the (deterministic) procedure Ξ k s 1 ,...,s k , t 1 ,...,t k satisfies both
As the acceptance region of Ξ k s 1 ,...,s k , t 1 ,...,t k forms a rectangle, Fact 4 implies that
and so,
In other words, If rw({k, k + 1}) > 1, then (28) and (36) imply
and if rw({k, k + 1}) < 1, then (29) and (36) imply
as required. Lastly, for (33) to hold it is enough for d max ≤ n /14 to hold, which is guaranteed by the assumed n /2 − √ n · µ A×B , | n /2 − k| ≤ n /14 .
Theorem 3
It remains to see how spectral stability of large rectangles implies hardness of GHR for classical interactive protocols.
Theorem 4. R(GHR) ∈ Ω n 1 /3 . Proof of Theorem 4. If there is a randomised protocol of cost c that solves GHR with error at most 1 /8, then for any fixed distribution some choice of the random seed guarantees at most the same error. So, a deterministic protocol Υ of cost c solves GHR with error at most 1 /8 when (X, Y ) ∼ U {0,1} n+n . As there are at most n 2 log n different possible answers, Υ partitions {0, 1} n+n into at most 2 c+2(log n) 2 rectangles, each marked with some answer value. 20 Let V 1 ⊆ {0, 1} n+n be the union of the rectangles of Υ whose size is at least 2 −c−2(log n) 2 −4 (with respect to U {0,1} n+n ), then U {0,1} n+n (V 1 ) ≥ 15 /16. Let V 2 ⊆ {0, 1} n+n be the union of such rectangles C × D of Υ that satisfy P r P r P r (X,Y )⊂ ∼C×D ¬ ℵ(X, Y ) ≤ 16 · P r P r P r (X,Y )⊂ ∼{0,1} n+n ¬ ℵ(X, Y ) ,
20 As the answer length is poly-logarithmic in the case of GHR, we could assume without loss of generality that the protocol's last message always contains the answer (then a deterministic protocol of cost c would partition the input space into at most 2 c rectangles). We avoid that assumption in order to admit efficient protocols for communication problems with long answers. then U {0,1} n+n (V 2 ) ≥ 15 /16 and U {0,1} n+n (V 1 ∩ V 2 ) ≥ 7 /8. Accordingly, P r P r P r (X,Y )∼U {0,1} n+n
This implies existence of a rectangle A × B ⊆ V 1 ∩ V 2 , where, due to (2), P r P r P r (X,Y )⊂ ∼A×B ¬ ℵ(X, Y ) ∈ O (ln n) 2 √ n .
Let us denote by "((j 1 , s 1 ), . . . , (j log n , s log n ))" the answer of Υ on A × B: we know that it is correct with probability at least 6 /7; by the definition of GHR, this means
For large enough n, 
Aiming to benefit from Theorem 3, now we need a lower bound on P r P r P r
The bound has to be above 5 /8, and a typical Chernoff-like estimation would lack the required tightness, so we use Lemma 2:
− o(1) > 21 32
for large enough n. Combining this with (37) and noting that [ n /2 − √ n /2, n /2 + √ n /2 − 1] can be partitioned into pairs { n /2 − √ n /2, n /2 − √ n /2 + 1}, . . . , { n /2 + √ n /2 − 2, n /2 + √ n /2 − 1}, we conclude that for some k ∈ { n /2 − √ n /2, . . . , n /2 + √ n /2 − 2}: In the terminology of the spectral stability statement (Theorem 3) this implies
= µ A ′ ×B ∈ Ω n 1 /3 , and the required c ∈ Ω n 1 /3 follows from (38).
Theorem 4 7 Conclusions
From Corollary 1 and Theorem 4:
Q (GHR) ∈ O(log n) and R(GHR) ∈ Ω n 1 /3 . This demonstrates that quantum SMP, which is the weakest reasonable quantum model, can outperform classical two-way communication, which is the strongest model of feasible classical communication.
What interesting problems are still open? One possible way to complicate the challenge would be to ask for examples where a quantum model outperforms a substantially reinforced classical one (say, AM, where protocols can use both randomness and non-determinism). Two possible objections are coming to mind: First, it seems that most of the known "supermodels" either can be handled by, essentially, the same techniques as R (and therefore are of limited theoretical interest), or are still beyond the analytical reach (like AM) -in the latter case making an excellent subject of investigation besides the context of quantum mechanics. Second, comparing a model that cannot be viewed as classically-feasible to a quantum model would lack the philosophical significance and the appeal of reflecting the super-classical nature of quantum mechanics. 21 We think that the most interesting remaining problem in this area is to analyse the possibility of outperforming classical communication by quantum SMP on more elementary levels than relational problems. Recall the hierarchy of problem types that we mentioned earlier: total functions, partial functions and relations. Obviously, in this context total functions are more elementary than partial functions, while relations are the most sophisticated. In terms of the known super-classical merits of Q , the three types indeed form a hierarchy:
• A total function is known that has an efficient Q -protocol, but no efficient classical simultaneous-messages protocol without shared randomness [BCWdW01] . 22 • A partial function is known that has an efficient Q -protocol, but no efficient classical simultaneous-messages protocol, even with shared randomness [Gav19] . • Our relation GHR has an efficient Q -protocol, but no efficient classical two-way protocol.
Can the first two positions be improved? Namely:
• Can a quantum simultaneous-messages protocol outperform classical simultaneous-messages protocols with shared randomness over a total function? • Can a quantum simultaneous-messages protocol outperform classical one-way protocols over a partial function?
