Models going beyond the rigid-rotor and the harmonic oscillator levels are mandatory for providing accurate theoretical predictions for several spectroscopic properties. Different strategies have been devised for this purpose. Among them, the treatment by perturbation theory of the molecular Hamiltonian after its expansion in power series of products of vibrational and rotational operators, also referred to as vibrational perturbation theory (VPT), is particularly appealing for its computational efficiency to treat medium-to-large systems. Moreover, generalized (GVPT) strategies combining the use of perturbative and variational formalisms can be adopted to further improve the accuracy of the results, with the first approach used for weakly coupled terms, and the second one to handle tightly coupled ones. In this context, the GVPT formulation for asymmetric, symmetric, and linear tops is revisited and fully generalized to both minima and first-order saddle points of the molecular potential energy surface. The computational strategies and approximations that can be adopted in dealing with GVPT computations are pointed out, with a particular attention devoted to the treatment of symmetry and degeneracies. A number of tests and applications are discussed, to show the possibilities of the developments, as regards both the variety of treatable systems and eligible methods.
Introduction
Vibrational and rotational spectroscopies are among the most powerful tools for the study of chemical systems. [1, 2] The investigation of the rotational and rotovibrational spectra of polyatomic molecules has become of basic importance to determine accurate molecular geometries, as well as to get information on molecular force fields, rotovibrational interaction parameters and the relations between structure and chemical-physical properties. Nowadays, there is a constant interplay between molecular spectroscopy and computational chemistry. Indeed, computed data have become crucial for the interpretation of experimental results and, conversely, accurate spectroscopic measurements are used as benchmarks to validate theoretical approaches. [1] [2] [3] [4] [5] [6] The reliability of the theoretical models to support experimental findings is related to their accuracy. To this end, attention is usually concentrated on the choice of the method used to compute the electronic structure. However, the way in which nuclear motions are simulated is often basic, namely the harmonic approximation for vibrations and the rigid-rotor approximation for rotations. However, the neglect of anharmonicity and rotovibrational couplings can lead to significant errors and may result in incorrect interpretations of experimental data. To overcome such a limitation, various strategies have been devised. Among them, the approach based on perturbation theory applied to the expansion of the molecular Hamiltonian in power series of products of vibrational and rotational operators, also referred to as vibrational perturbation theory (VPT), is particularly appealing for its computational efficiency to treat medium-to-large semirigid systems. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] Moreover, some formulations of VPT, such as the Van Vleck contact transformation method, completely justify a generalized model (GVPT2), [44, 45] coupling the advantages of the perturbative development to deal with weakly coupled terms and those of the variational treatment to handle tight coupled ones. Implementation of VPT approaches in computational programs for chemistry has become common and black-box procedures have been devised to offer simple yet reliable ways of computing accurate rotovibrational spectra. [3, 31, [46] [47] [48] [49] [50] [51] [52] [53] [54] Taking into account that the majority of chemical systems fall into the asymmetric top category and because of the simpler formulation, most developments in the last years have been focused on this case. As a result, a significant ensemble of molecular systems, ranging from small to large sizes, and of interest in various research fields, is excluded or approximately treated. Among others, we can mention organic and organometallic compounds as coronene and ferrocene [38, [55] [56] [57] or acetylene derivatives. [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] The proper and effective introduction of symmetry leads to different developments for linear, symmetric, and spherical top systems with respect to the formulation of asymmetric tops. Though the rotational problem is simpler in the first three cases than in the last one, because the rigid rotor problem can be solved analytically, the theory of linear, symmetric, or spherical top molecules shows a number of complications due to the presence of degenerate vibrational modes, that makes analytical expressions for the vibrational interaction terms less simple. [70, 71] The aim of this work is to present a complete framework, able to handle asymmetric tops, as well as, linear and symmetric tops. Starting from the developments already presented in the literature, [29, 32, 47, [72] [73] [74] we review and generalize the formalism in order to completely support intrinsic and accidental degeneracies, where the first ones are generated by the molecular symmetry and lead to further terms in VPT developments, and the latter are not imposed by the symmetry of the Hamiltonian and lead to singularities in the perturbative formulation, for example, the well-known Fermi resonances. [32, 75, 76] Particular attention is devoted to the latter singularities, presenting their treatment both within the rigorous variational-perturbative coupled GVPT approach, and within approximate methods. Moreover, a fully general formulation of the rotovibrational energies is presented to allow a unified treatment of both minima and first-order saddle points of the molecular potential energy surface (PES). Together with spectroscopic quantities, also thermodynamic functions and reaction rates are considered. The general formulation can be used in two different ways. On an experimental level, once we have an effective Hamiltonian for a given vibrational state (or for a polyad of such states), we can attempt to determine the values of the spectroscopic constants by fitting them to the experimental frequencies of transitions between the rotation-vibration states. [2, 21] Such fitting means that we try to obtain the values of the spectroscopic constants that provide the best agreement with the experimental data. On the other hand, we can attempt to evaluate the spectroscopic quantities from a fully quantum mechanical (QM) approach. [3, 5] To do this, we need a molecular equilibrium geometry together with a set of second, third and semidiagonal fourth energy derivatives with respect to normal modes. The quantities entering VPT expressions can be computed by current electronic structure codes at different levels of sophistication. Hartree-Fock (HF), density functional theory (DFT), and second-order Møller-Plesset theory (MP2) models [77] [78] [79] [80] will be employed in this article but also other post-HF models (e.g., MCSCF, CCSD(T), etc.) could be used. In this frame, the expressions derived in the first sections can be used to reproduce and/or to predict the experimentally observed results. In the second part of this article, we will validate our implementation showing the feasibility and the limitations of the GVPT approach based on QM electronic computations in reproducing the experimental results.
Theory
Let us start by reminding that a symmetric top is defined by two properties; the equilibrium configuration of the nuclei has a symmetry axis of order 3 or higher and, if there is more than one axis satisfying the above condition, these axes are all coincident. If all the above conditions are present, the molecule has two equal moments of inertia. Otherwise, the molecule is either an asymmetric top (first condition not met, all moments of inertia are different) or a spherical top (second condition not satisfied, all moments of inertia are equal). Moreover, in a linear-top system all nuclei are aligned and the molecule has one vanishing moment of inertia and two non-null coincident ones. Asymmetric tops have only nondegenerate harmonic vibrational frequencies, whereas linear and symmetric tops have both nondegenerate and doubly degenerate harmonic frequencies, and spherical tops can be affected by degenerations larger than two. The development presented in the following considers systems having at most doubly degenerate harmonic frequencies, letting aside the case of spherical tops.
As the general development of the theory relies on a significant number of equations, in order to make our presentation easier to follow, we have chosen to shift redundant formulas or the most cumbersome equations to specific appendices.
Molecular Hamiltonian and perturbation theory
Within the Born-Oppenheimer approximation, [81, 82] where the total
Hamiltonian of a molecule can be separated into an electronic and a nuclear component, the Eckart-Sayvetz conditions are applied to minimize the coupling between the rotational and vibrational wavefunctions. [76, 83, 84] The rotovibrational QM Hamiltonian for the nuclei in a given electronic state can be written, [32, 76, 85] H nuc 5 h 2 2 X s;g l sg ðJ s 2p s ÞðJ g 2p g Þ1 1 2
where l sg is an element of the effective inverse molecular inertia tensor l and hJ s and hp s are, respectively, the components of the total and vibrational angular momentum operators along the molecule-fixed Cartesian axes s or g. [30, 32, 76, 86] The explicit form of the latter is, hp s 5 X i;j f ij;s Q i P j (2) where f is the matrix of the Coriolis coupling constants. Q i and P i are the mass-weighted vibrational normal coordinate and its conjugate momentum associated to the vibrational mode i, respectively, and the summations run on 3N26 normal coordinates (3N25 for linear systems). V is the PES in which nuclei move and U is a mass-dependent contribution, which vanishes for linear systems, [76, 86] U52 h 
In eq. (1) both l and V can be expanded as Taylor series of the mass-weighted normal coordinates Q about the equilibrium geometry, [32, 76] 
where l e sg 5f½I e 21 g sg is an element of the inverse of the equilibrium inertia moment of the molecule and a i;sg 5ð@I e sg =@Q i Þ. [3, 32, 86] k i 5x i 2 , where x i is the classical frequency of vibrations, and K ijk and K ijkl are respectively the third and fourth derivatives of the potential energy with respect to the normal modes, also referred to as the cubic and quartic force constants, 
This way, H nuc can be treated perturbatively, taking as zerothorder contribution the harmonic oscillator Hamiltonian, H 20 . The separation in perturbative orders of H fg terms has been widely discussed in the literature, and different classification schemes have been proposed. [3, 6, 29, 30, 32, 86] A detailed assignment was proposed by Aliev and Watson (see Table  T2 2 of Ref. [86] ). It is noteworthy that the rigid-rotor term, H 02 , is usually treated as part of the perturbation to avoid rotational energy differences in the denominators of the perturbation development.
Various formulations of perturbation theory have been devised, such as the Rayleigh-Schr€ odinger method [90, 91] (RS), the Bloch projector formalism, [92, 93] or the Van Vleck contact transformation approach (CT). [44, 45] We recall here the main features of the CT method. Differences with the RS development, also commonly used in the literature, will be . . .
where S ðnÞ is chosen in order to diagonalize H up to the n-th order. Up to the second-order, eq. (16) forH corresponds to, 
which is identical to the result derived via RS first-order perturbation theory. [90, 91] For the off-diagonal elements with
A , the first-order interaction term h / (27) which is identical to the matrix element derived via RS second-order perturbation theory. [90, 91] Conversely, the derivation of the off-diagonal elements ofH ð2Þ with B 6 ¼ A from the Rayleigh-Schr€ odinger development is less rigorous. For this reason, an alternative form with respect to eq. (26) has been often used for the treatment of the latter, [95] [96] [97] h / 40 , followed by the transformation step described before. [32, 86] An additional term is usually included to account for the zeroth-order expansion of U [(see eqs. (3) and (4)], [30, 32, 76, 86] 
where C 5 1 for asymmetric and symmetric top systems, and C 5 0 for linear systems. It should be noted that, due to its small contribution, this term is generally neglected. If no resonance occurs, the first-order effect of H 30 does not contribute to the energy of any vibrational state, since both diagonal [eq. (22) ], and off-diagonal [eq. (25) ], terms vanish. Hence, the perturbative corrections to the energy up to the second order are all due toH 40 , with the largest contribution related to the diagonal elements h / ð0Þ Aa jH 40 j/ ð0Þ Aa i. Nielsen first derived the solution for the latter, [29] which was subsequently refined with more general formulas. [29, 30] Later, Pl ıva fixed omissions for symmetric tops with a principal axis of order higher than three, [72] mainly due to missing force constants.
His formulas were in turn corrected by Willetts and Handy. [73] Following those works, we present here a new derivation,
taking advantage of the framework built previously for asymmetric tops, [47, 53] done with an ad hoc tool, based on a symbolic algebra program. [98] By applying specific rules to orient the degenerate normal modes, [70, 71] simple symmetry relations can be established between sets of related cubic and quartic force constants, as well as Coriolis constants. A first detailed classification was done by Henry and Amat in Refs. [60, 99] , for the first, and Refs. [70, 71] for the latter. For the force constants, at variance with eqs. (9) and (10), restricted sums were used in the potential energy expansions. Remembering that the commutator of the two normal coordinates associated to the same harmonic frequency is null, the nonvanishing cubic and quartic force constants with at least one degenerate normal mode for the case of unrestricted summations have been reordered and reported in Tables A1-A9 of Appendix A. The notation adopted in those Tables is similar to the one used by Pl ıva. [72] Moreover, assuming hereafter the highest-order axis of symmetry to be along the z axis in the molecule-fixed reference frame, the symmetry relations affecting the Coriolis terms f ij;s are given in Appendix A. From here on, the subscripts i; j; k; l will be used to indicate generic vibrational modes, degenerate or not, while m; n; o; p will be reserved to nondegenerate modes and s; t; u; v to degenerate ones. When needed, a second subscript c, ; h, i, which takes the values 1 or 2, is used to distinguish the two different normal coordinates associated to the same two-fold degenerate harmonic frequencies. For TSs, the transition vector (i.e., the normal mode with the nondegenerate imaginary frequency) is labeled by the subscript F. In this framework, the vibrational second-order perturbation theory leads to the following expression for the energies, 
with,
and (see Appendix A), 
The elements of the anharmonic matrices v and g are given by, 
In the formulation adopted here, it is easy to see from eqs. (36) to (42) that the matrix elements v Fi , with i 6 ¼ F, are imaginary. They are excluded from the vibrational energy, which contains only real terms, and enter, together with the imaginary frequency x F , in the expression providing tunneling and non classical reflection contributions to reaction rates. [53] It is noteworthy that, at variance with eq. (30), the anharmonic contribution to the vibrational energy is usually expressed in the literature as the sum of v ij ðn i 1d i =2Þðn j 1d j =2Þ and v 0 (or G 0 ) terms. In the specific case of symmetric and linear tops, the v 0 term was omitted by Pl ıva, Willetts and Handy in their respective works. [72, 73] It was included in the derivation proposed by Truhlar and coworkers [39] but it was based on a less general treatment than the one proposed by Pl ıva, which led to discrepancies with respect to the formulas given by Willetts and Handy and obtained in the present work. To the best of our knowledge, this is the first time that all terms needed to compute the vibrational energy as given in eq. (30) It is straightforward to determine transition energies governing vibrational spectra (i.e., at constant n F ) with the relation, mðDn; Dl; n; lÞ5Eðn1Dn; l1DlÞ2Eðn; lÞ
Explicit expressions for the energies of fundamentals, first overtones and combination bands are given in the Appendix B.
Finally, the tunnel probability P, of interest in chemical rate constants computations, can be evaluated using the microcanonical ensemble with the semiclassical TS theory of Miller and coworkers. [100, 101] They used the definitions,
to invert the relation E5Eðn; l; hÞ, where,
and obtain the generalized barrier penetration integral hðn; l; EÞ in terms of the n i and l i quantum numbers of the activated system, with i 6 ¼ F, and the total energy E,
where,
In this framework, the semiclassical tunneling probability P for a one-dimensional barrier is given by, 
where, as usual, only the modes undergoing a change in their quantum numbers between the two states involved in the matrix elements are shown. The off-diagonal elements given in eq. (53) are non-null if N is a multiple of 4, those given in eq. (54) for any symmetric top molecule and the elements of eq. (55) if N is even. The first expressions of U, R and S for the various point groups have been given by Grenier-Besson. [103, 104] The formulas have been re-derived here, with the notation introduced in this work, and validated with respect to those obtained by Grenier-Besson. They are gathered in the Appendix C.
Vibrational first-order resonances
It has been shown that if two states are in resonance it is not possible to make the corresponding off-diagonal term vanish. A resonance can connect two or several vibrational levels and, moreover, multiple resonances can connect a network of levels. The submatrices where the resonances are involved are called polyads. [86, 97] [29, 30, 32, 47] or, more recently, CVPT21K [94] or CVPT21WK. [105] The list of possible off-diagonal first-order interaction terms generalized to linear, symmetric and asymmetric tops is given in Table 1 . Although those methods have been widely discussed in the literature, less attention has been devoted to the identification of a general strategy to determine when an interaction term has to be considered in resonance. Indeed, all the methods presented above rely directly on the identification of the resonant terms. The definition of a singularity giving rise to unphysical contributions is far from straightforward, and different schemes have been proposed. The simplest approach is to check the magnitude of the denominator (i.e., j2x i 2x j j and jx i 2x j 2x k j) with respect to a fixed threshold. If the value is below this limit, the term is considered resonant. Such a scheme does not account for the magnitude of the numerator, which makes difficult the definition of a reliable threshold adapted to a wide range of molecular systems. A more robust solution to this problem has been suggested by Martin and coworkers. [106] Considering two resonant states j / 
where D5 hj2x i 2x j j for type I Fermi resonances and D5 hjx i 2 x j 2x k j for type II Fermi resonances. Consequently, a threshold on the term can be a good marker to evaluate the importance of higher order effects and then if the second-order term has to be treated as resonant. Moreover, this term accounts not only for the energy difference but also for the magnitude of q. In a slightly different formulation, the threshold used to evaluate the presence of first-order resonances is calculated taking into account all high-order expansion terms, obtained subtracting the first two expansion terms from the square root of eq. (57), [105] 
A general approach can be derived from the development presented above, which is to apply to all potentially resonant terms in the VPT2 formulas the transformation described previously,
An interesting feature of this approach is that there is no need for an identification of the resonant terms, which can be inconsistent whenever one has to consider a series of force fields for a given system, or a series of geometries along a reaction path. Indeed, variations in the set of resonant terms can make difficult any comparison of the VPT2 results between two or more simulations. This scheme is similar to the second-order degeneracy-corrected perturbation theory (DCPT2) introduced by Kuhler and coworkers, [108] which will be discussed afterwards. The interest is to prevent the appearance of singularities in the calculation of anharmonic contributions using a simplified variational approach, since the right-hand side of eq. (61) cannot diverge if D becomes small. Far from resonance, the substitution still accounts for the interaction between the vibrational states j / i. It is noteworthy that, at variance with what has been done in Refs. [53] and [108] , this time we apply the transformation of eq. (61) directly on all possibly resonant terms in the effective Hamiltonian, that is all terms in the summation in the right-hand side of eq. (27) which have frequencies differences (i.e., 2x i 2x j or x i 2x j 2x k ) in the denominator. For this reason, we will refer to this approach as degeneracy-smeared vibrational perturbation theory (DSPT2). After the complete development of eq. (27) , the possibly resonant terms can be grouped in sets of 2 or 4 components sharing the same D. For the two terms with the same D the substitution given in eq. (61) 
A 2E
with D5jE As an example, let us consider the terms involving D5 hj2x m 2x n j, jh n m n n jH ð1Þ jðn m 12Þ m ðn n 11Þ n ij 2 hð2x m 2x n Þ 1 jh n m n n jH ð1Þ jðn m 12Þ m ðn n 21Þ n ij
The substitution given in eq. (62) can be carried out with the following definitions,
The transformation to be applied in the case of 4 terms having the same D is straightforwardly derived, All potentially resonant terms and the definition required to apply the transformation given above are gathered in Table 2 . The extension of the DSPT2 treatment to the off-diagonal elements h / i, with associated eigenvalues, 
Nevertheless, the matrix given in eq. (65) is more convenient for the mathematical derivation of the possible resonant terms, on which the previous substitution is applied,
where S accounts for the signs of both ðE 
We then apply the relation given in eq. (68) after the proper identification of the terms involved in the transformation,
The other identification sets to be used in the transformations of the possibly resonant terms in U, R and S are gathered in Table 3 . An alternative way to treat resonances was proposed by Kuhler and coworkers in 1995 and slightly modified by some of us. The difference with the DSPT2 development lies in the terms on which the substitution given in eq. (61) is applied. Indeed, in degeneracy-corrected PT2 (DCPT2), the elements of the v matrix are derived first and the possibly resonant terms are identified within the elements of v ij [eqs. (36) (37) (38) (39) (40) ] and transformed. Further details can be found in Refs. [53] and [108] . For degenerate modes, not treated in those previous works, we use the same transformation as for nondegenerate modes. To illustrate this point, let us consider the last term in the right-hand side of eq. (39) 
The new v matrix obtained by replacing possibly resonant terms in nonresonant ones is then used in the calculations of the vibrational energies.
However, both DSPT2 and DCPT2 transformations can give poor results far from resonance when both numerator and denominator become large. Indeed, when q is large, the equivalence of eq. (57) is not true and, while the VPT2 term jqj 2 =D
can be still valid due to a large D, the DSPT2 and DCPT2 transformations are incorrect. To cope with this shortcoming, an hybrid scheme called hybrid DCPT2-VPT2 (HDCPT2) has been proposed by some of us. In this method, a switch function, K, is used to mix the results from the original VPT2 and the DCPT2 approaches for all possibly resonant terms in v as follows, [53] f HDCPT2 5Kf VPT2 1ð12KÞf DCPT2 (72) where f VPT2 represents the value of a possibly resonant term calculated with the original VPT2 formulation [left-hand side
term in eq. (71)], and f DCPT2 its counterpart calculated by mean of DCPT2 [right-hand side term in eq. (71)]. K is defined as,
where b controls the transition threshold between DCPT2 and VPT2, and a the "smoothness" of the transition. The same scheme applies for the hybrid DSPT2-VPT2 (HDSPT2),
where f VPT2 is the true VPT2 term [e.g., S 1 jq 1 j 2 =D in eqs. (62 or 64)] and f DSPT2 is its DSPT2 counterpart (i.e.,
Vibrational second-order resonances
In analogy with first-order resonances, when two zeroth-order states involved in the contact transformation given by S ð2Þ are close to each other, the off-diagonal elements h / i cannot be canceled out and have to be treated variationally.
Many types of resonances lead to off-diagonal second-order energy corrections. According to the classification of the total change of quanta, there are 1-1, 2-2 and 1-3 second-order resonances. For asymmetric tops, a detailed description of all these off-diagonal terms has been recently given by Rosnik and Polik. [94] The total number of non-zero second-order off- 
The definition of the j terms is reported in Appendix E. The second-order off-diagonal elements are then used within the GVPT2 approach in the variational treatment of the polyads.
Therefore, each polyad contains the deperturbed vibrational energies of the resonances interacting states as diagonal elements, the first-and second-order resonances off-diagonal elements, as well as the possibly l-doublings and l-resonances, also off-diagonal terms. Note that, up to the second order, we will never have h / 
Vibrational partition function for thermodinamics and kinetics
The partition function of a system is the sum of the Boltzmann factors of the energy levels E r each weighted by its degeneracy D r , [110] Unfortunately, an analytical development of Q vib is not available beyond the harmonic level. Several routes have been proposed to deal with this situation. [111] [112] [113] Here, we employ the approximated method proposed by Truhlar and Isaacson, called simple perturbation theory (SPT), in which the formal expression of the harmonic partition function is retained, but the ZPVE and x i terms are replaced with their anharmonic counterparts, [35, 108, 114] 
E 0 is the anharmonic ZPVE given in eq. (32), and mð1; 61 or 0Þ i , defined in eq. (B1), is reduced to m i below for the sake of readability. This approximation leads to analytical expressions for the vibrational contributions to the internal energy U, entropy S, and constant volume specific heat c, [91, 110] 
where R is the Boltzmann universal gas constant.
Rotational Hamiltonian
The termsH 0g (g52; 4; 6; 8; . . .Þ in the effective Hamiltonian are the pure rotational and centrifugal contributions to the energy, which describe the rotational energy levels for the zero-point vibrational state. Their complete treatment has been widely discussed in the literature [3, 6, 32, [115] [116] [117] [118] [119] [120] and we will recall here only some key aspects. The quartic centrifugal termsH 04 form the simplest secondorder contribution toH rot . Their expression results from the second-order effect of H ð1Þ 5H 12 , 
where the tensor s sg1. was originally introduced by Wilson. [121, 122] [123, 124] and collected by Aliev and Watson (see Table 3 of Ref. [120] ). The vibrational contact transformation then leads to the rotational Hamiltonian,
where now bothH 04 andH 06 contain terms that can be reduced by the use of rotational commutation relations. Taking as an example the explicit form ofH 04 given in eq. (87), there are 3 4 581 terms that can be reduced to, 
where J 2 and J 6 are the total angular momentum and the ladder operators, respectively [126] and ½X; Y 1 represents an anticommutator. D and d refer to the quartic distortion constants, U, and u to the sextic ones. The latter coefficients are given in Refs. [86, 115] . The disadvantage of the asymmetric top reduction is that it fails for both genuine and accidental symmetric tops. For the latter, the symmetric top (S) reduction suggested by Winnewisser and Van Eijck can be used, [127, 128] H ðSÞ rot 5
where the expression for the quartic (D and d) and sextic (H and h) distortion constants are presented in Ref. [115] . General expressions for sextic distortion constants have been recently revised in Ref. [129] . For linear molecules, the angular momentum J z is null. In this case, Watson has shown that the molecular Hamiltonian in eq. (1) becomes, [130] 
H rot for linear molecules is then given by, [30, 76, 86, 115] 
in which B e is the equilibrium rotational constant and the explicit formulation of the quartic (D J ) and sextic (H J ) centrifugal distortion constants are given in Refs. [32, 115] .H rot is already in a fully reduced form. The rotational energies for linear tops are obtained by replacing ðJ x 2 1J y 2 Þ with ðJ 2 2J z 2 Þ and then by their eigenvalues,
where J is the total angular momentum quantum number and l the total vibrational angular momentum l5 P s l s .
Vibrational dependence of the rotational Hamiltonian
The operatorsH 22 
Using the symmetry relations for a i;sg and f ij;s given in Refs. [70, 71] and accounting for the doubly degenerate normal modes, the a coefficients for linear and symmetric tops are, [32] 
Taking
Similar simplifications can be applied for x m % x s [note that the factor 1/2, which multiplies the Coriolis terms in eq. (102) 
Computational Details
The theoretical approach presented in the previous section has been included in a development version of the Gaussian package. [131] The implementation can be used with any QM procedure for which analytical second derivatives are available, among which HF, [77] DFT, [78] and MP2 [79] will be explicitly considered in the following. Examples of applications with each model will be given in the next section. Within DFT, the standard B3LYP functional [132] [133] [134] has been used in conjunction with the SNSD basis set, [135] that has been validated for vibrational studies. [136] [137] [138] [139] The double-hybrid functional B2PLYP [140] and MP2 have been used in conjunction with the Dunning correlation-consistent valence aug-cc-pVTZ (AVTZ) and aug-ccpVQZ (AVQZ) basis sets. [141, 142] For ferrocene, an organometallic compound taken as an example of medium-size systems, the B3LYP functional has been used in conjunction with the SNSD basis set for H and C atoms and the double-f ECP basis set of Hay and Wadt augmented with polarization functions (p type with exponent a50:1349150) (aug-LANL2DZ) for Fe, with the LANL2DZ pseudo potential to describe core electrons. [143] The hybrid B3PW91 functional [133] has been also employed in conjunction with the m6-31G basis set, based on 6-31G and improved for first-row transition metals. [144] For triphenylamine, the B3LYP functional has been coupled with the valence double-f polarized basis set 6-31G*. [145] [146] [147] [148] [47, 149] K ijk 5 1 3
It should be noted that the calculation of the cubic and quartic force constants is the most demanding step in terms of computational cost. It can be sped up by using a reduceddimensionality scheme where the numerical differentiations are done along a subset of normal coordinates corresponding to the modes to be treated anharmonically. In this case, the averaging done for K ijk and K iijj is applied over the number of elements actually calculated (1, 2 or 3 for K ijk and 1 or 2 for K iijj ). Note that, if finite differentiation is performed along mode i, but not along modes j and k, the force constants K jjj ; K kkk ; K jjk and K jkk can not be evaluated. The anharmonic corrections for fundamental and combination bands of x i will still be given by eq. (B1) and eqs. (B2) and (B3), respectively, where v ii and g ii terms are unchanged, whereas v ij terms differ from the fully-dimensionality ones for the absence of the elements [see eqs. (36-42)],
More details on those schemes are available in Refs. [150, 151] , while an example of application will be given in the next Section.
A hybrid CCSD(T)/DFT approach has also been used to carry out VPT2 calculations, [137, [152] [153] [154] where the harmonic frequencies are evaluated at the CCSD(T) level and the anharmonic correction at the DFT level. This scheme is based on the observation that most of the discrepancy with experimental results is due to the harmonic frequencies, which can be corrected by employing a higher level of theory. The CCSD(T) harmonic frequencies are inserted in eq. (30) in place of the DFT ones. In order to get reliable results, the equilibrium geometries and the normal coordinates at the CCSD(T) and DFT levels must be consistent. This is automatically checked by our procedure when applying the hybrid scheme.
To overcome the problem of 1-2 resonances in VPT2 calculations, the computational strategies presented in the previous section have been employed. For the DVPT2 and GVPT2 approaches, a term is identified as resonant if the absolute frequency difference in the denominator, D, is smaller than 200 cm 21 and N in eq. (59) Table 4 , were calculated at the MP2, B3LYP and B2PLYP levels of theory, in conjunction with AVTZ and AVQZ, as well as SNSD for B3LYP, basis sets. In the Table, the best theoretical results, computed at the CCSD(T) level, and experimental data are also reported for comparison purposes. For those systems, which are not affected by resonances, the anharmonic corrections calculated with the different methods are very close to one another. The main discrepancies with experimental results are found to be related to the harmonic part. More precisely, the corrections to the nondegenerate frequencies are very close to the observed values, while the corrections to the lowdegenerate wavenumber show a greater sensitivity to the electronic methods and the size of the basis set. For HCN, OCS, and HCP, B3LYP/SNSD gives very good result, while, for HNC, the large anharmonic correction for the degenerate wavenumber is due to its underestimation of the K ðIÞ 1111 quartic force constants. CO 2 represents an interesting test to validate the DCPT2 and DSPT2 schemes in presence of resonances. It has been one of the first molecules used in infrared and Raman measurements and has served as a prototype for the study of resonances. Vibrational wavenumbers for fundamental, overtones and combination bands obtained at the B2PLYP/AVQZ level and with the hybrid scheme, where the CCSD(T)-F12a/ AVTZ harmonic frequencies taken from Ref. [155] are used in conjunction with the B2PLYP/AVQZ force field, are shown in Table 5 . The states are grouped based on the polyads. The well-known type I Fermi resonance that affects this system is due to 2x 1 % x 2 , with normal modes 1 and 2 of (and (symmetry, respectively. The lowest energy states j n i n j ; l i l j i that are affected are collected in the following four polyads: j 1 1 1 2 ; 61 1 i with j 3 1 ; 61 1 i; j 2 2 i with j 4 1 ; 0 1 i and j 2 1 1 2 ; 0 1 i; j 1 2 1 3 i with j 2 1 1 3 ; 0 1 i, and j 2 1 ; 0 1 i with j 1 2 i. Note that the states j 2 1 ; 62 1 i are not involved in the latter polyad since their interaction with j 1 2 i is symmetry forbidden. From a numerical point of view, this is due to the fact that only K ðIÞ mss is non-null for linear systems (see Tables 1 and A2 ). The discrepancies of the GVPT2 frequencies at the B2PLYP/AVQZ level with respect to the experimental results are mostly due to the underestimation of the x 2 harmonic frequency (1344 cm 21 vs. 1351 cm
21
), as confirmed by the improvements obtained with the GVPT2 hybrid scheme, which leads to satisfactory agreements (the discrepancies never exceed 5 cm 21 and are on average 1-2 cm
). DSPT2 and DCPT2 treatments of resonances deserve some considerations. DSPT2 results coincide with their GVPT2 counterparts for all the states that are not affected by resonances. Conversely, DCPT2 provides values equal to GVPT2 ones just for the states that do not contain excitations on degenerate normal modes 1 and 2 (i.e., j 1 3 i and j 2 3 i), while the energies for the states j 1 1 ; 6 1 i; j 2 2 i and j 2 1 ; 62 1 i, which should also be unaffected by the resonance, are underestimated. In the perturbative treatment, these states do not involve resonant terms because those present in the elements of v are exactly erased by those in g when the summations in eq. (30) are performed. DSPT2 reproduces correctly this behavior, while the DCPT2 results are slightly different due to a noncomplete cancellation of the transformed resonant terms.
DSPT2 reproduces well the energies of the states involved in 2-dimensional polyads, while the results are not satisfactory for energies involved in larger dimensionality polyads. This is due to the approximation of treating the interactions terms by simplified twostate interacting matrices, then losing in DSPT2 the simultaneous interactions between more than two states. Despite this, DSPT2 can be used to estimate the energies for the fundamental states, since the latter are usually involved in at most 2-dimensional polyads. 
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Shifting to longer chain linear systems, the results for acetylene and diacetylene are shown in Figure 1 and Table 7 , respectively. Acetylene is a well-known system, for which fundamentals, first overtones, combination bands, and l-doublings have been largely studied in the literature. The results for the vibrational frequencies calculated at the MP2 and B2PLYP levels, with the AVTZ basis set, and B3LYP, with the SNSD basis set, are graphically reported in Figure 1 , together with the ). Experimental values are reported in the x axis at the bottom and the corresponding assignment at the top. The series of four values for each anharmonic frequency stands for, from left to right, VPT2, DCPT2, HDCPT2, DSPT2, and HDSPT2 treatments for possibly resonant terms. Computational methods: MP2 and B2PLYP with AVTZ basis set and B3LYP with SNSD. CCSD(T)/A'CVQZ harmonic and anharmonic frequencies from Table 5 of Ref. [163] . In the hybrid method, the harmonic frequencies are from CCSD(T)/A'CVQZ and the anharmonic force-field from B2PLYP/AVTZ calculations. Experimental values are taken from Ref. [163] for fundamental frequencies, and from Ref. [59] for overtones and combination bands. MAE stands for mean absolute error.
results obtained with the hybrid CCSD(T)/B2PLYP scheme. For each wavenumber value, the series of five marks corresponds, from left to right side, to VPT2, DCPT2, HDCPT2 and DSPT2, and HDSPT2 results. In line with our previous comments, the deviations from experimental values are mainly due to the harmonic part. This error is strongly reduced with hybrid schemes, which yield very good results. The perturbative correction reproduces well the partial lifting of the zeroth-order degeneracy, as can be observed for mð2 1 ; 0 1 Þ and mð2 1 ; 62 1 Þ, as well as, for mð2 2 ; 0 2 Þ and mð2 2 ; 62 2 Þ. Moreover, the inclusion of l-doubling is necessary to lift the degeneracy between mð1 1 1 2 ; 11 1 21 2 Þ and mð1 1 1 2 ; 21 1 11 2 Þ and to obtain accurate energies for the combination energies involving degenerate normal modes. For all electronic methods, no first-order resonances are found with Martin's test. Therefore, the purely perturbative VPT2 approach gives good results, slightly improved with the DSPT2 and DCPT2 methods. This is due to the approximate inclusion of higher-order perturbative terms in the treatment of the possibly resonant terms.
High-resolution infrared and Raman spectra of C 2 H 2 reported in the literature show the presence of fairly weak couplings between vibrational levels of the same symmetry due to second-order resonances. [59, [164] [165] [166] [167] Table 2 in Ref. [165] ). It has been found that those resonances are particularly relevant for the isotopomers of acetylene, whose two bending vibrations are very close in energy. Furthermore, the need to account for these interactions appears crucial in the study of the highly excited trans-bend levels in 12 C 2 H 2 , observed by Field and coworkers using the stimulated emission pumping technique. [168] Our results obtained at the MP2/AVTZ, B3LYP/SNSD and B2PLYP/AVTZ levels show a very good agreement with those of Huet et al. (see Table 6 ). Another case of interacting states, between j 2 4 i and j 2 5 i, was first considered by Mills. [167] In Mills' formalism, the interacting energy is reported in Diacetylene has been extensively studied from both experimental and theoretical points of view, because of its prevalence in hydrocarbon combustion and pyrolysis and is known to be present in the interstellar medium and in the atmospheres of several planets and moons of our solar system. [61, 63, 169] The fundamental frequencies for diacetylene have been calculated at the B3LYP/AVTZ and B2PLYP/AVTZ levels, and with the hybrid scheme, where the harmonic frequencies obtained at the AE-CCSD(T)/cc-pCVQZ level [61] are coupled with the B2PLYP/AVTZ force-field. The results are reported in Table 7 . For this system, Martin's test reveals a weak interaction due to x 3 % 2x 9 for B2PLYP and hybrid calculations, which is not found for B3LYP computations. The B2PLYP result for mð1 3 Þ (890 cm 21 ), calculated with the GVPT2 approach, is in better agreement with the experimental data (872 cm 21 ) than the B3LYP result (901 cm
21
), where the interaction term between the j 1 3 i and j 2 9 ; 0 9 i states is treated at the The vibrational states are indicated as j n i ; l i i. DFT calculations were done in conjunction of the AVTZ basis set. Within the hybrid scheme, the harmonic wavenumbers, obtained at the AE-CCSD(T)/cc-pCVQZ level, were taken from Ref. [61] , and the anharmonic force-field calculated in this work at the B2PLYP/AVTZ level. The experimental values were taken from Refs. [61] and [63] .
[a] VPT2 values, no Fermi resonances identified with Martin's test. [b]
GVPT2 values, one weakly interaction between j 1 3 i and j 2 9 ; 0 9 i states.
perturbative level (VPT2). As expected, the hybrid values show a very good agreement with the observed ones.
From medium to large symmetric top systems
The wavenumbers calculated at the B2PLYP/AVTZ level for the fundamental, first overtones and combination bands for cyclopropane, which is an oblate symmetric top belonging to the D 3h symmetry point group, are reported in 14 ; 0 14 i. GVPT2, which treats variationally the interaction between the latter two states, overestimates the energy of j 1 2 i, whereas that of j 2 14 ; 0 14 i is in agreement with the experimental value. For this case, DCPT2 and DSPT2 reproduce well the energy of j 1 2 i, while for j 2 14 ; 0 14 i the overestimation is similar to that of VPT2. At variance, the results are very good for the combination states involving the excitations of the normal modes labeled as 10 and 14.
As shown above, the hybrid method allows to reduce the computational costs leading to satisfactory results. Table 9 shows the fundamental frequencies for benzene obtained with the hybrid model. Benzene is an oblate symmetric top (D 6h symmetry), which has been widely studied in the literature by both Raman and infrared spectroscopy. [38, [171] [172] [173] [174] In the hybrid computation, the harmonic frequencies have been calculated at the CCSD(T)/ANO4321' level, [175] and the anharmonic force field at the B3LYP/SNSD level. In Table 9 , the fundamental frequencies at the B3LYP/SNSD level are also reported. while mð1 2 Þ and mð1 3 Þ are very satisfactory in all VPT2, DSPT2, DCPT2 and GVPT2 approaches. These considerations show that a good description of the harmonic frequencies is also important to identify correctly the resonant terms affecting the Table 9 since they are equivalent to DCPT2 and DSPT2. Following Amat's rule, h n s ; l s jH 40 jn s ; ðl s 64ÞÞ i and h n s n t ; l s l t j H 40 jn s n t ; ðl s 62Þðl t 72Þ i l-doublings are found to be non-null for benzene. The B3LYP/SNSD results for the R and S constants are shown in Table 10 , together with the values calculated at the B3LYP/TZ2P level, taken as benchmark from Ref. [172] . Note that in Ref. [172] , R and S are reported as r54R and s54S. In both sets of results the resonances are treated at the DVPT2 level. The agreement between the two series of data is remarkable.
Moving to larger systems, the importance of taking into account the anharmonicity appears clearly in Tables 11 and 12 . Table 6 of Ref. [172] . Note that in the reference the values are reported as r54R and s54S.
[a] indicates that the value corresponds with the one reported between parentheses in Ref. [172] . The vibrational states are indicated as j n i ; l i i. In the hybrid method, the harmonic frequencies are calculated at the CCSD(T)/ANO4321' level, from Table  1 of Ref. [175] , and the anharmonic force field at the B3LYP/SNSD one. The experimental values are from Ref. [38] . The values in parentheses have not been observed directly but have been deduced from combination bands. The frequencies treated as resonant (DVPT2/GVPT2) are indicated with a *. MAE stands for Mean Absolute Error. In the first Table, both the harmonic and anharmonic computational results for triphenylamine are compared with the observed frequencies. Triphenylamine has a D 3 three-bladed propeller structure, with a planar central NCCC moiety (see Fig. 2 ), and has found applications in different fields, including for instance photoconductors and semiconductors. [177] [178] [179] [180] With 96 vibrational normal modes, the determination of the complete anharmonic force field for this system is computationally very expensive even at the DFT level. However, within the reduced-dimensionality approach, it is possible to calculate the anharmonic corrections for a small selection of vibrational energies of interest. If the harmonic energy of the latter are well separated from the energies of the vibrations ignored in the anharmonic treatment, the cubic and quartic forces involving normal modes of both sets can be assumed to be negligible. In Table 11 , the anharmonic corrections have been applied to fundamental vibrational states having harmonic wavenumbers larger than 3000 cm 21 which correspond to the CH stretchings region. The calculation has been done at the B3LYP/6-31G* level, and the resonances have been treated with the DSPT2 method. In Table 11 , the empirical fundamental frequencies, obtained scaling the B3LYP/AVTZ harmonic frequencies by a factor of 0.986 (see Ref. [181] ), are also reported, together with the experimental results, measured by FTIR spectroscopy of triphenylamine monomers isolated in an argon matrix. [181] The inclusion of anharmonic effects leads to a significantly better agreement between the theoretical and experimental results with respect to the scaled values.
As a last example, we report the results for ferrocene, an organometallic compound of great interest in biotechnologies and nanotechnologies, with important applications of its derivatives in catalysis, molecular electronics, polymer chemistry, nonlinear optical, and solar engineering. [182] [183] [184] [185] [186] [187] Its geometry has been studied by several theoretical methods and shows a sandwich structure with the metal situated between two parallel cyclopentadienyl rings. A small energy barrier separates the staggered D 5d and eclipsed D 5h rotational orientation of the two rings (see Fig.  2 ), with an energy difference of 0.9 kcal mol 21 from gas phase electron diffraction measurements. [188] [189] [190] In gas phases calculations, the eclipsed conformer is a global minimum, whereas the staggered conformer is a saddle point with an imaginary frequency. In a recent study, a quite good agreement was obtained between the harmonic vibrational frequencies of ferrocene calculated at the B3LYP/m6-31(d) level and the observed values. [190] A noticeable improvement in the theoretical results is obtained by taking into account the anharmonicity. From B3LYP calculations, with the hybrid SNSD/aug-LANL2DZ basis set as discussed in the computational details section, the anharmonic fundamental wavenumbers show a quantitative agreement with the experimental ones, especially for the range above 800 cm
21
, where vibrations involving C and H atoms are excited. The lowest wavenumbers (480 and 496 cm 21 ) are due to the excitations of vibrational modes involving the metal. The latter are better described by the B3PW91 functional, coupled with the SNSD/m6-31G basis set. It is noteworthy that B3PLYP and B3PW91 anharmonic corrections are not significantly different, showing that the discrepancies between the observed and B3LYP values are due again to deficitary description of the harmonic vibrations associated to Fe.
Rotovibrational interaction terms
The importance of including the vibrational corrections to the rotational constants to achieve both accurate rotational Table 12 
Expt.
[c]
Symm. 
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energies and accurate geometrical parameters has been widely illustrated in the literature. [191] [192] [193] [194] [195] The vibrational corrections a, the equilibrium B e and ground vibrational state rotational constants B 0 for the linear systems HCP, OCS, and C 2 H 2 obtained at different computational levels are reported in Table 13 , together with the equilibrium quartic distortion constants. Like for vibrational energies, the discrepancies with the reference values are mainly associated to B e , while the B 0 2B e differences show a lower sensitivity to the change of the computational level. On the other hand, the centrifugal distortion constants have a slightly larger variability. Accurate values for the latter are obtained from calculations involving accurate geometrical parameters and equilibrium rotational constants. The rotational constants for the symmetric top C 3 H 6 at the B3LYP/SNSD level are shown in Table 14 . Those results are compared with experimental and theoretical data, the latter obtained at the highly reliable CCSD(T) level. For this system, a 3;B and a 13;B are affected by a Coriolis resonance, due to x 3 % x 13 (see Table 8 ) and the two associated states, that is, j1 3 i and j1 13 i, are not prevented by symmetry to interact. On the other hand, a 3;C and a 13;C are not affected by resonance, since f 3;13;C vanishes for symmetry reasons. On the other hand, the total rotovibrational corrections to the rotational constants are not affected by resonances. The B3LYP/SNSD calculation shows good results also for equilibrium quartic distortion constants.
Thermodynamics
If the fundamental, overtone and combination energies have to be handled with care because of resonances, it has been shown in the theoretical section that the ZPVE is not affected. Both harmonic and anharmonic ZPVEs of linear (HCN, CO 2 , C 2 H 2 ), and symmetric top molecules (PH 3 , ClCH 3 , FCH 3 ) are shown in Table 15 . On overall, the mean anharmonic correction with respect to the harmonic ZPVE is about 0.4% for CO 2 , 1% for HCN, 1.2% for C 2 H 2 , and 1.4% for the symmetric top systems. It is noteworthy that for all these molecules the magnitudes of the anharmonic corrections are little affected by the choice of the computational method and the basis set, at least in the present cases. From the ZPVE and the anharmonic fundamental energies, a comparison with the experimental thermodynamic data can be achieved by the SPT model. [40, 53] The calculated and experimental absolute entropies at 298.15 K 
Conclusion
The VPT for rotovibrational energies and thermodynamic functions for asymmetric, symmetric and linear top systems has been revised and fully generalized to allow for the treatment of both minima and first-order saddle points of the PES. A particular attention has been devoted to the treatments of off-diagonal elements of the Hamiltonian and the perturbative equations in the presence of resonances. Previous strategies for dealing with firstorder resonances (i.e., GVPT2, DCPT2, and HDCPT2) have been generalized and a new treatment (i.e., DSPT2 and its hybrid counterpart HDSPT2), has been presented and validated. A versatile implementation has been included in the Gaussian package. Several case studies ranging from triatomic to large molecular systems have been explicitly treated by different QM approaches to fully validate the computational tool. The results show that the perturbative developments are very effective and reasonably accurate, and can be applied easily to DFT and DFT/CCSD(T) hybrid levels in conjunction with medium sized basis sets, and with reduced-dimensionality schemes. The latter approximations are particular appealing when dealing with medium-to largemolecules, allowing the inclusion of anharmonicity also in the cases otherwise unpractical due to prohibitive computational cost.
Appendix A: Symmetry Classification of Cubic and Quartic Force Constants and Coriolis Constants
The force constants involving degenerate modes can be related to one another based on symmetry considerations. This section gathers those relations for cubic and quartic force constants, used to define the proper terms to be employed in the vibrational Hamiltonian. The symmetry relations for the cubic and quartic force constants involving degenerate modes are reported in Tables A1-A9 . In the latter, the molecular point group symmetries are labeled with the notation presented in Table A1 . As for force constants, symmetry relations can be introduced also for the Coriolis terms f ij;s . f s1s2;z 51 and f ms1;y 5f ms2;x are the only Coriolis terms that are non-null for linear molecules. For symmetric top systems, f mn;x ; f mn;y ; f ms1;z , and f ms2;z are always zero, and we have used f ðIÞ ss 5f s1s2;z and the following relations in the equations, , to pass from the original 1 bar50:1 MPa values to 1 atm50:101325 MPa (see "reference part" in [204] ). Table A1 . Symmetry groups labels. I and II are non-abelian and abelian, respectively. S N (N=2 even).
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WWW.Q-CHEM.ORG jf ms1;x j5jf ms2;y j ! f ðIÞ ms 5f ms1;x (A1) jf ms2;x j5jf ms1;y j ! f ðIIÞ ms 5f ms2;x (A2) and, jf s1t1;z j5jf s2t2;z j ! f ðIÞ st 5f s1t1;z (A3) jf s1t2;z j5jf s2t1;z j ! f ðIIÞ st 5f s1t2;z (A4) jf s1t1;x j5jf s2t2;x j5jf s1t2;y j5jf s2t1;y j ! f ðIIIÞ st 5f s1t1;x (A5) jf s1t1;y j5jf s2t2;y j5jf s1t2;x j5jf s2t1;x j ! f ðIVÞ st 5f s1t1;y (A6)
Appendix B: Fundamental, First Overtones and Combination Vibrational Excitations
For excitations from the vibrational ground state, the fundamental bands are given by, [33] 
where, between parentheses, n50 and l50 in eq. (44) are omitted, as well as all null quantum numbers related to the normal modes not involved in the excitation. If i is a nondegenerate mode, g ii vanishes and, as l i 5 0, it is usually omitted and only the principal quantum number n i is specified. The expressions for the first overtones are,
Finally, the first combination bands are given by, 
52K s1 t2 u2
c i is the subscript labelling the degenerate representation of mode i, for example c i 5 1 for E or E 1 , c i 5 2 for E 2 , etc. p is a non zero integer number and N indicates the order of the principal symmetry axis. For I and II Group classification see Table A1 . c i is the subscript labelling the degenerate representation of mode i, for example c i 5 1 for E or E 1 , c i 5 2 for E 2 , etc. p is a non zero integer number and N indicates the order of the principal symmetry axis. For I and II Group classification see Table A1 . Table A1 . Table A5 . Non-vanishing quartic energy derivatives K ssss and K sstt with respect to Q ir and their symmetry relations. [60] Symmetry H 
c i is the subscript labelling the degenerate representation of mode i, for example c i 5 1 for E or E 1 , c i 5 2 for E 2 , etc. p is a non zero integer number and N indicates the order of the principal symmetry axis. For I and II Group classification see Table A1 . 
I, II N54; 8; 4p; . . . 
From the above equations it can be observed that the fundamental band for a degenerate mode is degenerate with respect to l, while the first overtone shows a partial lifting of the degeneracy resulting in one nondegenerate and one doubly degenerate levels. Combination bands of two degenerate modes are split into two doubly degenerate levels.
Appendix C: Vibrational l-Doubling Constants
The off-diagonal elements h /
Aa jH 40 j/
Bb i presented in eqs. (53) (54) (55) are all composed by a part dependent on the quantum numbers and a constant one. In the notation adopted in this paper, the explicit form of the latter is given by the following expressions, Table A7 . Non-vanishing quartic energy derivatives K sstu with respect to Q ir and their symmetry relations. [60] 
52K s1 s1t2 u2 Table A1 .
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II N54; 8; 4p; . . . c i is the subscript labelling the degenerate representation of mode i, for example c i 5 1 for E or E 1 , c i 5 2 for E 2 , etc. p is a non zero integer number and N indicates the order of the principal symmetry axis. For I and II Group classification see Table A1 . 
52K s1 t1u2 v2
52K s2 t1u2 v1 
where D i 5128k s = h 2 , and E ij 532x i x j = h 2 . 
where F ij 5x i x j = h 2 ; b 1 51; b j 51=2 (j > 1) and all the contributions are expressed in partial fractions to easily identify the possible first-order resonant terms. When a first-order resonance occurs, the relative term is removed from S ð1Þ in eq. (20) and then from both the diagonal and off-diagonal elements ofH ð2Þ .
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