Abstract-Content-based image retrieval (CBIR) solutions with regular Euclidean metric usually cannot achieve satisfactory performance due to the semantic gap. Hence, relevance feedback has been adopted as a promising approach to improve the search performance. In this paper, we propose a novel idea of learning with historical relevance feedback log-data,and adopt a new methodology called"Collaborative Image Retrieval" (CIR). To effectively search the log data,we propose a novel semisupervised distance metric learning technique, called "Laplacian Regularized Metric Learning" (LRML), for learning robust distance metrics for CIR.Different from previous methods,the proposed LRML method integrates both log data and unlabeled data information through an effective graph regularization framework. We show that reliable metrics can be learned from real log data eventhey may be noisy and limited at the beginning stage of a CIR system.
INTRODUCTION
Distance metrics plays akey role in building an effective content-based image retrieval (CBIR) system. Regular CBIR systems usually adopt Euclidean metrics for computing distances between images that are represented in some vector space. Unfortunately, Euclidean distance is often inadequate primarily because of the well-known semantic gap between low-level feature sand high-level semantic concepts [18] . In response to the semantic gap challenge, relevance feedback techniques have been extensively studied in CBIR [1] andare showneffectivein someapplications.However,they also sufferfrom some drawbacks.The most obvious one is the addition of communication over head imposed on the systems and users. CBIR systems with relevance feedback often require a non-trivial number of iterations before improved search results are obtained. This makes the process inefficient and unattractive for online applications Beyond relevance feedback,several promising directions mergein addressing the semantic gap issue. For example,mage annotation attempts to infer semantic concepts from ow-level image contents. Recent works [4] have shown interesting progress, though major challenges still remain.in this work, we consider an alternative paradigm, called Collaborative Image Retrieval"(CIR),for attacking these mantic gap challenge. CIR has attracted growing interest recently [12, 2] . It avoids the aforementioned major over head on users in image retrieval tasks,by leveraging the his-torical log data of user relevance feedback collected from real CBIR systems over a long period of time. The relevance feedback information is not limited to only the data collectedfromthecurrentsessionofimagesearch. Instead,all of the historical data from prior interaction by a large group of users is utilized to discover useful information. The key for CIR is to find an effective way of utilizing the log data of user relevance feedback so that the semantic gap can be effectively bridged. In this paper, we explore the log data for learning distance metricsrequiredin image retrieval tasks. Recently,learning distance metrics from log data (or called "side information" [3] ) has been actively studied in machine learning. In this paper,we propose novel formulation and develop effective algorithms for distance metrics learning (DML) in the context of CIR.
Regular DML techniques are sensitive to noise and unable to learn a reliable metric when only a small amount of log data is available. In this paper, we propose a new semi-supervised distance metric learning scheme for incorporating unlabeled data in the distance metric learning task. Specifically, we develop a novel Laplacian Regularized Metric Learning (LRML) algorithm, to integrate the unlabeled data information through a graph regularization learning framework. The LRML algorithm is formulated as a Semidefinite Program (SDP), which can be solved to find global optimum efficiently by existing convex optimization techniques. Here we highlight the major contributios in this paper: (1)a novel regularization framework for distance metric learning and a new semisupervised metric learning algorithm; (2)a comprehensive study of a new CIR paradigm with the exploration of real log data; (3)an extensive evaluation of a number of competing metric learning methods for CIR applications.
The rest of this paper is organizedas follows. Section II includes review of related work. Section III defines the distance metric learninproblem and for mulates the proposed semi-supervised distance metric learning technique for CIR applications. Section IV presents our experimental evaluations on some testbed with real user log data collected from a CBIR system. Section V conclusion 
II. RELATED WORK
The major group of related work is the distance metric learning research in machine learning, which can be classified into three major categories. One is unsupervised learning approaches, most of which attempt to find lowdimensional embeddings from high-dimensional input data. Some well-known techniques include classical Principal Component Analysis (PCA) [4] and Multidimensional Scaling (MDS). Some manifold based approaches study nonlinear techniques, such as Locally Linear Embedding (LLE) [5] Another category is supervised metric learning techniques for classification. These methods usually learn metrics from training data associate with explicitclass labels. The representative techniques include Fisher Linear Discriminant Analysis (LDA) [6] and recently proposed methods, such as Neighbourhood Components Analysis (NCA) [7] , Maximally Collapsing Metric Learning [8] , metric learning for Large Margin Nearest Neighbor classification (LMNN) [9] ,etc.
Our DML work is closer to the third category of DML,which learns distance metrics from the log data of pairwise constraints, or known as "side information" [10] , in which each constraint indicates if two data points are relevant(similar)orirrelevant(dissimilar)ina particular learning task. A well-known DML approach was proposed by Xing etal. [10] , who formulated the task as a convexoptimizationproblem,and appliedthe solution to clustering tasks. Following theirwork, there are a group of emerging DML techniques proposed in this direction. For example, Relevance Component Analysis (RCA) learns a global linear transformation by exploiting only the equivalent constraints. In this paper, we propose a new semi-supervised distance metric learning frameworkfor learningeffective and reliable metrics by incorporating the unlabeled data in DML.
III. SEMI-SUPERVISED DISTANCE METRICLEARNING

A. Problem Definition
Assume that we are given a set of n data points C ={x i } n i=1
∈R m ,and two sets of pairwise constraints among the data points: S = {(x i ,x j )| x i and x j arejudgedto berelevant} D = {(x i ,x j )| x i and x j arejudgedto beirrelevant} where S is the set of similar pairwise constraints, and D is the set of dissimilar pairwise constraints. Each pairwise constraint (x i ,x j ) indicates if two data points x i and x j are relevant or irrelevant judged by users under some application context.For any two given data points x i and x j ,let d(x i ,x j ) denote the distance between them. To compute the distance, let A ∈ R m×m be the distance metric,we can then express The formula of distance measure as follows:
Where A is asymmetric matrix of size m×m,andtrstands for the trace operator. In general, A is a valid metric if and only if it satisfies the non-negativity and the triangle inequality properties. In other words,the matrix A mustbe positive semidefinite, i.e., A 0. Generally, the matrix A parameterizes a family of Mahalanobis distances on them vector space R. Specifically, when setting A to be an identity matrix I,the distance in Eqn.(1)becomes the m×m common Euclidean distance Definition1 The distance metric learning (DML) problem m×m is to learn an optimal distance metric A ∈ R m×m Rfrom acollection of data points C on a vector space R m mtogether. with a set of similar pairwise constraints S and a set ofdissimilar pairwise constraints D, which can be formally formulated into the following optimization framework: minf(A,S,D,C) （ 2） where the metric A is a positive semidefinite matrix and f issome objective function defined over the given data Given the above definition, the key to solve the DML problem is to formulate a proper objective function f and then find an efficient algorithm to solve the optimization problem. In the following subsections, we will discuss some principles for formulating appropriate optimizations toward DML. We will then emphasize it is important to avoid overfitting when solving a real-world DML problem.
B. A Learning Framework
One common principle for metric learning is to minimize the distances between the data points with similar constraintsand meanwhile to maximize the distances between the data points with dissimilar constraints. We refer it to a min-max principle. Some existing DML work can be interpreted within the min-max learning framework. For example, [10] formulated the DML problem as a convex optimization problem:
This formulation attempts to find the metric A by minimizing the sum of squared distances between the similar data points and meanwhile enforcing the sum of distances between the dissimilar data points arger than 1. Although the above method has been shown effective for some clustering tasks,it might not be suitable to solving real-world CIR applications, where the log data could be quite noisy and might be limited at the beginningstage of system development. Inpractice,the above DML method is likely to overfit the log data in real-world applications. To enable DML techniques effective for practical applications, the second principle we would like to highlight is the regularization principle, which is a key to enhance the generalization and robustness performances of the distance metric in practical applications. Regularization has played a key role in many machine learning methods for preventing overfitting [11] . For example, in SVMs, regularization is critical to ensuring the excellent generalization performance [12] .Similar to the idea of regularization used in kernel machine learning [21], we formulate a general regularization framework for distance metric learning as follows:
s.t 0 ≥ A whereg(A) is a regularizerdefinedonthe targetmetric A, V s (·) and V d (·) are some loss functions defined on the sets of similar and dissimilar constraints,respectively. γ s and γ d are two regularization parameters for balancing the tradeoff between similar and (dissimilar) constraints as well as the first regularization term. By following the min-max principle,the similar loss function V s (·) V d (·) should be defined in the way such that the minimization of the loss function will result in minimizing (maximizing) the distances between the data points with the similar (dissimilar) constraints. In this paper, we adopt the sum of squared distances expression for defining the two loss functions in terms of its effectiveness and efficiency in practice:
In the next subsection, we will discuss how to select an appropriate regularizer and how to incorporate the unlabeled data information via the above regularization learning framework..
C. Laplacian Regularized Metric Learning
There are a lot of possible ways to choose a regularizer in the above regularization framework. One simple approach used in [2] is based on the Frobeniusnorm definedas follows:
（7）
This regularizer simply prevents any elements within the matrix A from being overlarge. However, the regularizer does not take advantage of any unlabeled data information. Inpractice, the unlabeled data is beneficial to the DML task.By this consideration,we will show how to formulate a regularizer for exploiting the unlabeled data information in the regularization framework Consider the collection of n data points C, we can compute a weight matrix W between the data points:
W i j =10 x i∈N(x j)or xj∈N(x i) otherwise. where N(x j ) denotes the nearest neighbor list of the datapoint x j. to learn a distance metric,one can assume there is some corresponding linear mapping U: R m →R r ,where U =[u 1 ,...,u r ] ∈ R m×r , for a possible metric A.As a result, the distance between two input examples can be computed as:
is the desirablemetric to be learned. By where A = UU T taking unlabeled data information with the weight matrix W,we can formulate the regularizer as follows:
where D is a diagonal matrix whose diagonal elements are equal to the sums of the row entries of W, i.e., D ii = ∑ j ij and L = D-W is known as the Laplacian matrix, and tr stands for the trace function. After designing the above Laplacian regularizer, we formulate a new distance metric learning method, called"Laplacian Regularized Metric Learning" (LRML), within the regularization framework as follows:
( )
D. LRML Algorithm with Applicationto CIR
We now show how to apply the proposed LRML techniqueto collaborative image retrieval and investigate itsrelated optimization in detail. Following the previous work in [2] , we assume the log data collected were in the forms of log sessions, in which every log session correspondstoaparticularuserquery. In each log session,auser first submits an image example to the CBIR system and then judges the relevance on the top ranked images returned by the CBIR system. The user relevance judgements will then be saved as the log data. To apply the DML techniques for CIR, for each log session of user relevance feedback,we canconvertit intosimilar and dissimilar pairwise constraints. Specifically, given a specific query q,for any two images x i and x j ,if they are marked as relevant in the log session,we will put them into the set of similar pairwise constraints S q ; if one of them is marked as relevant,and the other is marked as irrelevant,we will put them into the set of dissimilar pairwise constraints.
As a result,we denote the collection of user relevance feedback log data as L = {(S q ,D q ),q =1,...,Q},where Q is the number of log sessions in the log data set. In the CIR context,we can reformulate the two loss functions of the above
IV. EXPERIMENT
In our experiments, we evaluate the effectiveness of LRML for CIR.We design the experiments for performance evaluation in several aspects. First of all, we extensively compare it with a number of state-of-the-art DML techniques. Secondly,we carefullyexamine if the proposed algorithm is effective to learn reliable metrics by exploiting the unlabeled data for limited log data. Finally, we study if the proposed algorithm is robust to large noisy log data. We employ a standard CBIR testbed [13] ,which consists of 2,000 images in 20 semantic categories from COREL image CDs. Each category consists of exactly 100 images that are randomly selected from relevant examples in COREL CDs. Every category represents a different semantic topic, such as antelope,butterfly,cat,dog,and horse,etc. We obtained the real log data related to the COREL testbed collected by a real CBIR system from the authors in [13] . In their collection, there are two sets of log data .One is a set of normal log data,which contains small noise.The other is a set of noisy log data of relatively large noise.For log data, a log session is defined as the basic unit. Each log session corresponds to a regular relevance feedback session, in which 20 images were judged by user.Thus, each log session contains 20 labeled images that are marked as either "relevant (positive)" or "irrelevant (negative)." Table 1 shows the informationof the log data on the two testbeds. More details can be found in [13] . We proposed a novel distance metric learning scheme for collaborative image retrieval, in which real log data of user relevance feedback were analyzed to discover useful information and infer optimal metrics for image retrieval. To exploit the unlabeled data for the metric learning task, we suggested a new Laplacian Regularized Metric Learning (LRML) algorithm, which leverages the unlabeled data information and ensures metric learning smoothness through a regularization learning framework. We compare the proposedmethodwith a large number of standard options and several new methods proposed recently. The results show that the proposed LRML method is more effective than thestate-of-the-art methods for learning reliable metrics from realistic log data that are noisy.In future work,we will conduct more extensive evaluations and investigate more effective techniques to improve the performance. -bered footnote on the first page.
