Abstract. Let A be an acyclic symmetric matrix of order n. There is a weighted forest F whose adjacency matrix is A. In this paper, using some results on matching polynomials, we provide an explicit formula for eigenvectors of A.
Introduction
For a positive integer n, we denote by Sym n (R), the set of real symmetric matrices of order n. We denote by
[n] the set {1, . . . , n}. For an arbitrary symmetric matrix A, φ(A, λ) = |λI − A| is the characteristic polynomial of A. For an index set U and a symmetric matrix A, A − U is the matrix that is obtained from A by removing rows and columns corresponding to U .
Definition 1 (Acyclic matrix)
. Let A be a symmetric real matrix. We say A is acyclic if A is an adjacency matrix of a weighted forest with real nonzero weights on edges (and possibly on vertices). If A is irreducible, then it is an adjacency matrix of a weighted tree.
Eigenvectors of matrices in linear algebra and eigenvectors of matrices associated with graphs have many applications in algebraic graph theory such as drawing of graphs, partitioning of sparse matrices, partitioning networks, and optimization. See for example [10] , [12] , [14] , and [15] .
There are several theorems such that for some matrices give formulas for the eigenvectors of their eigenvalues. In this paper we use some theorems of matching polynomials of graphs to find a formula for the eigenvectors of acyclic symmetric matrices and weighted trees.
The main results of this paper are Theorems 10 and 17.
Preliminaries
In this section, we review some results on star sets of symmetric matrices and matching polynomials that we need in this paper.
2.1. Star Sets. Let A ∈ Sym n (R) and λ be an eigenvalue of A of multiplicity k. A set U ⊆ [n] is a star set for λ (or λ-star set) of A if |U | = k and λ is not an eigenvalue of the submatrix of A obtained by removing rows and columns with index in U . It is known that for every eigenvalue λ there exists a λ-star set [4] .
By definition of star set, it is clear that for an index set U such that |U | = k, φ(A − U, λ) = 0 if and only if U is a λ-star set. The following lemma characterizes the star sets for simple eigenvalues.
Lemma 2 (Star set of a simple eigenvalue). Let A be a symmetric matrix with a simple eigenvalue λ and a λ-eigenvector α. If u is a row (and column) index of A, then {u} is a λ-star set if and only if α(u) = 0.
Proof. Suppose that {u} is a λ-star set and assume by contradiction that α(u) = 0. Now, by Lemma 7 of [1] , λ is an eigenvalue of A − u, too, a contradiction by assumption ({u} is a λ-star set). Now, suppose that α(u) = 0. Suppose that I is the set of row indices of A and A = 
. Since α(u) = 0, the vectors α and y are independent and we have a contradiction with m A (λ) = 1.
and we have a contradiction. This completes the proof.
2.2. Matching Polynomial. We need these definitions and theorems on matching polynomials. For a given (weighted) graph G and two its vertices u and v, the set of all paths from u to v is denoted by P(u, v). If H is a subgraph of G and u / ∈ V (H), the set of all paths from u to some vertex in H, say z, without visiting H before z, is denoted by P(u, H). When G is a tree, we denote by P u,v the path between u and v.
Definition 3 (Matching). Let G be a simple graph and k be a nonnegative integer. A set of k edges of G is called a matching (or k-matching), if and only if no two edges have a common vertex.
One of the subjects on matchings is algebraic approach and considering generating polynomials. Matching polynomials have been introduced and considered in various areas such as physics and chemistry, see [3] and [5] for background history. We need the following definitions.
Definition 4 (Matching polynomials for simple graphs). Let n ∈ N and G be a simple graph on n vertices. For a nonnegative integer k, we denote by p(G, k) the number of k-matching of G. The polynomial
is the matching polynomial of G.
Assume that G is a simple graph and w : E(G) → R is a weight function on G. We denote this weighted graph by G w . For an arbitrary k-matching m of G, we define its weight as:
Now, we have the definition of matching polynomial of a weighted graph with weights on its edges.
Definition 5 (Weights on edges). Let n ∈ N and G be a simple graph with a weight function w :
For a nonnegative integer k,
is the sum of the weighted k-matchings of G w . The polynomial
is the matching polynomial of G w .
For weighted graphs with weights on edges and vertices, we have the following generalized case:
Definition 6 (Weights on edges and vertices). Let n ∈ N and G be a simple graph with a weight function
is the matching polynomial of G w , where |m| is the number of edges of m.
In case of empty graph, we define µ(∅, x) = 1. For more details, see [3] , [5] , [6] , [8] , and [11] . We know that i.
ii. For every vertex v,
where w(zv) is the weight of the edge zv.
For an arbitrary path P , we define its weight as
w(e) and W (P ) = 1 if P is a vertex.
The following important theorem gives a relationship between paths of a graph and the matching polynomial.
has been used instead of W (P ) in [8, Theorem 6.3] . The following proof is for our general case.
Proof. We prove the statement by induction on V (G) − V (H) − {u}. For brevity, for any subgraph or vertex subset S of G w , we use this notation:
In the case that H is empty or V (G) = {u}, it is easy to see that the statement is true. So, suppose that H is nonempty.
From (1), we have:
So, from (2), we conclude
Also, from (3), we have
By using (4) and (5), we have
2 (µ {v,u} µ {u,H} − µ u µ {v,u,H} ). (6) Now, for the base case of induction, suppose that V (G) = V (H) ∪ {u}. From (6) one can conclude
Since every path from u to H is an edge such as uv where v ∈ V (H), we have:
Hence, the statement is true for the base case of induction. Therefore, for V (H) ∪ {u} V (G), suppose that the statement is true for G w − u and an arbitrary vertex v, v / ∈ V (H), and we have
So, by substituting the relations above, in (6) we have
and hence the statement follows.
Eigenvectors of Acyclic Matrices and Trees
In this section, we give an explicit formula for the eigenvectors of acyclic matrices and weighted trees. When we say two indices u and v of A are adjacent or there exists a path between them, we mean that in the graph associated to A, they are adjacent or there exists a path between them, respectively.
3.1. Simple Eigenvalue. Now, in the following theorem, we give a formula for the eigenvectors of simple eigenvalues of acyclic matrices.
Theorem 10. Suppose that n ∈ N and A is an n × n acyclic symmetric matrix. If λ is a simple eigenvalue of
A and u is an index such that φ(A − u, λ) = 0, then α is a λ-eigenvector, where
Proof. It is sufficient to prove the statement for the tree that contains u in the forest. Since α(u) = φ(A−u, λ) = 0, the given vector α is not zero. It is sufficient to show that for every index v, we have
From (1) and Theorem 7, by putting x = λ and G w = A, we conclude
and hence,
Now, for two vertices v and u, in Theorem 9, put G w = A, x = λ, and H = {v}. Therefore, we have
Since φ(A, λ) = 0,
Now, for two arbitrary adjacent vertices v and z, in Theorem 9, put G w = A, x = λ and H = (induced subgraph by v and z) = e(zv).
We have two following cases: Case 1. Suppose the only path in the forest corresponding to A, from u to H which intersects H in a vertex, meets H at v. So, we have
Since φ(A, λ) = 0 and A − {H, P u,v } = A − P u,z , we have
and we conclude that
and because w(zv)W (P u,v ) = W (P u,z ),
Case 2. Suppose the only path in the forest corresponding to A, from u to H which intersects H in a vertex, meets H at z. So, we have
Since φ(A, λ) = 0 and A − {H, P u,z } = A − P u,v , we have
and because W (P u,z ) =
Therefore, in both cases we have
By putting (9) and (10) in (8), we have
and by simplifying relation above, one can conclude
Therefore, we obtain the relation (7) and the proof is complete.
Remark 11. Pendant vertices and star sets: The index u in Theorem 10, concerning Lemma 2, is a member of a star set. By theorems of star sets or by Theorem 8 we conclude that there exists always such index. One of the problems on star sets is finding a star set. In the case of weighted forests (with at least two vertices) and a simple eigenvalue, since the corresponding eigenvector is nonzero on at least two pendant vertices, the pendant vertices are good choices to find a star set.
In the relation (9) for the root λ we have
Thus, for every vertex v, φ(A − v, λ) is zero or has the same sign with φ(A − u, λ). Therefore, we have
By summing relation (11) over all vertices, we have
The last equality is obtained from Theorem 8. Therefore, we have the following theorem.
Theorem 12. Let n ∈ N and A ∈ Sym n (R) be an acyclic matrix with a simple eigenvalue λ. If u is an index of
A such that φ(A − u, λ) = 0, then there exist a unit λ-eigenvector β and a λ-eigenvector γ such that for every
Example 13. Suppose that A is the following acyclic symmetric matrix and λ is a simple eigenvalue of A. If for the vertex 1 with weight w 1 , we have φ(A − {1}, λ) = 0, namely 1 is a member of a star set, then for the array of the λ-eigenvector α corresponding to the vertex 3, we remove the path from 1 to 3 and we have the graph in Figure 1 . Hence, by Theorem 10 we have 
) is a Laplacian eigenvalue of P n with corresponding eigenvector
).
Example 15 (Eigenvectors of path). Let n ∈ N. We know, from Theorem 14, that the eigenvalues of P n are λ k = 2 cos( kπ n + 1 ) for k ∈ [n] and φ(P n , x) = n k=1 (x − 2 cos( kπ n + 1 )). Since every eigenvector of P n is nonzero on each pendant vertex of the path, (see Remark 11) we choose a pendant vertex as the root and by Theorem 10
for the λ k -eigenvector α k we have
It is obvious that α k (n) = 1. By comparing with Theorem 14, we have the following trigonometric identity:
or equivalently: 
By comparing with Theorem 14, we have the following identity for i, k ∈ [n]: ) .
3.2.
Multiple Eigenvalue. In the following theorem, for multiple eigenvalues of an acyclic symmetric matrix, we give a formula for their corresponding eigenvectors. Proof. By theorems on star sets, deleting k − 1 vertices of a λ-star set from a graph, equivalently removing k − 1 rows and columns of a λ-star set from a matrix, we obtain a graph or a matrix with simple eigenvalue λ. So, by Theorem 10, we acquire a λ-eigenvector corresponding to A − U i and we extend this eigenvector to A by setting zero on U i . These k eigenvectors, obviously, are independent and the proof is complete.
Remark 18 (Matrices of weighted trees). The results of this paper do not have conditions on the diagonal entries of acyclic matrices. Hence, we can use them for various matrices associated to weighted trees, such as the adjacency matrix and the Laplacian matrix.
