Mechanisms leading to speciation are a major focus in evolutionary biology. In this paper, we present and study a stochastic model of population where individuals, with type a or A, are equivalent from ecological, demographical and spatial points of view, and differ only by their mating preference: two individuals with the same genotype have a higher probability to produce a viable offspring. The population is subdivided in several patches and individuals may migrate between them. We show that mating preferences by themselves, even if they are very small, are enough to entail reproductive isolation between patches, and consequently speciation, and we provide the time needed for this isolation to occur. Our results rely on a fine study of the stochastic process and of its deterministic limit in large population, which is given by a system of coupled nonlinear differential equations. Besides, we propose several generalisations of our model, and prove that our findings are robust for those generalisations.
Introduction
Understanding and modeling speciation mechanisms is a very important stake in ecology. However, exact causes of speciation are often unknown [33] . Our motivation is to introduce and study rigorously a stochastic model for speciation by assortative mating. Assortative mating, or mating preference, is a form of sexual selection in which individuals with similar genotypes have a higher reproductive success when they mate among themselves than individuals with different genotypes. As presented in [30, 27] , this form of selection plays a very important role in speciation. We are interested in the particular case of sympatric speciation which is the process through which new species evolve from a single ancestral species while sharing the same space and resources. In this case, it has been observed that "non-random mating is a prerequisite for evolutionary branching" [12] . What is more, biological examples of speciation that involve well studied mechanisms of sexual selection are numerous [29, 34, 26, 4, 32] . However, as raised by recent reviews on speciation [15, 19] , mathematical models allowing to theoretically account for this phenomenon are still needed, and existing models are studied using numerical simulations: for instance in [23] and [27] , the authors obtain speciation scenarios under strong mating preference and constant population size hypotheses, and for reduced range of parameters; in [36] the authors get speciation by combining sexual and ecological selection; or in [14, 12] in addition to assortative mating, individuals vary in their ability to consume the resource.
In this paper, we consider a population of haploid individuals characterized by their genotype at one multi-allelic locus, and by their position on a space that is divided in several patches. This population is modeled by a multi-type birth and death process with competition, which is ecologically neutral in the sense that individuals with different genotypes are not characterized by different adaptations to environment or by different resource preferences. However, individuals reproduce sexually according to mating preferences that depend on their genotype: two individuals having the same genotype have a higher probability of mating success. Besides, individuals can migrate from one patch to another, at a rate depending on the number of individuals carrying the other genotype and living in the same patch. Such stochastic individual-based models with competition and varying population size have been introduced in [3, 13] and made rigorous in a probabilistic setting in the seminal paper of Fournier and Méléard [17] . Then they have been studied notably in [5, 6, 11, 25] . Initially restricted to asexual populations, such models have evolved to incorporate the case of sexual reproduction, in both haploid [35] and diploid [9, 10] populations. To our knowledge, there exist few individual-based models that take into account a component of sexual preference. In [31] the authors considered both random and assortative mating in a phenotypically structured population. The main difference with our approach is that we consider assortative mating for ecologically equivalent populations.
We study both the stochastic individual-based model and its deterministic limit in large population. We give a complete description of the equilibria of the limiting deterministic dynamical system, and prove that the stable equilibria are the ones where only one genotype survives in each patch. We use classical arguments based on Lyapunov functions ( [24, 7] ) to derive the convergence at exponential speed of the solution to one of the stable equilibria, depending on the initial condition. Our theoretical results hold for small migration rates but we conjecture using simulations that they hold for all the possible migration rates. This fine study of the large population limit is essential to derive the behavior of the stochastic process. Using coupling techniques with branching processes, we derive bounds for the time needed for speciation to occur in the stochastic process. These bounds are explicit functions of the individual birth rate and the mating preference parameter. Besides, we propose several generalisations of our model, and prove that our findings are robust for those generalisations.
The structure of the paper is the following. In Section 1 we describe the model and present the main results. In Sections 2 and 3 we state properties of the deterministic limit and of the stochastic population process, respectively. They are key tools in the proofs of the main results, which are then completed. In Section 4 we illustrate our findings and make conjecture on a more general result with the help of numerical simulations. Section 5 is devoted to some generalisations of the model. Finally, we state in the Appendix technical results needed in the proofs.
Model and main results
We consider a sexual haploid population with Mendelian reproduction ( [20] , chap. 3). Each individual carries an allele belonging to the genetic type space A := {A, a}, and lives in a patch i in I = {1, 2}. We denote by E = A × I the type space, by (e α,i , (α, i) ∈ E) the canonical basis of R E , and byᾱ the complement of α in A. The population is modeled by a multi-type birth and death process with values in N E . More precisely, if we denote by n α,i the current number of α-individuals in the patch i and by n = (n α,i , (α, i) ∈ E) the current state of the population, then the birth rate of an α-individual in the patch i writes (1.1)
The parameter b > 0 scales the individual birth rate while the parameter β > 1 represents the "mating preference" and can be interpreted as follows: two mating individuals have a probability β times larger to give birth to a viable offspring if they carry the same allele α. This modeling of mating preferences (that are directly determined by the genome of each individual) is biologically relevant, considering [22] or [21] for instance. In the same way, the death rate of α-individuals in the patch i writes
where K is an integer accounting for the quantity of available resources or space. This parameter is related to the concept of carrying capacity, which is the maximum population size that the environment can sustain indefinitely, and is consequently a scaling parameter for the size of the community. The individual intrinsic death rate d is assumed to be non negative and less than b:
The death rate definition (1.2) implies that all the individuals are ecologically equivalent: the competition pressure does not depend on the alleles α and α carried by the two individuals involved in an event of competition for food or space. The competition intensity is denoted by c > 0. Last, the migration of α-individuals from patchī = I \ {i} to patch i occurs at a rate
(see Figure 1 ). The individual migration rate of α-individuals is proportional to the fre- quency ofᾱ-individuals in the patch. It reflects the fact that individuals prefer being in an environment with a majority of individuals of their own type. In particular, if all the individuals living in a patch are of the same type, there is no more migration outside this patch. Remark that the migration rate from patchī to i is equal for α-andᾱ-individuals, hence to simplify notation, we denote ρī →i (n) = ρ α,ī→i (n) = ρᾱ ,ī→i (n).
Extensions of this model are presented and studied in Section 5. The community is therefore represented at all time t ≥ 0 by a stochastic process with values in R E :
, whose transitions are, for n ∈ N E and (α, i) ∈ E: n −→ n + e α,i at rate λ α,i (n), −→ n − e α,i at rate d K α,i (n), −→ n + e α,i − e α,ī at rate ρī →i (n).
As originally done by Fournier and Méléard [17] , it is convenient to represent a trajectory of the process N K as the unique solution of a system of stochastic differential equations driven by Poisson point measures. We introduce twelve independent Poisson point measures
These measures represent respectively the birth, migration and death events in the population N K α,i . We obtain for every t ≥ 0,
In the sequel, we will assume that the initial population sizes (N K α,i (0), (α, i) ∈ E) are of order K. As a consequence, we consider a rescaled stochastic process
which will be comparable to a solution of the dynamical system
α,i (t), (α, i) ∈ E) t≥0 the unique solution to (1.6) starting from z(0) = z 0 ∈ R E + . The uniqueness derives from the fact that the vector field is locally lipschitz and that the solutions do not explode [7] . We have the following classical approximation result which will be proven in Appendix A:
Assume that the sequence (Z K (0), K ≥ 1) converges in probability when K goes to infinity to a deterministic vector z 0 ∈ R E + . Then
When K is large, this convergence result allows one to derive the global behaviour of the population process N K from the behaviour of the differential system (1.6). Therefore, a fine study of (1.6) is needed. To this aim, let us introduce the parameter
which corresponds to the equilibrium of the α-population size for the dynamical system (1.6), in a patch with noᾱ-individuals and no migration. Let us also define the parameters
for the positivity of ∆). We derive in Section 2 the following properties of the dynamical system (1.6):
Theorem 1.
(i) The dynamical system (1.6) has the following non-null and non-negative equilibria:
• Equilibria for which only one type remains, in only one patch (1.10) (ζ, 0, 0, 0) (0, ζ, 0, 0) (0, 0, ζ, 0) (0, 0, 0, ζ)
• Equilibria for which each type is present in exactly one patch (1.11) (ζ, 0, 0, ζ), (0, ζ, ζ, 0)
• Equilibria for which only one type remains present, in both patches (1.12) (ζ, 0, ζ, 0), (0, ζ, 0, ζ)
• Equilibria with both types remaining in both patches
The only stable equilibria of the dynamical system (1.6) are those defined in Equation (1.11), for which each of the two alleles is present in exactly one patch, and those given in Equation (1.12) for which only one type remains.
The equilibria (1.11) and (1.12) correspond to the case where reproductive isolation occurs since the gene flow between the two patches ends to be null. Recall that we assumed assortative mating, that is to say β > 1. If β = 1, the dynamics of the solutions are completely different. In particular depending on the initial condition, the solution will converge to different equilibria with a nonzero migration rate, that is without reproductive isolation. In this case, the equilibria of the system which lay in D are exactly the line
For any x ∈ [0, ζ], the Jacobian matrix at the equilibrium u(x) admits 0 as an eigenvalue (associated with the eigenvector (1, −1, −1, 1), direction of the line L) and three negative eigenvalues. The following Proposition states that for each x, we can construct particular trajectories of the system which converge to u(x). Proposition 1.1. Let us introduce for any w ∈ (0, +∞) and
The solution z (v(w,x)) of the system (1.6) with β = 1 such that z (v(w,x)) (0) = (w−x, x, x, w−x) converges when t → ∞ to the equilibrium u(ζx/w).
In particular, the equilibria (1.11) are not asymptotically stable since solutions starting in any neighborhood of (1.11) can converge to different equilibria.
As a consequence, we assume β > 1 in the sequel. The following theorem gives the longtime convergence of the dynamical system (1.6) toward a stable equilibrium of interest, when starting from an explicit subset of R E + . To state this latter, we need to define the subset of
and the positive real number
Notice that under Assumption (1.3) and as β > 1,
Finally, for p < b(β + 1) − 2d, we introduce the set
Then we have the following result:
Let p < p 0 . Then • Any solution to (1.6) which starts from D converges to the equilibrium (ζ, 0, 0, ζ).
• If the initial condition of (1.6) lies in K p , there exist two positive constants k 1 and k 2 , depending on the initial condition, such that for every t ≥ 0,
Symmetrical results hold for the equilibria (0, ζ, ζ, 0), (ζ, 0, ζ, 0) and (0, ζ, 0, ζ).
Notice that the limit reached depends on the genotype which is in the majority in each patch, since the subset D is invariant under the dynamical system (1.6). Secondly, when p = 0, the results of Theorem 2 can be proven easily since the two patches are independent from each other. The difficulty is thus to prove the result when p > 0. Our argument allows us to deduce an explicit constant p 0 under which we have convergence to an equilibrium with reproductive isolation between patches. However, we are not able to deduce a rigorous result for all p. Indeed, when p increases, there are more mixing between the two patches which makes the model difficult to study. Nevertheless simulations in Section 4 suggest that the result stays true.
Let us now introduce our main result on the probability and the time needed for the stochastic process N K to reach a neighborhood of the equilibria defined in (1.11).
Theorem 3. Assume that Z K (0) converges in probability to a deterministic vector z 0 belonging to D, with (z 0 a,1 , z 0 A,2 ) = (0, 0). Introduce the following bounded set depending on ε > 0:
. Then there exist three positive constants ε 0 , C 0 and m, and a positive constant V depending on (m, ε 0 ) such that if p < p 0 and ε ≤ ε 0 ,
where T K B , B ⊂ R E + is the hitting time of the set B by the population process N K . Symmetrical results hold for the equilibria (0, ζ, ζ, 0), (ζ, 0, ζ, 0) and (0, ζ, 0, ζ).
The assumption on the initial state is necessary to get the lower bound in (1.19) . Indeed, if (z 0 a,1 , z 0 A,2 ) = (0, 0), the set B ε is reached faster, and thus only the upper bound still holds. Secondly, observe that the time needed to reach a reproductive isolation is inversely proportional to β − 1 which, as studied previously, suggests that the system behaves differently for β = 1. Finally, Theorem 3 gives not only an estimation on the time to reach a neighborhood of the limit, but also it proves that the dynamics of the population process stays a long time in the neighborhood of equilibria (1.11) after this time.
Studies of the dynamical system
In this section, we study the dynamical system (1.6) in order to prove Theorems 1 and 2. In the first subsection, we are concerned with the equilibria of (1.6) and their local stability (Theorem 1). In the second subsection, we look more closely at the case where the migration rate p is lower than p 0 and prove the convergence of the solution to (1.6) toward one of the equilibria with an exponential rate once the trajectory belongs to K p (Theorem 2).
2.1. Fixed points and stability. First of all, we prove that all nonnegative and non-zero stationary points of (1.6) are given in Theorem 1. Let us write the four equations defining equilibria (z A,1 , z a,1 , z A,2 , z a,2 ) of the dynamical system (1.6):
By subtracting (2.1) and (2.2), and (2.3) and (2.4) we get
Therefore equilibria are defined by the four following cases:
1st case: z A,1 = z a,1 and z A,2 = z a,2 . From (2.1) and (2.3) we derive
By summing, we get P (z A,1 ) = P (z A,2 ) where P is the polynomial function defined by:
Then, either z A,1 = z A,2 or z A,1 and z A,2 are symmetrical with respect to the maximum of P which leads to
In the first case z A,1 = z A,2 , Equation (2.1) implies that either z A,1 = 0, which gives the null equilibrium or
which gives equilibrium (1.13). In the second case, we inject the expression of z A,2 in (2.1) to obtain that z A,1 satisfies:
The discriminant of this degree 2 equation is A(A + 2p). Therefore, either
However, these equilibria are not positive.
As previously, we obtain
By summing these equalities, we get
Then, either z A,1 = z A,2 and (2.1) gives that
which gives equilibrium (1.12), or z A,1 = ζ − z A,2 which implies z A,1 (z A,1 /ζ − 1) = 0 and gives equilibrium (1.11).
3rd case : z A,1 = z a,1 , and z A,2 + z a,2 = (bβ − d)/c = ζ. Substituting in Equations (2.1) and (2.4) we get that
Therefore, since ζ = (bβ − d)/c, these equations become
This last equation provides the following possible cases:
• z A,2 = 0, which implies z a,2 = ζ, and from (2.5) z A,1 = z a,1 = 0 (Equilibrium (1.10)),
• z A,2 = ζ, which implies z a,2 = 0, and from (2.5) z A,1 = z a,1 = 0 (Equilibrium (1.10)),
which can be summarized as
The discriminant ∆ of the degree 2 Equation (2.6) was introduced in Equation (1.9). A simple computation gives the sign of ∆:
Thus (2.6) has two distinct solutions:
Since C > 0, both roots z − A,2 and z + A,2 are strictly positive. We finally deduce from (2.5) and (2.6) that in both cases z A,2 = z − A,2 and z A,
This gives equilibrium (1.14) , by symmetry between patches 1 and 2.
The end of this subsection provides a detailed exposition of the stability of fixed points of (1.6). We consider separately each equilibrium and use symmetries of the dynamical system between patches 1 and 2 and between alleles A and a. Equilibrium (1.10): By subtracting (2.2) from (2.1), we obtain:
This equation provides the asymptotic instability since for this equilibrium, z A,1 + z a,1 = 0.
Equilibrium (1.11): We consider the equilibrium (ζ, 0, 0, ζ). The Jacobian matrix of the dynamical system at this fixed point is:
This matrix admits four negative eigenvalues: −b(β − 1), −b(β − 1) − 2p, and an eigenvalue with multiplicity two −(bβ − d). The equilibrium is therefore asymptotically stable.
Equilibrium (1.12): We consider the equilibrium (0, ζ, 0, ζ). The Jacobian matrix of the dynamical system at this fixed point is:
The eigenvalues of this matrix are all negative: −b(β − 1), −b(β − 1) − 2p, and the eigenvalue with multiplicity two −(bβ − d). The equilibrium is therefore asymptotically stable.
Equilibrium (1.13): The Jacobian matrix of the dynamical system at this fixed point is:
and a positive eigenvalue with multiplicity two b(β − 1)/2. The equilibrium is thus unstable.
Equilibrium (1.14): Recall the definition of ζ in (1.9) and assume that z A,1 = z a,1 = ζ. We first prove that at this fixed point,
A straightforward computation leads to
which is negative and thus proves the inequality. From (2.9) we deduce that near the equilibrium (1.14), bβ − d − c(z A,1 + z a,1 ) > 0. The instability then derives from Equation (2.8). This ends the proof of Theorem 1.
2.2.
The case β = 1. This subsection is devoted to the proof of Proposition 1.1. Let us first notice that the equilibria (1.11) are no longer hyperbolic. Moreover, following a similar reasoning to the one in Section 2.1, we obtain that the equilibria of the system which lay in D are exactly the line L = {u(x) = (ζ − x, x, x, ζ − x), x ∈ [0, ζ/2)}. The idea for the rest of the proof is to find a solution of the form
where v(w, x) = (w − x, x, x, w − x) has been introduced in Proposition 1.1. Assuming that ψ is solution to the system (1.6) with β = 1, we deduce that for all (α, i) ∈ E:
Thus γ(t) satisfies the logistic equation
, whose solution starting from 1 is given by
.
In particular γ(t) converges to (b − d)/cw = ζ/w as t → ∞.
A standard computation proves that ψ(t) = γ(t)v(w, x) with γ chosen according to (2.10) is the solution to (1.6) starting from v(w, x) and converges to ζv(w, x)/w = u(ζx/w). This ends the proof.
2.3. Containment and Lyapunov function for a small migration rate. In this subsection, we are mainly interested in Equilibrium (1.11) . Recall the definition of D in (1.16)
First, we prove that we can restrict our attention to the bounded set K p ⊂ D defined in (1.18) . For the sake of readability, we introduce the two real numbers
which allows one to write the set K p defined in (1.18) as
The set K p is invariant under the dynamical system (1.6). Moreover, any solution to (1.6) starting from the set D reaches K p after a finite time.
Proof. First, Equation (2.8) and the symmetrical equation for the patch 2 are sufficient to prove that the subset D is invariant under the dynamical system. Second, we prove that the trajectory reaches the bounded set K p in a finite time and third that K p is stable. The dynamics of the total population size n = z A,1 + z a,1 + z A,2 + z a,2 satisfies
− c((z A,1 + z a,1 ) 2 + (z A,2 + z a,2 ) 2 ).
Since (a + b) 2 ≤ 2(a 2 + b 2 ) for every real numbers (a, b), dn dt ≤ n βb − d − c 2 n .
Using classical results on logistic equations, we deduce that
Let ε be positive, and suppose that for any t > 0, (z A,1 + z a,1 )(t) ≤ ζ − ε, then using (2.8) we have for t ≥ 0,
This contradicts (2.12). As a consequence,
In particular, this result holds for ζ − ε 0 = z min where ε 0 = (p + b(β − 1))/2c. Furthermore, the dynamics of the total population size in the patch 1 satisfies the following equation: 2 .
By noticing that z A,1 z a,1 ≤ (z A,1 + z a,1 ) 2 /4, we get
The last term becomes positive as soon as z A,1 + z a,1 ≤ z min . As a consequence, once the total population size in the patch 1 is larger than z min , it stays larger than this threshold. Using symmetrical arguments, the same conclusion holds for the patch 2. Using additionaly (2.14), we find t min > 0 such that ∀t ≥ t min , (2.17) z A,i (t) + z a,i (t) ≥ z min , ∀i ∈ I, and n(t) ≤ 2ζ + 1.
We now focus on the upper bound of the set K p by bounding from above the total population size in the patch i, for all t ≥ t min ,
This implies that, if α > 0 is fixed, there exists t α ≥ t min such that z A,i (t)+z a,i (t) ≤ z max +α for all i ∈ I and t ≥ t α . Finally, we use a proof by contradiction to ensure that the trajectory hits the compact K p . Let us assume that for any t ≥ t α ,
From (2.8), and choosing an α < p/2c, we deduce that z A,1 − z a,1 converges to 0. In addition with (2.19), we find t α ≥ t α such that for any t ≥ t α ,
We insert (2.20) in the equation (2.15) to deduce that, for all t ≥ t α ,
The first term of the last line is negative under Assumption (2.19), thus, if α is sufficiently small,
This contradicts (2.19) . Thus, the total population size of the patch 1 is lower than z max − α after a finite time. Moreover, (2.18) ensures that once the total population size of the patch 1 has reached the threshold z max , it stays smaller than this threshold. Reasoning similarly for the patch 2, we finally find a finite time such that the trajectory hits the compact K p and remains in it afterwards. This ends the proof of Lemma 2.1.
As D is invariant under the dynamical system (1.6), we can consider the function V : D → R:
It characterizes the dynamics of (1.6) on K p . Indeed, as proved in the next lemma, V is a Lyapunov function if p is sufficiently small. This will allow us to prove that the solutions to (1.6) converge to (ζ, 0, 0, ζ) exponentially fast as soon as their trajectory hits the set K p . Before stating the next lemma, we introduce the positive real number:
(2.23)
where z min and z max have been defined in (2.11). Then we have the following result:
Lemma 2.2. Assume that p < p 0 defined in (1.17). Then V (z(t)) is non-negative and non-increasing on K p , and satisfies 
Since z belongs to K p , the r.h.s of (2.26) can be bounded from above by
Therefore, the condition (2.26) is satisfied if
and under this condition,
Moreover, as the set D is invariant under the dynamical system (1.6), z A,1 stays larger that z a,1 , and z A,1 z A,1 + z a,1 ≥ 1 2 .
In the same way, z a,2 z A,2 + z a,2 ≥ 1 2 .
As a consequence, the first derivative of V satisfies (2.24) for every t ≥ 0.
We now have all the ingredients to prove Theorem 2.
2.4. Proof of Theorem 2. Lemma 2.1 states that any solution to (1.6) starting from the set D reaches K p after a finite time. Let us show that because of Lemma 2.2, any solution to (1.6) which starts from K p converges exponentially fast to (ζ, 0, 0, ζ) when t tends to infinity. To do this, we need to introduce some positive constants
where we recall that z min and z max have been defined in (2.11).
First, we prove that the population density differences z A,1 − z a,1 and z a,2 − z A,2 cannot be too small. To do this, we use the decay of the function V stated in Lemma 2.2:
This implies that
Now, from the inequality ln x ≤ x − 1 for x ≥ 1 we deduce for z in K p ,
where we have used that z ∈ K p and inequality (2.27). Then combining (2.24) and (2.28), we get
which implies for every t ≥ 0:
Now, from the inequality ln x ≥ (x − 1)/x for x ≥ 1 we deduce for z in K p ,
Hence,
and the exponential convergence of z a,1 and z A,2 to 0 is proved. Let us now focus on the two other variables, z A,1 and z a,2 . From the definition of the dynamical system in (1.6), and noticing that |z A,1 (t) − ζ| ≤ ζ as z ∈ K p , we get
Hence, a classical comparison of nonnegative solutions of ordinary differential equations yields
which gives the exponential convergence of z A,1 to ζ. Reasoning similarly for the term z a,2 ends the proof of Theorem 2.
Stochastic process
In this section, we study properties of the stochastic process (N K (t), t ≥ 0). We derive an approximation for the extinction time of subpopulations under some small initial conditions, and then combine the results of this section with these on dynamical system (Section 2) to prove Theorem 3.
Approximation of the extinction time.
Let us first study the stochastic system (Z K (t), t ≥ 0) around the equilibrium (ζ, 0, 0, ζ) when K is large. The aim is to estimate the time before the loss of all a-individuals in the patch 1 and all A-individuals in the patch 2, which we denote by (3.1)
Recall that ζ = (bβ − d)c −1 > 0 and that the sequence of initial states (Z K (0), K ≥ 1) converges in probability when K goes to infinity to a deterministic vector z 0 = (z 0 A,1 , z 0 a,1 , z 0 A,2 , z 0 a,2 ) ∈ R E + . Proposition 3.1. There exist two positive constants ε 0 and C 0 such that for any ε ≤ ε 0 , if there exists η ∈]0, 1/2[ such that max(|z 0 A,1 − ζ|, |z 0 a,2 − ζ|) ≤ ε and ηε/2 ≤ z 0 a,1 , z 0
Remark that the upper bound on T K 0 still holds if z 0 a,1 = 0 or z 0 A,2 = 0. Moreover, if z 0 a,1 = z 0 A,2 = 0, then the upper bound is satisfied with C 0 = 0. In the case where η = 0, the upper bound of the extinction time still holds but not the lower bound. Indeed, as the initial conditions z 0 a,1 and z 0 A,2 go to 0, the extinction time is faster.
Proof. The proof relies on several coupling arguments. Our first step is to prove that the population sizes Z K A,1 and Z K a,2 remain close to ζ on a long time scale. In a second step, we couple the processes Z K a,1 and Z K A,2 with subcritical branching processes whose extinction times are known. We begin with introducing some additional notations: for any γ, ε > 0 and (α, i) ∈ E,
Step 1: The first step consists in proving that as long as the population processes Z K a,1 and Z K A,2 have small values, the processes Z K A,1 and Z K a,2 stay close to ζ. To this aim, we study the system on the time interval
where a ∧ b stands for min(a, b). Let us first bound the rates of the population process Z K A,1 . • We start with the birth rate of A-individuals in the patch 1. Let us remark that as β > 1, the ratio (βx + y)/(x + y) ≤ β for any x, y ∈ R + . Moreover, the function x → (βx+y)/(x+y) increases with x, for any y ∈ R + . Combining these observations with the fact that for any t < T K,ε a,1 ∧ R K,ζ/2 A,1 , 0 ≤ Z K a,1 (t) ≤ ε and Z K A,1 (t) ≥ ζ/2, we deduce that the birth rate of A-individuals in the patch 1, K λ A,1 (Z K (t)), defined in (A.1) can be bounded:
• The migration rate of A-individuals from the patch 2 to the patch 1 is sandwiched as follows for any t < T K,ε a,1 ∧ R K,ζ/2 A,1 : 0 ≤ K ρ 2→1 (Z K (t)) ≤ Kpε.
• The death rate of A-individuals in the patch 1 and the migration rate from patch 1 to patch 2 are bounded as follows:
Hence, using an explicit construction of the process Z K A,1 by means of Poisson point measures as in (1.5), we deduce that on the time interval I K,ε
inf is a N/K-valued Markov jump process with transition rates
and initial value Z K A,1 (0), and Y K sup is a N/K-valued Markov jump process with transition rates
and initial value Z K A,1 (0). Let us focus on the process Y K inf . Using a proof similar to the one of Lemma 1.1, we prove that since the sequence (Y K inf (0), K ≥ 1) converges in probability to the deterministic value z 0 A,1 , lim
for every finite time t > 0, where Φ inf is the solution to
with initial value z 0 A,1 . Let us study the trajectory of Φ inf . The polynomial in Φ(t) on the r.h.s. of (3.4) has two roots (3.5)
As a consequence, Φ > 0 if and
Hence, if ε 0 is chosen sufficiently small and for any ε < ε 0 ,
Thus, we observe that any solution to (3.4) with initial condition Φ inf (0) ∈ [2pcε 0 , +∞[ is monotonous and converges to Φ + inf . Similarly, we obtain that if ε 0 is sufficiently small, then there exists M > 0 such that for any ε < ε 0 , |Φ + inf − ζ| ≤ M ε. We define the stopping time
As in the proof of Theorem 3/(c) in [5] , we can construct a family of Markov jump processes Y K inf with transition rates that are positive, bounded, Lipschitz and uniformly bounded away from 0, for which we can find the following estimate (Chapter 5 of Freidlin and Wentzell [18] ): there exists V > 0 such that,
We can deal with the process Y K sup similarly and find M > 0 and V > 0 such that
Finally, for M 1 = M ∨M and V 1 = V ∧V , we deduce that P(
Using symmetrical arguments for the population process Z K a,2 , we find M 2 > 0 and V 2 > 0 such that
Finally, we set M = M 1 ∨ M 2 and V = V 1 ∧ V 2 . Limits (3.6) and (3.7) are still true with M and V . Thus we have proved that, as long as the size of the a-population in Patch 1 and the size of the A-population in Patch 2 are small and as long as the time is smaller than e KV , the processes Z K A,1 and Z K a,2 stay close to ζ, i.e. they belong to [ζ −(M +1)ε, ζ+(M +1ε)].
Note that if ε 0 is sufficiently small, R
a.s. for all ε < ε 0 . So we reduce our study to the time interval
Step 2: In the sequel we study the extinction time of the stochastic processes (Z K a,1 (t), t ≥ 0) and (Z K A,2 (t), t ≥ 0). We recall that there exists η ∈]0, 1/2[ such that ηε/2 ≤ z 0 a,1 , z 0 A,2 ≤ ε/2. Bounding the birth and death rates of (Z K a,1 (t), t ≥ 0) and (Z K A,2 (t), t ≥ 0) as previously, we deduce that the sum (Z K a,1 (t) + Z K A,2 (t), t ≥ 0) is stochastically bounded as follows, on the time interval I K,ε 2 :
where N K inf is a N-valued binary branching process with birth rate b + p ζ−(M +1)ε ζ−M ε , death rate d + cζ + c(M + 2)ε + p and initial state ηεK , and N K sup is a N-valued binary branching process with birth rate
and initial state εK + 1.
It remains to estimate the extinction time for a binary branching process (N t , t ≥ 0) with a birth rate B and a death rate D > B. Applying (A.2) with i = ηεK , we get:
Moreover, if S N εK denotes the first time before N reaches a size εK ,
(cf. Theorem 4 in [5] ). Thus
The last term of the last line converges to 0 when K tends to 0 according to (3.6) and (3.7) . The first one also tends to 0 according to (3.8) . Thus,
We prove similarly that
We conclude the proof by noticing that the growth rates of the processes N K inf and N K sup are equal to −b(β − 1) up to a constant times ε.
Proof of Theorem 3. We can now prove our main result:
Let ε be a small positive number. Applying Lemma 1.1 and Theorem 1 we get the existence of a positive real number s ε such that lim K→∞ P N K (s ε ) − (ζK, 0, 0, ζK) ≤ εK/2 = 1.
Using Proposition 3.1 and the Markov property yield that there exists C 0 > 0 such that
where by definition, we recall that T K Bε is the hitting time of B ε . Moreover, the migration rates are equal to zero for any t ≥ T K Bε , so Z K a,1 (t) = Z K A,2 (t) = 0, for any t ≥ T K Bε . After the time T K Bε , the A-population in the patch 1 and the a-population in the patch 2 evolve independently from each other according to two logistic birth and death processes with birth rate bβ, death rate d and competition rate c. Using Theorem 3(c) in Champagnat [5] , we deduce that for any m > 1, there exists V > 0 such that
which ends the proof.
Influence of the migration parameter p: mumerical simulations
In this section, we present some simulations of the deterministic dynamical system (1.6). We are concerned with the influence of the migration rate p on the time to reach a neighborhood of the equilibrium (1.11). For any value of p, we evaluate the first time T ε (p) such that the solution (z A,1 (t), z a,1 (t), z A,2 (t), z a,2 (t)) to (1.6) belongs to the set
, which corresponds to the first time the solution enters an ε−neighborhood of (ζ, 0, 0, ζ).
In the following simulations, the demographic parameters are given by: The migration rate as well as the initial condition varies.
Description of the figures: Figure 2 presents the plots of p → T ε (p) − T ε (0). The simulations are computed with ε = 0.01 and with initial conditions (z A,1 (0), z a,1 (0), z A,2 (0), z a,2 (0)) such that z a,1 (0) = z A,1 (0)−0.1 with z A,1 (0) ∈ {0.3, 0.5, 1, 2, 3, 5, 10, 15} and (z A,2 (0), z a,2 (0)) ∈ { (1, 30) , (15, 16) }. Figure 3 presents the trajectories of some solutions to the dynamical system (1.6) in the two phase planes which represent the two patches. We use the same parameters as in Figure 2 and the initial conditions are given in the captions. For each initial condition, we plot the trajectories for three different values of p: 0, 1 and 20.
Conjecture: First of all, we observe that for all values under consideration, the time T ε (p) to reach the set S ε is finite even if p > p 0 . Therefore, we make the following conjecture: For different values of the initial condition, we plot p → T ε (p) − T ε (0). The initial condition is (z A,1 (0), z A,1 (0) − 0.1, z A,2 (0), z a,2 (0)) where z A,1 (0) ∈ {0.3, 0.5, 1, 2, 3, 5, 10, 15} as represented by the colors of the legend; and (z A,2 (0), z a,2 (0)) = (1, 30) on the left, and (z A,2 (0), z a,2 (0)) = (15, 16) on the right. Influence of p when the initial condition in patch 2 is close to the equilibrium: Figure 2 (a) presents the results for (z A,2 (0), z a,2 (0)) = (1, 30) , that is if the initial condition in the patch 2 is close to its equilibrium (recall that ζ = 30 with the parameters under study). Observe that for any value of (z A,1 (0), z a,1 (0) = z A,1 (0) − 0.1), the time for reproductive isolation to occur is reduced when the migration rate is large. Hence, the migration rate seems here to strengthen the homogamy. This is confirmed by Figure 3 Influence of p when a-and A-population sizes are initially similar in patch 2: On Figure 2 (b) we are interested in the case where the A-and a-initial populations in patch 2 have a similar size and the sum z A,2 (0) + z a,2 (0) is close to ζ. Observe that for z A,1 (0) ∈ {5, 10, 15}, the time T ε (p) decreases with respect to p but not as fast as previously. By plotting some trajectories when z A,1 (0) = 10 on Figure 3 (c), we note that the dynamics is not the same as for the previous case ( Fig. 3(a) ). Here, a large migration rate affects the migration outside the two patches in such a way that the equilibrium is reached faster. Finally, Figure 2 (b) also presents behaviors that are essentially different for z A,1 (0) ∈ {0.3, 0.5, 1, 2, 3}. In these cases, the migration rate does not strengthen the homogamy. We plot some trajectories from this latter case in Figure 3(d) where z A,1 (0) = 1. Observe that a high value of p favors the migration outside patch 2 for the two types a and A since the proportions of the two alleles in patch 2 are almost equal at time t = 0. This is not the case in the patch 1 where the value of p does not affect significantly the initial migration outside patch 1 since the population sizes are smaller. Hence, patch 1 is filled by the individuals that flee patch 2 where the migration rate is high. Therefore, both a-and Apopulations increase at first, but the A-individuals remain dominant in patch 1 and thus the a-population is disadvantaged. Finally, the a-individuals that flee the patch 2, find a less favorable environment in patch 1 and therefore the time needed to reach the equilibrium is extended because of the dynamics in patch 1. Figure 3 . For four different initial conditions, we plot the trajectories in the phase planes which represent the patch 1 (left) and the patch 2 (right) for t ∈ [0, 10] and for three values of p: p = 0 (red), p = 1 (blue), p = 20 (green). The initial condition is given under each pair of plots in the format (z A,1 (0), z a,1 (0), z A,2 (0), z a,2 (0)). Note that the initial conditions on (a) and (c) (resp. (b) and (d)) corresponds to the dark green (resp. light green) curve on Figure 2 (a) and 2(b).
As a conclusion, similarly to the case of selection-migration model (see e.g. [1] ) migration can have different impacts on the population dynamics. On the one hand, a large migration rate helps the individuals to escape a disadvantageous habitat [8] but there are also risks to move through unfamiliar or less suitable habitat. Thus, a trade-off between the two phenomena explains the influence of p on the time to reach the equilibrium.
Generalisations of the model
Until now we studied a simple model to make clear the important properties allowing to get spatial segregation between patches. We now prove that our findings are robust by studying some generalisations of the model and showing that we can relax several assumptions and still get spatial segregation between patches.
5.1.
Differences between patches. We assumed that the patches were ecologically equivalent in the sense that the birth, death and competition rates b, d and c, respectively, did not depend on the label of the patch i ∈ I. In fact we could make these parameters depend on the patch, and denote them b i , d i and c i , i ∈ I. In the same way, the sexual preference β i and the migration rate p i could depend on the label of the patch i ∈ I. As a consequence, the dynamical system (1.6) becomes (5.1)
this condition ensures that the points given by (1.11) and (1.12) are still equilibria of the system. Theorems 2 and 3 still hold with this new definition for the migration rate. 5.3. Number of patches. Finally, we restricted our attention to the case of two patches, but we can consider an arbitrary number N ∈ N of patches. We assume that all the patches are ecologically equivalent but that the migrant individuals have a probability to migrate to an other patch which depends on the geometry of the system. Moreover, we allow the individuals to migrate outside the N patches. In other words, for α ∈ A, i ≤ N , j ≤ N + 1 and n ∈ (N A ) N , ρ α,i→j (n) = p ij n A,i n a,i n A,i + n a,i , where the "patch" N + 1 denotes the outside of the system. As a consequence, we obtain the following limiting dynamical system for the rescaled process, when the initial population sizes are of order K in all the patches: for every 1 ≤ i ≤ N ,
For the sake of readability, we introduce the two following notations: Let N A be an integer smaller than N which gives the number of patches with a majority of individuals of type A. We can assume without loss of generality that z A,i (0) > z a,i (0), for 1 ≤ i ≤ N A , and z A,i (0) < z a,i (0), for N A + 1 ≤ i ≤ N.
Let us introduce the subset of (R A + ) N D N A ,N := {z ∈ (R A + ) N , z A,i − z a,i > 0 for i ≤ N A , and z a,i − z A,i > 0 for i > N A }, We assume that the sequence (p ij ) i,j∈{1,..,N } satisfy : for all i ∈ {1, .., N }, Then we have the following result:
Theorem 4. We assume that Assumption (5.3) holds. Let us assume that Z K (0) converges in probability to a deterministic vector z 0 belonging to D N A ,N with (z 0 a,1 , z 0 A,2 ) = (0, 0). Introduce the following bounded set depending on ε > 0: Then there exist three positive constants 0 , C 0 and m, and a positive constant V depending on (m, ε 0 ) such that if ε ≤ ε 0 ,
where T K B , B ⊂ R E + is the hitting time of the set B by the population process N K . The proof is really similar to the one for the two patches. To handle the deterministic part of the proof, we first show that for every initial condition on D N A ,N , the solution of (5.2) hits the set
in finite time, and that this set is invariant under (5.2). Then, we conclude with the Lyapunov function
As a conclusion, several generalisations are possible and a lot of assumptions can be relaxed in the initial simple model. We can also combine some of the generalisations for the needs of a particular system. However, observe that the mating preference influences the time needed to reach speciation in the same way.
We now recall a well known fact on branching processes which can be found in [2] p 109.
Lemma A.1.
• Let Z = (Z t ) t≥0 be a birth and death process with individual birth and death rates b and d. For i ∈ Z + , T i = inf{t ≥ 0, Z t = i} and P i is the law of Z when Z 0 = i. If d = b ∈ R * + , for every i ∈ Z + and t ≥ 0,
