The Hodge tau-function is a generating function for the linear Hodge integrals. It is also a tau-function of the KP hierarchy. In this paper, we first present the Virasoro constraints for the Hodge tau-function in the explicit form of the Virasoro equations. The expression of our Virasoro constraints is simply a linear combination of the Virasoro operators, where the coefficients are restored from a power series for the Lambert W function. Then, using this result, we deduce a simple version of the Virasoro constraints for the linear Hodge partition function, where the coefficients are restored from the Gamma function. Finally, we establish the equivalence relation between the Virasoro constraints and polynomial recursion formula for the linear Hodge integrals.
Introduction
Let M g,n be the moduli space of stable curves of genus g with n marked points, and ψ i be the first Chern class of the cotangent space over M g,n at the ith marked point. Let λ j be the jth Chern class of the Hodge bundle over M g,n . The linear Hodge integrals are the intersection numbers of the form
They are defined to be zero when the numbers j and d i do not satisfy the condition
The Hodge tau-function exp(F H (u, q)) is a properly arranged generating function for the linear Hodge integrals. In [15] , Kazarian proved that it is a tau-function for the KP hierarchy. It is a basic fact that the space of all tau-functions of the KP hierarchy forms an orbit under the action of the so-called GL(∞) group. And this group is constructed via the exponential map from the infinite dimensional Lie algebra gl(∞) [21] . The Virasoro operators L m , m ∈ Z, actually belong to this Lie algebra. They are in the form
(k + m)q k ∂ ∂q k+m + 1 2 a+b=m ab ∂ 2 ∂q a ∂q b + 1 2 i,j>0,i+j=−m q i q j , and they form a representation of the Virasoro algebra. In fact, the Hodge taufunction exp(F H (u, q)) can be defined using the Virasoro operators. Let φ 0 (u, q) = q 1 , and for k ≥ 0,
The function F H (u, q) is defined as
Recently, Alexandrov introduced a method of constructing Virasoro constraints for the Hodge tau-function using the Kac-Schwarz operators [2] . However, the power series used to describe the constraints in [2] are rather complicated. In this paper, we first present a simpler version of the Virasoro constraints for the Hodge tau-function exp(F H (u, q)) using Virasoro operators. Later we will see in details that this simple version allows us to establish the equivalence relation between the Virasoro constraints and the polynomial recursion relation for the linear Hodge integrals.
Theorem 1 Define the power series η to be η = 2 log(1 + z) − 2z 1 + z .
And for m = −1, 0, 1, 2, . . . , we let
(a) The Hodge tau-function exp(F H (u, q)) is annihilated by the infinite sequence of operators {V 
where
We give two proofs of the above theorem. In Sect.3.1 we give the first proof, using the Virasoro constraints for the Kontsevich-Witten tau-function and the main theorem in [18] . We introduce a method to compute the conjugation of Virasoro operators using power series in one variable z, and then prove Theorem 1 without considering any knowledge of matrix model and Kac-Schwarz operators. Note that, after setting u = 0, formula (5) recovers the Virasoro constraints for the Kontsevich-Witten tau-function. The case m = −1 in formula (5) will give us the string equation for the linear Hodge integrals. And the case m = 0 will lead to the statement (b) in the above theorem, which implies the dilaton equation.
The expression of string and dilaton equations are well-known, and can be found in many papers such as [13] . We will give a brief argument about how to obtain these two equations using Theorem 1 in Appendix A.1. Our first application of Theorem 1 is to obtain the Virasoro constraints for the linear Hodge partition function in our next result. The linear Hodge partition function exp(F H (u, t)) is a generating function for linear Hodge integral, where
The existence of Virasoro constraints for exp(F H (u, t)) has been confirmed in many papers, (see, for example, [20] , [25] ), but these former results do not provide the Virasoro equations. Here, we present the Virasoro constraints for exp(F H (u, t)) in a simple equation form, where the coefficients involve a set of rational numbers {C i }. These numbers appear as the coefficients of the Stirling's approximation of gamma function Γ(z):
Corollary 2 The linear Hodge partition function exp(F H (u, t)) is annihilated by the infinite sequence of operators { V (H) m } (Virasoro constraints) as
and
Here we use the notation
m } form a subalgebra of the Virasoro algebra, namely,
m+n , m, n ≥ −1, and they are generated by V (H)
In Sect.3.2, we prove this corollary. And we will see that the strategy used in [20] and [25] , which is based on formula (44) (cf. [9] , [11] ) derived from Mumford's theorem [24] , will eventually result in our expression (11) . The numbers {C i } have some other interesting properties, which will be introduced in Sect.2.
It is commonly assumed that the generating function of enumerative problems enjoy similar properties which are related to each other, such as Virasoro constraints, integrable hierarchy, cut-and-join type equation and Eynard-Orantin recursion relation. For example, the Eynard-Orantin recursion for the ψ-class intersection numbers is exactly the DVV-formula [6] for the intersection numbers, which is equivalent to the Virasoro constraints for the Kontsevich-Witten generating function. And other examples including simple Hurwitz numbers, Mirzakhani's recursion relation for the Weil-Petersson volumes of the moduli spaces of bordered Riemann surfaces [22] and Grothendieck's dessins d'enfants [16] indicate the same phenomenon.
In the case of linear Hodge integrals, the recursion relation has been established in [23] by calculating the Laplace transform of the cut-and-join equation of the Hurwitz numbers [15] , (see Eq.(63)). We present this recursion formula as Eq. (47) in Sect.4. Furthermore, the direct image of the recursion formula by the projection map of the spectral curve on C is exactly the Bouchard-Mariño conjecture [8] , which has been solved in [3] using matrix integral representation of simple Hurwitz numbers, and in [8] , [23] using the recursion formula. For the Hodge tau-function, let us recall the following theorem from [15] , which is also derived from the cutand-join equation of the simple Hurwitz numbers.
Theorem 3 (Kazarian, [15] ) The tau-function exp(F H (u, q)) is subject to the differential equation
Here M k is the cut-and-join type operator. For k ≤ 0, it is in the form
and L i is the Virasoro operator.
Naturally, it is considered (mentioned in [2] ) that the recursion relation for the linear Hodge integrals should be equivalent to its Virasoro constraints. In Sect.4, we will establish this equivalence relation by proving the following result. In our proof, we do not require any knowledge of Hurwitz number and its cutand-join equation. In Sect.4.1 we show that the recursion formula is equivalent to Kazarian's formula (13) . Then, in Sect.4.2, we prove Kazarian's formula directly using Theorem 1. Thus, we have obtained an independent proof of the recursion formula. As a completion of establishing the equivalence relation, we give the second proof of Theorem 1 in Sect.4.3 using the following result, which allows us to produce the Virasoro constraints for the Hodge tau-function using Kazarian's formula. Note that we will use the coefficient operator [z i ] throughout our context. That is,
Then, we have
The tau-functions and their relations
The intersections of the ψ-classes are evaluated by the integral:
The Kontsevich-Witten generating function in variables t k is defined as
From the linear Hodge partition function (9), we can see that
It is well-known that exp (F K (q)) is a tau-function for the KdV hierarchy [17] . The function F H (u, q) defined in (3) can be obtained from F H (u, t) after the a change of variables t k = φ k (u, q), that is,
The polynomials φ k (u, q) can also be described in the following way (cf. [15] ). Let
Consider the following sequence of polynomials φ k (u, z):
Then φ k (u, q) can be obtained by replacing z m with q m in φ k (u, z), and they satisfy Eq.(2). If we set u = 0, the polynomial φ k (u, q) only has the term (2k − 1)!!q 2k+1 , and exp(F H (0, q)) is exactly the Kontsevich-Witten tau-function exp(F K (q)). Next, we present some known relations between the tau-functions, which will be used to construct the Virasoro constraints in the next section. First we recall some important power series and results that have been introduced in the paper [18] . Let h be the series defined as
where the numbers {b i } are uniquely determined by the following relation,
Remark: For the numbers {C i }, we have, [19] . From the stirling's approximation of gamma function, we have another presentation:
Here B 2k 's are the Bernoulli numbers defined by:
Furthermore, for i ≥ 1, C i can also be explicitly expressed by the following formula
where d 3 (n, k) is defined to be the number of permutations on n elements consisting of k permutation cycles with length greater than or equal to 3, (see [5] ). The series h is a solution to the following equation
For m > 0, let {a m } be the set of numbers determined by the following equation
If we let the inverse function of h be η, then
And, by Eq. (19), we can see that the expression of η is exactly Eq.(4). For m > 0, the operators L m and the numbers {a m } appear in the following relation between Hodge tau-function and Kontsevich-Witten tau-function, [18] .
Theorem 6
For the two tau-functions exp(F H (u, q)) and exp(F K (q)), we have
Eq. (22) is actually equivalent to Eq.(44), which is deduced from Mumford's theorem (cf. [24] , [9] and [11] ). Note that both of the operators exp(U ) and exp(P ) belong to GL(∞). Hence the KP integrability is preserved in this expression. At the end of this section, we give an important property for a special type of generating function. Note that this is an independent result (not just for the Hodge tau-function):
Proposition 7 Let F (u, q) be a formal series in variables u and q k , k ≥ 1. If F (u, q) can be represented as a function of u and { φ k (u, q)}, then for the operator
Especially, the Hodge tau function satisfies Eq. (23) .
Proof. It suffices to prove
for k ≥ 0. Let
Then the operator e X acts as the change of variables (see Lemma 9 and 10 in [18] ):
Note that φ 0 (u, q) = q 1 , and (see Eq. (35)), e ad X (2m∂q 2m ) = E (m) . Then Eq. (24) can be shown easily by doing induction on k and using Eq.(25).
Virasoro constraints
The Virasoro constraints for the function exp(F K (t)) are [14] :
Since the Kontsevich-Witten tau-function exp(F K (q)) has no even variables q 2k 's, we can deduce that V
Generally speaking, for a tau-function τ , if there exists an operator A, such that
and the operator
And
2m } form a set of Virasoro constraints for τ . The formula
can help us with the computation. Here " ad j " is the notation for the nested commutator:
On the other hand, one must check that the conjugation (27) is well-defined, and does not give us a divergent result. This strategy guarantees the existence of the Virasoro constraints. However, one can see that the direct computation using (27) usually results in an infinite summation of differential operators with infinite many variables. Hence, seeking a better way to compute such conjugation becomes necessary. Based on the known relations introduced in the previous section, we will derive the Virasoro constraints
for the Hodge tau-function in the next subsection using this strategy. And we will introduce a technique to compute such conjugation using power series in one variable.
Remark: In [2] , Alexandrov established the following formula
that connects the Hodge and Kontsevich-Witten tau-functions, where C(u) is an unknown Taylor series in u and G + is a GL(∞) operator formed by Virasoro operators. The series C(u) is conjectured to be one (Conjecture 2.1 in [2] ). Hence this formula confirmed a weaker version of the conjecture raised in [1] . Using this formula, Alexandrov obtained a set of Virasoro constraints for Hodge tau-function described by equations (2.193)-(2.196) in [2] . In [18] , Alexandrov's conjecture in [1] has been proved using Theorem 6. In fact, this theorem allows us to specify the prefactor C(u), and hence prove Conjecture 2.1. But since we do not use the results and methodology in [2] , the proof of Conjecture 2.1 is not considered in this paper. These two formulas produce different expressions of the constraints (including the first order constraints E (m) ). For example, the operator V
while the operator L
consists of infinite number of Virasoro operators. On the other hand, these two sets of constraints are equivalent to each other, since they are both obtained from the Virasoro constraints of KontsevichWitten tau function through conjugation.
Proof of Theorem 1
In this subsection, we prove Theorem 1. From the formula in Theorem 6, we can see that the relation between two tau-functions has two parts, and we express the relation using the following diagram:
For the first part, since the operator exp(P ) preserves the KP integrability, and does not include the variables q 2k , the function exp(P )·exp(F K (q)) is in fact a taufunction for the KdV hierarchy. Now, we consider the conjugation e P V (K) 2m e −P . The operator exp(P ) acts as a shift on variables q 2k+3 , (k ≥ 1). Hence
Since e P · e F K (q) has no even variables q 2k , we can deduce that
The operators {L 2m + P
m + 1 8 δ m,0 } form a set of Virasoro constraints for the tau-function exp(P ) · exp(F K (q)). Next, we set
Then we can conclude that m } is a set of Virasoro constraints for exp(F H (u, q)).
In the rest of this subsection, not only will we see that Eq.(31) is well-defined, but also we will compute the explicit expression of
(The reason why we choose P m . Let U = X + Y , where X is defined in the proof of Proposition 7, and Y is the second order derivative part. Since Y commute with the first order differential operator ∂q k , and ad n X ∂q k is always a first order differential operator for n ≥ 1, we have
We can see that ad 
for m, n ∈ Z. Using the formula (28), we can see that this conjugation will give us a well-defined linear combination of {L i } with i ≥ 2m, plus a constant term −u 2 /24 when m = −1. In order to obtain the explicit expression of the operators P m , we introduce the next lemma, which tells us that the coefficients of the operator can be restored from a power series.
Then,
Proof. (a) We consider the set of power series f k (z) defined as
for k ≥ 1. If we expand the right hand side of the above equation, we obtain
A straightforward computation shows that
The above two equations give us
Then (a) follows from the definitions of P Next, we compute p m (z) and G m (z). Using the Zassenhaus formula (see [4] , [18] ), we have
where g(z) is a power series with no constant term. The differential operator on the right hand side of the above equation performs a change of variables z → η(z). Then
Proof. (a) By Eq. (21), we have
Since η is the inverse function of h, using Eq.(18), we can obtain Eq. (36).
Hence, (see the argument of Eq.(67) in Appendix A.2),
By Eq. (20), we have
And we can conclude that, g(z) = 2 log z(1+h) h , and
Now, if we let
then, by Lemma 9 and the above proposition, we have
From Lemma 8, we can see that
Therefore, we have proved the statement (a) in Theorem 1.
Next we prove the statement (b) of Theorem 1. Since F K (q) does not depend on parameter u, we have u∂ u exp(F K (q)) = 0. Then, after computing exp(P )(u∂ u ) exp(−P ), we get
By Eq.(30), we can deduce that
Observe that
And we have the series
This proves Eq.(7). Therefore, we have completed the proof of Theorem 1 in this subsection.
Proof of Corollary 2
Before proving Corollary 2, we need to set up some tools. And the tools are once again the power series. Recall the operator D and the definition (17) in Sect.2.
Let f = η(z −1 ) −1 . The series f satisfy the following equation
In fact, many properties of the series f can be found in the paper [18] . Here, we state some of the results that will used in our later proofs. First, we have
, and denote also by D the vector field
Let F be a power series
And, conversely, the polynomials φ n (z) can be represented by the series f as (see Lemma 15 in Appendix A.2):
For the rest of this subsection, we consider the action of the differential operators L 
Now, to prove Corollary 2, we mainly need to prove the following lemma.
Lemma 11 For the number c (k,m) n defined in Eq. (12), we have
Then it is sufficient to consider the following equation
f −2m−2 is a power series in z −1 and z
where the two steps follow from Eq.(41) and Eq.(40) respectively. The degree of parameter u can be easily checked by comparing both sides of the equation in the lemma.
(b) From the change of variables t k = φ k (u, q), we can deduce that
On the other hand, for a, b, i > 0 and a + b = i,
The degree of the parameter u for the term ∂ ∂t l is 2k + 2l + 2. Now, observe that,
Then, the coefficient of the term z −1 in the following Laurent series
is the constant part of the coefficients (not including u) of ∂ ∂t l in the commutator. Now we compute the residue of the above series at z = 0. Using the relation (39), we have
By Eq.(38), and the fact that C i = (2i + 1)!!b 2i+1 , we have
(c) The case k ≤ m is obvious. Recall the series p m (z) defined as Eq.(36). We can easily deduce that, for k > m,
From what we have discussed in the proof of (a), we have
Since, for n ≥ 2, φ n (z) can be expressed as
where κ n (z) is a polynomial containing the constant term 1, we have
Also,
Combining the results of the above lemma will give us the expression (11) Remark: For the two functions F K (t) and F H (u, t), they are related by operator exp(W ) as (cf. [9] , [11] 
Note that the operator W does not belong to the gl(∞) algebra. Recall the Virasoro constraints L m for exp(F K (t)). Let
Then { V (H)
m } form a set of Virasoro constraints for the linear Hodge partition function exp (F H (u, t) ). However, the operator W and L m does not seem to have a simple commutation relation like the operators L i . Hence a direct computation of the conjugation might be very complicated, and it is not obvious that we can find a power series to represent such conjugation like what we do in the previous subsection. Since Eq. (22) is transformed from Eq.(44) under the variable change t k = φ k (u, q) ( [18] ), if we change the variables back to t k in the Virasoro equations (5), we will eventually obtain the Virasoro constraints V (H) m as defined before. Therefore, our approach above is to consider the action of the operators V 
Proof of Theorem 4
In this section we first give a brief introduction to the polynomial recursion formula for linear Hodge integral. The equivalence relation between the Virasoro constraints and the recursion formula will be bridged using Theorem 3. In specific, we show the equivalence relation between Theorem 3 and Theorem 12 in Sect.4.1, and then connect the Virasoro constraints and Theorem 3 in Sect.4.2 and Sect.4.3 for completion.
Consider the following symmetric polynomials of degree 3(2g − 2 + l),
Then we have Theorem 12 ([8] , [23] ) The polynomials (46) satisfy the following topological recursion relation
Here, L = {1, 2, . . . , l} is the index set, and for a subset J ⊂ L, we write z J = (z j ) j∈J . The last summation of the above equation is taken over all partitions g = g 1 + g 2 of the genus g and disjoint union decomposition J ∪ K = L/{i} satisfy the stability conditions 2g 1 − 1 + |J| > 0 and 2g 2 − 1 + |K| > 0.
Remark: In their original statements, the operator D in the above theorem is in the form t 2 (t − 1) d dt . In our case, we substitute t by z + 1. This does not effect the validity of the theorem.
Equivalence relation between Kazarian's formula and the polynomial recursion
In this subsection ,we give a brief explanation that Kazarian's formula and the polynomial recursion formula of linear Hodge integral in Theorem 12 are actually equivalent. The equivalence relation between these two theorems is already guaranteed, because they are both equivalent to the cut-and-join equation (63) of the simple Hurwitz numbers (cf. [15] , [23] ). But here, as mentioned before, we do not consider the theory of Hurwitz numbers. Instead, we show their equivalence relation in a more straightforward way by indicating the corresponding relation between the action of the operators in Eq.(13) and the terms in Eq.(47).
Remark: For the function F H (u, q) defined in (3), after the rescaling q k → u k q k , we have
The contribution of the terms with the fixed genus g and n = l in the above equation is:
If we apply the operator
on Eq. (48), and set u = 1, then it gives us the symmetric polynomial H g,l (z 1 , . . . , z l ) in (46) (such operators appeared in [16] ). Hence, in order to find equivalence relation between the Virasoro constraints and the recursion formula (47) for linear Hodge integrals, the function F H (u, q) is a much better choice than the linear Hodge partition function F H (u, t).
Let us transform (13) into
We will be looking at the following four operators, namely,
Note that the first two terms of A 4 are the polynomial part of 4M −3 + u −1 M −4 .
Operator A 1 : First, we can transform Eq.(1) into 2j + n i=1 (2d i + 1) = 3(2g − 2 + n). Suppose each term in F H (u, q) is in the form u x q b 1 . . . q bn with its corresponding coefficient. Then 2j +
We can see the corresponding relation by comparing the following two terms:
Operator A 3 : Let A 3 = C + J , where C is the "cut" part consisting of only first order differential operators, and J is the "join" part consisting of second order differential operators. Keep in mind that on the right hand side of Eq.(47), there are three parts. The action of operator C on a single variable q m can be described as
which corresponds to the following terms in the first part of the right hand side of Eq. (47):
And, for a, b ≥ 1, the action of operator J on q a q b is in the form
which corresponds to the following terms in the second part:
Note that J is a second order differential operator. We must take into account the following terms:
which corresponds to the following terms in the third part:
Operator A 4 : Since all the contributions 2g − 2 + n = 1 in the recursion formula are from (g, n) = (0, 3) or (1, 1), the initial equation becomes
Solving the above equation we get 
From the Virasoro constraints and Dilaton equation to Kazarian's formula
In this subsection, we prove Kazarian's formula using the Virasoro constraints and Dilaton equation for Hodge tau-functions in Theorem 1. A straightforward computation shows that
Motivated by above argument, we are able to give the parallel results for the Hodge tau function. Let
First we have
Proposition 13
Proof. We claim that
then the formula follow from
The claim is proved by
The following formula is a direct consequence of Virasoro constraints (5), Proposition 7 and the above proposition:
Next, we aim to compute the conjugation on the left hand side of the equation (55) using the following formulas
We show that Proposition 14
where E (1) is defined in Eq. (15) .
Proof. First we consider e U M −4 e −U . By the formula of [L n , M k ], we know that there are two parts in e U M −4 e −U . For the "cut-and-join" part of e U M −4 e −U , using the method in the proof of Lemma 9, we can see that it is sufficient to consider the following power series:
This implies that the "cut-and-join" part of e U M −4 e −U is exactly
The remaining part of e U M −4 e −U is (see Appendix A.3)
The operator e U (−L −1 )e −U follows from Lemma 9, that is,
The operator e P (uA 3 )e − P consists of three parts. The "cut-and-join" part is still uA 3 . The Virasoro operator part is [ P , uA 3 ], that is,
The third part is the first order differential operator
And the operator e P e U (−L −1 )e −U e − P contains an extra first order differential operator, which is in the form
The operator e P e U ( 1 8 q 4 )e −U e − P is e U ( 
and completes the proof of the lemma.
Now we finalize the proof of Theorem 3. Note that
Then, by Eq.(56), Proposition 14 and Proposition 7, we have
which leads us to Kazarian's formula.
From Kazarian's formula to the Virasoro constraints and Dilaton equation
In this subsection, we briefly explain how to derive the Virasoro constraints (5) and Eq.(7) using only Kazarian's formula. First, we prove Proposition 5. Our computation using the power series shows that
The summation of the above for equations gives us the proposition. Hence, by Theorem 3 and Proposition 7, we can conclude that
This proves the Virasoro constraints. Eq.(7) can be deduced from Eq.(56) (which are deduced from the Virasoro constraints that we already proved) and Proposition 14 (which are independent results) directly. If we continue the path from exp(F H (u, q)) to exp(F K (q)) using Theorem 6, we will land on the Virasoro constraints of Kontsevich-Witten tau-function with no surprises.
More remarks
Let H be the generating function of simple Hurwitz numbers, (we skip the definition of simple Hurwitz numbers, which can be found in many papers such as [15] ). The function exp(H) has a cut-and-join representation [12] .
Since the cut-and-join operator M 0 belongs to gl(∞), the function exp(H) is a tau-function for the KP hierarchy. We call it the Hurwitz tau-function.
In [15] , Kazarian obtained the function F H (u, q) we have introduced before from H using the ELSV formula (see [7] ). In fact, setting u = β 1 3 , we have (Theorem 2.3 in [15] )
And the numbers {a −m }, m > 0, are determined by
Lemma 4.5 in [15] actually implies that
This can be shown using the method introduced in [18] and Appendix A.2. Hence, if we let F H (β) = exp( 4 3 log βL 0 ) · F H (β 
A.1 String and dilaton equations
Here we give a brief argument of the string equation: for 2g − 2+ n > 0, 1 ≤ j ≤ g,
and dilaton equation: for 2g − 2 + n > 0, 1 ≤ j ≤ g,
For the case m = −1 in formula (5), we have
Observe that, for the polynomial φ k (z), we have
Taking into account Eq.(2), we can obtain the following equation from (66): for 2g − 2 + n > 0,
Since { φ k (u, q)} is a linear independent set for k ≥ 0, the above equation immediately implies the string Eq.(64). Next we explain how Eq. (7) gives us the dilaton equation. Let
· φ n (u, q).
The cases n = 0 and n = 1 are obvious. For n ≥ 2, we notice that
Then, from Eq.(43), we have c n = 1 n = 1 0 n = 1.
Hence, using Eq.(50) and the above result, we can obtain the following equation from Eq. (7): for 2g − 2 + n > 0,
This proves the dilaton equation Eq.(65).

A.2 Some technical results
We recall a method introduced in [18] . For k = 1, 2, . . . , let On the other hand, we have
This gives us ∂ ∂u g(uz) = exp(
We refer the readers to [18] for more details about the above argument.
Lemma 15
φ n (z) = Proof. First, we know that z = (f ) + . By induction, assume that, for n = k,
When n = k + 1, we have, by Eq. This completes the proof.
