Abstract. Frequent pattern mining is one of the most important methods in data mining. The maximal frequent patterns are the effective condensed representation of frequent patterns; thus, they can supply a deep understanding of data for users with less storage cost. This paper introduces the concept and characteristics of maximal frequent patterns and compares two maximal frequent itemset mining algorithms in detail.
Introduction
Frequent Pattern was proposed by Agrawal in 1993 [1] , the motivation is to explore the frequent sets over supermarket transactions; as a result, frequent patterns are called frequent itemsets. Frequent pattern mining was widely used in many applications; thus, it becomes one of the important techniques in data mining. The aim is to find the interesting patterns, such as association rules, data interrelations and sequential patterns. Recently, networks and commercial integrations generate the mass data, dense data and real-time data, which cannot be mined by the traditional mining methods: On the one hand, when data is high relative or the minimum support is set much lower, massive frequent patterns are generated, the count is even bigger than that of the original transactions; on the other hand, frequent patterns contain redundant information, which results in the users misunderstanding.
Researchers began to find the condense representations of frequent patterns for data concision. The maximal frequent patterns, closed frequent patterns, free frequent patterns and the non-derivable frequent patterns are all condense representations, in which the closed frequent patterns and the non-derivable frequent patterns are the lossless compressions, and the free frequent patterns and the maximal frequent patterns are the approximate compressions. Nevertheless, the count of maximal frequent patterns is much smaller when the minimum support is low, which can efficiently reduce the computing cost and storage cost; furthermore, they are easier to understand for users.
In this paper, we review the representation works of maximal frequent pattern mining research and development. In Section 2, we introduce the preliminaries of frequent pattern and maximal frequent pattern. Section 3 introduces two mining algorithms according to the mining manner in detail. Section 4 concludes this paper.
Preliminaries
Given a set of distinct items Γ= {i1,i2,…,in} where |Γ| = n denotes the size of Γ, a subset X ⊆ Γ is called an itemset; suppose |X| = k, we call X a k-itemset. A concise expression of itemset X = {x1,x2,…,xm} is x1x2…xm. A database D = {T1,T2,…,Tv} is a collection wherein each transaction is a subset of Γ, namely an itemset. Each transaction Ti(i =1… v) is related to an id, i.e., the id of Ti is i. The absolute support (AS) of an itemset X, also called the weight of X , is the number of transactions which cover X, denoted Λ(X)= {|T ||T∈D∧X⊆T }; the relative support (RS) of an itemset X is the ratio of AS with respect to |D|, denoted Λr(X)=Λ(X)/|D| . Given a relative minimum support λ (0 ≤λ≤ 1), itemset X is frequent if Λr(X) ≥λ. Table 1 is a simple database.
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A maximal itemset is a largest itemset in a database D, that is, it is not covered by other itemsets. A maximal frequent itemset is both maximal and frequent in D, i.e., given an relative support λ, an itemset X is maximal frequent itemset if Λr(X)≥λ∧!Y|Y⊆X. Table 1 and an absolute support 2, the frequent itemsets are {a, b, c, d, e, ab, ac, ad, bc, bd, be, cd, ce, de, abc, abd, acd, bcd, cde, abcd}. The maximal frequent itemsets are {abcd,be,cde}.
Maximal Frequent Itemset Mining Algorithms
Maximal frequent pattern mining was proposed in 1998, Yang [2] denotes it with a bipartite graph, and prove that the count of maximal frequent patterns is #p-complete for the worst condition, further deduce that enumerating all the maximal frequent itemsets are NP-hard; thus, no algorithms can efficiently perform maximal frequent pattern mining when the minimum support is arbitrary. Nevertheless, if the proper data structure is used, as well effective traverse method and useful pruning strategy, the mining performance can be significantly improved [3] . In this paper, we review the proposed maximal frequent pattern mining algorithms, and discuss them into three categories: the static data mining, the dynamic data mining and the stream data mining.
Algorithm 1 is a simple maximal frequent pattern mining algorithm based on the a priori. As can be seen, the basic mining algorithm is a breadth first traverse one, the support of candidate pattern is computed by scanning the dataset, and the new frequent pattern is compared to the existed maximal frequent itemsets. The drawbacks are as follows: 1) Breadth first traverse need to generate huge candidate patterns, when the transaction includes many items, the storage cost is high; nevertheless, maximal pattern mining is proposed to address mining long transactions(since long transaction may generate many redundant patterns), which is contradict to the breadth traverse method. 2) The support computing of candidate will scan dataset, which results in high I/O cost; 3) Normal breadth first traverse is a bottom-up traverse, which requires massive super-pattern check and sub-pattern check, which results in the frequent insertion or deletion of maximal patterns, most of the computations, however, are redundant.
The development of maximal frequent pattern mining algorithms focuses on two aspects [4] : One is to improve the running time cost; another is to reduce the search space cost. Existed studies have achieved significant results.
Generally, maximal frequent pattern mining used breadth first traverse or depth first traverse. Algorithm 1 is the representation of breadth first traverse method, which may generate huge candidate itemsets when transaction is long. For an example, if a transaction has 100 items, then theoretically 2 100 candidate itemsets need to be generated, which cannot be stored in current storage device [5] .
According to the definition of maximal pattern, the mining is to find the longest patterns under a specified threshold. General frequent pattern mining algorithm is to deduce the support of super-pattern from the support of sub-patterns based on the a priori property. In such a case, if the supports of both sub-patterns and super-patterns are higher than the threshold, then the sub-patterns are redundant, since neither super-pattern check nor sub-pattern check is useful computation. The top-down traverse can reduce the redundant computation, that is, it compares the patterns from the longest pattern, which will guarantee that the generated maximal frequent patterns are the final results [6] . The advantages are as follows. On the one hand, no super-pattern check is required; on the other hand, once a maximal frequent pattern is generated, all its subsets are not the mining results, which can be ignored. The top-down traverse is also breadth first, the different is: a pattern is decided whether it is maximal first, then whether it is frequent. Given the input and output of Algorithm 1, the method topdown(T, D, λ) can be describe as an incursion process. Let I be a pattern, which covers all the distinct items in T, then
for each e in I ifΛ(I)< λ The weakness of top-down traverse is, although plenty of comparisons are saved, huge sub-patterns will be generated when |T| is big or the minimum support is high, which may result in massive support computation [7] ; further, the sup-patterns as presented in the example, will be generated repeatedly, which results in the low efficiency. When we perform breadth first traverse in a bottom-up manner, most of the current maximal patterns will become un-maximal when longer patterns are obtained, i.e., generating these temp maximal patterns is unnecessary. The top-down traverse can address this problem, but generates huge infrequent patterns. Consequently, how to prune earlier in the bottom-up manner becomes the new consideration to reduce the search space and computing cost. Depth first traverse is the representation [8] , which generates certain long patterns based on the pattern growth strategy, further reduces the candidate patterns by local pruning. Generally, since the depth first traverse is more adaptive for the characteristics of maximal patterns in structure and method, the performance is much better. We describe the implementation of this method combining with candidate group strategy in Algorithm 2.
Summary
Frequent pattern mining is one of the most important methods in data mining. The maximal frequent patterns are the effective condensed representation of frequent patterns, which can supply a deep understanding of data for users with less storage cost. This paper introduced the concept and characteristics of maximal frequent patterns and compared two maximal frequent itemset mining algorithms in detail.
