In this paper, we focus on the mean-field backward stochastic differential equations (BSDEs) driven by a fractional Brownian motion with Hurst parameter H > 1 2 . First, the existence and uniqueness of these equations are established under Lipschitz condition. Then, a comparison theorem for such mean-field BSDEs is obtained. Finally, as an application, we connect this mean-field BSDE with a nonlocal partial differential equation (PDE).
, B H t exhibits the property of long range dependence, which makes fBm an important driving noise in many fields such as finance, telecommunication networks, and physics.
In 1990, the nonlinear backward stochastic differential equation (BSDE, for short) was introduced by Pardoux and Peng [17] . In the next two decades, it has been widely used in different fields of mathematical finance [9] , stochastic control [20] , and partial differential equations (PDEs, for short) [18] . Recently, Buckdahn et al. [4] and Buckdahn, Li and Peng [5] introduced the so-called mean-field BSDEs, owing to that mathematical mean-field approaches play an important role in many fields, such as Economics, Physics and Game Theory (see Lasry and Lions [14] , Buckdahn et al. [6] and the papers therein). Furthermore, BSDEs driven by fBm, also known as the fractional BSDEs, with Hurst parameter H > Then, ξ, η T is a Hilbert scalar product. Under this scalar product, we denote by H the completion of the continuous functions. Besides, denote by P T the set of all polynomials of fBm in [0, T ], i.e., every element of P T is of the form
where h is a polynomial function and ξ i ∈ H, i = 1, 2, ..., n. In addition, Malliavin derivative operator D H s of Φ ∈ P T is defined by:
Proposition 2.4 (Hu [10] , Theorem 11.1). For i = 1, 2, let g i and f i be two real valued processes satisfying
Existence and uniqueness theorem
The existence and uniqueness of the fractional mean-field BSDEs are proved here. For simplify the presentation, we only discuss the one dimensional case. Let
where η 0 is a constant, and b and σ are two deterministic differentiable functions, such that
we denote the (non-completed) product space of (Ω, F, P ) by (Ω,F ,P ) = (Ω × Ω, F ⊗ F, P ⊗ P ), and denote the filtration of this product space byF = {F t = F ⊗ F t , 0 ≤ t ≤ T }. A random variable, originally defined on Ω, ξ ∈ L 0 (Ω, F, P ; R) is canonically extended toΩ:
On the other hand, for every θ ∈ L 1 (Ω,F ,P ), the random variable θ(·, ω) : Ω → R is in L 1 (Ω, F, P ), P (dω), a.s., and its expectation is denoted by
Motivated by Buckdahn et al. [4, 5] , we investigate the mean-field BSDEs driven by fBm as follows:
Remark 3.1. Owing to our notation, we mark that the coefficient of BSDE (3.2) is explained by:
From the above remark, combining the definition of expectation, we have the following two special cases:
Before giving the definition of the solutions of BSDE (3.2), we introduce the following sets:
, and all the derivatives of ϕ are polynomial growth ;
Moreover, by
under the following norm respectively,
2), if they satisfy the following conditions:
Next, we shall propose two different methods to prove the existence and uniqueness of Eq. (3.2).
The First Method
In this subsection, the first method, introduced by Maticiuc and Nie [15] , is used to establish the existence and uniqueness of Eq. (3.2). In order to find the solution of BSDE (3.2), the following assumptions are needed.
For notational simplicity, we denote f 0 (t, x) = f 0 (t, x, 0, 0, 0, 0). Theorem 3.3. Under (H1) and (H2), BSDE (3.2) admits a unique solution. Moreover,
where R is a positive constant which may change line to line, and
, consider the following simple BSDE:
From Proposition 17 of Maticiuc and Nie [15] , we know BSDE (3.5) has a unique solution
In order to do this, we show I is a contraction on
By applying Itô formula (Proposition 2. 
We know (see Hu and Peng [13] , Maticiuc and Nie [15] ) that D H sŶs =σ s σsẐ s . Moreover, by Remark 6 in Maticiuc and Nie [15] , there is a constant M > 0 such that for every t ∈ [0, T ], ds.
Applying Lemma 20 in Maticiuc and Nie [15] to the above inequality, one has
Therefore for t ∈ [t n , T ],
Now we compute 
Hence, from (3.10) and (3.11),
where G = 4C 2 2(T − t n ) + 
Now, by choosing δ such that CM δ < 1 4 , and taking n large enough such that
Then we obtain Then, by Gronwall inequality,
Again from (3.14), we have
Therefore the estimate (3.4) is obtained. This completes the proof.
The Second Method
Here, we introduce another method to prove the existence and uniqueness of Eq. (3.2). It should be pointed out that this method is more convenient than the above one. However, the price of doing so is that we should strengthen the condition of the coefficient f with respect to z.
Remark 3.4. Suppose α and γ are two square integrable, jointly measurable stochastic processes. Then we can define for all t ∈ [0, T ], x, y, z ∈ R,
Indeed, due to the assumptions on the coefficient f ∈ C 0,1
. In addition, with the same constant C of assumption (H3), for every t ∈ [0, T ], x, y 1 , y 2 , z 1 , z 2 ∈ R, we have
Theorem 3.5. Under (H1) and (H3), BSDE (3.2) admits a unique solution.
We point out that in the proof of Theorem 3.5, the following result is used.
Lemma 3.6 (Wen and Shi [19] , Lemma 3.1). Suppose g is a given differentiable function with polynomial growth, and f (t, x) is a C 0,1 pol -continuous function. Then the following BSDE: 15) where M > 0 is a suitable constant and β > 0.
Proof of Theorem 3.5. For every (y
, we consider BSDE as follows:
From Lemma 3.6, Eq. (3.16) admits the unique solution (
. Now we directly show that I is a contraction mapping on
For two arbitrary elements (y 1 (·), z 1 (·)) and (y 2 (·),
. Then, from the estimate (3.15), we have
From assumption (H3) we obtain
Therefore, by Jensen inequality and Fubini theorem, one has
In other words,
Thus, by taking β = 16M C 2 + 4 M , we get
Therefore, I is a contraction mapping on
Remark 3.7. Now, we make a comparison for the above two methods. It is easy to see that (H2) is weaker than (H3). So from the point of view of the condition, the first method is better than the second one. On the other hand, thanks to the concise proof, the second method is convenient than the first method. So from this point of view, the second method is better.
Comparison theorem
In this section, we study a comparison theorem of the fractional mean-field BSDEs of the following form:
Under (H1) and (H3), it is easy to know that the above equation admits a unique solution. Here we use (H3), not (H2), because it is more convenient for the proof of the following comparison theorem.
Theorem 4.1. For i = 1, 2, suppose g i satisfies (H1), and f i (t, x, y ′ , y, z) and ∂ y f i (t, x, y ′ , y, z)
Therefore, similar to the above, we deduce
Similarly, we obtain
In the following, we show {( Y n (·), Z n (·))} n≥1 is a Cauchy sequence. DenoteŶ n (t) = Y n (t) − Y n−1 (t), andẐ n (t) = Z n (t) − Z n−1 (t), n ≥ 4. Then, from the estimate (3.15), we have
From assumption (H2), one has [13] to mean-field circumstance. For the general result of the connection between the fractional mean-field BSDEs and PDEs, we will give some further studied in the future.
Conclusions
The fractional mean-field BSDEs with Hurst parameter H > 1 2 are studied in this article. We first proposed two different methods to prove such equations admit a unique solution. Then a comparison theorem for the solutions is obtained. Finally, we established a relationship between this mean-field BSDE and a nonlocal PDE. It should be pointed out that our results generalize part of the main results of Buckdahn et al. [4, 5] to fractional calculus. In the coming future researches, we would devote to establish the dual relation between fractional mean-field SDEs and BSDEs, and study the related stochastic optimal control problem. The theory for the fractional mean-field BSDEs with H < 1 2 is anther goal.
