We construct a class of super-reflexive complementably minimal spaces, and study uniformly convex distortions of the norm on Hilbert space by using methods of complex interpolation.
Introduction
A Banach space X is called (complementably) minimal if every infinite-dimensional closed subspace E contains a (complemented) subspace isomorphic to X. These notions were introduced by Pe lczyński [17] and Rosenthal [19] . Any minimal space must be separable and it is classical that the spaces ℓ p for 1 ≤ p < ∞ and c 0 are complementably minimal. The space T * (the dual of Tsirelson space) provides another example of a minimal but not complementably minimal space ( [2] , [3] ). Recently Schlumprecht ([20] , [21] ) constructed the first example of a complementably minimal space other than the classical spaces ℓ p and c 0 and this was a launching point for a number of remarkable developments in Banach space theory ( [8] , [15] , [16] ).
The space constructed by Schlumprecht is reflexive (see [20] and Proposition 2 below) but fails to be super-reflexive since it contains ℓ n ∞ 's uniformly. Our main aim in this note is to show how interpolation methods can be used to extend Schlumprecht's construction and thereby introduce a class of complementably minimal super-reflexive spaces. We also show that interpolation can be used to tighten the known results on distortions of the norm in Hilbert space ( [16] ); precisely one can require the distorted norm to satisfy good uniform convexity and uniform smoothness conditions. We remark that it is unknown if every complementably minimal space is prime, or whether complementable minimality passes to dual spaces in general. Note that the minimal space T * has a non-minimal dual ( [3] ).
Some classes of complementably minimal spaces
We let c 00 be the space of all finitely non-zero sequences. If E 1 and E 2 are finite intervals of natural numbers we write E 1 < E 2 to mean max E 1 < min E 2 . If x ∈ c 00 and E is a subset of N we write Ex = xχ E . We will also need the concept of a block subspace: this is a subspace of c 00 generated by a sequence (u n ) whose supports E n satisfy E 1 < E 2 < · · · .
We will consider spaces X determined by lattice norms . X on c 00 . We will then let X be the space of all sequences x so that x X = sup (x 1 , . . . , x n , 0, . . . ) X < ∞. We abbreviate x ℓ p to x p if 1 ≤ p ≤ ∞. If X and Y are two such spaces and 0 < θ < 1 we define X 1−θ Y θ to be the space Z defined by z Z = inf{max( x X , y Y ) :
When working over the complex scalars, if either X or Y is separable then Z coincides with the usual complex interpolation space [X, Y ] θ (see [1] ). It will, however, be easily seen that our results apply also in the real case. We let G be the class of increasing functions f :
Suppose further 1 ≤ p < r ≤ ∞, and f ∈ G. We define X (p, r; f ) to be collection of all sequence spaces X so that: (4) x r ≤ x X ≤ x p for all x ∈ c 00 . (5) X is p-convex and r-concave (with constants one).
Then X (p, r; f ) is non-empty. Furthermore if r < ∞ then any X ∈ X (p, r; f ) is separable by r-concavity. If r = ∞ the same conclusion can be obtained from the fact that f (n) = o(n) as n → ∞, since X cannot then contain c 0 . When p = 1 and r = ∞ it is clear that there is a unique space, which may be constructed by an inductive procedure ( [20] , [8] ) S = S(f ) (Schlumprecht f -space) satisfying a minimality condition:
where e i are the basis vectors.
Proposition 3. For any f ∈ G and 1 ≤ p < r ≤ ∞, the space S p,r = ℓ
Proof. For the case r = ∞ this follows by elementary convexification from the case p = 1, since the space S p,∞ coincides with the p-convexification of S. If r < ∞ it will follow easily by convexification or concavification from the case when p < 2 and r = q the conjugate index of p. We therefore suppose r = q. First we prove that the space S p,q is in the class X (p, q; f ). Indeed the only property to be verified is (3), and this is standard. If 0 ≤ x ∈ c 00 and
Conversely suppose X ∈ X (p, q; f ). Then by Pisier's extrapolation theorem ( [18] or [9] ) there is a sequence space Y so that
We show that Y ∈ X (1, ∞; f ). Clearly y ∞ ≤ y Y ≤ y 1 for all y ∈ c 00 . Now suppose 0 ≤ y ∈ c 00 and E 1 < E 2 < · · · < E n are disjoint intervals; let y i = E i y. Pick y * i ∈ c 00 supported on E i with y * i Y * = 1 and
where
(this follows for example from Lozanovskii's theorem ( [12] ) and the Re-iteration theorem ([1] and [4]) ). Also by the duality theorem
On the other hand
Combining these inequalities gives that = X ⊂ S p,q with norm one inclusion either by interpolation or simple calculation of norms. Finally we note that
The other inequality follows from (6) immediately since the basis vectors have norm one.
Remark. The last condition shows that S p,r does not coincide with ℓ p as a sequence space. It further follows that since the basis (e n ) of S p,r is subsymmetric that it has no subsequence equivalent to the ℓ p −basis and therefore S p,r cannot be even isomorphic to ℓ p .
The following remarkable result is due to Schlumprecht [21] :
We now prove a simple extension of a technique used by both Schlumprecht (see [20] and [21] ) and Gowers and Maurey ([8] ). Suppose X ∈ X (p, ∞; f ) Then: (1) If n ∈ N and ǫ > 0 and W is a block subspace of c 00 there is a block basic sequence (u 1 , u 2 , . . . , u n ) in W so that u i X = 1 for 1 ≤ i ≤ n and u 1 +· · ·+u n X ≥ n 1/p − ǫ.
(2) If n ∈ N and ǫ > 0 and W is a block subspace of c 00 there is a block basic sequence (u *
Proof.
(1) can be obtained immediately from Lemma 3 of Gowers-Maurey ( [8]) by convexification. The proof of (2) is similar. Let β n = β n (W ) be the least constant so that for every k, ǫ there exists a normalized block basic sequence (u *
Then it is easy to see that β mn ≥ β m β n for m, n. Also by q-concavity of X * we have β n ≥ n 1/q for all n. On the other hand one can verify easily by duality that for all block basic sequences (u * 1 , . . . , u * n ) we have
The key to Schlumprecht's argument for Theorem 4 is the following, which combines his Lemma 2 and Theorem 3. (Note that if (u i ) n i=1 is a normalized block basic sequence with
is equivalent to the unit vector basis of S(f ).
Remark. The conclusions of Propositions 5 and 6 are all we require for our main result. Thus Theorem 8 below will hold for any f ∈ F for which these Propositions hold; clearly this is a much wider class than just the singleton f (x) = log 2 (x + 1) but it has not been precisely determined to date.
which is equivalent to the unit vector basis of S p,r .
Proof. If r = ∞ this follows immediately from the fact that S p,∞ is the p-convexification of S. If r < ∞ we can assume each u i ≥ 0. Let ǫ n = 2 n (1 − v n S p,r ), so that
where (x i ) is a normalized positive block basic sequence in S and (y i ) is a normalized block basic sequence in ℓ t as in Proposition 3. Then
and this simplifies to
It thus follows from Proposition 6 that a suitable subsequence (x k(n) ) is equivalent to the unit vector basis of S and so for some constant K and any finitely nonzero sequence (d n ) we have
and so for any d ∈ c 00
However the minimality property of the norm on S p,r clearly implies that
. Taking w n = v k(n) the result is proved.
Theorem 8. Suppose f (x) = log 2 (x + 1) and that 1 ≤ p < r ≤ ∞. Then the spaces S p,r (f ) and S p,r (f ) * are complementably minimal.
Proof. By combining Proposition 5 and Proposition 7 we see that any block subspace of S p,r contains a normalized block basic sequence (w n ) equivalent to the unit vector basis of S p,r . Let (g n ) be any bounded block basic sequence in S * p,r so that E n = supp g n does not meet supp w m when m = n and w n , g n = 1. Then we claim that P x = ∞ n=1 x, g n w n defines a projection onto [w n ]. In fact if x ∈ c 00 then for a suitable constant C, and letting M = sup g n S *
and so [w n ] is complemented. This shows that S p,r is complementably minimal.
In S * p,r we argue that any block subspace contains a normalized block basic sequence (u * n ) so that 2
Choose a normalized block basic sequence (u n ) in S p,r so that supp u n is contained in supp u * n and u n , u * n = 1. Then 2
It follows by the argument of the first part that we can select a sequence k(n) → ∞ so that
i=2 k(n) +1 u i then (w n ) is equivalent to the unit vector basis of S p,r and complemented by the projection P x = ∞ n=1 x, w * n w n where w * n = 2
n ] is a complemented subspace of S * p,r isomorphic to S * p,r .
Remark. Of course in the cases when 1 < p < r < ∞ the space S p,r is superreflexive (in fact the given norm is uniformly convex). Note also that it is trivial that none of these spaces can contain a copy of c 0 or ℓ p for any 1 ≤ p < ∞. The first such example was due to Tsirelson ([22] ) and the first super-reflexive example of such a space was given by Figiel and Johnson ([6] ). Note also that S * = S * 1,∞ is complementably minimal. We remark also that the spaces S p,r for 1 < p < r < ∞ are arbitrarily distortable in view of their minimality and a recent result of Maurey [13] (see also [14] ).
Distortions of Hilbert space
The distortion problem for Hilbert spaces was recently solved by Odell and Schlumprecht ([15] , [16] ); for the latest developments see Milman and TomczakJaegermann [14] and Maurey [13] . In this brief section we show the following, a strengthening of Theorem 1.2 of [16] .
Remark. In this theorem one cannot achieve a similar result with p = q = 2. For in this case it follows that X has bounded type two and cotype two constants (cf. [11] p. 77) and so by Kwapień's theorem ( [10] ) has bounded distance to Hilbert space.
