Abstract -The initial design considerations and research goals for a n ATM network based virtual seminar ronm with 5 sites are presented.
INTRODUCTION
The objective of this paper is to discuss the initial specifications and research goals for the design of a Virtual Seminar Room. The project is carried out in a cooperation between 4 Departments at the Technical University of Denmark and the Department of Information and Media Science at .&rhus University, [6] . The basic observation behind the design of the Virtual Seminar Room is, that besides the constant growth in available bandwidth for transmission in communication networks, many networks either already offer or are developing technologies to give Quality of Service (QoS) guarantees. This means that applications not only will support transmission of coded audio and video, but can be designed in a known and well-controlled network environment, which enables the applications to provide, in a broad sense, a high and reliable quality presented at the Human Computer Interface. This abstraction from technical details and -limitations also means that the system is suitable for research in less technical areas, such as pedagogical aspects of remote education using virtual seminar rooms.
In the following, the concept of modelling and experimentation in horizontal integration represents the classical methodology of algorithm development, comparison, and implementation in a certain area e.g. image or audio compression. The system discussed in this paper is also aimed at modelling and experimentation in vertical integration, which offers the possibility of modelling the effect on selected pedagogical properties, of certain design specifications e.g. related to the fundamental site interconnection network, thus providing opportunities for Quality of Service modelling. Thus, in the framework of this paper, vertical integration represents the cross disciplinary aspects of the project. The Virtual Seminar Room consists of 5 small rooms (sites) interconnected by a network. The initial system design is partitioned into the following com- 
THE HUMAN COMPUTER INTERFACE
Initial Specification The Virtual Seminar Room consists of five sites, where the seminar leader and participants have suitable audio, video, and computer devices, by means of which they can communicate with the other participants. They also have access to a common whiteboard, on which they can (one at a time) write and draw, and to which they can point using a virtual pointer. The leader has special privileges to control the communication between sites. He/she can also run demonstrations and display problems for the participants to solve as exercises.
This means that each site must have full video and audio communication, with slide projector and recording equipment. Furthermore there will be computer facilities for handling the whitehoard, as well as possibilities for switching between local group work and full callahoration between all the sites. The computer system shall allow for central session control and monitoring from any of the sites (chosen at session start hy the leader).
Research Goals The new technology offers many new possibilities for teaching environments, and it is important to use the technology in such a way that people can concentrate on the communication and the teaching process, not just on mastering all the gadgets. The project aims at developing a framework for user interfaces in distributed, on-line education and collaboration, stressing usability and Quality of Service 'across' the technology. The framework should lead towards a formal description of such interfaces, to he used in future modelling of distributed educational systems, [2].
THE REAL TIME CONTROL
Initial Specification The purpose of the real-time control is to organise and schedule the multiple audio and video streams presented at each site. As in all mixed media systems, the temporal relationships between each individual site's audio and video streams have to be preserved in order to maintain the required Quality of Service, expressed in terms of the quality of sound and pictures and their synchronisation. But due to the multi-user interactive aspects of the system, it is also necessary to preserve the temporal relationships between streams arising from different sites, so as to give the users, as far as possible, the illusion of working in the same room. In addition to the exchange of interactive video/audio, each system also has to deal with the white board, slides, computer animations, films and other demonstration equipment required in the teaching activity in question, and these facilities also place real-time requirements on the system. The system is not a static one, and an important feature of the stream control is admission control, t o ensure that the system never takes on more activities than it can deal with satisfactorily. This is closely related t o and must be integrated into the concept of session control at the user interface level.
Research Goals A principal goal of this research is t o develop real-time scheduling techniques which permit scheduling of multiple multi-mode streams from interactive and pre-recorded sources, in order to achieve a Quality of Service, as experienced by the user, which is satisfactory for the desired teaching situation. Most current real-time scheduling techniques concentrate on CPU scheduling, but for this application real-time scheduling of other system resources, such as discs and buses, will need t o be taken into account in the implementation of the Virtual Seminar Room, where all parts of the system will be very heavily stressed. Thus this work will build on the body of research performed in recent years on so-called Quality of Service based Operating Systems [ll, 11. An important aspect of this work is to relate the parameters of the scheduling algorithms t o the quality of service requirements provided by the user, and expressed in terms of frame rate, pixel density, colour rendering, audio bandwidth and distortion and similar user-oriented measures of quality. Experiments are currently in progress t o determine the required relationship.
THE VIDEO STREAM
Initial Specification We aim at high quality video (PAL TV quality), resolution 720x576 pixels, 25 picts/sec. such that easy identification of a person including gesticulations and body language is possible. We propose basing the video coding for compression on the current MPEG or H . 2 6~ standards based on DCT techniques [3] with tuned parametrisation or modifications to obtain low en-and decoder delay. To obtain high quality a bandwidth of 4-8 Mbit/sec. is suggested.
Video quality must be scalable, such that video can be stored in a selected resolution and quality, and such that sites with high bandwidth connections can communicate with low bandwidth sites. Layered coding is one way t o obtain this feature. If necessary, e.g. in systems which do not feature high level Quality of Service, the decoder may implement strategies t o recover from package loss to assure Graceful Degradation.
In a virtual seminar room large screens are desirable, as are functions such as random access to any part of a video stream for (e.g.) zoom and selective storage.
Research Goals To allow interactive video communication in a two (or more) way system, low encoder and decoder delay is important. This feature is not very well supported in the current MPEG standards, except when simply not using B frames, which leads to a trade-off between compression rates, image quality and delay. Thus work has to he invested in the development of low complexity methods for using temporal information in the video stream, in order to maintain both high compression rates, high image quality, and low delay. E.g. the use of long GOPs (Group of Pictures) will be investigated.
Another important aspect of the work will be to investigate the possihilities of implementing high speed MPEG-4 object based encoding for different elements within the picture, e.g. to compose a virtual room based on video from several sites. Different high-speed methods for improving the quality of the decoded images will also be investigated.
THE AUDIO STREAM
Initial Specification The overall requirement of the audio stream processing [6] is a high sound quality with clear intelligibility and speaker identification obtained through a natural and unrestricted capture. This requirement prohibits the use of personal microphones, so the sound capture is obtained by using a multi-microphone system, positioned near the screens. Due to the far field sound capture, it is necessary for the system to do suppression of reverberations, annoying impulse background noise from papers, cups, etc., and of wideband noise.
Furthermore, it is desireable to use a layered audio coding based on MPEG or G.7xx standards. A voice/sound activity detection can be used to improve transmision and decoding efficiency. Thus sites with no activity only transmit information about the background noise, which is used to generate comfort noise at the receiving sites, i.e. typically only one decoder corresponding to the speaker active site is running. The decoder must implement strategies to recover from packet loss, ensuring some degree of Graceful Degradation.
The virtual seminar room audio is then created hy combining audio signals from all units into a stereo signal, such that the sound from each site comes from different spatial directions. This should lead to a comfortable listener identification of the speakers in the virtual seminar room.
Research Goals The aim is to achieve robust multi-microphone sound capture with adaptive directivity constraint. This gives some degree of dereverheration, noise reduction and localization of the sound source(s). This can then be combined with the mandatory echo cancellation, and algorithms for reduction of broadband, and impulsive noise [4], [9] . An important research goal here is to devise a unified representation of these problems.
It is expected that the echo cancellation requires design of a suhhand algorithm, so integration with MPEG like algorithms may he another possibility, Furthermore the prospectives of combining perceptual properties of noise reduction (101, and MPEG coding must he investigated. Finally it is to be investigated if it is possible to combine the source localization, echo cancellation, noise reduction, and coding into one transform based framework.
THE SITE INTERCONNECTION NETWORK
Initial Specification The network should provide connectivity from any site t o all other sites. To avoid a central unit for distributing the signals or duplication of the streams, the network must support multicasting. The network must support the fairly high bit-rates produced by the audio and video encoders, i.e. 1-10 Mbit/s per station. This requirement is fulfilled by using SDH (STM-1) [7] transmission to provide a 155 Mbit/s capacity to each site. Furthermore, the network must also support Quality of Service to ensure that the service delivered from the network has the required quality, e.g. in terms of bit-rate transferred without loss of data.
The basic infrastructure has been designed around an SDH STM-4 ring network. The SDH network will he connected to ATM [8] switches to implement a packet switched network supporting Quality of Service. To access this network, the IP protocol will be used in the terminals t o provide a standardised interface to the application.
Research Goals The network must implement and maintain a multicast distribution path for each station. This will require signaling and eventually an algorithm to determine when a reconfiguration is advantageous or required due to bandwidth limitations. Quality of Service must be implemented on the network and methods for exchanging Quality of Service requirements between the application and the network must be established. Scaleable coding will be used for audio and video t o enable graceful degradation and operation over a large range of bitrate. This means that the various streams must be mapped into different service classes on the network. It would also be advantageous t o be able to dynamically allocate more bandwidth t o the site that is "active" (speaking loudest).
In the initial setup, ATM is only used to provide QoS transmission. Clearly, it would be interesting to run IP directly over SDH, but this requires IP routers to support QoS guarantees. The RSVP IP protocol extension may be used t o reserve capacity on the network. The possibility for establishing a low-end interface without QoS guarantees to the Internet should also be investigated.
To interface the application to the network an RTP-like [12] protocol will be considered to transmit the individual audio and video streams in a nonmultiplexed format. Other requirements are minimal protocol overhead and a synchronisation mechanism that supports the multi-site setup.
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