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Abstract
The probabilistic Boolean network plays a remarkable role in the modelling and control
of gene regulatory networks. In this paper, we consider the inverse problem of constructing a
sparse probabilistic Boolean network from the prescribed transition probability matrix. We
propose a modified orthogonal matching pursuit for solving the inverse problem. We pro-
vide some conditions under which the proposed algorithm can recover a sparse probabilistic
Boolean network exactly or in the least square sense. We also report some numerical results
to illustrate the effectiveness of the proposed algorithm.
Keywords. Probabilistic Boolean network, inverse problem, sparse, modified orthogonal
matching pursuit
1 Introduction
1.1 Boolean Networks and probabilistic Boolean networks
Boolean Network (BN) and Probabilistic Boolean Network (PBN) arise in a wide variety of
applications. The BN model was originally proposed by Kauffmann in 1969 for exploring dy-
namical properties of gene regulatory networks [14] (see also [15, 16]). The BN model has been
used in different biological systems, including apoptosis, the yeast cell-cycle network, and T Cell
Signaling, and so on (see for instance [1, 17, 25, 26]).
As an extension of the BN, the PBN has gained much attention since it introduces uncertainty
principles into a rule-based BN modelling [27, 28, 29]. The PBN model was originally proposed
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by Shmulevich et al. in 2002 for modelling genetic regulatory networks [29]. The PBN has been
used in many applications such as biological systems (see for instance [19, 27]), biomedicine [31],
credit defaults [13], and industrial machine systems [23, 24], etc.
In the following, we give the basic framework of BNs and PBNs. As noted in [28, 29], a
BN includes a set of nodes (genes) V = {v1, v2, . . . , vn} and a list of Boolean functions f =
{f1, f2, . . . , fn}. Here, for any 1 ≤ i ≤ n, vi ∈ {0, 1} is a binary variable, vi(t) means the state
of gene i at time t, and the value of gene vi at time t + 1 is determined by the values of genes
vp1 , vp2 , . . . , vpwi at time t via a Boolean function f
(i) : {0, 1}wi → {0, 1}, i.e.,
vi(t+ 1) = fi(vp1 , vp2 , . . . , vpwi ).
Then the BN is expressed as β(V, f), where the network state at time t is defined to be v(t) =
(v1(t), v2(t), . . . , vn(t))
T . Therefore, there are 2n possible states in the network. While, a PBN
consists of N =
∏n
i=1 l(i) different possible realizations of BNs for n genes, where, for any
1 ≤ i ≤ n, the state of gene vi is determined by a set of Boolean functions {f (i)1 , . . . , f (i)l(i)} with
the corresponding set of function selection probabilities {c(i)1 , . . . , c(i)l(i)} (
∑l(i)
j=1 c
(i)
j = 1), and
f (j) = (f
(1)
j1
, f
(2)
j2
, . . . , f
(n)
jn
), 1 ≤ ji ≤ l(i) (1.1)
is a realization of the regulatory functions of n genes. We see that if the PBN is independent,
i.e., the selection of the Boolean function for each gene is independent, then the probability of
choosing the BN in the form of (1.1) is given by
xj =
n∏
i=1
c
(i)
ji
,
for j = 1, 2, . . . , N . Let a and b be two independent state n-vectors. Then
Prob{v(t+ 1) = a | v(t) = b}
=
N∑
j=1
Prob {v(t+ 1) = a | v(t) = b, the jth Boolean network (1.1) is selected} · xj .
If a and b take all possible state vectors, then we obtain the transition probability matrix
P ∈ R2n×2n of the PBN [8]:
P =
N∑
j=1
xjAj ,
where Aj ∈ R2n×2n is the transition probability matrix corresponding to the jth constituent
BN. Here, Rn1×n2 is the set of all n1×n2 real matrices (Rn = Rn×1) and each column of Aj has
only one nonzero entry and each column adds up to one.
1.2 Construction of probabilistic Boolean network
The inverse problem of constructing a PBN aims to identify all the constituent BNs and cor-
responding selection probabilities such that the constructed PBN has the prescribed transition
2
probability matrix. Suppose a PBN consists of N possible constituent BNs with the transition
probability matrices {Aj}Nj=1. The inverse problem of constructing a PBN aims to find the prob-
ability distribution vector x = (x1, . . . , xN )
T from the prescribed transition probability matrix
P and the constituent BN matrices {Aj}Nj=1 such that
P =
N∑
j=1
xjAj , e
Tx = 1, x ≥ 0, (1.2)
where e is a vector of an appropriate dimension whose entries are all ones and for any two vectors
f ,g ∈ RN , g ≥ f means that gj ≥ fj for j = 1, . . . , N . In general, the matrix P is sparse in the
sense that each column of P has at most r nonzero entries. Therefore, the constructed PBN
should consist of at most r2
n
possible constituent BNs. Thus, the problem size is very large.
One may solve (1.2) in the least square sense by the solution of the following minimization
problem:
min
x∈RN
1
2
‖P −
N∑
j=1
xjAj‖2F
subject to (s.t.) eTx = 1, x ≥ 0,
(1.3)
where ‖ · ‖F denotes the Frobenius norm. Let
A = [vec(A1), vec(A2), . . . , vec(AN )] ∈ Rm×N and b = vec(P ) ∈ Rm, (1.4)
where m = 22n  N and vec(·) generates a column vector from a matrix by stacking its column
vectors below one another. Then the minimization problem (1.3) takes the form of
min
x∈RN
1
2
‖Ax− b‖22
s.t. eTx = 1, x ≥ 0.
(1.5)
where ‖ · ‖2 denotes the Euclidean vector norm or its induced matrix norm.
In general, there are many solutions to the inverse problem. However, in practice, it is
desired to find only a few major constituent BNs with associated selection probabilities. That
is, a sparse solution to the inverse problem gives a simple approximate PBN, which may provide
a good control design for gene regulatory networks. To find a sparse solution to problem (1.5),
one may solve the following `0 regularization problem:
min
x∈RN
1
2
‖Ax− b‖22 + λ‖x‖0
s.t. eTx = 1, x ≥ 0,
(1.6)
where λ > 0 is a regularization parameter and ‖ · ‖0 means the number of nonzero entries of a
vector. However, this is a NP-hard problem [20]. It is natural to consider the following `1-norm
relaxed version of problem (1.6):
min
x∈RN
1
2
‖Ax− b‖22 + λ‖x‖1
s.t. eTx = 1, x ≥ 0,
(1.7)
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There is a large literature on the solution of such convex minimization problem. However,
it seems invalid to adopt the `1 regularization for problem (1.5) since the equality constraint
eTx = 1 is equivalent to the `1-norm regularization term ‖x‖1 = 1 due to x ≥ 0.
There exists many methods for finding a sparse solution to the inverse problem. For instance,
a heuristic algorithm was proposed in [6]. A dominant modified algorithm was proposed in [9].
A maximum entropy rate approach and its modified version were proposed in [4, 5, 7]. A
projection-based gradient descent method was presented in [33].
Recently, an alternating direction method of multipliers was given in [18] for solving the
following non-convex minimization problem with the `1/2 regularization:
min
x∈RN
µ
1
2
‖Ax− b‖22 +
N∑
j=1
xj log xj + λ‖x‖1/21/2
s.t. eTx = 1, x ≥ 0,
where µ, λ are two positive constants. In [11], a partial proximal-type operator splitting method
was proposed for solving the `1/2 regularization version of problem (1.6):
min
x∈RN
1
2
‖Ax− b‖22 + λ‖x‖1/21/2
s.t. eTx = 1, x ≥ 0,
where λ > 0 is a constant.
1.3 Our contribution
The orthogonal matching pursuit (OMP) is a greedy algorithm for solving the sparse approx-
imation problem over a redundant dictionary, which was introduced independently in many
references (see for instance [3, 10, 22]). The sparse recovery of the OMP was analyzed by Tropp
in [32] and was extended to the noise case [2]. The OMP aims to find a sparse solution to an
underdetermined linear system of linear equations y = Φw, where Φ is a q × Q matrix with
q < Q. However, the OMP can not be directly applied to finding a sparse solution to problem
(1.5) since there exist additional nonnegative constraint x ≥ 0 and equality constraint eTx = 1.
In this paper, we propose a modified orthogonal matching pursuit (MOMP) for finding a
sparse solution to problem (1.5). By exploring the properties of the m × N matrix A and the
vector b ∈ Rm defined by (1.4), we give some conditions to guarantee that our method can find
a sparse solution to problem (1.5). We also present some numerical examples to illustrate the
efficiency of our method for constructing a sparse PBN.
1.4 Organization
The rest of this paper is organized as follows. In Section 2, we review the OMP and then propose
a MOMP for constructing a sparse PBN. In Section 3, we discuss the convergence analysis of
our method. In Section 4, we present some numerical examples to show the efficiency of the
proposed method. Finally, we give some concluding remarks in Section 5.
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1.5 Notation
Throughout this paper, we use the following notation. Let I be the identity matrix of an
appropriate dimension. Denote by ej the j-th column of I. The superscripts “·T ” denotes the
transpose of a matrix. For any A ∈ Rm×N , let A = [a1, . . . ,aN ]. For a complex number a, |a|
denotes the modulus of a. Let [N ] = {1, 2, . . . , N} and for any set S ⊂ [N ], let |S| and [N ]\S
be the cardinality of S and the complement of S in [N ], respectively. For any set S ⊂ [N ], AS
is the submatrix of a matrix A with columns indexed by S. A vector z is called d-sparse if at
most d entries of z are nonzero. Finally, denote by supp(z) := {j ∈ [N ] | zj 6= 0} the support of
a vector z ∈ RN .
2 A modified orthogonal matching pursuit
In this section, we first recall the OMP for solving underdetermined linear systems. Then we
propose a MOMP for solving problem (1.5).
2.1 Orthogonal matching pursuit
The OMP aims to find a sparse solution to the following underdetermined linear system:
y = Φw, (2.1)
where Φ ∈ Rq×Q is a measurement matrix with q < Q and y ∈ Rq is the observation vector.
Then the OMP algorithm is stated as in Algorithm 2.1.
Algorithm 2.1 OMP for problem (2.1)
Step 0. Choose an initial point w0 = 0 and S0 = ∅. Let k := 0.
Step 1. Find jk+1 ∈ [N ] such that
jk+1 = argmax
j∈[N ]
|eTj ΦT (y − Φwk)|.
Set Sk+1 = Sk ∪ {jk+1}.
Step 2. Find
wk+1 = argmin
w∈RQ supp(x)⊂Sk+1
1
2
‖y − Φw‖22.
Step 3. Replace k by k + 1 and go to Step 1.
We see that the OMP algorithm is simple and easy to implement. For more details on the
OMP, one may refer to [3, 10, 22, 32]. In particular, one may refer to [12, Proposition 3.5] for
the exact recovery condition for the OMP.
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2.2 A modified orthogonal matching pursuit
In this subsection, we propose a MOMP for solving problem (1.5). It is natural to extend the
OMP (i.e., Algorithm 2.1) to the solution of problem (1.5). Compared with problem (2.1), we
have additional equality constraint eTx = 1 and nonnegative constraint x ≥ 0. Hence, we
cannot solve problem (1.5) by the OMP directly. We also note that, for any 1 ≤ j ≤ N , each
column of the j-th constituent BN matrix Aj ∈ R2n×2n has only one nonzero entry and each
column adds up to one. Thus the matrix A defined by (1.4) is entrywise nonnegative, sparse,
and satisfies the property
e ≥ Ax, ∀x ∈M, (2.2)
where M is the feasible domain of problem (1.5), which is defined by
M :=
{
x ∈ RN | eTx = 1, x ≥ 0
}
.
In addition, we see that the prescribed transition probability matrix P ∈ R2n×2n is usually
sparse. Hence, the vector b ∈ Rm defined by (1.4) is sparse and satisfies the property
e ≥ b ≥ 0. (2.3)
From the above analysis, sparked by the OMP (i.e., Algorithm 2.1), we propose a MOMP
for solving problem (1.5). The algorithm is described in Algorithm 2.2.
Algorithm 2.2 MOMP for problem (1.5)
Step 0. Choose an initial guess x0 ∈M and S0 = ∅. Let k := 0.
Step 1. Find jk+1 ∈ [N ] such that
jk+1 = argmax
j∈[N ]
eTj A
T (b−Axk).
Set Sk+1 = Sk ∪ {jk+1}.
Step 2. Find
xk+1 = argmin
x∈M, supp(x)⊂Sk+1
1
2
‖b−Ax‖22. (2.4)
Step 3. Replace k by k + 1 and go to Step 1.
We observe that the main difference between Algorithm 2.1 and Algorithm 2.2 is that, instead
of choosing the initial point x0 = 0, we choose an initial guess x0 ∈ M arbitrarily; Instead of
maximizing the modulus of the residual, we choose the index jk+1 corresponding to the largest
entry of the residual. Moreover, instead of finding a new approximation by projecting the
observation y onto the linear space spanned by selected columns of the measurement matrix Φ,
we produce a new approximation of the prescribed vector b as a convex combination of the few
chosen columns of A. In fact, in Algorithm 2.2, the major work is to solve a small linear least
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square problem (2.4) with the linear and nonnegative constraint. That is, problem (2.4) can be
reduced to the following small minimization problem:
xk+1Sk+1 = argmin
z∈ZSk+1
1
2
‖b−ASk+1z‖22. (2.5)
where ZSk+1 := {z ∈ R|Sk+1| | eT z = 1, z ≥ 0} and xk+1[N ]\Sk+1 = 0. One may solve (2.5) via the
standard solvers for constrained linear least square problems, e.g., the interior point algorithm
or the active-set algorithm (see for instance [21]).
3 Convergence analysis
In this section, we show that Algorithm 2.2 converges in finite steps under some conditions.
For the iterate jk+1 generated by Algorithm 2.2, we have the following lemma.
Lemma 3.1 Let xk be the current iterate generated by Algorithm 2.2. If
Aejk+1 = Ax
k,
then jk+1 ∈ Sk+1 is such that xk+1 ∈M with supp(xk+1) ⊂ Sk+1 but
‖b−Axk+1‖2 = ‖b−Axk‖2.
Moreover, if xk+1 = xk, then jk+1 ∈ Sk and Algorithm 2.2 terminates at the current iterate.
Proof: We note that Sk+1 = Sk ∪ {jk+1}. By hypothesis, Aejk+1 = Axk. Then, without loss of
generality, we have
ASk+1 = [ASk , Aejk+1 ] = [ASk , Ax
k] = [ASk , ASkx
k
Sk ]. (3.1)
This means that the last column of ASk+1 is a convex combination of the columns of ASk . From
(3.1) we have for all x ∈M with supp(x) ⊂ Sk+1,
‖b−Ax‖2 = ‖b−ASk+1xSk+1‖2 = ‖b− [ASk , ASkxkSk ]xSk+1‖2
= ‖b−ASk(xSk + xjk+1xkSk)‖2. (3.2)
For any x ∈M with supp(x) ⊂ Sk+1, it is easy to see that xSk +xjk+1xkSk ≥ 0,
∑
i∈Sk
(
(xSk)i+
xjk+1(x
k
Sk)i
)
= 1, and supp(xSk + xjk+1x
k
Sk) ⊂ Sk. Notice
xk = argmin
x∈M, supp(x)⊂Sk
1
2
‖b−Ax‖22.
It follows from (3.2) that
‖b−Axk+1‖2 = min
x∈M, supp(x)⊂Sk+1
‖b−Ax‖22
= min
x∈M, supp(x)⊂Sk+1
‖b−ASk(xSk + xjk+1xkSk)‖2
= ‖b−Axk‖2, (3.3)
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where the last equality holds by setting xSk = (1− xjk+1)xkSk for all 0 ≤ xjk+1 ≤ 1.
Moreover, it is easy to see that xk+1 = xk is a special solution to (3.3). In this case, we have
jk+1 ∈ Sk and Algorithm 2.2 terminates at the current iterate.
The following result shows that the choice of the index jk+1 is reasonable in the sense that
the residual is nonincreasing.
Theorem 3.2 Let {xk} be the sequence generated by Algorithm 2.2. Then we have, for all
k ≥ 1,
‖b−Axk+1‖22

= ‖b−Axk‖22, if Aejk+1 = Axk,
≤ ‖b−Axk‖22 −
(
eTjk+1
AT (b−Axk)−(xk)TAT (b−Axk)
)2
‖A(ejk+1−xk)‖22
, otherwise.
Proof: For any 0 ≤ t ≤ 1, let
x˜k := (1− t)xk + tejk+1 .
It is easy to verify that x˜k ∈M and supp(x˜k) ⊂ Sk+1. Thus, for any 0 ≤ t ≤ 1,
‖b−Axk+1‖22 = min
x∈M, supp(x)⊂Sk+1
‖b−Ax‖22
≤ ‖b−Ax˜k‖22 = ‖b−A
(
(1− t)xk + tejk+1
)‖22
= ‖(b−Axk)− tA(ejk+1 − xk)‖22
= ‖b−Axk‖22 + t2‖A(ejk+1 − xk)‖22 − 2t〈A(ejk+1 − xk),b−Axk〉. (3.4)
If Aejk+1 = Ax
k, then using Lemma 3.1 we have
‖b−Axk+1‖2 = ‖b−Axk‖2.
We now assume that A(ejk+1 − xk) 6= 0. From (3.4) we have
‖b−Axk+1‖22 ≤ ‖b−Axk‖22 + ‖A(ejk+1 − xk)‖22
(
t2 − 2tσk
)
,
for all 0 ≤ t ≤ 1, where
σk :=
〈A(ejk+1 − xk),b−Axk〉
‖A(ejk+1 − xk)‖22
=
eTjk+1A
T (b−Axk)− (xk)TAT (b−Axk)
‖A(ejk+1 − xk)‖22
.
Thus,
‖b−Axk+1‖22 ≤ ‖b−Axk‖22 + ‖A(ejk+1 − xk)‖22 min
0≤t≤1
(t2 − 2tσk).
We now show that 0 ≤ σk ≤ 1. We first derive that σk ≥ 0. Using the definition of jk+1 and
xk ∈M and supp(xk) ⊂ Sk we have
(xk)TAT (b−Axk) ≤ eTjk+1AT (b−Axk)
∑
j∈Sk
xkj = e
T
jk+1
AT (b−Axk).
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This shows that σk ≥ 0. On the other hand, we note that, if eTi Aejk+1 6= 0 for some 1 ≤ i ≤ m,
then eTi Aejk+1 = 1. Thus,
‖A(ejk+1 − xk)‖22 − 〈A(ejk+1 − xk),b−Axk〉 = 〈A(ejk+1 − xk), Aejk+1 − b〉 ≥ 0,
where the last inequality uses the fact that eTi A(ejk+1 − xk) ≥ 0 and eTi (Aejk+1 − b) ≥ 0 for all
i ∈ supp(Aejk+1) and eTi A(ejk+1 − xk) ≤ 0 and eTi (Aejk+1 − b) ≤ 0 for all i /∈ supp(Aejk+1) by
using the properties (2.2) and (2.3). Therefore, we have 0 ≤ σk ≤ 1. Substituting t = σk yields
‖b−Axk+1‖22 ≤ ‖b−Axk‖22 − σ2k‖A(ejk+1 − xk)‖22
= ‖b−Axk‖22 −
(
eTjk+1A
T (b−Axk)− (xk)TAT (b−Axk)
)2
‖A(ejk+1 − xk)‖22
.
On the optimality conditions of problem (2.4), we have the following result from [21, Theorem
16.4].
Lemma 3.3 Let xk+1 be the current iterate of Algorithm 2.2. Then xk+1 ∈M with supp(xk+1) ⊂
Sk+1 is a global solution to problem (2.4) if and only if
(
ATSk+1
(
b−Axk+1))
l
 =
(
xk+1
)T
AT
(
b−Axk+1), if l ∈ supp(xk+1),
≤ (xk+1)TAT (b−Axk+1), if l ∈ Sk+1 \ supp(xk+1).
Moreover, if ASk+1 : ZSk+1 → Rm is injective, then xk+1 ∈ M with supp(xk+1) ⊂ Sk+1 is the
unique global solution to problem (2.4), where ZSk+1 := {z ∈ R|Sk+1| | eT z = 1, z ≥ 0}.
We now discuss the convergence conditions for the MOMP. We first give some necessary
conditions for Algorithm 2.2 to recover a sparse solution to the linear system b = Ax. The
proof can be seen as a generalization of [12, Proposition 3.5].
Theorem 3.4 Let A ∈ Rm×N and b ∈ Rm be defined by (1.4). Suppose every nonzero vector
x∗ ∈ M supported on a set S of size d is recovered from b = Ax∗ via Algorithm 2.2 after at
most d iterations. Then the linear operator AS : ZS → Rm is injective,
max
j∈S
(
AT (b−Ax0))
j
> max
l∈[N ]\S
(
AT (b−Ax0))
l
, (3.5)
for all b ∈ {Ax | x ∈M, supp(x) ⊂ S}, where ZS := {z ∈ R|S| | eT z = 1, z ≥ 0}.
Proof: Suppose Algorithm 2.2 recovers all vectors supported on a set S of size d at most d
iterations. Then, for any two vectors x1,x2 ∈ M supported on S with Ax1 = b = Ax2, we
must have x1 = x2. This shows that the linear operator AS : ZS → Rm is injective. On
the other hand, if there exists a vector x∗ ∈ M with supp(x∗) ⊂ S such that b = Ax∗, then
the index j1 generated by Algorithm 2.2 at the first iteration should not belong to [N ]\S, i.e.,
maxj∈S
(
AT (b − Ax0))
j
> maxl∈[N ]\S
(
AT (b − Ax0))
l
. Therefore, we have maxj∈S(AT (b −
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Ax0))j > maxl∈[N ]\S(AT (b − Ax0))l for all b ∈ {Ax | x ∈ M, supp(x) ⊂ S}. This completes
the proof.
Next, we provide some sufficient conditions to guarantee Algorithm 2.2 recovers all sparse
solutions of the linear system b = Ax exactly. The proof can be seen as a generalization of [12,
Proposition 3.5].
Theorem 3.5 Let A ∈ Rm×N and b ∈ Rm be defined by (1.4). Then every nonzero vector
x∗ ∈ M supported on a set S of size d is recovered from b = Ax∗ via Algorithm 2.2 after at
most d iterations if the linear operator AS : ZS → Rm is injective,
max
j∈S
(
AT (b−Ax0))
j
> max
l∈[N ]\S
(
AT (b−Ax0))
l
, (3.6)
and
max
j∈S
(
AT (b−Ax))
j
> max
l∈[N ]\S
(
AT (b−Ax))
l
, (3.7)
for all x ∈MS := {x ∈M | supp(x) ⊂ S}\{x∗}, where ZS := {z ∈ R|S| | eT z = 1, z ≥ 0}.
Proof: Suppose b 6= Axk for k = 0, 1, . . . , d − 1 (Otherwise, we have found the solution). We
claim that, for any 0 ≤ k ≤ d, Sk ⊂ S is of size k. Therefore S = Sd and x∗ = xd since the
linear operator AS : ZS → Rm is injective. We now show the claim by the induction. We first
show that, for any 0 ≤ k ≤ d, Sk ⊂ S (which implies that xk ∈M with supp(xk) ⊂ Sk). Using
(3.6), we know that the first index j1 must belong to S and thus S1 = S0 ∪ {j1} ⊂ S. Now,
suppose Sk ⊂ S for some 1 ≤ k ≤ d− 1. Then, using (3.7) we have the index jk+1 ∈ S and thus
Sk+1 = Sk ∪ {jk+1} ⊂ S. By the induction, we have Sk ⊂ S for all 0 ≤ k ≤ d. Next, we show
that Sk is of size k for all 1 ≤ k ≤ d. For any 1 ≤ k ≤ d, using Lemma 3.3 we have
(
ATSk
(
b−Axk))
l
 =
(
xk
)T
AT
(
b−Axk), if l ∈ supp(xk),
≤ (xk)TAT (b−Axk), if l ∈ Sk \ supp(xk).
By definition, jk+1 = argmaxj∈[N ] eTj A
T (b−Axk) /∈ Sk. Otherwise, if jk+1 ∈ Sk, then it follows
from (3.7) that
max
j∈Sk
(
AT (b−Axk))
j
= max
j∈S
(
AT (b−Axk))
j
> max
l∈[N ]\S
(
AT (b−Axk))
l
.
Thus,
(
AT
(
b−Axk))
l

=
(
xk
)T
AT
(
b−Axk), if l ∈ supp(xk),
≤ (xk)TAT (b−Axk), if l ∈ Sk \ supp(xk),
≤ (xk)TAT (b−Axk), if l ∈ S \ Sk,
<
(
xk
)T
AT
(
b−Axk), ∀ l ∈ [N ]\S.
Using Lemma 3.3 and the injectivity of the linear operator AS : ZS → Rm, we know that xk
is the unique global solution to problem (1.5). By assumption, x∗ ∈ M with supp(x∗) ⊂ S
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is such that b = Ax∗, which is a global solution to problem (1.5). Thus x∗ = xk. This is a
contradiction. Therefore, Sk is of size k. The proof is complete.
Remark 3.6 From Theorems 3.4–3.5, we see that the necessary condition and the sufficient
conditions for the success of exact sparse recovery for the MOMP are different. This may
be caused by the additional constraints: eTx = 1 and x ≥ 0. By assumptions, b = Ax∗
for every exact recovery x∗ ∈ M supported on a set S of size d. Then b belongs to the set
{Ax | x ∈ M, supp(x) ⊂ S}. While, for any 0 ≤ k ≤ d − 1, we have Sk ⊂ S but the residual
rk := b − Axk = A(x∗ − xk + x0) − Ax0, where A(x∗ − xk + x0) is not guaranteed to belong
to the set {Ax | x ∈ M, supp(x) ⊂ S} since the support of x0 is not necessary on S and the
entrywise nonnegativity of the vector (x∗ − xk + x0) is not guaranteed.
By following the similar proof of Theorem 3.5, we have the following sufficient conditions on
the sparse recovery of Algorithm 2.2 for problem (1.5) in the least square sense.
Theorem 3.7 Let A ∈ Rm×N and b ∈ Rm be defined by (1.4). Then every nonzero vector
x∗ ∈M supported on a set S of size d solve problem (1.5) in the least square sense via Algorithm
2.2 after at most d iterations if the linear operator AS : ZS → Rm is injective,
max
j∈S
(
AT (b−Ax0))
j
> max
l∈[N ]\S
(
AT (b−Ax0))
l
,
and
max
j∈S
(
AT (b−Ax))
j
> max
l∈[N ]\S
(
AT (b−Ax))
l
,
for all x ∈MS , where MS and ZS are defined as in Theorem 3.5.
Remark 3.8 In Theorems 3.4–3.7, we require that the injectivity of the linear operator AS :
ZS → Rm, which is guaranteed if AS : R|S| → Rm is injective i.e., AS is full column rank. We
note that ZS is a closed convex subset of R|S|. It is easy to see that if |S| > m, then the linear
operator AS : R|S| → Rm cannot be injective. This shows that, if Algorithm 2.2 generates a
sparse solution to problem (1.5), then the sparsity is no more than m. In addition, it is better
to choose a sparse starting point x0 ∈M since a sparse recovery for problem (1.5) is expected.
Based on Theorems 3.5–3.7 and Remark 3.8, for Algorithm 2.2, we have the following results
on the recovery with a given support for problem (1.5) exactly or in the least square sense.
Corollary 3.9 Let A ∈ Rm×N and b ∈ Rm be defined by (1.4). Let S ⊂ [N ] with d = |S|. Then
every nonzero vector x∗ ∈ M with supp(x∗) ⊂ S is recovered from b = Ax∗ via Algorithm 2.2
after at most d iterations if AS has full column rank and
max
j∈S
(
AT (b−Axk))
j
> max
l∈[N ]\S
(
AT (b−Axk))
l
,
for k = 0, 1, . . . , d− 1.
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Corollary 3.10 Let A ∈ Rm×N and b ∈ Rm be defined by (1.4). Let S ⊂ [N ] with d = |S|.
Then every nonzero vector x∗ ∈ M with supp(x∗) ⊂ S solve problem (1.5) in the least square
sense via Algorithm 2.2 after at most d iterations if AS has full column rank and
max
j∈S
(
AT (b−Axk))
j
> max
l∈[N ]\S
(
AT (b−Axk))
l
,
for k = 0, 1, . . . , d− 1.
Remark 3.11 If one chooses the starting point x0 = 0 in Algorithm 2.2, then, in Theorems
3.5–3.7 and Corollaries 3.9–3.10, the condition
max
j∈S
(
AT (b−Ax0))
j
> max
l∈[N ]\S
(
AT (b−Ax0))
l
.
is replaced by
max
j∈S
(ATb)j > max
l∈[N ]\S
(ATb)l.
From the latter numerical examples, we can see that different sparse solutions to problem (1.5)
can be obtained via Algorithm 2.2 with different choices of sparse x0 ∈M or x0 = 0.
4 Numerical experiments
In this section, we present the numerical performance of Algorithm 2.2 for solving problem (1.5).
To illustrate the efficiency of our method, we compare the proposed algorithm with the maximum
entropy rate approach (MEM) in [4] and the projection-based gradient descent method (PG) in
[33]. All numerical tests were carried out using MATLAB R2020a on a personal laptop with an
Intel Core i7 CPU at 2.7 GHz and 16GB of RAM.
In our numerical experiments, the initial point x0 is chosen to be (a) x0 = 0 and (b) x0 ∈M
is a random sparse N -vector with s uniformly distributed nonzero entries. For Examples 4.1–4.5,
the stopping criterion for Algorithm 2.2 is given by
‖xk+1 − xk‖1 ≤ 10−5 or ‖Axk − b‖2 ≤ 10−8.
while for Example 4.6, the stopping criterion for Algorithm 2.2 is given by
‖Axk − b‖2 ≤ 10−8, ‖xk+1 − xk‖1 ≤ 10−2, or |‖Axk+1 − b‖2 − ‖Axk − b‖2| ≤ 10−3,
and the largest number of iterations for Algorithm 2.2 is set to be m.
We consider the following numerical examples.
Example 4.1 Consider an example in [4] with two genes (n = 2), where the prescribed transi-
tion probability matrix of the PBN is given by
P1 =

0.1 0.3 0.5 0.6
0.0 0.7 0.0 0.0
0.0 0.0 0.5 0.0
0.9 0.0 0.0 0.4
 .
We note that there are 2 non-zero entries in each column of P . Thus there are N = 16 possible
component BNs.
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Example 4.2 Consider another example in [5] with two genes (n = 2), where the observed
transition probability matrix is given by
P2 =

0.1 0.3 0.2 0.1
0.2 0.3 0.2 0.0
0.0 0.0 0.6 0.4
0.7 0.4 0.0 0.5
 .
In this PBN, there are N = 81 BNs.
Example 4.3 We consider a network in [4] with three genes (n = 3), where the prescribed
transition probability matrix of the PBN is given by
P̂ =

1.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.3 0.0 0.0 0.5 0.0
0.0 0.0 0.0 0.3 0.0 0.0 0.5 0.0
0.0 1.0 1.0 0.0 1.0 0.5 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.5 0.0 1.0

.
In this example, we consider the following perturbations of P̂ :
P3 =

1−  0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 1−  0.0 0.0 0.0
   0.0  0.0 0.0 
0.0 0.0 0.0 0.3 0.0 0.0 0.5 0.0
0.0 0.0 0.0 0.3 0.0 0.0 0.5 0.0
0.0 1−  1−  0.0 1.0 0.5 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.5 0.0 1− 

,
where  = 0.01, 0.02. In this PBN, there are 512 BNs.
Example 4.4 We consider a network in [33] where the prescribed transition probability matrix
of the PBN is given by
P4 =
[
P2 0
0 P2
]
.
In this PBN, there are 6561 BNs.
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Example 4.5 We consider a network in [11] with three genes (n = 3), where the prescribed
transition probability matrix of the PBN is given by
P5 =

0.12 0.00 0.60 0.42 0.00 0.00 0.00 0.00
0.28 0.00 0.00 0.18 0.00 0.00 0.00 0.00
0.00 0.40 0.00 0.00 0.40 0.18 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.42 0.00 0.60
0.18 0.00 0.40 0.28 0.00 0.00 0.00 0.00
0.42 0.00 0.00 0.12 0.00 0.00 0.00 0.00
0.00 0.60 0.00 0.00 0.60 0.12 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.28 1.00 0.40

.
In this PBN, there are 1024 BNs.
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Figure 4.1: The probability distribution x# for Example 4.1.
MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 1.2419× 100 0.1890 1.2771× 100 0.1667 8.9443× 10−1 0.4500 1.0100× 100 0.3500 1.0100× 100 0.3500
2 9.3749× 10−1 0.3780 1.0044× 100 0.3333 5.0000× 10−1 0.7000 6.0828× 10−1 0.6000 5.0000× 10−1 0.7000
3 7.4198× 10−1 0.5040 7.9722× 10−1 0.4667 2.6458× 10−1 0.8500 2.6458× 10−1 0.8500 2.6458× 10−1 0.8500
4 5.6342× 10−1 0.6300 6.0736× 10−1 0.6000 1.0000× 10−1 0.9500 1.0000× 10−1 0.9500 1.0000× 10−1 0.9500
5 4.3059× 10−1 0.7110 4.5491× 10−1 0.6917 1.1285× 10−13 1.0000 7.5095× 10−14 1.0000 1.0388× 10−13 1.0000
6 3.0454× 10−1 0.7920 3.0890× 10−1 0.7833
7 2.2500× 10−1 0.8460 2.3154× 10−1 0.8417
8 1.6125× 10−1 0.9000 1.7951× 10−1 0.9000
9 1.2651× 10−1 0.9210 1.0672× 10−1 0.9417
10 9.3027× 10−2 0.9420 3.1180× 10−2 0.9833
11 7.1400× 10−2 0.9560 1.6667× 10−2 0.9917
12 5.2134× 10−2 0.9700 8.6304× 10−9 1.0000
13 3.6986× 10−2 0.9790
14 2.2450× 10−2 0.9880
15 1.2000× 10−2 0.9940
16 1.8097× 10−10 1.0000
Table 4.1: Numerical results for Example 4.1.
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Figure 4.2: Convergence of three methods for Example 4.1.
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Figure 4.3: The probability distribution x# for Example 4.2.
The numerical results for Examples 4.1–4.5 are displayed in Figures 4.1–4.12, where x#
denote the computed solution to problem (1.5) obtained via MEM, PG, and Algorithm 2.2
accordingly. In Tables 4.1–4.6, we also list the sum sum(j) of the j largest components of the
computed solution x# for different j and the corresponding reconstructed residual res(j) :=
‖b − Api(1:j)x#(pi(1 : j))‖2, where pi = {pi(1), . . . , pi(N)} is a permutation such that x#pi(1) ≥
x#pi(2) ≥ · · · ≥ x#pi(N), pi(1 : j) = {pi(1), . . . , pi(j)} and x#(pi(1 : j)) = (x#pi(1), . . . , x#pi(j))T ∈ Rj . We
observe from Figures 4.2, 4.4, 4.6, 4.10, and 4.12 that all three methods recover a solution x# to
problem (1.5) (where b = Ax# numerically) while we see from Figure 4.1, 4.3, 4.5, 4.9, and 4.11
that the solution obtained by Algorithm 2.2 are much sparser than MEM and PG. We also see
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Figure 4.4: Convergence of three methods for Example 4.2.
MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 1.1826× 100 0.0840 1.2323× 100 0.0528 7.8740× 10−1 0.4000 1.0296× 100 0.2000 8.3667× 10−1 0.4000
2 1.0809× 100 0.1512 1.1578× 100 0.1011 5.4772× 10−1 0.6000 8.8318× 10−1 0.4000 6.1644× 10−1 0.6000
3 9.8401× 10−1 0.2142 1.0837× 100 0.1486 3.1623× 10−1 0.8000 6.1644× 10−1 0.6000 4.8990× 10−1 0.7000
4 8.8997× 10−1 0.2772 1.0108× 100 0.1960 2.0000× 10−1 0.9000 4.8990× 10−1 0.7000 3.4641× 10−1 0.8000
5 8.1831× 10−1 0.3276 9.4840× 10−1 0.2389 1.9324× 10−12 1.0000 3.1623× 10−1 0.8000 2.0000× 10−1 0.9000
6 7.4996× 10−1 0.3780 8.8778× 10−1 0.2818 2.0000× 10−1 0.9000 3.5192× 10−13 1.0000
7 7.1145× 10−1 0.4060 8.4215× 10−1 0.3146 1.3016× 10−13 1.0000
8 6.7424× 10−1 0.4340 7.9794× 10−1 0.3474
9 6.4511× 10−1 0.4580 7.6017× 10−1 0.3775
10 6.1692× 10−1 0.4804 7.2474× 10−1 0.4057
11 5.8994× 10−1 0.5028 6.9094× 10−1 0.4339
12 5.6353× 10−1 0.5238 6.5929× 10−1 0.4615
13 5.3828× 10−1 0.5448 6.2431× 10−1 0.4889
14 5.1350× 10−1 0.5658 5.9108× 10−1 0.5163
15 4.9018× 10−1 0.5868 5.5855× 10−1 0.5437
16 4.6415× 10−1 0.6060 5.2830× 10−1 0.5711
Table 4.2: Numerical results for Example 4.2.
MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 2.3044× 100 0.0713 2.3107× 100 0.0687 1.7695× 100 0.3000 1.7913× 100 0.2900 1.7695× 100 0.3000
2 2.1285× 100 0.1426 2.1410× 100 0.1375 1.0241× 100 0.5900 1.0477× 100 0.5800 1.0241× 100 0.5900
3 1.9524× 100 0.2140 1.9711× 100 0.2062 5.6639× 10−1 0.7900 5.9127× 10−1 0.7800 5.6639× 10−1 0.7900
4 1.7789× 100 0.2853 1.8036× 100 0.2750 2.8284× 10−2 0.9900 4.0000× 10−2 0.9800 2.8284× 10−2 0.9900
5 1.5993× 100 0.3566 1.6304× 100 0.3437 2.4718× 10−12 1.0000 2.8284× 10−2 0.9900 2.4718× 10−12 1.0000
6 1.4221× 100 0.4279 1.4593× 100 0.4125 1.0249× 10−13 1.0000
7 1.2442× 100 0.4993 1.2876× 100 0.4812
8 1.0700× 100 0.5706 1.1190× 100 0.5500
9 9.5060× 10−1 0.6181 9.9361× 10−1 0.6000
10 8.3312× 10−1 0.6657 8.7020× 10−1 0.6500
11 7.1532× 10−1 0.7132 7.4649× 10−1 0.7000
12 6.0077× 10−1 0.7608 6.2630× 10−1 0.7500
13 4.7777× 10−1 0.8083 4.9724× 10−1 0.8000
14 3.5672× 10−1 0.8559 3.7047× 10−1 0.8500
15 2.3101× 10−1 0.9034 2.3927× 10−1 0.9000
16 1.0552× 10−1 0.9510 1.1068× 10−1 0.9500
Table 4.3: Numerical results for Example 4.3 with  = 0.01.
from Tables 4.1–4.6 that the identified major BNs by Algorithm 2.2 leads to much less residual
than MEM and PG. Finally, we see that, though the initial guess x0 = 0 is not a feasible point,
our algorithm with x0 = 0 still generates a sparse solution.
To further illustrate the effectiveness of our method, in the following numerical example,
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Figure 4.5: The probability distribution x# for Example 4.3 with  = 0.01.
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Figure 4.6: Convergence of three methods for Example 4.3 with  = 0.01.
we only compare the performance of our method with that of PG for reconstructing a sparse
solution to problem (1.5) in the least square sense since the problem size is very large and the
MEM is not so effective as expected.
Example 4.6 We consider a network in [13] for modelling credit defaults, where the prescribed
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Figure 4.7: The probability distribution x# for Example 4.3 with  = 0.02.
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Figure 4.8: Convergence of three methods for Example 4.3 with  = 0.02.
transition probability matrix of the PBN is given by
P6 =

0.57 0.00 0.10 0.00 0.00 0.04 0.00 0.00
0.14 0.31 0.00 0.50 0.13 0.13 0.33 0.06
0.00 0.08 0.40 0.25 0.25 0.00 0.67 0.00
0.00 0.15 0.00 0.00 0.00 0.08 0.00 0.00
0.00 0.15 0.30 0.00 0.00 0.13 0.00 0.00
0.29 0.31 0.20 0.00 0.25 0.29 0.00 0.39
0.00 0.00 0.00 0.00 0.38 0.00 0.00 0.00
0.00 0.00 0.00 0.25 0.00 0.33 0.00 0.56

.
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MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 2.2935× 100 0.0678 2.3066× 100 0.0625 1.7504× 100 0.3000 1.7942× 100 0.2800 1.7942× 100 0.2800
2 2.1262× 100 0.1356 2.1520× 100 0.1250 1.0292× 100 0.5800 1.0763× 100 0.5600 1.0763× 100 0.5600
3 1.9586× 100 0.2034 1.9972× 100 0.1875 5.6851× 10−1 0.7800 6.1838× 10−1 0.7600 6.1838× 10−1 0.7600
4 1.7934× 100 0.2712 1.8443× 100 0.2500 5.6569× 10−2 0.9800 8.0000× 10−2 0.9600 8.0000× 10−2 0.9600
5 1.6226× 100 0.3390 1.6868× 100 0.3125 2.7460× 10−14 1.0000 5.6569× 10−2 0.9800 5.6569× 10−2 0.9800
6 1.4540× 100 0.4068 1.5309× 100 0.3750 2.7552× 10−12 1.0000 2.7551× 10−12 1.0000
7 1.2846× 100 0.4746 1.3744× 100 0.4375
8 1.1184× 100 0.5424 1.2202× 100 0.5000
9 1.0049× 10−1 0.5875 1.0950× 100 0.5500
10 8.9307× 10−1 0.6327 9.7160× 10−1 0.6000
11 7.8088× 10−1 0.6779 8.4794× 10−1 0.6500
12 6.7125× 10−1 0.7231 7.2732× 10−1 0.7000
13 5.5473× 10−1 0.7683 5.9917× 10−1 0.7500
14 4.3985× 10−1 0.8135 4.7329× 10−1 0.8000
15 3.2206× 10−1 0.8587 3.4496× 10−1 0.8500
16 2.0633× 10−1 0.9039 2.2136× 10−1 0.9000
Table 4.4: Numerical results for Example 4.3 with  = 0.02.
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Figure 4.9: The probability distribution x# for Example 4.4.
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Figure 4.10: Convergence of three methods for Example 4.4.
In this PBN, there are 25920 BNs.
The numerical results for Example 4.6 are displayed in Figures 4.13–4.14 and Table 4.7.
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MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 1.8489× 100 0.0071 1.8609× 100 0.0020 1.1136× 100 0.4000 1.6125× 100 0.2000 1.3191× 100 0.3000
2 1.8359× 100 0.0127 1.8566× 100 0.0038 7.7460× 10−1 0.6000 1.2166× 100 0.4000 9.9499× 10−1 0.4500
3 1.8230× 100 0.0183 1.8524× 100 0.0056 4.4721× 10−1 0.8000 1.0198× 100 0.5000 7.7460× 10−1 0.6000
4 1.8108× 100 0.0236 1.8482× 100 0.0075 2.8284× 10−1 0.9000 8.3666× 10−1 0.6000 6.4807× 10−1 0.7000
5 1.7988× 100 0.0289 1.8440× 100 0.0093 1.6574× 10−13 1.0000 6.3246× 10−1 0.7000 4.8990× 10−1 0.8000
6 1.7867× 100 0.0342 1.8399× 100 0.0111 4.6904× 10−1 0.8000 2.4495× 10−1 0.9000
7 1.7746× 100 0.0395 1.8357× 100 0.0129 2.8284× 10−1 0.9000 1.4142× 10−1 0.9500
8 1.7645× 100 0.0440 1.8318× 100 0.0146 1.2763× 10−13 1.0000 8.0934× 10−12 1.0000
9 1.7551× 100 0.0483 1.8280× 100 0.0163
10 1.7456× 100 0.0525 1.8242× 100 0.0180
11 1.7362× 100 0.0567 1.8204× 100 0.0197
12 1.7268× 100 0.0610 1.8166× 100 0.0214
13 1.7174× 100 0.0652 1.8127× 100 0.0231
14 1.7079× 100 0.0694 1.8089× 100 0.0248
15 1.6985× 100 0.0737 1.8051× 100 0.0265
16 1.6891× 100 0.0779 1.8013× 100 0.0282
Table 4.5: Numerical results for Example 4.4.
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Figure 4.11: The probability distribution x# for Example 4.5.
MEM PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 1.9738× 100 0.0096 1.9864× 100 0.0042 1.2172× 100 0.4200 1.3026× 100 0.4000 1.5902× 100 0.2800
2 1.9596× 100 0.0160 1.9782× 100 0.0079 6.4622× 10−1 0.7000 7.1386× 10−1 0.6800 1.2172× 100 0.4500
3 1.9454× 100 0.0224 1.9700× 100 0.0116 3.3941× 10−1 0.8800 3.5777× 10−1 0.8600 8.4652× 10−1 0.6000
4 1.9313× 100 0.0288 1.9617× 100 0.0153 4.7227× 10−14 1.0000 5.6569× 10−2 0.9800 5.6232× 10−1 0.7300
5 1.9171× 100 0.0352 1.9535× 100 0.0190 2.8797× 10−13 1.0000 3.6905× 10−1 0.8500
6 1.9028× 100 0.0416 1.9454× 100 0.0226 9.2736× 10−2 0.9600
7 1.8885× 100 0.0480 1.9373× 100 0.0262 2.8284× 10−2 0.9900
8 1.8742× 100 0.0544 1.9292× 100 0.0298 1.0865× 10−12 1.0000
9 1.8652× 100 0.0587 1.9224× 100 0.0330
10 1.8561× 100 0.0629 1.9157× 100 0.0362
11 1.8472× 100 0.0672 1.9089× 100 0.0394
12 1.8382× 100 0.0715 1.9022× 100 0.0426
13 1.8293× 100 0.0757 1.8954× 100 0.0458
14 1.8202× 100 0.0800 1.8887× 100 0.0490
15 1.8113× 100 0.0843 1.8819× 100 0.0521
16 1.8023× 100 0.0885 1.8751× 100 0.0552
Table 4.6: Numerical results for Example 4.5.
We observe from Figures 4.14 that both PG and Algorithm 2.2 reconstruct a sparse solution
to problem (1.5) in the least square sense. Figure 4.13 shows that the least square solution
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Figure 4.12: Convergence of three methods for Example 4.5.
generated by our method is much sparse than PG. We also see from Table 4.7 that the major
BNs obtained by Algorithm 2.2 yields much less residual than PG.
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Figure 4.13: The probability distribution x# for Example 4.6.
5 Concluding remarks
Several numerical methods have been developed for the construction of sparse probabilistic
Boolean networks. However, few greedy methods were explored. In this paper, we propose a
greedy-type method, a modified orthogonal matching pursuit, for solving the inverse problem.
We derive some conditions such that, given the transition probability matrix, our method can
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PG Alg. 2.2 (a) Alg. 2.2 (s=1) Alg. 2.2 (s=2)
j res(j) sum(j) res(j) sum(j) res(j) sum(j) res(j) sum(j)
1 1.7007× 100 0.0004 1.1738× 100 0.3021 1.3292× 100 0.2369 1.3926× 100 0.2338
2 1.6998× 100 0.0008 8.5639× 10−1 0.5024 9.6315× 10−1 0.4541 9.6381× 10−1 0.4580
3 1.6990× 100 0.0012 7.2318× 10−1 0.5825 8.2362× 10−1 0.5308 8.1842× 10−1 0.5409
4 1.6982× 100 0.0016 6.1510× 10−1 0.6505 6.8838× 10−1 0.6066 6.6923× 10−1 0.6211
5 1.6974× 100 0.0019 5.2643× 10−1 0.7123 5.7057× 10−1 0.6808 5.7599× 10−1 0.6868
6 1.6966× 100 0.0023 4.3712× 10−1 0.7628 4.6879× 10−1 0.7413 4.6006× 10−1 0.7501
7 1.6958× 100 0.0027 3.5756× 10−1 0.8077 3.8420× 10−1 0.7940 3.7810× 10−1 0.8040
8 1.6951× 100 0.0030 2.7578× 10−1 0.8477 2.9897× 10−1 0.8439 2.9340× 10−1 0.8512
9 1.6943× 100 0.0034 2.1346× 10−1 0.8875 2.1647× 10−1 0.8936 2.1712× 10−1 0.8967
10 1.6936× 100 0.0038 1.5229× 10−1 0.9202 1.3318× 10−1 0.9353 1.4093× 10−1 0.9344
11 1.6928× 100 0.0041 1.0278× 10−1 0.9478 7.1212× 10−2 0.9656 6.9339× 10−2 0.9671
12 1.6920× 100 0.0044 6.5533× 10−2 0.9697 3.8734× 10−2 0.9818 4.6068× 10−2 0.9796
13 1.6913× 100 0.0048 3.5380× 10−2 0.9836 2.4833× 10−2 0.9897 2.6485× 10−2 0.9900
14 1.6906× 100 0.0052 2.5572× 10−2 0.9897 1.7558× 10−2 0.9943 1.3585× 10−2 0.9963
15 1.6898× 100 0.0055 1.6899× 10−2 0.9944 1.1605× 10−2 0.9978 8.9265× 10−3 0.9991
16 1.6891× 100 0.0059 1.1401× 10−2 0.9977 8.1291× 10−3 1.0000 7.8090× 10−3 1.0000
17 1.6884× 100 0.0062 7.6782× 10−3 1.0000
Table 4.7: Numerical results for Example 4.6.
recover a sparse probabilistic Boolean network exactly or in the least square sense. Numerical
experiments show our method is very effective in terms of sparse recovery. An interesting
question is how to analyze the exact sparse recovery condition in terms of the coherence as in
[32]. This needs further study.
References
[1] S. Bornholdt, Boolean network models of cellular regulation: prospects and limitations,
Journal of the Royal Society Interface, 5 (2008), pp. S85–S94.
[2] T. T. Cai, L. Wang, Orthogonal matching pursuit for sparse signal recovery with noise,
IEEE Trans. Inform. Theory, 57 (2011), pp. 4680–4688.
[3] S. Chen, S. A. Billings, W. Luo, Orthogonal least squares methods and their application to
nonlinear system identification, International Journal of Control, 50 (1989), pp. 1873–1896.
22
[4] X. Chen, W. K. Ching, X. S. Chen, Y. Cong and N. K. Tsing, Construction of probabilistic
Boolean networks from a prescribed transition probability matrix: A maximum entropy rate
approach, East Asian J. Appl. Math., 1 (2011), pp. 132–154.
[5] X. Chen, H. Jiang and W. K. Ching, On construction of sparse probabilistic Boolean net-
works, East Asian J. Appl. Math., 2 (2012), pp. 1–18.
[6] W. K. Ching, X. Chen, N. K. Tsing, H. Y. Leung, A heuristic method for generating
probabilistic Boolean networks from a prescribed transition probability matrix, In Proc. 2nd
Symposium on Optimization and Systems Biology (OSB’08), Ligiang, China, October 31–
November 3, 2008, pp. 271–278.
[7] W. K. Ching, X. Chen, N. K. Tsing, Generating probabilistic Boolean networks from a
prescribed transition probability matrix, IET Systems Biology, 3 (2009), pp. 453–464.
[8] W. K. Ching, S. Q. Zhang, M. K. Ng, T. Akutsu, An approximation method for solving
the steady-state probability distribution of probabilistic Boolean networks, Bioinformatics,
23 (2007), pp. 1511–1518.
[9] L. B. Cui, W. Li, W. K. Ching, On construction of sparse probabilistic Boolean networks
from a prescribed transition probability matrix, Lecture Notes in Operations Research, 13
(2010), pp. 227–234.
[10] G. Davis, S. Mallat, Z. Zhang, Adaptive time-frequency decompositions, Optical engineering,
33 (1994), pp. 2183–2191.
[11] K. K. Deng, Z. Peng, and J. L. Chen, Sparse probabilistic Boolean network problems: A
partial proximal-type operator splitting method, Journal of Industrial & Management Opti-
mization, 15 (2019), pp. 1881–1896.
[12] S. Foucart, H. Rauhut, A Mathematical Introduction to Compressive Sensing, Springer,
New York, 2013.
[13] J. W. Gu, W. K. Ching, T. K. Siu, and H. Zheng, On modeling credit defaults: a probabilistic
Boolean network approach, Risk and Decision Analysis, 4 (2013), pp. 119–129.
[14] S. A. Kauffman, Metabolic stability and epigenesist in randomly constructed genetic nets,
J. Theoret. Biol., 22 (1969), pp. 437-467.
[15] S. A. Kauffman, Homeostasis and differentiation in random genetic control networks, Na-
ture, 224 (1969), pp. 177–178.
[16] S. A. Kauffman, The Origins of Order: Self Organization and Selection in Evolution, Oxford
University Press, New York, 1993.
[17] F. Li, T. Long, Y. Lu, Q. Ouyang, C. Tang, The yeast cell-cycle network is robustly designed,
Proc. Natl. Acad. Sci. USA, 101 (2004), pp. 4781–4786.
23
[18] X. M. Li, Z. Peng, W. X. Zhu, A new alternating direction method of multipliers for sparse
Probabilistic Boolean Networks, In Proceedings of the 10th International Conference on
Natural Computation, 2014.
[19] Z. Ma, Z. J. Wang, M. J. McKeown, Probabilistic Boolean network analysis of brain connec-
tivity in Parkinson’s disease, IEEE Journal of selected topics in signal processing, 2 (2008),
pp. 975–985.
[20] B. K. Natraajan, Sparse approximation to linear systems, SIAM J. Comput., 24 (1995), pp.
227–234.
[21] J. Nocedal and S. J. Wright, Numerical Optimization, 2nd edition, Springer-Verlag, New
York, 2006.
[22] Y. C. Pati, R. Rezaiifar, P. S. Krishnaprasad, Orthogonal matching pursuit: Recursive
function approximation with applications to wavelet decomposition, in Proc. 27th Annu.
Asilomar Conf. Signals, Systems and Computers, November, 1993.
[23] P. J. Rivera Torres, E. I. Serrano Mercado, L. Anido Rifo´n, Probabilistic Boolean network
modeling of an industrial machine, Journal of Intelligent Manufacturing, 29 (2018), pp.
875–890.
[24] P. J. Rivera Torres, E. I. Serrano Mercado, L. Anido Rifo´n, Probabilistic Boolean network
modeling and model checking as an approach for DFMEA for manufacturing systems, Jour-
nal of Intelligent Manufacturing, 29 (2018), pp. 1393–1413.
[25] J. Saez-Rodriguez, L. Simeoni, J. A. Lindquist, R. Hemenway, U. Bommhardt, et al., A
logical model provides insights into T cell receptor signaling, PLoS Computational Biology,
3 (2007) e163.
[26] R. Schlatter, K. Schmich, I. A. Vizcarra, P. Scheurich, T. Sauter, et al., On/off and beyond
– A Boolean model of apoptosis, PLoS Computational Biology, 5 (2009) e1000595.
[27] I. Shmulevich, E. R. Dougherty, Probabilistic Boolean Networks: The Modeling and Control
of Gene Regulatory Networks, SIAM, 2010.
[28] I. Shmulevich, E. R. Dougherty, S. Kim, W. Zhang, Probabilistic Boolean networks: a
rule-based uncertainty model for gene regulatory networks, Bioinformatics, 18 (2002), pp.
261–274.
[29] I. Shmulevich, E. R. Dougherty, W. Zhang, From Boolean networks to probabilistic Boolean
networks as models of genetic regulatory networks, Proceedings of IEEE, 90 (2002), pp.
1778–1792.
[30] J. G. Sun, Backward perturbation analysis of certain characteristic subspaces, Numer.
Math., 65 (1993), pp. 357–382.
24
[31] P. Trairatphisan, A. Mizera, J. Pang, A. A. Tantar, J. Schneider, T. Sauter, Recent devel-
opment and biomedical applications of probabilistic Boolean networks, Cell communication
and signaling, 11 (2013) 46.
[32] J. A. Tropp, Greed is good: Algorithmic results for sparse approximation, IEEE Trans.
Inform. Theory, 50 (2004), pp. 2231–2242.
[33] Y. W. Wen, M. Wang, Z. Y. Cao, X. Q. Cheng, W. K. Ching, V. S. Vassiliadis, Sparse
solution of nonnegative least squares problems with applications in the construction of prob-
abilistic Booelan networks, Numer. Linear Algebra Appl., 22 (2015), pp. 883–899.
25
