Abstract. Relevance feedback has been proven to be a very effective query modification technique that the user, by providing her/his relevance judgments to the Information Retrieval System, can use to retrieve more relevant documents. In this paper we are going to introduce a relevance feedback method for the Bayesian Network Retrieval Model, founded on propagating partial evidences in the underlying Bayesian network. We explain the theoretical frame in which our method is based on and report the results of a detailed set of experiments over the standard test collections Adi, CACM, CISI, Cranfield and Medlars.
Introduction
When a user formulates a query to an Information Retrieval System (IRS), this software attempts to find those documents that closely match the representation of the user's information need. The posterior examination of the ranking offered by the IRS may show that a few amount of documents are relevant according to the user's judgments. This fact could be due, among other factors, to the user's incapacity of expressing his information need by means of an exact query. In that moment, the user could apply several of the query modification techniques that have been developed in the field of Information Retrieval (IR) to improve the query, and therefore, obtain those documents that fulfill the user's relevance criteria.
Among the query modification techniques, we are going to highlight the Relevance Feedback [12] , that generates a new query starting from the relevance judgments (i.e., which retrieved documents are relevant and which are not relevant to the initial query) provided by the user, when she/he inspects the ranking of documents returned by the IRS for the original query. The IRS updates that original query modifying the importance of the terms it contains (term reweighting), and adding new terms which are considered useful to retrieve more relevant documents (query expansion). This method has been successfully applied in a great variety of IR models [13] , among them, the Croft and Turtle's Inference Network model [14] , based on Bayesian Networks.
Founded on probabilistic methods, Bayesian networks [9] have been proven to be a good model to manage uncertainty, even in the IR environment, in which they have been successfully applied as an extension of the probabilistic IR model, because they offer important advantages to deal with the intrinsic uncertainty with which IR is pervaded [5, 14] . Also based on these probabilistic tools, the Bayesian Network Retrieval model (BNR) was introduced in [2] as an alternative to the existing methods based on Bayesian networks [7, 10, 14] .
In this paper we want to explain a proposal for relevance feedback within the BNR model, showing the theoretical frame in which it is based on and the experimental results obtained when it has been applied to several well known standard test collections.
To carry out this task, this paper is organized as follows: Section 2 introduces the BNR model, showing its most important features. Section 3 deals with a theoretical overview of our proposals of relevance feedback for the BNR model. Later, in Section 4, we will explain how we have put in practice some of the ideas developed in the previous section. Section 5 shows the experimental results obtained with CACM and four additional collections. Finally, Section 6 discusses about the conclusions of this work.
Description of the Bayesian Network Retrieval Model
A Bayesian network is a Directed Acyclic Graph (DAG), where the nodes represent the variables from the problem we want to solve. In that kind of graph, the knowledge is represented in two ways [9] : (a) Qualitatively, showing the (in)dependencies between the variables, and (b) Quantitatively, by means of conditional probability distributions which shape the relationships. In IR problems we can distinguish between two different sets of variables (nodes in the graph): The set of terms in the glossary from a given collection and the set of documents, grouped in the term and document subnetworks, respectively. Each term, T i , consists on a binary random variable taking values in the set {t i , t i }, wheret i stands for 'the term T i is not relevant', and t i represents 'the term T i is relevant'. Similarly, a variable referring to a document D j has its domain in the set {d j , d j }, where in this case,d j and d j respectively mean 'the document D j is not relevant for a given query', and 'the document D j is relevant for a given query'.
Focusing on the structure of the network, the following guidelines have been considered to determine the topology of the graph [2] :
• For each term that has been used to index a document, there is a link between the node representing that keyword and the node associated with the document it belongs to.
• The relationships between documents only occur through the terms included in these documents.
• Documents are conditionally independent given the terms that they contain. Thus, if we know the relevance (or irrelevance) values for all the terms indexing document D i then our belief about the relevance of D i is not affected by knowing that another document D j is relevant or irrelevant.
These assumptions have some effects on the structure of the network: On one hand, links joining terms and documents must be directed from term nodes to document nodes in the graph and, on the other hand, there are not links between document nodes.
With regard to the relationships among term nodes, the model allows terms being dependent among each other. In order to capture the relationships between terms in the collection, a Bayesian network learning algorithm is used to construct the term subnetwork. Taking into account considerations of efficiency in the learning and inference stages, some restrictions on the structure of the learned graph have been imposed. Particularly, the relationships between terms are represented by means of a polytree (a DAG in which there is no more than one undirected path connecting each pair of nodes). The used polytree learning algorithm is described in [3] .
Once we know the structure of the graph, the final step to completely specify a Bayesian network is to estimate the probability distributions stored in each node. Three different cases have to be considered:
• Term nodes having no parent: In this case we store marginal distributions, estimated as follows: p(t i ) = • Term nodes with parents: For each node, we need to store a set of conditional probability distributions, one for each possible configuration of the parent set. These distributions are simply estimated using frequencies of cooccurrence of terms in the documents of the collection.
• Document nodes: In this case, the estimation of the conditional probabilities is more problematic because of the huge number of parents that a document node has. For example, if a document has been indexed with 30 terms, we need to estimate and store 2 30 (approx. 1.07 × 10 9 ) probabilities. Therefore, instead of explicitly computing these probabilities, the BNR model uses a probability function, which returns a conditional probability value when it is called during the propagation stage, each time that a conditional probability is required. In this paper, we are going to use the following probability function, based on the cosine measure [12] : for a given configuration π(D j ) of the set of terms in document D j , the probability of relevance of document D j is
where tf ji is the frequency of the term T i in the document D j , idf i is its inverse document frequency and α j is a normalizing constant computed as
Once the entire network is completely built, and given a query submitted to the system, the retrieval process starts by placing the evidences, i.e., the terms belonging to the query, in the term subnetwork by setting their states to 'the term is relevant'. The propagation process is run, obtaining for each document its probability of relevance given that the terms in the query are also relevant. Then, the documents are sorted by their posterior probability to carry out the performance evaluation process.
Taking into account the size of the Bayesian networks used by the BNR model, even for small document collections, general purpose inference algorithms can not be applied due to efficiency considerations. To solve this problem, the propagation process in the whole network is substituted by an inference process in two steps, but ensuring that the results are the same that the ones obtained using exact propagation in the entire network [6] : First, we propagate the query just only in the term subnetwork by means of the Pearl's Exact Propagation Algorithm in Polytrees [9] , and compute, for each term, its probability of being relevant given the query submitted to the IRS, p(t i | Q). In the second step, we compute the probability that each document is relevant given the query by means of the evaluation of the following formula:
For more details about the BNR model and its comparison with other retrieval engines also based on Bayesian networks, please refer to [2] .
Description of the Methodology for Relevance Feedback
In the BNR model, the proposed methodology for relevance feedback is based on the following idea, centered basically in the way in which new evidential information is entered in the Bayesian network: By evaluating a set of retrieved documents obtained as a consequence of running a query, the user obtains new pieces of evidence for some of the variables in the network, that may help to discriminate which documents are relevant to our information need.
For example, whenever a term T i indexes a document judged relevant by the user, perhaps we should increase the belief supporting the assert "term T i is relevant"; we speak about partial evidence because, by using only document's judgments of relevance we can not be completely certain about the truth of the previous assertion. Nevertheless, this information must be combined with the previous evidence supported by the original query, in order to formulate a new query to be processed by the I.R. system. Suppose that, after analyzing the retrieved documents, we have a strong belief supporting the assert "term T i is relevant", which is quantified, e.g., as being ten times more than the belief supporting the assert "term T i is not relevant". This information can be considered as a ratio of likelihood values, i.e., P (Obs|t i ) : P (Obs|t i ) = 1 : 10, where Obs represents the observation. In order to include this information in the IRS we can use the concept of partial evidence [9] : If for a node X (term or document node) we find a new piece of evidence supporting its relevance or irrelevance, the node will receive a message 1 denoted by λ(X), encoding a pair of likelihood values, i.e., λ(X) = (P (Obs|x), P (Obs|x)). This message, in a normalized form, will be combined with the whole information that node X obtains from its parents and children in the network.
Remark: The use of λ vectors can be extended for the rest of the nodes in the network, so that we can assume that every node will receive a λ vector: for instantiated nodes (we know for sure their relevance values) we use λ(X) = (0, 1) to indicate that X is relevant and λ(X) = (1, 0) indicating that X is not relevant; for uninstantiated nodes that do not receive any evidence, we use the vector λ(X) = (1, 1) . The particular implementation of these ideas gives rise to two different mechanisms for relevance feedback in the BNR model, which basically differ in the way that new evidences are included in the model: Document-based and term-based relevance feedback. In this paper we are going to focus in term-based relevance, although we briefly describe the document-based approach too.
Document-based relevance feedback
This method intends to capture the idea that, by evaluating the retrieved documents, the set of evidences obtained by the user are focused on document nodes and not on the particular terms indexing these documents. In order to include these new evidences in the IRS, it would be sufficient to instantiate each judged document as relevant or non-relevant. Therefore, the new query would be
where |R| is the number of documents that have been judged by the user.
In the propagation process, and as a consequence of document instantiation, it could be considered that each evaluated document sends a message to its parents (the set of terms indexing the document) encoding that it has been judged as relevant or non-relevant by the user. However, due to the huge number of parents that documents have, exact computation is problematic and we use approximate methods (see [4, 6] for details).
Term-based relevance feedback
In this case we are considering that, by evaluating the retrieved documents, the user can obtain new evidences for term nodes exclusively, i.e., the relevance judgments about the retrieved documents translates into partial evidences about the relevance of the terms indexing these documents.
Term-based relevance feedback needs to classify the terms indexing the observed documents in three groups: those terms that only occur in relevant documents (positive terms), those that only occur in non-relevant documents (negative terms), and those that occur in both types of documents (neutral terms). In the next section we discuss term-based relevance feedback in detail, and distinguish between query term reweighting and query expansion. i.e., whether the terms belong to the initial query or not.
Term-Based Relevance Feedback in Detail
We are going to introduce some notation that will be used in this section: n r and nr represent the number of retrieved relevant and non-relevant documents, respectively; n t and nt denote the number of retrieved documents where the term T has been observed and not observed, respectively; n rt is the number of retrieved relevant documents in which the term T has been seen; nr t is the number of retrieved non-relevant documents including term T ; n rt is the number of retrieved relevant documents that do not include term T ; nrt is the number of retrieved non-relevant documents that do not include term T .
Query Term Reweighting
Terms, T q , belonging to the initial query were instantiated as relevant. Therefore, after judging the retrieved documents we can still consider them as relevant or, otherwise, we need to decrease the belief supporting the relevance of the terms, i.e., penalize them. Some preliminary experiments have shown that a much better performance is obtained if we only penalize those terms that exclusively occur in non-relevant documents (negative query terms (−qt)). Nevertheless, since they belong to the original query, we still will assign some belief supporting their relevance. Therefore, for those terms considered completely relevant, i.e., they appear, at least, in one relevant document (positive query terms (+qt), and neutral query terms (= qt)) we use the λ message λ(T q ) = (0, 1) and for penalized terms we use a λ message such as λ(T q ) = (γ t , 1), with 0 < γ t < 1. We have tried two different approaches for determining the value γ t : (i) Use a fixed γ value for all the negative query terms (λ γ (T q ) = (γ, 1)), and (ii) consider a γ t value sensible to the number of non-relevant documents in which the term occurs: the higher this number is, the higher γ t will be. The following expression satisfies this requirement, assessing γ t values verifying 0.5 ≤ γ t < 1:
Query Expansion
Now, we want to determine the impact of the addition of new terms, T e , to the original query. We call these terms expansion terms, which may be positive (+et), negative (−et) or neutral (= et).
• The negative expansion terms will be directly instantiated to non-relevant, i.e., λ(T e ) = (1, 0), because we consider that they are not useful at all to retrieve relevant documents.
• With regard to neutral expansion terms, we propose to use the λ vector λ(T e ) = (1, 1) (which is equivalent to not considering them). We have also experimented with other alternatives, taking into account the number of documents relevant and not relevant where each term appears, but we obtained worse results.
• For positive expansion terms, the first approach would be to instantiate all of them by using λ(T e ) = (0, 1), as normal query terms. Experimental results demonstrate that this is not a good choice, because they are being treated as query terms, thus changing the original sense of the query. The second approach is based on the use of a contingency table (relating relevance of the documents with appearance of the term) in order to measure the evidence supporting the relevance or non relevance for a given term. We can see the probability of obtaining a relevant document when we consider the term T e being relevant, i.e., p(r|t e ) (where r stands for relevant document), as an evidence favouring the relevance of T e . Analogously, the evidence supporting the non-relevance of T e could be measured by the probability of obtaining a relevant document given that the term is non relevant, i.e., p(r|t e ). These two values constitute the λ vector for each positive expansion term:
Now, different ways to estimate these probabilities give rise to different expansion term weighting methods:
• qe1: Using a maximum likelihood estimator
• Using a Bayesian estimator
where the parameters s t and st represent the equivalent sample size. The reason to propose this method is that the quality of the maximum likelihood estimation may be low, because we are dealing with few data (the |R| retrieved documents). Now, we need some alternatives to fix these parameters s t and st. The first one is obtained by setting them to a given fixed value, configuring the qe2 expansion term weighting method. Another option is to relate s t and st with the amount of data available to estimate p(r|t) and p(r|t), respectively (less data implies less reliability and therefore a greater equivalent sample size). So, the qe3 method uses s t = |R| − n t = nt and st = |R| − nt = n t
Finally, another alternative for computing s t and st can be obtained by taking into account the total number of documents in which a term occurs and does not occur in the whole set of documents in the collection (as opposed to the set of retrieved documents). For instance, if a term is in three documents, and these three documents have been retrieved, s t should be 0, because we are using all the possible data to estimate the probability. The opposite case is when the term indexes a great amount of documents, e.g. one hundred documents, and only one is retrieved: s t should be high. This behaviour can be obtained by computing the ratio between the frequency of the term in the collection and n t , in the following way (N is the number of documents in the collection):
log(tf T + 1) log(n t + 1) + 1 and st = log(N − tf T + 1) log(nt + 1) + 1
We use logarithms because in certain cases the values computed for the parameters could be extremely high and they have to be smoothed. We denote this last approach as qe4.
Experimental Results
To test our feedback methods, we carried out several, more detailed, experiments with the CACM collection and some other experiments with four additional collections: Adi, Cranfield, CISI and Medlars, with the aim of observing the behaviour of our feedback methods in different environments.
Several remarks have to be done before starting: The number of documents that the IRS gives back to the user is fifteen (|R| = 15). The performance measure employed is the percentage of change of the average precision for the three intermediate points of recall (0.2, 0.5 and 0.8) with respect to the results obtained after submitting to the system the original queries. This value is presented in the last column of all the tables below, where the intermediate columns display the method used to compute the λ values for each type of query or expansion term. Moreover, we evaluate the feedback performance by using the Residual Collection method [1] , which removes from the collection all the documents that the user has seen in the first relevance judgment step, and we take into account those queries in which no relevant document has been retrieved. Table 1 shows the results of term reweighting using CACM. The first three experiments try to show how a low, a medium and a high value for the γ parameter in the vector λ γ for negative query terms, could affect the feedback performance. As we can observe in this table, the higher γ is, the better the results are, although the increase is very low. We run a fourth experiment in which we use the vector λ tr , showing that its performance is very similar to those obtained in the previous experiments, with the main advantage that we do not have to tune the γ parameter. Table 1 . Term reweighting results with CACM. Table 2 shows the results of the experiments about query expansion with CACM. In order to focus on the impact of added terms, the original query will remain unchanged, instantiating all its terms to relevant. The first two experiments show that expanding the original query with all the positive expansion terms as being original terms is not a good idea, because these new query terms impair the original query. The third experiment applies the qe1 weighting approach, and the result has been considerably improved because each positive expansion term is added with a λ vector different from (0, 1). The qe1 weighting approach is still very poor, but its modifications by means of the Bayesian estimation (the fourth and fifth experiments, using qe2) give a good qualitative jump. The next two experiments show the performance of the qe3 and qe4 Table 2 . Query expansion results with CACM.
weighting approaches. Observe that qe4 exhibits the best percentage of change of all the experiments. The last experiment tries to reinforce the idea of how the negative expansion plays an important role in the query expansion of our feedback model: We instantiate the negative expansion terms to (1, 1), i.e. these terms are not added to the query, adding only the positive expansion terms using the qe4 approach. In this case the performance decreases considerably. Table 3 displays the results obtained (with CACM) by combining term reweighting and query expansion. In these experiments, we have used vector λ tr for negative query term, positive and neutral query terms use vector (0, 1), negative expansion terms use vector (1, 0), and we compare the different weighting techniques for positive expansion terms. It is clear that the combination of both techniques is very convenient to improve the performance of our relevance feedback method. The best weighting technique for positive expansion terms is qe4, whose performance is clearly superior to the rest. Table 3 . Term reweighting and query expansion experiments with CACM.
The results of the experiments obtained with Adi, Cranfield, CISI and Medlars are displayed in Table 4 . The main characteristics of these collections (number of documents, terms and queries), as well as the average precision at the three intermediate points of recall obtained by the BNR model for all the queries are also shown in this table. All the experiments have been carried out using term reweighting and query expansion, and the fixed parameters are the same used in Table 3 . Adi behaves more or less as CACM does (obtaining the best performance with qe4). Medlars offers the worst percentages of change of the five collections. The reason could be that the retrieval rate in this collection is good. Again, qe4 is the best weighting method. Cranfield shows an excellent behavior, Table 4 . Main characteristics of the used collections. Term reweighting and query expansion experiments.
even using qe1, with the same pattern as CACM. Finally, CISI exhibits a quite uniform behaviour across the different weighting methods.
Concluding Remarks
In this paper we have introduced a relevance feedback method for the Bayesian Network Retrieval model based on partial evidences. We have presented the theoretical frame over it is based on, and empirically shown how this method has a robust behaviour with four of the five standard test collections that we have used. The future works will be centered in the development of new relevance feedback methods for the BNR model based on the underlying concept of partial evidences, trying to improve the performance obtained with the methods introduced here.
