Kuranishi atlases were introduced by McDuff and Wehrheim to build a virtual fundamental class on moduli spaces of J-holomorphic curves and resolve some of the challenges in this field. This paper considers Gromov-Witten moduli spaces and shows they admit a smooth enough Kuranishi atlas to be able to define a Gromov-Witten virtual fundamental class in any virtual dimension. The key step for this result is the proof of a stronger gluing theorem.
Introduction
The aim of this paper is to address the issue of smoothness for Kuranishi atlases in the context of Gromov-Witten moduli spaces. In [MWc, MWa, MWb] McDuff and Wehrheim build the theory of Kuranishi atlases on a compact metrizable space X. The prototype of the space X for which this theory was developed is a compactified moduli space of J-holomorphic curves. In these papers, McDuff and Wehrheim develop the abstract framework for the theory of Kuranishi atlases and construct a virtual fundamental class for a space X admitting a smooth Kuranishi atlas (see Theorem 2.1.4). The technique used is that of finite dimensional reduction and is based on the work by Fukaya-Ono [FO99] and Fukaya-Oh-Ohta-Ono [FOOO09] . In [McD] McDuff describes the construction of a Kuranishi atlas for the Gromov-Witten moduli space of closed genus zero curves. However, using the "weak" gluing theorem of [MS12] , one does not obtain a smooth Kuranishi atlas, but rather a stratified smooth Kuranishi atlas. In [McD] McDuff describes how to adapt the theory of Kuranishi atlases to stratified smooth atlases and construct a virtual fundamental class in the case the space has virtual dimension zero.
Statement of main results
The purpose of this paper is to show that the genus zero Gromov-Witten moduli space admits a stronger structure than a stratified smooth Kuranishi atlas called a C 1 stratified smooth (C 1 SS) Kuranishi atlas. This structure will be defined in Section 2.2 and it is shown in [Cas] that a C 1 SS structure is sufficient to obtain a virtual fundamental class for any virtual dimension.
Theorem 1.1.1. Let (M 2n , ω, J) be a 2n-dimensional symplectic manifold with tame almost complex structure J. Let M 0,k (A, J) be the compact space of nodal J-holomorphic genus zero stable maps in class A with k marked points modulo reparametrization. Let d = 2n + 2c1(A) + 2k − 6. Then X := M 0,k (A, J) has an oriented, d-dimensional, weak C 1 SS atlas K.
The charts U of K will lie over Deligne-Mumford space M 0,k in the sense that there is a forgetful map π : U → M 0,k .
The construction of U involves "reparametrizing the gluing variables." As a preliminary result, we will give a prototype of this procedure of reparametrization on the Deligne-Mumford space M 0,k . We will show M 0,k admits a C 1 SS structure compatible with the atlas K. The main result is the following. It should be noted that while Theorem 1.1.1 and Proposition 1.1.2 are expected to hold in higher genus as well, our constructions use the fact that M 0,k is a smooth manifold with coordinates given by cross ratio functions. See Section 3.2 and Remark 5.2.1 for the specific uses of this structure. This is a technical paper whose main component is strengthening the gluing theorem of [MS12,  Chapter 10] to a stronger "C 1 gluing theorem." Using this stronger gluing theorem one can show that the spaces and structural maps constituting a Kuranishi atlas are C 1 stratified smooth. The precise statement of the C 1 gluing theorem is contained in Section 5; it roughly says that the gluing map is C 1 with respect to the gluing parameter.
Definition 2.1.1. Let F ⊂ X be a nonempty open subset. A Kuranishi chart for X with footprint F is a tuple K = (U, E, Γ, s, ψ) consisting of
• The domain U , which is a finite dimensional manifold.
• The obstruction space E, which is a finite dimensional vector space.
• The isotropy group Γ, which is a finite group acting smoothly on U and linearly on E.
• The section s : U → E which is a smooth Γ-equivariant map.
• The footprint map ψ : s −1 (0) → X which is a continuous map that induces a homeomorphism ψ : s −1 (0) Γ → F where F ⊂ X is an open set called the footprint.
The dimension of K is dim K = dim U − dim E. Given a domain U with isotropy group Γ, we will denote the quotient U := U Γ . Suppose that we have a finite collection of Kuranishi charts (Ki)i=1,...,N such that for each I ⊂ {1, . . . , N } satisfying FI := i∈I Fi = ∅, we have a Kuranishi charts KI with
• Isotropy group ΓI := i∈I Γi,
• Obstruction space EI := i∈I Ei on which ΓI acts with the product action.
Such charts KI are known as sum charts. Thus, for I ⊂ J we have a natural splitting ΓJ ∼ = ΓI × Γ J\I and the induced projection ρ Γ IJ : ΓJ → ΓI . Moreover, we have a natural inclusion φIJ : EI → EJ which is equivariant with respect to the inclusion ΓI → ΓJ . Thus we can consider EI as a subset of EJ .
Definition 2.1.2. Let X be a compact metrizable space.
• A covering family of basic charts for X is a finite collection (Ki)i=1,··· ,N of Kuranishi charts for X whose footprints cover X.
• Transition data for (Ki)i=1,··· ,N is a collection of sum charts (KJ ) J⊂I K ,|J|≥2 , and coordinate changes ( ΦIJ ) I,J∈I K ,I J satisfying:
1. IK = I ⊂ {1, . . . , N }| i∈I Fi = 0 .
2. ΦIJ is a coordinate change KI → KJ . For the precise definition of a coordinate change, see [MWb] . A coordinate change consists of (i) A choice of domain U IJ ⊂ U I such that KI |U IJ has footprint FJ .
(ii) A ΓJ -invariant submanifold UIJ ⊂ UJ on which Γ J\I acts freely. Let φIJ denote the ΓJ -equivariant inclusion. (iii) A group covering ( UIJ , ΓJ , ρIJ , ρ (vi) The map sIJ := sI • ρIJ is required to satisfy an index condition. This ensures that any two charts that are related by a coordinate change have the same dimension.
One needs to express a way in which coordinate changes are compatible. This is described by cocycle conditions. Charts Kα where α = I, J, K with I ⊂ J ⊂ K a weak cocycle condition / cocycle condition / strong cocycle condition describe to what extent the composition ΦJK • ΦIJ and the coordinate change ΦIK agree. These conditions require them to agree on increasingly large subsets. See [MWb] for a complete discussion of cocycle conditions.
In constructions, one can achieve a weak cocycle condition, while a strong cocycle condition is what is required for the construction of a virtual fundamental class.
Definition 2.1.3. A weak Kuranishi atlas of dimension d on a compact metrizable space X is transition data K = (KI , ΦIJ ) I,J∈I K ,I J for a covering family (Ki)i=1,...,N of dimension d for X that satisfies a weak cocycle condition. Similarly a (strong) atlas is required to satisfy a (strong) cocycle condition.
The main theorem regarding Kuranishi atlases is the following.
Theorem 2.1.4. Let K be a oriented, weak, d dimensional smooth Kuranishi atlas on a compact metrizable space X. Then K determines a cobordism class of oriented, compact weighted branched topological manifolds, and an element [X] vir K ∈Ȟ d (X; Q). Both depend only on the oriented cobordism class of K. HereȞ * denotesČech homology.
In the case of trivial isotropy groups, this is [MWa, Theorem B] . For nontrivial isotropy groups see [MWb, Theorem A] .
The process of constructing the virtual fundamental cycle [X] vir K takes place in several steps. First, a weak atlas is tamed, which is a procedure that shrinks the domain and implies desirable topological properties. Next, a reduction of the atlas is constructed. In the reduced atlas one can construct an appropriate perturbation section from which one builds a compact weighted branched manifold. The virtual fundamental cycle is then built from this manifold. These processes will not be dealt with in this paper. Their role in the C 1 stratified smooth setting is addressed in [Cas] . This paper will be primarily interested in the case X = M 0,k (A, J), the compact space of nodal J-holomorphic genus zero stable maps on a symplectic manifold in homology class A with k marked points modulo reparametrization, where J is a tame almost complex structure. Sections 4.1 and 4.2 will construct a Kuranishi atlas on this space X and Section 4.3 will show it satisfies the necessary conditions.
Stratified smooth spaces
In this section we will give an overview of stratified spaces and their context in Kuranishi atlases. The following definitions are taken from [McD] .
Definition 2.2.1. A pair (X, T ) of a topological space X and a finite partially ordered set T is called a stratified space with strata (XT )T ∈T if the following conditions hold:
(i) The space X is a disjoint union of the strata.
(ii) The closure XT is contained in S≤T XS.
Example 2.2.2. R k × C n carries a stratification in the following way:
1. The set T is the power set of {1, · · · , n}.
The stratum (R
Example 2.2.3. The genus zero Deligne-Mumford space M 0,k admits a stratification given by
where Mp is the moduli space of curves with exactly p nodes. This is the stratification we will use. The genus zero Gromov-Witten moduli space M 0,k (A, J) also admits a stratification similar to (2.2.1):
Deligne-Mumford space M 0,k also admits another stratification given by
where MT is the moduli space of curves modelled on the labelled tree T .
(i) f maps strata to strata and hence induces a map f * : T → S such that f (XT ) ⊂ Y f * T .
(ii) The map f * preserves order, that is T ≤ S ⇒ f * T ≤ f * S.
It is easy to see that the composition of two C 1 SS maps is C 1 SS. Hence one can define a C 1 SS manifold as having local charts of the form R k × C n as in Example 2.2.2 and requiring that transition functions are C 1 SS maps. Also of use later will be the notion of a subset Y being a C 1 SS submanifold of a C 1 SS manifold X. Here we say that Y ⊂ X is a C 1 SS submanifold if Y is a C 1 SS manifold with its C 1 SS structure induced from X. One can also define the notion of a C 1 SS Kuranishi atlas on a stratified space X by requiring all conditions to hold in the C 1 SS category. In particular, the footprint map should be stratified continuous. Having all conditions hold in the C 1 SS category is clearly weaker than requiring they all hold in the C ∞ category. In Section 4.3, we will prove Theorem 1.1.1 which states that X = M 0,k (A, J) admits a C 1 SS atlas. The analog of Theorem 2.1.4 for C 1 SS Kuranishi atlases is proved in [Cas] .
Reparametrizing genus zero Deligne-Mumford space
This section will construct M 0,k using cross ratios and then use this construction to define the C 1 SS structure of Proposition 1.1.2.
Genus zero Deligne-Mumford space via cross ratios
This section describes M 0,k , the genus zero Deligne-Mumford space with k marked points, in terms of cross ratios. This will be the basis of the construction in Section 3.2. Then in Example 3.1.1 we give a key explicit example that will be the basis for proofs in Section 3.2. For a more detailed exposition on the construction of M 0,k , see [MS12, Appendix D] . The fact that M 0,k is a manifold with coordinates given by well understood cross ratio functions is one of the reasons this paper restricts to the genus zero setting. Given four points z0, z1, z2, z3 on S 2 such that no more than two points are equal, we define the cross ratio w0123 = w(z0, z1, z2, z3) ∈ S 2 by
This map is invariant under Möbius transformations and is normalized so that
The cross ratio map also satisfies the following symmetry relations.
Furthermore, given five points, different cross ratios satisfy the following recursion relation.
The cross ratio map extends to a map on M0,4 as the usual cross ratio map on smooth domains and the composition of collapsing one component with the usual cross ratio on nodal domains. Note that the cross ratios of nodal domains are 0, 1, or ∞ and the cross ratio of four distinct points on a smooth domain is not 0, 1, or ∞. We can further extend the cross ratio to a map on M 0,k via the forgetful maps M 0,k → M0,4. The set of all cross ratios {w ijkl : M 0,k → S 2 } gives rise to a map
. Knudsen [Knu83] proves that this map is injective and its image is a smooth submanifold. Hence M 0,k inherits a smooth structure from (S 2 ) N via cross ratio maps. This proof is based on an explicit construction of coordinate charts. Given a point w0 in the image of this map, Knudsen chooses k − 3 cross ratios from which all other cross ratios are a smooth function of these k − 3 cross ratios; this is done using the symmetry and recursion relations (3.1.2) and (3.1.3). The k − 3 cross ratios are chosen to satisfy the following conditions.
(a) For each edge, a cross ratio w ijkl is chosen such that w ijkl is 0 at w0 and is such that w ijkl (w) = 0 if and only if w is modelled on a tree with this edge.
(b) The remaining cross ratios determine, up to complex automorphism, the position of the special points. These cross ratios will not be 0, 1 or ∞ in a neighborhood of w0. Example 3.1.1 (Coordinates on M0,5). In this example we will explicitly describe coordinates on M0,5. There are three possible tree configurations in M0,5; we will describe coordinates in a neighborhood of each configuration in terms of cross ratios.
Configuration 1: This tree structure is two vertices with marked points as in Configuration 1 in Figure 3 .1.1. There are five distinct cross ratios: w1453, w2453, w1342, w1352, w1452 by which we mean all others are obtained from these via the symmetry relations (3.1.2). For simplicity, we define variables
x := w1453, y := w2453, z := w1342, u := w1352, v := w1452. According to the scheme given by conditions (a) and (b) above, the variables z, u, v are gluing parameters (and are 0 for this tree structure), while x, y are b variables (and are away from 0, 1 and ∞ in a neighborhood of this tree structure). Therefore, coordinates in this configuration are given by a choice of one of x, y and one of z, u, v. We can use the recursion relation (3.1.3) and symmetry relations (3.1.2) to find the relations between these variables. For example, (3.1.3) implies that
Then applying (3.1.2), we see that Simplifying and using the variables from (3.1.4) we get the relation
By similar calculations, we see
One can use these relations to express any variable as a function of a chosen set of coordinates. For example, choosing coordinates x, z we see that
z + z using (3.1.6) = x − xz (3.1.10) u = z zx − x + 1 using (3.1.7) (3.1.11) v = xz xz − x + 1 using (3.1.6) (3.1.12)
Configuration 2: This tree structure consists of three vertices, two edges L and R, and marked points as in Configuration 2 in Figure 3 .1.1. As in the previous case, there are five cross ratios, w1453, w2453, w1342, w1352, w1452 from which all others are obtained from these via the symmetry relations (3.1.2). Using the same notation as (3.1.4) and the scheme given by conditions (a) and (b), x, y, z, and u are all a variables. All are 0 for this configuration; when the node L is resolved x and y become nonzero and when the node R is resolved z and u become nonzero. Therefore, the choice of x or y and the choice of z or u gives coordinates in a neighborhood of this configuration. Relations (3.1.6), (3.1.5), (3.1.7), (3.1.8) continue to hold. Note that v is 0 for this configuration and continues to be 0 when only one node is resolved. Thus, it cannot be chosen as a coordinate. Using (3.1.6), (3.1.5), (3.1.7),( 3.1.8), one can express any variable as a chosen set of coordinates. For example, just as in Configuration 1, choosing coordinates x, z the variables y, u, v are given by (3.1.10), (3.1.11), (3.1.12).
Configuration 3: This tree configuration has one vertex, that is the domain is smooth. In the notation of (3.1.4), x, y, z, u, v are all b variables and are not 0, 1, or ∞. The choice of any two gives coordinates.
3.2 Changing the smooth structure on M 0,k
We will now use the description of M 0,k via cross ratios to define a new (but diffeomorphic) smooth structure on M 0,k . Modifying the smooth structure on M 0,k will serve as a prototype of giving the charts U of our Gromov-Witten Kuranishi atlas a C 1 SS structure. The C 1 SS structure on M 0,k will be that which is required for Proposition 1.1.2.
We will first define a new smooth structure on S 2 . Consider S 2 = C ∪ {∞}. We will modify the structure around 0, 1, ∞ ∈ S 2 . Let O ⊂ C be a neighborhood of 0 and φ : O → S 2 be a conformal chart around 0 ∈ S 2 . Let p > 2 and ψ be the "reparametrization" map
The map ψ fixes 0 and away from 0 in polar coordinates ψ is of the form ψ(r, θ) = (r p , θ).
The following are the key properties of ψ that we will use:
• ψ fixes 0.
• ψ is C 1 at 0 and C ∞ everywhere else.
• ψ −1 is C ∞ away from 0, but not differentiable at 0.
Charts around 0 ∈ S 2 for our new smooth structure will be given by
where φ is a conformal chart as above. Charts around 1 and ∞ are done in a similar manner by composing with a Möbius transformation. Charts around other points remain unchanged. The next lemma states that the charts φ define a C 1 SS structure on S 2 .
Lemma 3.2.1. Let O ⊂ C be a neighborhood of 0 and φ : O → S 2 be a conformal chart around 0 ∈ S 2 . Define corresponding charts φ = φ • ψ by precomposing with the reparametrization map ψ from (3.2.1). Define charts φ around 1, ∞ ∈ S 2 by composing with Möbius transformations. Define charts not containing 0, 1, ∞ using charts from the standard smooth structure on S 2 . Then these charts define a C 1 SS manifold structure on S 2 where S 2 has stratification X0 = {0, 1, ∞}, X1 = S 2 \ {0, 1, ∞}.
Proof. To check that these charts define a C 1 SS structure, we must check that the induced transition maps are C 1 SS local diffeomorphisms. It is clear that the transition maps for charts not containing {0, 1, ∞} are C ∞ local diffeomorphisms. Therefore, it suffices to consider charts containing these points. Without loss of generality we consider φ1, φ2 : O → S 2 two conformal charts around 0 ∈ S 2 for the usual smooth structure on S 2 . Let φ1, φ2 be the corresponding new charts. Associated to φ1, φ2 is a transition map
See Figure 3 .2.1 for a schematic of these maps. We must check that T is C 1 at 0 and C ∞ elsewhere. This suffices because T −1 has the same form as T . The map T is a Möbius transformation fixing 0 and is hence of the form
Therefore, N . As described in Section 3.1, M 0,k sits as a submanifold of (S 2 ) N by using cross ratios as charts. The next lemma says that this induces a C 1 SS structure M new 0,k . This will be the C 1 SS structure of Proposition 1.1.2.
N be a submanifold with inclusion given by cross ratio maps. Then M 0,k is a C 1 SS submanifold of (S 
where Ψ is the reparametrization map
and ψ is the reparametrization map from (3.2.1). We write ψ( a) to mean
Thus, in these new local coordinates, the new variables a are obtained from the old variables a by reparametrization: The new variables b are the same as the old variables b. Similar to the map ψ from (3.2.1), Ψ is C 1 SS, that is it is C 1 everywhere and C ∞ on the strata determined by the a variables. To check that M 0,k is a C 1 SS submanifold we need to show that the transition functions associated to the new charts are C 1 SS local diffeomorphisms. Let φ1, φ2 : V → M 0,k be two charts for the usual smooth structure on M 0,k and let φ1, φ2 be the corresponding new charts. Associated to φ1, φ2 is a transition map
Associated to φ1, φ2 is a transition map
We must show that T is C 1 SS, where V ⊂ C n−3 has stratification given by the a variables. The fact that T −1 is also C 1 SS follows because T −1 has the same form as T . We first note that the transition map T is C ∞ , so TA, TB are C ∞ functions of a, b. We see that
Note that TB, the second component of T , is equal to TB(ψ( a), b). The map TB is C 1 SS because TB is smooth and ψ is C 1 SS. Since TB is C 1 SS, it remains to argue that the first component
In other words, that the new reparametrized gluing parameters are C 1 SS functions of a, b. To do this we will now move to the specific case of M0,5.
Example 3.1.1 describes coordinates on M0,5. We will examine this case; this will suffice because transition functions for M 0,k can be represented as a composition of transition functions on M0,5. We will examine Configurations 1, 2, and 3 from Example 3.1.1. For simplicity we will consider the case when x, z give coordinates and look at coordinate changes from this. However, the same argument can be made for any choice of coordinates. In what follows we will use the same notation as (3.2.5). This means that if w is a coordinate, then w is the reparametrized coordinate. So if w is a b variable, w = w and if w is a a variable, ψ( w) = w.
Configuration 1: In the case of Configuration 1, x, z give coordinates; z is an a variable and x is a b variable. Therefore,
For the other coordinates y, u, v,
We want to show that y, u, v are C 1 SS functions of x, z. We have already argued above that TB is C 1 SS and hence the b variable y is a C 1 SS function of x and z. This can also be seen explicitly using (3.1.10):
The map ψ is C 1 SS so y is a C 1 SS function of x, z. For the a variable u, we use (3.1.11) to see
where the last equality uses (3.2.2). The variable z is close to 0 and x is away from 1, so we conclude that ψ( z) x − x + 1 is away from 0 and hence the denominator of (3.2.6) is C ∞ because ψ −1 is C ∞ away from 0. Similarly, using (3.1.12):
The denominator of (3.2.7) is C ∞ for the same reason as (3.2.6). The numerator is easily seen to be C ∞ by noting that x is away from 0. Therefore, we see u, v are C 1 SS functions of x, z. In other words, in this case the transition function TA is C 1 SS. This shows that the transition map T is C 1 SS.
Configuration 2: In the case of Configuration 2, x, z give coordinates; both x, z are a variables so
The variables y, u are also a variables so
Just as with Configuration 1, we use (3.1.10) and (3.1.11) to argue y, u are C 1 SS functions of x, z. First,
We see that y is a C 1 SS function of x, z because z is close to 0 and hence 1 − ψ( z) is away from zero.
Finally,
Both x, z are close to 0, so ψ( z)ψ( x) − ψ( x) + 1 is away from 0 and hence u is a C 1 SS function of x, z. Therefore, we see y, u are C 1 SS functions of x, z. This shows that the transition map T is C 1 SS.
Configuration 3: All variables are b variables and we have previously argued that TB is C 1 SS.
Completing all three configurations, we see that T is C 1 SS and hence M 0,k forms a C 1 SS submanifold of (S is C 1 SS. Due to the particularly simple form of the reparametrization used to define the new smooth structure, this forgetful map is merely a C 1 SS projection. Although simple, this fact is crucial to the proof of the Gromov-Witten axioms in [Cas] . Other methods of changing the smooth structure on Deligne-Mumford space result in manifolds where the forgetful map is not smooth. For example, [HWZ08, §2.3] uses an exponential gluing profile to define the smooth structure (see Remark 4.3.4 for more about gluing profiles) and the forgetful map is not smooth in this case. See [GW11] for further discussion of the regularity of forgetful maps. The lack of differentiability of forgetful maps has obstructed the proof of the Gromov-Witten axioms using other virtual fundamental cycle methods.
Gromov-Witten charts
Let (M 2n , ω) be a compact symplectic manifold and let J be a tame almost complex structure. Let X = M 0,k (A, J) be the compact space of nodal J-holomorphic genus zero stable maps in homology class A with k marked points modulo reparametrization. Let d = 2n+2c1(A)+2k−6. We will think of elements of X as equivalence classes [Σ, z, f ] where Σ is a genus zero nodal Riemann surface, z are k disjoint marked points, and f : Σ → M is J-holomorphic map in homology class A.
Sections 4.1 and 4.2 give a brief description of the basic Gromov-Witten chart near a point [Σ0, z0, f0] ∈ X. [McD, § 4] gives a more detailed description of Gromov-Witten charts and verifies the necessary properties. The main result of this section is a proof of Theorem 1.1.1 which states that X has a d-dimensional C 1 SS atlas. A precise description of this atlas is given by Theorem 4.3.1.
Coordinate free definition of Gromov-Witten charts
We will first describe the charts in a coordinate free manner. While it is relatively easy to describe the charts in this way, it is difficult to prove anything, so a description in coordinates will be given in Section 4.2.
Isotropy group: The isotropy group Γ is the isotropy of the element [Σ0, z0, f0].
Slicing manifold: Next, we make an auxiliary choice of a slicing manifold Q that is transverse to imf0, disjoint from f0(z0), orientable, and so that the k marked points z0 together with the L marked points w0 := f −1 0 (Q) stabilize the domain of f0.
be a small neighborhood of [Σ0, w0, z0] ∈ M 0,k+L and C|∆ denote the universal curve over ∆.
To define the obstruction space, we first choose a map λ :
. The space E0 and the map λ are chosen to ensure that the domains are cut out transversally near f0 (see (4.1.3) and the discussion afterwards). Then the obstruction space E is defined to be E := Πγ∈ΓE0, the product of |Γ| copies of E0 with elements e := (e γ )γ∈Γ. The isotropy group Γ acts on E by permutation
The map λ is then extended to be a Γ-equivariant map on E.
Defining U : Before defining the domain U , we define U . For (0, [Σ0, w0, z0, f0]) ∈ X, U is defined to be a neighborhood of (0, [Σ0, w0, z0, f0]) in the following space
Note that∂J gives a section of the bundle C ∞ Hom 0,1
Standard Fredholm theory implies that while its linearization d f (∂J ) may not be surjective, it has a finite dimensional cokernel so that one can choose λ(E0) to surject onto it. The solution set U in (4.1.3) is then a smooth manifold. See [McD] for more details on how E and λ are chosen.
Isotropy group action:
The group Γ is the stabilizer of [Σ0, z0, f0]. Each γ ∈ Γ is uniquely determined by how it permutes the extra marked points w0. That is, we consider Γ to be a subgroup of the symmetric group SL and Γ acts by
There is also an associated action on the nodes n0. We can extend this action to an action on ∆ by
Finally, Γ (partially) acts on U by
where the (partially defined) action γ · e is given by (4.1.2). It is proved in [McD] that (4.1.4) preserves solutions to (4.1.3).
Domain:
The domain U is obtained from U by making U Γ-invariant and then cutting down U via the slicing manifold Q. By this we mean we may assume U is Γ-invariant by taking an intersection of the finite orbit of U under Γ. Then we cut down via the slicing manifold, which is to say that we make U a Γ-invariant open neighborhood of (0, [Σ0, w0, z0, f0]) in the following space:
The subset U will be of use because the analysis requires working in U . (See [McD, Remark 4.1.2] for more details on the necessity of working with U .) The section and footprint maps are given by
The construction of the sum charts is very similar. For I ⊂ IK, denote e := ( ei)i∈I , w := (w i )i∈I . Then UI is chosen to be a ΓI -invariant open set
such that it has footprint FI = i∈I Fi. As before, UI is obtained from a UI by cutting down via the slicing manifolds {Qi}i∈I .
In this coordinate free language, the coordinate changes KI → KJ are given by choosing an appropriate domain UIJ ⊂ UJ and then simply forgetting the components (w i ) i∈(J\I) and the (ei) i∈(J\I) (which are 0 because UIJ ⊂ s −1 J (EI )).
Charts in coordinates
We will now describe a basic chart in coordinates and express the domain U as the zero set of a transverse section. This is done by describing the domain Σ in terms of gluing parameters. More precisely, the elements of the domain U of a basic chart near [Σ0, z0, f0] ∈ X are of the form ( e, a, b, ω, ζ, f ) where:
(ii) Let P be a normalization of [Σ0, w0, z0], that is a choice of three special points on each component of Σ0. A choice of P determines a parametrization of Σ0, that is an identification of each component of Σ0 with the standard S 2 ; denote this parametrization by Σ P,0 . Let (w0) P , (z0) P , (n0) P denote the points of w0, z0, and nodal points n0 that are normalized. Then (Σ P,0 , (w0) P , (z0) P ) determines an element δ P,0 ∈ M0,p z +pw , where pz and pw are the number of points in (z0) P , (w0) P . The parameters a, b are small and describe a neighborhood of (Σ P,0 , (w0) P , (z0) P ) in the Deligne-Mumford space M0,p z +pw . We will denote such a neighborhood by ∆ P . The parameters a are gluing parameters and the parameters b describe the position of the free nodes. Therefore, if Σ P,0 has K nodes and P fixes pn nodal points, then a = (a1, . . . , aK ) ∈ B 2K and b = (b1, . . . , b2K−p n ) ∈ B 2(2K−pn) , where B denotes a small ball around 0 in R . For a description of these parameters a, b via cross ratios of the point z P ,w P , see Section 4.3. We will denote elements in M0,p z +pw nearby δ P,0 by δ P = [n, z P , w P ]. An element δ P will have normalized domain Σ P,δ P and will also be denoted Σ P,a,b so Σ P,δ P = Σ P,a,b .
Thus Σ P,δ P is obtained from Σ P,0 by gluing nodes and moving nonfixed nodal points in a manner that is precisely described by a and b.
(iii) The parameters ω, ζ describe the positions of the nonfixed w, z respectively. Together a, b, ω, ζ determine a unique fibre in C|∆, where ∆ is as in (4.1.1). The construction is so the map C|∆ → C|∆ P induced by the forgetful map does not collapse any components. We will denote stable curves with the full set of marked points by δ :
If we parameterize using P, then δ has normalized domain Σ P,δ P . Note that the stable curve δ = [n, w, z] is actually determined by the tuple [w, z], but we include the nodal points in the notation for clarity because they appear in the normalization.
(iv) The map f : Σ P,a,b → M represents the homology class A ∈ H2(M ) and is a solution to the equation
where γ ∈ Γ acts by
and φ γ,δ is described in (4.2.4) below.
The solutions to this equation can be described as the zero set of the section
Here C|∆ denotes the universal curve over a neighborhood ∆ of [Σ P,0 , z0, w0] ∈ M 0,k+L . It is described in [McD] that this operator has a linearization dF and an appropriate choice of obstruction space ensures that dF is surjective at the center point (0, 0, 0, 0, 0, f0) 2 . We then define U to be the space of solutions near the center point (0, 0, 0, 0, 0, f0). The domain U of a basic chart about [Σ0, z0, f0] is obtained from U by further cutting down by the slicing manifold Q (as in (4.1.5)) and is Γ-invariant. Exactly what type of (smooth) structure U carries depends on the gluing theorem used. In Section 5, we prove a "C 1 gluing theorem", Theorem 5.1.2, which we will show give Gromov-Witten charts a C 1 stratified smooth structure. This is a structure defined in generality in Section 2.2. Section 4.3 will then apply this theory to Gromov-Witten charts.
We can also give explicit formulas for the action of Γ and coordinate changes in these coordinates.
Isotropy group action:
We will now describe the isotropy group action (4.1.4) in coordinates. The map f is defined on the normalized domain Σ P,δ . Note that Σ P,δ = Σ P,γ * (δ) because in Σ P,γ * (δ) the points whose new labels are in P are normalized. Therefore, the normalized action can be written as
where
is the unique biholomorphic map that takes the special points γ · n, γ · w, z in Σ P,γ * (δ) with normalization P to the corresponding points in Σ δ . Note that φ γ,δ does not depend on the map f but rather only on the parameters a, b and ω, ζ. These maps φ γ,δ pull back to partially defined maps φ P,γ,δ on a fixed surface as follows. The gluing parameters a, b determine a fibrewise embedding
where N (nodes) denotes some neighborhood of the nodes, varying upon circumstance. So ι P identifies Σ P,a,b \ N (nodes) with a fixed open subset of Σ P,0 . Then we can define
to be the composition
We then define the action of α ∈ Γ on U by
and φ α,δ is as in (4.2.4). Note that (4.2.7) is well defined because ω consists of points away from the nodes. It is shown in [McD] that α * ( e, a, b, ω, ζ, f ) is a solution to (4.2.1) and preserves the slicing conditions as required.
Coordinate changes: We next describe the effect on a single chart of changing the normalization, center, and slicing conditions. These choices were required in the construction of a basic chart. These formulas will be needed to understand the coordinate changes of an atlas. We will construct the sum of two charts in coordinates and describe the coordinate changes. The general construction of sum charts and coordinate changes is argued in the same way. For details of this, refer to [McD] .
Change of normalization: Let P1, P2 be two normalizations. Each determine a domain U P i . Let φ P 2 ,P 1 : Σ P 2 ,0 → Σ P 1 ,0 be the unique biholomorphism that takes the points n0, w0, z0 in Σ P 2 with labels determined by P1 to the positions fixed by P1 in Σ P 1 ,0 . Then for each δ ∈ ∆, the fibre Σ δ has two normalizations Σ P,δ = Σ P i ,a i ,b i , i = 0, 1. Let ι P i be the maps from (4.2.5). There is a unique biholomorphism
defined by the equation
wherever the right side is defined. Then the change of normalization is given by φ P 2 ,P 1 ,δ . Note that φ P 2 ,P 1 ,δ acts on ω, ζ because these points lie away from the nodes.
Thus, there is a corresponding change of normalization on the domains U P 1 → U P 2 given by ( e, a1, b1, ω, ζ, f ) → φ * P 2 ,P 1 ( e, a1, b1, ω, ζ, f ) := ( e, a2, b2, φ
(4.2.8)
Change of center: Suppose we are given a chart U P 1 constructed using center τ1 := [Σ01, z01, f01], slicing manifold Q, and normalization P1. We will examine the change from center τ1 to center τ2 := [Σ02, z02, f02], but keeping the same slicing manifold and the normalization P2 that includes all the nodal points of P1 that have not been glued together with an appropriate subset of the marked points w, z fixed by P1. Denote δ01 := [Σ01, w01, z01] and similarly δ02. If τ2 contains fewer nodes than τ1, then there is no hope that whole footprint F be covered by a chart based at τ2. However, in [McD] McDuff describes a Γ-invariant neighborhood U P 1 | ∆ 2 of ψ −1 (F ∩ X ≥τ 2 ) in U P 1 that can be represented in the normalization P2. Here X ≥τ 2 is the set of elements of X containing at least as many nodes as τ2. Let ai, bi be parameters and ι P i be maps as in (4.2.5) so that the composite ι −1 P 2
• ι P 1 |∆ 2 has the form
to be the biholomorphic map that equals
wherever this is defined. Then it is shown in [McD] that change of center on the domains
Construction of sum charts: We now describe the construction of the sum of two charts following [McD] . Suppose that we are given two charts Ki with overlapping footprints Fi. For simplicity we will assume that the center of K2 is contained in F1. For the general case see [McD, Remark 4.1.5]. We will construct the sum chart K12 with footprint F12 = F1 ∩ F2, obstruction space E12 := E1 × E2, and isotropy group Γ12 := Γ1 × Γ2. We will construct this sum chart using the coordinates determined by the center of K2 and the normalization P2. Similar to the construction of a basic chart, define W 12,P 2 to be tuples ( e1, e2, a, b, ω1, ω2, ζ, f ) where:
Then define U 12,P 2 to a suitable open subset of solution space
with the action γ * given by (4.2.2) and φ γ,δ i is as in (4.2.4) for
with wi = ι P 2 ,a,b ( ωi) and zi = ι P 2 ,a,b ( ζi). Elements γ1 ∈ Γ1 act on elements of U 12,P 2 by simple permutation:
On the other hand, elements γ2 ∈ Γ2 act by permutation and renormalization:
where φγ 2 := φ P 2 ,γ 2 ,δ 2 as in (4.2.6).
Finally the domain U 12,P 2 is obtained from U 12,P 2 by cutting down by slicing conditions. To complete the discussion of the sum chart K12 we describe the coordinate changes Ki → K12. The coordinate change K2 → K12 is induced by the projection ρ2,12 :
The coordinate change K1 → K12 has domain U1,12 := U 12,P 2 ∩ s −1 12 (E1) (that is U1,12 has e1 = 0) and is given by first changing the normalization from P2 to P1 and then forgetting the components of ω2 to obtain a map ρ1,12 : U1,12 → U 12,P 1 .
C 1 SS Gromov-Witten charts
This section will describe how a C 1 gluing theorem gives the Gromov-Witten charts described in Sections 4.1 and 4.2 the structure of a C 1 SS Kuranishi atlas. We will now slightly modify the Gromov-Witten charts U of Section 4.2 by reparametrization in order to achieve C 1 -differentiability. We will first work with U , which is the open set from which we obtain the domain U by making U Γ-invariant and cutting down by slicing conditions (as in (4.1.5)).
As in Section 4.2,
and consists of tuples ( e, a, b, ω, ζ, f ) with e ∈ E, a are gluing parameters, b are parameters describing the position of free nodes, ω, ζ describe the positions of nonfixed w, z, and f is a map
that is a solution of (4.2.1). Thus, U is the zero set of the section
F ( e, a, b, ω, ζ, f ) = ∂J f − λ( e)| graphf .
By choosing an appropriate obstruction space E, as described in Section 4.1, we can assume that dF is surjective at (0, 0, 0, 0, 0, f0). Thus, the space of solutions at a = b = 0 is a smooth manifold. Let W denote a precompact open subset around f0 in this manifold (this can be done, for example, by considering maps with a fixed bound on the L ∞ norm of their first derivative; c.f. the beginning of Section 5).
We will give U a smooth structure via reparametrized gluing maps. That is, charts from Euclidean space to U are given by
where W is the manifold of (nodal) solutions to (4.2.1) at a = b = 0, gl a,b (f ) denotes the gluing of nodal mapf with parameters a, b and ψ is the reparametrization map from (3.2.1), (3.2.5), and we use the notation of Section 3.2 so that
We use the classical gluing map of [MS12] ; this map is described in detail in Section 5. The main theorem of this section is Theorem 4.3.1, which states that with these reparametrized charts, U is a C 1 SS manifold with a C 1 SS action of Γ and the spaces U are domains for a C 1 SS Kuranishi atlas. This proves Theorem 1.1.1. We will use a C 1 gluing theorem to prove Theorem 4.3.1. The specific version we will use is stated as Proposition 4.3.2 below.
Theorem 4.3.1. Let (M 2n , ω, J) be a 2n-dimensional symplectic manifold with a tame almost complex structure J. Let X = M 0,k (A, J) be the compact space of nodal J-holomorphic genus zero stable maps in class A ∈ H2(M ) with k marked points modulo reparametrization. Let [f0] ∈ X and U be the set around f0 as described in Section 4.2. So U is the zero set of the section
Let E be the obstruction space as described in Section 4.1. Then (i) U is a C 1 SS manifold with stratification given by the a variables and C 1 SS structure given by charts
where gl a,b (f ) denotes the gluing of nodal mapf with parameters a, b and W is a precompact open subset of the smooth manifold of W 1,p solutions to (4.2.1) for a = b = 0 containing f0.
(ii) The isotropy group action on U , as described in Section 4.2, is C 1 SS.
(iii) The marked points ω given by the slicing conditions for the domain U are C 1 SS in the sense that the map a , b , ω , ζ ,f ) . 
Φ Figure 4.3.1: Isotropy group action on U in local coordinates
(iv) The domain U is a C 1 SS submanifold of U , Γ acts C 1 SS on U , and coordinate changes are C 1 SS maps. Hence, these are charts for a C 1 SS Kuranishi atlas K on the GromovWitten moduli space X.
Proof of Theorem 4.3.1. We must check several things to prove this theorem. We first show that U is a C 1 SS manifold with stratification given by the a variables. We then show that the isotropy group action of Γ on U is C 1 SS. Then we must prove that U is a C 1 SS submanifold of U with a C 1 SS action of Γ. Finally, we show that the coordinate change maps of the atlas K are C 1 SS. These facts together imply that K is a C 1 SS atlas.
Proof of (i)-Smoothness of U :
The space U is defined to be the zero set of the operator F from (4.3.4). As earlier, the linearization dF is surjective at (0, 0, 0, 0, 0, f0). The gluing theorem of [MS12] implies that F −1 (0) is a product of the space of solutions at a = b = 0 with a small neighborhood of 0 in the parameter space (a, b). Finally, U inherits a C 1 SS structure via the charts (4.3.
5). This proves (i).
Proof of (ii)-Isotropy group action: Section 4.2 gives an explicit description of the isotropy group action Γ in coordinates. In particular, (4.2.7) describes that action of α ∈ Γ to be α * ( e, a, b, ω, ζ, f ) = (α · e, a , b , φ
and φ α,δ is as in (4.2.4). In the local coordinates determined by the charts (4.3.5), the isotropy action is ( e, a, b, ω, ζ,f ) → (α · e, a , b , φ Figure 4. 
3.1.)
The maps e → γ · e are clearly smooth. Recall that the map φ P,α,δ does not depend on the map f . We next notice that the map
is exactly the form of a transition function on M new 0,k+L as described in Section 3.2. These maps were shown to be C 1 SS. Finally, we must consider the mapf →f . We first note that bothf ,f are elements of W , the precompact space of W 1,p solutions to (4.2.1). The space W inherits norms from W 1,p (Σ P,0 , M ) and also W 1,p Σ P,0 \ N (nodes), M by restriction. These two norms are equivalent because W is finite dimensional and all norms on finite dimensional spaces are equivalent. Therefore, it suffices to work on (Σ0 \ N (nodes)) and we denote the restriction of W by 
To do this we use the gluing maps gl a,b and the maps ι P,a,b : (Σ P,0 \ N (nodes)) → (Σ P,a,b \ N (nodes)) from (4.2.5) that identify domains.
Proposition 4.3.2. Under the hypotheses above, the map
Proof of Proposition 4.3.2. 
So (4.3.6) can be written as
We will prove (4.3.7) is C 1 SS by examining it in pieces. First, note that (4.3.7) is smooth in thef direction by [MS12, Proposition 10.5.4]. Also we have already noted above that the map
is C 1 SS by Proposition 4.3.2. Next, the composition
does not depend onf and is C 1 SS. Finally, we note that Proposition 4.3.2 implies that
The map (4.3.9) is a C 1 SS local diffeomorphism because it is of the form
where for each A, ϕA is a local diffeomorphism that varies C 1 SS with A. Therefore, (4.3.10) has an inverse that we will denote
In this notation, (4.3.9) has a C 1 SS inverse given by
Thus, because (4.3.8) is also a C 1 SS local diffeomorphism,
is a C 1 SS local diffeomorphism. Therefore, we see that
is C 1 SS. Putting all of these facts together we conclude that (4.3.7) is a C 1 SS local diffeomorphism and hence the action of Γ on U is C 1 SS. This proves (ii).
Proof of (iii)-Smoothness of slicing conditions:
To impose the slicing conditions, we fix the domain of f and require the extra marked points to lie in the slicing manifold Q. More precisely,
If f is close enough to f0, then f Q and for every point in f −1 0 (Q), there is a unique close point in f −1 (Q). By the implicit function theorem, if f Q then the map
. For more discussion of this issue, see [MWa, §3] . Proposition 4.3.2 implies that the map
is C 1 SS as a function of ( a, b) to the space W 0 N equipped with the W k,p -norm, k ≥ 2 (because W 0 N is finite dimensional, all norms are equivalent). Hence, for a fixedf ∈ W 0 N , we conclude that the map
is C 1 SS. We also clearly get C ∞ differentiability from varyingf . This proves (iii).
Proof of (iv)-Smoothness of U and structural maps: The domain of our charts, U , is obtained from U by making U Γ-invariant and imposing slicing conditions (as in (4.1.5)). We need to show that U is a C 1 SS submanifold of U . We have shown that Γ acts C 1 SS on U , so U can be assumed to be Γ-invariant by taking an intersection of the finite orbit of U under Γ.
We have shown in (iii) that the marked points vary C 1 SS. By [MWa, Proposition 4.1.4] the slicing conditions are transverse. Therefore, we conclude that U is a C 1 SS submanifold of U . It is also easily seen that Γ acts C 1 SS on U . Finally, to complete the proof of (iv), we consider coordinate changes. Section 4.2 gives an explicit description of the coordinate changes in coordinates. The coordinate change maps have the same form as the isotropy group action and hence are C 1 SS by the same reasoning. This completes the proof of (iv) and hence Theorem 4.3.1.
We will now show that Theorem 4.3.1 and Proposition 3.2.2 are compatible and prove Proposition 1.1.2. Proposition 1.1.2 is implied by the stronger Lemma 4.3.3 below. In fact, the domain U of a basic chart carries two important forgetful maps that are useful in applications. The first is the forgetful map π1 : U → M new 0,k+L that takes an element ( e, a, b, ω, ζ, f ) to the underlying domain of f with all marked points w, z (this does not collapse any spheres because the extra L points were chosen to stabilize the domain). The other forgetful map that is useful is π0 : U → M new 0,k which takes an element ( e, a, b, ω, ζ, f ) to the stabilization of the domain f with only marked points z. With the modification to the charts for U made by (4.3.5) it is no longer clear that π0 and π1 are smooth maps. The following lemma verifies that they are. Remark 4.3.4. The gluing maps (4.3.5) are used to define a C 1 SS structure on the domain U (and the corresponding structural maps). In some literature this is referred to as a choice of gluing profile. In (4.3.5) a gluing profile of ψ : x → x|x| p−1 , where p > 2, is used. Other authors have different choices 3 . We do not claim that the choice of (4.3.1) is canonical. ♦
C 1 gluing
The goal of this section is to prove a "C 1 gluing theorem" for two J-holomorphic curves.
Overview and statement of main results
Given a regular almost complex structure J, the gluing map ι δ,R k is defined for two genus zero
where k is some constant. (The notation ι δ,R k is chosen to agree with [MS12] , but we also use gl to denote the gluing map in Section 4.3 and later in this section.) The gluing of these two curves, ι
, is a J-holomorphic curve that converges in the Gromov topology to (u 0 , u ∞ ) as R → ∞. It is defined for 0 < δ < δ0 and R > 1 δ 0 δ , where δ0 is a small constant depending only on k. It is described in [MS12] the various conditions that δ0 must satisfy. We will think of fixing k and a sufficiently small δ and varying R. This section studies the derivative of the map ι δ,R k with respect to R. Before stating the main results, we introduce some more notation.
We will consider u 0 , u ∞ as having fixed domains S0, S∞ and identify Si, i ∈ {0, ∞}, with Si = S 2 = C ∪ {∞}. The domain of the glued curve ι
, denoted by Σ R,δ (or just ΣR), is also diffeomorphic to S 2 , but rather than being identified with C ∪ {∞}, has two charts
These charts are identified over the regions
Therefore, we have
We will use the following terminology for regions in ΣR: The region 2δ R < |z| < 1 2δR ⊂ T0, T∞ ⊂ ΣR on which T0, T∞ are identified is called the inner neck of ΣR. The region
is called the neck. The complement of the inner neck in the neck is called the outer neck. We will sometimes abuse terminology and also use outer neck to refer to |z| > 1 2δR , i.e. the complement of the inner neck in all of T0 or T∞.
Remark 5.1.1. This is a different setup than that of [MS12] . For every R, they identify the domain of their glued curve with C by an R-dependent identification that involves rescaling the S∞ factor. This has the advantage of simplifying notation and enables one to work on a fixed domain C. Additionally, they make their norms symmetric in u 0 , u ∞ so all estimates they do are done on just one half. However, as pointed out by Kenji Fukaya, taking an R derivative in their setting is not symmetric. Our construction is completely symmetric with respect to u 0 , u ∞ ; this makes the notation more complicated, but the estimates much easier. Although our setup is different from [MS12] , it is easy to see that their estimates continue to hold in our setting as well. ♦ We can then restrict the glued map ι δ,R (u 0 , u ∞ ) to each chart Ti to obtain
(We will use subscript "i" to denote the restriction to the chart Ti throughout this section.)
The main result of this section is a bound on the R derivative of the glued map in each chart.
Theorem 5.1.2. Under the hypotheses above, let ι δ,R denote the gluing map, ι δ,R i its restriction to the chart Ti, p > 2, and (u 0 , u ∞ ) be a fixed pair of J-holomorphic spheres meeting at a point. Then for R sufficiently large,
where C is a constant that depends only on p, ω, k, J and · W 1,p denotes an appropriate W 1,p norm in the chart Ti (depending on R); this norm is described in Section 5.3.
The same result immediately follows for complex gluing parameters (in which case the regions Ti from (5.1.1) are identified by a map φ that depends on R and also twists by an additional angle parameter θ).
The primary use of Theorem 5.1.2 is Corollary 5.1.3. Before stating the corollary we need some preliminaries, including translating between the language of [MS12] , the language of this section, and the language of Section 4. In the analysis of the gluing theorem, one wants to work with a fixed domain as R varies. This section will focus on analyzing the simple case of two curves meeting at a node to better illuminate the main ideas. However, we will now describe a more general language for doing that is also used in Section 4.
Let T be the stable tree with two components and two marked points on each component. Then we can think of (u 0 , u ∞ ) as an element of the moduli space M0,T (A 0,∞ ; J) of J-holomorphic maps with four marked points, modelled over T and representing the homology classes A 0 and A ∞ . An equivalence class in M0,T has a unique representative [u, z] such that 
where λ = 
is well defined for ρ < (δδ0) 2 . The gluing parameter λ = w(z4, z1, z2, z3)
is exactly the cross ratio of the marked points of the element [gl λ (u), z λ ] in the image of the gluing map. Let Σ λ denote the domain of [gl λ (u), z λ ]. Let ∆ denote a neighborhood of Σ0 in M0,4 and C|∆ denote the universal curve over ∆. We can identify the domains Σ λ \ N (nodes) with a fixed open subset Σ0 \ N (nodes) of Σ0. We will denote this identification by a map κ (compare with (4.2.5)).
Here B ⊂ C denotes a neighborhood of 0.
In the language of [MS12] , λ = e iθ R 2 and Σ0 = S 2 ∨ S 2 = (C ∪ {∞}) ∨ (C ∪ {∞}). In [MS12] , κ λ involves a rescaling, but in our formulation κ λ identifies Σ0 \ N (nodes) with ΣR \ N (nodes) by the charts Ti for ΣR as described above.
This identification allows us to work on a fixed domain Σ0 \ N (nodes) and we can consider the map
The main result is that after an appropriate reparametrization, (5.1.8), this map is C 1 .
Corollary 5.1.3. Under the hypotheses of Theorem 5.1.2, let p > 2, B ⊂ C denote a small neighborhood of 0, and for λ ∈ B define
Let u : Σ0 → M be a fixed parameterized nodal curve and gl λ (u) : Σ λ → M its gluing with gluing parameter λ. Let κ denote the map that identifies (Σ0 \ N (nodes)) and the domains Σ λ \ N (nodes) as in (5.1.5). Then the map
The proof of Corollary 5.1.3 is contained in Section 5.6 and after appealing to Theorem 5.1.2, it amounts to a calculus exercise. Remark 5.1.4. [Extensions of C 1 gluing theorem] Theorem 5.1.2 and Corollary 5.1.3, as stated, only prove differentiability of the gluing map with respect to the gluing parameter in the simplest case of two regular curves intersecting at one point. For applications, of course, one is interested in considering both nonregular curves (that is to say with some nonzero obstruction bundle) and curves with multiple nodes. We remark here that both of these situations can be dealt with by techniques standard in the literature. For curves with a nonvanishing obstruction bundle, E = 0, one uses the graph construction of Gromov and considers the graph of the curve S 2 → S 2 × M which will be a regular J-holomorphic curve for an appropriate J (that incorporates e ∈ E). For more discussion of this, see [McD, For curves with multiple nodes, we note that estimates required for the construction of the gluing map as well as the estimates of Theorem 5.1.2 are local in nature and therefore one can construct a gluing map for a curve with multiple nodes by localizing around each node via more charts and a partition of unity. With multiple nodes, one can also generalize Corollary 5.1.3 to arbitrary gluing parameters. The generalization needed for this thesis is stated as Proposition 4.3.2. ♦ Section 5.2 contains an overview of the construction of the gluing map and presents the basic strategy for proving Theorem 5.1.2. Sections 5.3 and 5.4 contain the analytic setup and prove Theorem 5.1.2 assuming some technical lemmas. The proofs of the technical lemmas are contained in Section 5.5. Corollary 5.1.3 is proved in Section 5.6.
Review of the construction of the gluing map
Following [MS12] , the construction of the gluing map is as follows: First a pregluing u R (z) of (u 0 , u ∞ ) is defined (its exact definition is given in (5.3.4) ). The pregluing u R (z) is not a J-holomorphic curve, but rather an approximate J-holomorphic curve. It is then proven that there is a vector field
The existence of such a ξ R is provided by a version of the implicit function theorem. We recall the specific version needed in Proposition 5.2.2. Remark 5.2.1 (Choices in the gluing construction). As mentioned above, we will think of R as the variable of the gluing construction and fix a δ sufficiently small. There are many other choices that are made in the course of the gluing construction. The constants p > 2 and k > 0 only effect the choice of constant δ0, but do not effect the gluing map.
Together, the symplectic form ω and almost complex structure J determine a metric g from which we define our norms that will be used the construction. This metric in turn will determine the complement of KerDu in which the image of the right inverse Qu will be defined (see Section 5.3 and (5.3.15)). The construction also relies on a choice of cutoff function ρ in (5.3.3).
These are the only choices that are made and that is due to the fact that we are working in genus zero case. In the genus zero case, in contrast to the higher genus setting, one has canonical coordinates near the nodes. One would expect all results of this section to continue to hold in the higher genus setting, but would need to provide more details. ♦ Proposition 5.2.2. [MS12, Proposition A.3.4] Let X and Y be Banach spaces, and f : X → Y be a continuously differentiable map. We will let d0f : X → Y denote the derivative of f at 0 ∈ X. Suppose that the following conditions hold:
Let δ, c be positive constants such that
.
Finally assume that
Then there is a unique x * ∈ X such that f (x * ) = 0, x * ∈ Im Q, x * < δ and x * also satisfies x * ≤ 2c f (0) .
Remark 5.2.3 (On the proof of Proposition 5.2.2). Proposition 5.2.2 is proved using a Newton process. Specifically, it is shown that
Then it is shown that −Qf (x) + Q(d0f (x)) has a fixed point via the contraction mapping principle. ♦ We will need the following general lemma about contraction mappings.
Lemma 5.2.4. Suppose that φt : X → X satisfies
for all x, y ∈ X and sufficiently small t. Let x * t be the unique fixed point of φt. Suppose also that φt(
t is known to be differentiable, then
Proof. The Newton process tells us that
using the contraction property of φt. Similarly,
Adding these inequalities over all n we get the desired result.
We now aim to estimate d dR ι δ,R . The rough strategy is to apply Proposition 5.2.2 to a family of maps and estimate their derivative using Lemma 5.2.4. Important to note is that Lemma 5.2.4 applies to a family of maps on a fixed Banach space. Describing the setup in which this is the case is delicate and is the subject of the next section.
Norms, spaces, and maps
This section contains the appropriate setup of norms, spaces, and maps in order to describe the gluing map as a parameterized implicit function theorem problem on a fixed Banach space. We begin by fixing a regular ω-compatible almost complex structure J. Together with ω this determines a metric on M . On S 2 = C ∪ {∞}, we will use the round metric
We now use this metric to define a metric on ΣR, the domain of the glued curve (see (5.1.4)).
Recall from Section 5.1 that ΣR has two charts T0, T∞ = {|z| > 2δ R } ⊂ S 2 . These two charts were identified over a region called the inner neck, { 2δ R < |z| < 1 2δR }, and this identification was via the map φR from (5.1.3). The complement of the inner neck is called the outer neck.
Take a partition of unity {ψ0, ψ∞} subordinate to the cover T0, T∞ of ΣR and that is symmetric with respect to the involution φR. Put the round metric (5.3.1) on each chart T0, T∞ and then use the partition of unity {ψ0, ψ∞} to define a metric on ΣR.
Therefore, this metric agrees with the round metric (5.3.1) on the outer neck for each chart, |z| >
2δR
⊂ Ti On the inner neck, the metric is defined by an interpolation of the metrics on each chart using the partition of unity. This metric induces W k,p norms on ΣR; the restriction of this norm to a chart Ti is the norm || · || W 1,p in Theorem 5.1.2.
In this section we will use || · || W k,p to denote the norm described above on ΣR or the charts Ti, where which one we are using will be clear from context. Note that these norms depend on R, but this will be suppressed in the notation as it will be clear to which R we are referring. The key property of this norm on ΣR is that it is symmetric with respect to the charts T0, T∞. Therefore, henceforth we will prove estimates by examining one chart T0 and consider |z| ≤ 1 R . Note that while the formulation is different, this norm is the same as that considered by [MS12] .
Next we define the pregluing u R (z) of the curves u 0 , u ∞ . We will now fix the curves u 0 , u ∞ ; the independence of the results on the curves u 0 , u ∞ follows from the fact that the set of pairs
We will use the connection
on (T M, J) and (T * M, J), where ∇ is the Levi-Civita connection. The connection ∇ preserves (0, 1) forms and is used for reasons necessary later. However, ∇ has torsion.
to be the unique tangent vectors of norm less than the injectivity radius of M such that
where the exponential map is defined using ∇. Next fix a cutoff function ρ :
Then define the pregluing to be
where T0, T∞ are the charts for ΣR from (5.1.4). Again exponentiation is defined using ∇.
4
Using the terminology of Section 5.1, note that the pregluing is constant on the neck of ΣR; in particular, it is constant on a neighborhood of the inner neck. The inner neck was also exactly where the W 1,p norm on ΣR was defined using a partition of unity interpolation. We will now fix δ and consider any R0 > δδ0. Note that the pregluing is defined to be symmetric with respect to u 0 , u ∞ . We will be interested in estimating
on each chart Ti. (We are studying an R parameterized families of maps, so the R derivative only makes sense when we fix a parametrization on the domain, that is restrict to a chart.) We will work on the Banach spaces
We have fixed R0, so these will be the fixed Banach spaces on which we apply Proposition 5.2.2 and Lemma 5.2.4. Finally, we describe the maps ft, Qt to which we will apply the implicit function theorem. Given v ∈ TxM , define the map
to be parallel transport along the geodesic defined by v; we will sometimes suppress x. The geodesic and parallel transport are taken with respect to the Hermitian connection ∇. Note that Ψ0,x = id: TxM → TxM , so Ψv,x is uniformly invertible for small v.
We now wish to measure the difference between the pregluings u R 0 (z) and u R 0 +t (z) for t small. However, these curves have different domains, ΣR 0 and ΣR 0 +t respectively. Thus, we first identify these domain curves and then calculate our estimates on a fixed domain. Roughly, away from the inner neck the curves are identified by the identity map and there is an interpolation on the inner neck (where the pregluing is constant). More precisely, for each t choose a diffeomorphism
. In this way we identify each of the two charts T0, T∞ for ΣR 0 and ΣR 0 +t (see (5.1.1)). Note that we choose χt to be the identity map outside of the inner neck 2δ R < |z| < 1 2δR ⊂ T0, T∞. We can also choose χt such that its derivatives are uniformly bounded for t near 0. By choosing χt symmetric with respect to φR 0 , the map that identifies the two charts over the neck to form ΣR 0 (see (5.1.3)), χt induces a diffeomorphism
, we have χt(z) = z on the region |z| > 1 2δR 0 (this includes the outer neck, which is where the pregluing map is potentially nonconstant).
Define ζt to be the unique small vector field along u R 0 (z) such that
For t > 0 and small, in the chart T0, we claim that ζt is given by: To see this, first note that on the region
In particular, ζt(z) = 0 when χt(z) = z. Next, we note that on the region |z| ≥
(outside the neck), χt(z) = z and both u R 0 (z) and u R 0 +t (z) are defined by (5.3.4) to be exponentiation of a scaling of ζ 0 (z) (see Figure 5 .3.1). We then use the general fact that for λ1, λ2 ∈ R and v ∈ TxM
We are also using the fact that the tangent vector field of the geodesic s → exp x 0 ζ 0 (z)s is also parallel with respect to ∇ and hence Ψ ρ(δR 0 z)ζ 0 ,x 0 (ζ 0 (z)) is tangent to the geodesic. In particular, (5.3.8) shows that the size of ζt changes with t, but its direction does not. A similar description can be given for t < 0 (and also on T∞ by symmetry).
Let Φt :
denote parallel transport along the geodesic ζt with respect to the connection ∇. In terms of the notation above, Φt = Ψ ζ t ,u R 0 (z) .
Recall that if χt(z) = z, then z is in the inner neck. However, the pregluing is constant in the inner neck, so u R 0 (z) = u R 0 +t (χt(z)). In particular, on the inner neck
is the identity map. We will abuse notation by always using Φt regardless of whether its input is W 1,p vector fields or L p (0, 1) forms. We finally give the family of maps ft, Qt to which we apply Proposition 5.2.2, the implicit function theorem. Define the function
(This is exactly the operator considered in [MS12] .) In particular, in the inner neck 
where Du is the linearized Cauchy-Riemann operator. Similarly, we define
where Q u R is the bounded right inverse for
In the next section we will verify the hypotheses of Proposition 5.2.2 are satisfied for ft, Qt. However, now note that if ft(ξ) = 0, then exp u R 0 +t (z) (Φt(ξ)) is exactly ι δ,R 0 +t (u 0 , u ∞ ). Therefore, roughly speaking, the family of maps ft on the fixed space W 1,p u R 0
gives the gluing map for u R 0 +t . We will make this more precise in the next section.
Hypotheses of the Implicit Function Theorem
In this section we verify that the hypotheses of Proposition 5.2.2 are satisfied for the functions ft and Qt defined in (5.3.11) and (5.3.15). As mentioned in the last section, first note that if
Now d0ft, the derivative of ft at ξ = 0, is given by d0ft = Φ
Φt is linear and d0Φt = id. The almost complex structure J was assumed to be regular, so d0ft is surjective. This verifies condition (a) of Proposition 5.2.2.
Also, Qt is a right inverse of d0ft because Q u R is a right inverse for D u R . This is verifies condition (b).
It is proved in [MS12, Proposition 3.5.3], that for p > 2 and for every constant c0 > 0, there exists c1 > 0 such that
where · denotes operator norm. Choose c0 > Q u R 0 . [MS12, Equation (10.5.8)] asserts that Q u R 0 is bounded independent of R0 and hence the same is true for Qt with t sufficiently small. It follows that choosing δ such that c1δ < 1 2c 0 and t sufficiently small,
[MS12, Lemma 10.3.2] states that there is a constant c0 = c0(c, p) such that
Hence if R0 is chosen large enough, then
Using this, we see that ft(0) ≤ δ 4 Qt for t sufficiently small. This verifies the final condition (c) of Proposition 5.2.2.
Derivative estimates
In this section we will fix u 0 , u ∞ and prove the estimates (5.4.2) and (5.4.3); this in turn proves Theorem 5.1.2. The following are the two key lemmas.
Lemma 5.5.1. Let u R (z) : ΣR → M denote the pregluing of u 0 and u ∞ as defined in (5.3.4) using the cutoff function ρ from (5.3.3). Let u R 0 i denote the restriction of u R 0 to the chart Ti.
where C depends only on ρ and the metric on M .
be the map from (5.3.11) and let d0ft :
denote its derivative at 0. Let Qt be the right inverse of d0ft from (5.3.15). Let Proof of Lemma 5.5.1. Let t > 0 and restrict to the chart T0 so all of our analysis will be done on the region {|z| ≥ 1/R0} ⊂ T0. (The same analysis holds for t < 0.) We can restrict to T0 by the symmetry of our construction. The only region in which
is the restriction of the pregluing u R 0 to the chart T0.) On this annulus,
where in the last line we are thinking of δ as a constant, z, ∇ρ(δR0z) ∈ C = R 2 , and · denotes the usual dot product. So
where C1 depends only on the metric. We now make some observations that will be useful in estimating the right hand side of (5.5.2) and in subsequent estimates. We can now use Lemma 5.5.3 to see
because ∇ρ is uniformly bounded and δ and the 1 δR 0 cancel out to leave just a factor of 1 R 0 and C2 is independent of δ. Therefore combining (5.5.2) and (5.5.3) and the fact that the integral for this estimate is over a region of area at most 4π (δR 0 ) 2 , we find
We now need to estimate the L p norm of the first derivatives of
We take the same approach as earlier: We uniformly bound and then integrate over the disc |z| ≤ 2 δR 0
. By (5.5.1),
We will briefly consider a general situation. We define the function
Note that G(v, ·) is linear and G(0, w) = id.
Hence G(v, w) is uniformly invertible for small v. We need to take the derivative of G(v, w) with respect to s1, s2 where z = (s1, s2) ∈ R 2 and both v and w depend on z. Using the chain rule we see that
denotes differentials in those variables. We now specialize to the case we are interested in, namely
First let us consider first derivatives of v. We claim they are uniformly bounded. They are a sum of two terms. One is first derivatives of ρ(δR0z) (which grow like δR0) multiplied by ζ 0 (z). By Lemma 5.5.3, ζ 0 (z) is bounded by a constant times
. Hence these first type terms are uniformly bounded. The second type of terms are ρ(δR0z) multiplied by derivatives of ζ 0 (z). By Lemma 5.5.3 these are uniformly bounded as well. Next consider first derivatives of w. We claim they are bounded by a constant times 1/R0. They can also be expressed as a sum of two terms. One is first derivatives of δz · ∇ρ(δR0z) multiplied by ζ 0 (z). The first derivatives of δz · ∇ρ(δR0z) are bounded by a constant times δ. By Lemma 5.5.3, ζ 0 (z) is bounded by a constant times 1 δR 0 . Therefore, the first type of terms are bounded by a constant times 1/R0. The second term is δz · ∇ρ(δR0z) multiplied by the first derivatives of ζ 0 (z). Then δz · ∇ρ(δR0z) is bounded by a constant times 1/R0 because |z| ≤ Proof of Lemma 5.5.2. As in the proof of Lemma 5.5.1, we will restrict to the chart T0 and the region {|z| ≥ 1/R0} ⊂ T0, which can be done by symmetry. We will omit the |T 0 throughout this proof for simplicity of notation. Applying the chain rule, we get
where the second equality uses the fact that f0(ξ * 0 ) = 0 by definition of ξ * t and also uses the definitions of ft and Qt from (5.3.11) and (5.3.15).
Recall from (5.3.10) that on the inner neck (where the charts T0 and T∞ are identified) the map Φt used to define ft, Qt is the identity. Thus, ft(ξ) = Ψ −1 ξ (∂ exp x 0 (ξ)) as in (5.3.12) and (5.3.13). Hence, d0ft is the usual linearized Cauchy-Riemann operator from (5.3.14) and Qt is its right inverse.
The rest of this section will be estimating the three terms of (5.5.5). Each term will be estimated in a step below.
Step 1: We first focus on the first term of (5.5.5). As remarked in Section 5.4, Q u R 0 is bounded independently of R0. Thus, we focus on
Using Remark 5.4.3, we see that
where Φt is defined in (5.3.9). 
where the second equality uses Remark 5.4.3. As noted in Remark 5.4.1, the map E1(x, ξ) is uniformly invertible for ξ sufficiently small and hence this is the case for ξ * 0 if R0 is chosen large enough. Lemma 5.5.1 provides the estimate for ∂ exp u R 0 +t (z) (Φt(ξ * 0 ))
Thus, the first term of (5.5.5) has the desired bound, that is
(5.5.8)
Step 2: Next, we bound the W 1,p norm of the second term of (5.5.5).
Examining the proof of [MS12, Lemma 10.6.2], we see that where C6, C7 are constants independent of R0; the second inequality uses (5.4.1). Putting the last two equations together we see that the second term of (5.5.5) has the desired bound, that is
(5.5.9)
Step 3: Finally, we bound the W 1,p norm of the third term of (5.5.5). Again, Q u R is bounded independently of R, so we need to bound
This gives us three summands we need to bound. The relevant quantities we need to bound are ∇t Similar to the proof of Lemma 5.5.1, we bound the L p norm in (5.5.10) by uniformly bounding and then integrating. The right hand side of (5.5.12) can be expressed as a sum of two terms. The first involves the first derivatives of ρ(δ(R0 + t)z) which grow like δ(R0 + t) multiplied by ζ0(z). Taking the derivative of this with respect to t, we see that these derivatives are uniformly bounded by a constant times δ times the size of ζ 0 (z). By Lemma 5.5.3, the size of ζ 0 (z) is bounded by a constant times 1/δR0. Therefore the first terms are bounded by a constant times 1/R0. The second term involves ρ δ(R0 + t)z multiplied by the first derivatives of ζ 0 (z). Similar to the proof of Lemma 5.5.1, the derivative of such terms with respect to t is uniformly bounded by a constant times (5.5.13)
We finally, note that we worked entirely in the chart T0, but exactly the same argument applies to T∞ by the symmetry of our construction. Therefore together, (5.5.8), (5.5.9), and (5.5.13) prove Lemma 5.5.2.
Proof of Corollary 5.1.3
Proof. It suffices to consider real gluing parameters λ and prove C 1 differentiability at λ = 0. When λ is real, |λ| p−1 λ = λ p . The gluing theorem in [MS12] states that the gluing map is C ∞ for λ = 0. To prove that λ = λ 1/p is the appropriate gluing parameter, we will first prove that the gluing parameter s = R where the last inequality uses Theorem 5.1.2. Thus, the gluing map h(s) is continuous for all s (by the gluing theorem of [MS12] ) and smooth with bounded derivative for s = 0. Therefore, reparametrizing to s 1+ε , gives a C 1 function with respect to s that has derivative equal to zero at s = 0. The proof of this for a function h : R → R is an easy calculus exercise that we do below. The general result follows easily.
Consider h : R → R that is continuous everywhere and smooth with derivative bounded by C away from zero, let ε > 0, and suppose we are given η > 0. Then Finally, λ = R −2 e iθ corresponds to the coordinates obtained by cross ratios as described in Section 3.1. Thus we can choose ε > 0 so that 1 + ε = p and hence λ| λ| ε = R −2(1+ε)/p e iθ = R −2 e iθ = λ.
