While image matching has been studied in remote sensing community for decades, matching multimodal data [e.g., optical, light detection and ranging (LiDAR), synthetic aperture radar (SAR), and map] remains a challenging problem because of significant nonlinear intensity differences between such data. To address this problem, we present a novel fast and robust template matching framework integrating local descriptors for multimodal images. First, a local descriptor [such as histogram of oriented gradient (HOG) and local self-similarity (LSS) or speeded-up robust feature (SURF)] is extracted at each pixel to form a pixelwise feature representation of an image. Then, we define a fast similarity measure based on the feature representation using the fast Fourier transform (FFT) in the frequency domain. A template matching strategy is employed to detect correspondences between images. In this procedure, we also propose a novel pixelwise feature representation using orientated gradients of images, which is named channel features of orientated gradients (CFOG). This novel feature is an extension of the pixelwise HOG descriptor with superior performance in image matching and computational efficiency. The major advantages of the proposed matching framework include: 1) structural similarity representation using the pixelwise feature description and 2) high computational efficiency due to the use of FFT. The proposed matching framework has been evaluated using many different types of multimodal images, and the results demonstrate its superior matching performance with respect to the state-of-the-art methods.
I. INTRODUCTION
I N RECENT years, geospatial information techniques have undergone rapid development and can acquire the diverse multimodal remote sensing data [e.g., visible, infrared, light detection and ranging (LiDAR), and synthetic aperture radar (SAR)] and even topographic map data. Since these multimodal data can provide complementary information for earth observation, they have been widely used in many applications, such as land-cover and land-use analysis [1] , change detection [2] , image fusion [3] , and damage monitoring [4] .
A key step to integrate multimodal data for these applications is image registration, which aligns two or more images captured by different sensors, at different times, or from different viewpoints [5] .
With modern remote sensing sensors, preregistration can be achieved through direct georeferencing by applying navigation devices such as global positioning system (GPS) and inertial navigation system (INS). As a result, the obvious global geometric distortions (e.g., rotation and scale changes) can be removed by such preregistration, which makes the images only have an offset of dozens of pixels [6] - [8] . The georeferencing information provides convenience for further precise registration. However, acquired at different spectral regions or by different sensors, multimodal images often have significant nonlinear intensity differences. Fig. 1 shows two pairs of multimodal images covering the same scenes, which include visible, SAR, and map data. Clearly, they have 0196-2892 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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quite different intensity information, even leading to the difficulty to detect correspondences or control points (CPs) by visual inspection. Therefore, the focus of this paper is to effectively address nonlinear intensity differences for multimodal image registration. The crucial step of image registration is image matching, which refers to the process of CP detection between images. Though many matching methods have been developed in the past decades for remote sensing images, multimodal image matching still often requires manual intervention in practice, which is very time consuming, especially when dealing with large amounts of available remote sensing data today. Moreover, this may also bring some matching errors caused by human's subjectivity. Hence, a fast and robust automatic matching technique of multimodal images is highly desired in practice.
In general, most matching methods for multimodal remote sensing images can be roughly classified as feature-based and area-based methods. Feature-based methods seek correspondences by matching local features extracted between images based on their similarities. The extracted features should be highly distinct, stable, and repeatable between images. They can be points [9] , contours or edges [10] , [11] , and regions [12] . Recently, the local invariant features, such as shape context [13] , speeded-up robust feature (SURF) [14] , and scale-invariant feature transform (SIFT) [15] , have been widely used for the matching of remote sensing images [16] - [19] , although these features are robust to scale, rotation, and linear intensity changes, and cannot effectively cope with multimodal matching because they are vulnerable to nonlinear intensity differences. The main problem of these feature-based methods is that they rely on extracting highly repeatable features between images. More precisely, the features extracted in an image should be detected in the other image when using the same feature extraction algorithm. Only in that way, it can be possible to achieve enough corresponding features for image matching. Due to large discrepancies in intensity and texture, the extracted features between multimodal images usually have low repeatability [20] - [22] , which substantially degrades the matching performance.
Area-based methods, sometimes called template matching, achieve correspondences by evaluating the similarity of corresponding window pairs in two images, and select the one with the maximum similarity as the CP pair [23] . During this process, the CP detection can be computed in either the spatial or frequency domain.
In the spatial domain, traditional similarity measures are the sum of squared differences (SSD), the normalized cross correlation (NCC), and the mutual information (MI). SSD evaluates similarity by directly comparing the differences in image intensity values. Though SSD is simple and fast for computation, it is sensitive to noise and intensity differences [5] . As a classic similarity measure, NCC has been commonly used in remote sensing image matching due to its robustness to linear intensity changes [24] . However, NCC is not well adapted to the matching of multimodal images with complex intensity variations. MI describes the statistical dependency between images, which is very weak related to the functional relationship between intensities. As a result, MI can address nonlinear intensity differences to some extent [25] . Recent studies also showed that MI is suitable for multimodal remote sensing image matching [26] , [27] . However, the main drawback of MI is that it ignores the spatial information of neighboring pixels, which deteriorates the quality of image matching [28] . In addition, the high computational cost is another limitation for MI extensive application in remote sensing image matching.
In the frequency domain, the most popular similarity measure is phase correlation (PC), which can quickly estimate the translations between images based on the Fourier shift theorem [29] . Nowadays, PC has been extended to account for scale and rotation changes [30] and also applied to remote sensing image matching [31] , [32] . Compared with the spatial similarity measures, its main advantage is the high computational efficiency [33] . Nonetheless, the PC cannot effectively address the matching of multimodal images with significant intensity differences. This is because that PC evaluates similarity by using intensity information of images as well as the spatial similarity measures.
Recent studies have shown that structure and shape features are resistant to nonlinear intensity differences, and these features have been integrated as similarity measures for multimodal matching [34] - [37] . These methods achieve correspondences by performing similarity evaluation on structure and shape feature descriptors rather than intensities, and outperform the intensity-based similarity measures (such as NCC and MI), where the structure feature descriptor can be local self-similarity (LSS) [38] , histogram of oriented gradient (HOG) [39] , or histogram of oriented phase congruency (HOPC) [34] . However, these methods extract the feature descriptors based on a relatively sparse sampled grids in an image, which cannot capture structure and shape properties of images precisely. Moreover, they perform similarity evaluation in the spatial domain, which is time-consuming. Accordingly, this paper will explore pixelwise descriptors (i.e., extracting feature descriptors at each pixel of an image) for the denser feature representation, aiming to depict structure and shape properties of images more effectively and precisely. Furthermore, the similarity evaluation is performed in the frequency domain to accelerate image matching.
In this paper, a novel fast and robust template matching framework is proposed for multimodal remote sensing images. We first extract a local descriptor (such as HOG, LSS, or SURF) at each pixel of an image to generate the pixelwise feature representation. Then, a similarity measure based on the feature representation is established in the frequency domain, the computation of which is accelerated using the fast Fourier transform (FFT). Subsequently, CPs between images are detected by a template matching manner. In addition, we also propose a novel pixelwise feature representation method, named channel features of orientated gradients (CFOG). This novel feature is an extension of the pixelwise HOG descriptor and outperforms the former in both matching performance and computational efficiency. Accordingly, the main contributions of this paper consist of the following. 1) A fast and robust template matching framework integrating local descriptors for multimodal remote sensing images. The proposed framework evaluates the similarity between images on the basis of the pixelwise feature representation and accelerates image matching by using the FFT technique in the frequency domain. It is a general technical framework and can integrate different kinds of local descriptors for image matching. 2) A novel pixelwise feature representation named CFOG using orientated gradients, which is an extension of the pixelwise HOG descriptor. This paper extends our early works [40] , [41] by adding a detailed principled derivation of the proposed matching framework and proposing a novel pixelwise descriptor named CFOG. We also perform a more thorough evaluation for the proposed matching framework using more multimodal images. The MATLAB code of the proposed framework is available from this website. 1 The rest of this paper is organized into four sections. First, the proposed fast and robust template matching framework is presented in Section II. Then, its matching performances are evaluated in Section III. Finally, we conclude the findings and significance of this paper in Section IV.
II. METHODOLOGY
In this section, a fast and robust matching framework is proposed for multimodal remote sensing images. It captures the distinctive image structures by the pixelwise feature representation, which is built using a local descriptor such as HOG, LSS, SURF, or CFOG. The similarity of the feature representations is evaluated by using a fast similarity measure built in the frequency domain. The CPs between images are then detected by a template matching scheme.
A. Motivation
Our previous work found that HOG is resistant to nonlinear intensity variations between images and can be successfully applied to multimodal matching [34] . HOG depicts the structure and shape properties by extracting a local gradient orientation histogram computed from a template window of an image. First, it divides the template window into some overlapping blocks, which consist of 2 × 2 cells, where the gradient direction is quantized into nine orientation bins for each cell. Accordingly, a block has 2×2×9 = 36 histogram bins in total, and each pixel of the block contributes to the histogram bins depending on its spatial location and gradient orientation [42] . Then a local histogram of the quantified gradient orientations is computed using all the pixels of each block, where each pixel contributes to its adjacent histogram bins by trilinear interpolation. Finally, the histogram of each block is collected at a stride of half a block width to form the HOG descriptor. Fig. 2 shows the fundamental structure of HOG.
We intend to show below that the matching performance of HOG can be improved by decreasing the stride between adjacent blocks. To illustrate that, the similarity between a visible image and a SAR image is evaluated by using the SSD of HOG. Fig. 3 plots the SSD similarity curves of HOG with the different strides, where the template size for computing HOG is 40 × 40 pixels, and the search window for detecting CPs is 20 × 20 pixels. One can see that the matching errors become smaller and the similarity curves are smoother when the stride decreases, which means that HOG can present the optimal matching performance when it is computed at each pixel (i.e., stride = 1 pixel). Apart from HOG, other local descriptors (such as LSS and SURF) also present a similar phenomenon for multimodal matching.
B. Pixelwise Feature Representation
The proposed matching framework is on the basis of a pixelwise feature representation. In the definition of such feature representation, a local descriptor (e.g., HOG, LSS, or SURF) is first extracted at each pixel of an image, and each pixel corresponds to a feature vector with a certain dimension. Then these feature vectors are arranged in the Z -direction to form a 3-D image, which is the proposed pixelwise feature representation map (see Fig. 4 ). In addition, we also propose a novel pixelwise feature representation named CFOG, which is an extension of the pixelwise HOG descriptor. In the following, we present the implementation details of CFOG.
C. CFOG
CFOG is inspired by HOG. As mentioned above, HOG is a histogram based on gradient magnitudes and orientations of a block region. This histogram is weighted by a trilinear interpolation method, which results in that each histogram bin contains the weighted sum of gradient magnitudes around its center. This interpolation procedure is time-consuming because it requires computing the weights of each pixel for both the spatial and orientation bins. Moreover, as one block region usually includes multiple cells, we first need to compute the histogram for each cell and then collect them to form the final descriptor. Thus, by reducing the number of cells in one block, we can raise the computational efficiency. In addition, we found that the HOG descriptor shows no obvious performance degradation in the proposed matching framework when it is extracted from a one-cell block instead of a multi-cell block. Hence, the pixelwise feature representation can be built by using the HOG descriptor with a one-cell block. Note that the trilinear interpolation in a one-cell block can be regarded as a convolution operation with a triangular kernel, which can be efficiently computed at each pixel of an image [42] . This is because the convolution computes the histogram only once per block and reuses them for all pixels. Therefore, we reformulate the HOG descriptor by the convolution in image gradients of specific orientations. The convolution is performed by a Gaussian kernel instead of a triangular kernel since the former is more effective to suppress noise and reduce the contribution of the gradient far from the region center. This reformulated descriptor is named CFOG. It presents a similar invariance as the pixelwise HOG descriptor but is more computationally efficient for building a pixelwise feature representation. In addition, it has a smaller descriptor dimensionality, which is beneficial for fast image matching.
We now give a formal definition for the proposed CFOG. For a given image, we first compute its m orientated gradient channels, which are referred to as g i , 1 ≤ i ≤ m. Each orientated gradient channel go(x, y) is the gradient magnitude located at (x, y) for the quantized orientation o if it is larger than zero, else its value is zero. Formally, an orientated gradient channel is written as g o = [∂ I /∂o] + , where I is the image, o is the orientation of the derivative, and [] + denotes that the enclosed quantity is equal to itself when its value is positive or zero otherwise. In practice, we do not need to compute g o for each orientation separately, while instead it is computed by using the horizontal and vertical gradients (named g x and g y , respectively) according to the following equation:
where θ is the quantized gradient orientation, and g x and g y are computed by the two 1-D convolutions with the filters [−1, 0, 1] and [−1, 0, 1] T , respectively. abs represents the absolute value, which can transfer the gradients from [180 • , 360 • ) to [0 • , 180 • ) to address the case of intensity inversion between multimodal images. After the formation of the orientated gradient channel, it is convolved by a 3-D Gaussian-like kernel g σ to obtain the convolved feature channel as g σ o = g σ * ∂ I /∂o , where σ is the standard deviation (STD) of the Gaussian kernel. Strictly speaking, this kernel is not a 3-D Gaussian function in the 3-D space, but a 2-D Gaussian kernel in X-and Y -directions and a kernel of [1, 2, 1] T in the gradient orientation direction (hereinafter referred to as Z -direction). The Z -direction convolution smoothens the gradients in the orientation direction, which can reduce the influence of orientation distortions caused by local geometric and intensity deformations between images. This advantage is illustrated by a synthetic test. A simulated image pair is first generated by adding local geometric distortions and Gaussian noise with mean u = 0 and variance v = 0.15 on a high-resolution image (see Fig. 5 ). Then, we extract the CFOG descriptors with the Z -direction convolution and without the Z -direction convolution for this pair of images, respectively. One can see that the CFOG descriptors with the Z -direction convolution are more similar than these without the Z -direction convolution. This shows that the Z -direction convolution can improve the robustness of the descriptor.
The convolved feature channel is the proposed CFOG, which is a 3-D pixelwise feature representation and can depict the structure and shape properties of an image. Fig. 6 illustrates the construction process of CFOG. CFOG can be regarded as an extension of HOG because its pixel value is similar to the value of a bin in HOG, which is a weighted gradient magnitude computed over a local region. The main difference between the two descriptors is that CFOG uses the 3-D Gaussian-like convolution to build the histogram, whereas HOG depends on the time-consuming trilinear interpolation method. In addition, CFOG is computed from a one-cell block region instead of a multi-cell block region used in the HOG, which can effectively reduce the dimensionality of the descriptor and improve the computational efficiency.
D. Proposed Similarity Measure
In this section, we introduce a novel similarity measure for template matching based on the pixelwise feature representation and its fast computation by using FFT. As is known that SSD can be used for similarity evaluation in image matching. For two images, let their corresponding pixelwise feature representations be D 1 and D 2 , respectively. The SSD between the two feature representations within the template window i is defined as
where x is the location of a pixel in a 3-D feature representation and T i (x) is the masking function over D 1 (x), where T i (x) = 1 within the template window and T i (x) = 0. Otherwise, S i (v) is the SSD similarity function between D 1 and D 2 translated by a vector v over a template window i . By minimizing the S i (v), we can achieve the match between D 1 and D 2 . Accordingly, the matching function is defined as
where v i is an offset vector which matches D 1 with D 2 given the template window i . In the template matching, a traditional scheme is to compute the SSD of the pixelwise feature representation for all candidate slide windows. This will be very time consuming because the feature representation is a 3-D image with largevolume data. To address that, we reduce the computation by using the FFT technique for acceleration.
Herein, the SSD similarity function of (2) can be expanded as
Since the first term is a constant, the similarity function S i (v) can achieve the match by minimizing the operation of the last two terms. Furthermore, the last two terms are convolution operation and their computation can be speeded up using FFT because convolution operation of the spatial domain equals to dot products of the frequency domain. Hence, the offset vector v i is computed by
where F and F −1 are the forward and inverse FFTs, respectively, and F * denotes the complex conjugate of F. The computation of the similarity function can be significantly reduced by using (5) . For instance, given a template window of N × N pixels and its search window of M × M pixels, the SSD takes O(M 2 N 2 ) operations, while the proposed approach takes O((M + N ) 2 log(M + N )) operations. This approach can reduce more computation for large template windows or search windows (e.g., more than 20 × 20 pixels). In the proposed matching framework, CFOG, HOG, LSS, and SURF are integrated as the similarity measures by (5) . They are named CFOG, FHOG, FLSS, and FSURF, respectively. To illustrate their advantages to match multimodal images, they are compared with MI by the similarity maps. Two pairs of multimodal images are used in the test, which are the visible-to-infrared and visible-to-SAR image pairs with high resolutions, respectively. Fig. 7 shows the similarity maps of these similarity measures. One can see that MI finds the correct match for the visible and infrared images, but it has a few location errors for the visible and SAR images. Moreover, the similarity maps of MI look quite noisy. In contrast, the proposed similarity measures, i.e., CFOG, FHOG, FLSS, and FSURF, present smoother similarity maps with sharp peaks and achieve correct matches for both cases. This preliminarily indicates that the proposed similarity measures are more robust than MI for multimodal matching. The more performance analysis of the proposed similarity measures will be presented in Section III.
III. EXPERIMENTS
In this section, the proposed matching framework is tested with different types of multimodal remote sensing data. Moreover, some state-of-the-art similarity measures, such as MI, GMI [43] , HOG ncc , HOPC ncc [34] , and modality independent neighborhood descriptor (MIND) [37] , are used for comparisons. Among these similarity measures, GMI is an improved MI by combining gradient information, HOPC ncc is an improved version of HOG ncc , which builds the structure feature descriptor by phase congruency [44] instead of gradient information, and MIND is a popular similarity measure for multimodal medical image matching. In order to make a fair comparison, the parameters of all the similarity measures are tuned by using the same datasets. For each similarity measure, its optimal parameters are used in the following comparative experiments. The datasets, evaluation criteria, implementation details, and experimental results are presented in the following.
A. Datasets
Ten matching cases are used to analyze the performance of the proposed matching framework. These cases consist of various multimodal image pairs, including visible-to-infrared (cases 1, 2), LiDAR-to-visible (cases 3, 4, 5), visible-to-SAR (cases 6, 7, 8) , and visible-to-map (cases 9, 10). These test image pairs are acquired at different times and exhibit diverse land covers such as urban, suburb, agriculture, rivers, and flat areas. Generally, it is more difficult for the matching of visible-to-SAR and visible-to-map than the other cases. This is because there is a significant speckle noise in the SAR images and some text labels on the maps. Table I gives a detailed description of each case, and Fig. 8 shows the test image pairs. The two images of each pair have been preregistered by using metadata or physical sensor models, and resampled to the same resolution or ground sample distance (GSD), resulting in no obvious scale, rotation, and translation differences. Nonetheless, significant intensity and texture differences exist between the images.
B. Evaluation Criteria and Implementation Details
In the experiments, we analyze the performance of the proposed matching framework by the matching precision (hereafter called precision), the matching accuracy (hereafter called accuracy), and computational efficiency. The precision represents the ratio between the number of correct CPs and the numbers of total CPs, which is expressed as precision = correct CPs/total CPs. The accuracy is measured by using the root-mean-square error (RMSE) of correct CPs. In order to determine the number of correct CPs, we estimate a projective mapping model for each image pair by manually selecting 50 checkpoints distributed evenly over the images. This estimated projective model is used to calculate the location error of each CP, and the CPs with location error smaller than 1.5 pixels are considered as the correct ones. In addition, considering that the matching performance of similarity measures is related to template sizes, the template windows of different sizes are employed to identify CPs between images.
In the template matching, the block-based Harris operator [45] is first used to detect 200 uniformly distributed interesting points in the reference image. Then, the CPs are achieved within a search region of 20×20 pixels in the sensed image. Subsequently, the subpixel accuracy of each CP is determined by a local fitting technique based on a quadratic polynomial [24] .
C. Analysis of Noise Sensitivity
This section examines the performance of the proposed similarity measures (i.e., CFOG, FHOG, FLSS, and FSURF) and the others by adding Gaussian white noise to the images. All the similarity measures are applied for image matching in a template window of 80×80 pixels, and the average precision is used to analyze the noise sensitivity. This test is performed on the image pairs with nonlinear intensity differences. Since intensity distortions between real multimodal images are too complicated to be fitted by using a simple mathematic model [34] , [46] , this test does not employ the synthetic images but instead uses four pairs of real visible and infrared images. This is because the infrared images have considered nonlinear intensity changes with respect to the visible images, and are less noisy with LiDAR and SAR images. For each pair, we add the Gaussian white noise with mean 0 and variance v in the range [0, 1%] to the infrared image, to generate a series of images with noise. Fig. 9 shows the average precision values of all the similarity measures versus the various Gaussian noise. FLSS and CFOG perform better than the others under increased noise, followed by FHOG. Although MI and GMI present the stable results under various noise conditions, their average precision values are always lower than these of FLSS and CFOG. With regard to the three similarity measures based on the gradient orientation histogram, CFOG outperforms FHOG and HOG ncc because it distributes gradient magnitudes into the orientation histogram by the Gaussian kernel, which is more effective to suppress the Gaussian noise than the trilinear interpolation used for FHOG and HOG ncc . Being the same to HOG ncc , HOPC ncc also constructs the orientation histogram by the trilinear interpolation. Thus, HOPC ncc is more sensitive to Gaussian noise than CFOG. In addition, MIND also presents a higher sensitivity to Gaussian noise compared with CFOG. Fig. 10 shows the precision values of the nine similarity measures on all the ten test cases. In general, one can see that the proposed similarity measures (i.e., CFOG, FHOG, FLSS, and FSURF) achieve considerable precision values in almost all cases. This confirms that the proposed matching framework is effective for multimodal matching. MI presents the worst performance in most cases, which illustrates MI cannot effectively cope with the matching of these multimodal images. Compared with MI, GMI improves the matching performance by introducing gradient information for similarity evaluation, However, the precision values of GMI are still lower than the proposed similarity measures such as CFOG and FHOG.
D. Precision and Accuracy Analysis
As the proposed similarity measures are constructed by different local descriptors, they present different performance in different test cases. CFOG and FHOG perform better and more steadily than FLSS and FSURF in most cases, which shows that the descriptors based on the gradient orientation histogram are more effective compared with the other descriptors for forming the pixelwise feature representations to handle multimodal matching. In addition, the matching performance of FLSS is seriously affected by the characteristics of images. For cases 5, 9, and 10 where the LiDAR depth and map Average precision values of similarity measures versus various Gaussian noise.
images are textureless [see Fig. 8 (e), (i), and (j)], FLSS has a significant performance degradation compared with the others. This indicates that the descriptor forming FLSS (i.e., LSS) cannot effectively capture the informative features for multimodal matching in textureless areas. Despite exhibiting a stable performance, FSURF achieves lower precision values than CFOG, FHOG, and FLSS in the most test cases.
This may be attributed to the fact that the SURF descriptor is built by using the Haar wavelets, which are essential filters used to calculate gradient magnitudes in X-and Ydirections. Thus, this descriptor ignores gradient orientations that are more robust to complex intensity changes than gradient magnitudes [47] .
Let us compare the three similarity measures (i.e., CFOG, FHOG, and HOG ncc ) on the basis of the gradient orientation histogram. HOG ncc achieves lower precision values than CFOG and FHOG for any template size in all the test cases. This is because HOG ncc extracts the feature based on a relatively sparse sampled grid in an image, whereas CFOG and FHOG construct the denser feature representation by computing the descriptors for every pixel of the image, which can capture the local structure and shape properties of images more effectively and precisely. CFOG performs slightly better than FHOG. This may be because CFOG is more robust to noise compared with FHOG (see Section III-D). In addition, CFOG smoothes the histogram in the orientation direction, which can reduce the effects of orientation distortions caused by local geometric and intensity differences between images. HOPC ncc improves the matching performance compared with HOG ncc because phase congruency is more robust than gradient information to nonlinear intensity differences. However, it still extracts the structure feature in a relatively sparse sampled grid as well as HOG ncc . Thus, HOPC ncc obtains the lower precision values than CFOG that is a pixelwise structure feature representation.
MIND is a popular similarity measure in multimodal medical image matching, which is also computed in a pixelwise manner. Specifically, MIND constructs the structure and shape feature descriptors based on the principle of selfsimilarity [37] , which is the same as FLSS. Accordingly, MIND presents the comparable matching performance with FLSS in most cases. Similarly, the matching performance of MIND also significantly degrades in textureless areas (such as cases 5, 9, and 10), which means that MIND is not enough stable for multimodal matching. In contrast, the proposed CFOG performs more stable and achieves the higher precision values in almost all cases. Fig. 11 shows the RMSEs of correct matches of all the similarity measures in the template size of 100×100 pixels. We can see that the proposed similarity measures outperform MI, and CFOG achieves the smallest RMSE. Fig. 8 shows the CPs achieved by CFOG for all cases. It can be clearly seen that these CPs correspond to the correct matching positions exactly.
E. Computational Efficiency
A significant advantage of the proposed matching framework is its computational efficiency. Fig. 12 shows the run time of all similarity measures under different template sizes. This experiment has been performed on a computer (Intel Core i7-4710MQ CPU 2.50 GHz). Since GMI and MI require computing the joint histogram for each matched window pair, they are the two most time consuming among these similarity measures. All the proposed similarity measures outperform HOG ncc , HOPC ncc , and MIND because they accelerate the computation of similarity evaluation in the frequency domain by FFT, which is more efficient than the computation in the spatial domain.
In the proposed matching framework, our similarity measures take different run times because they are based on different descriptors. The run time mainly depends on the time of calculating the descriptor. Table II gives the calculation time  of different descriptors for an image of 512×512 pixels. CFOG  TABLE II EXTRACTION TIME OF THE PROPOSED SIMILARITY MEASURES takes the least time for computing the descriptor. Accordingly, it takes the least run time among these similarity measures in the matching processing, followed by FLSS, FHOG, and FSURF.
All of the above results illustrate the effectiveness of the proposed similarity measure for multimodal matching, and CFOG achieves the best matching performance and computational efficiency.
IV. CONCLUSION
The automatic matching of multimodal remote sensing images is a curial step for many remote sensing applications. Traditional methods cannot pay appropriate attention to both matching performance and computational efficiency. In this paper, we propose a fast and robust template matching framework for multimodal images. It intends to address the matching difficulties caused by complex nonlinear intensity changes. In the proposed framework, structures and shape properties of images are first captured by the pixelwise feature representation. Then, a similarity measure based on the pixelwise feature representation is built in the frequency domain, using FFT to speed up the image matching task. Based on this framework, HOG, LSS, and SURF are integrated as similarity measures (named FHOG, FLSS, FSURF, respectively) for CP detection. Moreover, a novel pixelwise feature representation named CFOG is also proposed using orientated gradients of images. Ten various multimodal images, such as LiDAR, visible, SAR, and map, are used to evaluate the proposed matching framework. The experimental results show that CFOG, FHOG, FLSS, and FSURF can effectively handle nonlinear intensity differences between multimodal images, and CFOG performs best among them. Moreover, CFOG outperforms the state-ofthe-art similarity measures (e.g., MI, HOPC ncc , and MIND) in both matching performance and computational efficiency. This demonstrates that the proposed matching framework is effective and robust for multimodal matching.
The proposed matching framework is general and can integrate different kinds of local descriptors for multimodal matching. Its performance depends on the local descriptors used to form the pixelwise feature representation. Our experiments show that the descriptors based on the gradient orientation histogram (i.e., CFOG and FHOG) present relatively better performance, followed by FLSS and FSURF. When compared with FHOG, CFOG improves the matching performance, especially in computational efficiency by using the convolution with the Gaussian kernel instead of the trilinear interpolation to build the descriptor.
The main limitation of the proposed matching framework is that it cannot handle the images with large rotation and scale differences. In future works, we will attempt to integrate the local descriptors with rotation and scale invariance into the proposed framework for multimodal matching.
