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Abstract
We investigate the space X of unitary hermitian matrices over p-adic fields through spherical
functions. First we consider Cartan decomposition of X, and give precise representatives for fields
with odd residual characteristic, i.e., 2 /∈ p. In the latter half we assume odd residual characteristic,
and give explicit formulas of typical spherical functions on X, where Hall-Littlewood symmetric
polynomials of type Cn appear as a main term, parametrization of all the spherical functions. By
spherical Fourier transform, we show the Schwartz space S(K\X) is a free Hecke algebra H(G,K)-
module of rank 2n, where 2n is the size of matrices in X, and give the explicit Plancherel formula on
S(K\X).
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0 Introduction
Let G be a reductive algebraic group and X a G-homogeneous affine algebraic variety, where everything
is assumed to be defined over a p-adic field k. We denote by G and X the sets of k-rational points
of G and X, respectively, take a maximal compact subgroup K of G, and consider the Hecke algebra
H(G,K). Then, a nonzero K-invariant function on X is called a spherical function on X if it is an
H(G,K)-common eigenfunction.
Spherical functions on homogeneous spaces comprise an interesting topic to investigate and a basic tool
to study harmonic analysis on G-space X . They have been studied as spherical vectors of distinguished
models, Shalika functions and Whittaker-Shintani functions, there are close relation to the theory of
automorphic forms, and spherical functions may appear in local factor of global object like Rankin-
Selberg convolution and Eisenstein series. The theory of spherical functions has also an application of
classical number theory, e.g. local densities of representations of quadratic forms or hermitian forms.
To obtain explicit formulas of spherical functions is one of basic problems, and it has been done
for the group case by I. G. Macdonald and afterwards by W. Casselman by a representation theoretical
1
method([15], [2]). For homogeneous spaces, there are results mainly for the case that the space of spherical
functions attached to each Satake parameter is of dimension one (e.g. [3], [9], [14], [18], [20]).
The first author has given a general expression of spherical functions on the basis of data of the
group G and functional equations of spherical functions when the dimension is not necessarily one, which
is a development of a method of Casselman and Shalika ([2], [3]), and a sufficient condition to obtain
functional equations with respect to the Weyl group of G (cf. [5], [6], a refinement [7]).
In the present paper, we will use the above result to obtain a precise explicit formula of spherical
functions of the unitary hermitian space X , which is a symmetric space of type Cn, and advance harmonic
analysis on the space X . This space X is an important classical space from the view point of arithmetic of
forms, and spherical functions on X have a close relation to p-adic hermitian Siegel forms (cf. Appendix
C and [8]). Here and henceforth we fix an unramified quadratic extension k′ of k, consider hermitian
forms and unitary groups with respect to the extension k′/k, and denote by A∗ ∈Mnm(k′) the conjugate
transpose of A ∈Mmn(k′). We denote by q the cardinality of the residue class field of k. We set
G = U(j2n) = {g ∈ GL2n(k′) | g∗j2ng = j2n} , j2n =
0 1. . .
1 0
 ∈ GL2n(k′),
X =
{
x ∈ G ∣∣ x∗ = x, Φxj2n(t) = (t2 − 1)n} ,
where Φy(t) is the characteristic polynomial of the matrix y, and G acts on X by
g · x = gxg∗, (g ∈ G, x ∈ X).
In §1, we consider the Cartan decomposition of X , i.e. K-orbit decomposition of X , where K =
G ∩GL2n(Ok′ ), and show the following (cf. Theorem 1.1, Proposition 1.2, Theorem 1.8, Theorem 1.9).
Theorem 1 (1) If k has odd residual characteristic, the K-orbit decomposition of X is given by
X =
⊔
λ∈Λ+n
K · xλ, (0.1)
where
xλ = Diag(π
λ1 , . . . , πλn , π−λn , . . . , π−λ1) ∈ X,
Λ+n = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0} ,
(2) If k has even residual characteristic, there exists a K-orbit which does not contain any diagonal
matrix, for each n ≥ 1.
(3) There are precisely two G-orbits in X, independent of the residual characteristic of k.
We introduce a typical spherical function ω(x; s) on X as follows (for details, see §2.1) :
ω(x; s) =
∫
K
n∏
i=1
|di(k · x)|si+εi dk, (0.2)
where di(y) is the determinant of the lower right i by i block of y, ε ∈ Cn is a certain fixed number, dk
is the Haar measure on K. The above integral is absolutely convergent if Re(si) ≥ −Re(εi), 1 ≤ i ≤ n,
continued to a rational function of qs1 , . . . , qsn , and becomes a element of C∞(K\X) for each s ∈ Cn.
It is convenient to introduce a new variable z ∈ Cn which is related to s by
si = −zi + zi+1, (1 ≤ i ≤ n), sn = −zn, (0.3)
and we write ω(x; z) = ω(x; s). As for z-variable, the H(G,K)-action on ω(x; z) can be written as (cf.
(2.5)) (
f ∗ ω( ; z))(z) = λz(f)ω(x; z), f ∈ H(G,K), (0.4)
where ∗ is the convolution action of H(G,K) on C∞(K\X), λz is the Satake transform H(G,K) ∼→
C[q±2z1 , . . . , q±2zn ]W , and W is the Weyl group of G.
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Denote by Σ+s (resp. Σ
+
ℓ ) the set of all positive short (resp. long) roots of G (cf. (2.12)). Then we
have the following (Theorem 2.6, Theorem 2.7):
Theorem 2 (1) For every σ ∈W , one has
ω(x; z) = Γσ(z) · ω(x;σ(z)),
where
Γσ(z) =
∏
α∈Σ+s (σ)
1− q〈α, z〉−1
q〈α, z〉 − q−1 , Σ
+
s (σ) =
{
α ∈ Σ+s
∣∣ − σ(α) ∈ Σ+s } .
(2) The function G(z) · ω(x; z) is contained in C[q±z1 , . . . , q±zn ]W (= R, say), where
G(z) =
∏
α∈Σ+s
1 + q〈α, z〉
1− q〈α, z〉−1 .
In §3, we obtain the explicit formula for ω(xλ; z) for each λ ∈ Λ+n (Theorem 3.1) by the method of
[7, Theorem 2.6]. Since ω(x; z) is K-invariant for x, it is enough to consider the explicit formula for
xλ, λ ∈ Λ+n by Theorem 1.
Theorem 3 For each λ ∈ Λ+n , one has
ω(xλ; z) =
(1 − q−2)n
w2n(−q−1) ·G(z)
−1 · cλ ·Qλ(z), (0.5)
where G(z) is given in Theorem 2, and
wm(t) =
m∏
i=1
(1− ti), cλ = (−1)Σi λi(n−i+1)q−Σi λi(n−i+ 12 ),
Qλ(z) =
∑
σ∈W
σ
(
q−〈λ, z〉c(z)
)
, c(z) =
∏
α∈Σ+s
1 + q〈α, z〉−1
1− q〈α, z〉
∏
α∈Σ+
ℓ
1− q〈α, z〉−1
1− q〈α, z〉 .
By Theorem 2, we see Qλ(z) is a polynomial in R. On the other hand, this is a specialization of
Macdonald polynomial of type Cn up to scalar multiple. Here Macdonald polynomials were originally
introduced by Macdonald as a unification of various families of orthogonal polynomials, such as Jack
polynomials, Hall-Littlewood polynomials, Weyl characters. It is known that the set {Qλ(z) | λ ∈ Λ+n }
forms a C-basis for R and Q0(z) is a constant(for details, see Remark 3.2 and Appendix B). We modify
ω(x; z) by
Ψ(x; z) = ω(x; z)
/
ω(12n; z), (0.6)
which is an element of R, and
ω(12n; z) =
(1− q−1)nwn(−q−1)2
w2n(−q−1) ×G(z)
−1,
Ψ(xλ; z) =
(1 + q−1)n
wn(q−1)2
· cλ ·Qλ(z), (λ ∈ Λ+n ).
Employing Ψ(x; z) as Kernel function, we consider the spherical Fourier transform on the Schwartz space
S(K\X) in §4:
F : S(K\X) −→ R
ϕ 7−→ F (ϕ) = ∫
X
ϕ(x)Ψ(x; z)dx,
where dx is a G-invariant measure on X . We will show the following (cf. Theorem 4.1, Corollary 4.2,
Theorem 4.5):
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Theorem 4 (1) The spherical Fourier transform F is an H(G,K)-module isomorphism, in particular,
S(K\X) is a free H(G,K)-module of rank 2n.
(2) For each z ∈ Cn, the set
{
Ψ(x; z + u)
∣∣∣ u ∈ {0, π√−1log q }n} forms a basis for the spherical functions on
X corresponding to λz, where Ψ(x; z) is given by (0.6).
(3) (Plancherel formula) Set a measure dµ(z) on a∗ by
dµ =
1
n!2n
· wn(−q
−1)2
(1 + q−1)n
· 1|c(z)|2 dz, a
∗ =
{√−1(R/ 2π
log q
Z
)}n
,
where dz is the Haar measure on a∗. By an explicitly given normalization of dx on X one has∫
X
ϕ(x)ψ(x)dx =
∫
a
∗
F (ϕ)(z)F (ψ)(z)dµ(z), (ϕ, ψ ∈ S(K\X)).
In [8], we have investigated spherical functions on a similar space XT associated with each nondegen-
erate hermitian matrix T , and obtained functional equations of hermitian Siegel series as an application.
Both spaces, XT and the present X , are isomorphic to U(2n)/U(n)× U(n) over the algebraic closure of
k, and the former realization was useful for the application to hermitian Siegel series. But it was not
easily understandable, and we could not obtain its Cartan decomposition, nor complete parametrization
of spherical functions. We discuss the correspondence between both spaces in Appendix C, and see many
results on the present space X are inherited to the former spaces XT . Further applications for the theory
of automorphic forms will be expected.
Throughout of this article except Appendix A, where we explain about unitary hermitian matrices
in a general setting, we denote by k a non-archimedian local field of characteristic 0, fix an unramified
quadratic extension k′ and consider unitary and hermitian matrices with respect to k′/k. We fix a prime
element π of k, denote by vπ( ) the additive value on k, and normalize the absolute value | | on k×
by |π|−1 = q = ♯(Ok/(π)). We also fix a unit ǫ ∈ O×k for which k′ = k(
√
ǫ). We may take ǫ such as
ǫ − 1 ∈ 4O×k , so that {1, 1+
√
ǫ
2 } forms an Ok-basis for Ok′ (cf. [19, 64.3 and 64.4]). From §2 to §4, we
assume that q is odd.
Acknowledgment: The authors would like to express their thanks to the reviewers for their careful
reading of the manuscript.
1 The space X and its K-orbit decomposition and G-orbit de-
composition
Let k′ be an unramified quadratic extension of a p-adic field k and consider hermitian matrices and
unitary matrices with respect to k′/k. For a matrix A ∈ Mmn(k′), we denote by A∗ ∈ Mnm(k′) its
conjugate transpose with respect to k′/k, and say A is hermitian if A∗ = A.
We consider the unitary group
G = Gn = {g ∈ GL2n(k′) | g∗j2ng = j2n} , j2n =
0 1. . .
1 0
 ∈M2n,
the space X of unitary hermitian matrices in G
X = Xn =
{
x ∈ G ∣∣ x∗ = x, Φxj2n(t) = (t2 − 1)n} , (1.1)
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and a supplementary space X˜ containing X
X˜ = X˜n = {x ∈ G | x = x∗} ,
where Φy(t) is the characteristic polynomial of the matrix y. It should be noted that (1.1) implies
det x = 1. The group G acts on X and X˜ by
g · x = gxg∗ = x[g∗] = gxj2ng−1j2n, g ∈ G, x ∈ X˜.
As is explained in Appendix A, we may understand X as the set of k-rational points of a G(k)-
homogeneous algebraic set X(k) defined over k, where k is the algebraic closure of k.
We fix a compact subgroup K of G by
K = Kn = G ∩M2n(Ok′),
which is maximal compact (cf. [21, §9]). The main purpose of this section is to give the Cartan decom-
position of X , i.e., the K-orbit decomposition of X for odd q (Theorem 1.1), and G-orbit decomposition
of X (Theorem 1.9).
To start with, we recall the case of unramified hermitian matrices. The group G0 = GLn(k
′) acts on
the space Hn(k′) = {y ∈ G0 | y∗ = y} by g · y = gyg∗, and there are two G0-orbits in Hn(k′) determined
by the parity of vπ(det(y)). Setting K0 = GLn(Ok′ ), the Cartan decomposition is known (cf. [12]) as
follows:
Hn(k′) =
⊔
λ∈Λn
K0 · πλ, (1.2)
where
πλ = Diag(πλ1 , . . . , πλn), Λn = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn} .
Theorem 1.1. Assume that k has odd residual characteristic. Then, the K-orbit decomposition of Xn
is given as follows:
Xn =
⊔
λ∈Λ+n
K · xλ,
where
Λ+n = {λ ∈ Zn | λ1 ≥ · · · ≥ λn ≥ 0} ,
xλ = Diag(π
λ1 , . . . , πλn , π−λn , · · · , π−λ1).
For a = (aij) ∈M2n(k′), we set
−ℓ(a) = min {vπ(aij) | 1 ≤ i, j ≤ 2n} ,
and say an entry of a to be minimal if its vπ-value is −ℓ(a). For g ∈ G, we see ℓ(g) ≥ 0, since
vπ(det(g)) = 0. For regularization of x ∈ X˜, we often use elements in K of the following type:(
h 0
0 jnh
∗−1jn
)
, for h ∈ K0,(
1n ajn
0 1n
)
, for a ∈Mn(Ok′ ), a+ a∗ = 0. (1.3)
Proposition 1.2. Let n = 1. Then
X1 =
⊔
ℓ≥0
K1 ·
(
πℓ 0
0 π−ℓ
)
⊔
⊔
1≤r≤vπ(2)
K1 ·
(
π−r(1 − ǫ) −√ǫ√
ǫ πr
)
,
where the latter union is empty if q is odd.
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Proof. For x =
(
a β
β∗ c
)
∈ X˜1, we have
j2 = j2[x] =
(
a(β + β∗) ac+ β2
ac+ β∗2 c(β + β∗)
)
.
If a = 0 or c = 0, we have β = ±1, hence a = c = 0 and x = ±j2 /∈ X1. Hence ac 6= 0 for x ∈ X1, and we
may assume
x =
(
a b
√
ǫ
−b√ǫ c
)
,
a, b, c ∈ k, ac+ b2ǫ = 1,
vπ(a) ≥ vπ(c), c is a power of π.
If vπ(c) = −ℓ ≤ 0, then vπ(b) ≥ −ℓ, and
K · x ∋
(
1 −bπℓ√ǫ
0 1
)
·
(
a b
√
ǫ
−b√ǫ π−ℓ
)
=
(
πℓ 0
0 π−ℓ
)
∈ X1,
where each ℓ gives different K1-orbit.
Next assume vπ(c) = r > 0, then b ∈ O×k , b2ǫ ≡ 1 (mod (π2)) and x ∈ K. Thus q is even, b ≡ 1
(mod (π)) and x ≡ j2 (mod (π)), since ǫ ∈ 1 + 4O×k . We may rewrite
x =
(
πra′ 1 + πmγ
1 + πmγ∗ πr
)
,
a′ ∈ Ok, 0 ≤ m ≤ r,
γ ∈ Ok′ , γ ∈ O×k′ if m < r.
Since Φxj2(t) = t
2 − 1, we have
πm(γ + γ∗) + 2 = 0, π2mN(γ) = π2ra′.
By the latter equation we have m = r, and setting γ = b0 + b1
1+
√
ǫ
2 , we have
1 + πrγ = −(1 + πrb0)
√
ǫ.
Thus, we obtain
K · x ∋
(
1 b0
√
ǫ
0 1
)
· x =
(
π−r(1− ǫ) −√ǫ√
ǫ πr
)
(= xr , say), 1 ≤ r ≤ vπ(2).
If K · xr contained a diagonal matrix it must be 12, and kxr = j2kj2 for some k ∈ K. By the latter
equation we get det(k) ≡ 0 (mod (π)), which is impossible for k ∈ K. Similarly we may prove xr /∈ K ·xs
if r 6= s, which completes the proof.
Lemma 1.3. Let n ≥ 2 and assume that x ∈ X˜n has a minimal entry in the diagonal. Then K · x
contains a hermitian matrix of type πℓ 0 00 y 0
0 0 π−ℓ
 , y ∈ X˜n−1 ∩M2n−2(π−ℓOk′),
where ℓ = ℓ(x). If x ∈ Xn, then the above y ∈ Xn−1.
Proof. By the action of W , we may assume the (2n, 2n)-entry is minimal. Then, by (1.2) and (1.3), we
see there is some x′ ∈ K · x whose lower right n by n block has the form
0
∗ ...
0
0 · · · 0 π−ℓ
 .
Then, by taking a suitable matrix of type
h =
(
1n A
0 1n
)
∈ K, A =

−an∗ · · · −a2∗ a
0
a2
...
an
 ∈Mn(k′), a+ a∗ = 0,
6
h · x′ becomes the following form
c c2 · · · c2n−1 b
c2
∗ 0
... y
...
c2n−1∗ 0
b∗ 0 · · · 0 π−ℓ
 ∈ X˜n,
b = π−ℓ(b0 + b1
1+
√
ǫ
2 ), with
b0, b1 ∈ Ok, b1 = 0 or b1 /∈ 2Ok,
c ∈ π−ℓOk, ci ∈ π−ℓOk′ .
(1.4)
Since j2n[h · x′] = j2n, we have
b = 0, c = πℓ, ci = 0 (2 ≤ i ≤ 2n− 1),
and then y ∈ X˜n−1, and it is clear that y ∈ Xn−1 if x ∈ Xn, which completes the proof.
Lemma 1.4. Let n ≥ 2 and assume that x ∈ X˜n has a minimal entry outside of the diagonal and the
anti-diagonal. Then K · x contains a hermitian matrix of type
πℓ 0
0 πℓ
0 0
0 y 0
0 0
π−ℓ 0
0 π−ℓ
 , y ∈ X˜n−2 ∩M2n−4(π−ℓOk′),
where ℓ = ℓ(x). If x ∈ Xn, the the above y ∈ Xn−2.
Proof. By the assumption, the minimal entries appear in pair not in the anti-diagonal. Then, by the
action of W , we may assume the (2n, 2n − 1)-entry and the (2n − 1, 2n)-entry are minimal. Then, by
(1.2) and (1.3), we see there is some x′ ∈ K · x whose lower right n by n block has the form
0 0
∗ ... ...
0 0
0 · · · 0 π−ℓ 0
0 · · · 0 0 π−ℓ
 .
Taking the similar procedure (twice) to the proof of Lemma 1.3, we obtain a matrix of the required
form.
Lemma 1.5. Let x ∈ X˜n with n ≥ 2. Assume that any minimal entry of x ∈ X˜n stands in the anti-
diagonal but not all the entries of the anti-diagonal are minimal. Then K ·x contains a hermitian matrix
of the same type as in Lemma 1.4.
Proof. Set ℓ = ℓ(x). By the action of W , we may assume
x =
 ∗ a ξc b
∗ ∗
 , vπ(ξ) = −ℓ, a, b, c ∈ π−ℓ+1Ok′ .
Then, for the matrix
h =

1 1
0 1
0 0
0 12n−4 0
0 0
1 −1
0 1
 ∈ K,
ℓ(h ·x) = ℓ(x) and the (1, 2n− 1)-entry of h ·x is equal to −ξ+a− b+ c and minimal. Then, h ·x satisfies
the assumption of Lemma 1.4, and the result follows from this.
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Lemma 1.6. Let x ∈ X˜n with n ≥ 2. Assume that any minimal entry of x stands in the anti-diagonal
and that all the entries in the anti-diagonal are minimal. Denote by ξi the (i, 2n + 1 − i)-entry of
x, (1 ≤ i ≤ n). Then
(i) One has ℓ(x) = 0, x ∈ K, and ξi ≡ ±1 (mod (π)), 1 ≤ i ≤ n.
(ii) If ξi 6≡ ξj (mod (π)) for some i and j, which occurs only when 2 /∈ (π), then K · x contains a
hermitian matrix of type 
12 0 0
0 y 0
0 0 12
 ∈ K, y ∈ X˜n−2 ∩M2n−4(Ok′ ),
where we understand the above matrix is 14 when n = 2. If x ∈ Xn, then the above y ∈ Xn−2.
(iii) If k has odd residual characteristic and x ≡ ±j2n (mod (π)), then x /∈ Xn.
Proof. (i) Set ℓ = ℓ(x). By the assumption, we see vπ(detx) = 2vπ(ξ1 · · · ξn) = −2ℓn, which must be 0,
hence ℓ = 0 and
x ≡

ξ1
0 . .
.
ξn
ξn
∗
. .
.
0
ξ1
∗

(mod (π)).
Since j2n[x] = j2n, we have ξ
2
i ≡ ξi∗2 ≡ 1 (mod (π)), hence ξi ≡ ±1 mod (π) for every i.
(ii) Now we assume 2 /∈ (π) and ξi 6≡ ξj (mod (π)) for some i and j. We may assume ξ1 6≡ ξ2
(mod (π)) by the action of W , and write
x =

a b
b∗ d ∗
c ξ1
ξ2 f
∗ ∗ ∗
c∗ ξ2∗
ξ1
∗ f∗ ∗
g h
h∗ r
 .
For h ∈ K with
h =

1 0
0 1
0 0
0 12n−4 0
1 0
0 −1 0
1 0
0 1
 ∈ K,
the lower right 2 by 2 block of h · x becomes(
a+ c+ c∗ + g −b+ h+ ξ1 − ξ2∗
−b∗ + h∗ + ξ1∗ − ξ2 d− f − f∗ + r
)
≡
(
0 2ξ1
2ξ1 0
)
(mod (π)),
which is unimodular hermitian of size 2, since 2 /∈ (π), and we may change it into 12. Then, the similar
procedure (twice) to the proof of Lemma 1.3, we see K · x contains an element of the required form.
(iii) If q is odd and x ≡ cj2n (mod (π)) with c = ±1, then Φxj2n(t) ≡ (t− c)2n 6≡(t2 − 1)n (mod (π)),
hence x /∈ Xn.
Now Theorem 1.1 follows from Lemmas 1.3 to 1.6.
We consider even residual case.
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Lemma 1.7. Assume that q is even and x ∈ Xn ∩K satisfies x ≡ j2n (mod (π)). Then, K · x does not
contain any diagonal matrix, and represented by a matrix of the following type:
En(µ) =

π−µn(1− ǫ) −√ǫ
. . . . .
.
π−µ1(1− ǫ) −√ǫ√
ǫ πµ1
. .
. . . .√
ǫ πµn

,
where each empty place means zero-entry, and
µ ∈ Λ(2)n =
{
µ ∈ Λ+n
∣∣ vπ(2) ≥ µ1 ≥ · · · ≥ µn ≥ 1} .
Proof. If K ·x contains a diagonal matrix, it must contain 12n, since x ∈ K. Assume k ·x = 12n for some
k ∈ K, and write
k =
(
a b
c d
)
, a, b, c, d ∈Mn(Ok′ ).
Then, since k satisfies kx = j2nkj2n, we have
k ≡
(
a b
jna jnb
)
(mod (π)),
which contradicts to the fact det(k) ∈ O×k′ , hence K · x does not contain any diagonal matrix.
Next we will show that K · x contains an En(µ) of the above type. Since j2n /∈ Xn, we may write
x = j2n + π
my, m > 0, 0 6= y = y∗ ∈M2n(Ok′), ℓ(y) = 0,
where ℓ(y) = 0 means that minimal entry of y is a unit. If any entry in the anti-diagonal of y is a unit
and all the other entries contained in (π), then det(y) ∈ O×k . On the other hand
(t2 − 1)n = Φxj2n(t) = det(t12n − (j2n + πmy)j2n) = det((t− 1)12m − πmyj2n),
and
0 = Φxj2n(1) = det(−πmyj2n) = (−1)nπ2mn det(y),
which is a contradiction. Hence there is a minimal entry of y not in the anti-diagonal. Then following
the proof of Lemmas 1.3 to 1.5, there exists some k ∈ K, for which k · y becomes (1.4) with ℓ = 0. Since
k · x = j2n + πm(k · y) satisfies (k · x) · j = j, looking at the 2n-th row, we have
ci = 0, i ≥ 2, 2 + 2πmb0 + πmb1 = 0,
and
k · x =
 πmc 0 −(1 + πmb0)√ǫ0 ξ 0
(1 + πmb0) 0 π
m
 , ξ ≡ j2(n−1) (mod (πm)),
Then, by acting  1 0 b0√ǫ0 12(n−1) 0
0 0 1
 ∈ K,
k · x becomes  πm(1− ǫ) 0 −√ǫ0 ξ 0√
ǫ 0 πm
 , ξ ≡ j2(n−1) (mod (πm)).
Repeating the same procedure, we conclude the proof.
Now, by Lemmas 1.3 to 1.5, Lemma 1.6-(i), and Lemma 1.7, we see the following.
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Theorem 1.8. Assume that q is even. Then
Xn =
n⋃
r=0
⋃
λ∈Λ+r
µ∈Λ(2)
n−r
K · xλ,µ, xλ,µ =
Dr(λ) 0 00 En−r(µ) 0
0 0 Dr(−λ)
 ,
where Dr(λ) and Dr(−λ) are related to xλ by
xλ =
(
Dr(λ) 0
0 Dr(−λ)
)
∈ Xr,
and xλ,µ is understood as xλ (resp. En(µ)) if r = n (resp. r = 0). Further one has⋃
λ∈Λ+n
K · xλ =
⊔
λ∈Λ+n
K · xλ 6∋ En(µ) (µ ∈ Λ(2)n ).
As a corollary of Theorem 1.1 and Theorem 1.8, we have the following. For λ ∈ Λ+n , we set |λ| =∑n
i=1 λi and call λ to be even or odd according to the parity of |λ|.
Theorem 1.9. There are precisely two G-orbits in Xn:
Xn = G · x0 ⊔ G · x1, x0 = 12n, x1 = Diag(π, 1, . . . , 1, π−1).
If q is odd, then
G · x0 =
⊔
λ∈Λ+n
even
K · xλ, G · x1 =
⊔
λ∈Λ+n
odd
K · xλ.
If q is even, xλ,µ is G-equivalent to x0 if and only if |λ|+ |µ| is even.
Proof. For unramified hermitian matrices, it is known that Hm(k′) has two GLm(k′)-orbits determined
by the parity of vπ(det(y)) and H
1(Γ, U(y)(k)) ∼= C2, where Γ = Gal(k/k), y ∈ Hm(k′) and m ≥ 1. If
q is odd, each representative xλ of K-orbit in Theorem 1.1 is diagonal; if q is even, by the action of B,
xλ,µ in Theorem 1.8 becomes diagonal, hence there are at most two G-orbits in Xn, independent of the
parity of q. We recall G(k), Xn(k) and ⋆-action in (A.3) in Appendix A for m = 2n, and set
H(k) =
{
h ∈ G(k) ∣∣ h ⋆ 12n = 12n} ,
then it is easy to see
H(k) =
{(
a b
jbj jaj
)
∈ GL2n(k)
∣∣∣∣ a+ bj, a− bj ∈ U(1n)(k)} (j = jn)
∼= U(1n)(k)× U(1n)(k). (1.5)
By the exact sequence of Γ-sets
1 −→ H(k) −→ G(k) −→ Xn(k) −→ 1,
g 7−→ g ⋆ 12n
we have an exact sequence of pointed sets (cf. [22, I-§5.4])
1 −→ G · 12n −→ Xn −→ H1(Γ, H(k)) η−→ H1(Γ, G(k)).
Since η is a map from C2×C2 to C2, Ker(η) cannot be trivial and G · 12n 6= Xn. Hence there are at least
two G-orbits in Xn, thus exactly two G-orbits and they are given as above.
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2 Spherical function ω(x; s) on X
2.1. For simplicity, we write j = jn, and take a Borel subgroup B of G by
B =
{(
b 0
0 jb∗−1j
)(
1n aj
0 1n
)
∈ G
∣∣∣∣ b is upper triangular of size na+ a∗ = 0
}
,
where B consists of all the upper triangular matrices in G.
We introduce a spherical function ω(x; s) on X by Poisson transform from relative B-invariants. For
a matrix g ∈ G, denote by di(g) the determinant of lower right i by i block of g. Then di(x), 1 ≤ i ≤ n
are relative B-invariants on X associated with rational characters ψi of B, where
di(p · x) = ψi(p)di(x), ψi(p) = Nk′/k(di(p)), (x ∈ X, p ∈ B). (2.1)
We set
Xop = {x ∈ X | di(x) 6= 0, 1 ≤ i ≤ n} .
For x ∈ X and s = (si) ∈ Cn, we consider the integral
ω(x; s) =
∫
K
|d(k · x)|s+ε dk, |d(y)|s =
n∏
i=1
|di(y)|si , (2.2)
where dk is the normalized Haar measure on K, k runs over the set {k ∈ K | k · x ∈ Xop}, and
ε = ε0 + (
π
√−1
log q
, . . . ,
π
√−1
log q
), ε0 = (−1, . . . ,−1,−1
2
) ∈ Cn. (2.3)
The right hand side of (2.2) is absolutely convergent if Re(si) ≥ −Re(εi) = −ε0,i, 1 ≤ i ≤ n, and
continued to a rational function of qs1 , . . . , qsn (cf. [5, Remark 1.1]), and we use the notation ω(x; s) in
such sense. We note here that
|ψ(p)|ε
(
=
n∏
i=1
|ψi(p)|εi
)
= |ψ(p)|ε0 = δ 12 (p),
where δ is the modulus character on B (i.e., d(pp′) = δ(p′)−1dp for the left invariant measure dp on B).
By a general theory, the function ω(x; s) becomes an H(G,K)-common eigenfunction on X (cf. [5,
§1], or [7, §1]), and we call it a spherical function on X . More precisely, the Hecke algebra H(G,K) of G
with respect to K is the commutative C-algebra consisting of compactly supported two-sided K-invariant
functions on G, which acts on the space C∞(K\X) of left K-invariant functions on X by
(f ∗Ψ)(y) =
∫
G
f(g)Ψ(g−1 · y)dg, (f ∈ H(G,K), Ψ ∈ C∞(K\X)),
where dg is the Haar measure on G normalized by
∫
K
dk = 1, and we see
(f ∗ ω( ; s))(x) = λs(f)ω(x; s), (f ∈ H(G,K)),
where λs is the C-algebra homomorphism defined by
λs : H(G,K) −→ C(qs1 , . . . , qsn),
f 7−→
∫
B
f(p) |ψ(p)|−s+ε dp.
We introduce a new variable z which is related to s by
si = −zi + zi+1 (1 ≤ i ≤ n− 1), sn = −zn (2.4)
and write ω(x; z) = ω(x; s). Denote by W the Weyl group of G with respect to the maximal k-split
torus in B. Then W acts on rational characters of B as usual (i.e., σ(ψ)(b) = ψ(n−1σ bnσ) by taking a
11
representative nσ of σ), so W acts on z ∈ Cn and on s ∈ Cn as well. We will determine the functional
equations of ω(x; s) with respect to this Weyl group action. The group W is isomorphic to Sn ⋉ C
n
2 , Sn
acts on z by permutation of indices, andW is generated by Sn and τ : (z1, . . . , zn) 7−→ (z1, . . . , zn−1,−zn).
Keeping the relation (2.4), we also write λz(f) = λs(f). Since
|ψ(p)|−s+ε =
n∏
i=1
|N(pi)|−zi × δ 12 (p),
where pi is the i-th diagonal component of p ∈ B, the C-algebra map λz is an isomorphism (the Satake
isomorphism)
λz : H(G,K) ∼−→ C[q±2z1 , . . . , q±2zn ]W , (2.5)
where the ring of the right hand side is the invariant subring of the Laurent polynomial ring C[q2z1 , q−2z1 , . . . , q2zn , q−2zn ]
by W .
By using a result on spherical functions on the space of hermitian forms, we obtain the following
results.
Theorem 2.1. The function G1(z) · ω(x; z) is invariant under the action of Sn on z, where
G1(z) =
∏
1≤i<j≤n
1 + qzi−zj
1− qzi−zj−1 .
Proof. By the embedding
K0 = GLn(Ok′ ) −→ K, h 7−→ h˜ =
(
jh∗−1j 0
0 h
)
,
and the normalized Haar measure dh onK0, we obtain, for s ∈ Cn satisfying Re(si) ≥ −Re(εi), 1 ≤ i ≤ n,
ω(x; z) = ω(x; s) =
∫
K0
dh
∫
K
|d(k · x)|s+ε dk
=
∫
K0
dh
∫
K
∣∣∣d(h˜k · x)∣∣∣s+ε dk = ∫
K
∫
K0
∣∣∣d(h˜k · x)∣∣∣s+ε dhdk
=
∫
K
ζ
(h)
∗ (D(k · x); z)dk.
Here D(k ·x) is the lower right n by n block of k ·x for {k ∈ K | k · x ∈ Xop}, and ζ(n)∗ (y; z) is a spherical
function on Hn(k′) defined by
ζ
(h)
∗ (y; z) =
∫
K0
|d(h · y)|s+ε dh, (h · y = hyh∗),
where the variable z is related to s by (2.4), ε is defined in (2.3), and h runs over the set {h ∈ K0 | di(h · y) 6= 0, 1 ≤ i ≤ n}.
The assertion of Theorem 2.1 follows from the next proposition.
Proposition 2.2. For any y ∈ Hn(k′), the function G1(z) ·ζ(h)∗ (y; z) is holomorphic on Cn and invariant
under the action of Sn.
Proof. In [6, §4.2], we have considered the following spherical function on Hn(k′)
ζ(h)(y; z) = |det(y)|n2
∫
K0
n∏
i=1
∣∣∣d̂i(h · y)∣∣∣si+εi dh,
where d̂i(y) is the determinant of upper left i by i block of y, and the relation of z and s and ε are the
same as before, and showed that the function G1(z) · ζ(h)(y; z) is holomorphic on Cn and invariant under
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the action of Sn. Since di(y) = det(y)d̂n−i(y−1), we see
ζ
(h)
∗ (y; z) =
∫
K0
|det(h · y)|
∑
n
i=1 (si+εi)
n−1∏
i=1
∣∣∣d̂n−i(h∗−1 · y−1)∣∣∣si+εi dh
=
∣∣det(y−1)∣∣−∑i(si+εi) · ∫
K0
n−1∏
i=1
∣∣∣d̂i(h · y−1)∣∣∣sn−i+εi dh
= ζ(h)(y−1;w),
where w is the z-variable corresponding to the s-variable (sn−1, . . . , s1,−(s1+ · · ·+sn)+ n2 +(n−1)π
√−1
log q )
under the relation (2.4). Then wi −wj = zn−j+1− zn−i+1 for 1 ≤ i < j ≤ n, and G1(w) = G1(z). Hence
G1(z) · ζ(h)∗ (y; z) = G1(w) · ζ(h)(y−1;w) is holomorphic and Sn-invariant.
2.2. Hereafter till the end of §4, we assume k has odd residual characteristic, i.e. q is odd. In this
subsection, we give the functional equation of ω(x; s) for τ ∈W .
Theorem 2.3. For general size n, the spherical function satisfies the functional equation
ω(x; z) = ω(x; τ(z)).
First we consider for ω(1)(x; s), the case of size n = 1, where z = −s and τ acts as τ(s) = −s.
Proposition 2.4. For xℓ =
(
πℓ 0
0 π−ℓ
)
∈ X1, ℓ ≥ 0, one has
ω(1)(xℓ; s) =
(−1)ℓq− ℓ2
1 + q−1
×
(
qℓs(1− q−2s−1)
1− q−2s +
q−ℓs(1− q2s−1)
1− q2s
)
,
in particular, ω(1)(x; s) is holomorphic on C and satisfies the functional equation
ω(1)(x; s) = ω(1)(x;−s).
Proof. It is easy to see
K = K1 = K1,1 ⊔K1,2, where
K1,1 =
{(
α 0
0 α∗−1
)(
1 v/
√
ǫ
u
√
ǫ 1 + uv
) ∣∣∣∣ α ∈ O×k′ , u, v ∈ Ok} ,
K1,2 =
{(
α 0
0 α∗−1
)(
πu
√
ǫ 1 + πuv
1 v/
√
ǫ
) ∣∣∣∣ α ∈ O×k′ , u, v ∈ Ok} ,
and vol(K1,1) =
1
1+q−1 and vol(K1,2) =
q−1
1+q−1 with respect to the measure dh on K normalized by
vol(K) = 1. Let xℓ be as above. For h ∈ K1,1 written as above, we have
d1(h · xℓ) = N(α)−1π−ℓ((1 + uv)2 − π2ℓu2ε),
vπ(d1(h · xℓ)) =
{ −ℓ if u ∈ (π),
−ℓ+ 2min{vπ(1 + uv), ℓ} if u ∈ O×k ,
and ∫
K1,1
|d1(h · xℓ)|s−
1
2+
π
√−1
log q dh
=
(−1)ℓqℓ(s− 12 )
1 + q−1
×
(
q−1 + (1− q−1)
(
(1− q−1) +
ℓ−1∑
k=1
q−2k(s−
1
2 )q−k(1− q−1) + q−2ℓ(s− 12 )q−ℓ
))
=
(−1)ℓq− ℓ2
1 + q−1
(
qℓs−1 + (1− q−1)q−ℓs + (1− q−1)2 q
ℓs − q−ℓs
1− q−2s
)
.
13
For h ∈ K1,2 written as above, we have
d1(h · xℓ) = N(α)−1π−ℓ(π2ℓ − v2/ε),
vπ(d1(h · xℓ)) = −ℓ+ 2min{vπ(v), ℓ},
and ∫
K1,2
|d1(h · xℓ)|s−
1
2+
π
√−1
log q dh
=
(−1)ℓqℓ(s− 12 )q−1
1 + q−1
(
ℓ−1∑
k=0
q−2k(s−
1
2 )q−k(1− q−1) + q−2ℓ(s− 12 )q−ℓ
)
=
(−1)ℓq− ℓ2
1 + q−1
(
q−ℓs−1 + (q−1 − q−2)q
ℓs − q−ℓs
1− q−2s
)
.
Hence we obtain
ω(xℓ; s) =
∫
K1
|d1(k · xℓ)|s−
1
2−π
√−1
log q dk
=
1
1 + q−1
{
ℓ∑
r=0
(−1)ℓq−(2r−ℓ)(s− 12 )q−r(1− q−1) + (−1)ℓq−ℓ(s− 12 )q−(ℓ+1)
}
+
q−1
1 + q−1
(−1)ℓ · qℓ(s− 12 )
=
(−1)ℓq− ℓ2
1 + q−1
(
qℓs(1− q−2s−1)
1− q−2s +
q−ℓs(1− q2s−1)
1− q2s
)
=
(−1)ℓq− ℓ2
1 + q−1
1
qs − q−s
(
q(ℓ+1)s − q−(ℓ+1)s − q−1(q(ℓ−1)s − q−(ℓ−1)s)
)
,
which is holomorphic and invariant under s 7→ −s. Since the set {xℓ | ℓ ≥ 0} forms a set of complete
representatives of K1\X1 (cf. Proposition 1.2), we conclude the proof.
We assume n ≥ 2. Set
wτ =

1n−1
0 1
1 0
1n−1
 ,
and take the standard parabolic subgroup P attached to τ
P = B ∪BwτB (2.6)
=


q′
a b
c d
q


1n−1 α
1 0
0 1 −α∗j
1n−1


1n−1 β γj
1 0 −β∗j
0 1
1n−1
 ∈ G
∣∣∣∣∣∣∣∣
q is upper triangular in GLn−1(k′), q′ = jq∗−1j(
a b
c d
)
∈ U(j2), α, β ∈Mn−1,1(k′),
γ ∈Mn−1(k′), γ + γ∗ = 0
 ,
where j = jn−1 and each empty place in the above expression means zero-entry.
We consider the following action of P ′ = P ×GL1(k′) on X ′ = X × V with V = M21(k′):
(p, r) ⋆ (x, v) = (p · x, ρ(p)vr−1), (p, r) ∈ P ′, (x, v) ∈ X ′,
where ρ(p) =
(
a b
c d
)
for the decomposition of p ∈ P as in (2.6). We define
g(x, v) = det
[( −v2 v1 0
0 1n−1
)
· x(n+1)
]
, (x, v) ∈ X ′, v =
(
v1
v2
)
, (2.7)
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where x(n+1) is the lower right (n+ 1) by (n+ 1) block of x. Then we have the following.
Lemma 2.5. Let g(x, v) be the function on X ′ defined by (2.7).
(i) g(x, v) is a P ′-relative invariant on X ′ associated with the P ′-rational character ψ˜(p, r) = ψn−1(p)N(r)−1,
and g(x, v0) = dn(x) with v0 =
t(1 0).
(ii) g(x, v) is expressed as g(x, v) = D(x)[v] by some hermitian matrix D(x) of size 2. For x ∈ Xop,
D1(x) = dn−1(x)−1D(x) belongs to X1.
Proof. (i) It is easy to see that g(x, v0) = dn(x) and g((1, r) ⋆ (x, v)) = N(r)
−1g(x, v). Take an element
p in P and write as
p =
 q′ α′ γ0 ρ(p) α
0 0 q
 , (q, q′, γ ∈Mn−1, α, tα′ ∈M2,n, ρ(p) = (a bc d
)
∈ U(j2)).
Then
g((p, 1) ⋆ (x, v)) = det
 (−v2 v1)( d −b−c a
)
0
0 1n−1
 · ( ρ(p) α
0 q
)
· x(n+1)

= det
[(
u(−v2 v1) β
0 q
)
· x(n+1)
]
= det
[(
u β
0 q
)
·
( −v2 v1 0
0 1n−1
)
· x(n+1)
]
= N(det(q))g(x, v)
= ψn−1(p)g(x, v),
where u = det(ρ(p)) ∈ O1k′
(
=
{
u ∈ O×k′
∣∣ N(u) = 1}) and β = (−v2 v1)( d −b−c a
)
α ∈ M1n(k′). Hence
we see that
g((p, r) ⋆ (x, v)) = ψn−1(p)N(r)−1g(x, v), (p, r) ∈ P ′. (2.8)
(ii) Since g(x, v) is a linear form with respect to v1, v2 and v
∗
1 , v
∗
2 and g(x, v)
∗ = g(x, v), it is written
as D(x)[v] for some hermitian matrix D(x) of size 2. For x = Diag(a−11 , . . . , a
−1
n , an, . . . , a1) ∈ Xop, we
have
g(x, v) = det
[( −v2 v1 0
0 1n−1
)
·Diag(a−1n , an, . . . , a1)
]
= (a1 · · · an)v1v∗1 + (a1 · · ·an−1a−1n )v2v∗2 .
Hence, for any diagonal x ∈ Xop, we have
D(x) =
(
dn(x) 0
0 dn(x)
−1dn−1(x)2
)
D1(x) = dn−1(x)−1D(x) ∈ X1. (2.9)
For any x ∈ Xop, we have x = b · y for some diagonal y ∈ Xop and b ∈ B. Since
(x, v) = (b, 1) ⋆ (y, ρ(b)−1v),
we have by (2.8) and (2.9),
D(x) = ψn−1(b)
(
ρ(b)∗−1 ·D(y)) = ψn−1(b)dn−1(y) (ρ(b)∗−1 ·D1(y))
= dn−1(x)
(
ρ(b)∗−1 ·D1(y)
)
,
and D1(x) = ρ(b)
∗−1 ·D1(y) ∈ X1, since ρ(b)∗−1 ∈ G1 = U(j2).
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Proof of Theorem 2.3. By the embedding
K1 = U(j2) →֒ K = Kn, h 7−→ h˜ =
1n−1 h
1n−1
 , (2.10)
we see
ω(x; s) =
∫
K1
dh
∫
K
|d(k · x)|s+ε dk
=
∫
K1
dh
∫
K
∣∣∣d(h˜k · x)∣∣∣s+ε dk
=
∫
K
∏
i<n
|di(k · x)|si+εi
∫
K1
∣∣∣dn(h˜k · x)∣∣∣sn+εn dhdk. (2.11)
For y ∈ Xop, we have
dn(h˜ · y) = g(h˜ · y, v0) = g((h˜, 1) ⋆ (y, h−1v0))
= g(y, h−1v0) (since ψn−1(h˜) = 1)
= D(y)[h−1v0] = d̂1(h∗−1 ·D(y)) = dn−1(y)d̂1(h∗−1 ·D1(y)),
where d̂1(·) is the (1, 1)-component of · . Since d̂1(x1) = d1(x−11 ) for x1 ∈ X1, we have
dn(h˜ · y) = dn−1(y)d1((h∗−1 ·D1(y))−1) = dn−1(y)d1(h ·D1(y)−1).
Returning to (2.11), we have
ω(x; s) =
∫
K
∏
i<n
|di(k · x)|si+εi
∫
K1
∣∣dn−1(k · x)d1(h ·D1(k · x)−1)∣∣sn+εn dhdk
=
∫
K
∏
i<n
|di(k · x)|si+εi |dn−1(k · x)|sn+εn ω(1)(D1(k · x)−1; sn)dk,
where ω(1)(y; s) is the spherical function of size n = 1. Then, by Proposition 2.4, we obtain
ω(x; s) = ω(x; s1, . . . , sn−2, sn−1 + 2sn,−sn),
which shows in z-variable
ω(x; z) = ω(x; τ(z)), τ(z) = (z1, . . . , zn−1,−zn),
and we conclude the proof.
2.3. Since our spherical function ω(x; s) satisfies the same functional equations with respect to Sn and
τ (Theorem 2.1 and Theorem 2.3) as ωT (x; s) in [8] does, we have the same functional equations with
respect to W also. For the proof, we may follow a similar line as in [8, §2.3], so we omit the details.
We denote by Σ the set of roots of G with respect to the maximal k-split torus of G contained in B
and by Σ+ the set of positive roots with respect to B. We may understand Σ as a subset in Zn, and set
Σ+ = Σ+s ∪ Σ+ℓ , (2.12)
Σ+s = {ei − ej, ei + ej | 1 ≤ i < j ≤ n} , Σ+ℓ = {2ei | 1 ≤ i ≤ n} ,
where ei is the i-th unit vector in Z
n, 1 ≤ i ≤ n. We define a pairing on Zn × Cn by
〈t, z〉 =
n∑
i=1
tizi, (t ∈ Zn, z ∈ Cn),
which satisfies
〈α, z〉 = 〈σ(α), σ(z)〉 , (α ∈ Σ, z ∈ Cn, σ ∈W ).
16
Theorem 2.6. The spherical function ω(x; z) satisfies the following functional equation
ω(x; z) = Γσ(z) · ω(x;σ(z)), (2.13)
where
Γσ(z) =
∏
α∈Σ+s (σ)
1− q〈α, z〉−1
q〈α, z〉 − q−1 , Σ
+
s (σ) =
{
α ∈ Σ+s
∣∣ − σ(α) ∈ Σ+} .
The next theorem can be proved in a similar line to the proof of [8, Theorem 2.9].
Theorem 2.7. The function G(z) ·ω(x; z) is holomorphic on Cn and W -invariant, in particular it is an
element in C[q±z1 , . . . , q±zn ]W , where
G(z) =
∏
α∈Σ+s
1 + q〈α, z〉
1− q〈α, z〉−1 .
An outline of a proof. It is clear thatG(z)·ω(x; z) is invariant under the action of σ ∈ { (i i+ 1) ∈ Sn | 1 ≤ i ≤ n− 1}∪
{τ} by Theorem 2.6, hence it is invariant for every σ ∈ W by cocycle relations of Gamma factors.
In order to prove the holomorphy, we consider the following integral for any compactly supported
function ϕ in C∞(K\X):
Φ(z;ϕ) =
∫
Xop
ϕ(x) |d(x)|s+ε dx,
where dx is a G-invariant measure on X and the relation of z and s and ε are the same as before.
Then, the right hand side is absolutely convergent if Re(si) ≥ 1, (1 ≤ i ≤ n − 1) and Re(sn) ≥ 12 , and
continued to a rational function in qs1 , . . . , qsn . Taking ϕ to be the characteristic function of K · x, we
see Φ(z;ϕ) = vol(K · x) · ω(x; z), hence it is enough to show the holomorphy of G(z) · Φ(z;ϕ). To begin
with, Φ(z;ϕ) is holomorphic on
D0 =
{
z ∈ Cn
∣∣∣∣ − 12 ≥ Re(zn), Re(zi+1) ≥ Re(zi) + 1, (1 ≤ i ≤ n− 1)
}
,
and satisfies the same functional equations
Φ(z;ϕ) = Γσ(z)Φ(σ(z);ϕ), σ ∈W.
Since G(z) is holomorphic on D0, G(z) · Φ(z;ϕ) is holomorphic on⋃
σ∈W
σ(D0).
We recall G1(z) in Theorem 2.1 and write
G(z) = G1(z)×G2(z), G2(z) =
∏
1≤i<j≤n
1 + qzi+zj
1− qzi+zj−1 .
We obtain, in a similar way to the proof of Theorem 2.1,
Φ(z;ϕ) =
∫
Xop
ϕ(x)ζ
(h)
∗ (D(x); z)dx,
then we see G(z) · Φ(z;ϕ) is holomorphic on
D1 = {z ∈ Cn | Re(zi + zj) 6= 1, (1 ≤ i < j ≤ n)} ,
since G2(z) is holomorphic on D1 and ϕ is compactly supported. We see G(z) · Φ(z;ϕ) is holomorphic
on Cn, since it is holomorphic on
D˜ =
⋃
σ∈W
σ(D0 ∪ D1),
and the convex hull of the connected set D˜ is Cn.
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3 The explicit formula for ω(x; z)
3.1. We give the explicit formula of ω(x; z). Since ω(x; z) is stable on each K-orbit, it is enough to show
the explicit formula for each xλ, λ ∈ Λ+n by Theorem 1.1.
Theorem 3.1. For λ ∈ Λ+n , one has the explicit formula:
ω(xλ; z) =
(1− q−2)n
w2n(−q−1) ·
1
G(z)
· cλ ·Qλ(z),
where G(z) is given in Theorem 2.7, and
wm(t) =
m∏
i=1
(1 − ti), cλ = (−1)
∑
i
λi(n−i+1)q−
∑
i
λi(n−i+ 12 ),
Qλ(z) =
∑
σ∈W
σ
(
q−〈λ, z〉c(z)
)
,
c(z) =
∏
α∈Σ+s
1 + q〈α, z〉−1
1− q〈α, z〉
∏
α∈Σ+
ℓ
1− q〈α, z〉−1
1− q〈α, z〉 . (3.1)
Remark 3.2. The above formula is the same as the explicit formula of ωT (yλ; z) on XT at yλ ∈ XT
parametrized by λ ∈ Λ+n in [8, Theorem 3.3]. We explain the relation between the spaces X and XT ’s in
Appendix C.
We see that the main part Qλ(z) of ω(xλ; z) belongs to R = C[q±z1 , . . . , q±zn ]W by Theorem 2.7. On
the other hand Qλ(z) is a Hall-Littlewood polynomial Pλ of type Cn up to constant multiple, which is
introduced in a general context of orthogonal polynomials associated with root systems ([17, §10]), and
Q0(z) is a specialization of Poincare´ polynomial ([16, Th.2.8]). More precisely,
Qλ(z) =
w˜λ(−q−1)
(1 + q−1)n
· Pλ(z), (3.2)
w˜λ(t) = wm0(λ)(t)
2 ·
∏
ℓ≥1
wmℓ(λ)(t), mℓ(λ) = ♯ { i | λi = ℓ} ,
and it is known that the set {Qλ(z) | λ ∈ Λ+n } forms a C-basis for R, and in particular, Q0(z) is a
constant independent of z. For details see Appendix B.
By Theorem 3.1 and Remark 3.2, we have the following corollary.
Corollary 3.3. For x0 = 12n, one has
ω(12n; z) =
(1− q−1)nwn(−q−1)2
w2n(−q−1) ×
1
G(z)
.
Proof. By definition, we see that ω(x;−ε) = 1 with s-variable−ε. We denote by z∗ the value in z-variable
corresponding to −ε. Since Q0(z) is independent of z, we have
Q0(z) = Q0(z
∗) =
{
(1− q−2)n
w2n(−q−1) ·
1
G(z∗)
}−1
=
wn(−q−1)2
(1 + q−1)n
,
and the result follows from this.
We will prove Theorem 3.1 by using a general expression formula given in [7] (or in [5]) of spherical
functions on homogeneous spaces, which is based on functional equations of finer spherical functions and
some data depending only on the group G. We need to check the assumptions there. Let G be a connected
reductive linear algebraic group and X be a G-homogeneous affine algebraic variety, where everything
is assumed to be defined over a p-adic field k. For an algebraic set, we use the same ordinary letter to
indicate the set of k-rational points. Let K be a special good maximal compact open subgroup of G, and
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B a minimal parabolic subgroup of G defined over k satisfying G = KB = BK. We denote by X(B) the
group of rational characters of B defined over k and by X0(B) the subgroup consisting of those characters
associated with some relative B-invariant on X defined over k. In this situation, the assumptions are the
following:
(A1) X has only a finite number of B-orbits (, hence there is only one open orbit Xop).
(A2) A basic set of relative B-invariants on X defined over k can be taken by regular functions on X.
(A3) For y ∈ X\Xop, there exists some ψ in X0(B) whose restriction to the identity component of the
stabilizer By of B at y is not trivial.
(A4) The rank of X0(B) coincides with that of X(B).
In the present situation, our space X is isomorphic to U(j2n)/U(j2n) ∩ U(12n) over k (cf. Ap-
pendix A and (1.1)), which is a symmetric space and (A1) is satisfied. (A2) and (A4) are satisfied
by our relative B-invariants {di(x) | 1 ≤ i ≤ n}, where n is the rank of X0(B) = X0(B) and Xop =
{x ∈ X | di(x) 6= 0, 1 ≤ i ≤ n}. To check (A3) is crucial and rather complicated.
We admit the condition (A3) for a while, which is proved in §3.2, and prove Theorem 3.1. The set
Xop = {x ∈ X | di(x) 6= 0, 1 ≤ i ≤ n} is decomposed into the disjoint union of B-orbits as follows:
Xop =
⊔
u∈U
Xu, U = (Z/2Z)n ,
Xu = {x ∈ Xop | vπ(di(x)) ≡ u1 + · · ·+ ui (mod 2), 1 ≤ i ≤ n} .
According to the decomposition of Xop, we consider finer spherical functions
ωu(x; s) =
∫
K
|d(k · x)|s+εu dk, |d(y)|su =

∏n
i=1 |di(y)|si if y ∈ Xu,
0 otherwise .
Then, for “generic z”, the set {ωu(x, z) | u ∈ U} becomes a basis for the space of spherical functions
on X associated with the same λz , where we keep the relation (2.4) between s and z. Here “generic
z” means that f(qz1 , . . . , qzn) 6= 0 for a polynomial f(x1, . . . , xn), which comes from the bijectivity of
Poisson integral (cf. [13, Theorem 3.2]) and the condition (A3) (cf. [7, Lemma 2.4]). For each character
χ of U , we may represent as follows∑
u∈U
χ(u)ωu(x; z) = ω(x; zχ), (3.3)
where zχ is obtained by adding
π
√−1
log q
to zi for suitable i according to χ, and they are linearly independent
(for generic z) as varying characters χ. By the functional equation of ω(x; z) (Theorem 2.6), we have for
each σ ∈W
ω(x; zχ) = Γσ(zχ)ω(x;σ(zχ))
= Γσ(zχ)ω(x;σ(z)σ(χ)), (3.4)
by taking a suitable character σ(χ) of U . When χ is the trivial character 1, the equation (3.4) coincides
with the original functional equation of ω(x; z) and Γσ(z1) = Γσ(z). By (3.3) and (3.4), we obtain
vector-wise functional equations for finer spherical functions ωu(x; z)
(ωu(x; z))u∈U = A
−1 ·G(σ, z) · σA · (ωu(x;σ(z)))u∈U , σ ∈ W, (3.5)
where
A = (χ(u))χ,u, σA = (σ(χ)(u))χ,u ∈ GL2n(Z),
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χ runs over characters of U , u ∈ U , and G(σ, z) is the diagonal matrix of size 2n whose (χ, χ)-component
is Γσ(zχ). We denote by U the Iwahori subgroup of K compatible with B and take the normalized Haar
measure du on U ;
U =
{
ν = (uij) ∈ K
∣∣∣∣ uii ∈ O×k′ for 1 ≤ i ≤ 2n,uij ∈ πOk′ if i > j
}
.
Then it is easy to see, for any ν ∈ U and xλ with λ ∈ Λ+n
|di(ν · xλ)| =
∣∣di(Diag(π−λn , . . . , π−λ1))∣∣ = q(λ1+···+λi),
which means xλ ∈ R+ in the sense of [7, (2.8)]. We set
δu(xλ, z) =
∫
U
|d(ν · xλ)|s+εu dν.
Then we have
δu(xλ, z) =
 |d(xλ)|
s+ε if xλ ∈ Xu
0 otherwise.
 =
 cλq
−〈λ, z〉 if xλ ∈ Xu
0 otherwise.
Applying [7, Theorem 2.6] to our present case, we obtain for generic z, by virtue of (3.5),
(ωu(xλ; z))u∈U =
1
Q
∑
σ∈W
γ(σ(z))
(
A−1 ·G(σ, z) · σA) (δu(xλ, σ(z)))u∈U , (3.6)
where
Q =
∑
σ∈W
[UσU : U ]−1 =
w2n(−q−1)
(1− q−2)n ,
γ(z) =
∏
α∈Σ+s
1− q2〈α, z〉−2
1− q2〈α, z〉 ·
∏
α∈Σ+
ℓ
1− q〈α, z〉−1
1− q〈α, z〉 . (3.7)
Then we obtain
ω(xλ; z) =
∑
u∈U
1(u)ωu(xλ; z)
= the (χ = 1)-entry of A (ωu(xλ; z))u∈U
= the (χ = 1)-entry of
1
Q
∑
σ∈W
γ(σ(z)) (G(σ, z) · σA) (δu(xλ, σ(z)))u∈U
=
(1− q−2)n
w2n(−q−1) ×
∑
σ∈W
γ(σ(z))Γσ(z)
∑
u
δu(xλ, σ(z))
=
cλ(1 − q−2)n
w2n(−q−1) ×
∑
σ∈W
γ(σ(z))Γσ(z)q
−〈λ, σ(z)〉.
By Theorem 2.6, Theorem 2.7, (3.1) and (3.7), we have
Γσ(z) =
G(σ(z))
G(z)
, γ(z) ·G(z) = c(z).
Thus we obtain the required explicit formula of ω(xλ; z) for generic z, and it is also valid for any z ∈ Cn,
since G(z) · ω(xλ; z) is a polynomial in q±z1 , . . . , q±zn .
3.2. In this subsection, we prove the space Xn satisfies the condition (A3) by induction on n. For n = 1,
the condition (A3) is obvious, since X1 = X
op
1 (cf. Proposition 1.2). Hereafter we assume n ≥ 2. We set
t(b) = Diag(b1, . . . , bn, b
−1
n , . . . , b
−1
1 ) ∈ B(= Bn), b = (b1, . . . , bn) ∈ (k×)n,
B0 =
{(
jnb
∗−1jn 0
0 b
)
∈ B
∣∣∣∣ b ∈ GLn(k′), upper triangular} ,
NB =
{(
1n A
0 1n
)
∈ B
∣∣∣∣ jA+A∗j = 0} .
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Lemma 3.4. Assume x ∈ Xn and d1(x) 6= 0. Then, the orbit B · x contains an element of type a−1 0 00 y 0
0 0 a
 , a = 1, π, y ∈ Xn−1.
Here, if x /∈ Xopn , then y /∈ Xopn−1.
Proof. By the action of B0, we may assume x = (xi,j) satisfies
x2n,2n = 1, π, x2n,j = xj,2n = 0, (n+ 1 ≤ j ≤ 2n− 1).
Then, by the action of NB, we may change
x2n,j = xj,2n = 0, (2 ≤ j ≤ n), x2n,1 = x1,2n ∈ k.
Then, by the property x∗ = x and j2n[x] = j2n, we see
x1,j = xj,1 = 0, (j ≥ 2), x1,1 = x2n,2n−1,
hence may assume x has the shape as in the statement, and Φxj2n(t) = (t
2−1)Φyj2n−2(t), hence y ∈ Xn−1.
The second assertion is clear.
Lemma 3.5. Assume x ∈ Xn, d1(x) = 0 and the first non-zero entry in the 2n-th column from the
bottom stands at (2n− ℓ + 1, 2n) with 1 < ℓ ≤ n. Then there is some y = (yi,j) ∈ B · x which satisfies
y1,j = yj,1 = δj,ℓ, y2n,j = yj,2n = δ2n−ℓ+1,j,
yℓ,j = yj,ℓ = δ1,j , y2n−ℓ+1,j = yj,2n−ℓ+1 = δ2n,j ,
where δi,j is the Kronecker delta.
The stabilizer By contains t(b) with b1 = b
−1
ℓ = b ∈ k× and the remaining bi being 1, and the character
ψ1 is not trivial on By.
Proof. By the action of B0, we may assume x = (xi,j) satisfies
x2n−ℓ+1,j = xj,2n−ℓ+1 =
{
1 if j = 2n
0 if n+ 1 ≤ j ≤ 2n− 1,
x2n,j = xj,2n =
{
1 if j = 2n− ℓ+ 1
0 if n+ 1 ≤ j ≤ 2n, j 6= 2n− ℓ+ 1.
Then by the action of NB, we may take y ∈ B · x such that
y2n,j = yj,2n =

1 if j = 2n− ℓ+ 1
a if j = ℓ
0 if j 6= ℓ, 2n− ℓ+ 1,
y2n−ℓ+1,j = yj,2n−ℓ+1 =

1 if j = 2n
b if j = 1,
c if j = ℓ,
0 if j 6= 1, ℓ, 2n,
where a ∈ k and b, c ∈ k′. Then, by the property y = y∗ and j2n[y] = j2n, we see y has the required
shape, and it is clear the stabilizer By contains the elements in the statement.
Lemma 3.6. Assume x ∈ Xn, d1(x) = 0 and the first non-zero entry in the 2n-th column from the
bottom stands at (ℓ, 2n) with 1 < ℓ ≤ n. Then there is some y = (yi,j) ∈ B · x which satisfies
y1,j = yj,1 = δj,2n−ℓ+1, y2n,j = yj,2n = δℓ,j,
yℓ,j = yj,ℓ = δ2n,j , y2n−ℓ+1,j = yj,2n−ℓ+1 = δ1,j ,
where δi,j is the Kronecker delta.
The stabilizer By contains t(b) with b1 = bℓ = b ∈ k× and the remaining bi being 1, and the character
ψ1 is not trivial on By.
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Proof. By the action of B, we may assume x = (xi,j) satisfies x2n,j = xj,2n = δj,ℓ. Then, by the action
of B, we may take y ∈ B · x such that
y2n,j = yj,2n = δj,ℓ
yℓ,j = yj,ℓ =

b if j = 1
1 if j = n
0 if j 6= 1, n,
where a, b ∈ k′. Then, by the property y∗ = y and j2n[y] = j2n, we see y has the required shape, and it
is clear that the stabilizer By contained the elements in the statement.
Lemma 3.7. Assume x ∈ Xn, d1(x) = 0 and x2n,i = 0 for 2 ≤ i ≤ 2n. Then x has the following shape:
x =

∗ ∗ ξ
∗ y
0
...
0
ξ 0 · · · 0 0
 , ξ = ±1, y ∈ X˜n−1,
n−1∏
i=1
di(y) = 0.
Proof. Since j2n[x] = j2n, we see x2n,1
2 = 1 and x has the shape written as above and y = y∗ ∈ X˜n−1.
If y was diagonalizable by the action of Bn−1, then Φxj2n(t) = (t
2 − 1)n−1(t − ξ)2, which contradicts to
the fact x ∈ Xn; hence y cannot be diagonalizable and
∏n−1
i=1 di(y) = 0.
Lemma 3.8. Assume that x ∈ Xn has the following shape:
x =
 ∗ ∗ xr∗ y 0
x∗r 0 0
 , xr =
 ∗ ξ1. . .
ξr 0
 .
(i) Any anti-diagonal entry of xr equals to ±1, and under the Bn-action, we may change xr into djr with
d = Diag(ξ1, . . . , ξr).
(ii) Assume further r = n. Then r is even, the numbers of +1 and −1 within {ξi | 1 ≤ i ≤ n} are the
same, and aij = 0 if ξi = ξj. The stabilizer Bx contains t(b) such that
bi =
{
b if ξi = 1
b−1 if ξi = −1 (b ∈ k
×),
and the character ψ1 is not trivial on Bx.
Proof. (i) We prove by induction r. It is clear for r = 1. We assume the assertion holds for r and consider
the case r + 1. Then we may assume that the upper right block xr+1 can be written as
x′ =

a1 0 ξ1
... . .
.
ar ξr 0
ξ 0 · · · 0
 .
Since j2n[x] = j2n, we have x
′jr+1x′ = jr+1 and ai = 0 if ξ = ξi. Then setting b ∈ B as
b =
 c 0 00 12(n−r−1) 0
0 0 jr+1c
∗−1jr+1
 , c =
 1r
−a1ξ/2
...
−arξ/2
0 1
 ,
the upper right (r + 1) by (r + 1) block of b · x becomes Diag(ξ1, . . . , ξr, ξ)jr+1 as required.
(ii) Assume r = n. Since Φxj2n(t) = (t
2 − 1)n, the numbers of 1 and −1 within {ξi | 1 ≤ i ≤ n} are
the same. Since ad+ da = 0r, we see aij = 0 if ξi = ξj , and t(b) the above type is contained in Bx.
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Now, in order to establish the condition (A3), by Lemma 3.8, it suffices to consider x of the following
type:
x =
 ∗ ∗ djr∗ y 0
jrd 0 0
 ∈ Xn\Xopn , d = Diag(ξ1, . . . , ξr), ξi = ±1,y ∈ X˜m, y2m,j 6= 0, for some j > 1.
By the action of Bm, we may change y, into the same shape as in Lemmas 3.4, 3.5, or 3.6, keeping the
shape of x as above. Then, ψr+1 is not trivial on the stabilizer of Bn at the new x.
4 Spherical Fourier transform and Plancherel formula on S(K\X)
We consider the Schwartz space
S(K\X) = {ϕ : X −→ C | left K-invariant, compactly supported} ,
which is spanned by the characteristic function of K ·x, x ∈ X , and an H(G,K)-submodule of C∞(K\X)
by the convolution product. We define the modified spherical function
Ψ(x; z) = ω(x; z)
/
ω(12n; z) ∈ R = C[q±z1 , . . . , q±zn ]W , (4.1)
then by Theorem 3.1, Corollary 3.3, (3.2), we have
Ψ(xλ; z) =
(1 + q−1)n
wn(−q−1)2 · cλ ·Qλ(z)
= cλwλPλ(z), wλ =
w˜λ(−q−1)
wn(−q−1)2 . (4.2)
We define the spherical Fourier transform
F : S(K\X) −→ R
ϕ 7−→ F (ϕ)(z) = ∫
X
ϕ(x)Ψ(x; z)dx,
(4.3)
where dx is a G-invariant measure on X . There is a G-invariant measure on X , since X is a disjoint
union of two G-orbits, and G is reductive. We don’t need to fix the normalization of dx at this moment,
we will determine suitably afterward (cf. Theorem 4.5). We denote by v(K · x) for the volume of K · x
by dx. For λ ∈ Λ+n , we denote by chλ the characteristic function of K · xλ. Then, for λ ∈ Λ+n
F (chλ)(z) = v(K · x)Ψ(xλ; z) = cλwλv(K · xλ)Pλ(z). (4.4)
We regard R as an H(G,K)-module through the Satake isomorphism
λz : H(G,K) ∼−→ C[q±2z1 , . . . , q±2zn ]W = R0.
Theorem 4.1. The spherical Fourier transform F gives an H(G,K)-module isomorphism
S(K\X) ∼→ C[q±z1 , . . . , q±zn ]W (= R),
where R is regarded as H(G,K)-module via λz. Especially, S(K\X) is a free H(G,K)-module of rank
2n.
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Proof. Since the set {chλ | λ ∈ Λ+n } forms a C-basis for S(K\X) and {Pλ(z) | λ ∈ Λ+n } forms a C-basis
for R (cf. Proposition B.3), F is bijective by (4.4). Hence F is an H(G,K)-module isomorphism, since
we have for f ∈ H(G,K) and ϕ ∈ S(K\X),
F (f ∗ ϕ) =
∫
X
∫
G
f(g)ϕ(g−1 · x)Ψ(x; z)dgdx
=
∫
G
∫
X
f(g−1)ϕ(y)Ψ(g · y; z)dydg =
∫
X
ϕ(y)
∫
G
f(g−1)Ψ(g · y; z)dgdy
= λz(f)
∫
X
ϕ(y)Ψ(y; z)dy = λz(f)F (ϕ),
where we use the fact f(g) = f(g−1) for g ∈ G. Since we see
R = C[qz1 + q−z1 , . . . , qzn + q−zn ]Sn , R0 = C[q2z1 + q−2z1 , . . . , q2zn + q−2zn ]Sn ,
R is a free R0-module of rank 2n, and S(K\X) is a free H(G,K)-module of rank 2n.
Corollary 4.2. All the spherical functions on X are parametrized by eigenvalues
z ∈
(
C/ 2π
√−1
log q Z
)n
/W through H(G,K) −→ C, f 7−→ λz(f). The set{
Ψ(x; z + u)
∣∣ u ∈ {0, π√−1/ log q}n} forms a basis of the space of spherical functions on X correspond-
ing to z.
Proof. The former assertion is clear, since a spherical function Ψ ∈ C∞(K\X) satisfies, by definition
f ∗Ψ = λz(f)Ψ, f ∈ H(G,K) (4.5)
for some z ∈ Cn, and λz is determined by the class of z in
(
C/ 2π
√−1
log q Z
)n
/W .
The above Ψ(x; z + u) are linearly independent spherical function corresponding to the same λz (cf.
(3.3) ). We define a pairing on S(K\X)× C∞(K\X) by
(ϕ,Ψ) =
∫
X
ϕ(x)Ψ(x)dx, ϕ ∈ S(K\X), Ψ ∈ C∞(K\X),
which satisfies
(f ∗ ϕ,Ψ) = (ϕ, f ∗Ψ), (f ∈ H(G,K), ϕ ∈ S(K\X), Ψ ∈ C∞(K\X)). (4.6)
Let {ϕi | 1 ≤ i ≤ 2n} be a free H(G,K)-basis of S(K\X). Assume that Ψj ∈ C∞(K\X), j ∈ J are
spherical functions corresponding to the same λz , and set
aj = (aij)i ∈ C2n , aij =
∫
X
ϕi(x)Ψj(x)dx.
Then, by (4.6) and (4.5), it is easy to see that for cj ∈ C∑
j∈J cjΨj = 0 (in C∞(K\X)) ⇐⇒ (ϕi,
∑
j cjΨj) = 0, 1 ≤ i ≤ 2n
⇐⇒ ∑j∈J cjaj = 0 ( in C2n).
Hence, there are at most 2n linearly independent spherical functions, and Ψ(x; z + u)’s form a basis.
We introduce the following inner product on R. Set
a∗ =
{√−1(R/ 2π
log q
Z
)}n
,
and define a measure dµ = dµ(z) on a∗ by
dµ =
1
n!2n
· wn(−q
−1)2
(1 + q−1)n
· 1|c(z)|2 dz, (4.7)
where c(z) is defined in (3.1) and dz is the Haar measure on a∗ with
∫
a
∗ dz = 1. For P,Q ∈ R, we define
〈P, Q〉R =
∫
a
∗
P (z)Q(z)dµ(z).
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Lemma 4.3. For λ, µ ∈ Λ+n , one has
〈Pλ, Pµ〉R = 〈Pµ, Pλ〉R = δλ,µw−1λ .
Proof. Applying Proposition B.3 to our case, Hall-Littlewood polynomials associated with the root system
of type Cn with ts = −q−1 and tℓ = q−1, we see
〈Pλ, Pµ〉R = δλ,µ ·
W0(−q−1, q−1)
Wλ(−q−1, q−1) = δλ,µ ·
wn(−q−1)2
w˜λ(−q−1)
= δλ,µw
−1
λ ,
by (B.5) and (4.2).
Lemma 4.4. For λ, µ ∈ Λ+n such that |λ| ≡ |µ| (mod 2),
v(K · xλ)
v(K · xµ) =
c2µwµ
c2λwλ
.
Proof. We understand Ψ(x; z) ∈ C∞(K\X) = HomC(S(K\X),C) as
Ψ( ; z) =
∑
ξ∈Λ+n
Ψ(xξ; z)chξ. (4.8)
For f ∈ H(G,K), we write
f ∗ chξ =
∑
ν∈Λ+n
aξν(f)chν , (4.9)
where almost all aξν(f) = 0. Since Ψ(x; z) is a spherical function associated with [f 7→ f˜(z) = λz(f)] for
f ∈ H(G,K), we have by (4.8) and (4.9)
f˜(z)Ψ(xλ; z) = (f ∗Ψ( ; z))(xλ) =
∑
ξ∈Λ+n
Ψ(xξ; z)(f ∗ chξ)(xλ)
=
∑
ξ∈Λ+n
aξλ(f)Ψ(xξ; z),
and by (4.2)
cλwλf˜(z)Pλ(z) =
∑
ξ∈Λ+n
aξλ(f)cξwξPξ(z). (4.10)
Taking the inner product with Pµ(z), we have by Lemma 4.3,
cλwλ
〈
f˜(z)Pλ(z), Pµ(z)
〉
R
= aµλ(f)cµ. (4.11)
By the compatibility of F with H(G,K)-action and (4.4), taking the image of F of (4.9) for ξ = µ, we
have
cµwµv(K · xµ)f˜(z)Pµ(z) =
∑
ν∈Λ+n
aµν (f)cνwνv(K · xν)Pν(z).
Taking the inner product with Pλ(z), we have by Lemma 4.3,
cµwµv(K · xµ)
〈
f˜(z)Pµ(z), Pλ(z)
〉
R
= aµλ(f)cλv(K · xλ). (4.12)
By (4.11) and (4.12), we have for any f ∈ H(G,K)
c2µwµv(K · xµ)
〈
f˜(z)Pµ(z), Pλ(z)
〉
R
= c2λwλv(K · xλ)
〈
f˜(z)Pλ(z), Pµ(z)
〉
R
. (4.13)
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Now assume |λ| ≡ |µ| (mod (2)), then xλ = g · xµ for some g ∈ G. Taking f ∈ H(G,K) as the
characteristic function of the double coset KgK, we see aµλ(f) > 0 and
0 6=
〈
f˜(z)Pλ(z), Pµ(z)
〉
R
=
〈
Pλ(z), f˜(z)Pµ(z)
〉
R
=
〈
f˜(z)Pµ(z), Pλ(z)
〉
R
.
Thus we obtain, by (4.13)
c2µwµv(K · xµ) = c2λwλv(K · xλ),
which completes the proof.
We recall that X decomposed into two G-orbits:
X = G · x0 ⊔G · x1, x0 = 12n, x1 = Diag(π, 1, . . . , 1, π−1).
Theorem 4.5 (Plancherel formula on S(K\X)). Let dµ be the measure defined by (4.7). By the nor-
malization of G-invariant measure dx such that
v(K · xλ) = c−2λ w−1λ , λ ∈ Λ+n , (4.14)
one has for any ϕ, ψ ∈ S(K\X)∫
X
ϕ(x)ψ(x)dx =
∫
a
∗
F (ϕ)(z)F (ψ)(z)dµ(z). (4.15)
Proof. We may normalize dx on X according to the G-orbits as v(K · x0) = 1 on G · x0 and
v(K · x1) = q2n−1 (1 − (−q
−1)n)2
1 + q−1
on G · x1,
then it satisfies (4.14) by Lemma 4.4. It suffices to show the identity (4.15) for chλ and chµ (λ, µ ∈ Λ+n ).
Indeed, ∫
X
chλ(x)chµ(x)dx = δλ,µ v(K · xλ) = δλ,µc−2λ w−1λ ,
while ∫
a
∗
F (chλ)(z)F (chµ)(z)dµ(z)
= cλwλv(K · xλ) · cµwµv(K · xµ) 〈Pλ(z), Pµ(z)〉R = δλ,µc−2λ w−1λ ,
which completes the proof.
Corollary 4.6 (Inversion formula). For any ϕ ∈ S(K\X),
ϕ(x) =
∫
a
∗
F (ϕ)(z)Ψ(x; z)dµ(z), x ∈ X.
Proof. For any x ∈ X , setting ψx the characteristic function of K · x, we have
ϕ(x) =
1
v(K · x)
∫
X
ϕ(y)ψx(y)dy
=
1
v(K · x)
∫
a
∗
F (ϕ)(z)F (ψx)(z)dµ(z)
=
∫
a
∗
F (ϕ)(z)Ψ(x; z)dµ(z).
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A The spaces of unitary hermitian matrices
In this subsection, let k′ be a quadratic extension of a field k of characteristic 0, and consider hermitian
matrices with respect to k′/k. As usual we denote by A∗ ∈ Mnm(k′) the conjugate transpose of A ∈
Mmn(A).
We fix a natural number m and set Hm(k′) = {x ∈ GLm(k′) | x∗ = x}. We define the unitary group
for x ∈ Hm(k′) by
U(x) = {g ∈ GLm(k′) | x[g] = x} , where x[g] = g∗xg = g∗ · x, (A.1)
and, in particular
G = U(jm) for jm =
0 1. . .
1 0
 ∈Mm.
We introduce the space X˜ of unitary hermitian matrices and the G-action as follows:
X˜ = {x ∈ G | x∗ = x} = {x ∈ GLm(k′) ∣∣ x = x∗, (xjm)2 = 1m} ,
g · x = gxg∗ = gxjmg−1jm (g ∈ G, x ∈ X˜). (A.2)
We consider these objects as the sets of k-rational points of algebraic sets defined over k. We denote
by k the algebraic closure of k and realize G(k) in G˜ = Resk′/k(GLm) as follows. We understand
G˜ = GLm(k)×GLm(k) with the Galois group Γ = Gal(k/k) action defined by
σ(g1, g2) =
{
(g1
σ, g2
σ) if σ|k′ = id
(g2
σ, g1
σ) if σ|k′ = τ,
(σ ∈ Γ, (g1, g2) ∈ G˜),
where gσ = (gij
σ) for g = (gij) ∈ GLm(k) and 〈τ〉 = Gal(k′/k). Then
G˜(k) = {(g, gτ ) | g ∈ GLm(k′)} ,
G(k) =
{
(g1, g2) ∈ G˜
∣∣∣ tg2jmg1 = jm} = { (g, jmtg−1jm) ∣∣ g ∈ GLm(k)} ,
and the involution [g 7−→ g∗] on G can be extended as (g1, g2)∗ = (tg2, tg1) on G(k). Hence we see
X˜(k) =
{
(x, jm
tx−1jm)
∣∣ x = jmx−1jm ∈ GLm(k)}
=
{
(x, jm
tx−1jm)
∣∣ x ∈ GLm(k), (xjm)2 = 1m} ,
and the action of G(k) on X˜(k) can be written as
(g, jm
tg−1jm)) ⋆ (x, jmtx−1jm) = (g, jmtg−1jm)(x, jmtx−1jm)(jmg−1jm, tg)
= (gxjmg
−1jm, jmtg−1tx−1jmtg)
= (gxjmg
−1jm, jmt(gxjmg−1jm)−1jm).
Hence we may identify
G(k) = GLm(k), X˜(k) =
{
x ∈ G(k) ∣∣ (xjm)2 = 1m} ,
g ⋆ x = gxjmg
−1jm, (g ∈ G(k), x ∈ X˜(k)), (A.3)
where g ⋆ x = g · x if g ∈ G and x ∈ X (cf. (A.2) ).
Proposition A.1. The space X˜(k) decomposes into G(k)-orbits as follows:
X˜(k) =
m⊔
i=0
{
x ∈ X˜(k)
∣∣∣ Φxjm(t) = (t− 1)i(t+ 1)m−i} ,
where Φy(t) is the characteristic polynomial of the matrix y.
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Proof. We consider the following G(k)-set:
Y (k) =
{
y ∈ G(k) ∣∣ y2 = 1} ,
g ◦ y = gyg−1 (g ∈ G(k), y ∈ Y (k)).
Then the G(k)-orbits in Y (k) are determined by characteristic polynomials as follows
Y (k) =
m⊔
i=0
{
y ∈ Y (k) ∣∣ Φy(t) = (t− 1)i(t+ 1)m−i} .
Since the map
ψ : X˜(k) −→ Y (k), x 7−→ xjm
is bijective and G(k)-equivariant, we have the G(k)-orbit decomposition for X˜(k) as required.
We take the G(k)-orbit in X˜(k) containing 1m and set
X(k) = G(k) ⋆ 1m, X = X(k) ∩G = X(k) ∩ X˜.
By Proposition A.1 and its proof, we see
X =
{
x ∈ X˜
∣∣∣ Φxjm(t) = Φjm(t)} . (A.4)
B Root systems and Hall-Littlewood polynomials
In this appendix, we summarize several properties of symmetric polynomials, in particular Hall-Littlewood
polynomials, which are understood as special cases of Macdonald polynomials. In Appendix B, we use
N0 = N ∪ {0}.
B.1 Root systems
Let V be an n-dimensional real vector space equipped with inner product 〈 , 〉. Let Σ be an irreducible
reduced root system of rank n in V . We fix a set Σ0 = {αi | 1 ≤ i ≤ n} of simple roots, and denote by
Σ+ the set of all positive roots of Σ with respect to Σ0. We denote by Λ0 = {µi | 1 ≤ i ≤ n} the set of
fundamental weights satisfying
〈α∨i , µj〉 = δi,j , α∨ = 2α/〈α, α〉 ∈ V,
and set
the weight lattice: Λ =
n⊕
i=1
Zµi,
the set of all dominant weights: Λ+ =
n⊕
i=1
N0µi,
the coroot lattice: Q∨ =
n⊕
i=1
Zα∨i .
Let τα be the reflection defined by τα(v) = v − 〈v, α∨〉α for v ∈ V , and W = W (Σ) be the Weyl group
generated by {τα | α ∈ Σ}.
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B.2 Symmetric polynomials
We denote by C[Λ] the group algebra of the lattice Λ, which is spanned by the formal exponentials eλ
with λ ∈ Λ. The Weyl group acts on C[Λ] via the action on Λ: σ(eα) = eσ(α) for σ ∈ W and λ ∈ Λ. We
denote by C[Λ]W the subalgebra of W -invariant elements in C[Λ]. For simplicity of notation we set
R = C[Λ]W , R0 = C[2Λ]W = R∩ C[2Λ]. (B.1)
For each λ ∈ Λ+, we set
mλ =
∑
ν∈Wλ
eν , Wλ = {σλ ∈ Λ | σ ∈ W},
then it is easy to see that {mλ | λ ∈ Λ+} forms a C-basis for R. We define a partial order ≺ on Λ by
µ ≺ λ if and only if λ− µ ∈ Q+, (B.2)
where
Q+ =
n⊕
i=1
N0αi ⊂ Λ.
Lemma B.1. For λ, µ ∈ Λ+, there exist some aν ∈ N0 (ν ∈ Λ+) such that
mλmµ = mλ+µ +
∑
ν∈Λ+
νλ+µ
aνmν .
Proof. Let A = Wλ +Wµ and κ ∈ A. The W -invariance of A implies that there exists σ ∈ W such
that σκ ∈ A ∩ Λ+. Write ν = σκ = σ1λ + σ2µ for σ1, σ2 ∈ W . Since λ ≻ σ1λ and µ ≻ σ2µ, we have
λ+ µ ≻ σ1λ+ σ2µ = ν. Hence we obtain the result.
Proposition B.2. The algebra R is a free R0-module of rank 2n. Any family {pµ | µ ∈M} satisfying
pµ = mµ +
∑
ν∈Λ+
νµ
bµν mν , (bµν ∈ C), (B.3)
M =
{
n∑
i=1
ciµi
∣∣∣∣∣ ci ∈ {0, 1}, 1 ≤ i ≤ n
}
forms a free R0-basis for R.
Proof. Since Λ+ is a disjoint union of µ + 2Λ+, (µ ∈ M), we see {pµ | µ ∈M} forms a R0-basis for R,
by Lemma B.1.
B.3 Hall-Littlewood polynomials
We introduce a family of orthogonal polynomials, which is a special case of Macdonald polynomials, or
can be regarded as Hall-Littlewood polynomials associated with root systems.
We fix parameters tα ∈ R with |tα| < 1 for each α ∈ Σ such that tα = tβ if (α, α) = (β, β), hence there
are at most two independent parameters among tα’s. We define Hall-Littlewood polynomial associated
with the root system Σ, for λ ∈ Λ+,
Pλ =
1
Wλ(t)
∑
σ∈W
σ
(
eλ
∏
α∈Σ+
1− tαe−α
1− e−α
)
, (B.4)
where Wλ is the stabilizer in W at λ, and the Poincare´ polynomial of a subgroup W
′ of W is defined by
W ′(t) =
∑
σ∈W ′
∏
α∈Σ+∩(−σΣ+)
tα.
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We define the measure dµ = dµ(z) on a∗ as follows.
a∗ =
√−1
(
V/
2π
log q
Q∨
)
,
∫
a
∗
dz = 1,
dµ = dµ(z) =
W (t)
♯W
· dz|c(z)|2 ,
c(z) =
∏
α∈Σ+
1− tαq〈α, z〉
1− q〈α, z〉 .
We regard eλ ∈ C[Λ] as a function on a∗ via eλ(z) = q−〈λ,z〉. Then we have
Pλ(z) =
1
Wλ(t)
∑
σ∈W
σ
(
q−〈λ,z〉c(z)
)
,
and an inner product on R is defined by
〈P,Q〉R =
∫
a
∗
P (z)Q(z)dµ(z)
for P,Q ∈ R. Then it is known that the following holds.
Proposition B.3 ([17, §3,§10]). The subset {Pλ}λ∈Λ+ of R satisfies the triangularity condition of type
(B.3) and forms an orthogonal basis of R with respect to the inner product 〈 , 〉R with
〈Pλ, Pµ〉R = δλ,µ W (t)
Wλ(t)
.
By definition, we see W (t) = W0(t). In the case of the root system of type Cn, the explicit forms of
the Poincare´ polynomial Wλ(t) and the Hall-Littlewood polynomial Pλ with the special parameters used
in the paper are given in (B.5) and in (B.6) respectively.
B.4 Poincare´ polynomials of stabilizers and Hall-Littlewood polynomials in
the root system of type C
n
Proposition B.4. For λ ∈ Λ+, let
Σ0,λ = {α ∈ Σ0 | 〈α, λ〉 = 0} =
⊔
k
Φk,
where each Φk is a connected component of the Dynkin diagram corresponding to Σ0,λ. Denote by Wk
the Weyl group generated by the reflections for α ∈ Φk. Then Wλ(t) =
∏
kWk(t).
Proof. Since the stabilizer Wλ is generated by the reflections that fix λ (cf. [11, 1.12, Theorem]), we see
that Wλ is generated by {σα}α∈Σλ , where
Σλ = {α ∈ Σ | 〈α, λ〉 = 0}.
Since Σλ is a root system, it is sufficient to show that Σ0,λ is a fundamental system of Σλ. Write
α =
∑n
i=1 ciαi ∈ Σλ. Then we have all ci ≥ 0 or all ci ≤ 0. Furthermore
0 = 〈α, λ〉 =
n∑
i=1
ci〈αi, λ〉.
Since 〈αi, λ〉 ≥ 0 for 1 ≤ i ≤ n, we have ci = 0 for such i that 〈αi, λ〉 6= 0. Thus
α =
∑
αi∈Σ0,λ
ciαi.
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We use the realization of the root system of Cn introduced in (2.12). Then we have
Σ0 = {ei − ei+1 | 1 ≤ i ≤ n− 1} ∪ {2en},
Λ0 =
{
µi =
i∑
k=1
ek
∣∣∣∣∣ 1 ≤ i ≤ n
}
,
and we can identify the set Λ+ of dominant weights with
Λ+n = {λ ∈ Zn | λ1 ≥ · · · ≥ λn ≥ 0} .
We fix any λ ∈ Λ+n and understand
λ =
n∑
i=1
λiei =
n−1∑
i=1
(λi − λi+1)µi + λnµn ∈ Λ+.
Then we have the decomposition
Σ0,λ = {α ∈ Σ0 | 〈α, λ〉 = 0} =
∞⊔
k=0
Φk,
where
Φk =
{
{αi ∈ Σ0 | λi = λi+1 = k} (k > 0)
{αi ∈ Σ0 | λi = 0} (k = 0).
Let nk = ♯{i | λi = k}. Note that nk = ♯Φk+1 for k > 0 and n0 = ♯Φ0. Then we see thatWk is isomorphic
to the Weyl group of type Ank−1 if k > 0, and that W0 is of type Cn0 . Setting WA0(ts) =WC0(ts, tℓ) = 1
formally, we obtain by Proposition B.4
Wλ(t) =
( ∞∏
k=1
WAnk−1(ts)
)
·WCn0 (ts, tℓ),
where ts and tℓ are attached to short roots and long roots respectively.
The Poincare´ polynomials of type An−1 and of type Cn are respectively given as
WAn−1(t) =
n−1∏
i=1
1− ti+1
1− t ,
WCn(ts, tℓ) =
n−1∏
i=0
(1 + tistℓ)
1− ti+1s
1− ts .
In the case ts = −q−1 and tℓ = q−1, we obtain
WAn−1(−q−1) =
wn(−q−1)
(1 + q−1)n
,
WCn(−q−1, q−1) =
wn(−q−1)2
(1 + q−1)n
.
Finally we arrive at the explicit form of the Poincare´ polynomials and the Hall-Littlewood polynomials
in the root system of type Cn with ts = −q−1 and tℓ = q−1 as follows.
Wλ(−q−1, q−1) = w˜λ(−q
−1)
(1 + q−1)n
, (B.5)
Pλ(z) =
(1 + q−1)n
w˜λ(−q−1) ·
∑
σ∈W
σ
(
q−〈λ, z〉c(z)
)
,
c(z) =
∏
α∈Σ+s
1 + q〈α, z〉−1
1− q〈α, z〉
∏
α∈Σ+
ℓ
1− q〈α, z〉−1
1− q〈α, z〉 .
(B.6)
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C Relation with the space XT
We assume that k′/k be an unramified quadratic extension of p-adic fields. In this subsection we explain
the relevance of the present space X = Xn to the spaces introduced in [8], and show the expectation
there is correct for odd residual characteristic case.
In [8], we have considered for each T ∈ Hn(k′)
XT = XT /U(T ), XT = {x ∈M2n,n(k′) | Hn[x] = T } , Hn =
(
0 1n
1n 0
)
,
where U(Hn) = {g ∈ GL2n(k′) | Hn[g] = Hn} acts homogeneously on XT by the left multiplication, and
the stabilizer at a point in XT is isomorphic to U(T ) × U(T ) (cf. [8, Lemma 1.1]). We assume T is
diagonal and realize XT as a set of k-rational points in an algebraic set defined over k. We set
XT (k) =
{
(x, y) ∈M2n,n(k)⊕M2n,n(k)
∣∣ tyHnx = T} ,
on which Γ = Gal(k/k) acts by
σ(x, y) =
{
(xσ, yσ) if σ|k′ = id
(yσ, xσ) if σ|k′ = τ,
where 〈τ〉 = Gal(k′/k). We set
U(Hn) = U(Hn)(k) =
{
(g1, g2) ∈ GL2n(k)×GL2n(k)
∣∣ tg2Hng1 = Hn} ,
U(T ) = U(T )(k) =
{
(h1, h2) ∈ GLn(k)×GLn(k)
∣∣ th2Th1 = T} ,
XT (k) = XT (k)/U(T ) ⊃ XT (k) = XT Γ,
where we can consider the similar Γ-action on U(Hn) and U(T ), since Hn and T are Γ-invariant. We
identify
U(Hn)
Γ = { (g, g) ∈ GL2n(k′)×GL2n(k′) | tgHng = Hn} with U(Hn),
U(T )Γ =
{
(h, h) ∈ GLn(k′)×GLn(k′)
∣∣ thTh = T} with U(T ),
where and henceforth we write g instead of gτ for a matrix g with entries in k′.
Lemma C.1. The map
ϕT : XT −→ XT (k), xU(T ) 7−→ (x, x)U(T )
is injective.
Proof. Assume ϕT (xU(T )) = ϕT (yU(T )). Then, for some (h1, h2) ∈ U(T ), we have y = xh1, y = xh2.
Taking n linearly independent rows from x, we make x0 ∈ GLn(k′). Then y0 = x0h1 ∈ GLn(k′), h1 =
x−10 y0 ∈ GLn(k′) and h2 = x0−1y0 = h1 ∈ GLn(k′). Hence (h1, h2) ∈ U(T ) and xU(T ) = yU(T ).
Hereafter we understand XT as a subspace of XT (k) through ϕT . Set
T1 =
(
π 0
0 1n−1
)
, η˜π = (ηπ, ηπ), ηπ =
(√
π
−1
0
0 1n−1
)
.
Lemma C.2. The map
f : XT1(k) −→ X1n(k), (x, y)U(T1) 7−→ (xηπ , yηπ)U(1n)
is well defined and sends XT1(k) into X1n(k).
Proof. For any (x, y) ∈ XT1(k) and h˜ = (h1, h2) ∈ U(T1), we have
(xh1ηπ, yh2ηπ) = (xηπ , yηπ)η˜π
−1
h˜η˜π ∈ (xηπ , yηπ)U(1n),
hence f is well defined. Take any α = (x, y)U(T1) ∈ XT1(k). For each σ ∈ Γ, there exists some hσ ∈ U(T1)
satisfying σ(x, y) = (x, y)hσ, and σ(
√
π) = ±√π. Hence
σ(f(α)) = (x, y)hσ η˜π(
(±1 0
0 1n−1
)
,
(±1 0
0 1n−1
)
)U(1n)
= (xηπ , yηπ)η˜π
−1
hση˜πU(1n) = (xηπ , yηπ)U(1n) = f(α).
Hence σf = f for any σ ∈ Γ, and f sends the set XT1(k) of k-rational points into to the set X1n(k).
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Lemma C.3. The set X1n(k) contains at least two U(Hn)-orbits, X1n and f(XT1).
Proof. By Lemma C.2, we see
XT1 ⊂ XT1(k) ⊂ XT1(k)yf yf
X1n ⊂ X1n(k) ⊂ X1n(k),
(C.1)
hence it suffices to showX1n∩f(XT1) = ∅. Assume there exists some (x, x) ∈ XT1 , (y, y) ∈ X1n , (h1, h2) ∈
U(1n) such that (xηπ , xηπ) = (y, y)(h1, h2). Taking suitable linearly independent rows from x, we have
x0 ∈ GLn(k′) and y0 = x0ηπh−11 ∈ GLn(k′). Then we see
h1η
−1
π = y
−1
0 x0 ∈ GLn(k′), h1η−1π = h2η−1π .
Setting h = h1η
−1
π , we have
th1nh = η
−1
π
th21nh1η
−1
π = ηπ1nηπ = T1,
which is impossible for h ∈ GLn(k′).
We consider
N =
{
(
(
h1 0
0 k1
)
,
(
h2 0
0 k2
)
)
∣∣∣∣ (h1, h2), (k1, k2) ∈ U(1n)}
and the similar Γ-action on N as before. Then we may identify NΓ with
N =
{(
h 0
0 k
) ∣∣∣∣ h, k ∈ U(1n)} .
Setting
y0 =
(
ξ1n
1n
)
∈ X1n , ξ =
1 +
√
ε
2
,
we see the stabilizer in U(Hn) at y0U(1n) ∈ X1n is given by (cf. [8, Lemma 1.1])
νNν−1, ν =
(
ξ1n ξ1n
1n −1n
)
∈ GL2n(Ok′).
On the other hand, as is noted in (1.5) the stabilizer in G = U(j2n) at 12n is given by
µNµ−1, µ =
(
1n 1n
jn −jn
)
∈ GL2n(k).
Since
Hn[ν] =
(
ξ1n 1n
ξ1n −1n
)(
1n −1n
ξ1n ξ1n
)
=
(
1n 0
0 −1n
)
,
j2n[µ] =
(
1n jn
1n −jn
)(
1n −1n
jn jn
)
= 2
(
1n 0
0 −1n
)
,
we have
µν−1U(Hn)νµ−1 = G, µν−1U(Hn)νµ−1 = G(k). (C.2)
where we identify ν and µ with their images in Rk′/k(GL2n). Thus we have
X1n(k)
∼= U(Hn)
/
νNν−1
ϕ
∼−→ G(k)/µNµ−1 ∼= Xn(k)
∪ ∪
X1n(k) ⊃ X1n ∼= U(Hn)
/
νNν−1
ϕ
∼−→ G/µNµ−1 ∼= G · 12n ⊂ Xn,
(C.3)
where ϕ is the conjugation determined by (C.2). Then we have the following by the commutative diagram
(C.3), Lemma C.3, and Theorem 1.9.
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Proposition C.4. The above ϕ gives an isomorphism between the sets of k-rational points
U(Hn)\X1n(k) ∼= G\Xn,
and U(Hn)-orbit decomposition
X1n(k) = X1n ⊔ f(XT1); X1n ∼= G · x0, f(XT1) ∼= G · x1,
where x0 and x1 are the representatives of G-orbits in Xn given in Theorem 1.9.
Now we assume that q is odd and consider the Cartan decomposition of XT = XT /U(T ). Set
K ′ = U(Hn) ∩GL2n(Ok′) and recall K = G ∩GL2n(Ok′ ). Since 2 /∈ (π), we see µ ∈ GL2n(Ok′ ) and
µν−1K ′νµ−1 = K.
Hence we have the bijective correspondence
K ′\X1n(k)←→ K\Xn,
and we see the space XT inherits the Cartan decomposition of Xn, the space of unitary hermitian space.
Thus we have the following.
Theorem C.5. Assume k has odd residual characteristic and take any T ∈ Hn(k′). Then
XT =
⊔
λ∈Λ+
λ∼T
K ′xλhλU(T ),
where
xλ =
(
ξπλ
1n
)
∈ Xπλ ,
λ ∼ T means that |λ| ≡ vπ(det(T )) (mod 2) and guarantees the existence of hλ ∈ GLn(k′) satisfying
T = πλ[hλ].
The above decomposition has been expected in [8, Remark 4.2]. In [8], where we have known the
disjointness of orbits in the right hand side by explicit formulas of spherical functions ωT (y; z), but we
didn’t know they are enough. By Theorem C.5, we see the spherical Fourier transform FT is isomorphic
in [8, Theorem 4.1] if q is odd.
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