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Contexto y Resultados Principales
El principio que afirma que algunos espacios singulares pueden ser entendidos mediante el estudio
de las a´lgebras no conmutativas que describen los observables sobre dicho espacio es una de las
piedras angulares de lo que se ha venido en llamar geometr´ıa no conmutativa. Uno de dichos
espacios singulares que admite una descripcio´n natural en te´rminos de a´lgebras no conmutativas
es el dual de un grupo topolo´gico. Recordemos que si G es un grupo abeliano y localmente
compacto podemos definir su dual Gˆ = Hom(G,T) como el grupo de todos los caracteres continuos
χ : G → T = {z ∈ C : |z| = 1} con la multiplicacio´n puntual. En este contexto, el teorema de
dualidad de Pontriaguin afirma que G∧∧ = G. Dicha relacio´n falla cuando G no es abeliano1.
Sin embargo, podemos definir tanto a´lgebras generalizando L∞(Gˆ), en caso de querer estudiar la
teor´ıa de la medida no conmutativa, como a´lgebras generalizando C0(Gˆ) en caso de querer estudiar
la topolog´ıa no conmutativa del dual de G. Denotaremos por LG la primera a´lgebra, construida
como una clausura del a´lgebra de grupo C[G]. LG posee una aplicacio´n positiva y σ-aditiva
τ : LG+ → [0,∞], conocida como el peso de Plancherel, que juega el mismo papel que la integral
contra la medida de Haar de Gˆ. Dado un peso en un a´lgebra de von Neumann hay una teor´ıa bien
desarrollada de integracio´n no conmutativa que permite definir los espacios Lp no conmutativos
Lp(LG) como complecciones de los operadores x ∈ LG tales que2
τ(|x|p) <∞.
El problema que vamos a considerar en esta tesis consiste en determinar cuando un multiplicador
de Fourier Tm esta´ acotado o completamente acotado en Lp(LG). Recordemos que el multiplicador
de Fourier de un s´ımbolo m ∈ L∞(G) es el operador (posiblemente no acotado) dado por extensio´n
de g 7→ m(g) g definido sobre C[G]. Al igual que en el caso abeliano, no es posible dar un criterio
necesario y suficiente en te´rminos de m para determinar cuando Tm esta acotado en Lp(LG),
excepto cuando p esta´ el rango p ∈ {1, 2,∞}. Todo lo que podemos aspirar a obtener son, o
bien condiciones necesarias, o bien suficientes. El estudio de la acotacio´n completa de dichos
operadores recibio´ un impulso pionero con los trabajos de Haagerup [Haa78] y Cowling-Haagerup
[CH89] en relacio´n con la amenabilidad de´bil de ciertos grupos. Tambien fue estudiado por Pisier
[Pis95a] en relacio´n con ciertas series lacunares. Sin embargo, el caso de p general ha permanecido
pra´cticamente sin explorar hasta de´cadas ma´s recientes. Entre la investigacio´n sobre el problema
destacamos los trabajos de Harcharras [Har99] en conexio´n con los multiplicadores de Schur y los
trabajos de Lafforgue-de la Salle [LdlS11] en conexio´n con las propiedades de aproximacio´n de
ciertos ret´ıculos Γ ≤ SLr(F ). Tambie´n cabe destacar el trabajo de Boz˙ejko y Fendler [BF06] que
usa un enfoque basado en transformadas de polinomios ortogonales. Un avance reciente en la teor´ıa
Lp se inaugura con [JMP14a]. Paralelamente al desarollo de esta tesis, Junge, Mei y Parcet han
obtenido cotas adimensionales para las transformadas de Riesz generalizadas [JMP14c] y Parcet
y Rogers han estudiado transformadas de Hilbert en ciertas extensiones de Rn [PR16], asimismo
Caspers, Parcet, Perrin y Ricard han obtenido teoremas de estabilidad algebraica paralelos a los
1Por ejemplo tomemos G simple, en tal caso Hom(G,T) = {e}
2Esto no es totalmente correcto ya que la expresio´n x 7→ τ(|x|p)1/p solo es una norma si τ es tracial. El peso de
Plancherel solo es una traza si G es unimodular. En otro caso, para definir los espacios Lp es necesario usar o bien
interpolacio´n compleja o bien teor´ıa espacial de a´lgebras de von Neumann.
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debidos a de Leuuw [CPPR15]. No obstante, ma´s alla de las contribuciones aqu´ı listadas, el campo
continu´a fundamentalmente inexplorado.
Multiplicadores de Fourier suaves
Nuestro primer objetivo es obtener teoremas de multiplicadores suaves, esto es resultdos que afir-
man que si m tiene una cantidad finita de derivadas adecuadamente localizadas entonces Tm esta´
acotado en Lp.
Dicho problema tiene intere´s por dos motivos poderosos. El primero es que el nu´mero de derivadas
requeridas es una cantidad dependiente de la dimensio´n y por tanto, si queremos extender la
teor´ıa al caso no conmutativo, es necesario dirimir cual es la dimensio´n de LG como espacio no
conmutativo. Dicho problema parece ı´ntimamente relacionado con la teor´ıa de espacios me´tricos
no conmutativos. La definicio´n de dichos espacios ha atraido bastante atencio´n en el pasado tanto
desde el campo de las C∗-a´lgebras, veanse los trabajos de Rieffel [Rie04b, Rie02, Rie04a], como
desde el campo de las W ∗-a´lgebras, veanse los trabajos de Kuperberg y Weaver [KW12, Wea12].
La segunda motivacio´n es que, a menudo, condiciones naturales en te´rminos del ana´lisis armo´nico
de LG se traducen en propiedades estudiadas en teor´ıa geome´trica de grupos, creandose as´ı un
puente entre dos a´reas aparentemente disjuntas de la matema´tica.
El primer resultado que nos gustar´ıa generalizar al contexto no conmutativo es el teorema espectral
de Ho¨rmander-Mı´jlin. Como la mayor´ıa de resultados cuantitativos del ana´lisis armo´nico, dicho
teorema no admite una formulacio´n u´nica que abarque todos los posibles casos y debe ser entendido
ma´s bien como un patro´n que pasamos a describir. Sea (X,µ) un espacio de medida y St = e
−t A :
L2(X) → L2(X) un semigrupo markoviano. Dicho semigrupo codifica una me´trica natural dΓ,
conocida como distancia gradiente, vease [SC09] para una definicio´n precisa. Asumamos que
(i) A is un operador local (i.e. un operador que preserva los soportes).
(ii) A satisface alguna desigualdad de tipo Sobolev con dimensio´n D.
(iii) (X,µ, dΓ) es doblante como espacio me´trico de medida, i.e. µ(Bx(2 r)) ≤ C µ(Bx(r)).
En tal caso, para todo s > D/2, se tiene que∥∥m(A) : Lp(X)→ Lp(X)‖ .(p) sup
t≥0
‖m(t ·) η‖W∞,s(R+) para todo 1 < p <∞,
donde η ∈ C∞c (R+) y W∞,s(R+) es el espacio de Sobolev fraccionario dado por ‖f‖W∞,s(R+) =
‖(1 +A)s/2f‖∞.
El principal ejemplo que el lector debe tener en mente es el de una variedad riemaniana M con
A = −∆ el operador de Laplace-Beltrami. En ese caso dΓ es la distancia usual y las desigualdades
de Sobolev imponen restricciones geome´tricas en M , t´ıpicamente en el crecimiento de sus bolas.
El esquema de la prueba es como sigue
1. Usar la localidad de A y las desigualdades de Sobolev para obtener decaimiento lejos de
la diagonal del nu´cleo kt(x, y) de St, t´ıpicamente cotas gausianas.
2. Expresar m(A) como una combinacio´n convexa de elementos de la forma Sz, para 0 ≤
<{z} y usar ana´lisis complejo para extender las cotas gausianas de R+ a todo el semiplano
2
complejo.
3. Usar las cotas gaussianas de Sz para obtener cierto decaimiento lejos de la diagonal de
m(A). Ese decaimiento implica que m(A) es un operador de Caldero´n-Zygund. Final-
izamos usando teor´ıa de Caldero´n-Zygmund para espacios doblantes.
El paso 1 puede ser llevado a cabo de multiplies maneras. Por ejemplo en [Sik96, Sik04] la velocidad
de propagacio´n finita de la ecuacio´n de ondas es usada para obtener cotas gausianas a partir
de ciertas desigualdades de Sobolev, principalmente ultracontractividad. Otra enfoque usando
iteracio´n de Mosser puede encontrarse en [Cou93, DP89, Dav90]. Tambie´n sean˜alamos [SC02] para
la misma implicacio´n usando desigualdades de Sobolev invariantes por reescalamieto en conjuncio´n
con desigualdades de Harnack parabo´licas. Como ya hemos indicado antes, el esquema de arriba da
resultados en distintos contextos. Histo´ricamente, resultados en dicha direccio´n fueron obtenidos en
[Chr91, HS] para grupos de Lie nilpotentes, en [Ale01] y [Ale94] para multiplicadores de Ho¨rmander-
Mikhlin en grupos discretos y grupos de Lie de crecimiento polino´mico y en [Heb95] para espacios
me´tricos de medida generales.
Para generalizar el esquema de arriba en el contexto no conmutativo necesitamos un sustituto de
los semigroups markovianos. Tomaremos como tal los semigrupos de multiplicadores de Fourier
unitales y completamente positivos λg 7→ et ψ(g)λg, vease la section 1.6. Como veremos ma´s
adelante, un semigrupo de dicha forma es Markoviano sii ψ : G→ R+ es una funcio´n de longitud
condicionalmente negativa. Tambien es claro que m(A) = Tm◦ψ. Enunciar desigualdades de
Sobolev en este contexto es relativamente fa´cil. El problema viene de que ni el paso 1 ni el
paso 3 tienen un ana´logo claro en el caso no conmutativo. Para salvar la dificultad en el paso
1 impondremos cotas gaussianas desde el principio a nuestro semigrupo. Por otro lado, aunque
recientemente se han dado pasos para la formulacio´n de una teor´ıa de Caldero´n-Zygmund no
conmutativa, ver [Par09, GPJP16, JMP14b], esta au´n carace de la madurez necesaria para ser
usada en este contexto. Para superar dicha dificultad usaremos un principio de acotacio´n de
multiplicadores por operadores maximales. Los operadores que nos aparecera´n sera´n comparables
a operadores de Hardy-Littlewood. En el caso cla´sico. la acotacio´n de dichos operadores se sigue
de la propiedad doblante. No obstante, un resultado en esas lineas no parece ser cierto en el caso
no conmutativo. Por tanto tenemos que imponer adicionalmente que nuestro espacio tenga un
maximal de Hardy-Littlewood acotado. Cuando tenemos cotas gausianas, una medida doblante
y acotacio´n para el maximal de Hardy-Littlewood diremos que nuestro espacio tiene las hipo´tesis
esta´ndar. Para espacios con las hipo´tesis estandar probamos un teorema de Ho¨rmander-Mı´jlin para
o´rdenes de suavidad s > D/2, donde D es la dimension de Sobolev. Como aplicacio´n obtenemos
un teorema similar al teorema principal de [JMP14a].
En el cap´ıtulo 1 daremos un breve repaso a las herramientas que utilizaremos en este texto. En el
cap´ıtulo 2 exponemos el principio de acotacio´n por operadores maximales. Como aplicacio´n obten-
emos un teorema similar al teorema de Marcinkiewicz en grupos de Lie de crecimiento polino´mico,
que exponemos en la Seccio´n 2.2. El teorema espectral de Ho¨rmander-Mı´jlin se prueba en el
cap´ıtulo 3.
Transferencia para productos cruzados
Los principales resultados de este bloque estara´n contenidos en el cap´ıtulo 4. Sea G un grupo y
θ : G → Aut(M) una accio´n que preserva la traza τ : M+ → [0,∞]. Sabemos que en ese caso
podemos levantar la traza τ a un peso en el producto cruzado M oθ G de manera cano´nica y
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que dicho peso es tracial sii G es unimodular. Esto da pie a definir espacios Lp sobre el producto
cruzado Lp(MoθG) y estudiar sus propiedades. Nuestro objetivo aqu´ı sera´ generalizar resultados
anteriores de Neuwirth-Ricard [NR11] y Caspers-de la Salle [CdlS15] que afirman que, para grupos
amenables, la acotacio´n completa del multiplicador de Herz-Schur Mm : Sp(L2G)→ Sp(L2G) dado
por
Mm([ag h]) = [m(g h
−1) ag h],
implica la acotacio´n completa del multiplicador de Fourier Tm : Lp(LG) → Lp(LG), donde
Sp(L2G) son las as´ı llamadas clases de Schatten, dadas por Sp(H) = Lp(B(H),Tr). Su prueba
usa la amenabilidad de G para obtener una sucesio´n jp,α : Lp(LG) → Sp(L2(G)) asinto´ticamente
isome´trica y te´cnicas basadas en ultraproductos para pasar al l´ımite. Nosotros generalizaremos
sus resultados de los grupos amenables a las acciones amenables. Concretamente, si θ es amenable
obtenemos una isometr´ıa completa
Lp(Moθ G) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G))
que conjuga Id o Tm y Id ⊗Mm. Puesto que es bien conocido que la acotacio´n completa de Tm
implica la acotacio´n completa de Mm obtenemos que
‖Ido Tm‖cb ≤ ‖Id⊗Mm‖cb ≤ ‖Tm‖cb.
Una ventaja de nuestro me´todo es que, adema´s de permitirnos acotar multiplicadores de Fourier,
permite obtener cotas para extensiones de la forma So Id, donde S es un operador θ-equivariante.
En particular, asumiendo que la secuencia aproximante de θ satisface cierta condicio´n de acretivi-
dad, tenemos que
‖S o Id‖cb ≤ C 1p ‖S‖cb,
donde 1 ≤ C es una constante midiendo la acretividad. La primera aplicacio´n de nuestros resultados
es una prueba de la estabilidad bajo productos cruzados de operadores maximales completamente
positivos. Como corolario obtenemos la estabilidad de las hipo´esis estandard que definimos en el
cap´ıtulo 3. No´tese que, puesto que nuestro teorema no requiere que el grupo G sea amenable, puede
tener aplicaciones potenciales para acotar multiplicadores sobre grupos exactos ma´s generales. Esta
y otras cuestiones son discutidas en la seccio´n 4.4 del cap´ıtulo 4.
Ideales en M⊗ehM y me´tricas W ∗
Ya hemos visto como en el caso cla´sico, las cotas gausianas pueden obtenerse de la conjuncio´n de
desigualdades de tipo Sobolev —en particular ultracontractividad— y propiedades geome´tricas, ya
sea velocidad de propagacio´n finita o localidad del generador. Los resultados que vamos a describir
aqu´ı pueden entenderse como un primer paso hacia la obtencio´n de dicho teorema en el contexto no
conmutativo. Para ello estudiaremos una clase de me´tricas no conmutativas, introducidas recien-
temente por Kuperberg y Weaver [Wea12, KW12], conocidas como me´tricas W ∗. Dichas me´tricas
parecen especialmente bien adaptadas a la hora de describir la velocidad de propagacio´n finita o
la localidad. El concepto de me´trica W ∗ se define sobre el de relacio´n cua´ntica. Una relacion
cua´ntica sobre M ⊂ B(H) es un M′-bimo´dulo cerrado en la topolog´ıa de´bil-∗. La intuicio´n aqu´ı
viene de que, en el caso de M = `∞(X), dichos bimo´dulos esta´n conpuestos por los operadores
[ax y]x,y∈X ∈ B(`2X) cuya matr´ız ax y esta´ soportada en un conjunto fijado R ⊂ X × X y de
ah´ı la conexio´n con las relaciones cla´sicas. Una me´trica W ∗ no es ma´s que una familia de rela-
ciones cua´nticas comportandose como las relaciones {(x, y) : d(x, y) ≤ r}, esto es, satisfaciendo
propiedades ana´logas a la desigualdad triangular, la simetr´ıa, etc.
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Entre otras caracterizaciones, Weaver demostro´ que cuandoM es finito dimensional, las relaciones
cua´nticas sobre M esta´n en biyeccio´n con proyecciones sobre M⊗Mop. Nosotros generalizamos
ese resultado para a´lgebras generales cambiando el producto tensorial espacial por el producto ex-
tendido de HaagerupM⊗ehM y las proyecciones por ideales a la izquierda cerrados en la topolog´ıa
de´bil-∗, ve´ase [Smi91, BS92a] para la construccio´n del producto extendido de Haagerup. El motivo
por el que usamos ese producto tensorial es que es isomorfo al a´lgebra de operadores completa-
mente acotados yM′-bimodulares a trave´s de la aplicacio´n Φ :M⊗ehM→ CBσM′M′(B(H)) dada
por extensio´n de
Φx⊗y(T ) = xT y.
La biyeccio´n entre realaciones cua´nticas e ideales no es ma´s que una relacio´n de doble aniquilador
entre M′-bimo´dulos y operadores M′-bimodulares. En el caso de relaciones cua´nticas sobre LG
invariantes por la comultiplicacio´n natural tenemos que podemos pasar de un ideal J ⊂M⊗ehM
a un ideal J ⊂ MG, donde MG es el a´lgebra de medidas de Borel. Este proceso es una manera
no conmutativa de eliminar una variable pasando de trabajar con objetos invariantes en G×G a
trabajar con objetos en G. Al final del cap´ıtulo, en la seccio´n 5.5, explicamos co´mo usar los ideales
J ⊂M⊗ehM para definir el decaimiento lejos de la diagonal de un operador.
5
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Overview and Main Results
The fact that certain singular objects can be better understood by studying noncommutative
algebras generalizing the natural functions over that object is a fruitful principle that constitutes
the main intuition of what is now known as noncommutative geometry. One of the singular objects
that admits a natural description in terms of noncommutative algebras is the dual of a group. Recall
that if G is abelian and locally compact we can define its dual group Gˆ = Hom(G,T) as the group
of continuous characters χ : G→ T = {z ∈ C : |z| = 1}. The Pontryagin duality theorems asserts
that G∧∧ = G. Of course, such relation fails when G is nonabelian3. Nevertheless, we can define
an algebra generalizing either L∞(Gˆ), is we want to study the noncommutative measure theory
of Gˆ or C0(Gˆ) is we want to study the noncommutative topology of Gˆ. Since our interests here
are more analytical than topological we shall center our study in the first algebra. Such algebra
will be denoted by LG and by construction it is just a completion of the group algebra C[G].
Over LG there is a positive and σ-additive map τ : LG+ → [0,∞], called the Plancherel weight,
playing the same role as the Haar integral over Gˆ. Given any such weight there is a well-developed
noncommutative integration theory that allow us to define the noncommutative Lp-spaces Lp(LG)
as completion of the operators x ∈ LG such that4
τ(|x|p) <∞.
The problem we will be concerned with in this Ph.D. thesis is determining the boundedness or
complete boundedness of Fourier multipliers Tm on Lp(LG). Recall that the Fourier multiplier of
symbol m ∈ L∞(G) is the (possibly unbounded) map extending the function g 7→ m(g) g defined
over C[G]. Pretty much like in the case of abelian groups there is no hope for a closed criterion
for the boundedness of Tm in terms of m, when p is outside the range p ∈ {1, 2,∞}, and all we
can fight for are either necessary of sufficient conditions. The completely bounded theory of such
multipliers in the case p =∞ was pioneered by Haagerup [Haa78] and Haagerup-Cowling [CH89]
in relation with weak amenability of groups and by Pisier [Pis95a] in relation to lacunary series.
The general Lp case has remained quite unexplored until very recently. Among the recent research
we highlight the works of Harcharras [Har99] in connection with Schur multipliers and of Lafforgue
and de la Salle [LdlS11], who studied the problem for its connection with approximation properties
of certain lattices in Γ ≤ SLr(F ). We also mention the works of Boz˙ejko and Fendler who used
an approach based in orthogonal polynomial transforms [BF06]. A recent breakthrough in the Lp
theory of multipliers appeared in [JMP14a]. During the time the research in this Ph.D. thesis have
been conducted Junge, Mei and Parcet have developed dimension-free bounds for Riesz transforms
[JMP14a], Parcet and Rogers have studied Hilbert transforms in certain extensions of Rn [PR16]
and Caspers, Parcet, Perrin and Ricard have obtained algebraic stability results parallels to those
of de Leuuw [CPPR15]. Besides those results, the area remains largely unexplored.
3for instance if G is simple, then Hom(G,T) = {e}
4This is not entirely correct. Indeed, the formula above only defines a norm when τ is a trace and the Plancherel
weight is tracial iff G is unimodular. In other cases the Lp spaces are defined either using spatial theory of von
Neumann algebras or through interpolation
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Smooth Fourier multipliers
Our first goal will be to obtain smooth Fourier multipliers theorems, i.e. results stating that if m
has a finite number of, suitable localized, derivatives, then Tm is completely bounded.
We find interesting such problems mainly for two reasons. The first is that —since the optimal
number of derivatives involved is, in the abelian case, a dimension-dependent quantity— general-
izing such results in the noncommutative setting requires a description of the dimension of LG,
seeing as a noncommutative metric space. Studying noncommutative metric spaces is a notably
difficult problem that have received much attention in the past, both from the C∗-algebra frame-
work, see the work of Rieffel [Rie04b, Rie02, Rie04a], and from the W ∗-algebra one, see the works
of Kuperberg and Weaver [KW12, Wea12]. Other motivation for studying the problem is that it
is often the case that natural conditions in terms of the noncommutative harmonic analysis of LG
can be translated into properties of G studied in geometric group theory, creating a connection
between two separate branches of mathematics.
The first result that we will like to generalize is the spectral Ho¨rmander-Miklin multiplier theorem.
Like most results in analysis, the theorem do not have an all-encompassing formulation, being true
in different settings that sometimes don not admit a common description. We are going to describe
here the main template that such result follows in the classical case. Let (X,µ) be a measure space
endowed with a Markovian semigroup St = e
−t A : L2(X) → L2(X). Such semigroup encodes a
natural metric dΓ, called the gradient metric, see [SC09] for precise definitions. Assume that
(i) A is a local operator (i.e. an operator preserving supports).
(ii) A satisfies some Sobolev-type inequality with dimension D.
(iii) (X,µ, dΓ) is a doubling metric measure space, i.e. µ(Bx(2 r)) ≤ C µ(Bx(r)).
Then, for every s > D/2, we have that∥∥m(A) : Lp(X)→ Lp(X)‖ .(p) sup
t≥0
‖m(t ·) η‖W∞,s(R+) for 1 < p <∞,
where η ∈ C∞c (R+) and W∞,s(R+) is the fractional Sobolev space given by ‖f‖W∞,s(R+) = ‖(1 +
A)s/2f‖∞.
The main example that the reader such keep in mind is that of a Riemannian manifold M with
A = −∆ being its Laplace-Beltrami operator. In that case dΓ is the usual distance and the Sobolev
inequalities generally impose certain geometrical restrictions on M . The schema of the proof goes
roughly as follows.
1. Use the locality of A and the Sobolev inequalities to get off-diagonal bounds, typically
Gaussian bounds, for the kernel kt(x, y) of the semigroup St.
2. Expressm(A) as a convex combination of elements of the form Sz, for 0 ≤ <{z}. Complex
analysis allows us to extend the Gaussian bounds from R+ to the complex half-plane.
3. Use the off-diagonal bounds of Sz to get off-diagonal bounds for the kernel m(A) implying
that m(A) is a Caldero´n-Zygund operator. Then we can use Caldero´n-Zygmund Theory
for doubling spaces.
The step 1 can be performed in several ways. For example in [Sik96, Sik04] finite speed of prop-
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agation is used to upgrade certain Sobolev inequalities, mainly ultracontractivity, to Gaussian
bounds. Other approaches using Mosser iteration can be found in [Cou93, DP89, Dav90]. We also
mention [SC02] for the implication using the more flexible scale invariant Sobolev inequalities in
conjunction with parabolic Harnack inequalities. As we have said before there are theorems in
different contexts that go along the lines sketched above, we mention [Chr91, HS] for nilpotent Lie
groups, [Ale01] and [Ale94] for Ho¨rmander-Mikhlin theorems in discrete groups and Lie groups of
polynomial growth and [Heb95] for the general case of metric-measure spaces.
If we want to generalize such theorem to the noncommutative setting we need a natural substitute of
Markovian semigroups. We will take all u.c.p and trace preserving semigroups of Fourier multipliers
λg 7→ e−t ψ(g) λg, see Section 1.6. As we will see such a semigroup of multipliers is Markovian iff
ψ : G → R+ is conditionally negative. It is clear that m(A) = Tm◦ψ. Formulating Sobolev
inequalities in this noncommutative context is relatively easy. The trouble is that neither Step 1
nor Step 3 above work in the noncommutative setting. In order to fix Step 1 we start imposing
Gaussian bounds to our semigroup. Even if, very recently, the first steps towards the formulation
of a noncommutative Caldero´n-Zygmund theory have been taken in [Par09, GPJP16, JMP14b],
such theory doesn’t have yet an scope large enough to cover our situation. To overcome such
difficulty we will use a principle of boundedness of Fourier multipliers by maximal functions. The
maximal function appearing will be comparable to the Hardy-Littlewood maximal function. In
the classical case the boundedness of such maximal operator follows from the doubling condition.
An analogue of that theorem does not seems to be true in the noncommutative setting. Therefore,
we have to impose it in our hypothesis. When the Gaussian bounds, the doubling condition and
the Hardy-Littlewood maximal inequality hold we will say that our space satisfies the standard
assumptions. For such spaces we manage to prove a Ho¨rmander-Mikhlin theorem with smoothness
controlled by D/2, where D is the dimension given by Sobolev inqualities. As an example we
recover a result along the lines of the main theorem in [JMP14a].
After a brief review of the different tools that we are going to employ in this document in Chapter
1, we expose the principle of boundedness by maximal operators in Chapter 2. As a quick applica-
tion, besides the Ho¨rmander-Miklin theorem, is a Marcinkiewicz type multiplier in polynomial Lie
Groups that we exposed Section 2.2. The Ho¨rmander-Mikhlin theorems are proved in Chapter 3.
Transference for crossed products
The main results of this block will be contained in Chapter 4. Let G be a group and θ : G →
Aut(M) be a normal action preserving the trace τ :M+ → [0,∞]. Then, it is well known that we
can lift the trace τ to a weight on the crossed product algebra M oθ G and that such weight is
tracial if the group is unimodular. Once we have such weight at our disposal it is natural to study
the Lp spaces over M oθ G and whether Fubini type properties hold in this case. Our goal here
will be to generalize earlier results of Neuwirth and Ricard [NR11] and Caspers and de la Salle
[CdlS15] yielding that for amenable groups the complete boundedness of the Herz-Schur multiplier
Mm : Sp(L2(G))→ Sp(L2(G)), given by
Mm([ag h]) = [m(g h
−1) ag h],
where Sp(L2G) = Lp(B(L2G),Tr) are the so-called Schatten classes, imply the complete bounded-
ness of the Fourier multiplier Tm : Lp(LG) → Lp(LG). The proof uses an asymptotic embedding
jp,α : Lp(LG)→ Sp(L2(G)) obtained from a Følner sequence and ultraproduct techniques to pass
to the limit. Here, we generalize such results from amenable groups to amenable actions and crossed
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products. Indeed, if θ is amenable, then we can construct a completely isometric embedding
Lp(Moθ G) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G))
intertwining Ido Tm with Id⊗Mm. Therefore, since it is well-known that ‖Mm‖cb ≤ ‖Tm‖cb we
get that
‖Ido Tm‖cb ≤ ‖Id⊗Mm‖cb ≤ ‖Tm‖cb.
One advantage that this method has is that, besides Fourier multipliers, it also allows us to
bound crossed product extensions of operators of the form S o Id, where S : Lp(M) → Lp(M)
is some completely bounded and θ-equivariant operator. Indeed, provided that the approximating
sequences associated to the amenable action satisfy a minor accretivity condition we get that
‖S o Id‖cb ≤ C 1p ‖S‖cb,
where the constant 1 ≤ C measures the accretivity. The first application of such result is the
crossed-product stability of maximal bounds over noncommutative Lp-spaces, which in turn implies
the stability of the standard hypothesis of Chapter 3 under crossed products. Observe that, since
our theorem does not require the group G to be amenable it opens the door for potential application
to more general exact groups that are discussed in Section 4.4.
W ∗-metrics and ideals in M⊗ehM
We have already spoken about the fact that in the classical theory the Gaussian bounds can be
obtained from Sobolev type inequalities, —in particular ultracontractivity— and either finite speed
of propagation or locality for the generator of the semigroup. The results that we summarize here
can be understood as a first step towards proving such correspondence in the noncommutative
setting. We study a notion of noncommutative metric in the von Neumann algebra language called
W ∗-metric, defined recently by Kuperberg and Weaver [Wea12, KW12], that seems particularly
well-suited for that end. The notion of W ∗ metric is built on top of that of quantum relations. A
quantum relation over M⊂ B(H) is a weak-∗ closed M′-bimodule V ⊂ B(H). The intuition here
comes from the abelian caseM = L∞(X). In such case, the operators T ∈ V in a L∞(X)-bimodule
can be represented as integral kernels supported is a measurable set R ⊂ X ×X. A W ∗-metric is
then a bundle of quantum relations V = (Vt)t≥0 satisfying properties analogous to the triangular
inequality, the symmetry and other defining properties for a metric.
Among other characterizations Weaver proved that, in the case of finite dimensionalM, quantum
relations are in one-to-one correspondence with projections on M⊗Mop. A similar result can be
proved in the case of infinite dimensional algebras M just by changing the spatial tensor product
by the extended Haagerup tensor M⊗ehM and projection by (weakly closed) left ideals. We
refer to [Smi91, BS92a] for details on the construction of the Haagerup tensor product. That
tensor product is isomorphic to the algebra of c.b. M′-bimodular operators through the map
Φ :M⊗ehM→ CBσM′M′(B(H)) given by extension of
Φx⊗y(T ) = xT y.
We obtain a bijection between quantum relations and weak-∗ closed left ideals of M⊗ehM. The
bijection is nothing but a double annihilator theorem between M′-bimodules and M′-bimodular
operators. In the case of a quantum relation R over LG that is invariant under the natural
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comultiplication of LG we can reduce the ideal to a left ideal inside MG, the algebra of finite Borel
measures. Observe that the passing from a tensor algebra LG ⊗eh LG to a algebra with a single
tensor component is just a way of representing the elimination of one variable, when we work with
invariant objects in G×G.
At the end of the chapter, in Section 5.5 we explain the connection with Gaussian bounds and how
such ideals can be used to describe off-diagonal restrictions of operators.
11
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Chapter 1
Prerequisites
We will briefly review, pointing out to the references in the literature when necessary, a few tools
and constructions that will be used recurrently throughout the text.
1.1 Operator spaces
Through this PhD thesis we are going to employ recurrently the language of operator spaces. We
consider it convenient to briefly review some of the basic results and definitions is this subsection,
pointing to the references when necessary. More information about operator spaces is now available
to the reader in several books like [Pis03, ER00] or the first chapter of [BM04]. An operator space
is just a closed linear subset E ⊂ B(H). Given two operator spaces E ⊂ B(H1) and F ⊂ B(H2) we
say that a linear map φ : E → F is completely bounded, or c.b. in short, iff the matrix amplifications
Id⊗φ : Mn[E] ⊂ B(`n2 ⊗2H1)→Mn[F ] ⊂ B(`n2 ⊗2H2) are uniformly bounded on n. We are going
to denote by CB(E,F ) the space of all completely bounded (or c.b.) operators. Such space is a
Banach space with norm given by
‖φ‖cb = sup
n≥1
{‖Id⊗ φ : Mn[E]→Mn[F ]‖}.
This quantity will be alternatively denoted by ‖u‖CB(E,F ) or ‖u : E → F‖cb. The category of
operator spaces is the collection of all operator spaces with c.b. maps as morphisms. There are
similar categories that can be defined. One of such is the category of operators systems, consisting
of all unital and self-adjoint operator spaces, i.e. operator spaces E ⊂ B(H) such that E∗ = E and
1 ∈ E. In such spaces we can define the self adjoint and positive parts E+ ⊂ Es.a. ⊂ E naturally as
the intersection of E with the positive (resp. self-adjoint) part of B(H) and it is trivial to see that
they are nontrivial. The morphisms of this category are the, so-called, completely positive maps.
A linear map φ : E → F is called completely positive (or c.p. in short) when IdMm⊗u is positivity
preserving for m ≥ 1. When a c.p. map φ : E → F is contractive (resp. unital) we will say it is a
c.c.p. (resp. u.c.p.) map. The Kadison-Schwartz inequality for a c.c.p. map u :M→M claims
that
u(x)∗u(x) ≤ u(x∗x) for all x ∈M.
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1.1.1 Intrinsic characterization
It was proved in Z-J. Ruan’s thesis [ER88] that there is an intrinsic characterization of operator
spaces as Banach spaces endowed with collections of matrix norms satisfying the, so called, Ruan’s
Axioms. Indeed, let E be a Banach space and {‖ · ‖Mn[E]}n, or simply {‖ · ‖n}n, be a collection of
norms over Mn(E) = Mn ⊗alg E. If they satisfy that
(R1) ‖αxβ‖n ≤ ‖α‖ ‖x‖n ‖β‖, for every x ∈Mn[E] and α, β ∈Mn(C),
(R2) For every x ∈Mn[E] and y ∈Mm[E] we have that∥∥∥∥(x 00 y
)∥∥∥∥
n+m
≤ max{‖x‖n, ‖y‖m},
then we will say that they satisfy the Ruan’s Axioms. It is trivial to verify that for any operator
space E ⊂ B(H) the matrix norms inherited by Mn[E] ⊂ B(`n2 ⊗2 H) satisfy (R1) and (R2)
Axioms. Reciprocally for any Banach spaces endowed with a collection of matrix norms {‖·‖n}n≥0
there is an isometric embedding ρ : E → B(H) whose induced matrix norms coincide with those on
the collection, see [BM04, Theorem 1.2.13]. Either an isometric injection ρ : E → B(H) or a family
of compatible matrix norm will be called an operator space structure, or o.s.s. in short. If needed,
we will denote by Eρ the operator space whose o.s.s. is given by ρ. The interest of this category is
that it lies in between Banach spaces and operator algebras. As we will see below it is, like Banach
spaces, flexible enough to be closed under natural constructions —like tensor products, duals,
complex interpolation, etc— but, like C∗-algebras, rigid enough to have factorization theorems.
Indeed, such factorization theorems precede the birth of operator spaces and appeared as early as
[Sti55]. We are going to use in the Chapter 5 the following factorization result due to Wittstock
[Wit81] that builds in earlier works of Haagerup and Paulsen.
Theorem 1.1.1 ([BM04, Theorem 1.2.8]). Let E ⊂ A ⊂ B(H) be an operator space and A
some C∗-algebra containing it. If φ : E → B(H1, H2) is c.b, then, there exists a Hilbert space L, a
∗-representation pi : A → B(L) and bounded operators S : L→ H1 and T : H2 → L, such that
φ(x) = S pi(x)T
for all x ∈ X. Moreover this can be done with ‖S‖ ‖T‖ = ‖φ‖cb.
1.1.2 A few constructions
Trivially any C∗ or von Neumann algebra has a natural o.s.s. give by any faithful, resp. normal
and faithful, ∗-homomorphism into B(H). But, there are much more examples, for instance if E is
any Banach space we can faithfully embed it inside C(Ball(E∗)), the space of continuous functions
over the unit ball of E∗ endowed with the weak-∗ topology. The induced o.s.s. is called the minimal
one and it is easy to see that ‖φ : F → Emin‖cb = ‖φ : F → E‖. Similarly the isometric embedding
E ↪→
⊕
m≥1
C(Ball(B(E,Mm));Mm),
induces the maximal operator space structure, Emax. Such o.s.s. satisfies the dual property
‖φ : Emax → F‖cb = ‖φ : Emax → F‖. We are also going to work with several o.s.s. over Hilbert
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spaces, two of them are the so called row and column o.s.s. given by the embeddings
r(ej) = e1 j
c(ej) = ej 1,
where {ej}j is a basis of `2 and {ei j}i,j is a set of matrix units for B(H).
Recall also that if CB(E,F ) is the space of all completely bounded maps, we may give a natural
o.s.s. to such space by isometrically identifying Mn[CB(E,F )] with CB(E,Mn[F ]), verifying that
such matrix norms satisfy (R1) and (R2) and applying Ruan’s theorem. Since the o.s.s. of C is
trivially minimal, we have that E∗ = B(E,C) = CB(E,C) and so the dual of an operator space
carries a natural o.s.s. The same can be said about quotients. Analogously we can define complex
interpolation of operator spaces. Indeed, if we assume that (X0, X1) is a compatible pair of Banach
spaces then, (Mn[X0],Mn[X1]) is also a compatible pair and
Mn
[
[X0, X1]θ
]
=
[
Mn[X0],Mn[X1]
]
θ
,
see [BL12] for more on interpolation and [Pis03, pp. 112] for the precise definitions in the context
of operator spaces.
Operator spaces also admit a theory of tensor products analogous to that of Banach spaces, see
[Rya13]. In particular there are infinitely many well-behaved tensor products and among them
the smallest is the projective tensor product, that we will denote by ⊗̂ , and the largest one is the
injective or minimal tensor product, denoted by ⊗min. It is worth recalling that such products do
not coincide in general with the Banach space projective or injective tensor products. In contrast
with what happens in the category of Banach spaces, the category of operator spaces has a tensor
product which is simultaneously injective and projective, the Haagerup tensor product that will be
treated more extensively in Chapter 5.
1.2 Noncommutative Lp-spaces
Part of von Neumann algebra theory has evolved as the noncommutative form of measure theory
and integration. A von Neumann algebra M [KR97, Tak79, Tak03], is a unital weak-operator
closed C∗-subalgebra of B(H), the algebra of bounded linear operators on a Hilbert space H. We
will write 1M, or simply 1, for the unit. The positive cone M+ is the set of positive operators in
M and a trace τ :M+ → [0,∞] is a linear map satisfying τ(x∗x) = τ(xx∗). Such map is said to
be:
1. normal iff for every increasing net of projections (pα)α ⊂M+, supα τ(pα) = τ(supα pα),
2. semifinite iff for x ∈M+ \ {0} there exists 0 < x′ ≤ x with τ(x′) <∞,
3. σ-finite iff there is a numerable family of projections {pj}j s.t. τ(pj) < ∞ and 1 =∑∞
j=0 pj ,
4. faithful iff for every x ∈M+, τ(x) = 0 implies that x = 0.
When a trace is normal, semifinite and faithful we will say it is a n.s.f. trace. The trace τ plays
the role of the integral in the classical case. A von Neumann algebra M is semifinite when it
admits a normal semifinite faithful trace τ . Any x ∈M is a linear combination x1−x2 + ix3− ix4
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of four positive operators. Thus, τ extends as an unbounded operator to nonpositive elements
and the tracial property takes the familiar form τ(xy) = τ(yx). The pairs (M, τ) composed by a
von Neumann algebra and a n.s.f. trace will be called noncommutative measure spaces. Note that
commutative von Neumann algebras correspond to classical measurable spaces.
By the GNS construction, the noncommutative analogue of measurable sets (characteristic func-
tions) are orthogonal projections. Given x ∈ M+, its support is the least projection q in M
such that qx = x = xq and is denoted by supp[x]. Let S+M be the set of all x ∈ M+ such that
τ(supp[x]) <∞ and set SM to be the linear span of S+M. If we write |x| =
√
x∗x, we can use the
spectral measure dE of |x| to observe that for every x ∈ SM
|x|p =
∫
R+
sp dE(s) ∈ S+M ⇒ τ(|x|p) <∞.
If we set ‖x‖p = τ(|x|p) 1p , we obtain a norm in SM for 1 ≤ p < ∞. By the strong density
of SM in M, the noncommutative Lp space Lp(M) is the corresponding completion for p < ∞
and L∞(M) = M. Many basic properties of classical Lp spaces like duality, real and complex
interpolation, Ho¨lder inequalities, etc hold in this setting. Elements of Lp(M) can be described
as measurable operators affiliated to (M, τ), we refer to Pisier/Xu’s survey [PX03] for more in-
formation and historical references. Note that classical Lp spaces Lp(Ω, µ) are denoted in this
terminology as Lp(M) where M is the commutative von Neumann algebra L∞(Ω, µ).
Now, we proceed to describe the natural o.s.s. of Lp(M). Given an operator space E, its opposite
Eop is the operator space which comes equipped with the operator space structure determined by
the o.s.s. of E as follows
∥∥∥ m∑
j,k=1
ajk ⊗ ejk
∥∥∥
Mm(Eop)
=
∥∥∥ m∑
j,k=1
akj ⊗ ejk
∥∥∥
Mm(E)
,
where ejk stand for the matrix units in Mm. Alternatively, if E ⊂ B(H), then Eop = E> ⊂ B(H),
where > is the transpose. The op construction plays a role in the construction of a “natural”
o.s.s. for noncommutative Lp spaces. If M is a von Neumann algebra we will denote by Mop its
opposite algebra, the original algebra with the multiplication reversed. It is a well-known result
that Mop and M need not be isomorphic [Con75]. Of course the natural o.s.s. of Mop coincide
with the opossite o.o.s. of M. For every operator space E the natural inclusion j : E → E∗∗ is a
complete isometry. This allows us to build an operator space structure in the predual M∗ as the
only operator space structure that makes the inclusion j :M∗ →M∗ completely isometric. The
operator space structure of Lp(M) is given by operator space complex interpolation between the
following two endpoints
L1(M) = Mop∗
L∞(M) = M.
In particular, it turns out that Lp(M)∗ ' Lp′(Mop) is a complete isometry for 1 ≤ p < ∞, see
[Pis03, pp. 120-121] for further details. Such spaces generalize the classical Lp-spaces Lp(X,µ)
when M = L∞(X) and there are isomorphic identifications of L∞(M) with M, of L2(M) with
the GNS construction of τ and of L1(M) with the predual M∗.
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1.3 Group von Neumann algebras
Let G be a locally compact and Hausdorff (LCH in short) group. It is well known that LCH groups
admit unique left or right invariant measures and that both coincide if the group is unimodular.
We denote by µ the Haar measure and by Lp(G) = Lp(G,µ) the Lp spaces of functions associated
with that measure. From this point onward we will assume G to be second-countable, i.e. to
have a numerable base for the topology. Let λ : G → U(L2G) be the left regular representation.
It is easy to check that such representation is SOT-continuous. Given a SOT-continuous unitary
representation pi we will denote by pi(f) the linear extension of pi to f ∈ L1(G), i.e:
λ(f) =
∫
G
f(g)λg dµ(g),
and by pi(µ) the extension to any finite Radon measure ν ∈M(G), defined similarly. The (reduced)
group C∗ algebra and group von Neumann of G are given by
C∗λG = {λ(f) ∈ B(L2G) : f ∈ L1(G)}‖·‖B(L2G)
LG = (C∗λG)′′.
The intuition on LG or C∗λG is that, whenever G is an abelian LCH group, C∗λG is an abelian C∗-
algebra ∗-isomorphic, by Gel‘fand’s theorem, to the C∗-algebra of continuous functions vanishing
at infinity over the dual group Gˆ, see [Fol95] or [Rud90]. Therefore, LG can be regarded as a
noncommutative generalization of the algebra of essentially bounded functions over the dual.
There is a distinguished normal faithful weight τ : LG+ → R+ such that λ : L1(G)∩L2(G)→ LG
extends to an isometry from L2(G) to L2(LG, τ), the GNS construction associated to τ . Such
weight is unique and it is called the Plancherel weight, see [Ped79, Chapter 7]. When the function
f belongs to the dense class Cc(G) ∗ Cc(G) we have
τ(λ(f)) = f(e).
The Placherel weight is tracial if and only if G is unimodular. In this case it is called the Placherel
trace. From now on we will focus on unimodular groups. We will often work with the spaces
Lp(LG, τ) although the dependency on τ will be dropped in our terminology.
LG has a natural comultiplication given by linear extension of δ(λg) = λg⊗λg which extends to a ∗-
homomorphism δ : C∗λG→ C∗λG⊗minC∗λG. There is a unique normal extension δ : LG→ LG⊗LG.
This is a consequence of the fact that if δ is normal then δ∗ : LG∗ ⊗̂ LG∗ → LG∗. Here ⊗min and
⊗̂ represent respectively the minimal and projective o.s. tensor products [Pis03] and ⊗ denotes
the weak operator closure of the algebraic tensor product. Identifying L(G×G)∗ with LG∗ ⊗̂ LG∗
we have
δ∗
(∫
G×G
f(g1, g2)λ(g1,g2) dµ(g1)dµ(g2)
)
=
∫
G
f(g, g)λg dµ(g),
for every f ∈ Cc(G × G) ∗ Cc(G × G). The boundedness of δ∗ is then a consequence of the Herz
restriction theorem [Her72]. It is interesting to note that the Plancherel weight can be characterized
as the unique normal, nontrivial and δ-invariant weight, where δ-invariant means that
(τ ⊗ Id) δx = τ(x) 1.
Analogously, Fourier multipliers are characterized as δ-equivariant maps
δ T = (T ⊗ Id) δ = (Id⊗ T ) δ.
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We will denote by σ : LG→ LG the anti-automorphism given by linear extension of σ(λg) = λg−1 .
The quantized convolution of two elements x, y affiliated to LG is defined by
x ? y = (τ ⊗ Id){δx (σy ⊗ 1)}.
Observe that given m ∈ L∞(G), the corresponding Fourier multiplier has the form
Tm(x) = λ(m) ? x = (τ ⊗ Id)
{
δλ(m) (σx⊗ 1)}.
1.4 Vector-valued Lp-spaces
We will denote by Sp the Schatten p-class given by Sp = Lp(B(`2),Tr) with Tr the standard trace
in B(`2). Similarly, Smp stands for the same space over m ×m matrices. Vector-valued forms of
these spaces can be defined as long as we define an o.s.s. over the space where we take values.
Given an operator space E, we may define the E-valued Schatten classes Smp [E] as the operator
spaces given by interpolation
Smp [E] :=
[
Sm∞[E], S
m
1 [E]
]
1
p
:=
[
Sm∞ ⊗min E,Sm1 ⊗̂E
]
1
p
.
These classes provide a useful characterization of complete boundedness.
Lemma 1.4.1 ([Pis98, Lemma 1.7]). For every completely bounded φ : E → F we have that
‖φ‖CB(E,F ) = sup
m≥1
{∥∥IdMm ⊗ φ : Smp [E]→ Smp [F ]∥∥},
for 1 ≤ p ≤ ∞.
For a general hyperfinite von Neumann algebra M the construction of Lp(M;E) is carried out
by direct limits of E-valued Schatten classes. We refer to Pisier’s book [Pis98] for more on
vector-valued noncommutative Lp spaces. The space Lp(M;E) for nonhyperfinite M cannot
be constructed without losing fundamental properties like projectivity/injectivity of the functor
E 7→ Lp(M;E). Fortunately, this drawback is solvable for the vector-valued Lp space we shall be
working with.
1.5 Hilbert-valued Lp-spaces
For certain operator spaces whose underlying Banach space is a Hilbert space we can define vector-
valued noncommutative Lp spaces for general von Neumann algebras. Indeed, let H be a Hilbert
space and and Peξ = 〈e, ξ〉e for some e ∈ H of unit norm. We define the following two Hilbert-
valued forms of Lp(M)
Lp(M;Hc) = Lp(M⊗B(H))(1M ⊗ Pe),
Lp(M;Hr) = (1M ⊗ Pe)Lp(M⊗B(H)),
called the Lp spaces with H-column (resp. H-row) values. Their o.s.s. are the ones inherited
from Lp(M⊗B(H)). If H = `n2 , then we can identify Lp(B(H)⊗M) with Lp(M)-valued n × n
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matrices. Under that identification Lp(M;Hc) (resp. Lp(M;Hr)) corresponds to the matrices
with zero entries outside the first column (resp. row) and we have that∥∥∥ n∑
j=1
xj ⊗ ej1
∥∥∥
Lp(M⊗B(`n2 ))
=
∥∥∥( n∑
j=1
x∗jxj
) 1
2
∥∥∥
Lp(M)
,
∥∥∥ n∑
j=1
xj ⊗ e1j
∥∥∥
Lp(M⊗B(`n2 ))
=
∥∥∥( n∑
j=1
xjx
∗
j
) 1
2
∥∥∥
Lp(M)
.
The same formulas hold after replacing the finite sums by infinite ones of even by integrals. For
every 1 ≤ p ≤ ∞ we can embed H isometrically in Sp by sending cp(ej) = e1 j or rp(ej) = ej 1,
where {ej} is an orthonormal basis of H. Such maps are called the p-column/p-row embedings.
These isometries endow H with several o.s. structures. Observe that, as an o.s, Lp(M;Hc)
(resp. Lp(M;Hr)) coincides with Pisier’s vector-valued Lp-space Lp(M;Hcp) (resp. Lp(M;Hrp))
for M hyperfinite. For 1 ≤ p < ∞ the duals are given by Lp(M;Hc)∗ = Lp′(Mop;Hc) and
Lp(M;Hc)∗ = Lp′(Mop, Hc). The duality pairing can be expres as〈∑
j
xj ⊗ ej ,
∑
k
yk ⊗ ek
〉
=
∑
j
τ(x∗jyj).
The spaces Lp(M;Hr) and Lp(M;Hc) form complex interpolation scales for p ≥ 1
[L∞(M;Hr), Lp(M;Hr)]θ = L pθ (M;Hr),
[L∞(M;Hc), Lp(M;Hc)]θ = L pθ (M;Hc).
In order to treat square functions and Hardy spaces we will need to control sums and intersections
of these Hilbert valued noncommutative Lp spaces. The algebraic tensor product Lp(M) ⊗ H
embeds in Lp(M⊗B(H)) by Id ⊗ r and Id ⊗ c. Taking direct sums we obtain an embedding in
X = Lp(M⊗B(H))⊕Lp(M⊗B(H)). The space Lp(M;Hr∩c) is defined as the norm closure (or
weak-∗ closure if p =∞) of Lp(M)⊗H inside X. Such space comes equipped with the norm given
by
‖x‖Lp(M;Hr∩c) = max
{
‖x‖Lp(M;Hr), ‖x‖Lp(M;Hc)
}
.
The embedding also gives Lp(M;Hr∩c) an o.s.s. We will denote the dual spaces by Lp(M;Hr+c) =
Lp′(Mop;Hr∩c)∗ for 1 < p ≤ ∞. The space L1(M;Hr+c) is defined as the subset of weak-∗
continuous functionals in L∞(Mop;Hr∩c)∗. The sum notation comes from the fact that
‖x‖Lp(M;Hr+c) = inf
{
‖y‖Lp(M;Hr) + ‖z‖Lp(M;Hc) : x = y + z
}
.
We will denote by Lp(M;Hrc) the spaces given by
Lp(M;Hrc) =
{
Lp(M;Hr+c) when 1 ≤ p < 2
Lp(M;Hr∩c) when 2 ≤ p ≤ ∞.
The spaces Lp(M;Hrc) are crucial for the noncommutative Khintchine inequalities [LP86, LPP91],
the noncommutative Burkholder-Gundy inequalities [JX03], noncommutative Littlewood-Paley es-
timates [JLMX06] and other related results.
1.6 Markovian semigroups
Recall some definitions. A semigroup S = (St)t≥0 over a Banach space X is a family of operators
St : X → X such that S0 = Id and StSs = St+s. Let (M, τ) be a noncommutative measure space,
we will say that a semigroup S over M is Markovian iff:
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Definition 1.6.1. A semigroup (St)t≥0 of normal operators St :M→M is said to be Markovian
iff
(i) Each St is unital and completely positive.
(ii) The semigroup is symmetric, i.e. τ((Stx)
∗ y) = τ(x∗ Sty).
(iii) The map t 7→ St is pointwise weak-∗ continuous.
Observe that as a consequence of St being unital and (ii) we get that τ ◦ St = τ .
S is submarkovian if each St is a c.c.p. map satisfying τ ◦St ≤ τ . Sometimes these semigroups are
called symmetric and Markovian, where symmetric is synonym with self-adjoint. All the semigroups
in this paper will be symmetric, so we will drop the adjective. Using the first two properties it
is easy to see that St extends to a c.c.p. map on L1(M). By the Riesz-Thorin theorem St is a
complete contraction over Lp(M) for 1 ≤ p ≤ ∞. The third property implies that t 7→ St is SOT
continuous in L1(M). By interpolation we obtain that t 7→ St is SOT-continuous on Lp(M) for
1 ≤ p <∞. For every 1 ≤ p <∞ there is a densely defined and closable operator A whose closed
domain is given by
domp(A) =
{
x ∈ Lp(M) : ∃ lim
t→0+
x− Stx
t
in the norm topology
}
.
When p = 2 we have that St = e
−tA and St[Lp(M)] ⊂ domp(A) for 1 ≤ p <∞. In the case p =∞
we have that A is densely defined and closable with respect to the weak-∗ topology with domain
given by those x ∈M such that limt→0+(x− Stx)/t exists in the weak-∗ topology. We will call A
the infinitesimal generator of S.
We are interested in those (sub)markovian semigroups overM = LG which are of convolution type.
In other words, each St is a Fourier multiplier. It can be proved that St is of the for St = Te−tψ
for some function ψ. Let us recall a characterization of these functions. First, some definitions. A
continuous function ψ : G → C is said to be conditionally negative (or c.n. in short) iff ψ(e) = 0
and for every finite subset {g1, ..., gm} ⊂ G and vector (v1, .., vm) ∈ Cm we have
m∑
i=1
vi = 0 ⇒
m∑
i,j=1
v¯iψ(g
−1
i gj)vj ≤ 0.
When ψ : G → R+ is symmetric (ψ(g) = ψ(g−1)) and c.n. we will say that ψ is a conditionally
negative length. Let H be a real Hilbert space. Given an orthogonal representation α : G→ O(H)
we say that a continuous map b : G → H is a 1-cocycle (with respect to α) iff it satisfies the
1-cocycle law
b(gh) = α(g)b(h) + b(g).
The following characterization is proved in [BdlHV08, Appendix C] or [CCJ+01, Chapter 1].
Theorem 1.6.1. Let S = (St)t≥1 be a semigroup of convolution type over the group algebra LG.
Then, the following statements are equivalent:
(i) S is a Markovian semigroup.
(ii) There is a c.n. length ψ : G→ R+ such that St = Te−tψ .
(iii) There is a real Hilbert space H, an orthogonal representation α : G → O(H) and a
1-cocycle b : G→ H, such that ψ(g) = ‖b(g)‖2H and St = Te−tψ
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1.7 Bounds for Fourier multipliers
In general, determining the c.b. norm of a multiplier between general Lp spaces is a problem that
nobody expects to be solvable with a closed formula. Nevertheless, some cases do admit a closed
solution. For example, completely bounded Fourier multipliers acting on L1(LG) are classified,
when, G is amenable after the works of Fendler and Boz˙ejko, see [BF91]. Similar arguments holds
for normal and c.b. multipliers in LG.
Other case in which the c.b. Fourier multipliers can be classified is that of Tm : L2(LG) → LG.
Indeed, such multipliers are exactly those with an L2-symbol. The next theorem is probably
known to experts. Since we could not find it in the literature, we include it here for the sake of
completeness.
Theorem 1.7.1. If T denotes the map m 7→ Tm, then
(1) T : Lr2(G)→ CB(Lc2(LG),LG) is a complete isometry.
(2) T : Lc2(G)→ CB(Lr2(LG),LG) is a complete isometry.
The image of T is the set of multipliers Tm : L
†
2(LG) cb−→ LG for † ∈ {c, r} resp.
Proof. Let V and W be operator spaces and pick x⊗y ∈ V ∗⊗W ∗. According to [Pis03, Theorem
4.1] the map Ix⊗y(w) = x〈y, w〉 extends linearly to an isomorphism I : (V ⊗̂W )∗ → CB(W,V ∗).
Using the pairying 〈 , 〉 : Lr2(LG) × Lc2(LG) → C given by 〈y, w〉 = τ(y σw) we obtain as a
consequence that
Iδz(w) = (Id⊗ τ)
(
δz (1⊗ σw)) = z ? w,
where δz denotes the comultiplication map acting on z. This yields∥∥Tm : L†2(LG)→ LG∥∥cb = ∥∥δλ(m)∥∥(LG∗⊗L†2(LG))∗
where † ∈ {r, c} is either the row or the column o.s.s. We now claim that the natural map
ι : L∞(LG;L†
op
2 (LG)) ↪→
(LG∗ ⊗̂L†2(LG))∗
is a complete isometry with †op = r for † = c and viceversa. This is all what is needed to complete
the argument since we have the following commutative diagram of complete isometries
L†2(G)
T //
λ

CB(L†op2 (LG),LG)
L†2(LG)
δ
''
(LG∗ ⊗̂L†
op
2 (LG))∗
I
OO
L∞(LG;L†2(LG))
( 
ι
55
.
Let us therefore justify our claim. According to [ER00]
(LG∗ ⊗̂L†2(LG))∗ = LG⊗F L†
op
2 (LG)
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where ⊗F stands for the Fubini tensor product of dual operator spaces. Bear in mind that if
V ∗ and W ∗ are dual operator spaces, there are weak-∗ continuous embeddings V ∗ ⊂ B(H1) and
W ∗ ⊂ B(H2) and we can define the weak-∗ spatial tensor product V ∗⊗W ∗ as
V ∗⊗W ∗ = (V ∗ ⊗W ∗)w∗ .
Such construction is representation independent and V ∗⊗W ∗ embeds completely isometricaly
in V ∗ ⊗F W ∗. Since the column and row embeddings of L2(LG) into B(L2(LG)) are weak-∗
continuous, L∞(LG;L†
op
2 (LG)) = LG⊗L†
op
2 (LG). This proves that ι is a complete isometry and
so is the map m 7→ Tm = Iιδλ(m).
Remark 1.7.2. Since Lr2(LG) and Lc2(LG) are isometric as Banach spaces, the norms for multi-
pliers in CB(Lr2(LG),LG) and CB(Lc2(LG),LG) coincide too, even if their matrix amplifications
do not. Indeed we obtain that
‖Tm‖CB(Lr2(LG),LG) = ‖m‖L2(G) = ‖Tm‖CB(Lc2(LG),LG).
For non-hyperfinite LG, the space of Fourier multipliers in CB(L2(LG),LG), may be difficult to
describe as an operator space. Nevertheless, as a consequence of the above identities, its underlying
Banach space is the Hilbert space L2(G).
1.8 Noncommutative Maximal inequalities
Maximal inequalities are a cornerstone in harmonic analysis. Unfortunately, the supremun of a
family of noncommuting operators is not well-defined, so that we do not have a proper noncommu-
tative analogue of maximal functions. Nevertheless, this difficulty can be overcome if all we want is
to bound is the maximal function in noncommutative Lp, as usually happens in harmonic analysis
for commutative spaces. In that case we exploit the fact that the p-norm of a maximal function can
always be written as a mixed Lp(L∞)-norm of the corresponding entries. This reduces the prob-
lem to construct the vector-valued spaces Lp(M;L∞(Ω)). This construction can be carried out
without requiring M to be hyperfinite, relaying in the commutativity of L∞(Ω). Lp(M;L∞(Ω))
is defined as the subspace of functions x ∈ L∞(Ω;Lp(M)) which admit a factorization of the form
xω = α yω β with α, β ∈ L2p(M) and y ∈ L∞(Ω;M). The norm in such space is then given by∥∥(xω)ω∈Ω∥∥Lp(M;L∞(Ω)) = inf {‖α‖2p( ess supω∈Ω ‖yω‖M
)
‖β‖2p : x = αyβ
}
.
When xω ≥ 0 the norm coincides with∥∥(xω)ω∈Ω∥∥Lp(M;L∞(Ω)) = inf {‖y‖Lp(M) : xω ≤ y for a.e. ω ∈ Ω}. (1.8.1)
Its operator space structure satisfies
Smp
[
Lp(M;L∞(Ω))
]
= Lp
(
Mm ⊗M;L∞(Ω)
)
.
It is standard to use the following notation for the noncommutative Lp(L∞)-norm∥∥∥ sup
ω∈Ω
+ xω
∥∥∥
Lp(M)
=
∥∥(xω)ω∈Ω∥∥Lp(M;L∞(Ω)),
where the sup is just a symbolic notation without an intrinsic meaning. In the proof of Theorem
3.2.1 we will use the fact that if (µω2)ω2∈Ω2 is a family of finite positive measures in Ω1 and
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(Rω1)ω1∈Ω1 is a family of positivity preserving operators, then the following bound holds for x ∈
Lp(M)+ ∥∥∥ sup+
ω2∈Ω2
{∫
Ω1
Rω1(x)dµω2(ω1)
}∥∥∥
p
≤
(
sup
ω2∈Ω2
‖µω2‖M(Ω)
)∥∥∥ sup+
ω1∈Ω1
Rω1(x)
∥∥∥
p
. (1.8.2)
WhenM is hyperfinite, this definition of Lp(M;L∞(Ω)) coincides with the corresponding vector-
valued space as defined by Pisier [Pis98]. This approach to handle maximal inequalities in von
Neumann algebras has been successfully used in [Jun02] to find noncommutative forms of Doob’s
maximal inequality for martingales and the maximal ergodic inequalities for Markov semigroups
[JX07]. The predual can be explicitly described as the L1-valued space Lp′(M;L1(Ω)). Indeed, let
Sp(Ω) be the Schatten class associated to the Hilbert space L2(Ω). Note that there is a hermitian
form q : L2 p(M)⊗ Sc2(Ω)× L2 p(M)⊗ Sc2(Ω)→ Lp(M)⊗ L1(Ω) given by
q(x⊗m, y ⊗ n) = x∗y ⊗ diag(m∗n),
where diag : S1(Ω)→ L1(Ω) is the restriction to the diagonal. Define
‖x‖Lp(M;L1(Ω)) = inf
{
‖a‖L2p(M;Sc2(Ω)) ‖b‖L2p(M;Sc2(Ω)) : q(a, b) = x
}
.
This space satisfies that Lp(M;L1(Ω))∗ = Lp′(Mop;L∞(Ω)) for 1 ≤ p <∞.
1.9 H∞-calculus
We now introduce the Hardy spaces associated with a submarkovian semigroup on (M, τ) as well
as the corresponding H∞-functional calculus. Both tools were introduced in the noncommutative
setting in [JLMX06]. If S is a submarkovian semigroup, the fixed point subspace Fp = {x ∈
Lp(M) : St(x) = x ∀ t ≥ 0} coincides with kerA ⊂ domp(A) and it is a subalgebra when p = ∞.
It is also easily seen to be a complemented subspace with projection given by Qp(x) = limt→∞ Stx
where the limit converges in the norm topology of Lp, for p < ∞ and in the weak-∗ topology
when p = ∞. We will denote by L◦p(M) = Lp(M)/Fp which is also a complemented subspace
with projection given by Pp = Id−Qp. Note that Lp(M) ' L◦p(M) ⊕p Fp. When St are Fourier
multipliers over M = LG with symbol e−tψ we define G0 = {g ∈ G : ψ(g) = 0}. In that case
Fp =
{
x ∈ Lp(M) : x = λ(ν) with supp(ν) ⊂ G0
}
and in a similar way we find that λ(ν) ∈ L◦p(M) if and only if suppν ⊂ G \G0.
For any given x ∈ M we define the function Tx : (0,∞) → Lp(M) given by t 7→ t ∂tStx. We can
see x 7→ Tx as a map from certain domain D ⊂ M into Lp(M;Hr), Lp(M;Hc) or Lp(M;Hrc),
where H = L2(R+, dt/t). The induced seminorms on D ⊂ M are called the row Hardy space,
column Hardy space or Hardy space seminorms. Observe that the map T has as kernel those
elements fixed by S. Quotient out the nullspace and taking the completion with respect to any of
those norms when p <∞ (resp. the weak-∗ topology for p =∞) gives the Hardy spaces Hrp(M;S),
Hcp(M;S) or Hp(M;S). We can represent such norms as follows
‖x‖Hcp(M;S) =
∥∥∥(∫
R+
(
t
d
dt
Stx
)∗(
t
d
dt
Stx
)dt
t
) 1
2
∥∥∥
Lp(M)
,
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‖x‖Hrp(M;S) =
∥∥∥(∫
R+
(
t
d
dt
Stx
)(
t
d
dt
Stx
)∗ dt
t
) 1
2
∥∥∥
Lp(M)
.
We will drop the dependency on the semigroup and write Hcp(M) whenever it can be under-
stood from the context. These spaces inherit their o.s.s. from that of Lp(M;Hr) or Lp(M;Hc).
Therefore we have the following identities
Snp [H
c
p(M;S)] = Hcp(M⊗B(`n2 );S ⊗ Id),
Snp [H
r
p(M;S)] = Hrp(M⊗B(`n2 );S ⊗ Id).
The duality is obtained from that of Lp(M;Hc) or Lp(M;Hr), resulting in the cb-isometries
Hrp(M;S)∗ = Hrp′(Mop;S) for 1 ≤ p < ∞. The same holds for the column case. Finally let us
recall that by [JLMX06, Chapters 7 and 10] we have that if 1 < p <∞ then
Hp(M;S) ' L◦p(M), (1.9.1)
with the equivalence as operator spaces depending on the constant p. The result fails for p = 1,∞
and H1(M;S) is smaller in general than L◦1(M). Observe that t∂tStx = η(tA)x where η(z) =
ze−z. Due to the results in [JLMX06] we can change η by other analytic functions in certain
class obtaining equivalent norms. We will say that a holomorphic function ρ defined over the
sector Σθ = {z ∈ C : | arg(z)| < θ} is in H∞(Σθ) iff it is bounded and we will say that it is in
H∞0 (Σθ) ⊂ H∞(Σθ) iff there is an s > 0 such that
|ρ(z)| . |z|
s
(1 + |z|)2s .
We will denote by H∞ or H∞0 the spaces
H∞ =
⋂
0<θ<pi/2
H∞(Σθ) and H∞0 =
⋂
0<θ<pi/2
H∞0 (Σθ).
If needed, we will equip these spaces with their natural inverse limit topologies. We have that for
any ρ ∈ H∞0 the following holds
‖x‖Hcp(M) ∼(p)
∥∥∥(∫
R+
(
ρ(tA)x
)∗
ρ(tA)x
dt
t
) 1
2
∥∥∥
Lp(M)
,
‖x‖Hrp(M) ∼(p)
∥∥∥(∫
R+
ρ(tA)x
(
ρ(tA)x
)∗ dt
t
) 1
2
∥∥∥
Lp(M)
.
(1.9.2)
The equivalence also holds after matrix amplifications. This type of identities also hold for wider
classes of unbounded operators A satisfying certain resolvent estimates, see [JLMX06] for further
details.
1.10 Sobolev Dimension
Let (M, τ) be a noncommutative measure space and consider a Markov semigroup S = (St)t≥0
defined on it. Given a positive function Φ : R+ → R+ and 1 ≤ p < q ≤ ∞, we say that S satisfies
the Rp,qΦ ultracontractivity property when∥∥St : Lp(M)→ Lq(M)∥∥ . 1
Φ(
√
t)
1
p− 1q
∀ t > 0. (Rp,qΦ )
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Similarly, S has the CBRp,qΦ property when the above estimate holds for the c.b. norm of St :
Lp(M) → Lq(M). These inequalities have been extensively studied for commutative measure
spaces [VSCC92, Chapter 1]. In the theory of Lie groups with an invariant Riemannian metric
(equipped with the heat semigroup generated by the invariant Laplacian) ultracontractivity holds
for the function Φ(t) = µ(Bt(e)) which assigns the volume of a ball for a given radius. Influenced
by that, we will interpret the above-defined properties as a way of describing the “growth of the
balls” in the noncommutative geometry determined by S = (St)t≥0. For that reason, we will
work with doubling functions Φ. Doubling functions are increasing functions Φ : R+ → R+ with
Φ(0) = 0 and satisfying
sup
t>0
{
Φ(2t)
Φ(t)
}
< ∞.
The doubling condition for Φ is a natural requirement since metric measure spaces (Ω, µ, d) with
Φx(t) = µ(Bx(t)) uniformly doubling in x constitute an adequate setting for performing harmonic
analysis in commutative measure spaces. Given a Markov semigroup S = (St)t≥0 over a noncom-
mutative measure space (M, τ), let us recall the following:
i) If S satisfies Rp0,q0Φ , it satisfies Rp,qΦ for 1 ≤ p0 ≤ p < q ≤ q0 ≤ ∞.
ii) If Φ is doubling and S satisfies Rp0,q0Φ for some 1 ≤ p0 < q0 ≤ ∞, then it satisfies Rp,qΦ
for 1 ≤ p ≤ q ≤ ∞
The same holds for the CBRp0,q0Φ ultracontractivity property. The proof follows the same lines
than [VSCC92, Theorem II.1.3]. In the noncommutative setting a similar result is stated in [JM10,
Lemma 1.1.2 ] for Φ(t) = tD. As a consequence, all the ultracontractivity properties Rp,qΦ are
equivalent for doubling Φ. We shall denote them simply by RΦ and similarly CBRΦ. As a corollary,
we obtain that ifM is an abelian von Neumann algebra CBRp,qΦ and Rp,qΦ are equivalent for doubling
Φ since Rp,qΦ is equivalent to R
p,∞
Φ and any bounded map into an abelian C
∗-algebra is completely
bounded. For any doubling function Φ we may define its doubling dimension DΦ as
DΦ = log2 sup
t>0
{
Φ(2t)
Φ(t)
}
.
It is quite simple to show that any doubling Φ : R+ → R+ admits upper/lower polynomial bounds
for large/small values of t > 0. More precisely, we have the bounds
Φ(t) .(DΦ) tDΦ Φ(1) when t > 1,
Φ(t) &(DΦ) tDΦ Φ(1) when t ≤ 1.
(1.10.1)
Of course, the converse of this assertion is false. Whenever a Markovian semigroup S satisfies RΦ
(resp. CBRΦ) for doubling Φ we will call DΦ the Sobolev dimension (resp. c.b. Sobolev dimension)
of (M, τ) with respect to S. The reason for this name is based on the well-known relation between
ultracontractivity estimates for a Markov semigroup and Sobolev embedding estimates for its
infinitesimal generator. One of the first contributions to that relation is in the work of Varopoulos,
who proved in [Var85b] that when Φ(t) = tD the property RΦ is equivalent to a whole range of
Sobolev type estimates for the infinitesimal generator of the semigroup. See also [VSCC92] for
more on that topic. Whenever Φ(t) = tD we will denote the ultracontractivity properties by RD
or CBRD. By adding a zero, like RΦ(0), we will mean that the inequality R
p,q
Φ is satisfied for
t ≤ 1. This notation is borrowed from [VSCC92, II.5]. Recall that if S satisfies RΦ (resp. CBRΦ)
for some doubling function Φ then, by the polynomial bounds in (1.10.1), we have RDΦ(0) (resp.
CBRDΦ(0)).
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We also recall that, as a consequence of the classification of c.b. multipliers Tm : L2(LG) → LG,
the condition CBR2,∞Φ is quite restrictive. Indeed, it implies, not just the Haagerup property, but
amenability of LG.
Remark 1.10.1. As a consequence of the above, if G is a group and S = (Te−t ψ )t≥0 is a semigroup
of Fourier multipliers satisfying CBR2,∞Φ for any function Φ, then G is amenable. To see it just
notice that e−tψ ∈ L2(G) and so e−2tψ ∈ L1(G) for all t > 0. But a group is amenable iff there is
a sequence of integrable positive type functions converging to 1 uniformly in compacts.
Our characterization of co-polynomial growth in Chapter 2 requires the following equivalence for
Sobolev-type inequalities in term of the ultracontractivity properties Rp,qΦ . We did not find the
proposition below in the literature, but it could be well-known to experts. We include a sketch of
the proof.
Proposition 1.10.2. Let S be a submarkovian semigroup acting on a noncommutative mea-
sure space (M, τ). Let A denote its infinitesimal generator. Then, the following properties are
equivalent :
i) For every ε > 0, S satisfies the RD+ε(0) property.
ii) For every ε > 0, we have that
‖(1 +A)−D/4−ε : L2(M)→M‖ .(ε) 1.
Similarly, S ∈ CBRD+ε(0) for all ε > 0 iff (1 +A)−s : L2(M) cb−→M for all ε > 0.
Proof. The implication i) ⇒ ii) follows from the identity
(1 +A)−s(x) =
1
Γ(s)
(∫
R+
tse−tSt(x)
dt
t
)
.
The integral in [0, 1] may be estimated applying the RD(0) property, whereas the integral for t > 1
is easily estimated using the semigroup law. This gives the desired implication. For the converse,
we now take s = D/4 + ε and use that ‖f(A)‖B(L2) ≤ ‖f‖∞∥∥St : L2(M)→M∥∥ = ∥∥(1 +A)− s2 (1 +A) s2 St∥∥B(L2(M),M)
≤ ∥∥(1 +A)− s2 ∥∥B(L2(M),M) ∥∥(1 +A) s2 St∥∥B(L2) .(ε,s) (s2)( s2 ) e− s2 ett s2 .
Remark 1.10.3. Observe that if RD(0) is satisfied then ii) also holds. Nevertheless the converse
is not true since the norm ‖St : L1(M) → M‖ could be comparable to, say, tD(1 + log(t)) for
0 ≤ t ≤ 1. The original result proved by Varopoulos [Var85b] established a equivalence between
RD(0) and the bounds
(1 +A)−s : Lp(M)→ L pn
n−sp
(M)
for every 0 ≤ s < n/p. When s > n/p the image space of Lp(M) is certainly much smaller than
L∞(M), for example in Rn with the usual Laplacian the image space lies inside spaces of Ho¨lder
functions. Therefore, by describing the behavior of (1 +A)−s in L∞(M) we lose information and
we can no longer recover RD(0).
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We will denote by W p,sA (M), or simply W p,s(M) when the semigroup St = e−tA can be understood
from the context, the closed domain in Lp(M) of the unbounded operator (1 + A)s/2, with norm
given by
‖x‖Wp,sA =
∥∥(1 +A)s/2f∥∥
p
.
These are called the fractional Sobolev spaces associated with S. They satisfy the natural interpo-
lation identities. Namely, if we set 1/p3 = (1− θ)/p1 + θ/p2 we get[
W p1,sA (M),W p2,sA (M)
]
θ
' W p3,sA (M),[
W p,s1A (M),W p,s2A (M)
]
θ
' W p,s1θ+s2(1−θ)A (M),
Point ii) in Proposition 1.10.2 may be rephrased as W 2,sA (M) ⊂M for every s > D/2.
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Chapter 2
Maximal Bounds and Multipliers
In this section we are going to prove a principle of boundedness of noncommutative Fourier multi-
pliers by noncommutative maximal operators. That principle will be used later on in the current
chapter, see Section 2.2, to obtain nonradial multipliers analogous to the Marcinkiewicz multiplier
Theorem, see [Duo01].
Let us first put in context our maximal estimates for Fourier multipliers. Given a symbol m :
Rn → C with corresponding Fourier multiplier Tm, there is a long tradition in identifying maximal
operatorsM which satisfy the weighted L2-norm inequality below for all admissible input functions
f and weights w ∫
Rn
|Tmf |2w .
∫
Rn
|f |2Mw. (2.0.1)
Such results go back at least to the work of Co´rdoba and Fefferman in the 70’s. This general
principle has deep connections with Bochner-Riesz multipliers and also with Ap weight theory.
The Introduction of [Ben14] gives a very nice historical summary and new results in this direction.
The main purpose of this estimate is that elementary duality arguments yield for p > 2 that∥∥Tm : Lp(Rn)→ Lp(Rn)∥∥ . ∥∥M : L(p/2)′(Rn)→ L(p/2)′(Rn)∥∥ 12 .
We extend such principle to the noncommutative case. Such enterprise requires the use of nontrivial
ingredients already reviewed in the prerequisites section —like the theory of noncommutative
maximal functions or the H∞-functional calculus and semigroup type Hardy spaces—.
As an easy application of such principle we are going to prove a robust multiplier result on poly-
nomial growth Lie groups, see Theorem 2.2.9. Indeed, if X = {X1, ..., Xr} ⊂ TeG is a system of
right invariant vector fields generating the whole Lie algebra we obtain that, for every s > D0/2,
with D0 being the local dimension of X, that
‖Tm‖CB(Lp(LG)) .(p) max
{
sup
t≥0
‖mη(t ψ)‖W 2,sX (G), supt≥0 ‖(m˜) η(t ψ)‖W 2,sX (G)
}
, ∀ 1 < p <∞,
where ‖f‖W 2,s(G) = ‖(1 + ∆X)s/2f‖2 is the Sobolev norm associated with the sublaplacian ∆X
associated with X and m˜(g) = m(g−1). In fact, such result is a particular case of a more general
theorem on unimodular, LCH groups endowed with Markovian processes whose generator satisfies
a dimensional conditions, see Theorem 2.2.8. The principle of boundedness by a maximal function
will by used one again the Chapter 3 to prove spectral Ho¨rmander-Mikhlin theorems.
The content of this Chapter corresponds roughly to the Sections 1 and 3 of [GPJP15]
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2.1 Maximal Bounds
Let us introduce the following notion of decomposition, that will be crucial in order to bound
multipliers by maximal functions.
Definition 2.1.1. Let (Bt)t>0 be a family of operators affiliated to LG. We say that (Bt)t≥0 has
an Lp-square-max decomposition when there is a decomposition Bt = ΣtMt such that
sup
t≥0
‖Σt‖2 < ∞,∥∥∥ sup
t>0
+σ|Mt|2 ? u
∥∥∥
p
.(p) ‖u‖p.
(SMp)
Similarly, (Bt)t≥0 has an Lp-max-square decomposition when Bt = Mt Σt with
sup
t≥0
‖Σt‖2 < ∞,∥∥∥ sup
t>0
+σ|M∗t |2 ? u
∥∥∥
p
.(p) ‖u‖p.
(MSp)
When we say that (Bt)t≥0 has a max-square (resp. square-max) decomposition we mean that it
has an Lp-max-square (resp. Lp-square-max) decomposition for every 1 < p <∞.
Theorem 2.1.1. Let G be a LCH group equipped with a conditionally negative length ψ : G→ R+.
Let S = (St)t≥0 be the convolution semigroup generated by ψ and pick any η ∈ H∞0 . If m : G→ C
is a bounded function satisfying that Bt = λ(mη(tψ)) has an L(p/2)′-square-max decomposition
Bt = ΣtMt for some 2 < p <∞, then Tm : Hcp(LG)→ Hcp(LG) and
‖Tm‖B(Hcp) .(p)
(
sup
t≥0
‖Σt‖2
)∥∥(Rct)t≥0 : L(p/2)′(LG)→ L(p/2)′(LG;L∞)∥∥ 12
where Rct(x) = σ|Mt|2 ? x. Similarly, when (Bt)t≥0 admits an L(p/2)′-max-square decomposition
Bt = Mt Σt for some 2 < p < ∞, we get Tm : Hrp(LG) → Hrp(LG) and the following estimate
holds
‖Tm‖B(Hrp) .(p)
(
sup
t≥0
‖Σt‖2
)∥∥(Rrt )t≥0 : L(p/2)′(LG)→ L(p/2)′(LG;L∞)∥∥ 12
where Rrt (x) = σ|M∗t |2 ? x. By duality, similar identities also hold for 1 < p < 2.
Corollary 2.1.2. If G, ψ, η and m are as above and Bt = λ(mη(tψ)) admits both a L(p/2)′-max-
square and a L(p/2)′-square-max decomposition, then it turns out that Tm : L
◦
p(LG) → L◦p(LG)
boundedly. Furthermore, if m ≡ c in G0 = {g ∈ G : ψ(g)} then Tm is a bounded map on Lp(LG).
Proof. (of Corollary 2.1.2.) The first assertion follows trivially from (1.9.1). For the second
we use that L◦p(LG) is a complemented subspace, and so, we have
‖Tmx‖p ≤ ‖PpTmx‖p + ‖QpTmx‖p
= ‖TmPpx‖L◦p(LG) + ‖Tm|G0Qpx‖p
.(p)
(
‖Tm‖B(L◦p(LG)) + c
)
‖x‖p
and the results follows.
30
2.1. Maximal Bounds
Proof. (of Theorem 2.1.1). Assume that Bt = λ(mη(t ψ)) has an L(p/2)′ -square-max decom-
position. Since ρ(z) = η(z)%(z) is an H∞0 function for every % ∈ H∞0 , we have the square function
estimates in (1.9.2). Using that Tm commutes with the spectral calculus of A, the generator of S,
we obtain
‖Tm(x)‖Hcp ∼(p)
∥∥(η(tA)%(tA)Tmx)t≥0∥∥Lp(LG;Lc2)
=
∥∥(η(tA)Tm%(tA)x)t≥0∥∥Lp(LG;Lc2)
=
∥∥(Tmt(xt))t≥0∥∥Lp(LG;Lc2),
where mt(g) = m(g) η(t ψ(g)) and xt = T%(tψ)x. Recall also that the L2-space involved is
L2 (R+, dt/t). Now we may express the term on the right hand side as follows∥∥(Tmt(xt))t≥0∥∥2Lp(LG;Lc2) = ∥∥∥
∫
R+
|Tmtxt|2
dt
t
∥∥∥
p
2
(2.1.1)
= τ
{
u
∫
R+
|Tmtxt|2
dt
t
}
=
∫
R+
τ
{
u|Tmtxt|2
}dt
t
,
where u ∈ L(p/2)′(LG)+ is the unique element realizing the Lp/2-norm, which exists by the weak-∗
compactness of the unit ball of L(p/2)′(LG). Now we have to estimate the term inside the integral.
Since u is positive, we may write u = w∗w for some w ∈ L2(p/2)′ and〈
u, |Tmt(xt)|2
〉
= τ{w |Tmt(xt)|2w∗}
= τ
{
w
∣∣(τ ⊗ Id)(δBt(σxt ⊗ 1))∣∣2︸ ︷︷ ︸
Lt
w∗
}
.
The map Lt 7→ wLtw∗ is order preserving, and so, any bound of Lt gives a bound of the term
above. By the complete positivity of the canonical trace we can apply Proposition 1.1 in [Lan95],
i.e.
〈x, y〉∗ 〈x, y〉 ≤ ‖〈x, x〉‖〈y, y〉
to the operator-valued inner product 〈x, y〉 = (τ ⊗ Id)(x∗y). This yields
Lt =
∣∣(τ ⊗ Id){δΣtδMt(σxt ⊗ 1)}∣∣2
≤ ∥∥(τ ⊗ Id){δ|Σt|2}∥∥LG (τ ⊗ Id){(σx∗t ⊗ 1)δM∗t δMt(σxt ⊗ 1)}
≤
(
sup
t>0
‖Σt‖22
)
(τ ⊗ Id){δ|Mt|2(σ(x∗txt)⊗ 1)}
=
(
sup
t>0
‖Σt‖22
) (|Mt|2 ? x∗txt).
We have used the δ-invariance of the trace in the second inequality and the definition of the
noncommutative convolution in the last identity. Now, substituting inside the trace and using the
identity for the adjoint of the noncommutative convolution operator gives〈
u, |Tmt(xt)|2
〉 ≤ K2 τ{u (|Mt|2 ? x∗txt)}
= K2 τ
{
(σ|Mt|2 ? u)x∗txt
}
,
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where K is the supremum of the L2 norm of Σt. This gives
‖Tm(x)‖2Hcp .(p) K
2
∫
R+
τ
{
(σ|Mt|2 ? u)x∗txt
}dt
t
≤ K2 inf
σ|Mt|2?u≤A
τ
{
A
∫
R+
x∗txt
dt
t
}
≤ K2 inf
σ|Mt|2?u≤A
‖A‖L(p/2)′
∥∥∥∫
R+
x∗txt
dt
t
∥∥∥
p/2
.(p) K2
∥∥(Rct)t≥0 : L(p/2)′ → L(p/2)′(L∞)∥∥ ‖x‖2Hcp ,
by using Fatou’s lemma in the second line and the definition of the Lp(LG;L∞) norm for positive
elements in the last inequality. Taking square roots gives the desired estimate. The calculations
for the row case are entirely analogous.
Remark 2.1.3. Throughout this paper we construct max-square and square-max decompositions
of Bt = λ(mη(t ψ)) by choosing an smoothing positive factor Mt with Mt = σMt = M
∗
t and
satisfying the appropriate maximal inequalities. Then we extract Mt from the left and from the
right of Bt as
Bt = (BtM
−1
t )Mt,
Bt = Mt (M
−1
t Bt).
If the family Σt = BtM
−1
t is uniformly bounded in L2 and Bt is self-adjoint, then, M
−1
t Bt is also
automatically uniformly in L2 by the traciality of τ . Most of the times it will be enough to check
one of the two decompositions.
Remark 2.1.4. The technique employed here gives complete bounds assuming that the maximal
inequalities are satisfied with complete bounds. In order to prove that assertion, let us express the
matrix extension (Tm ⊗ IdMn) as a matrix-valued multiplier whose symbol takes diagonal values.
Indeed
(Tm ⊗ IdMn)([xij ]) = (Id⊗ τ ⊗ IdMn)
{(
δλ(m)⊗ 1Mn
)︸ ︷︷ ︸
K
(
1⊗ [σxij ]
)}
,
where K is the corresponding kernel affiliated with LG⊗LG⊗C1Mn . Clearly, any square-max
decomposition Bt = ΣtMt of Bt = λ(mη(tψ)) yields a diagonal decomposition (δΣt⊗1Mn)(δMt⊗
1Mn) of Kt = δBt ⊗ 1Mn . On the other hand recall that Tm : Hcp → Hcp is c.b. iff Tm ⊗ IdMn :
Snp [H
c
p]→ Snp [Hcp] is uniformly bounded for n ≥ 1 and that Snp [Hcp(LG;S)] = Hcp(Mn⊗LG; Id⊗S).
That allows us to write the norm of Snp [H
c
p(LG;S)] as an Lp/2-norm like in (2.1.1). Then, using
[Lan95, Proposition 1.1] for 〈x, y〉 = (Id⊗ τ ⊗ IdMn)(x∗y) as in the proof of Theorem 2.1.1, gives
for 2 < p <∞
‖Tm‖CB(Hcp) .(p)
(
sup
t≥0
‖Σt‖2
)∥∥(Rct)t≥0 : L(p/2)′(LG)→ L(p/2)′(LG;L∞)∥∥ 12cb.
The row case is similar. The discussion of Corollary 2.1.2 generalizes to c.b. norms, and so,
by interpolation, the formula above holds for the CB(Lp(LG))-norm of Tm provided there are
simultaneously max-square and square-max inequalities.
2.2 Nonradial multipliers
In this section we will prove some smooth multiplier theorems applying the principle of bondedness
by a maximal function. In order to formulate a smooth multiplier theorem we need a way to
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measure smoothness in general LCH groups. For that end we will choose to use the generators of,
right and left translation invariant subarkovian semigroups over L∞(G). The theorem will require
a Sobolev-type inequality for such semigroups. Such inequality, after identifying the generator
over G with its multiplication symbol in LG will be equivalent to an asymptotic condition, that
we have called co-polynomial growth, that can be thought of as a noncommutative generalization
of polynomial growth. In subsection 2.2.2 we study the particular case of polynomial growth Lie
groups.
2.2.1 Polynomial co-growth
As we have seen, elements in the extended positive cone LG∧+ can be understood as quantized
metrics over LG. Indeed, whenG is abelian, any invariant distance over its dual group is determined
by the (positive unbounded) function d(e, χ) affiliated to L∞(Ĝ), since d(χ1, χ2) = d(e, χ−11 χ2).
It may seem natural to require X to satisfy properties analogous to the triangular inequality, the
faithfulness and the symmetry. Nevertheless, such assumptions will not be necessary here since we
will need just “asymptotic” properties of X. Indeed, one of our main families of examples will come
from the unbounded multiplication symbols of invariant Laplacians over G. In order to match the
classical case of Rn with the standard Laplacian, whose multiplication symbol is |ξ|2, we will use
the convention that X behaves like d(e, χ)2. That will explain the 1/2 exponent in some of the
formulas.
Definition 2.2.1. Given X ∈ LG∧+, we say that X has polynomial co-growth of order D iff
D = inf
{
r > 0 :
(
1 +X
)−r/2 ∈ L1(LG)} <∞.
The definition is motivated by the fact that if we are in an abelian group and X is the unbounded
positive function given by d(e, χ)2, where d is a translation invariant metric then, defining Φ(r) =
τ(χ[0,r2)(X)) = µ(Br(e)), we get∥∥(1 +X)−D/2−ε∥∥
1
=
∫
R+
1
(1 + r2)
D
2 +ε
dΦ(r)
=
(D
2
+ ε
)∫
R+
2 rΦ(r)
(1 + r2)
D
2 +1+ε
d r.
In particular the last expression is finite whenever µ(Br(e)) . rD.
Remark 2.2.1. In the proof of Theorem 2.2.8 we are only going to use that the convolution
operator u 7→ u ? (1 +X)−β is completely bounded on Lp(LG) for β > D. Any element in L1(LG)
induces such bounded operator. Indeed we could have defined a similar notion of polynomial
co-growth alternatively as
D = inf
{
r > 0 : (1 +X)−r/2 ∈ CB(L1(LG)) ∼= Mcb(AG)
}
<∞,
where (1 + X)−r/2 is identified with the operator x 7→ (1 + X)−r/2 ? x. Observe that, since
λ : AG→ L1(LG) is an isomorphism, CB(L1(LG)) is the more familiar algebra of c.b. multipliers
over AG, the Fourier-Stjelties algebra This condition is a priori weaker than co-polynomial growth.
We will stick to the original since it is a condition general enough to allow us to prove Theorem
2.2.8 and restrictive enough to be fully characterized.
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Now we are going to prove the existence of unbounded operators affiliated to LG behaving like
multiplication symbols for left or right invariant Laplacians. Recall that a submarkovian semigroup
S acting on L∞(G) is respectively called left/right invariant when St◦λg = λg◦St or St◦ρg = ρg◦St
accordingly.
Proposition 2.2.2. Let G be a LCH unimodular group and consider any submarkovian semigroup
S over L∞(G). Let A denote its positive generator. Then, the following properties hold:
i) If S is left invariant then there is a densely defined and closable unbounded positive
operator Â affiliated to LG such that, for all f ∈ dom(A) ⊂ L2(G)
λ(Af) = λ(f)Â.
ii) If S is right invariant then there is densely defined and closable unbounded positive op-
erator Â affiliated to LG such that, for all f ∈ dom(A) ⊂ L2(G)
λ(Af) = Âλ(f).
Proof. We start by proving ii). Notice that A : dom(A) ⊂ L2(G) → L2(G) is densely defined.
It is affiliated with LG iff for every unitary u ∈ LG′ = RG we have that uA = Au. Since
St is ρ invariant and we can approximate in the SOT topology every element in RG by linear
combinations of elements in (ρg)g∈G, we obtain that St commutes with any element x ∈ RG. A
function f ∈ L2(G) is in dom(A) when
lim
t→0+
Id− St
t
f
exists in L2(G) and we then have
lim
t→0+
∥∥∥Af − Id− St
t
f
∥∥∥
2
= 0.
This implies udom(A) ⊂ dom(A) for any U(RG). Multiplying by u we obtain
∥∥uAf −Auf∥∥
2
≤ lim
t→0+
∥∥∥uAf − Id− St
t
uf
∥∥∥
2
+ lim
t→0+
∥∥∥ Id− St
t
uf −Auf
∥∥∥
2
= 0
for every f ∈ dom(A). This proves that A is affiliated with RG. Notice that λ : L2(G)→ L2(LG)
unitarily. We will define Â = λAλ∗. By definition Â is an unbounded operator on L2(LG)
affiliated with (λRGλ∗)′ = λLGλ∗ which is also equal to the von Neumann algebra LG acting
by left multiplication in the GNS construction associated to its trace. The operator Â is densely
defined and closable since A is densely defined and closable. The identity of ii) follows by definition.
The construction for i) is somewhat analogous. We need two trivial observations:
1. The anti-automorphism σ : LG → LG extends to a unitary operator σ2 : L2(LG) →
L2(LG) since τ ◦ σ = τ . If pir : LGop → B(L2(LG)) and pi` : LG → B(L2(LG)) are the
right and left GNS representations, then σ2 ◦ pir(x) = pi`(σx) ◦ σ2.
2. The anti-automorphism σ extends to an automorphism of the extended positive cone
LG∧+. We are going to denote such extension again by σ.
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Notice that, since pi`[LG]′ = pir[LG], any element in x ∈ pi`[LG]′ can be expressed as pir(x′) for
some x′ ∈ LG. By point 1, the map that sends x to x′ is given, after identifying LG with its GNS
representation pi`[LG], by x′ = σ(σ2 xσ2). Let S be given by S = λAλ∗. Then S is affiliated with
(λLGλ∗)′ = pi`[LG]′. If we define Â as Â = σ(σ2 S σ2), where σ is the extension of point 2, we
obtain i).
Remark 2.2.3. Since G is unimodular, the unitary ι : L2(G)→ L2(G) given by f(g) 7→ f(g−1) is
an isometry that intertwines ρg and λg. We can characterize the pairs of self-adjoint left and right
invariant operators A1, A2 whose left and right multiplication symbols, Â1 and Â2 respectively,
coincide. By a trivial calculation those are the operators such that A1ι = ιA2. Indeed, using
that λ : L2(G) → L2(LG) satisfies λ ◦ ι = σ2 ◦ λ and that if A is the infinitesimal generator of a
submarkovian semigroup then A> = A, we obtain that
σ(λA1λ
∗) = σ2λA2λ∗σ2 = λιA2ιλ∗,
but the right hand side satisfies that σ(λA1λ
∗) = λA>1 λ
∗ = λA1λ∗.
Now we are going to characterize those semigroups whose infinitesimal generator has polynomial
co-growth. In order to prove the characterization we will need the following two lemmas. Recall
that the Fourier algebra AG is defined as those f : G → C such that λ(f) ∈ L1(LG) with
‖f‖AG = ‖λ(f)‖L1(LG). We will use below the straightforward inequalities for f ∈ AG
|τ(λ(f))| ≤ ‖f‖∞ ≤ τ(|λ(f)|). (2.2.1)
Indeed, both follow from the identity τ(λ∗gλ(f)) = f(g) which is valid for f ∈ AG.
Lemma 2.2.4. Let G be a LCH unimodular group and S a submarkovian semigroup of right, resp.
left, invariant operators satisfying that St : C0(G) → C0(G). Let A be the positive generator and
assume further that Â has polynomial cogrowth of order D. Then W 2,sA (G) ∩ AG is dense inside
W 2,sA (G) for every s > D/2 + ε.
Proof. We will prove only the right invariant case. Notice that AG is closed by left and right
translations. The fact that St : C0(G) → C0(G), together with the Riesz representation theorem
gives that for every g ∈ G there is weak-∗ continuous family of unit measures on G, (µgt )g∈G,t≥0
such that
Stf(g) =
∫
G
f(h) dµgt (h).
Applying the right invariance gives us that dµgt (h) = dµ
e
t (h g
−1). This yields
Stf(g) =
∫
G
ρgf d µ
e
t = ι
∗µet ∗ f(g), (2.2.2)
where (ι∗µet )(E) = µ
e
t (E
−1). It is clear that ‖Stf − f‖L2(G) → 0 as t→ 0+. Recall that the same
is true for f ∈ W 2,sA (G) in the W 2,sA (G)-norm for every s > 0. Suppose that f ∈ W 2,sA (G), then,
applying the formula (2.2.2) together with the polynomial co-growth, we have that
Stf = ι
∗µt ∗ f = ι∗µt ∗ (1 +A)− s2 (1 +A) s2 f = ht,s ∗ g,
where g = (1 +A)s/2f . We have that ‖g‖2 = ‖f‖W s,2A and
‖ht,s‖2 ≤
∥∥ι∗µt ∗ (1 + Â)−s/2∥∥L2(LG) ≤ ‖µet‖ ∥∥(1 + Â)−s/2∥∥L2(LG) <∞.
This proves that Stf ∈ AG ∩W 2,sA (G). Making t→ 0+ completes the claim.
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Theorem 2.2.5. Let G be a unimodular LCH group and let S be a right (resp. left) invariant
submarkovian semigroup over G. Let A be its infinitesimal generator and assume further that
St : C0(G)→ C0(G). Then, the following assertions are equivalent:
(i) The multiplication symbol Â of A has polynomial co-growth of order D.
(ii) S satisfies the following inequality for every ε > 0∥∥∥(1 +A)−(D4 +ε) : L2(G)→ L∞(G)∥∥∥ .(ε) 1.
Proof. To prove (i) ⇒ (ii), pick f ∈ AG ∩W 2,s(G) for s = D/2 + 2ε and note
‖f‖∞ ≤
∥∥λ((1 +A)−s/2(1 +A)s/2f)∥∥
1
=
∥∥(1 + Â)−s/2λ((1 +A)s/2f)∥∥
1
≤ ∥∥(1 + Â)−s/2∥∥
2
∥∥λ((1 +A)s/2f)∥∥
2
=
∥∥(1 + Â)−s∥∥1/2
1
‖f‖W 2,sA (G) .(ε) ‖f‖W 2,sA (G).
We have used (2.2.1) in the first inequality, Proposition 2.2.2 in the first identity and the polynomial
cogrowth in the last inequality. By the density Lemma 2.2.4 we conclude that W 2,sA (G) embeds in
L∞(G) which is a rephrasal of ii). For the implication (ii) ⇒ (i) we note that from (2.2.1)∣∣∣τ((1 + Â)−D4 −ελ(f))∣∣∣ ≤ ∥∥(1 +A)−D4 −2εf∥∥∞ .(ε) ‖f‖2.
Taking the supremum over f ∈ L2(G) with norm 1 gives the desired result.
Remark 2.2.6. Due to Proposition 1.10.2 we obtain that the point ii) is equivalent to satisfying
the ultracontractivity property RD+ε(0) for every ε > 0. Since RD(0) implies RD+ε(0) for every
ε > 0, it is sufficient to prove RD(0) in order to have polynomial co-growth of order D.
Remark 2.2.7. Sobolev inequalities involving powers of 1+A are sometimes called local [VSCC92,
II.X] since they are tightly connected to the ultracontractivity estimates for 0 < t ≤ 1 and in many
contexts that amounts to describing the growth of ball of small radius. Therefore Theorem 2.2.5
relates the behaviour of the large balls of LG with the behaviour of small balls in G. This goes along
the common intuition that taking group duals exchanges local and asymptotic/coarse properties.
Theorem 2.2.8. Let G be a unimodular group equipped with a conditionally negative length ψ. Let
S1/S2 be respectively left/right invariant submarkovian semigroups on L∞(G) whose generators
Aj satisfy cogrowth(Âj) = Dj for j = 1, 2. Consider an H∞0 -cut-off function η and a symbol
m : G → C which is constant in the subgroup G0 = {g ∈ G : ψ(g) = 0}. Then, if sj > Dj/2 for
j = 1, 2, the following inequality holds for 1 < p <∞
‖Tm‖CB(Lp(LG)) .(p) max
{
sup
t≥0
∥∥η(tψ)m∥∥
W
2,s1
A1
(G)
, sup
t≥0
∥∥η(tψ)m∥∥
W
2,s2
A2
(G)
}
.
Proof. Let Bt = λ(mη(tψ)) and let Â1 be the multiplication symbol associated with the generator
of the right invariant semigroup S1 which is determined by Proposition 2.2.2. Then
Bt =
(
1 + Â1
)− s12︸ ︷︷ ︸
Mt
(
1 + Â1
) s1
2 Bt︸ ︷︷ ︸
Σt
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is a max-square decomposition. By the definition of co-polynomial growth we have that σ|Mt|2 =
(1 + σÂ1)
−s1 ∈ L1(LG) and therefore it is a c.b. multiplier in every Lp(LG) for 1 ≤ p ≤ ∞. Since
Mt does not depend on t, the maximal inequality (MSp) is satisfied trivially. By the construction
of Â1 we have
sup
t>0
‖Σt‖L2(LG) = sup
t>0
∥∥(1 + Â1) s12 λ(mη(tψ))∥∥L2(LG) = supt>0 ‖mη(tψ)‖W 2,s1A1 (G).
The square-max decomposition is manufactured in exactly the same way.
2.2.2 Sublaplacians over polynomial-growth Lie groups
Here we are going to work with left (resp. right) invariant submarkovian semigroups over L∞(G)
generated by sublaplacians. Let M be a smooth manifold, X = {X1, .., Xr} be a family of smooth
vector fields and µ a σ-finite measure over M . Let us denote by (σj(t))t∈(−εj ,ε)j the one-parameter
diffeomorphism generated by Xj and assume further that µ is invariant under (σj(t))t∈(−εj ,εj).
Then, the semigroup whose infinitesimal generator is given by the sublaplacian associated to X
∆X = −
r∑
j=1
X2j
is submarkovian. This is a consequence of the theory of symmetric Dirichlet forms [FOT10]. If
M = G is a Lie group, µ its left Haar measure and X = {X1, ..., Xr} left invariant vector fields. By
the invariance under the one parameter subgroup generated by Xj of µ we have that St = e
−t∆X is a
submarkovian semigroup of left invariant operators. The same construction can be performed using
right invariant vector fields if G is unimodular. Any sublaplacian carries a natural subriemannian
metric given by
dX(x, y) = inf
γ:[0,1]→M,
γ(0)=x,γ(1)=y
{(∫ 1
0
|γ′(t)|2 dt
) 1
2 ∣∣ γ′(t) ∈ spanXγ(t)}.
This metric coincides with the Lipschitz distance given by the gradient form, also known as Meyer’s
carre´ du champs [Mey76]. Observe also that, if G is a connected Lie group, then its subriemannian
distance is finite iff X generates the whole Lie algebra. Similarly, f ∈ kerp(∆X) iff f ∈ Lp(M) and
f(x) = f(y) whenever the subriemannian distance dX(x, y) is finite.
The main family of illustrations of Theorem 2.2.8 comes from Lie groups endowed with right and
left invariant sublaplacians. Let V = {v1, v2, ..., vr} ⊂ TeG be a collection of, linearly independent,
vectors generating the whole Lie algebra, such sets are called Ho¨rmander system. Let X1 =
{X1, ..., Xr} and X2 = {Y1, ..., Yr} be its right and left invariant extensions respectively. Then
their associated sublaplacians satisfy ι∆X1 = ∆X2ι where we use ιf(g) = f(g
−1). Hence, it suffices
to study the polynomial co-growth for ∆̂X1 . By Remark 2.2.6 we just need to show that St = e
−t∆X
has the RD(0) property and by [VSCC92, Theorem VIII.2.9] we known that if G is a Lie group of
polynomial growth, then
e−β1
dX1 (x,y)
2
t
µ(Be(
√
t))
. ht(x, y) .
e−β2
dX1 (x,y)
2
t
µ(Be(
√
t))
,
where ht is the heat kernel associated with St, dX1 is the subriemannian distance associated to
X1 and Be(r) are the balls of radius r with respect to that metric. It is a well known fact, see
37
Chapter 2. Maximal Bounds and Multipliers
[VSCC92], that
µ(Be(r)) ∼ tD0 ,
for t small. Here D0 is the local dimension associated to X1, given by
D0 =
∞∑
j=0
j dim(Fj+1/Fj),
where F0 = {0}, F1 = X1 and Fj+1 = span{Fj , [Fj ,X1]}. As a consequence St has the RD0(0)
property and therefore ∆̂X1 , and so ∆̂X2 , have polynomial co-growth of order D0. As a corollary
we obtain the following theorem.
Theorem 2.2.9. Let G be a polynomial growth Lie group equipped with a c.n. length ψ : G→ R+
and let η ∈ H∞0 , X = {X1, X2, ...Xr} be a Ho¨rmander system and ∆X its sublaplacian. Then, for
any s > D0/2
‖Tm‖CB(L◦p(LG)) .(p) max
{
sup
t≥0
∥∥η(tψ)m∥∥
W 2,s∆X (G)
, sup
t≥0
∥∥η(tψ)ιm∥∥
W 2,s∆X (G)
}
,
for every 1 < p <∞.
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The purpose of this chapter is to use the principle of boundedness of Fourier multipliers by maximal
operators developed in the last chapter to obtain spectral Ho¨rmander-Mikhlin multiplier theorems.
Recall that if A is a, possibly unbounded, self adjoint operator acting on L2, then a spectral mul-
tiplier is an operator of the form m(A), for some function m : R+ → C. Bounding such operators
is trivial in L2. Our Ho¨rmander-Miklin theorems will give (complete) Lp-boundedness for every
1 < p < ∞, provided that m has a finite number of integrable derivatives. Such results are well
known in the abelian case and generally geometrical conditions —like Sobolev-type inequalities—
have to be imposed in A : dom(A) ⊂ L2(X) → L2(X) to ensure the finite dimensionality of
X. Here the operator A will be the generator of the Markovian semigroup of Fourier multipliers
St = Te−t ψ , where ψ : G → R+ is a c.n. function. Following the intuition already sketched in
Section 1.10, S has to satisfy the ultracontractivity property CBR2,∞Φ and, in a way completely
analogous to the classical case, we need to impose Φ to be doubling. On top of that, stronger
assumptions are required here. In fact, in the classical abelian setting, apart from the ultracon-
tractivity —or on-diagonal behaviour of St— we need to impose off-diagonal decay on the kernels
of St, typically Gaussian bounds. In order to express the Gaussian bounds we will introduce an
unbounded element X in the extended positive cone LG∧+, see [Haa79a, Haa79b], describing the
metric. Such X will play the role of the unbounded function χ 7→ d(e, χ) in the classical case. Apart
from the Gaussian bounds we will ask the Hardy-Littlewood maximal associated to the metric X to
be completely bounded. When such properties hold we will say that the triple (LG,S, X) satisfies
the standard assumptions. It is also interesting to point out that, in the classical case, Gaussian
bounds can be deduced from the ultracontractivity in the presence of geometrical assumptions like
locality or finite speed of propagation for the wave equation, see [Sik96, Sik04], [SC09, Section 3]
and the discussion on Section 3.5. Generalizing such results to the noncommutative setting will be
the object of forthcoming research.
We manage to prove that if G and ψ admit an X satisfying the standard assumptions, then, for
s > (DΦ + 1)/2, we have that
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W 2,s(R+) ∀ 1 < p <∞,
see Theorem 3.2.1. Recall that the critical smoothness order is (DΦ + 1)/2 instead of the expected
DΦ/2. In the Subsection 3.3 we introduce the completely bounded q-Plancherel property CBPlan
Φ
q
in order to lower down such smoothness order to DΦ/2. Property CBPlan
Φ
q plays the role of
the q-Plancherel property introduced by Duong-Ouhabaz-Sikora [DOS02]. Using that property we
manage to prove that. For every (LG,S, X) with the standard assumptions and s > DΦ/2 we
have that
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W∞,s(R+), ∀ 1 < p <∞.
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If, in addition, ψ has the CBPlanΦq , then
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W q,s(R+), ∀ 1 < p <∞.
See Theorem 3.3.7 for the details.
The existence of natural triples satisfying the standard assumptions for nonabelian groups is the
subject of current research, which will appear elsewhere. In this Chapter we shall construct such
triples out of finite-dimensional cocycles. This permits to recover the results in [JMP14a, JMP15]
for ψ-radial multipliers. In fact, we should emphasize at this point that the notion of dimension
in the previous approach was limited to the Hilbert space dimension of the cocycle determined by
the length ψ.
The results here exposed correspond roughly with that of the second block of [GPJP15].
3.1 Standard assumptions
Let LG∧+ denote the extended positive cone of LG. Like in the discussion at the beginning of Section
2.2 we shall treat positive unbounded operators X affiliated to LG as invariant noncommutative
or quantized metrics over LG. Indeed, throughout this chapter our metric will be an element
X ∈ LG∧+, the extended positive cone of LG . Note that if G is LCH and abelian, any translation-
invariant metric over its dual group can be associated with the positive function ∆ : χ 7→ d(χ, e).
The metric conditions impose that ∆ is symmetric, does not vanish outside e and ∆(χ1χ2) ≤
∆(χ1) + ∆(χ2). Here we will only require X to be symmetric, i.e.: to satisfy σX = X. Recall that
the anti-automorphism σ extends to LG∧+. Following the intuition relating symmetric operators
in LG∧+ to metrics, we will say that X ∈ LG∧+ is doubling iff the function ΦX(r) = τ(χ[0,r)(X)) is
doubling. When the dependency on the operator X can be understood from the context we will
just write Φ. In a similar fashion, we will say that X satisfies the Lp-Hardy-Littlewood maximal
property when ∥∥∥ sup
r≥0
+
{χ[0,r)(X)
ΦX(r)
? u
}∥∥∥
p
. ‖u‖p, (HLp)
If we say that X has the HL property, omitting the dependency on p, we mean that the HL
property is satisfied for every 1 < p ≤ ∞, with constants depending on p. When the property HLp
holds uniformly for all matrix amplifications, we will say that X satisfies the completely bounded
Hardy-Littlewood maximal property (CBHLp in short). Let ψ : G→ R+ be a conditionally negative
length generating a semigroup S. We will say that S has L2 Gaussian bounds with respect to X
when there is some β > 0 such that
τ
{
χ[r,∞)(X)|λ(e−tψ)|2
}
. e
−β r2t
ΦX(
√
t)
. (L2GB)
Definition 3.1.1. A triple (LG,S, X), where S is a Markov semigroup of Fourier multipliers
generated by ψ : G→ R+ and X ∈ (LG)∧+, is said to satisfy the standard assumptions when
i) X is symmetric and doubling.
ii) S has L2GB with respect to X.
iii) X satisfies the CBHL property.
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Since LG is determined by G and S by ψ we shall often write (G,ψ,X) instead.
Remark 3.1.1. If S has L2GB then it admits CBR2,∞ΦX ultracontractivity. Namely if we take r = 0
in (L2GB), it follows from Theorem 1.7.1 and Remark 1.7.2. If X is in addition doubling, S has
the whole range of ultracontractivity properties CBRΦX .
3.1.1 Stability under Cartesian products.
It is interesting to note that the standard assumptions are stable under certain algebraic operations,
the most trivial of them is probably the Cartesian product. Stability under crossed products also
holds under natural conditions, see Remark 3.1.6 below as well as Chapter 4.
The only nontrivial part of proving the stability of the standard assumptions is proving the stability
of the CBHL inequalities. For that end we need to use the complete positivity to prove an stability
Lemma for maximal operators.
Lemma 3.1.2. Assume that
Rj = (Rjωj )ωj∈Ωj : Lp(Mj)→ Lp(Mj ;L∞(Ωj))
is completely positive for j ∈ {1, 2}. Then R1 ⊗R2 is also c.p. and∥∥∥R1 ⊗R2 : Lp(M1⊗M2)→ Lp(M1⊗M2;L∞(Ω1)⊗min L∞(Ω2))∥∥∥
cb
.
∏
j∈{1,2}
∥∥Rj : Lp(Mj)→ Lp(Mj ;L∞(Ωj))∥∥cb.
Proof. (of Theorem 3.1.2) It follows from R1⊗R2 = (R1⊗ Id) ◦ (Id⊗R2) and (1.8.1), details
are omitted.
Now, all we have to see is that, when Ω1 = Ω2 = Ω we can restrict to the diagonal of Ω × Ω.
Notice that the multiplication operator m : L∞(Ω) ⊗min L∞(Ω) → L∞(Ω) given by m(f ⊗ g) =
f g is completely bounded since L∞(Ω) = C(X), where X is the Gel’fand spectrum of L∞(Ω),
L∞(Ω)⊗min L∞(Ω) = C(X ×X) and m is just the restriction to the diagonal of K ×K.
Lemma 3.1.3. Let A be an abelian C∗-algebra and (M, τ) a hyperfinite von Neumann algebra
with a n.s.f. trace τ , then∥∥(IdM ⊗m) : Lp(M;A⊗min A)→ Lp(M;A)∥∥cb ≤ 1,
where m : A⊗min A → A is given by f ⊗ g 7→ f g.
We can pass to the proof of the main stability result.
Theorem 3.1.4. Let (Gj , ψj , Xj) be triples satisfying the standard assumptions for j = 1, 2 and
consider the Cartesian product G = G1 ×G2 . Then (G,ψ,X) also satisfies the standard assump-
tions with the c.n. length ψ(g1, g2) = ψ1(g1) + ψ2(g2) and X ∈ LG∧+ determined by the formula
X2 = X21 ⊗ 1 + 1⊗X22 .
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Proof. Proving that X is doubling and that the semigroup generated by ψ has Gaussian bounds
amount to a trivial calculation. Indeed, ΦX is controlled from the inequalities χ[0,r/2)(a)χ[0,r/2)(b) ≤
χ[0,r)(a+ b) ≤ χ[0,r)(a)χ[0,r)(b), which are valid for positive and commuting operators a, b. On the
other hand, the L2GB follow similarly from the inequality χ[r,∞)(a+b) ≤ χ[r/2,∞)(a)+χ[r/2,∞)(b).
Let us now justify the CBHL property. Let m : Lp(LG;L∞ ⊗min L∞)→ Lp(LG;L∞) be the map
given by m(x⊗ f ⊗ g) = x⊗ fg, which is c.p. By Lemma 3.1.2 and Lemma 3.1.3
R1 ⊗R2 = (R1s ⊗R2t )s,t≥0 : Lp(LG)→ Lp(LG;L∞(ds)⊗min L∞(dt)),
where Rjs(x) = ΦXj (s)
−1 χ[0,s)(Xj) ? x is c.p. As a consequence m ◦ (R1 ⊗R2) is also completely
positive. Therefore, by the doubling property we obtain the following estimate(χ[0,r)(X)
ΦX(r)
? x
)
r≥0
.(DΦ1 ,DΦ2 )
(χ[0,r)(X1)
ΦX1(r)
⊗ χ[0,r)(X2)
ΦX2(r)
? x
)
r≥0
= m ◦ (R1 ⊗R2)(x)
for x ≥ 0. This is all what we need to reduce CBHL of X to that of X1 and X2.
Remark 3.1.5. It is worth pointing out that the proof above of the stability of maximal bounds
for tensor products uses the complete positivity of our generalized Hardy-Littlewood maximal.
The property HLp by itself is not stable under general tensor products, although it may be in
particular situations.
Remark 3.1.6. Let H and G be LHC unimodular groups and θ : G → Aut(H) be a measure
preserving action. Let (H,ψ1, X1) and (G,ψ2, X2) be triples satisfying the standard assumptions.
It is possible to prove that, under certain invariance conditions on X1 and ψ1, the semidirect
product K = H oθ G satisfies the standard assumptions for some X ∈ LK∧∗ and certain c.n.
length function ψ : K → R+ built up from X1, X2 and ψ1, ψ2 respectively. Since the techniques
required to prove this result are quite involved and of independent interest, we postpone its proof
to Chapter 4.
3.2 Ho¨rmander-Mikhlin criteria
In this subsection we shall give a proof of the spectral Ho¨rmander-Mikhlin Theorem by means of
a suitably chosen max-square decomposition. Our main theorem will be the following
Theorem 3.2.1. Let (G,ψ,X) be a triple with the standard assumptions and G unimodular, η ∈
H∞0 and m : R+ → C is a function, then, for every s > (DΦ + 1)/2
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W 2,s(R+) ∀ 1 < p <∞.
If instead of the CBHL we have just the HL inequality, the estimate above holds jut for the
B(Lp(LG))-norm.
The key to the proof of Theorem 3.2.1 is that, if Bt = λ(mη(t ψ)), then
Bt = Bt
(
1 +
X2
t
) γ
2
Φ(
√
t)
1
2︸ ︷︷ ︸
Σt
Φ(
√
t)
− 12
(
1 +
X2
t
)− γ2︸ ︷︷ ︸
Mt
. (3.2.1)
is a square-max decomposition for γ > DΦ/2. Breaking the symbol m into its real and imaginary
parts and using Remark 2.1.3, we obtain a max-square decomposition by placing the smoothing
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factor (1 +X2/t)γ/2 on the left hand side of Bt. The proof of the maximal inequality consists in
expressing the maximal operator as a linear combination of Hardy-Littlewood maximal operators
associated to X and apply (1.8.2). For the square estimate we will use the smoothness condition.
Lemma 3.2.2. Assume that Ft ∈ C0(R+) is a family of bounded variation functions parametrized
by t > 0. Let ∂Ft be its Lebesgue-Stjeltjies derivative and |∂Ft(λ)| its absolute variation, then for
every doubling operator X, we have:∥∥∥ sup
t>0
+
{
Ft(X) ? x
}∥∥∥
Lp
≤
(
sup
t>0
‖Φ‖L1(|dFt|)
)∥∥∥ sup
r>0
+
{χ[0,r)(X)
Φ(r)
? x
}∥∥∥
Lp
Proof. By integration by parts we have that
Ft(s) =
∫
R+
Ft(r)dδs(r)
=
∫
R+
Ft(r)∂χ(s,∞)(r)
= −
∫
R+
χ(s,∞)(r)∂Ft(r) = −
∫
R+
χ[0,r)(s)
Φ(r)
Φ(r)∂Ft(r).
By functional calculus, the same holds for Ft(X). Applying (1.8.2) ends the proof.
According to Corollary 2.1.2, the right choice for the square-max decomposition is given by Ft(s) =
|Mt|2(s) = Φ(
√
t)−1(1 + s2/t)−γ . It will suffice to pick here γ > DΦ/2. In order to prove the
finiteness of the maximal bound in (MSp), we just need to verify the condition of Lemma 3.2.2 for
this concrete function.
Lemma 3.2.3. For any doubling Φ, we find∫
R+
Φ(s)
∣∣∣ d
ds
(
1 +
s2
t
)−DΦ+ε2 ∣∣∣ ds .(DΦ,ε) Φ(√t).
Proof. Changing variables s 7→ √tv, we obtain∫
R+
Φ(s)
∣∣∣ d
ds
(
1 +
s2
t
)−DΦ+ε2 ∣∣∣ d s ∼(DΦ) ∫
R+
Φ(s)
(
1 +
s2
t
)−DΦ+2+ε2 2s
t
d s
=
∫
R+
Φ(
√
t
√
v)
(
1 + v
)−DΦ+2+ε2 d v
=
(∫ 1
0
+
∞∑
k=0
∫ 4k+1
4k
)
= A+
∞∑
k=0
Bk.
The monotonicity of Φ gives A ≤ Φ(√t), while its doublingness yields
Bk ≤ Φ(
√
t) 2DΦ(k+1)
∫ 4k+1
4k
(
1 + v
)−DΦ+2+ε2 dv
∼(DΦ) Φ(
√
t) 2DΦ(k+1) 2−(DΦ+ε)k
∼(DΦ) Φ(
√
t) 2−εk.
Since the sequence of Bks is summable, we have proved the desired estimate.
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For the estimate of the square part, let us start by extending the Gaussian bounds to the complex
half-plane H = {z ∈ C : <(z) > 0}. We need the following version of the Phragmen-Lindelo¨ff
theorem.
Theorem 3.2.4. ([Dav95, Theorem 3.4.8]) If F is analytic over H and satisfies
|F (|z|eiθ)| . (|z| cos θ)−β ,
|F (|z|)| . |z|−β exp (− α|z|−ρ),
for some α, β > 0 and 0 < ρ ≤ 1, then we find the following estimate
|F (|z|eiθ)| .(β)
(|z| cos θ)−β exp(− αρ
2
|z|−ρ cos θ
)
.
We may now generalize the Gaussian L2-bounds to the complex half-plane.
Proposition 3.2.5. Let G be a unimodular group, ψ : G → R+ a c.n. length and X ∈ LG∧+ a
doubling operator satisfying L2GB. If we set hz = λ(e
−zψ), the following bound holds for every
z ∈ H
τ
{
χ[r,∞)(X)|hz|2
}
. 1
Φ(
√<{z}) e− β2 r2|z| <{z}|z| .
Proof. Let x be an element of L2(LG) with ‖x‖2 ≤ 1. Assume in addition that x = px for
p = χ[r,∞)(X). Then we define Gx as the following holomorphic function
Gx(z) = e
− zt Φ(
√
t) τ(hzx)
2.
Then, the estimate below holds in H
|Gx(z)| = e−
<{z}
t Φ(
√
t)|τ(hzx)|2
≤ e−<{z}t Φ(√t)τ(|hz|2)
= e−
|z| cos θ
t Φ(
√
t) ‖h<{z}‖2L2(LG) . e−
<{z}
t
Φ(
√
t)
Φ(
√<{z}) .
Note that the second identity above follows from Plancherel theorem and the last inequality from
L2GB for r = 0. On the other hand, since Φ is doubling it satisfies Φ(s(1 + r)) . Φ(s)(1 + r)DΦ
for every r > 0 and
|Gx(z)| . e−
<{z}
t
Φ(
√
t)
Φ(
√<{z})
. e−
<{z}
t
(
1 +
√
t√<{z}
)DΦ
.
( t
|z| cos θ
)DΦ
2
,
by using that e−s
2
(1 + 1/s)a . (1/s)a in the last inequality. We also have
|Gx(|z|)| = e−
|z|
t Φ(
√
t)
∣∣τ(h|z|x)∣∣2
≤ e− |z|t Φ(√t) τ{p h∗|z|h|z|}
. e−
|z|
t
Φ(
√
t)
Φ(
√|z|) e−β r2|z|
. e−
|z|
t
(
1 +
√
t√|z|
)DΦ
e−β
r2
|z| .
( t
|z|
)DΦ
2
e−β
r2
|z| .
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The Phargmen-Lindelo¨f theorem allows us to combine both estimates, giving
|Gx(|z|eiθ)| . t
DΦ
2
(|z| cos θ)−DΦ2 e− βr22 cos θ|z| .
Taking the supremum over all x with ‖x‖2 ≤ 1 and x = p x we get
sup
x
|Gx(z)| = e−
<{z}
t Φ(
√
t)τ(p |hz|2),
Our previous estimate then yields
e−
<{z}
t Φ(
√
t) τ(p |hz|2) . t
DΦ
2
(|z| cos θ)−DΦ2 e− βr22 cos θ|z| ,
Choosing the parameter t ≥ 0 to be t = <{z} gives the desired estimate.
Lemma 3.2.6. If X ∈ LG∧+ is doubling and ψ : G→ R+ has (L2GB), then
τ
{(
1 +
X2
t
)κ
|ht(1−iξ)|2
} 1
2
.(κ)
1
Φ(
√
t)
1
2
(
1 + |ξ|)κ for all κ > 0.
Proof. Writing z = t(1− iξ) in Proposition 3.2.5 gives
τ
{
χ[r,∞)(X)|hz|2χ[r,∞)(X)
}
. 1
Φ(
√
t)
e
− β2 r
2
t
1
(1+|ξ|2) .
Using the spectral measure dEX of X and since since (1 + s
2)κ .(κ) 1 + s2κ
τ
{(
1 +
X2
t
)κ
|ht(1−iξ)|2
}
.(κ) τ
{|ht(1−iξ)|2}+ τ{|ht(1−iξ)|2t−κX2κ}
. 1
Φ
(√
t
) + τ{|ht(1−iξ)|2 ∫
R+
(s2
t
)κ
dEX(s)
}
︸ ︷︷ ︸
A
.
To estimate the term A we use integration by parts
A =
∫
R+
(s2
t
)κ
τ
{|ht(1−iξ)|2dEX(s)}
=
∫
R+
(s2
t
)κ
(−∂s)τ
{|ht(1−iξ)|2χ[s,∞)(X)}
=
∫
R+
d
ds
(s2
t
)κ
τ
{|ht(1−iξ)|2χ[s,∞)(X)} ds.
In the second line, by −∂sτ{|ht(1−iξ)|2χ[s,∞)(X)}, we mean the Lebesgue-Stjeltjes measure asso-
ciated with the increasing function g(s) = −τ{|ht(1−iξ)|2χ[s,∞)(X)} and the third line is just an
application of the integration by parts formula for Lebesgue-Stjeltjes integrals. A calculation gives
that
A .
∫
R+
(
2κs2κ−1
tκ
)
1
Φ(
√
t)
e
− β2 s
2
t
1
(1+|ξ|2) d s
∼(κ) (1 + |ξ|
2)κ
Φ(
√
t)
∫
R+
s2κ−1e−
β
2 s
2
d s
∼(κ) (1 + |ξ|)
2κ
Φ(
√
t)
.
and that finishes the proof.
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Proposition 3.2.7. Let Bt = λ(m(ψ)η1(tψ)) where η1(z) = η(z) e
−z for some η ∈ H∞0 . Assume
also that X is a doubling operator satisfying L2GB, then the following estimate holds for every
δ > 0 and κ > 0
τ
{(
1 +
X2
t
)κ
|Bt|2
} 1
2
.(κ,δ)
1
Φ(
√
t)
1
2
∥∥m(t−1·) η(·)∥∥
W 2,κ+
1+δ
2 (R+)
.
Proof. By Fourier inversion formula
m(s) η1(ts) = m(s) η(ts)︸ ︷︷ ︸
mt(ts)
e−ts =
( 1
2pi
∫
R̂
m̂t(ξ)e
iξts dξ
)
e−ts.
Thus, by composing with ψ and applying the left regular representation
Bt =
1
2pi
∫
R̂
m̂t(ξ)ht(1−iξ) dξ.
Triangular inequality for the L2-norm with weight (1 +X
2/t) and Lemma 3.2.6 give
τ
{(
1 +
X2
t
)κ
|Bt|2
} 1
2
= τ
{(
1 +
X2
t
)κ∣∣∣ 1
2pi
∫
R̂
m̂t(ξ)ht(1−iξ)dξ
∣∣∣2} 12
≤ 1
2pi
∫
R̂
|m̂t(ξ)| τ
{(
1 +
X2
t
)κ∣∣ht(1−iξ)∣∣2} 12 dξ
.(κ)
1
Φ(
√
t)
1
2
∫
R̂
|m̂t(ξ)|(1 + |ξ|)κ+
1+δ
2 (1 + |ξ|)− 1+δ2 dξ = A.
Ho¨der’s inequality in conjunction with the definition of Sobolev space then yield
Φ(
√
t)
1
2 A ≤
(∫
R̂
(
1 + |ξ|)−(1+δ)dξ) 12 ∥∥m(t−1 ·) η(·)‖
W 2,κ+
1+δ
2 (R+)
The the integral above is dominated by (1 + δ−1)
1
2 and the assertion follows.
Proof (of Theorem 3.2.1). Let Bt = λ(m(ψ) η1(tψ)) with η1(s) = e
−s η(s) and Bt = ΣtMt be
the decomposition (3.2.1) with γ > DΦ/2 . Since we are assuming X to be symmetric, we have
that σ|Mt|2 = |Mt|2 and, by Lemma 3.2.2 and Lemma 3.2.3, Mt satisfies the maximal inequality
of (SMp). By Proposition 3.2.7 we have that
sup
t>0
‖Σt‖L2(LG) .(γ) sup
t>0
∥∥m(t−1 ·)η(·)∥∥
W 2,γ+
1+δ
2 (R+)
.
Therefore Bt = ΣtMt is a square-max decomposition. By similar means we obtain a max-square
decomposition Bt = MtΣt. Since our maximal bounds trivially extend to matrix amplifications,
we may apply Theorem 2.1.1 in conjunction with Remark 2.1.4 to deduce complete bounds of our
multiplier Tm◦ψ in both row and column Hardy spaces. Finally, arguing as in Corollary 2.1.2 and
noticing that m◦ψ ≡ m(0) on the subgroup G0 = {g ∈ G : ψ(g) = 0}, we deduce the assertion.
Remark 3.2.8. It is interesting to observe that the proof given here can be adapted to the classical
case. Indeed, let St = e
−tA be a Markovian semigroup acting on L∞(X,µ). Assume further that
the metric measure space (X, dΓ, µ), where dΓ is the gradient metric [SC09, Definition 3.1], is
doubling, i.e:
ess sup
x∈X
sup
r>0
{
µ(Bx(2r))
µ(Bx(r))
}
<∞
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and that its integral kernel kt(x, y) has Gaussian bounds with respect to the gradient distance, i.e.:
∥∥χ[r,∞)(dΓ(x, ·)) kt(x, ·)∥∥22 . e−β r
2
t
µ(Bx(
√
t))
.
In that case we can apply the well known covering arguments for doubling spaces to prove that the
Hardy-Littlewood maximal operator is of weak type (1, 1) and by interpolation the HL inequalities
hold. Since (X, dΓ, µ) is a doubling metric measure space with bounded Hardy-Littlewood maximal
inequalities and Gaussian Bounds we can apply the results above to reprove the classical spectral
Ho¨rmander-Mikhlin theorem as stated in [DOS02]. We shall consider this a new proof of the
classical spectral Ho¨rmander-Mikhlin. Interestingly, some of the steps of the proof are parallel to
that of [DOS02] even when the main idea of our approach is to use maximal inequalities instead
of Caldero´n-Zygmund estimates for the kernels.
3.3 The q-Plancherel condition
Notice that in the hypothesis of Theorem 3.2.1 we have a critical smoothness order which is 1/2
larger that we will expect from the classical case of Rn. This feature also happens in the (com-
mutative) spectral Ho¨rmander-Mikhlin multiplier theorems. Here we are going to show that the
critical smoothness order can always be lowered to DΦ/2 paying the price of a higher integrability
condition. We will also introduce an c.b. version of the spectral p-Plancherel inequality introduced
in [DOS02]. Provided that such inequality holds the integrability can be lowered back to L∞ to
Lp.
Definition 3.3.1. Let (M, τ) be a noncommutative measure space and let S be a submarkovian
semigroup generated by A. We say that S satisfies the completely bounded q-Plancherel condition,
denoted by CBPlanΦq , where Φ is some increasing function and q ∈ (2,∞], whenever
‖F (A)‖CB(L2(LG),LG) .
1
Φ(
√
t)
1
2
‖F (t−1 ·)‖Lq(R+), (CBplanΦp )
for every t > 0 and for every function F : R+ → R+ with supp(F ) ⊂
[
0, t−1
]
.
Remark 3.3.1. In the context of this paperM = LG for some LCH unimodular group G endowed
with its canonical trace and S = (Te−tψ )t≥0 is a semigroup of convolution type. In that case
F (A) = TF (ψ) and by Theorem 1.7.1 and Remark 1.7.2 we have that
‖TF (ψ)‖CB(L2(LG),LG) = ‖TF (ψ)‖CB(Lr2(LG),LG)
= ‖TF (ψ)‖CB(Lc2(LG),LG) = ‖F (ψ)‖L2(G).
Thus, the CBPlanΦq condition can be restated as a bound on the CB(L†2(LG),LG) norm, where †
is either the column or the row o.s.s. of L2(LG), or as a bound in the L2(G)-norm of the symbol
F (ψ). Furthermore, since ψ determines S we will sometimes say that ψ has the CBPlanΦq .
For every F with supp(F ) ⊂ [0, t−1] we have that F (t−1 ·) is supported in [0, 1]. Using that
Lq([0, 1]) ⊂ Lp([0, 1]), with contractive inclusion, we see that CBPlanΦp ⇒ CBPlanΦq for p ≤ q.
Proposition 3.3.2. Let (G,ψ) be a pair formed by a LCH unimodular group and a c.n. length.
Let Φ be a doubling function. If ψ satisfies the utracontractivity estimates CBR2,∞Φ then it satisfies
CBPlanΦ∞.
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Proof. We pick s > 0, to be chosen later, and notice that
F (ψ(g)) = F (ψ(g)) esψ(g) e−sψ(g) = Gs(ψ(g)) e−sψ
where Gs is a bounded function with ‖Gs‖∞ ≤ ‖F‖∞es/t. Therefore
‖TF (ψ)‖CB(L2(LG),LG) = ‖TGs(ψ)Ss ‖CB(L2(LG),LG)
≤ ‖TGs(ψ)‖CB(L2(LG)) ‖Ss‖CB(L2(LG),LG) . ‖F‖∞ e
s
t Φ(
√
s)−
1
2 .
Making s = t and noticing that ‖F‖∞ = ‖F (t−1 ·)‖∞ gives the desired result.
The terminology of the q-Plancherel condition comes from the so-called spectral Plancherel mea-
sures which arise in the study of spectral properties of infinitesimal generators of Markovian semi-
groups over some measure spaces [Sik96, DOS02]. In the case of a semigroup of Fourier multipliers
generated by a c.n. length we can define the Plancherel measure µψ, as the only σ-finite measure
over R+ satisfying that for every F ∈ Cc(R+)
‖TF (ψ)‖CB(L2(LG),LG) =
(∫
R+
|F (s)|2 dµψ(s)
) 1
2
. (3.3.1)
It is trivial to see that dµψ(r) = ∂rµ({g ∈ G : ψ(g) ≤ r}), where ∂r represents the Lebesgue-
Stjeltjes derivative of the increasing function g(r)=µ({g ∈ G : ψ(g) ≤ r}).
3.3.1 Characterization of the q-Plancherel condition
By formula (3.3.1) the CB(L2(LG),LG) norm of TF (ψ) can be expressed as an integral of F . The
following lemma (whose proof is straightforward and we shall omit) allows to express the CBPlanΦq
property as a L(q/2)′(R+) bound on µψ.
Lemma 3.3.3. Let (Ω,Σ) be a measurable space and consider two measures µ, ν on it. Assume
in addition that µ is a positive measure. Then, we have the inequality∣∣∣∣∫
Ω
f(ω)dν(ω)
∣∣∣∣ ≤ K‖f‖Lp(dµ) (3.3.2)
if and only if ν  µ and φ = dν/dµ satisfies ‖φ‖Lp′ (dµ) ≤ K. Furthermore, the optimal K in
(3.3.2) is precisely ‖φ‖Lp′ (dµ). If ν is also positive, it is enough for (3.3.2) to hold only for positive
functions.
Proposition 3.3.4. Let G be a LCH unimodular group equipped with a c.n. length ψ : G → R+.
Then, this pair satisfies the CBPlanΦq property with respect to some increasing function Φ : R+ →
R+ if and only if dµψ(r) = ∂rµ{g ∈ G : ψ(g) ≤ r} fulfills the following conditions
i) dµψ  dm.
ii)
∥∥∥dµψ
dm
χ[0,R]
∥∥∥
L(q/2)′ (R+)
. Φ(R− 12 )−1R− 2q for every R > 0.
Proof. Let t = 1/R and G(s) = |F (s)|2. By (3.3.1), CBPlanΦq is equivalent to∫ R
0
G(s) dµψ(s) . Φ(R−
1
2 )−1
(∫ 1
0
|F (t−1s)|q ds
) 2
q
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= Φ(R−
1
2 )−1R−
2
q
(∫ R
0
|G(s)| q2 d s
) 2
q
.
Then, the result follows applying Lemma 3.3.3 to (Ω, dν, dµ) = (R+, dµψ, dm).
The result above uses the crucial fact that the spectrum of the semigroup S generated by ψ
can be identified with G. Therefore, spectral properties of the semigroup can be translated into
geometrical properties of G. It is also interesting to note that the characterization in Proposition
3.3.4 can be expressed as a bound for the size of the spheres associated to the pseudo-metric
dψ(g, h) = ψ(g
−1h)1/2.
3.3.2 Stability under direct products
Consider two pairs (Gj , ψj) of LCH unimodular groups equipped with c.n. lengths for j = 1, 2.
Then it is clear that ψ : G1 × G2 → R+ given by ψ(g, h) = ψ1(g) + ψ2(h) is also a c.n. length.
Notice that ∥∥TF (ψ)∥∥2CB(L2(LG),LG) = ∫
G1×G2
∣∣F (ψ1(g) + ψ2(h))∣∣2 dµG1(g) dµG2(h)
=
∫
R+
∫
R+
∣∣F (ξ + ζ)∣∣2 dµψ1(ξ) dµψ2(ζ)
=
∫
R+
|F (ξ)|2d (µψ1 ∗ µψ2)(ξ).
Thus, the Plancherel measure is µψ = µψ1 ∗ µψ2 and we obtain the following result.
Theorem 3.3.5. Assume (Gj , ψj) satisfy CBPlan
Φj
qj for j = 1, 2. Then the pair (G1 × G2, ψ)
defined above satisfies the CBPlanΦq property with Φ = Φ1 Φ2 and with
q = max
{
2,
( 1
q1
+
1
q2
)−1}
.
Proof. The result is a simple consequence of Young’s inequality for convolutions and we shall just
sketch the argument for the (slightly more involved) case where 1/q1 + 1/q2 > 1/2, so that q = 2.
According to Proposition 3.3.4, it suffices to see that∥∥∥dψ1
dm
∗ dψ2
dm
∥∥∥
L∞(0,R)
≤ 1
RΦ1(R−1/2)Φ2(R−1/2)
.
The CBPlanΦ1q1 property of (G1, φ1) implies∥∥∥dψ1
dm
∗ dψ2
dm
∥∥∥
∞
≤
∥∥∥dψ1
dm
∥∥∥
(
q1
2 )
′
∥∥∥dψ2
dm
∥∥∥
q1
2
≤ 1
R
2
q1 Φ1(R−1/2)
∥∥∥dψ2
dm
∥∥∥
q1
2
.
Now, since 1/q1 + 1/q2 > 1/2 it turns out that
1
q1/2
=
1
(q2/2)′
+
1
r
⇒
∥∥∥dψ2
dm
∥∥∥
q1
2
≤ R 1r
∥∥∥dψ2
dm
∥∥∥
(
q2
2 )
′
.
The result follows from the characterization of CBPlanΦ1q1 in Proposition 3.3.4.
Remark 3.3.6. A result along the same lines can be obtained for crossed products under invariance
assumptions on ψ1. This goes in the same spirit as Remark 3.1.6.
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3.3.3 Refinement of the smoothness condition
Here we are going to see how we can improve the Ho¨rmander-Mikhlin condition of Theorem 3.2.1
when ψ satisfies the CBPlanΦq property.
Theorem 3.3.7. Let (G,ψ,X) be a triple with the standard assumptions, η ∈ H∞0 a cut-off func-
tion and m : R+ → C, then for every s > DΦ/2
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W∞,s(R+) ∀ 1 < p <∞. (3.3.3)
Furthermore if ψ has the CBPlanΦq
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(t ·)‖W q,s(R+) ∀ 1 < p <∞. (3.3.4)
We need several preparatory lemmas. In the next one we denote by W p,sη (R+), where η ∈ H∞0 ,
the Sobolev space given by completion with respect to the norm
‖f‖Wp,sη (R+) =
∥∥(1− ∂2x)s/2(ηf)∥∥p.
Lemma 3.3.8. Given f, g : R+ → C, the following holds:
i) For every ε > 0∥∥(1− ∂2x)s/2(f g)∥∥2 .(s,ε) ∥∥(1− ∂2x)(s+1+ε)/2f∥∥∞∥∥(1− ∂2x)s/2g∥∥2.
ii) If ρ(z) = zse−z and η ∈ H∞0∥∥(1− ∂2x)s/2(η ρ f)∥∥2 .(s,ε) ∥∥(1− ∂2x)(s+1+ε)/2(η f)∥∥∞.
Equivalently, we find the embedding W∞,s+1+εη (R+) ⊂(s,ε) W 2,sηρ (R+).
The proof requires the following Lemma, which follows after applying the Hilbert transform or
identity map to [Ste70, V.(26)].
Lemma 3.3.9. Let να ∈M(R) be a finite measure such that
ν̂α(ξ) =
1
(1 + |ξ|2)α2 .
If α > 1 then H(να) is also a finite measure, where H is the Hilbert transform.
Proof. The second point follows immediately from the first one by noticing that ρ(z) = zse−z
has finite W 2,s(R+) norm. We are going to prove the first point for s ∈ N and use interpolation.
Given s ∈ N, we have∥∥(1− ∂2x)s/2(fg)∥∥2 ∼ s∑
k=0
‖∂kx(fg)‖2
=
s∑
k=0
∥∥∥ k∑
j=0
(
k
j
)
(∂jxf)(∂
k−j
x g)
∥∥∥
2
.(s)
(
max
0≤j≤s
‖∂jxf‖∞
)( s∑
k=0
‖∂kxg‖2
)
∼
(
max
0≤j≤s
‖∂jxf‖∞
)∥∥(1− ∂2x)s/2g∥∥2.
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Thus, all we have to see is that for every j ∈ {0, 1, 2, ..., s}∥∥∂jx(1− ∂2x)−(s+ε+1)/2f∥∥∞ .(s,ε) ‖f‖∞.
Recall that if the symbol of a Fourier multiplier is given by the Fourier transform of finite measure,
then it is bounded in L∞(R). Thus, we just need to see that there is a finite measure µj,s such
that
µ̂j,s(ξ) =
ξj
(1 + |ξ|2) s+ε+12
= sgn(ξ)j
1
(1 + |ξ|2) s+ε−j+12
|ξ|j
(1 + |ξ|2) j2
= (H[j](νs,j) ∗mj)∧(ξ),
where H[j] is the Hilbert transform for j odd and the identity map for j even. By [Ste70, V.3,
Lemma 2] mj is a finite measure. Therefore, by Lemma 3.3.9, since ν̂s,j(ξ) = 1/(1+|ξ|2)(s+ε−j+1)/2,
H[j](νs,j) is a finite measure.
Lemma 3.3.10. Assume G is a LCH unimodular group, ψ : G → R+ is a c.n. length and that
they satisfy the CBPlanΦq property. If η1, η2 ∈ H∞0 (Σθ), with η1 satisfying that there is γ > 0 such
that |η1(z)| . e−γ<(z) for all z ∈ Σθ, then the following estimate holds for all m ∈ L∞(R+)∥∥λ(m(ψ) η1(tψ) η2(tψ) )∥∥L2(LG) .(DΦ,q,γ) 1Φ(√t) 12 ∥∥m(t−1 ·)η2(·)∥∥Lq(R+).
Proof. Using integration by parts we obtain∥∥λ(m(ψ)η1(tψ)η2(tψ))∥∥L2(LG) = ∥∥∥∫R+ λ(m(ψ)η1(r) η2(tψ)χ[0,r)(tψ)) d r
∥∥∥
L2(LG)
≤
∫
R+
η′1(r)
∥∥λ(m(ψ) η2(tψ)χ[0,r)(tψ))∥∥L2(LG) d r.
Now, applying the CBPlanΦq property, we obtain∥∥λ(m(ψ) η1(tψ) η2(tψ))∥∥L2(LG) .(q) ∫R+ η′1(r) 1Φ(√t/r) 12 ∥∥m((r/t)·) η2(r·)∥∥Lq([0,1]) d r
=
(∫
R+
η′1(r)
r−1/q
Φ(
√
t/r)
1
2
d r
)∥∥m(t−1 ·) η2(·)∥∥Lq(R+).
So, we just need to estimate the integral in the right hand side term∫
R+
η′1(r)
r−1/q
Φ(
√
t/r)
1
2
d r =
{∫ 1
0
+
∞∑
j=0
∫ 4j+1
4j
}
η′1(r)
r−1/q
Φ(
√
t/r)
1
2
d r
= A+
∞∑
j=0
Bj .
The first term is bounded as follows
A ≤ 1
Φ(
√
t)
1
2
∫ 1
0
η′1(r) r
−1/qd r
.(q)
1
Φ(
√
t)
1
2
.
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For the rest of the terms, we apply the doubling condition to obtain
Bj =
∫ 4j+1
4j
η′1(r)
r−1/p
Φ(
√
t/r)
1
2
dr
≤ (4j+1 − 4j) ‖η′1‖L∞([4j ,4j+1))
2
D
Φ
2 (j+1)
Φ(
√
t)
=
3 2
DΦ
2
Φ(
√
t)
1
2
‖η′1‖L∞([4j ,4j+1)) 2
(
DΦ
2 +2
)
j
.
The function η1 decreases exponentially and so does η
′
1. Therefore η
′
1(z) . e−γz for <{z} large
enough. That allows us to sum up all the terms in the series obtaining
∑
j Bj . Φ(
√
t)−
1
2 up to a
constant depending on (DΦ, γ), as desired.
Proposition 3.3.11. Assume G is a LCH unimodular group, ψ : G → R+ is a c.n. length and
that they satisfy the CBPlanΦq property. Assume in addition that X ∈ LG∧+ is doubling and admits
L2GB. Then, we find for κ, δ, ε > 0
τ
{(
1 +
X2
t
)κ
|Bt|2
} 1
2
.(DΦ,q,κ,δ,ε)
1
Φ(
√
t)
1
2
∥∥m(t−1 ·) η(·)∥∥
Wp,κ+δ(R+),
where Bt = λ
(
m(ψ)η(tψ)e−2tψ(tψ)a
)
, η is a H∞0 -cut-off and a = 2κ/δ + (1 + ε)/2.
Proof. Fix κ, δ, ε > 0 and a = 2κ/δ + (1 + ε)/2. We define the linear, unbounded map Kt :
D ⊂ L∞(R+) → L2(LG) by Kt(m) = λ(m(tψ)η(tψ)e−2tψ(tψ)a). Using Lemma 3.3.10 with
η1(z) = z
ae−2z and η2(z) = η(z) gives that∥∥Kt : W q,0η (R+)→ L2(LG)∥∥ .(DΦ,q) 1
Φ(
√
t)
1
2
. (3.3.5)
Let us denote by φt,κ the family of weights given by
φt,κ(x) = τ
{(
1 +
X2
t
)κ
x
}
and let L2(LG,φt,κ) be the Hilbert spaces associated to the GNS construction of φt,κ. We know
from Proposition 3.2.7 that∥∥Kt : W 2,s+ 1+ε2ηρ (R+)→ L2(LG,φt,s)∥∥ .(κ,δ,ε) 1
Φ(
√
t)
1
2
,
where s = 2κ/δ and ρ(z) = zae−z. Composing with the inclusion
W
q,s+ 1+ε2 +1+ε
′
η (R+) ⊂(s,ε′) W 2,s+
1+ε
2
η ρ (R+),
which follows by interpolation from Lemma 3.3.8 for q = ∞ and the trivial inclusion for q = 2,
gives ∥∥Kt : W q,s+ 1+ε2 +1+ε′η (R+)→ L2(LG,φt,s)∥∥ .(κ,δ,ε,ε′) 1
Φ(
√
t)
1
2
. (3.3.6)
Notice that the spaces obtained through GNS construction L2(LG,φt,κ) are well behaved with
respect to the complex interpolation method. In particular, the expected identity below holds[
L2 (LG,φt,κ1) , L2 (LG,φt,κ2)
]
θ
= L2
(LG,φt,(1−θ)κ1+θκ2).
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Therefore, interpolating (3.3.5) and (3.3.6) with θ = δ/2 yields∥∥Kt : W q,κ+ δ2 ( 1+ε2 +1+ε′)η (R+)→ L2(LG,φt,θs)∥∥ .(DΦ,q,κ,δ,ε,ε′) 1
Φ(
√
t)
1
2
.
Finally, choosing ε and ε′ such that ((1 + ε)/2 + 1 + ε′) ≤ 2 gives∥∥Kt : W q,κ+δη (R+)→ L2(LG,φt,κ)∥∥ .(DΦ,q,κ,δ) 1
Φ(
√
t)
1
2
.
Applying this bound to the function m(t−1·) proves the assertion.
Proof (of Theorem 3.3.7. Let s > DΦ/2. For any η ∈ H∞0 and δ, ε > 0 we can define η1(z) =
η(z)e−2zza, where a = 2s/δ+(1+ε)/2. Set Bt = λ(m(ψ) η1(tψ)) and apply (3.2.1). By Proposition
3.3.11 if we have the CBPlanΦq property, then
sup
t>0
‖Σt‖L2(LG) .(DΦ,q,s,δ,ε) sup
t>0
∥∥m(t−1 ·)η(·)∥∥
W q,s+δ(R+).
Once this is settled, the argument continues as in the proof of Theorem 3.2.1 giving (3.3.4). For
(3.3.3) we just use that the standard assumptions imply CBPlanΦ∞
3.4 An application for finite-dimensional cocycles
Our aim is to recover the main result in [JMP14a] for the case of radial multipliers to illustrate how
the Sobolev dimension approach is, a priori, more flexible than the one used in [JMP14a]. We will
start proving that c.n. lengths coming from surjective and proper finite-dimensional cocycles satisfy
the standard assumptions. Then we will reduce the case of general finite-dimensional cocycles to
surjective and proper ones.
Let b : G→ Rn be a finite-dimensional cocycle. Assume that b is surjective and proper (i.e. b−1[K]
is a compact set for every compact K). Then the pullback of the Haar measure b∗µ(E) = µ(b−1[E])
in Rn is translation invariant and therefore satisfies satisfies that d b∗µ(ξ) = cd ξ. Indeed, let
α : G → O(Rn) be the orthogonal action naturally associated to b. Given a Borel compact set
E ⊂ Rn with b−1(E) = A ⊂ G and since b(gA) = αg(b(A)) + b(g), we conclude that
b∗µ(E) = µ(A) = µ(gA) = b∗µ(αg(E) + b(g)).
Note that µ(A) is well-defined and finite since b is continuous and proper. Applying this identity
to the α-invariant sets E = Br(0) and using the subjectivity of b, we conclude the assertion.
An important consequence of this fact is that
‖St‖2CB(L2(LG),LG) =
∫
G
|e−tψ(g)|2 dµ(g) =
∫
Rn
e−2t|ξ|
2
d (b∗µ)(ξ) =
1
Φ(
√
t)
,
where S = (St)t≥0 is the semigroup associated with ψ(g) = ‖b(g)‖2 and Φ(t) ∼ tn. Therefore, the
semigroup associated to any proper and surjective finite-dimensional cocycle satisfies the CBRΦ
property. In the same way, the measure µψ defined in (3.3.1) can be expressed (using polar
coordinates) as in terms of b∗µ and a trivial calculation gives that ψ has the CBPlanΦ2 property.
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We need to find a suitable Xb ∈ LG∧+. We shall prove that b induces a natural transference map
from functions f : Rn → C into operators x ∈ LG given by
J (f) = λ(f̂ ◦ b).
Therefore, if R is a distribution in Rn such that R̂(x) = |x|, our choice will be Xb = λ(R(b)).
Before proving Xb ∈ LG∧+ we will need the following auxiliary result.
Lemma 3.4.1. If ϕj : Rn → C are radial L1-functions
λ(ϕ1 ◦ b)λ(ϕ2 ◦ b) = λ
(
(ϕ1 ∗ ϕ2) ◦ b
)
for any group G equipped with a proper and surjective cocycle b : G→ Rn.
Proof. Up to constants, we know that d(b∗µ) = dm, so that
(ϕ1 ◦ b) ∗ (ϕ2 ◦ b)(g) =
∫
G
ϕ1(b(h))ϕ2(b(h
−1g)) dµ(h)
=
∫
G
ϕ1(b(h))ϕ2(αh−1(b(g)− b(h))) dµ(h)
=
∫
G
ϕ1(b(h))ϕ2(b(g)− b(h)) dµ(h)
=
∫
Rn
ϕ1(ζ)ϕ2(b(g)− ζ)d (b∗µ)(ζ)
=
∫
Rn
ϕ1(ζ)ϕ2(b(g)− ζ)d ζ
= (ϕ1 ∗ ϕ2)(b(g)).
Taking the left regular representation at both sides yields the assertion.
It is straightforward to restate Lemma 3.4.1 in terms of the transference operator J . We shall be
working with the following subclass of radial functions in the Euclidean space Rn
A(Rn)rad =
{
φ : Rn → C ∣∣ φ radial, φˆ ∈ L1(Rn)}.
The norm on A(Rn)rad given by ‖φ‖A(Rn)rad = ‖φˆ‖1 makes such space a Banach algebra. If needed,
A(Rn)rad will be given the o.s.s. inherited from the Fourier class A(Rn). Observe that Lemma
3.4.1 implies that
J (φ1 φ2) = J (φ1)J (φ2), (3.4.1)
for any φj ∈ A(Rn)rad. In fact, we have the following Lemma.
Lemma 3.4.2. Let b : G→ Rn be a proper and surjective cocycle. Then,
(i) J : A(Rn)rad → LG is contractive, a ∗-homomorphism for the natural conjugation and
positivity preserving.
(ii) For every radial function φ ∈ A(Rn)rad, we have that ‖J (φ)‖LG = ‖φ‖∞.
Proof. Let us start with (i). It is trivial that J is bounded since
‖J (φ)‖LG = ‖λ(φˆ ◦ b)‖LG ≤ ‖φˆ ◦ b‖L1(G) = ‖φˆ‖L1(Rn).
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The multiplicativity follows from (3.4.1) and the fact that the map is ∗-preserving is trivial. To
see that the map is positivity preserving just notice that if 0 ≤ φ ∈ A(Rn)rad, then φˆ is of positive
type. But, if that is the case, then
φˆ(b(g−1 h)) = φˆ(αg−1(b(g)− b(h))) = φˆ(b(g)− b(h))
and so φˆ ◦ b is also of positive type over G.
For (ii), let M⊂ LG be the weak-∗ closure of A = J [A(Rn)rad]. Clearly, since
τ(J (φ)) = (φ̂ ◦ b)(e) =
∫
Rn
φ(ξ) dm,
we have that τ |M is also semifinite and faithful. As a consequence we get
‖x‖M = sup
ξ∈Ball(L2(M,τ |M))
‖x ξ‖2 (3.4.2)
and by the Plancherel identity L2(M) ∼= L2(Rn)rad. We are also going to use that if A ⊂M is a
weak-∗ dense ∗-subalgebra of M, then L2(M) ∩ A is norm dense inside L2(M). Those two facts
yield that
‖J (φ)‖LG = sup
ξ∈Ball(L2(M))
‖J (φ) ξ‖2
= sup
J (ψ)∈A∩Ball(L2(M))
‖J (φψ)‖2
= sup
ψ∈Ball(L2(Rn)rad)
‖φψ‖2 = ‖φ‖∞,
for any radial φ and that concludes the proof.
In order to define Xb as an element of LG∧+, we need to express it as the supremum of positive
operators in LG. We use
1 =
∫
R+
s |ξ|2 e−s|ξ|2 d s
s
,
and think of ηs(ξ) = |ξ|2 s e−s|ξ|2 as a continuous partition of the unit. Hence
|ξ| =
∫
R+
|ξ| ηs(ξ)d s
s
,
and so, we define
φε,R(ξ) :=
∫ R
ε
|ξ| ηs(ξ)d s
s
and Xb := sup
0<ε≤R<∞
J (φε,R).
This presents Xb as a well-defined element of the extended positive cone LG∧+.
Theorem 3.4.3. Let G be a LCH unimodular group and consider an n-dimensional proper and
surjective cocycle b : G→ Rn equipped with the conditionally negative length ψ(g) = ‖b(g)‖2. Then
(G,ψ,Xb) satisfies the standard assumptions.
Proof. We will start by proving the L2GB. By noticing that ζ 7→ χ[r,∞)(ζ) is an increasing
function and the normality of the weight x 7→ τ {x |λ(e−tψ)|2} we obtain that
τ
{
χ[r,∞)(Xb) |λ(e−tψ)|2
}
= sup
0<ε≤R<∞
τ
{
χ[r,∞)(J (φε,R)) |λ(e−tψ)|2
}
.
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If P is a polynomial, (3.4.1) gives P (J (φ)) = J (P (φ)). The function χ[r,∞) may not be a polyno-
mial but we can approximate it by analytic functions as follows. Let F be
F (ζ) =
1
2
+
1
pi
∫ ζ
0
e−s
2
ds. (3.4.3)
We define the function χn,r ≥ 0 by
χn,r(ζ) =
(
F (n (ζ − r))− F (−n r))2.
For r > 0, the positive functions χr,n converge pointwise and boundedly to χ[r,∞) as n → ∞.
Furthermore, χn,r(0) = 0 and χn,r is a real analytic function with arbitrarily large convergence
radius. By the analyticity it holds that for any radial φ in the Schwartz class
χn,r(J (φ)) = J (χr,n(φ)).
The right hand side is well-defined since χr,n(φ) is again a Schwartz class function and so its
Fourier transform is integrable. By [Fol95, Proposition 1.48] if χn,r converges to χ[r,∞) pointwise
and boundedly then χn,r(x) converges to χ[0,∞)(x) is the SOT topology for any positive x ∈ LG.
We have that
τ
{
χ[r,∞)(Xb) |λ(e−tψ)|2
}
= sup
0<ε≤R<∞
τ
{
SOT-lim
n→∞ χr,n(J (φε,R)) |λ(e
−tψ)|2
}
= sup
0<ε≤R<∞
lim
n→∞ τ
{
J (χr,n ◦ φε,R) |λ(e−tψ)|2
}
≤ lim
n→∞ sup0<ε≤R<∞
τ
{
J (χr,n ◦ φε,R) |λ(e−tψ)|2
}
.
Moreover, λ(e−tψ) = J (ht) for the heat kernel ht in Rn and
τ
{
χ[r,∞)(Xb) |λ(e−tψ)|2
}
= lim
n→∞ sup0<ε≤R<∞
τ
{
J (χr,n ◦ φε,R) |J (ht)|2
}
= lim
n→∞ sup0<ε≤R<∞
τ
{
J ((χr,n ◦ φε,R) |ht|2)}
= lim
n→∞ sup0<ε≤R<∞
∫
Rn
χr,n(φε,R(ξ)) |ht(ξ)|2 d ξ
≤ lim
n→∞
∫
Rn
χr,n(|ξ|) |ht(ξ)|2 d ξ
=
∫
Rn
χ[r,∞)(|ξ|) |ht(ξ)|2d ξ
. 1
Φ(
√
t)
e−
r2
2t .
The CBHL inequality will follow from the following L∞ Gaussian lower bounds∥∥∥(χ[0,r)(Xb)λ(e−tψ)χ[0,r)(Xb))−1∥∥∥−1LG & e−β
r2
t
Φ(
√
t)
. (L∞GLB)
Recall that if x ∈ M+ and p is a projection then p‖(pxp)−1‖−1 ≤ pxp and so we can understand
the right hand side of (L∞GLB) as a lower bound on χ[0,r)(Xb)λ(e−tψ)χ[0,r)(Xb). The L∞GLB
allow to bound the noncommutative Hardy-Littlewood maximal operator by the maximal operator
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associated with the semigroup. Indeed, since Xb and λ(e
−tψ) commute from (3.4.1) we deduce
that (L∞GLB) yield
χ[0,t)(Xb)
Φ(t)
. χ[0,t)(Xb)λ(e−t
2ψ)χ[0,t)(Xb) ≤ λ(e−t
2ψ).
This implies
χ[0,t)(Xb)
Φ(t)
? x . St2(x),
for every positive x. Now, using the maximal inequalities for semigroups of [JX07] gives the
boundedness of the noncommutative Hardy-Littlewood maximal for every 1 < p < ∞. The fact
that St⊗Id is again a Markovian semigroup gives the complete bounds and so the CBHL inequality
holds. To prove that (L∞GLB) holds we use that J : A → LG is a complete contraction. Justifying
the calculations like in the case of upper L2 Gaussian bounds and using (3.4.1) we obtain that∥∥∥(χ[0,r)(Xb)λ(e−tψ)χ[0,r)(Xb))−1∥∥∥∞ = ∥∥λ(e−tψ)− 12 χ[0,r](Xb)λ(e−tψ)− 12 ∥∥∞
≤ ∥∥λ(e−tψ)− 12 χ˜r(Xb)λ(e−tψ)− 12 ∥∥∞
=
∥∥J (χ˜r h−1t ) ∥∥∞
=
∥∥χ˜r h−1t ∥∥L∞(Rn) . tn2 eβ r2t , (3.4.4)
where χ[0,r](|x|) ≤ χ˜r is a radial and analytic function approximating χ[0,r](|x|) such that h−1t χ˜r .
t
n
2 eβ
r2
t . One can safely take χ˜r(x) = F (M(1−|x/r|2))F (M(1+|x/r|2)) for large enough M , where
F is defined like in (3.4.3). The analyticity is used to ensure that χ˜r(J (φ)) = J (χ˜r(φ)). In Line
(3.4.4) we have used point (ii) in Lemma 3.4.2.
Corollary 3.4.4. Given a LCH amenable unimodular group G, let b : G → Rn be a finite-
dimensional cocycle with associated c.n. length ψ(g) = |b(g)|2. Then, given a symbol m : R+ → C
and 1 < p <∞, the following estimate holds for any H∞0 cut-off function η and any s > n/2∥∥Tm◦ψ∥∥CB(Lp(LG)) .(p) supt>0 ∥∥m(t ·)η(·)∥∥W 2,s(R+).
Proof. If the cocycle b is surjective and proper the result follows from Theorem 3.2.1. Indeed,
in that case we know from Theorem 3.4.3 that (G,ψ,Xb) satisfies the standard assumptions with
Φ(s) = sn and Sobolev dimension DΦ = n. Moreover, the CBPlan
Φ
2 property also holds as we
explained before Lemma 3.4.1. In the general case take Go = Rn oα G where α : G → O(n) is
the orthogonal representation that makes g 7→ (x 7→ αgx + b(g)) an affine representation. The
function bo : Go → Rn given by bo(ξ, g) = ξ + b(g) satisfies the cocycle law with cocycle action
β : Go → Rn given by β(ξ,g) = αg. Indeed, we have
bo(ξ + αgζ, g h) = ξ + αgζ + b(gh)
= ξ + αgζ + αgb(h) + b(g)
= β(ξ,g)(bo(ζ, h)) + bo(ξ, g).
Furthermore bo is clearly surjective but it may not be proper. In that case, we shall take the
associated affine representation pio : Go → Rn o O(n) and note that the quotient representation
pi◦o : G
◦
o = Go/ ker(pio)→ Rn oO(n) satisfies that its associated cocycle b◦o : G◦o → Rn is always
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proper (even if it is not injective). To see that, let p1 : Rn oO(n)→ Rn be the natural projection
into the first component and consider a compact set K ⊂ Rn. Then
(b◦o)
−1[K] = (pi◦o)
−1[p−11 [K]] = (pi
◦
o)
−1[K ×O(n)]
and the last term is compact since K×O(n) is compact and pi◦o is a continuous group isomorphism
and hence proper. Summing up, we have the following commutative diagram
G
b // _

Rn
Rn oα G = Go
bo
==

(Rn oα G)/ ker(pio) = G◦o
b◦o
NN
According to Theorem 3.4.3, for the last cocycle we can use that (G◦o, ψ
◦
o, Xb◦o) satisfy the standard
assumptions, where ψ◦o is the c.n. length naturally associated to b
◦
o. By Theorem 3.3.7, this implies∥∥Tm◦ψ◦o∥∥CB(Lp(LG◦o)) .(p) supt>0 ∥∥m(t ·)η(·)∥∥W 2,s(R+).
Now, using de Leeuw’s type periodization [CPPR15, Theorem 8.4 iii)] we obtain the same complete
bounds for Tm◦ψo in Lp(LGo) for every 1 < p <∞. In order to prove the assertion, we just need
to restrict to the subgroup {0} ×G ≤ Go.This follows from the de Leeuw’s restriction type result
in [CPPR15, Theorem 8.4 i)].
3.5 Foreword
Here we are going to estate and discuss natural problems arising in the course of this Chapter.
Existence of standard triples.
Recall that, although the unbounded operator X ∈ LG∧+ in the standard triple is required to
prove Theorems 3.2.1 and 3.3.7, it does not show up in the statement of the theorem. The natural
problem then is when, given ψ, we can construct X satisfying the standard assumptions. More
precisely the problem is the following
Problem 3.5.1. Assume ψ : G→ R+ satisfies the CBRΦ property, i.e:∥∥St : L2(LG)→ LG∥∥cb . 1Φ(√t) 12 (CBRΦ)
Under which conditions exists X ∈ (LG)∧+ such that (G,X,ψ) is standard?
Even giving a positive answer to the problem above in the case in which ψ is given by a general, non-
surjective, 1-cocycle b : G → Rn seems a challenging problem. Its technical difficulty arises from
the necessity of doing Fourier analysis inside a hypersurface of Rn. We conjecture the following.
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Conjecture 3.5.2. If ψ satisfies CBRΦ, for doubling Φ and comes from a finite-dimensional co-
cycle, then there is an X such that (G,X,ψ) is standard.
Our intuition is that, since maximal ergodic inequalities hold for noncommutative Markovian
semigroups, the critical point to prove are the L2GB. Indeed, even relaxing the Gaussian bounds
to more general off-diagonal results seems challenging. There are plenty of examples of infinite
dimensional 1-cocycles b : G → H with an associated ψ(g) = ‖b(g)‖2H satisfying CBRΦ. But,
so far, we haven’t been able to produce examples of infinite dimensional cocycles with a positive
solution to 3.5.1.
Problem 3.5.3. Are there infinite-dimensional cocycles whose associated ψ is part of a standard
triple?
Either an example of such object or the proof that the L2GB imply finite-dimensionality of the
associated cocycle will be an extremely interesting result.
Locallity, finite speed of propagation and Gaussian Bounds.
In the works of [Sik96], [Sik04] an equivalence, with some extra assumptions, between the following
three properties is studied
1. Gaussian bounds for a semigroup St = e
−t A, with respect to its natural gradient metric,
see [SC09].
2. Finite speed of propagation of the solution of the wave equation associated to A, given
by ∂2tt xt +Axt = 0.
3. Locality of the infinitesimal generator A, see [SC09, pp. 313].
The equivalence above explains why the locality of A, added to Sobolev-type inequalities and the
doubling condition, is enough to give a spectral Ho¨rmander-Mikhlin multiplier result in the abelian
case, see [SC09, Theorem 3.5].
The study of the properties above in the case of group algebras was started with the hope of
manufacturing a noncommutative metric X ∈ (LG)∧+ generalizing the wave-travelling distance.
Nevertheless, the path seems more technical than we originally expected. Indeed, in order to un-
derstand such equivalence above in the noncommutative setting we started to study the framework
of W ∗-metrics introduced by Weaver and Kuperberg [KW12]. In Chapter 5 we study such relation
and arrive, during the discussion in the Foreword of that chapter, to a way of defining off-diagonal
bounds and finite speed of propagation from a W ∗-metric. Locality can be similarly defined pro-
vided there is a W ∗-metric. We already have partial results concerning the equivalence between
finite speed of propagation and Gaussian bounds to be included in a forthcoming work [GP16b].
C∞c -cut-off functions and Hilbert-valued extensions.
In the statement of the classical Ho¨rmander-Mikhlin Theorem the condition includes a compactly
supported cut-off function η ∈ C∞c (R+) instead of an analytic function η ∈ H∞0 . The main ob-
stacle to prove our results with η ∈ C∞c (R+) is that the square function estimates of [JLMX06]
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need analyticity. The underlying reason is that they are dimension-independent estimates and the
classical Littlewood-Paley estimates with compactly supported localization need finite dimension-
ality. But, since our standard hypotheses imply finite dimensionality it makes perfect sense trying
to extend Theorems 3.2.1 and 3.3.7 to Hilbert-valued functions to prove a compactly supported
square function estimate and then apply a bootstrap argument.
Conjecture 3.5.4. Let (G,ψ,X) be a standard triple, η ∈ H∞0 , s > (DΦ + 1)/2 and m : R+ → H
be a Hilbert-valued function we have∥∥T [rc]m ∥∥CB(Lp(LG),Lp(LG;Hr c)) .(p) supt≥0 ‖η(·)m(t ·)‖W 2,s(R+,H) ∀ 1 < p <∞,
where T
[rc]
m is the Hilbert-valued multiplier given by extension of λg 7→ λg ⊗m(g).
In order to prove such conjecture, the natural thing to do will be to apply arguments like those
used by T. Mei and J. Parcet in [MP09] in L∞ and BMO. That should allow us to prove an
operator-valued extension and then restrictions to the column or row would give the desired result.
Unfortunately, technical obstacles appear in our semigroup-based case, since using the formulas on
[JM12] for expressing the BMO-norm does not yield a clear candidate to maximal function.
Nevertheless, if the conjecture above holds it will be enough to prove that, for % ∈ C∞c (R+), the
Hilbert-valued multiplier m : G→ L2(R+, ds/s) given by
m(g)(s) = %(sψ(g)),
satisfies the condition in Conjecture 3.5.4. We would obtain the following as a Corollary.
Conjecture 3.5.5. If (G,ψ,X) is standard, then, the following hold
‖x‖L◦p(LG) ∼(p)
∥∥(T%(t ψ)x)t≥0∥∥Lp(LG;Lr c2 (R+, dtt )).
By a bootstrap argument, repeating the steps in the proof of Theorems 3.2.1 and 3.3.7 we can
replace the cut-off function in H∞0 by an element in C∞c (R+).
Another approach that may seem reasonable to prove Conjecture 3.5.5 is to use an operator-valued
extension of Theorem 2.2.8, which is easily shown, to avoid working with maximals. Sadly that mul-
tiplier result does not yield the desired estimates since the square function m(g) 7→ (%(sψ(g)))s≥0
do not satisfies, in general, the operator-valued analogue of the condition in Theorem 2.2.8.
General symbols over homogeneous groups.
In the condition for spectral Ho¨rmander-Mikhlin multipliers we have dilations given by m(t ψ).
But, in the case of Rn, the Ho¨rmander-Mikhlin condition admits more general nonradial symbols
m : Rn → C and the dilations of the symbol are implemented by the group automorphisms
ξ 7→ t ξ. The natural setting for a generalization, if we want to obtain a nonradial Ho¨rmander-
Mikhlin multiplier result in Lp(LG), is to work with the so called homogeneous groups, see [Goo14].
A connected and locally connected Lie group G is said to be homogeneous iff there is a 1-parameter
family of dilations δ : R∗+ → Aut(G) given at Lie algebra level by
dδt(Xj) = t
nj Xj for some base {Xj}j of TeG.
60
3.5. Foreword
Such groups are nilpotent and include important examples like the Heisenberg groups. Result of
the form
‖Tm‖CB(Lp(LG)) .(p) sup
t≥0
‖η(·)m(δt ·)‖W 2,s(G) (3.5.1)
are very much expected to hold for s > D(δ)/2, where D(δ) represents the degree of δ, given by
D(δ) =
∑
j nj , and coinciding with the local dimension in many natural contexts. The harmonic
analysis of homogeneous groups have been intensively studied in the past, see [FS82]. The approach
required here have to be the dual one, instead of studying translation invariant operators in Lp(G),
we want to study comultiplication invariant operators in Lp(LG). It is also worth recalling that
the ingredients used in our proof, like square function estimates, have not been developed yet in
this context.
Is there a unified frame including hyperbolic groups?
The condition CBRΦ is quite demanding for a group. Indeed, up to quotients by G0 = {g ∈ G :
ψ(g) = 0} ≤ G and restrictions to the support of e−t ψ the group G is amenable. Therefore, an
important point that need clarification is the necessity of the complete boundedness on CBRΦ —as
opposed to plain boundedness Rp,qΦ —. The question is of outstanding importance. For instance, the
study of bounded ultracontractivity on non-amenable groups was pioneered by Haagerup [Haa79]
in the case of F2 and later generalized, under the name of rapid decay (RD) property, by Joliessaint
[Jol90], see also [dlH88] for similar results in general hyperbolic groups. In our proof the complete
bounds in CBRΦ are necessary since we use in the proof of Theorem 2.1.1 the following inequalities
|Tk1 k2(x)|2 ≤ ‖k1‖L∞(M;Lr2(τ)) (τ ⊗ Id)
{
k∗2k2 (σ(x
∗x)⊗ 1)} (3.5.2)
= ‖Tk1‖CB(L2(τ),M) Tk∗2k2(x∗x),
where, k ∈ LG⊗LGop is a kernel and and Tk is its associated integral operator given by Tk(x) =
(τ ⊗ Id){k (σ(x) ⊗ 1)}. In order to prove our result without complete boundedness we need to
change the CB(Lr2(LG),LG)-norm in (3.5.2) by the B(Lr2(LG),LG)-norm which does not seems
to be possible in general. Nevertheless, even if our techniques does not generalize to the non-
completely bounded case, some smooth Fourier multiplier results seem to hold in the case of
nonamenable hyperbolic groups like LF2. Indeed, recent results of M. de la Salle and T. Mei, see
[dlSM14], yield that
Theorem 3.5.6 ([dlSM14, Theorems 1.1/1.2]). Let ψ : F2 → R+ be the word-length function
in F2. If 0 < α ≤ 1/2 we have
‖Tφ(ψ)‖CB(L1(LF2)) .(α)
∥∥x 34−α ∂2xxφ∥∥ 12L2(R+) ∥∥x 34 +α ∂2xxφ∥∥ 12L2(R+),
for any φ : R+ → C.
Applying their techniques in the case of Bochner-Riesz means gives that such means are bounded
in L1 for δ > 1, see [dlSM14, Example 3.4]. In the classical case of RD the are L1-bounded when
δ > (D − 1)/2. This suggests that the “dimension” of LF2 is indeed 3, which coincides with the
dimension we obtain in the non-c.b. version of Rp,qΦ . We can formulate the following conjecture
Conjecture 3.5.7. An spectral Ho¨rmander-Mikhlin theorem, analogous to Theorems 3.2.1 and
3.3.7, holds in LF2 for smoothness s > 3/2.
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A possible direction to this conjecture may be working with the semigroup of c.b. multipliers
given by λg 7→ e−t |g|r λg. The main obstacles of this approach are the loss of positivity and the
loss of doublingness. Generalizing results on the harmonic analysis for nondoubling settings seems
necessary.
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The purpose of this chapter is to study transference results for operators on the Lp-spaces of crossed
products. In Section 4.2, we will see that if Tm is some Fourier multiplier, then its crossed product
extension IdoTm is completely bounded in Lp(MoθG) whenever Tm is completely bounded over
Lp(LG), provided that the action θ is amenable, see [BO08, Section 4.3] for a precise definition.
Furthermore, we have that
‖Ido Tm‖CB(Lp(MoθG)) ≤ ‖Tm‖CB(Lp(LG)).
The techniques involved in the proof of such result are a generalization of the theorems in [NR11]
and [CdlS15] from amenable groups to amenable actions. One of the novelties of our approach is
that it allows us to transfer, not just Fourier multipliers acting on the G-component of M oθ G,
but equivariant operators acting ofM. Indeed, strengthening the amenability of θ by imposing an
accretivity condition on its generalized “Følner sets” gives a transference result for any completely
bounded and θ-equivariant operator S in CB(Lp(M)) as follows
‖S o Id‖CB(Lp(MoθG)) ≤ C
1
p ‖S‖CB(Lp(M)), (4.0.1)
where C > 1 is a constant measuring the accretivity of such sets. In all examples of amenable
actions we have worked down so far we can build approximating sequences whose accretivity is
C = 1. We conjecture that such is the case for all amenable actions. In Section 4.1 we will state
precisely the amenability condition required for our theorems and review briefly the equivalent
definitions of amenability for actions.
In Section 4.3 we prove an operator-valued extension of the transference results described above.
This allow us to prove strong-type maximal inequalities in crossed products. Concretely, if (Tn)n≥0
is a family of completely positive Fourier multipliers over Lp(LG) and (Sm)m≥0 is a family of
completely positive and θ-equivariant operators in Lp(M) we have an inequality of the form∥∥∥ sup
m
+sup
n
+
{
(Sm o Tn)(u)
}∥∥∥
Lp(MoθG)
(4.0.2)
.(cb) C 1p
∥∥(Tm)m : Lp(LG)→ Lp(LG; `∞)∥∥cb ∥∥(Sn)n : Lp(M)→ Lp(M; `∞)∥∥cb ‖u‖p,
whenever θ has an approximating sequence with accretivity constant C. Observe that such inequal-
ity is a trivial consequence of Fubini type argument whenM and G are abelian and the action θ is
trivial. so thatMoθG =M⊗LG. In Section 4.3 we will also obtain a result analogous to (4.0.2)
63
Chapter 4. Crossed Product Extensions of c.b Operators
but with m = n and formulate our theorems for suprema over general, not necessarily discrete,
index sets.
As a consequence of those maximal inequalities we obtain that the CBHLp inequalities in Definition
3.1.1 are stable under crossed products if natural invariance conditions are satisfied. Since the rest
of the standard assumptions are easily verified for crossed products, we obtain that the standard
assumptions are stable under crossed products, see Theorem 4.3.1. Observe that, for this appli-
cation, we can just use the amenability of G since, by Remark 1.10.1, the standard assumptions
imply amenability.
The results exposed here are part of an ongoing research project that will be released for publication
after finishing this PhD thesis, see [GP16a]. Apart from the material here presented we plan to
obtain, as an application, new multiplier results in Lp(LG). The technique that we will employ
will be to embed LG into L∞(Ω)oθG, through a Ω-valued multiplicative cocycle β : G→ L∞(Ω),
then use (4.0.1) to obtain bounds for multipliers from bounds for equivariant operators in Ω, see
Section 4.4 for more details.
4.1 Amenability of actions
The purpose of this section is to recall a few facts from the theory of amenable actions and provide
suitable references.
Let (X,ΣX , ν), or simply (X, ν) if the σ-algebra is understood from the context, be a σ-finite
measure space. We will say that a group homomorphism θ : G → Aut(X, ν) is action of G
on X iff the map (g, x) 7→ θg(x) = g x is measurable and θ∗gν and ν are mutually absolutely
continuous. When θ∗gν(E) = ν(θgE) = µ(E) we will say that θ is ν-preserving. The action
θ extends trivially to an action over the functions on X. We are going to denote it, perhaps
ambiguously, by θgf(x) = f(θg−1x). As usual, if there is no confusion we may just write f(g
−1 x)
or g f instead of f(θg−1x).
Recall that a group G is said to be amenable if there is a translation invariant mean m ∈ L∞(G)∗,
i.e. an element m ∈ L∞(G)∗ such that m(f) ≥ 0 for every f ≥ 0, m(χG) = 1 and m(f(g−1·)) =
m(f) for every g ∈ G. We now define a weaker notion of amenability for an action on a von
Neumann algebra.
Definition 4.1.1. Let θ : G→ Aut(X, ν) be an action, we will say that it is amenable iff there is
a (not necessarily normal) θ-equivariant conditional expectation E : L∞(X)⊗L∞(G) → L∞(X),
i.e. a unital, positivity preserving and L∞(X)-linear map, such that
E f(θg−1 ·, g−1 ·) = θg E(f).
If (M, ϕ) is a von Nuemann algebra and ϕ a normal, semifinite and faithful weight, an action
θ : G → Aut(M) is amenable iff its restriction to the abelian subalgebra (Z(M), ϕ|Z(M)) is
amenable, where Z(M) denotes the center of M.
Observe that, trivially, if G is amenable all of its actions are amenable, just take E = IdL∞(X) ⊗
m, for any G-invariant mean m. Reciprocally if G acts amenably on a one-point space then G
is amenable. The flexibility gained is that non-amenable groups may have nontrivial amenable
actions. We may also recall that if G acts amenably in a probability space (X, ν) and the measure
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ν is invariant, then, the composition ν ◦E is an invariant mean. The same holds for finite measure
spaces with a θ-invariant measure.
Like in the case of amenability there are several equivalent characterizations of the property. The
definition we have introduced is not the one that appeared first in the literature. The oldest
one, to the knowledge of the author, is that an action θ : G → Aut(X, ν) is amenable iff every
affine action on a weak-∗ compact convex set subordinated to θ has a fixed point. A weak-∗
compact convex G-set K ⊂ E∗ is said to be subbordinated to θ : G → Aut(X, ν) iff E∗ can be
constructed by tensoring L∞(X) with some dual space E∗0 and twisting with a 1-cocycle α : G→
B(X, Iso(E0)), where B(X,A) are the Borelian functions. A very detailed introduction to such
concept can be found in [Zim84, Chapter 4]. Of course, when X = {p}, we get that any affine
action of G in a compact weak-∗ closed subset has a fixed point, a condition long known to be
equivalent to amenability, see [Pat88]. Amenable action were introduced in the pioneering works of
Zimmer, see [Zim77],[Zim78a], [Zim78b],[Zim78c] following earlier results of Furstenberg [Fur73].
The equivalence with the definition here given was proved in [AEG94].
It is important to recall that amenability of actions can be defined for continuous actions on
topological spaces. Pretty much in the same way in which measurable groups are somehow the
same objects as topological groups, see [Var85a, Chapter 5:6], topological amenable actions are
the same object as Borel amenable actions. In order to clarify this we will need the following
proposition. Recall that we are going to denote by P(G), the probability measures with the
σ(C0(G))-topology and by P0(G) the subset of all absolutely continuous ones with respect to the
Haar measure.
Proposition 4.1.1. Let θ : G → Aut(X, ν) be an action, it is amenable iff for every m ∈ P0(G),
 > 0 and K ⊂ G a compact subset there is a Borel map µ : X → P0(G) such that
sup
g∈K
∫
X
‖g µx − µg x‖1 dm(x) < , (4.1.1)
where g d µx(h) = dµx(g−1 h).
Whenever a net (µα)α satisfies condition (4.1.1) for every m,  and K provided that α is large we
will say that (µα)α is asymptotically equivariant. Observe that the condition in the proposition
above is equivalent to the existence of an asymptotically equivariant net. To see that, just denote
by µm,,K the Borel measurable map in Proposition 4.1.1 and by A the net given by all triples
(m, ,K) with the natural order.
Proof. Given any Borel map µ : X → P0(G) we can associate to it a unital, positivity preserving
and L∞(X)-linear map Eµ : L∞(X)⊗L∞(G)→ L∞(X) given by
Eµ(f)(x) =
∫
G
f(x, g) dµx(g).
Clearly all such maps have norm bounded by ‖Eµ(1)‖∞ = 1. The space of bounded maps
B(L∞(X ×G), L∞(X)) is a dual Banach space since
B(L∞(X ×G), L∞(X)) = L∞(X)⊗L∞(X ×G)∗
= L1(X)
∗⊗L∞(X ×G)∗
= (L1(X) ⊗̂L∞(X ×G))∗ = L1(X;L∞(X ×G))∗,
and the pairing is given by extension of
〈m⊗ f,E〉 = 〈m,E(f)〉 =
∫
X
E(f) dm.
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Therefore, by the Banach-Alaoglu compactness theorem, the net (Eµα)α has a weak-∗ accumula-
tion point E. Since the subset of all conditional expectations is clearly weak-∗ closed, E is also
a conditional expectation. We have to see that if (µα)α is asymptotically invariant, then E is
equivariant. But that is obvious since we have〈
Eµα(θgf)− θg(Eµα(f),m
〉
=
∫
X
∫
G
f(g−1 x, g−1 h)
{
dµxα(g h)− dµg
−1
α (h)
}
dm(x)
≤ ‖f‖∞
∫
X
∥∥g−1 µxα − µg−1 xα ∥∥1 dm(x)
and for every g ∈ G such quantity can be made arbitrarily small.
For the reciprocal we have to use that the space of normal conditional expectations from L∞(X×G)
to L∞(X) is dense inside the set of all conditional expectations with respect to the weak-∗ topology.
Notice that, by applying the Hahn-Banach theorem in every fibre, normal conditional expectations
are in correspondence with measurable maps µ : X → P0(G). If E is an equivariant conditional
expectation we have that there is a net (µα) of Borel maps with Eµα → E in the weak-∗ topology.
The net µα is asymptotically equivariant. After identifying Borel maps X → P0(G) with a subset
of L∞(X;L1G) we have that the weak-∗ topology of B(L∞(X × G), L∞(X)) corresponds to the
σ(L1(X;L∞G)) topology. In particular, for every g ∈ G we have that g µxα − µg xα tends to zero in
the σ(L1(X;L∞G)) topology. In particular 0 is in the σ(L1(X;L∞G))-closed convex hull of the
set of all the maps
Sg =
{
x 7→ (g µx − µg x)}.
It is easily seen that such convex set equals the closure of Sg in the coarsest linear topology making
all maps
µ 7→
∫
X
‖µx‖1 dm(x)
continuous. Taking a sequence in the convex hull of Sg converging to 0 in such topology gives the
claim.
We recall now the definition of amenability for topological actions. We will say that an action of
G by homeomorphisms θ : G → Homeo(X) is a topological action iff the map (g, x) 7→ θg(x) is
continuous.
Definition 4.1.2. Let X be a locally compact topological space and θ a topological action. The
action is said to be amenable iff there is a net of continuous maps µα : X → P(G), such that for
every g ∈ G
lim
α
sup
x∈X
‖g µxα − µg xα ‖1 = 0.
Similarly, an action of G in a C∗-algebra A is amenable iff its restriction to the center Z(A) is
(topologically) amenable.
Observe that, since P(G) is a compact, each µα can be lifted to a continuous function on βX, its
Stone-Cˇech compactification and so we obtain that, by construction, a continuous action θ on X
is amenable iff its lift βθ to βX is amenable.
Such topological definition of amenability appeared in the form above for the first time in [HR00].
In contemporary literature is more common to see amenable actions defined in terms of topological
spaces. The topic of topological amenable actions has been researched in connection with exactness
for groups, a notion introduced in [KW99], since it was proved in [Oza00] that a discrete group is
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exact iff it has an amenable action on a compact space. See also [Oza06] for more on amenable
actions.
Recall that we can identify continuous functions x ∈ Cc(G;M) with elements inside M oθ G
and that, whenever G is discrete, we have a natural conditional expectation given by EM(x) =
(Id o τG)(x) = x(0). In the case of crossed products of von Neumann algebras we can easily
extend EM when G is nondiscrete as an operator-valued weight EM : (M oθ G)+ → M∧+, see
[Haa79a],[Haa79b]. It is easy to see that
EM
[
xx∗
]
=
∫
G
x(g)x(g)∗ dµ(g), (4.1.2)
for any x, y ∈ M oθ G. When working with C∗ algebraic crossed products like bellow there is
no ambiguity assuming A ⊂ A∗∗ to define EA. The characterization below is easily seen to be
equivalent to amenability.
Lemma 4.1.2. ([BO08, Definition 4.3.1/Lemma 4.3.7]) An continuous action θ : G →
Aut(A), where A is a unital C∗-algebra is amenable iff there is a net (xα)α ⊂ Cc(G;Z(A)) of
compactly supported functions satisfying
(i) 0 ≤ xα(g).
(ii)
∫
G
|xα(g)|2 dµ(g) = 1A.
(iii)
lim
α
EA
{
((1o λg)xα − xα) ((1o λg)xα − xα)∗
}
= lim
α
∫
G
|θg(xα(g−1 h))− xα(h)|2 dµ(h)
= 0.
Any such net will be called an approximating sequence.
The following proposition ensures that if X is the Borel space underlying a compact space and θ a
continuous action, then θ is amenable in the measurable sense iff it is amenable in the topological
sense.
Proposition 4.1.3 ([BO08, Proposition 5.2.1]). Let X be a compact Hausdorff space and
θ a continuous action of G on X. Then θ is (topologically) amenable iff we can take a net of
asymptotically equivariant Borel maps µα : X → P0(G).
It rests to see that any measurable action comes from a topological action.
Theorem 4.1.4 ([Var85a, Theorem 5.7]). For any measurable action θ of G in X there is a
compact Hausdorff topological space Y , a continuous action θ0 of G on Y and a θ0-invariant Borel
subset E ⊂ Y such that X and E are isomorphic as G-spaces.
Sometimes the Borel subset E above can be taken to be closed without loss of generality. One of
such situations is when the action preserves a finite measure. Let (X, ν) be a finite measure space
and the action θ of G be ν-preserving. If E ⊂ Y is like in the theorem above and ι : X ↪→ E ⊂ Y we
have that the finite measure ι∗ν ∈M(Y ) is Borelian and its support is a closed G-invariant subset
supp[ι∗ν] ⊂ E. Restricting to such support amounts to removing a null set of X, see [AEG94,
Lemma 1.3]. Similar results follow for ν-preserving actions when ν is an infinite regular measure
changing closed sets by locally closed sets.
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As a corollary of the following discussion we obtain that any action θ : G → Aut(M) of G on a
von Neumann algebra M is amenable iff it has an approximating sequence (xα)α ⊂ Cc(G;Z(M))
as in Lemma 4.1.2. We introduce now the refinement of amenability of actions that we are going
to use through the next subsections.
Definition 4.1.3. Let (M, τ) be a semifinite von Neumann algebra and denote (Z(M), τ |Z(M))
by (L∞(X), ν). We say that the action θ : G→ Aut(M) has a C-approximating sequence iff there
is a sequence of sets Fα ⊂ X ×G such that
1 ≤ ess sup
x
µ{g ∈ G : (x, g) ∈ Fα} ≤ C ess inf
x
µ{g ∈ G : (x, g) ∈ Fα} <∞, (4.1.3)
and the elements
xα(x, g) =
χFα(x, g)
µ{g ∈ G : (x, g) ∈ Fα} 12
form an approximating sequence satisfying (iii) in Lemma 4.1.2.
Clearly we have
G is amenable =⇒ θ has a C-approximating sequence =⇒ θ amenable.
Many known amenable actions admit C-approximating sequences, Furthermore the existence of C-
approximating sequences is stable under natural operations like tensor product extensions Id⊗ θ :
G → Aut(M⊗M2). Diagonal products θ1 × θ2 : G → Aut(M1⊗M2) and tensor products
θ1 ⊗ θ2 : G1 ×G2 → Aut(M1⊗M2).
Example 4.1.5. We are going to see that the free group Fn acting on its hyperbolic boundary
∂Fn is an amenable action admitting a 1-approximating sequence. Recall the construction of ∂Fn.
We want such space to be the set of all infinite reduced words
∂Fn = {ω = s00 s11 s22 ...} ⊂
∞∏
i=0
{a±1 , a±2 , ..., a±n },
where {a1, a2, ..., an} is the set of generators. Clearly the last space is compact Hausdorff and
totally disconnected. Since the different relations wi 6= w−1i+1 define closed subsets, ∂Fn is also a
compact space. The action θω0(ω) of Fn is given by adjoining any word of ω0 ∈ Fn to the infinite
word ω ∈ ∂Fn and performing the due reductions. The condition on Definition 4.1.2 is easily
verified for
xn(ω) =
1√
n+ 1
n∑
i=0
δωi =
χFn√
n+ 1
,
where ω = ω0 ω1... ∈ ∂Fn and the sets Fn ⊂ X ×G satisfies that (ω1, ω2) ∈ Fn iff ω1 is an initial
subword for ω2 of word length less or equal to n. Similar means yield that action of hyperbolic
groups in their hyperbolic boundary have 1-approximating sequences, see [BO08, Chapter 5].
4.2 An asymptotic embedding
In this section we are going to prove the main result of this chapter. Observe that if θ : G →
Aut(M) is an action andMoθG is the reduced or spatial crossed product, then, the embedding of
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MoθG into B(H⊗2L2G) factors through the subalgebraM⊗B(L2). Indeed, after identifying ker-
nels k in L∞(G×G;M) with operators inM⊗B(L2G), the embedding j :MoθG→M⊗B(L2G)
is given by extension of the map sending u ∈ Cc(G;M) to the operator with kernel
k(g, h) = [θ−1g (u(g h
−1))]g,h∈G.
Let Tm : LG→ LG be a normal and c.b. Fourier multiplier of symbol m and denote by (Ido Tm)
its crossed product amplification, i.e. the normal operator given by linear extension of the map
x o λg 7→ m(g)x o λg. A trivial calculation show that the isometry j intertwines Id o Tm and
Id⊗Mm as shown below
Moθ G 
 j
//
IdoTm

M⊗B(L2G)
Id⊗Mm

Moθ G 
 j
//M⊗B(L2G),
where Mm : B(L2G)→ B(L2G) is the c.b. Herz-Schur multiplier given by
Mm([ag h]g,h) = [m(g h
−1) ag h]g h.
Similarly, let S : M → M be an operator and let us denote by S o Id its crossed product
amplification, i.e. the map given by extension of xoλg 7→ S(x)oλg. An straightforward calculation
shows that the embedding j intertwines S o Id and Sθ as follows
Moθ G 
 j
//
SoId

M⊗B(L2G)
Sθ

Moθ G 
 j
//M⊗B(L2G),
where the map Sθ :M⊗B(L2G)→M⊗B(L2G) is given by
Sθ([xg h]) = [θ
−1
g S θg(xg h)]g,h∈G.
Therefore, if S :M→M is a normal c.b. and θ-equivariant operator we obtain that
Moθ G 
 j
//
SoId

M⊗B(L2G)
S⊗Id

Moθ G 
 j
//M⊗B(L2G).
Observe that, a posteriori, such intertwining identities imply that if Mm is completely bounded so
is Id o Tm and that if S :M→M is completely bounded and θ-equivariant so is S o Id. It is a
well-known result, see [BF91], [CdlS15], that the c.b. norm of the Fourier multiplier Tm bounds the
c.b. norm of the Herz-Schur multiplier Mm. Summing all up, we obtain the following inequalities
‖Ido Tm‖cb ≤ ‖Id⊗Mm‖cb ≤ ‖Tm‖cb
‖S o Id‖cb ≤ ‖S ⊗ Id‖cb = ‖S‖cb.
The purpose of this section is to generalize such results from the crossed product von Neumann
algebra M oθ G to its noncommutative Lp-spaces. The main difficulty stems from the fact that
the isometry j is not trace preserving. Recall that, if (M, τM) is a semifinite von Neumann algebra
with a n.s.f. trace, θ is τM-preserving and G is LCH and unimodular, then there is a n.s.f. trace
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τ : (Moθ G)+ → [0,∞] given by τ = τG ◦EM which generalizes both τG over LG ⊂Moθ G and
τM over M⊂Moθ G. It is easy to see that if G is a finite group, we have that
(τM ⊗ Tr)(j 1) = |G| τ(1).
Therefore j is unbounded in L1(Moθ G) when G is discrete and infinite. Similar arguments yield
that j is ill-defined in L1 when G is noncompact. A way of circumvent this difficulty is to use
amenability to approximate the map j over compact subsets of G. This way of proceeding was
used by E. Ricard and S. Neuwirth in [NR11], when M = C and G is a discrete amenable group,
to prove that if a Herz-Schur multiplier is completely bounded in Sp(L2G), then so is the Fourier
multiplier with the same symbol in Lp(LG). Their result was generalized later by M. Caspers
and M. de la Salle in [CdlS15] to LCH amenable groups. They also proved that amenability is
necessary for such theorem, at least for 4 < p. We are going to generalize such transference results
from amenable groups to amenable actions and from the Lp-spaces of group algebras LG to the
Lp-spaces of crossed products. The way by which we are going to proceed is to use amenability
to approximate j by a net jαp : Lp(M oθ G) → Lp(M⊗B(L2G)) of complete contractions such
that they are “asymptotically isometric”. Then, we can obtain a complete isometry by taking an
ultraproduct of all such maps, getting
(jα)
U
α : Lp(Moθ G) −→
∏
α,U
Lp(M⊗B(L2G)).
Recall that the ultraproduct above must be understood in the operator space sense, see [ER00,
Appendix].
Let us start proving the following lemma.
Lemma 4.2.1. Let (M, τ), θ : G → Aut(M) be as above and assume that θ is τ -preserving and
amenable and that G is unimodular. Let (xα)α ⊂ Cc(G;Z(M)) be any approximating net for θ
and Xα ∈M⊗B(L2G) be
(Xα ξ)(g) = θ
−1
g (xα(g)) ξ(g),
where ξ ∈ L2(G;H) The maps jαp : Lp(Moθ G)→ Lp(M⊗B(L2G)) given by
jαp (v) = X
1
p
α j(v)X
1
p
α
satisfy that
(i)
∥∥jαp : Lp(Moθ G)→ Lp(M⊗B(L2G))∥∥cb ≤ 1, for every 1 ≤ p ≤ ∞.
(ii) lim
α
〈
(jαp u), (j
α
p′ v)
〉
= 〈u, v〉, where 1
p
+
1
p′
= 1, for every 1 ≤ p <∞.
Proof. The proof of (i) is trivial when p = ∞. Proving it for p = 1 and applying interpolation
yields the desired result. Let u ∈ L1(M oθ G). We can decompose u as x = a b∗, with ‖u‖2 =
‖v‖2 = ‖x‖ 12 . We have that
jα1 (u) = Xα j(a) j(b)
∗Xα = (Xα j(u)) (Xα j(v))∗.
But, clearly
‖jα1 (x)‖L1(M⊗B(L2G)) ≤ ‖Xα j(u)‖L2(M⊗B(L2G)) ‖Xα j(v)‖L2(M⊗B(L2G)).
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It is trivial to notice that, since τ in θ-invariant L2(Moθ G) = L2(M)⊗2 L2(G) and the isomor-
phism is given by
〈u, v〉L2(MoθG) =
∫
G
τM(u(g)∗ v(g)) dµ(g),
after identifying u affiliated withMoθ G with anM-valued function of G in the natural way. On
the other hand, if we denote by k(g, h) = θ−1g (xα(g)) θ
−1
g (u(g h
−1)) the kernel of Xα j(u), we have
that
‖Xα j(u)‖2L2(M⊗B(L2G)) = (τM ⊗ Tr)
{[∫
G
k(g, h)∗ k(k, h) dµ(h)
]
g,k
}
=
∫
G
∫
G
τM
{|θ−1g (xα(g)) θ−1g (u(g h−1))|2} dµ(g) dµ(h)
=
∫
G
∫
G
τM
{|xα(g)u(h−1)|2} dµ(g) dµ(h) (4.2.1)
=
∫
G
τM
{(∫
G
|xα(g)|2 dµ(g)
)
|u(h−1)|2
}
dµ(h)
=
∫
G
τM
{|u(h)|2} dµ(h), (4.2.2)
by using the θ-invariance of τM in (4.2.1) and Condition (ii) on Lemma 4.1.2 as well as the
unimodularity of G in (4.2.1). The same follows for v and this proves (i).
In order to prove (ii) start by noticing that
〈jαp (u), jαp (v)〉 =
∫
G
∫
G
τM
{
θ−1g (xα(g)) θ
−1
g (u(g h
−1)∗ v(g h−1)) θ−1h (xα(h))
}
dµ(g) dµ(h)
=
∫
G
∫
G
τM
{
θ−1g h(xα(g h)) θ
−1
g h(u(g)
∗ v(g)) θ−1h (xα(h))
}
dµ(g) dµ(h)
=
∫
G
∫
G
τM
{
xα(g h) θg(xα(h))u(g)
∗ v(g)
}
dµ(g) dµ(h)
=
∫
G
τM{u(g)∗ v(g)} dµ(g) +
∫
G
τM
{
u(g)∗ v(g)A
}
dµ(g),
where A is just
A =
∫
G
xα(g h) θg−1(xα(h)) dµ(h)− 1M
=
∫
G
xα(g h) θg−1(xα(h)) dµ(h)−
∫
G
|xα(g)|2 dµ(g)
=
∫
G
xα(h)
(
θg−1(xα(g h))− xα(h)
)
dµ(h)
≤
∥∥∥∥ ∫
G
|xα(h)|2 dµ(h)
∥∥∥∥ 12
M
(∫
G
|θg−1(xα(g h))− xα(h)|2 dµ(h)
) 1
2
= EM
[
((1o λg−1)xα − xα) ((1o λg−1)xα − xα)∗
] 1
2 −→ 0,
notice that we have used identity (4.1.2) in the last step. Using Condition (iii) of Lemma 4.1.2
and the Dominated Convergence Theorem gives the desired claim.
We can now proceed to prove the main theorem of this section.
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Theorem 4.2.2. Let (M, τM), G and θ : G → Aut(M) be as above with θ amenable. For any
1 ≤ p <∞ we have a completely positive and completely isometric map
Lp(Moθ G) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G)).
The isometry jp satisfies that if Mm and Tm are the Fourier and Herz-Schur multipliers associated
to the symbol m, then
Lp(Moθ G)
(IdoTm)

jp
//
∏
α,U
Lp(M⊗B(L2G))
(Id⊗Mm)U

Lp(Moθ G)
jp
//
∏
α,U
Lp(M⊗B(L2G)),
Furthermore, if θ has a C-approximating sequence and S : Lp(M) → Lp(M) is a completely
bounded and θ-equivariant operator, then
Lp(Moθ G)
(SoId)

jp
//
∏
α,U
Lp(M⊗B(L2G))
(Sα)
U
α

Lp(Moθ G)
jp
//
∏
α,U
Lp(M⊗B(L2G)),
where ∥∥Sα : Lp(M⊗B(L2G))→ Lp(M⊗B(L2G))∥∥cb ≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb.
Proof. Let jαp be the maps defined in Lemma 4.2.1, we define the isometry jp just by jp = (j
α
p )
U
α
for some principal ultrafilter U . Such map is completely contractive since each jαp is. To prove
that it is an isometry notice that, for any von Neumann algebra N we have
∏
α,U
Lp(N ) ⊂
(∏
α,U
Lp′(N )
)∗
, (4.2.3)
and the embedding is isometric. Indeed, such identity is a consequence, when 1 < p, of the fact
that the dual of the ultraproduct is larger than the ultraproduct of the duals, see [Pis03, pp. 59-63,
(2.8.8)]. For p = 1, in addition, we have to use the injectivity of the ultraproduct construction, see
[Pis03, pp. 59-63, (2.8.2)], and apply it to the inclusion L1(N ) ⊂ L1(N )∗∗. With identity (4.2.3)
at hand, we have that
‖jp x‖∏
α,U Lp = ‖jp x‖(∏α,U Lp′)∗
= sup
‖h‖p′≤1
∣∣〈jp x, h〉∣∣
≥ sup
‖y‖p′≤1
∣∣〈jp x, jp′ y〉∣∣
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= sup
‖y‖p′≤1
lim
α,U
|〈jαp x, jαp′ y〉∣∣
= sup
‖y‖p′≤1
∣∣〈x, y〉∣∣
= ‖x‖Lp .
Therefore jp is an isometry. The fact that it is a complete isometry follows by similar means.
The intertwining identity concerning Mm and Tm is trivial since all of the contractions j
α
p satisfy
that
jαp (Ido Tm) = (Id⊗Mm) jαp
and so does their ultraproduct jp. The other relation is more delicate. The reason is that, if we
want jαp to intertwine S o Id and S ⊗ Id, we need to impose S to beMα-bimodular, whereMα is
the von Neumann algebra given by
Mα = {θ−1g xα(g)}
′′
g∈G ⊂ Z(M).
But such condition is too restrictive. To overcome such difficulty, we will assume that net (xα)α
comes from a C-approximating sequence. Then, for any α we can define the operator Yα ∈
M⊗B(L2G) given by
(Yα ξ)(g) =

(
P⊥α,g + Pα,g
1
θ−1g xα(g)
)
ξ(g) when g ∈ G -supp[xα]
ξ(g) otherwise,
where Pα,g ∈ Z(M) is the orthogonal projection onto the support of xα(g). Clearly, we have that
‖Yα‖M⊗B(L2G) ≤ max
{
1, ess sup
x
µ{g ∈ G : (x, g) ∈ Fα} 12
}
<∞
and since YαXα = Xα Yα = 1M ⊗ PG -supp[xα] we obtain that
jαp (S o Id) = AdX1/pα (S ⊗ Id) AdY 1/pα︸ ︷︷ ︸
Sα
jαp ,
where AdS is the operator given by AdS(T ) = S
∗ T S. All that rest to do is to estimate the c.b.
norm of Sα. We have
‖Sα‖cb ≤
∥∥Ad
X
1/p
α
∥∥
cb
‖S ⊗ Id‖cb
∥∥Ad
Y
1/p
α
∥∥
cb
. (4.2.4)
Therefore, if limα,U ‖AdX1/pα ‖cb ‖AdY 1/pα ‖cb <∞, then the result follows. We have that∥∥Ad
X
1/p
α
∥∥
cb
≤ ‖Xα‖
2
p
M⊗B(L2G) ≤
(
ess inf
x
µ{g ∈ G : (x, g) ∈ Fα}
)− 1p∥∥Ad
Y
1/p
α
∥∥
cb
≤ ‖Yα‖
2
p
M⊗B(L2G) ≤ max
{
1, ess sup
x
µ{g ∈ G : (x, g) ∈ Fα}
} 1
p .
Using property (4.1.3) in the definition of C-approximating sequence gives∥∥Sα : Lp(M⊗B(L2G))→ Lp(M⊗B(L2G))∥∥cb ≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb
and that concludes the proof.
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As a corollary we obtain that, for any amenable action, if Mm is a completely bounded Herz-Schur
multiplier in Sp(L2G) then IdoTm is c.b. in Lp(MoθG). But [CdlS15, Theorem 4.2] asserts that
if Tm is c.b in Lp(LG), so is Mm in Sp(L2G). Therefore, we get that if Tm is c.b. so is Id o Tm.
Similarly, if S is a θ-equivariant c.b. operator over Lp(M) we have that S o Id is also c.b. The
corollary bellow summarises both statements
Corollary 4.2.3. Let θ : G → Aut(M) be an amenable action and G an unimodular group, for
any 1 ≤ p ≤ ∞, we have that ∥∥Ido Tm : Lp(Moθ G)→ Lp(Moθ G)∥∥cb (4.2.5)
≤ ∥∥Mm : Lp(B(L2G))→ Lp(B(L2G))∥∥cb
≤ ∥∥Tm : Lp(LG)→ Lp(LG)∥∥cb
Furthermore, if S ∈ CB(Lp(LG)) is θ-equivariant and θ as a C-approximating sequence, then∥∥S o Id : Lp(Moθ G)→ Lp(Moθ G)∥∥cb (4.2.6)
≤ C 1p ∥∥S : Lp(M)→ Lp(M)∥∥cb.
4.3 Stability of maximal bounds
The goal of this section is to prove that the standard assumptions, defined at 3.1.1, are stable
under certain cross-products. Let (H,ψH , XH) and (G,ψG, XG) be triples satisfying the standard
assumption and let θ : G → Aut(H) be a µH -preserving action. Then, K = H oθ G is again
an unimodular group and it is trivial to check that its Haar measure µK can be identified with
µH ⊗ µG, see [Wol07, Proposition 3.3.10]. The action θ extends to a normal and τH -preserving
action on LH. Let φ : H → C be a function inducing a normal c.b. multiplier Tφ over LH. Tφ is
θ-equivariant, i.e: Tφ(θg(x)) = θg(Tφ(x)), iff φ is θ-invariant, i.e.: φ(θg(h)) = φ(h). Therefore, if
φ1 : H → C and φ2 : G→ C are functions of positive type, the function φ : K → C given by
φ(h, g) = φ1(h)φ2(g)
is also of positive type when φ1 is θ-invariant. Indeed, let {(hi, gi)}ni=1 ⊂ K, then[
φ
(
(hi, gi)
−1 (hj , gj)
)]
i,j
=
[
φ
(
θg−1i
(h−1i hj), g
−1
i gj
)]
i,j
=
[
φ1(h
−1
i hj)φ2(g
−1
i gj)
]
i,j
≥ 0.
(4.3.1)
The positivity of the matrix in the last line follows from the fact that the Schur product respects
positivity. Taking φ1 = e
−tψH and φ2 = e−tψG and using Theorem 1.6.1 gives that ψ : K → R+
given by ψ(h, g) = ψH(h) +ψG(g) is a c.n. length when ψH is θ-invariant. The next logical step in
order to extend the standard assumptions to crossed products is to find a way of defining operators
X1 o 1,1oX2 ∈ LK∧+ given X1 ∈ LH∧+ and X2 ∈ LG∧+. Notice that if pi : N → R is any normal
∗-homomorphism between von Neumann algebras, then pi extends to a normal order-preserving
map pi : N∧+ → R∧+. Therefore, it makes sense to apply the ∗-automorphisms θg to XH . We
will say that XH is θ invariant if θg(XH) = XH for every g ∈ G. Again, extending the normal
inclusions ι1 :M ↪→MoθG and ι2 : LG→MoθG to the extended positive cone gives operators
ι1(X
2
H) := X
2
H o 1 ∈ LK∧+
ι2(X
2
G) := 1oX2G ∈ LK∧+.
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and we define the metric X ∈ LK∧+ by the following equation
X2 = X2H o 1 + 1oX2G.
Theorem 4.3.1. Let (H,ψH , XH) and (G,ψG, XG) be triples satisfying the standard assumptions
and θ : G → Aut(H) be a continuous, µH-preserving action. Assume that ψH and XH are θ-
invariant. Then, (K,ψ,X), defined as above, is also standard.
In the theorem above it is trivial to prove the L2-Gaussian bounds and doublingness of ΦX . The
key part are the completely bounded Hardy-Littlewood inequalities. In order to prove that, we are
going to use an `∞-valued version of Theorem 4.2.2. Notice that we are not imposing amenability
of the action θ because the standard assumptions force G to be amenable, see Remark 1.10.1, and
hence any action is amenable. The stability result for maximal operators will be the following.
Theorem 4.3.2. Let M be a hyperfinite von Neumann algebra, G a LCH unimodular group and
θ : G→ Aut(M) a τM-preserving action admitting a C-approximating sequence. Let (Ω1, ν1) and
(Ω2, ν2) be measure spaces, (Tω)ω∈Ω1 be a family of completely positive Fourier multipliers and
(Sω)ω∈Ω2 is a family of completely positive and θ-invariant operators satisfying that
A =
∥∥(Tω) : Lp(LG)→ Lp(LG;L∞(Ω1))∥∥cb < ∞
B =
∥∥(Sω) : Lp(M)→ Lp(M;L∞(Ω2))∥∥cb < ∞. (4.3.2)
Then, we have that∥∥(Sω o Tζ)(ω,ζ) : Lp(Moθ G)→ Lp(Moθ G;L∞(Ω1)⊗min L∞(Ω2))∥∥cb
≤ C 1p AB.
Observe that, in the abelian case with trivial action θ = 1, Theorem 4.3.2 follows by routinely
applying Fubini-type arguments. We obtain the following corollary.
Corollary 4.3.3. Let M, G, θ, (Tω)ω∈Ω and (Sω)ω∈Ω be like in the previous theorem for some
fixed (Ω, ν). We have that∥∥(Sω o Tω)ω : Lp(Moθ G)→ Lp(Moθ G;L∞(Ω))∥∥cb ≤ C 1p AB,
where A and B are defined like in (4.3.2).
Recall that, since each Tω above is a Fourier multiplier, there is an essentially unique symbol mω
such that Tω = Tmω . In order to prove the theorems above we need some preliminary results. We
will use the following characterization of boundedness for L∞-valued Schur multipliers whose proof
we omit.
Proposition 4.3.4. Let (Tmω )ω∈Ω ⊂ CB(L1(LG)), we have that (Mmω )ω : Sp(L2G)→ Sp[L∞(Ω)]
boundedly iff for every a ∈ Skp and (bω)ω ∈ Skp′ [L1(Ω)] we have that∣∣∣ ∫
Ω
k∑
i,j
mω(g
−1
i gj) aij b
ω
ij dµ(ω)
∣∣∣ ≤ K ‖a‖Skp ‖(bω)ω‖Skp′ [L1]. (4.3.3)
Furthermore, the optimal K satisfies that
K =
∥∥(Mmω )ω : Sp → Sp[L∞(Ω)]∥∥.
The analogous results for complete norms follows after taking ai j ∈ Smp and bωij ∈ Smp in (4.3.3)
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The following theorem is just a vector-valued extension of Theorem 4.2.2.
Theorem 4.3.5. Let M be a hyperfinite von Neumann algebra and G, θ be as above with θ
amenable. For any 1 ≤ p <∞ and any operator space E we have a complete isometry
Lp(Moθ G;E) jp−−−−−→
∏
α,U
Lp(M⊗B(L2G);E).
Furthermore, when E is an operator system jp is completely positive.
If E = C(Xi) is any abelian C
∗-algebra, where Xi are compact Hausdorff spaces, and (Tmx)x∈X2
is a family of Fourier multipliers in Lp(LG), then the following diagram commute
Lp(Moθ G;C(X1))
(IdoTmx )x∈X2

jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1))
(Id⊗Mmx )x∈X2

Lp(Moθ G;C(X1 ×X2))
jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1 ×X2)),
where Mmx is the Herz-Schur multiplier associated with the symbol mx. Furthermore, if θ has a
C-approximating sequence and (Sx)x∈X2 are θ-equivariant operators in Lp(M), then
Lp(Moθ G;C(X1))
(SxoId)x∈X2

jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1))
(Sαx )
α,U
x∈X2

Lp(Moθ G;C(X1 ×X2))
jp
//
∏
α,U
Lp(M⊗B(L2G);C(X1 ×X2)),
where (Sαx )x∈X2 satisfies that∥∥(Sαx )x∈X2 : Lp(M⊗B(L2G);C(X1))→ Lp(M⊗B(L2G);C(X1 ×X2))∥∥cb
≤ C 1p ∥∥(Sx)x∈X2 : Lp(M;C(X1))→ Lp(M;C(X1 ×X2))∥∥cb.
Before going into the proof we would like to clarify why we choose C(X)-valued operators instead
of L∞(Ω)-valued, for some measure space Ω, if all we care about are maximal bounds. The reason
is that, in order to pass from the strong maximal type arguments in Theorem 4.3.2 to the Corollary
4.3.3 we need to restrict the maximal operator (Sω o Tζ)(ω,ζ) to the diagonal ω = ζ. This requires
that the diagonal restriction operator m : L∞(Ω)⊗L∞(Ω)→ L∞(Ω), given by m(f ⊗ g) = f g, to
be completely bounded. That is not the case is we take L∞(Ω)⊗L∞(Ω) = L∞(Ω). Nevertheless
it holds if we take L∞(Ω)⊗min L∞(Ω), which is not a von Neumann algebra.
In order to prove Theorem 4.3.5 we will need the following well-known lemma, whose proof we
omit.
Lemma 4.3.6 ([Pis98]). Let M1, M2 be hyperfinite von Neumann algebras and E an operator
space. If ψ : Lp(M1) → Lp(M2) is a completely bounded map, then ψ ⊗ IdE : Lp(M1;E) →
Lp(M2;E) is completely bounded. Furthermore, if E is an operator system, the map ψ 7→ ψ⊗E
preserves complete positive maps.
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Remark 4.3.7. When M1 = M2 = M is hyperfinite and p = 1, every map φ satisfying that
φ⊗ IdE is bounded for every E is actually completely bounded, the same follows for p =∞ when
ψ is normal. For general p, the maps ψ satisfying that ‖ψ ⊗ IdE : Lp(M;E)→ Lp(M;E)‖ <∞,
when E = `∞, are called regular maps and were studied in [Pis95b]. Such maps are exactly those
which can be expressed as linear combinations of completely positive ones. In the non-hyperfinite
case the theorem above is false. Indeed, in [Haa85], Haagerup proved that all the completely
bounded maps in M are linear combinations of completely positive maps iff M is hyperfinite.
Proof (of Theorem 4.3.5). Let (xα)α be an approximating sequence for the amenable action θ.
We can construct Xα as in the proof of Theorem 4.2.2. For each j
α
p by
jαp = (AdX1/pα
j)⊗ IdE
and by Lemma 4.3.6 such maps are complete contractions, i.e.∥∥jαp : Lp(Moθ G;E)→ Lp(M⊗B(L2G);E)∥∥cb ≤ 1.
They are also completely positive when E is an operator system. Let us denote temporarily such
maps by jαp,E . Now it is enough to prove that
lim
α,U
〈
(jαp,B(H) x), (j
α
p′,S1(H) y)
〉
= 〈x, y〉, (4.3.4)
where 〈·, ·〉 is the duality pairing between Lp(Moθ G;S1(H)) and Lp′(Moθ G;B(H)). That case
suffices since we can always embed E in a completely isometric way inside B(H). The proof of
(4.3.4) follows like in the scalar case. The identity implies that jp = (j
α
p )
U
α is isometric since we
can use that ∏
α,U
Lp(M;B(H)) ⊂
(∏
α,U
Lp′(M;S1(H))
)∗
when 1 < p ≤ ∞
∏
α,U
L1(M;B(H)) ⊂
(∏
α,U
L∞(M;S1(H)∗∗)
)∗
otherwise
and proceed like in the proof of Theorem 4.2.2. The commutation identities follow similarly.
Theorems 4.3.5 gives a way of transferring bounds from Id⊗M where M is a C(X)-valued Schur
multiplier to IdoT , where T is its associated C(K)-valued Fourier multiplier. In order to bound the
maximal operator given by Schur multipliers (IdM⊗Mmω )ω∈Ω we need the following transference
result generalizing [CdlS15, Theorem 4.2] to the L∞-valued case.
Theorem 4.3.8. Let G be a LCH and unimodular group, Ω a measure space and (Tmω )ω∈Ω ⊂
CB(L1(LG)) a family of Fourier multipliers. If (Mmω )ω∈Ω is the associated family of Schur mul-
tipliers then, for every 1 ≤ p ≤ ∞∥∥(Mmω )ω∈Ω : Sp(L2G)→ Sp(L2G;L∞(Ω))∥∥cb
≤ ∥∥(Tmω )ω∈Ω : Lp(LG), Lp(LG;L∞(Ω))∥∥cb.
Proof. Let µ be a probability measure over Ω such that L1(Ω, µ)
∗ = L∞(Ω), by [CdlS15, Lemma
4.1] there is a dense subset of exponents 1 ≤ p ≤ ∞ such that we can choose sequences xn and yn
of norm one elements in Lp(LG) and Lp′(LG) such that
lim
n
〈yn, Tmxn〉 = m(e).
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Let us define zn = yn ⊗ χΩ ∈ Lp(LG;L1(Ω, µ)). Since the L1(Ω;Lp(LG))-norm is larger then the
Lp(LG;L1(Ω))-norm we obtain that ‖zn‖Lp(LG;L1) ≤ 1. Furthermore, if (Tmω )ω∈Ω is a family of
multiplier as in the hypothesis, then
lim
n
〈zn, Tmωxn〉 =
∫
Ω
mω(e) dµ(ω), (4.3.5)
where the parying 〈·, ·〉 is the duality pairing between Lp(LG;L∞) and Lp′(LG;L1). Proving
∣∣∣ ∫
Ω
k∑
i,j
mω(g
−1
i gj) aij b
ω
ij dµ(ω)
∣∣∣
≤ ∥∥(Tω)ω : Lp(LG)→ Lp(LG;L∞(Ω))∥∥cb ‖a‖Skp ‖(bω)ω‖Skp [L1] (4.3.6)
implies, by Proposition 4.3.3, that
‖(Mmω )ω‖B(Sp, Sp(L∞)) ≤
∥∥(Tmω )ω : Lp(LG)→ Lp(LG;L∞(Ω))∥∥cb ‖a‖Skp ‖(bω)ω‖Skp [L1].
In order to obtain the same bound for the complete norms it is enough to take aij ∈ Smp and repeat
the calculation. Therefore to prove the claim it suffices to prove (4.3.6). Pick xn and zn like in
(4.3.5) and consider An ∈ Skp [Lp(LG)] and Bωn ∈ Skp′ [Lp′(LG;L1(Ω))] given by
An = u
∗ (a⊗ xn)u
Bωn = u
∗ (bω ⊗ zn)u
where u is the unitary in Mk ⊗ LG given by
u =

λg1 0 · · · 0
0 λg2 · · · 0
...
...
0 0 · · · λgk

As a consequence ‖An‖Skp [Lp(LG)] = ‖xn‖Lp(LG) and ‖Bn‖Skp′ [Lp′ (LG;L1)] ≤ ‖zn‖Lp′ (LG;L1). Observe
that λgi Tm(λ
∗
gixλgj )λ
∗
gj = Tmij (x), where mij(h) = m(g
−1
i h gj), therefore∫
Ω
k∑
i,j
mω(g
−1
i gj)aijb
ω
ij dµ(ω) =
∫
Ω
k∑
i,j
aijb
ω
ij lim
n
〈zn, Tmωijxn〉 dµ(ω)
= lim
n
∫
Ω
k∑
i,j
aijb
ω
ij〈zn, Tmωijxn〉 dµ(ω)
= lim
n
〈(Bωn )ω, ((Id⊗ Tmω )An)ω〉
≤ ∥∥(Tmω )ω : Lp(LG)→ Lp(LG;L∞)∥∥cb ‖a‖Skp ‖(bω)ω‖Skp [L1].
We have used the Dominated Convergence Theorem to exchange the limit and the integral in the
second equation, which is justified since the multipliers mω are uniformly bounded.
We can pass to the proof of the strong maximal bounds. Since we are going to reduce the problem
to that of tensor product it is convenient to recall the following modification of the result for tensor
products, see [GPJP15, Lemma 2.8], whose proof we omit.
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Theorem 4.3.9. Let (Mi, τi), for i ∈ {1, 2} be two hyperfinite von Neumann algebras with n.s.f.
traces, (Ωi, νi) two measure spaces and (Sω)ω∈Ω1 , (Tω)ω∈Ω2 be families of completely positive op-
erators satisfying that
A1 :=
∥∥(Tω)ω∈Ω1 : Lp(M1)→ Lp(M1;L∞(Ω1))∥∥cb < ∞
A2 :=
∥∥(Sω)ω∈Ω2 : Lp(M2)→ Lp(M2;L∞(Ω2))∥∥cb < ∞ .
Then, we have that∥∥(Rω,ζ)(ω,ζ) : Lp(M1⊗M2)→ Lp(M1⊗M2;L∞(Ω1)⊗min L∞(Ω2))∥∥cb ≤ A1A2,
where
Rω,ζ = AdY (Tω ⊗ Id) AdX (Id⊗ Sζ)
and X,Y ∈M1⊗M2 are self adjoint contractive operators.
Proof (of Theorem 4.3.2). Recall that for any measure space Ω, the algebra L∞(Ω) is isomor-
phic to C(X) where X is certain compact Hausdorff and disconnected topological space. In order
to apply Theorem 4.3.5 we need to express an element ω 7→ Tω inside L∞(Ω; CB(Lp(N ))) as
a CB(Lp(N ))-valued function on C(X). But, since X ⊂ Ball(L∞(Ω)∗), we can safely evaluate
φ ⊗ Id, where φ ∈ X, against (Tω)ω. By an application of Theorem 4.3.5 the diagram below
commutes.
Lp(Moθ G)
(SωoId)t
&&
(SωoTζ)(ω,ζ)
//
jp

Lp(Moθ G;L∞ ⊗min L∞)
jp

Lp(Moθ G;L∞)
(IdoTζ)ζ
66
jp
∏
n,U
Lp(M⊗B(L2G);L∞)
(Id⊗Tζ)ζ
''∏
n,U
Lp(M⊗B(L2G))
(Sαω )
α,U
ω
::
∏
n,U
Lp(M⊗B(L2G);L∞ ⊗min L∞)
The jp are the complete isometries of Theorem 4.3.5. The isometries jp intertwine (Sω o Id) with
the ultraproduct with respect to U in α of the maps
Sαω = AdX1/pα
(Sω ⊗ Id) AdY 1/pα
and so (Sω o Id)ω∈Ω2 is completely bounded (resp. completely positive) if the ultraproduct of
such maps is completely bounded (resp. completely positive). But, since each Sω is c.p. and M
is hyperfinite that follows by Lemma 4.3.6. Similarly, (Ido Tζ)ζ∈Ω2 is completely bounded (resp.
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completely positive) if (Id⊗Mζ)ζ∈Ω2 is c.b. (resp. c.p.), where Mζ is the Schur multiplier sharing
its symbol with Tζ . By Theorem 4.3.8 (Id⊗Mζ)ζ is completely bounded. Now, applying Theorem
4.3.9 gives that ((Id⊗Mζ)Sαω )(ω,ζ) is completely bounded and that finishes the proof.
The Corollary 4.3.3 follows from the Theorem above after applying Lemma 3.1.3.
Proof (of Corollary 4.3.3). Notice that, if R1 = (Sω o Tζ)(ω,ζ) and R2 = (Sω o Tω)ω, we have
that:
R2 = (IdMoG ⊗m)R1,
and applying Lemma 3.1.3 together with Theorem 4.3.2 gives the desired result.
With that at hand we can pass to prove of the stability under crossed products of the standard
assumptions.
Proof (of Theorem 4.3.1). To prove that X is doubling we just use that X2H o 1 and 1oX2G
commute when XH is θ invariant and therefore:
χ[0,r2)(X) ≤ χ[0,r2)(XH o 1)χ[0,r2)(1oXG).
Using that τK((x o 1) (1 o y)) = τH(x) τG(y) gives that ΦX(r) ≤ ΦXH (r)ΦXG(r). Similarly it
can be proved that ΦXH (r)ΦXG(r) ≤ ΦX(2 r) and therefore X is doubling. The L2GB property is
proved similarly. For the CBHL maximal inequalities we just use that
χ[0,r](X)
ΦX(r)
? u .(DΦXH ,DΦXG ) (R
H
r oRGr )(u),
where
RHr (u) =
χ[0,r](XH)
ΦXH (r)
? u and RGr (u) =
χ[0,r](XG)
ΦXG(r)
? u.
The maximal boundedness of (RHr oRGr )r≥0 follows from Corollary 4.3.3.
4.4 Foreword
There are several open questions that have been left open in the preceding sections, apart from
our conjecture claiming that every amenable action has a C-approximating sequence. Our plan is
to attack some of those problems in our forthcoming work [GP16a].
The first of such questions is whether the existence of an isometry jp with properties analogous to
those stated in Theorem 4.2.2 implies amenability for the action.
Conjecture 4.4.1. If Γ is a discrete group, θ : G → Aut(M) is a trace-preserving action and
there is an complete isometry
Lp(Moθ Γ) jp−−−−−→
∏
α,U
Lp(B(`2)⊗M⊗B(`2Γ)),
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for large enough p, satisfying that
jp (Ido Tm) = (Id⊗Mm)α,U jp,
then, the action θ is amenable.
If such result were true it would be a natural generalization of [CdlS15, Theorem 2.1]. We restrict
ourselves to discrete groups since the connection between amenability and approximation properties
of LG is more transparent there. Observe also that if M = C the result follows trivially from
[CdlS15, Theorem 2.1].
Another potential application of our theorems is to transfer complete bounds from equivariant
operators in Lp(Ω), for some G-space Ω, to complete bounds for operators in Lp(LG). This is a two
step method. First, we obtain complete bounds for SoId : Lp(ΩoθG)→ Lp(ΩoθG) assuming that
θ has a C-approximating sequence. Then, we use an isometric embedding J : Lp(LG)→ Lp(ΩoθG)
to transfer such bound back to Lp(LG). Let us explain a little bit more the second step. If
β : G→ L∞(Ω) satisfies that
βe = 1Ω
βg h = βg θg(βh),
we will say it is a multiplicative 1-cocycle with respect to θ. It is trivial to verify that the map
Jβ(λg) = βgoλg is multiplicaive and so, with mild measurability assumptions, we can extend Jβ to
a normal ∗-homomorphism Jβ : LG→ L∞(Ω)oθ G. Let us assume, for the sake of the argument,
that Ω is a probability space. Then Jβ is trace preserving and so it extends to an isometry
Lp(LG) Jβ−−−−−→ Lp(Ωoθ G).
If T βm ∈ CB(Lp(Ω)) is a θ-equivariant map sending βg 7→ m(g)βg, for some symbol m ∈ L∞(G),
we have that
Lp(LG) 
 Jβ
//
Tm

Lp(ΩoG)
TβmoId

Lp(LG) 
 Jβ
// Lp(ΩoG).
(4.4.1)
Therefore, the associated multiplier Tm : Lp(LG)→ Lp(LG) will be completely bounded. Choosing
the functions βg from the spectral resolvent of a θ-equivariant operator on Ω, think of a Laplace-
Beltrami operator in an homogeneous manifold, it will be possible to express T βm as some spectral
multiplier and transfer complete bounds in Lp from such multiplier to Lp(LG). The principal
obstruction is that Ω being a probability space forces G to be amenable and when Ω is infinite the
map Jβ is not trace-preserving and so, to extend it to Lp requires to use an approximate identity
to obtain asymptotic isometries
Lp(LG)
(Jαβ )
U
α−−−−−−−→
∏
α,U
Lp(Ωoθ G).
It is easy to see that such isometries exist when G is amenable and that they satisfy the intertwining
identities extending (4.4.1).
Problem 4.4.2. Does an isometry
Lp(LG)
(Jαβ )
U
α−−−−−−−→
∏
α,U
Lp(Ωoθ G),
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satisfying the intertwining identities (4.4.1), exist for nonamenable G?
The solution of the problem above will be extremely interesting either with a negative or a positive
answer. It is also worth recalling that even if the solution turns out to be negative there are more
techniques to transfer bounds from Lp(Ω o G). For example, in [JMP14a], they transfer bounds
for BMO(Ωoθ G), an L∞-like space, and then they use interpolation to get the whole Lp scale.
We have chosen to cover just the case of G unimodular and θ trace-preserving. Nevertheless, the
ideas here presented have natural extension to the situation in which G is not unimodular, M is
not semifinite and the action is just ϕM-preserving up to scalar, i.e: ϕM ◦ θg = Dg ϕM, for some
homomorphism D : G → R∗+. In such case there is a weight ϕ generalizing both the Plancherel
weight over LG ⊂Moθ G and ϕM over M⊂Moθ G. Furthermore the modular operator of ϕ
can be obtained from D, the modular function of G and the modular operator associated to ϕM.
Acknowledgement. The author was informed, through a personal communication, that some
of the results here-exposed were obtained, in the context of certain amenable groups instead of
amenable actions, independently by Quanhua Xu. I am also thankful to E´ric Ricard for some
discussions concerning 4.4.2.
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Further Lines
The main result of this Chapter is that quantum relations, a concept introduced recently by Nik
Weaver, see [Wea12], are in bijective correspondence with weak-∗ closed left ideals insideM⊗ehM,
where ⊗eh is the extended Haagerup tensor product. At the end of this chapter we will indicate
how this knowledge can be use to describe off-diagonal restrictions of operators.
5.1 Prerequisites
We will recall some definitions and facts on quantum relations and on the Haagerup tensor product
in this section.
5.1.1 Weaver’s Quantum Relations
In [Wea12, KW12] Kuperberg and Weaver introduced the concept of a quantum relation over a von
Neumann algebra M ⊂ B(H). They defined a quantum relation to be a weak-∗ closed operator
bimodule over M′, i.e.: a linear weak-∗ closed subset V ⊂ B(H) satisfying that M′ VM′ ⊂ V. It
is easy to see that such notion doesn’t depend on the representation M⊂ B(H).
In the case M = `∞(X) ⊂ B(`2X) acting by multiplication operators we have that M′ = M.
Identifying B(`2X) with matrices indexed by X×X, gives that V ⊂ B(`2X) is a quantum relation
whenever
[ax y]x,y∈X ∈ V =⇒ [bx ax ycy]x,y∈X ∈ V, (5.1.1)
for every (bx)x∈X , (cx)x∈X . This in turns easily implies, see [Wea12, Proposition 1.3], that there
is a unique subset R ⊂ X ×X such that
VR = {[ax y]x,y : (x, y) 6∈ R =⇒ ax y = 0}.
and reciprocally every such subset R ⊂ X × X have associated the operator bimodule of all
matrices supported on R. When M = L∞(X) ⊂ B(L2X) is abelian but not atomic we do not
have a bijective correspondence between M bimodules and measurable subsets of X ×X. In that
case the natural object to substitute the (discrete) relations R ⊂ X × X will be the, so called,
measurable relations, i.e. weak-∗ open subsets R ⊂ P(M)× P(M) satisfying that(∨
α
Pα,
∨
β
Qβ
) ∈ R ⇐⇒ ∃α0, β0 (Pα0 , Qβ0) ∈ R.
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The measurable relation associated with a quantum relation V ⊂ B(L2(X)) is given by
RV = {(P,Q) ∈ P(M)× P(M) : P V Q 6= {0}}. (5.1.2)
Notice that in the abelian discrete case we have that R is just the set of projections (χA, χB) such
that there are x ∈ A and y ∈ B with (x, y) ∈ R. Reciprocally, given any measurable relation R we
can associate a quantum relation over M given by
VR = {T ∈ B(L2X) : P T Q = 0, ∀ (P,Q) 6∈ R}. (5.1.3)
It is proved in [Wea12] that the map R 7→ VR is injective. Unfortunately it is not surjective in
general. This has to do with the fact that all the operator bimodules V arising like in 5.1.3 are
not just weak-∗ closed but operator reflexive, see [Erd86, Lar82] and in particular closed in the
weak operator topology, or WOT in short. The way to fix that is to observe that if V ⊂ B(H)
is any weak-∗ closed linear subspace 1 ⊗ V ⊂ B(`2 ⊗2 H) is operator reflexive. Since 1 ⊗ V is a
C1 ⊗M′-bimodule and (C1 ⊗M′)′ = B(`2)⊗M we have that 1 ⊗ V is a quantum relation over
the amplified algebra B(`2)⊗M. This suggests that the right definition for quantum relations as
pairs of related projections is given by amplified projections in B(`2)⊗M. The next definition
captures this intuition.
Definition 5.1.1 ([Wea12, Definition 2.24]). We will say thatR ⊂ P(M⊗B(`2))×P(M⊗B(`2))
is an intrinsic quantum relation iff
(i) R is weak-∗ open.
(ii) (0, 0) 6∈ R.
(iii) If (Pα)α∈A and (Qβ)β∈B are sets of families of projections in P(M⊗B(`2)) then( ∨
α∈A
Pα,
∨
β∈B
Qβ
)
∈ R ⇐⇒ ∃α0 ∈ A, β0 ∈ B such that (Pα0 , Qβ0) ∈ R.
(iv) For every B ∈ 1⊗ B(`2) we have that
([BP ], Q) ∈ R ⇐⇒ (P, [B∗Q]) ∈ R,
where [A] represents the left (or final) projection of the operator A.
Quantum relations over M ⊂ B(H) and intrinsic quantum relations (or i.q.r.) over M are in
bijective correspondence and the adaptations of the maps 5.1.2 and 5.1.3 are inverse of each other.
Indeed, this correspondence works for every von Neumann algebra M ⊂ B(H) not necessarily
abelian or discrete, see [Wea12, Theorem 2.32].
Let X be a discrete measure space with the counting measure and let us identify B(`2X) with
matrices indexed by X. Given a matrix m = [mx y]x y∈X we define the Schur multiplier of symbol
m as the operator Sm given by
Sm([ax y]) = [mx y ax y].
Whenever Sm is completely bounded we will say that Sm is a c.b. Schur multiplier. We are going
to denote by M(X) ⊂ CB(B(`2X)) the set of all c.b. Schur multipliers and by Mσ(X) the space
of all c.b. and normal ones (i.e. weak-∗ continuous for S1(`2X)∗ = B(`2X)). Assume that X is a
finite set, let R ⊂ X ×X be a relation and V ⊂ B(`2X) be its associated quantum relation. We
have that the ideal J ⊂Mσ(X) = M(X) given by
J = {S ∈M(X) : S|V = 0} (5.1.4)
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contains just the Schur multipliers Sm whose symbol m satisfies that mx y = 0 if (x, y) ∈ R. The
reciprocal is also true and we have the following.
Proposition 5.1.1. Let X be a finite set and `∞(X) ⊂ B(`2X) and V ⊂ B(`2X) be as above.
Then if J an ideal in Mσ(X) we have that
VJ = {T ∈ B(`n2 ) : S(T ) = 0,∀S ∈ J}
JV = {S ∈Mσ(X) : S|V = 0}
are bijections between the sets of quantum relations and the set of ideals of Schur multipliers.
Furthermore, the maps V 7→ JV and J 7→ VJ are inverse of each other.
Such result was generalized to general, not necessarily abelian, finite dimensional von Neumann
algebras M ⊂ B(H) by Weaver [Wea12]. For that end recall that Mσ(X) is actually equal to
the algebra of all completely bounded normal operators S : B(`2X) → B(`2X) that are `∞(X)-
bimodular. We are going to denote the the algebras of M′-bimodular c.b. normal operators on
B(H) by CBσM′M′(B(H)). It is trivial to see that in the case of finite dimensional M we have a
bounded, quasi-isometric and multiplicative map Φ : M⊗min Mop → CBσM′M′(B(H)) given by
extension of
Φ(x⊗ y) = (T 7→ xTy). (5.1.5)
To see that, let n = dimM, so that, B(H) is quasi-isometric to `n2 ⊗2 `n2 and CBσ(B(H)) is quasi
isometric to B(`2 ⊗2 `2). If x, y ∈ M′, we denote by Tx y the operator given by S 7→ xSy. It is
clear that φ ∈ B(`2 ⊗2 `2) is M′-bimodular iff it belongs to the commutant of {Tx y}x,y∈M′ but
such algebra is isomorphic to M⊗Mop as we claimed. If V ⊂ B(H) is a quantum relation over
M we have that JV = {s ∈ M ⊗Mop : Φs|V = 0} is a left ideal and therefore is of the form
JV = (M⊗Mop) pV for some pV ∈ P(M⊗Mop). Furthermore, we have the following.
Proposition 5.1.2 ([Wea12, Proposition 2.23]). IfM is finite dimensional the correspondence
V 7→ p⊥V defined as above is an order-preserving bijection between quantum relations over M and
projections in M⊗Mop.
In the case of infinite dimensional von Neumann algebras M the result above fails and not every
quantum relation can be associated with a projection in M⊗Mop. The reason for that is that
although the map Φ :M⊗Mop → CBM′M′(B(H)) is bounded and multiplicative for every finite
dimensional algebra M it is far from isometric. Indeed its norm explodes with n = dim(M). The
problem can be solved by changing the tensor norm from the spatial tensor norm to the Haagerup
tensor norm of the two von Neumann algebras. With that tool at hand we will be able to prove a
generalization of 5.1.1 for general algebras in the next section.
5.1.2 Module Maps and The Haagerup Tensor Product
Let E, F be two operator spaces. We define the bilinear form  : Mn[E]×Mn[F ]→Mn[E⊗alg F ]
by
[xi j ] [yi j ] =
[ n∑
k=1
xi k ⊗ yk j
]
i,j
.
Of course such definition makes perfect sense with matrices of different sizes  : Mn,m[E] ×
Mm,l[F ]→Mn,l[E ⊗alg F ] just by embedding all matrices inside Mmax{n,m,l} and restricting. The
Haagerup tensor norm for z ∈ E ⊗alg F is defined to be
‖z‖h = inf{‖u‖M1,n(E) ‖u‖M1,n(E) : z = u v}
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= inf
{∥∥∥ n∑
k=1
xkx
∗
k
∥∥∥ 12 ∥∥∥ n∑
k=1
y∗kyk
∥∥∥ 12 : z = n∑
k=1
xk ⊗ yk
}
The Haagerup tensor product E ⊗h F is defined as the completion under that norm. Similarly
E ⊗h F can be given an o.s.s by defining:
‖x‖Mn[E⊗hF ] = inf{‖u‖Mn,k(E) ‖u‖Mk,n(E) : z = u v}.
In the case of two dual operator spaces E∗ and F ∗ the weak-∗ Haagerup tensor product, introduced
in [BS92b] by Blecher and Smith, is given by
E∗ ⊗w∗h F ∗ = (E ⊗h F )∗.
Since the Haagerup tensor norm is self dual, see [ER91], we have that E∗ ⊗h F ∗ embeds inside
E∗ ⊗w∗h F ∗ isometrically and is weak-∗ dense. This tensor product is a complemented subspace
of the normal Haagerup tensor product E ⊗σh F introduced by Effros and Kishimoto [EK87] and
which satisfies that
(E ⊗h F )∗∗ = (E∗∗ ⊗σh F ∗∗).
In [ER03] Effros and Ruan introduced the extended Haagerup tensor product generalizing the
weak-∗ Haagerup tensor to (potentially) non-dual operator spaces. Indeed if x = [xi j ]i j is a
matrix whose entries are, possibly infinite, sums of simple tensors, we say that x ∈Mm(E ⊗eh F )
iff
‖x‖Mm(E⊗ehF ) = inf{‖u‖Mm,I(E) ‖v‖Mm,I(E) : x = u v}
for every possible index set I. It can be seen that it is enough to take I to be the smallest cardinality
of a dense set in H with E,F ⊂ B(H). Particularly when E and F are separable von Neumann
algebras we can take I numerable. In the case of E∗, F ∗ being dual operator spaces, we have that
E∗ ⊗w∗h F ∗ = E∗ ⊗eh F ∗
E∗ ⊗σh F ∗ = (E ⊗eh F )∗.
The coarser topology in E∗⊗ehF ∗ making the pairing with every element inM∗⊗ehM∗ continuous
is strictly finer than the weak-∗ topology given by the predual M∗ ⊗hM∗. Since E∗ ⊗eh F ∗ ⊂
E∗ ⊗σh F ∗ is σ(E∗ ⊗eh F ∗)-closed, E∗ ⊗eh F ∗, with the σ(E∗ ⊗eh F ∗) topology, is a dual space.
Its predual is obtained by a quotient of E∗ ⊗eh F ∗
When E = N , F = M are von Neumann algebras N ⊗ehM is a weak-∗ Banach algebra with a
jointly completely bounded multiplication, see [ER00, pp. 126], given by extension of
(x⊗ y) (z ⊗ t) = x z ⊗ t y.
When M = N there is also a natural multiplicative involution (x⊗ y)† = y∗ ⊗ x∗.
Recall that the space of completely bounded CB(E,F ) has a natural o.s.s. given by the iden-
tification Mn(CB(E,F )) = CB(E,Mn(F )). If E∗ and F ∗ are dual operator spaces we define
CBσ(E∗, F ∗) ⊂ CB(E∗, F ∗) to be susbspace of all weak-∗ continuous operators. We have a natural
identification CBσ(E∗, F ∗) = CB(F,E). When E,F ⊂ B(H) are bimodules over a von Neumann
algebra M ⊂ B(H) we will denote by CBMM(E,F ) and CBσMM(E,F ) the subspaces of com-
pletely bounded and bimodular operators. Such subspaces are easily seen to be norm closed. We
will treat mainly the case when E = F = B(H). We have, using that K(H)∗∗ = B(H) and that
CB(E,F ∗) = CBσ(E∗∗, F ∗), see [BM04, (1.28)], that
CBσ(B(H)) = CB(K(H),B(H)). (5.1.6)
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The identification is given by restriction to K(H) ⊂ B(H) and by passage to the second dual. The
identity 5.1.6 allow us to give a predual for CBσ(B(H)) by
CB(K(H),B(H)) = CB(K(H),C)⊗F B(H) (by [Pis03, Th. 4.1])
= (K(H) ⊗̂S1(H))∗, (5.1.7)
where ⊗F is the Fubini tensor product, see [EKR93], [ER03] or [ER00] which is isomorphic to
the dual of the (operator space) projective tensor product ⊗̂ , see [ER00, Chap. 7]. Similarly
the predual of CB(B(H)) is given by B(H) ⊗̂S1(H). In both cases the pairing is given by linear
extension of 〈T ⊗ ξ,Ψ〉 = 〈ξ,Ψ(T )〉, for Ψ ∈ CB(B(H)). A subtle point is that the coarser topology
in CBσ(B(H)) making the paring with all the elements in B(H) ⊗̂S1(H) continuous is, in general,
strictly finer than the weak-∗ topology given by the predual K(H) ⊗̂S1(H). To see that, notice
that the following inclusion holds
K(H) ⊗̂S1(H) ⊂ B(H) ⊗̂S1(H).
Indeed, the inclusion above is just a consequence of the fact that K(H) ⊂ B(H) and the injec-
tivity of the functor E 7→ M∗ ⊗̂E, where M∗ is the predual of any hyperfinite von Neumann
algebra, see [Pis98]. Since σ(K(H) ⊗̂S1(H))-closed sets are σ(B(H) ⊗̂S1(H))-closed we have that
CBσ(B(H)) ⊂ CB(B(H)) is σ(B(H) ⊗̂S1(H))-closed and so the σ(B(H) ⊗̂S1(H)) topology in-
duces another predual for CBσ(B(H)). Clearly, the topology of pointwise weak-∗ convergence in
CBσ(B(H)) is coarser than the σ(B(H) ⊗̂S1(H)) topology. Analogously, the topology of point-
wise (in K(H)) weak-∗ topology is coarser that the σ(K(H) ⊗̂S1(H)) topology. In both cases the
topologies coincide over bounded sets.
The subspace of bimodular operators CBσMM(B(H)) is closed in both the σ(K(H) ⊗̂S1(H)) and
the σ(B(H) ⊗̂S1(H)) topologies. Indeed, it is closed in the K(H)-pointwise weak-∗ topology
which is coarser than both. As a consequence, using the Hanhn-Banach Theorem, we get that
CBσMM(B(H)) inherits two natural preduals topologies
CBσMM(B(H)) = (B(H) ⊗̂S1(H)/K2)∗,
CBσMM(B(H)) = (K(H) ⊗̂S1(H)/K1)∗,
where K1, K2 are the corresponding preannihilators. Similarly CBMM(B(H)) is also a dual space
with the σ(B(H) ⊗̂S1(H)) topology. The spaces CBMM(K(H)), CBσMM(B(H)) and CBMM(B(H))
are Banach algebras with the composition operation. They have a natural multiplicative involution
given by Ψ†1(T ) = Ψ1(T
∗)∗ and satisfying that (Ψ1Ψ2)† = Ψ
†
1Ψ
†
2.
Example 5.1.3. Recall that in the case of M = `∞(X) ⊂ B(`2X) we have that
CBσ`∞(X) `∞(X)(B(`2X)) = Mσ(X),
CB`∞(X) `∞(X)(B(`2X)) = M(X).
For non-discrete measure spaces (X,µ) we have that CBσL∞(X)L∞(X)(B(L2X)) corresponds to the
algebra of measurable Schur multipliers, see [Spr04].
Now we are in position of stating the isomorphism between Haagerup tensors and bimodular
operators.
Theorem 5.1.4. LetM⊂ B(H) be a von Neumann algebra. The map Φ defined by x⊗y 7→ Φx⊗y,
where
Φx⊗y(T ) = xT y,
extends to a surjective complete isometry and a †-preserving homomorphism between the following
spaces
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(i) Φ :M⊗hM→ CBM′M′(K(H)).
(ii) Φ :M⊗ehM→ CBσM′M′(B(H)).
(iii) Φ :M⊗σhM→ CBM′M′(B(H)).
Furthermore, the map in (iii) is σ(M∗ ⊗ehM∗) to σ(B(H) ⊗̂S1(H)) continuous and the map in
(ii) is both σ(M∗⊗hM∗) to σ(K(H) ⊗̂S1(H)) continuous and σ(M∗⊗ehM∗) to σ(B(H) ⊗̂S1(H))
continuous.
The result above is well known to the experts, although their pieces are scattered throughout the
literature. We will just give a brief sketch with references. Recall too that the first appearance of
such result is credited to be in an unpublished note of Haagerup [Haa86].
Proof. Let us concentrate on (ii), which will be the most important for our applications. The fact
that Φ is a complete contraction amounts to a trivial calculation. Indeed, if s =
∑
j xj ⊗ yj we
may define, for every 1 ≤ n, the matrices
x =
n∑
i=0
∑
j
ei j ⊗ xj , y =
n∑
j=0
∑
i
ei j ⊗ xi
inside B(`2)⊗M, where {ei j} is a system of matrix units. Then (IdMn ⊗ Φs)(T ) satisfies that
(IdMn ⊗ Φs)(T ) = Pn x (1⊗ T ) y Pn,
where Pn is the orthogonal projection on the span of {ej}j≤n. Clearly
‖IdMn ⊗ Φs‖ ≤ ‖x∗x‖
1
2
M ‖y y∗‖
1
2
M
and Φ is an M′-bimodular operator. Taking the supremum over n ≥ 1 and the infimum over
all representations of s gives that ‖Φs‖cb ≤ ‖s‖M⊗ehM. To see that it is surjective notice that if
Ψ ∈ CBσM′M′(B(H)) = CBM′M′(K(H),B(H)) by Wittstock’s factorization theorem for c.b. maps,
see [Pau86], we have that there is a large enough `2 (we can take the dimension of `2 to be equal
to that of H for infinite dimensional spaces), a representation pi : K(H) → B(`2 ⊗2 H) and two
elements x ∈ B(`2 ⊗2 H,H), y ∈ B(H, `2 ⊗2 H) such that Ψ(x) = xpi(x) y and ‖Ψ‖cb = ‖x‖ ‖y‖
but we can identify x and y with a row and a column respectively inside B(`2)⊗B(H) and we have
that Ψ = Φs, where s = x y ∈ B(H)⊗eh B(H). It only rest to prove that if Ψ is M′-bimodular
we can pick x, y ∈ B(`2)⊗M, which is the main result in [Smi91, Theorem 3.1]. The rest of the
points are similarly proved, see also [BS92b] for (iii).
As a consequence of the preceding theorem we are going to identify at times M⊗ehM and its
weak-∗ topology with CBσM′M′(B(H)) and σ(B(H) ⊗̂S1(H)). The following lemma describe the
weak-∗ continuous functionals on M⊗ehM for its different preduals.
Lemma 5.1.5. Let φ ∈ (M⊗ehM)∗, then
(i) φ is σ(M∗ ⊗ehM∗)-continuous iff
〈φ, s〉 = 〈C, (Id⊗ Φs)(B)〉,
where C ∈ S1(`2 ⊗2 H) and B ∈ B(`2 ⊗2 H)
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(ii) φ is σ(M∗ ⊗hM∗)-continuous iff
〈φ, s〉 = 〈C, (Id⊗ Φs)(B)〉,
where C ∈ S1(`2 ⊗2 H) and B ∈ K(`2 ⊗2 H)
Furthermore, φ is pointwise weak-∗ continuous, iff B in (i) can be taken in B(`n2 ⊗2H). Similarly,
φ is K(H)-pointwise weak-∗ continuous iff we can take B ∈ K(`n2 ⊗2 H).
Proof. We will prove (i) first. Since, by Theorem 5.1.4, the predual for the σ(M∗⊗hM∗) topology
is given by (M⊗ehM)∗ = (K(H) ⊗̂S1(H))/F , where F is the preannihilator of theM′-bimodular
maps, φ can be lifted to an element (that we will denote also by φ) in K(H) ⊗̂S1(H) inducing
the same functional. By definition of the o.s. projective tensor product we have that there are,
possibly infinite, index sets I1, I2 and elements A ∈ KI1 ⊗min S1(H), B ∈ KI2 ⊗min K(H) and
α, β ∈ S2(`I12 , `I22 ), where KIi = K(`Ii2 ), such that
φ =
∑
i,j∈I1 p,q∈I2
αip(Bij ⊗Apq)βjq.
The action on s ∈M⊗ehM is given by
〈φ, s〉 =
∑
i,j∈I1 p,q∈I2
αip 〈Aij ,Φs(Bpq)〉βjq
=
∑
p,q∈I2
〈 ∑
i,j∈I1
α¯ipAij βjq,Φs(Bpq)
〉
=
〈
(α∗ ⊗ 1)A (β ⊗ 1), (IdKI2 ⊗ Φs)(B)
〉
.
Note that, by [Pis98, Theorem 1.5], C = (α∗ ⊗ 1)A (β ⊗ 1) ∈ S1(`I22 )[S1(H)] ' S1(`I22 ⊗2 H). We
have thus that every weak-∗ continuous functional φ can be expressed as
〈φ, s〉 = 〈C, (IdK ⊗ Φs)(B)〉,
concluding the proof of (i). The same techniques yield (ii).
The other claims in the statement follows by a repetition of the ideas used to prove that SOT-
continuous and WOT-continuous functionals coincide over B(H). Indeed, assume φ is pointwise
weak-∗ continuous. Then, there are finite collection T1, ..., Tm ∈ B(H) and ξ1, ξ2, ..., ξm ∈ S1(H)
such that |φ(Ψ)| < 1 whenever |〈ξi,Ψ(Ti)〉| <  for i ∈ {1, 2, ...,m}. In particular, taking Ψ′ =
Ψ/max{|〈ξi,Ψ(Ti)〉|} gives
|φ(Ψ)| ≤ −1 max{|〈ξi,Ψ(Ti)〉|} ≤ −1
m∑
i=1
|〈ξi,Ψ(Ti)〉|.
As a consequence, if Ψ(Ti) = 0, for i ∈ {1, 2, ...,m}, we have φ(Ψ) = 0 and so φ factors through a
finite dimensional space. Therefore, φ can be expressed as a finite combination of simple tensors.
5.2 The Correspondence Between Ideals and Modules
In this section we are going to prove the correspondence between left ideals in M⊗ehM and
quantum relations overM. We are going to start recalling two easy lemmas that will be thoroughly
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used in this section. The first asserts that the bilinear form  can be extended from Mn[M] to
B(`2)⊗M, where ⊗ is the weak-∗ closed spatial tensor or equivalently, since B(`2) is a von
Neumann algebra, the Fubini tensor product. The second is a stability result for weak-∗ closed left
ideals in M⊗ehM. In the forthcoming text we are going to denote by B(`2)⊗ (M⊗ehM) the
weak-∗ closed tensor product, with respect to the σ(B(H) ⊗̂S1(H)) topology. Recall that, using
the following identifications
B(`2)⊗ (M⊗ehM) ∼= B(`2)⊗CBσM′M′(B(H))
∼= CBσM′M′(B(H),B(`2 ⊗2 H))
and reasoning like in (5.1.7), we have that the predual of B(`2)⊗ (M⊗ehM) can be expressed as
a quotient of B(H) ⊗̂S1(`2 ⊗2 H).
Lemma 5.2.1. The bilinear map  : B(`2)⊗M× B(`2)⊗M → B(`2)⊗ (M⊗ehM) is bounded
and continuous over bounded sets if B(`2)⊗M× B(`2)⊗M is given the product strong operator
topology (SOT) and B(`2)⊗ (M⊗ehM) the σ(B(H) ⊗̂S1(H)) topology.
Proof. Let (yα)α, (xα)α ⊂ Ball(B(`2)⊗M) be nets in the unit ball satisfying that xα → x and
yα → y in the SOT. Since the SOT and σ-SOT topologies agree on bounded set we can assume
that we have SOT convergence for any given representation of B(`2)⊗M and in particular for its
representation on the Hilbert-Schmidt operators S2(`2⊗2H). Again since the weak-∗ topology and
the pointwise weak-∗ topology of CBσM′M′(B(H),B(`2 ⊗2 H)) agree on bounded sets it is enough
to see that for any S ∈ B(H) and ξ ∈ S1(`2⊗2H), 〈(S⊗ ξ), xα yα〉 → 〈(S⊗ ξ), x y〉. But using
that 〈(S ⊗ ξ), x  y〉 = 〈ξ, x (1 ⊗ S) y〉 and expressing ξ = η ζ∗, where η, ζ are Hilbert-Schmidt
operators, gives 〈(S⊗ ξ), x y〉 = 〈η, x (1⊗S) y ζ〉, where the last paring is just the inner product
of S2(`2 ⊗2 H). Using the SOT-convergence of xα and yα gives
|〈η, xα (1⊗ S) yα − x (1⊗ S) y ζ〉|
≤ |〈η, xα (1⊗ S) (yα − y) ζ〉|+ |〈η, (xα − x) (1⊗ S) y ζ〉|
≤
(
sup
α
‖(1⊗ S∗)x∗α η‖
)
‖(yα − y) ζ‖+ ‖η‖ ‖(xα − x) (1⊗ S) y ζ‖
→ 0,
and that concludes the proof.
Lemma 5.2.2. Let J ⊂M⊗ehM be a σ(B(H) ⊗̂S1(H))-closed left ideal, the following holds
(i) If X,Y ∈ B(`2)⊗M satisfy that XY ∈ B(`2)⊗ J then ZXY T ∈ B(`2)⊗ J for every
Z, T ∈ B(`2)⊗M.
(ii) X  Y ∈ B(`2)⊗ J if and only if [X∗] [Y ] ∈ B(`2)⊗ J .
Proof. Since J ⊂ M ⊗ehM is a σ(B(H) ⊗̂S1(H))-closed left ideal, J ′ = B(`2)⊗ J is also a
σ(B(H) ⊗̂S1(`2 ⊗2 H))-closed left ideal. Furthermore, it satisfies that J ′(B(`2)⊗ 1) = J ′. For (i)
just notice that if Z = A⊗ x, T = B ⊗ y are simple tensors, then
ZX  Y T = (A⊗ x⊗ y) (X  Y ) (B ⊗ 1) ∈ J ′
Now, approximating T and Z by bounded, SOT-convergent nets of sums of simple tensor and
applying 5.2.1 we obtain (i).
For (ii) notice that if [X∗]  [Y ] ∈ J ′ then, by (i), X [X∗]  [Y ]Y = X  Y ∈ J ′. For the
other implication we just use functional calculus. Indeed, if X  Y ∈ J ′ then X∗X  Y Y ∗ ∈ J ′.
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Let us denote by P = X∗X and Q = Y Y ∗ and let pn(r) be a family of polynomials converging
pointwise and boundedly to χ[0,∞)(r). Then, since all of the powers Pn  Qn lie in J ′ we have
that pn(P )  pn(Q) ∈ J ′. Since pn(P ) → χ[0,∞)(P ) = [X∗] and pn(Q) → χ[0,∞)(Q) = [Y ] in the
SOT, we obtain the claim.
We can now prove the main theorem of the section.
Theorem 5.2.3. Let M⊂ B(H) be a von Neumann algebra. The maps{
R⊂P(B(`2)⊗M)2 :
R is an i.q.r.
}
JR

VR
&&
{
J⊂M⊗ehM :
(M⊗ehM) J⊂J,
σ(B ⊗̂S1)-closed
}
VJ

RJ
__
{ V⊂B(H) :
M′ VM′⊂V, weak-∗closed
}JV
[[
RV
ff
given by
JV = {s ∈M⊗ehM : Φs(T ) = 0,∀T ∈ V}
RV = {(P,Q) ∈ P(B(`2)⊗M)2 : ∃T ∈ V, P (T ⊗ 1)Q 6= 0}
VJ = {T ∈ B(H) : Φs(T ) = 0,∀s ∈ J}
RJ = {(P,Q) ∈ P(B(`2)⊗M)2 : P Q 6∈ B(`2)⊗ J}
JR = {(φ⊗ Id)(X  Y ) : ([X∗], [Y ]) ∈ R, φ ∈ B(`2)∗}w∗
VR = {T ∈ B(`2) : P (T ⊗ 1)Q = 0,∀(P,Q) /∈ R},
are well defined, bijective and inverse of each other, i.e.
(i) VJV = V
(ii) JVJ = J
(iii) RJR = R
(iv) JRJ = J
(v) RVR = R
(vi) VRV = V
Furthermore, the rest of the maps commute, giving
(1) RJV = RV
(2) JVR = JR
(3) VRJ = VJ
(4) JRV = JV
(5) RVJ = RJ
(6) VJR = VR.
Proof. The fact that RV and VR are intrinsic quantum relations and weak-∗ closedM′-bimodules
is trivial. Points (v) and (vi) are the content of [Wea12, Theorem 2.32]. We shall prove only the
rest of the points.
Proof of (i). VJ is a weak-∗ closed M′-bimodule since it is the intersection of {T ∈ B(H) :
Φs(T ) = 0} for every s ∈ J and each of these subspaces is weak-∗ closed and M′-bimodular. It is
also clear that V ⊂ VJV , we only need to prove the converse. Let T 6∈ V. Since V ⊂ B(H) is weak-∗
closed there is, by the Hahn-Banach Theorem, a weak-∗ continuous functional φ : B(H)→ C such
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that φ(S) = 0,∀S ∈ V but φ(T ) 6= 0. Any such functional is of the form φ(A) = 〈η, (1 ⊗ A)ξ〉,
where η, ξ ∈ `2 ⊗2 H. Since V is an M′-bimodule we have that
〈(1⊗ x) η, (1⊗ S) (1⊗ y) ξ〉 = 0,
where S ∈ V and x, y ∈ M′. Let P and Q be the orthogonal projections onto the subspaces of
`2 ⊗2 H given by
H1 = (1⊗M′) η, H2 = (1⊗M′) ξ.
These subspaces are (1⊗M′)-invariant, therefore P,Q ∈ (1⊗M)′ = B(`2)⊗M. Clearly we have
P (1⊗V)Q = {0} but P (1⊗T )Q 6= 0. Let us write P = [pij ]i,j and Q = [qij ]ij , where pij , qij ∈M.
Notice that:
P (1⊗ T )Q = [Φrij (T )]ij ,
where
rij =
∞∑
k=1
pik ⊗ qkj ∈M⊗ehM.
Since P (1⊗ T )Q 6= 0 there are i, j such that Φrij (T ) 6= 0 but rij ∈ JV which implies that T 6∈ VJV
and so VJV ⊂ V, which concludes (i).
Proof of (ii). First, let us see that JV is σ(B(H) ⊗̂S1(H))-closed. Observe that Φs(T ) = 0 iff
〈ξ,Φs(T )〉 = 0 for every ξ ∈ B(H)∗. Therefore
{s ∈M⊗ehM : Φs(T ) = 0} =
⋂
ξ∈S1(H)
{s ∈M⊗ehM : 〈ξ,Φs(T )〉 = 0},
and so, the left hand side is pointwise weak-∗ closed. Since the σ(B(H) ⊗̂S1(H)) topology is finer
than the pointwise weak-∗ topology of CBσM′M′(B(H)) we have that {s ∈ J : Φs|V = 0} is a weak-∗
closed subspace. The fact that it is a left ideal follows trivially from the definition.
Let J be a σ(B(H) ⊗̂S1(H))-closed left ideal. Again, it is clear that J ⊂ JVJ we only have to
prove the other containment. That is equivalent to prove that for every s0 6∈ J there is T ∈ B(H)
such that Φs(T ) = 0 for every s ∈ J and Φs0 6= 0. By weak-∗ closeness of J and the Hahn-Banach
theorem there is a weak-∗ continuous functional φ ∈ (M⊗ehM)∗ such that 〈φ, s〉 = 0 for every
s ∈ J but 〈φ, s0〉 6= 0. By Lemma 5.1.5 we have that
〈φ, s〉 = 〈C, (Id⊗ Φs)(B)〉,
where C ∈ S1(`2 ⊗2 H) and B ∈ B(`2 ⊗2 H). We can decompose C = C1 C∗2 where C1, C2 ∈
S2(`2 ⊗2 H) and so
〈φ, s〉 = 〈C1, (Id⊗ Φs)(B)C2〉
where (Id ⊗ Φs)(B) ∈ B(`2 ⊗2 H) is acting on S2(`2 ⊗2 H) by left multiplication and the duality
pairing is that of S2 with itself. We have that, for every s ∈ J , 〈φ, s〉 = 0, and so, since J is an
ideal, 〈φ, (x⊗ y) s〉 = 0. Therefore
0 =
〈
(1⊗ x∗)C1, (Id⊗ Φs)(B) (1⊗ y)C2
〉
. (5.2.1)
Let us define the closed subspaces H1, H2 ⊂ S2(`2 ⊗2 H) given by
H1 = (1⊗M)C1, H2 = (1⊗M)C2
and let Pi : S2(`2 ⊗2 H) → Hi, for i ∈ {1, 2}, be their orthogonal projections. We can identify
isometrically S2(`2 ⊗2 H) ∼= `2 ⊗2 H ⊗2 `2 ⊗2 H, such identification gives that B(S2(`2 ⊗2 H)) ∼=
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B(`2)⊗B(H)⊗B(`2)⊗B(H), where the first two components correspond to right multiplication
and the other two correspond to left multiplication. Since H1 and H1 are C1 ⊗ C1 ⊗ C1 ⊗M-
invariant the projections P1, P2 belong to to (C1⊗C1⊗C1⊗M)′ = B(`2)⊗B(H)⊗B(`2)⊗M′.
Now, the identity 5.2.1 implies that
0 = P1 (Id⊗ Φs)(B)P2,
where (Id⊗Φs)(B) is seen as an operator in B(`2)⊗B(H)⊗C1⊗C1. If s =
∑
k xk ⊗ yk we have
that
P1 (Id⊗ Φs)(B)P2 =
∑
k
P1 (1⊗ 1⊗ 1⊗ xk)B (1⊗ 1⊗ 1⊗ yk)P2
=
∑
k
(1⊗ 1⊗ 1⊗ xk) (P1B P2) (1⊗ 1⊗ 1⊗ yk)
= (IdB(`2⊗2H⊗2`2) ⊗ Φs)(P1B P2).
Let Tξ ∈ B(H) be the operator given by (ξ⊗IdB(H))(P1B P1) ∈ B(H), where ξ ∈ B(`2⊗2H⊗2`2)∗.
We have that Φs(Tξ) = 0 for every s ∈ J since
Φs(Tξ) = (ξ ⊗ Φs)(P1B P1)
= 〈ξ, (IdB(`2⊗2H⊗2`2) ⊗ Φs)(P1B P2)〉
= 0.
But there has to be a ξ0 ∈ B(`2 ⊗2 H ⊗2 `2)∗ such that Φs0(Tξ0) 6= 0, otherwise
〈ξ, P1(IdB(`2⊗2H⊗2`2) ⊗ Φs0)(B)P2〉 = 0,
for every ξ ∈ B(`2 ⊗2 H ⊗2 `2)∗ which implies that P1(Id⊗ Φs0)(B)P2 = 0 but that is impossible
since C1 and C2 are in the ranges of P1 and P2 respectively. The existence of such Tξ0 finishes the
proof.
Proof of (iii). We will start proving thatRJ is an intrinsic quantum relation. First, we have to see
that RJ is weak-∗ open. Since J is σ(B(H) ⊗̂S1(H))-closed, so is B(`2)⊗ J . The complementary
(B(`2)⊗ J)c is weak-∗ open and so is RJ , since it is the reverse image of (B(`2)⊗ J)c under the
function  : P(B(`2)⊗M) × P(B(`2)⊗M) → B(`2)⊗ (M⊗ehM), which is weak-∗ continuous
by Lemma 5.2.2 (recall that over P(B(`2)⊗M) the SOT, WOT, σ-SOT and σ-WOT coincide).
Second, we are going to prove the properties (i), (ii), (ii) in Definition 5.1.1. It is trivial that
(0, 0) 6∈ RJ . For (ii) we have to prove that
∀α, β , (Pα, Qβ) ∈ B(`2)⊗ J ⇐⇒
(∨
α
Pα,
∨
β
Qβ
) ∈ B(`2)⊗ J.
For the implication (=⇒) we use that if (Pα, Qβ) ∈ B(`2)⊗ J then(∑
α
Pα,
∑
β
Qβ
) ∈ B(`2)⊗ J,
but using that, for any family of projections (Rγ)γ[∑
γ
Rγ
]
=
∨
γ
Rγ
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and Lemma 5.2.2 (ii) we obtain that(∨
α
Pα,
∨
β
Qβ
)
=
([∑
α
Pα
]
,
[∑
β
Qβ
]) ∈ B(`2)⊗ J.
Proving (⇐=) is clearly equivalent to proving that PQ ∈ B(`2)⊗ J implies that RS ∈ B(`2)⊗ J
for any projections R ≤ P and S ≤ Q, but that follows trivially from Lemma 5.2.2 (i). For point
(iv) we have that if P  [BQ] ∈ B(`2)⊗ J then P  BQ ∈ B(`2)⊗ J by Lemma 5.2.2. Since
B ∈ B(`2)⊗C1 we have that P BQ = PBQ ∈ B(`2)⊗ J , again by Lemma 5.2.2, that implies
that [B∗P ]Q ∈ B(`2)⊗ J . The other implication is proved similarly.
In order to prove the inclusion RJR ⊂ R start by noticing that:
B(`2)⊗ JR = B(`2)⊗{(φ⊗ Id)(X  Y ) : φ ∈ B(`2)∗, ([X∗], [Y ]) 6∈ R}w∗
= spanw∗{X  Y : ([X∗], [Y ]) 6∈ R}.
If we assume that PQ 6∈ spanw∗{XY : ([X∗], [Y ]) 6∈ R} then trivially we have that (P,Q) ∈ R.
For the other inclusion we shall use that, by (v), (P,Q) ∈ R iff (P,Q) ∈ RVR which happens only
when P (1⊗A)Q 6= 0 for some A ∈ VR. Since the complete isometry Id⊗Φ : B(`2)⊗ (M⊗ehM)→
CBσM′M′(B(H),B(`2 ⊗2 H)) satisfies that (Id⊗ Φ)XY (A) = X (1⊗A)Y we have that
spanw∗{X  Y : ([X∗], [Y ]) 6∈ R} = spanw∗{X  Y : [X∗] (1⊗ VR) [Y ] = {0}}
= spanw∗{X  Y : (Id⊗ Φ)[X∗][Y ]|VR = 0}
⊂ {s : (Id⊗ Φ)s|VR = 0}.
But no pair (P,Q) ∈ R satisfies that P Q ∈ {X Y : ([X∗], [Y ]) 6∈ R} since that will imply that
(Id⊗ Φ)PQ|VR = 0 and that is a contradiction.
Proof of (iv). Let us see that JR is an ideal for every intrinsic quantum relation R . To see that
it is a linear subspace fix φ1, φ2 ∈ B(`2)∗ and ([X∗1 ], [Y1]) 6∈ R, ([X∗2 ], [Y2]) 6∈ R. If B1 : `2 → `2
and B2 : `2 → `2 are isometries whose ranges are orthogonal and complementary. We have that
the operators
X = (B1 ⊗ 1)X1 (B∗1 ⊗ 1) + (B2 ⊗ 1)X2 (B∗1 ⊗ 1)
Y = (B1 ⊗ 1)Y1 (B∗1 ⊗ 1) + (B2 ⊗ 1)Y2 (B∗1 ⊗ 1)
satisfy [X∗] = (B1⊗1) [X∗1 ] (B∗1 ⊗1) + (B∗2 ⊗1) [X∗2 ] (B∗1 ⊗1), [Y ] = (B1⊗1) [Y1] (B∗1 ⊗1) + (B∗2 ⊗
1) [Y2] (B
∗
1 ⊗1) and therefore, by [KW12, Lemma 2.29], ([X∗], [Y ]) ∈ R. Now, a trivial calculation
gives that
(φ1 ⊗ Id)(X1  Y1) + (φ2 ⊗ Id)(X2  Y2)
=
(
(B1 φ1B
∗
1 +B2 φ2B
∗
2)⊗ Id
)
(X  Y ),
where Bi φj B
∗
i (x) = φj(B
∗
i xBi). The fact that JR is closed by scalar multiplication is trivial.
It is also σ(B(H) ⊗̂S1(H))-closed by construction. It only rest to see that it is absorbent for the
multiplication. It is enough to prove that (z ⊗ t) JR ⊂ JR for every z, t ∈M. We have that
(z ⊗ t) (φ⊗ Id)(X  Y ) = (φ⊗ Id)((1⊗ z)X  Y (1⊗ t)).
Now, using that [Y (1 ⊗ t)] ≤ [Y ] and [X∗ (1 ⊗ z∗)] ≤ [X∗] and applying point (ii) in Definition
5.1.1 gives the desired result.
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The inclusion JRJ ⊂ J is easy to prove. Recall that if s ∈ B(`2)⊗ J then (φ ⊗ Id)(s) ∈ J . Using
that together with Lemma 5.2.2(ii) gives
{(φ⊗ Id)(X  Y ) : ([X∗], [Y ]) 6∈ RJ , φ ∈ B(`2)∗}w∗
= {(φ⊗ Id)(X  Y ) : [X∗] [Y ] ∈ B(`2)⊗ J, φ ∈ B(`2)∗}w∗
⊂ J.
For the reciprocal inclusion J ⊂ JRJ we need to see that if s ∈ J then there are φ ∈ B(`2)∗,
X,Y ∈ B(`2)⊗M with ([X∗], [Y ]) 6∈ RJ such that s = (φ⊗ Id)(X Y ). Note that we can express
s =
∞∑
k=0
xk ⊗ yk = (ωe1,e1 ⊗ Id)(X  Y ),
as
X =
∞∑
k=0
xk ⊗ e1 k ∈ B(`2)⊗M and Y =
∞∑
k=0
yk ⊗ ek 1 ∈ B(`2)⊗M.
We only have to prove that ([X∗], [Y ]) 6∈ RJ , i.e. that [X∗] [Y ] ∈ B(`2)⊗ J . Again, by Lemma
5.2.2(ii), we only have to see that X  Y ∈ B(`2)⊗ J , which is equivalent to see that for every
φ ∈ B(`2)∗, (φ ⊗ Id)(X  Y ) ∈ J . Notice that if P is the projection on the 1-dimensional
subspace spanned by e1, then X  Y = (P ⊗ 1) (X  Y ) (P ⊗ 1). Therefore (φ ⊗ Id)(X  Y ) =
(P φP ⊗ Id)(X  Y ) = (λωe1,e1 ⊗ Id)(X  Y ) = λ s ∈ J , for some λ ∈ C. That finishes the proof
of (iv).
Since we have already proved (i)-(vi) we have that (4)-(6) can be deduced from (1)-(3). We will
prove only those first three cases, which are easy after the previous results.
Proof of (1). We have that
RJV = {(P,Q) ∈ P(B(`2)⊗M)2 : P Q 6∈ B(`2)⊗ JV}
and that
B(`2)⊗ JV = {s ∈ B(`2)⊗ (M⊗ehM) : (Id⊗ Φ)s|V = 0},
therefore
RJV = {(P,Q) ∈ P(B(`2)⊗M)2 : (Id⊗ Φ)PQ|V 6= 0}
= {(P,Q) ∈ P(B(`2)⊗M)2 : P (1⊗ V)Q 6= {0}} = RV .
Proof of (2). Let us start by seeing that JR ⊂ JVR . If z = (φ⊗ Id)(XY ), with ([X∗], [Y ]) 6∈ R,
then (Id⊗ Φ)z(T ) = (φ⊗ Id)(X (1⊗ T )Y ) = (φ⊗ Id)(X [X∗] (1⊗ T ) [Y ∗]Y ). So if T ∈ VR then
(Id⊗Φ)z(T ) = 0. For the converse inclusion let s ∈ JVR and express s as s = (ωe1,e1 ⊗ Id)(X Y )
like in the proof of (iv). We have that X (1⊗VR)Y = 0 and so [X∗] (1⊗VR) [Y ] = 0 which implies
that ([X∗], [Y ]) 6∈ RVR = R and so s ∈ JR.
Proof of (3). The inclusion VJ ⊂ VRJ is trivial. In order to prove the converse, VRJ ⊂ VJ , fix
S ∈ VRJ . We have that X (1⊗ S)Y = 0, ∀ ([X∗], [Y ]) such that [X∗] [Y ] ∈ B(`2)⊗ J . Then, for
any φ ∈ B(`2)∗ we have that
0 = (φ⊗ Id)(X (1⊗ S)Y ) = (φ⊗ Id)((Id⊗ Φ)XY (S)) = Φ(φ⊗Id)(XY )(S).
Therefore Φz(S) = 0 for every z ∈ JRJ = J .
Recall that the technique of the proof of point (i) follows exactly the same lines of [Wea12, Lemma
2.8].
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Remark 5.2.4. Observe that, a priori, it is not clear why all σ(B(H) ⊗̂S1(H))-closed ideals are
closed in the coarser pointwise weak-∗ topology. Such result is obtained as a consequence from
Theorem 5.2.3.(ii).
5.3 Invariant Quantum Relations
Let A be a von Neumann algebraic quantum group with comultiplication ∆, see [VD14] for a
precise definition, we will say that M is a quantum homogeneous space if there is a normal, ∗-
homomorphism σ :M→A⊗M, called the coaction, satisfying the natural coassociativity identity
(Id⊗ σ)σ = (∆⊗ Id)σ
If M⊂ B(H) is an standard form for the von Neumann algebra M, we have that, after endowing
H with its row (resp. column) operator space structure, the coaction σ extends to a complete
isometry σ2 : H
r → A⊗Hr. We will say that an operator T ∈ B(H) is σ-equivariant iff
σ2 T = (Id⊗ T )σ2
and we will denote by B(H)σ the space of σ-equivariat operators. Similarly, we say that a quantum
relation V overM is σ-invariant, or simply invariant if the coaction is understood from the context,
iff it is generated (as an operator M′-bimodule) by σ-equivariant operators. If V is generated by
equivariant operators, then it is generated by the equivariant operators inside V, therefore V is
invariant iff
V = M′ 〈V ∩ B(H)σ〉M′ = spanw∗{xT y : x, y ∈M′, T ∈ V ∩ B(H)σ}.
From now on we will denote V ∩ B(H)σ by Vσ. Our purpose in this section is to study invariant
quantum relations. Interesting examples of quantum homogeneous spaces include, among others,
the ones listed bellow.
Classical homogeneous spaces Let G is a locally compact Hausdorff group and X be a measur-
able G-space. L∞(G) is clearly a quantum group with the comultiplication given by ∆(f)(g, h) =
f(g h). Similarly, we can define the coaction σ : L∞(X)→ L∞(G)⊗L∞(X) given by σ(f)(g, x) =
f(g x). To solidify our intuition let us see what happens when X is discrete. In that case quantum
relations over L∞(X) are just subsets R ⊂ X ×X. Recall that a classical relation R ⊂ X ×X is
G-invariant iff
(x, y) ∈ R⇐⇒ (g x, g y) ∈ R, ∀g ∈ G. (5.3.1)
We are going to see that such relations correspond with σ-invariant quantum relations. An operator
T = [ax y]x,y∈X ∈ B(L2X) is σ-equivariant iff it commutes with the action σg(f)(x) = f(g−1 x),
therefore the set
RT = {(x, y) ∈ X ×X : 〈ex, T ey〉 6= 0} ⊂ X ×X
satisfies (5.3.1) and the same goes for RV , where V =RG 〈Vσ〉RG, since
RV =
⋃
T∈Vσ
{(x, y) ∈ X ×X : 〈ex, T ey〉 6= 0}.
This proves that any σ-invariant quantum relation over a discrete space X corresponds to an
invariant relation R ⊂ X ×X. The reciprocal is shown similarly.
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Group von Neumann algebras Let G be a locally compact Hausdorff group, L2(G) the L2-
space with respect to the left Haar measure and λ : G → U(L2G) be the unitary representation
given by λg(ξ)(h) = ξ(g
−1 h), where ξ ∈ L2(G). The (left) group von Neumann algebra LG is
given by
LG = {λg : g ∈ G}′′ ⊂ B(L2G).
The natural comultiplication structure ∆ : LG → LG ⊗eh LG is given by λg 7→ λg ⊗ λg. In this
case the commutant LG′ is given by the (right) group von Neumann algebra
RG = {ρg : g ∈ G}′′ ⊂ B(L2G)
where ρg(ξ)(h) = ξ(h g) ∆(g)
1
2 , where ξ ∈ L2(G) is right regular representation. We can considere
LG a quantum homogeneous space over itself with the multiplication as coaction. The represen-
tation LG ⊂ B(L2G) is standard, and the ∆-equivariant operators are given by the subalgebra
L∞(G) acting by multiplication operation. It is also illustrative to observe that if we take the GNS
representation associated with the canonical Plancherel weight ϕ, see [Ped79], LG ⊂ B(L2(LG,ϕ)),
then an element T : L2(LG,ϕ) → L2(LG,ϕ) is ∆-equivariant iff it is a noncommutative Fourier
multiplier over L2(LG), in the sense of [CdlS15, 3.7]. By the Plancherel theorem, the algebra of
such multipliers is equivalent to L∞(G).
Quantum Torii One family of von Neumann algebras that has received a considerable amount
of attention is that of quantum torii Anθ ⊂ L2(Tn). In such case the coaction is given by σ :
Anθ → L∞(Tn)⊗Anθ . Quantum relations on quantum torii have been considered before in [Wea12,
Section 2.7].
Here, we will mainly focus our attention on the case of M = LG. Our purpose is to describe
the ideals associated with invariant quantum relations over LG. For that, we need to recall some
results on the representation of completely bounded RG-bimodular operators preserving the ∆-
equivariant operators. Let MG be the Banach algebra of finite measures with the o.s.s. given by
C0(G)
∗ = MG. Apart from the weak-∗ topology given by σ(C0G) in MG we have the strictly finer
topology generated by evaluation against every bounded continuous function σ(CbG). Reasoning
like before, since MG is σ(CbG)-closed, the σ(CbG) topology induces another predual for MG. The
subalgebra of point measures `1(G) ⊂ MG is of course σ(CbG)-dense. We define a multiplicative
and injective map j : `1(G)→ LG⊗eh LG by δg 7→ λg ⊗ λg−1 . The following theorem assure that
there is an injective and weak-∗ continuous extension to MG and characterizes its range as normal
RG-bimodular, c.b. maps preserving B(L2G)∆ = L∞(G). We will denote the algebra of such
operators by CBσ,L∞(G)RG-RG (B(L2G)) ⊂ CBσRG-RG(B(L2G)). Such algebra is closed, with respect to the
natural weak-∗ topologies of CBσRG-RG(B(L2G)) and so it inherits both the σ(B(L2G) ⊗̂S1(L2G))
and the σ(K(L2G) ⊗̂S1(L2G)) topologies.
Theorem 5.3.1 ([NRS08, Theorem 3.2]). Let G be a locally compact group. There is a σ(Cb)
to σ(B ⊗̂S1) continuous, multiplicative and injective complete isometry j : MG → LG ⊗eh LG
extending the map δg 7→ λg ⊗ λg−1 . Furthermore, the following diagram commute
MG
Θ

  j // LG⊗eh LG
Φ

CBσ,L∞(G)RG-RG (B(H)) 
 ⊆
// CBσRG-RG(B(H))
In particular, Θ : MG→ CBσRG-RG(B(L2G)) is a complete isometry whose range is CBσ,L∞(G)RG-RG (B(L2G)).
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The topology induced by σ(K ⊗̂S1) in MG is the just σ(C0), while the topology induced by σ(B ⊗̂S1)
is σ(Cb).
We will, perhaps ambiguously, denote by Θ either the map Θ : MG→ CBσRG-RG(B(L2G)) or the
restriction to its image.
We will briefly sketch the proof of the theorem above since some of its ideas will be used in the
forthcoming results. But, before that, we need to recall a few well known facts on the theory
of crossed products. Let r : G → Aut(L∞G) be the normal right-translation action given by
rg(f)(x) = f(x g) noticing that by the Takai-Takesaki duality theorem, see [Tak73], we have
L∞(G)or G = B(L2G),
where o is notation for the (weak-∗ closed) spatial crossed product. The action r is spatially
implemented on L∞(G) ⊂ B(L2G) by the right regular representation, i.e. rg(f) = ρg f ρg−1 and
so we obtain that
L∞(G)or G = {L∞(G),RG}′′ = B(L2G).
As a consequence, we can identify L∞(G) o 1 ⊂ L∞(G) or G = B(L2G) with the algebra of
∆-equivariant operators.
Proof. First, we are going to see that the map Θ : MG → CBσRG-RG(B(L2G)) is surjective.
Observe that Θµ acts on L∞(G) ⊂ B(L2G) by left convolution, i.e. Θµ(f) = µ ∗ f . Notice also
that, if Ψ : B(L2G) → B(L2G) is a normal and RG-bimodular map, its restriction Ψ|L∞(G) :
L∞(G)→ L∞(G) determines the map Ψ since L∞(G) and RG generate the whole von Neumann
algebra B(L2G) by the Takai-Takesaki theorem. Furthermore, since Ψ preserves L∞(G), we have
that, for every f ∈ L∞(G)
ρg Ψ(f) = Ψ(ρg f) = Ψ(ρg fρg−1 ρg) = Ψ(rg f) ρg
and so Ψ|L∞(G) is a right-translation equivariant operator, i.e. rg Ψ = Ψ rg. But then, any such
operator is actually given by left convolution with a finite measure, see [Wen52]. So Ψ(f) = µ∗f =
Θµ(f) and since Ψ and Θ coincide in L∞(G) they are equal.
Reciprocally, if we pick a measure µ ∈ MG we have that the map Tµ : L∞(G) → L∞(G) given
by f 7→ µ ∗ f is a normal bounded operator commuting with rg for all g ∈ G. Since L∞(G) is an
abelian operator space we have that Tµ is c.b. and that
‖Tµ‖cb = ‖µ‖MG.
But for any crossed product there is a normal injective ∗-homomorphism ι : L∞(G) o G →
L∞(G)⊗B(L2G) ⊂ B(L2G ⊗2 L2G). To define such embedding ι fix an element ξ ∈ L2(G × G).
The action of ι(f ρg0) on ξ is given by
j(f ρg0) ξ(g, h) = f(g h
−1 g−10 ) ξ(g, g
−1
0 h).
while for general x ∈ L∞(G)orG we just extend linearly and take weak-∗ limits. Such embedding
appears naturally in the crossed product construction. It satisfies that, if T is equivariant, then
L∞(G)oG 
 ι //
ToId

L∞(G)⊗B(L2G)
T⊗Id

L∞(G)oG 
 ι // L∞(G)⊗B(L2G)
.
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As a consequence, if T is completely bounded so is T o Id and
‖T o Id‖cb = ‖T ⊗ Id‖cb
After identifying L∞(G) or G with B(L2G), we get that Tµ o Id is the only normal and RG-
bimodular extension of Tµ. Therefore Θµ = Tµ o Id and so Θ is well defined and isometric. Since
Θ clearly factors through LG⊗eh LG we also obtain that j is a complete isometry.
The result above goes back to Wendel [Wen52] but the formulation is taken from [NRS08], whose
main contribution is to generalize the result from LG to its quantum group dual L∞(G) obtaining
a complete isomorphism Θˆ : McbAG → CBσ,LGL∞(G) -L∞(G)(B(L2G)), where McbAG is the space of
completely bounded multipliers of the Fourier algebra AG. It is also worth pointing out that both
results can be unified using the language of quantum groups, see [JNR09].
The main result of this section is that invariant quantum relations over LG are in bijective corre-
spondence with weak-∗ closed left ideals inside MG.
Theorem 5.3.2. Let LG ⊂ B(H) be as above. If V is an invariant quantum relation over LG and
Q ⊂MG is a σ(CbG)-closed left ideal, then the following maps
(1) QV = {µ ∈MG : Θµ|V = 0},
(2) VQ = {T ∈ B(H) : Θµ(T ) = 0, ∀µ ∈ Q},
are bijective and inverse of each other, see diagram below.
{ V⊂B(H) :
V, invariant
}
QV
77
{
Q⊂MG :(MG)Q⊂Q,
σ(CbG)-closed
}
VQ
ww
Let us denote by V ∆Q the set
V∆Q = {T ∈ B(H)∆ : Θµ(T ) = 0, ∀µ ∈ Q}.
The proof of Theorem 5.3.2 requires the following two lemmas.
Lemma 5.3.3. If Q ⊂MG is a σ(CbG)-closed left ideal, then
RG
〈V∆Q 〉RG = VQ.
Proof. After identifying B(L2G) with L∞(G)or G again, we have that Θµ = Tµ o Id, where Tµ
is the left convolution operator associated to µ. We have that
VQ =
⋂
µ∈Q
ker(Tµ o Id), V∆Q =
⋂
µ∈Q
ker(Tµ).
But know we use that if T is a r-equivariant operator then
ker(T o Id) = spanw∗ (ker(T )RG)
= spanw∗{f ρg : f ∈ ker(T ), g ∈ G}
⊂ RG 〈ker(T )〉RG .
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Using that the intersection of closures is larger that the closure of the intersections we get that
VQ =
⋂
µ∈Q
ker(Tµ o Id)
⊂
⋂
µ∈Q
RG 〈ker(Tµ)〉RG
⊂
RG
〈 ⋂
µ∈Q
ker(Tµ)
〉
RG
= RG
〈V∆Q 〉RG .
The other inclusion is trivial since V∆Q ⊂ VQ and VQ is a RG-bimodule.
Lemma 5.3.4. Let Q 7→ V∆Q and V∆ 7→ QV∆ be as above, we have that
(1) QV∆Q = Q.
(2) V∆QV∆ = V∆.
Proof. Let us start by (1). It is trivial that Q ⊂ QVQ . We only have to prove the reverse inclusion.
Assume that QVQ is greater that Q. Then by the Hanh-Banach Theorem, for any µ0 ∈ QVQ −Q
we can take a functional f0 ∈ Cb(G) such that 〈µ0, f0〉 6= 0 but 〈µ, f0〉 = 0, for every µ ∈ Q. Since
Q is a translation invariant space we have that µ ∗ f0 = 0 for every µ ∈ Q but µ0 ∗ f0 6= 0. The
first condition implies that f0 ∈ VQ, which contradict the fact that µ0 ∈ QVQ .
For (2) it is again clear that V∆ ⊂ VQV and we only have to prove the converse inclusion. By
similar means using the Hanh-Banach theorem and the translation invariance of V ∆ we get the
result.
Now, we can proceed to prove the main correspondence theorem.
Proof (of Theorem 5.3.2). Let us start seeing that QVQ is a σ(CbG)-closed ideal. Notice that,
µ ∗ f = 0 if and only if 〈g, µ ∗ f〉 = 0 for every g ∈ L1(G), but 〈g, µ ∗ f〉 = 〈µ, f˜ ∗ g〉, where
f˜(x) = f(x−1). Since f˜ ∗ g is a right uniformly bounded function in Cb(G), the kernel of µ 7→ µ ∗ f
is σ(CbG)-closed and so is QVQ . The fact that VQ is a weak-∗ closed RG-bimodule is immediate
since Θµ is weak-∗ continuous RG-bimodular map. The fact that is ∆-invariant follows from 5.3.3.
To prove that Q = QVQ we just apply the following lemmas.
Q = QV∆Q (by Lemma 5.3.4)
= Q
RG〈V∆Q〉RG
= QVQ (by Lemma 5.3.3).
Similarly, taking the RG-bimodules generated by the left and the right hand side of (2), we get
that
RG
〈V∆〉RG = RG〈V∆QV∆ 〉RG = VQV∆ = VQRG〈V∆〉RG .
But, by ∆-invariance, the leftmost element is V and the rightmost is VQV and we conclude.
Remark 5.3.5. We have exposed here the theory of invariant quantum relations for LG. The
same proof above works, after [NRS08] and [JNR09], for a general quantum group (A,∆) just by
replacing left ideals in MG by left ideals in McbA(A).
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Recall that if G = Zn, or any other abelian discrete group, then LG = L∞(Tn) and any ideal
Q of MG = `1(Zn) correspond to a closed subset CQ ⊂ Gˆ and such correspondence in injective.
Nevertheless, not every ideal in MG is σ(CbG)-closed and therefore not all closed subsets will
appear in the image of the correspondence. We have that, in the invariant case, any quantum
relation V over L∞(Tn) is actually a topological relation given by
(θ1, θ2) ∈ R ⇐⇒ θ−11 θ2 ∈ C,
where C ⊂ Tn is a closed set.
5.4 Remarks on Lp-Lq versions of Quantum Relations
In the introduction of [Wea12] it is stated that the natural, albeit naive, candidate for quantized
relations over a von Neumann algebra M are the projections on M⊗Mop, but that such object
do not have desirable properties. The question of which properties are missed is left unanswered
there. Our aim here is to give an intuitive explanation on why there is no well-behaved composition
operation between projection in M⊗Mop. After that, we will see that there is a larger family of
generalized quantum relations that contains both quantum relations and projections in M⊗Mop
as particular cases.
Recall from Chapter 1 that ifM is a von Neumann algebra and φ is a normal, faithful and semifinite
weight we can define the noncommutative Lp-spaces Lp(M, φ), or simply Lp(M) if φ is understood
from the context, see [PX03]. Apart from being compatible with interpolation, such spaces satisfy
that Lp(M)∗ = Lp′(Mop). It is also known that CB(L2(M)) = B(L2(M)). The spaces Lp(M)
can be turned into M-bimodules. Indeed, we have two commuting c.b. representations lp :
M → CB(Lp(M)) and rp : Mop → CB(Lp(M)) generalizing the commuting actions in the GNS
construction ofM when p = 2. The module structure of noncommtutative-Lp has been studied in
[JS05]. Let us denote by S′ ⊂ CB(Lp(M)) the commutant of S ⊂ CB(Lp(M)), by [JS05, Theorem
1.5], we have that
lp[M]′ = rp[Mop]
rp[Mop]′ = lp[M].
Let us denote by CBp,q the operator space given by CB(Lp(M), Lq(M)). Such spaces have a
natural predual given by
CB(Lp(M), Lq(M)) = CB(Lp(M), Lq′(Mop)∗)
= CB(Lp(M),C)⊗F Lq′(Mop)∗ (by [Pis03, Th. 4.1])
= (Lp(M) ⊗̂Lq′(Mop))∗.
There are natural left actions on CBp,q by rp[Mop] and lp[M] and right actions by rq[Mop], lq[M].
We say that a subspace V ⊂ CBp,q is a (p, q)-quantum relation overM iff V is weak-∗ closed, with
respect to the predual Lp(M) ⊗̂Lq′(Mop), and a rp[Mop]-rq[Mop]-bimodule. It is easily shown
that such relations are independent of φ. We also have the following.
Proposition 5.4.1.
(i) Quantum relations over M correspond to (2, 2)-quantum relations.
(ii) Projections in M⊗Mop are in bijective correspondence with (1,∞)-quantum relations.
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Proof. The proof of (i) is immediate since CB2,2 = B(L2(M)), l2 : M→ B(L2(M)) is the GNS
representation of M and r2[M] is just the commutant M ′ for that representation. In order to
prove (ii) we need to use that the map j :M⊗algM→ CB(M∗,M) given by linear extension of
j(x⊗ y)(ξ) = 〈y, ξ〉x
extends to a weak-∗ continuous complete isomorphism j : M⊗M → CB(M∗,M), see [Pis03,
Theorem 2.5.2]. we have that
CB1,∞ = CB(L1(M),M) = CB(Mop∗ ,M) =M⊗Mop.
But, if T = j(x ⊗ y), we have that r∞(z)T r1(t) = j(z x ⊗ y t) = j((z ⊗ t) (x ⊗ y)) and so a
subspace V ⊂ CB1,∞ is r∞[Mop]-r1[Mop]-bimodular iff, after seeing V as a subspace ofM⊗Mop,
it is a left ideal. Since the map j is an isomorphism for the weak-∗ topology, V ⊂ M⊗Mop is
also weak-∗ closed. But any weak-∗ closed left ideal is of the form V = (M⊗Mop)P , where
P ∈ P(M⊗Mop).
Remark 5.4.2. The result above explains intuitively why we cannot expect to define a well-
behaved composition operation between projections P,Q ∈ P(M⊗Mop). That composition will
be carried to the composition of operators in CB(L1(M),M) but that cannot be done, in general,
since M does not embeds canonically in L1(M).
It is natural to ask whether (p, q)-quantum relations are in correspondence with left ideals J ⊂
CBσrq [Mop]-rp[Mop](CBp,q) suitably closed in some weak topology. The following proposition asserts
that this is the case when (p, q) = (1,∞).
Proposition 5.4.3. The map Φ1,∞(x⊗ y) = l∞(x) l1(y) extends to a weakly continuous complete
isomorphism
Φ1,∞ :M⊗Mop → CBσr∞[Mop]-r1[Mop](CB1,∞).
Under such correspondence any weakly closed left ideal J is of the form J = P (M⊗Mop) and its
associated bimodule VJ corresponds, under the bijection in (ii), to P⊥ ∈ P(M⊗Mop).
To prove the theorem above just notice that if N is a von Neumann algebra, normal right N -
modular maps T : N → N are given by left multiplication. Then, by applying that result to
N =M⊗Mop and using Proposition 5.4.1 we conclude.
The discussion above leaves two natural open problems.
Problem 5.4.4.
(P1.) Determine whether the double annihilator relation in Theorem 5.2.3 between modules
and ideals holds in general for (p, q)-quantum relations.
(P2.) define an operator space tensor product ⊗p,q such that the map Φp,q : M⊗algMop →
CBσrq [Mop]-rp[Mop](CBp,q) extends as a complete isometry to M⊗p,qMop.
5.5 W ∗-metrics and c.b. Gaussian bounds
The aim of this section is to explain the original motivation that guided us into studying quantum
relations. Such motivation was the necessity on [GPJP15] and [GPJP16] of expressing off-diagonal
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bounds in the context of noncommutative metric spaces. Recall that in the classical case an
operator T = [ax,y]x,y∈X affiliated to B(`2X) has off-diagonal bounds if certain norms of
[ax y χ{(x,y):d(x,y)>r}]x,y∈X
decay in terms of r > 0. Earlier definition of quantum metric spaces in the C∗-algebraic framework,
see [Rie04b], [Rie04a], do not provide a natural way of formulating such notion. On the other hand
the notion of W ∗-metric introduced by Kuperberg and Weaver in [KW12] seems particularly well
suited to the task since a W ∗-metric is a noncommutative generalization of the bundle of band
matrices of width r > 0.
The upbringing of the notion of quantum relation is tightly connected with the concept of W ∗-
metric space introduced by Kuperberg and Weaver in [KW12]. Let us recall briefly such definition.
Definition 5.5.1 ([KW12, Definition 2.1(a)/2.3]). A family of subspaces V = (Vr)r≥0 of
B(H) is a W ∗-pseudometric over M⊂ B(H) iff
(i) Each Vr is a quantum relation over M.
(ii) Each Vr is symmetric, i.e. V∗r = Vr.
(iii) Vr · Vs ⊂ Vr+s.
(iv)
⋂
s>t
Vs = Vt.
We say that V is a W ∗-metric iff V0 =M.
Notice that, if M = `∞(X) is a discrete measure space, then every Vr corresponds to a relation
Rr ⊂ X×X. Condition (ii) becomes usual symmetry for Rr. Defining a function dV(x, y) = inf{r :
(x, y) ∈ Rr} gives that (iv) is the triangular inequality and so dV is a classical (pseudo)metric.
Classically, a metric measure space is a triple (X,µ, d) where µ is a measure and d is a metric such
that the Borel σ-algebra generated by d is composed of measurable sets. The noncommutative
version of a measure space is generally regarded as a pair (M, τ), where M is a von Neumann
algebra and τ : M+ → [0,∞] normal, semifinite and faithful trace (or more generally a weight).
Using W ∗-metrics in this context gives a good noncommutative generalization of metric measure
spaces. There are other, earlier, notions of quantized metric spaces, see for instance [Rie04b], but
W ∗-metrics have some advantages. One of them is that they provide a more natural framework for
studying both finite speed of propagation and off-diagonal bounds associated with a Markovian
semigroup over (M, τ). Recall that, in the classical example of the heat semigroup on Rn, St =
e−t (−∆) and its kernel kt satisfies Gaussian bounds of the form
∥∥kt(x, y)χ{(x,y):d(x,y)>r}∥∥L∞(Rn×Rn) .(n) e− r
2
4 t√
tn
. (5.5.1)
Notice that, if JVr is generated by a projection Pr ∈ P(M⊗Mop) and the semigroup St can be
expressed as an integral operator by
St(x) = τ
{
kt (1⊗ x)
}
,
for some kt affiliated to M⊗Mop, then the off-diagonal restriction is just kt Pr and we can
generalize (5.5.1) by bounding such element. Since, in general, ideals inM⊗ehM are not principal,
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such projection doesn’t exist. Nevertheless, we can take Φs(St) for s ∈ Ball(JVr ), the unit ball of
JVr , obtaining noncommutative Gaussian bounds of the form
sup
s∈Ball(JVr )
∥∥Φs(St)∥∥CB(L1(M),M) . e−β r
2
t√
tn
.
As we hinted at the end of Chapter 3, another Harmonic analysis concept that seems natural to
formulate in the context of W ∗-metrics is finite speed of propagation for the wave equation. If
St = e
−t (−∆) is the heat equation in Rn, then its associated wave equation is given by
∂2t tft + (−∆)ft = 0.
The solution of such equation have finite speed of propagation, meaning that if ft is a solution of
the above equation and supp[f0] = K, after time t > 0 the support of ft is contained in
Bt(K) =
⋃
x∈K
Bt(x).
Such condition can be defined trivially using W ∗-metrics as follows.
Definition 5.5.2. We say that a Markovian semigroup over St = e
tA have finite speed of propa-
gation (with respect to some W ∗-metric V) iff
cos(t
√
A) ∈ Vt, ∀ t > 0.
Observe that the definition makes perfect sense since, without loss of generality, we can assume
V ⊂ B(L2(M, τ)) and clearly cos(t
√
A) is bounded in L2. The intuition behind is that xt =
cos(t
√
A)x satisfies the equation ∂2t txt +Axt = 0 with x0 = x.
Gaussian bounds and finite speed of propagation are equivalent after assuming certain hypothesis,
see [Sik96] [Sik04]. Generalizing such results and exploring the connections with locality in the
noncommutative setting is the goal of a forthcoming article.
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