A dramatic shift is underway in how organizations use computer storage. This shift will have a profound impact on storage system design. The requirement for storage of traditional transactional data is being supplemented by the necessity to store information for long periods. In 2005, a total of 2,700 petabytes of storage was allocated worldwide for information that required long-term retention, and this amount is expected to grow to an estimated 27,200 petabytes by 2010. In this paper, we review the requirements for long-term storage of data and describe an innovative approach for developing a highly scalable and flexible archive storage system using commercial off-the-shelf (COTS) components. Such a system is expected to be capable of preserving data for decades, providing efficient policy-based management of the data, and allowing efficient search and access to data regardless of data content or location.
Introduction
In order to help meet current and future long-term storage requirements [1] , an archive storage system should be capable of storing, managing, and locating and retrieving multiple billions of documents over the deployment lifetime of the system. (Here, we use the term document to refer to both the file being archived and its associated metadata.) The system should support storing data from a wide variety of content management systems and embrace the following design goals. The system should 1) support standard interfaces for ingestion of documents from traditional content management systems as well as customer-developed applications; 2) allow access to previously stored documents in a flexible and secure manner; 3) provide efficient search on file content and metadata regardless of the interface used to ingest the documents; 4) support policy-driven storage management using multiple tiers of storage to meet service-level agreements and utilize the most cost-effective storage; 5) provide scalability for document ingestion and search to meet strict governmental and business requirements for retrieval of documents; 6) enable metadata specification, generation, and discovery, and be able to archive both the original files and the associated metadata; 7) dynamically increase or decrease the scale of the system to support changing business needs; 8) address compliance and data governance requirements, and provide appropriate security controls, nonrepudiation, and auditing; 9) provide business continuity and protection of archived documents; 10) provide storage media migration management to ensure documents stored in the archive system can be retrieved despite hardware and media aging and media obsolescence. Figure 1 illustrates the structure of a storage archive system that meets these requirements. A variety of content management systems and customer-developed applications are able to send documents to the archive storage using standard interfaces. The archive storage system indexes and stores the documents according to policies in a cost-effective, secure, and reliable manner. Documents can be retrieved using standard interfaces when needed.
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development of high-quality, flexible archive storage systems that can satisfy the long-term storage requirements. The hybrid approach of using COTS components and innovative technology can bring new capabilities to market much faster than the approach of creating new custom hardware and unique software. The system described in this paper utilizes proven, long-standing, and mature components from the IBM product portfolio and the open-source community. The IBM components include the IBM General Parallel File System * (GPFS * ) [3] and the IBM Tivoli * Storage Manager (TSM) [4] . GPFS was designed as a scalable file system for a high-performance computing environment and provides global access to data from multiple processing nodes. GPFS can support billions of files stored using multiple petabytes of storage, which makes it an ideal component for a highly scalable and high-performance archive system. TSM has been the open-systems storage hierarchy manager of IBM for more than 15 years and is utilized today by organizations around the world as a backup and recovery system. TSM provides the capability to manage data in a tiered storage hierarchy consisting of disk, tape, and optical storage.
The system also utilizes a new component based on the Apache Software Foundation Lucene ** open-source indexing project [5] . A commercial operating system is used as the base runtime environment, and the Linus Torvalds Linux ** operating system will be the initial commercial operating system used. Additional opensource components include a version of the Samba [6] network file system that has been enhanced to help improve scalability and performance.
These components are integrated with new technology to provide functions required to complete the archive system as shown in Figure 2 . This COTS-based approach significantly benefits from the technology development investment that has been made in the component products and allows us to build low-cost, highly scalable, and flexible storage systems that can preserve data for years or decades, provide efficient policy-based management of the data, and provide efficient access to data regardless of data content. The remainder of this paper elaborates on the key requirements for a large-scale archive system and how COTS products can be used as building blocks.
Provide standard interfaces for ingesting and accessing archived documents
Managing an archive storage system through multiple generations of hardware and software technologies is
Figure 1
Archive storage system structure. Applications store and retrieve archived data through industry-standard interfaces. The archive storage system indexes and processes the data according to policies set by the storage administrator. Data is stored on disk and tape for later retrieval and is automatically migrated to avoid media obsolescence issues. 
Figure 2
Archive storage system design using commercial off-the-shelf components. This system leverages open-source software and commercially developed components to create a high-quality, highly scalable, and flexible archive storage system. made possible by providing virtual ingestion and access of archived documents through standard interfaces (ingestion refers to the process of transmitting documents to the archive system, and access refers to the process of retrieving documents stored in the archive). An example of this kind of abstraction is when a user browses a Web site and need not be aware of the operating environment, operating system, processor model, or type of storage associated with the Web site. These components are all abstracted to the user through a set of standard interfaces. Similarly, an archive storage system should provide this abstraction through a variety of interfaces to accommodate a broad range of applications. The set of interfaces provided should include standards-based interfaces such as the Network File System (NFS) [7] and the Common Internet File System (CIFS) but can also include unique interfaces tailored for specific environments. Additionally, the system should provide the flexibility to allow more interfaces to be added easily, without affecting current users of the system.
Our system supports a number of industry-standard interfaces ( Figure 3 ). Content management systems and user applications are able to use a variety of interfaces to store and retrieve archived documents. Documents can be stored using one interface and retrieved using another. Many of the interfaces are file based, which provides a one-to-one mapping with files in the file system of the archive. Applications that use or produce files-such as office productivity tools, Web servers, or multimedia applications-can easily use an archive system that provides file access over network-attached storage protocols such as NFS or CIFS [8] . Other protocols such as File Transfer Protocol (FTP) [9] and Hypertext Transfer Protocol (HTTP) [10] can also be easily deployed in this environment. Interfaces such as the TSM application programming interface [11] can also be provided, by mapping the underlying protocol streams to files in the file system. Additional interfaces may be used in certain environments, for example, interfaces that write data directly into the file system of the archive. By using a cluster file system such as GPFS, an instance of such a file may be run on an application server. In this way, the application can write directly into the archive, typically providing superior performance compared to the use of network file protocols.
The ability to ingest documents into the archive storage system using many diverse interfaces including file system interfaces is a key attribute because existing applications can be easily adapted to use the archive without complex programming changes. A file system interface approach exploits the inherent flexibility provided by the file system and utilizes the well-understood programming model for file system interaction. The biggest challenge in using a file system involves the handling of new interfaces as they emerge. Some emerging interfaces, such as the Extensible Access Method (XAM) [12] , may allow multiple complex data types within a single named entity or have semantics that may not easily map to file system data structures and semantics. Determining how to store data from this class of interfaces in the archive file system, as well as whether and how to allow access to this data from other interfaces, will be addressed on a case-by-case basis. For example, one may ask whether an NFS application should view a single item or multiple items when accessing a complex object stored by XAM. This challenge becomes part of the information preservation [13, 14] challenge once that long-term data storage has been successfully addressed.
Enable efficient search on data content and metadata regardless of interface
Locating documents stored in a large archive is difficult without basic search capabilities. All serious archive systems should provide this capability. With any inquiry to locate documents, most users will want to access the archived information using the Internet search paradigm. For example, users have become accustomed to locating the information needed through successive refinement of
Figure 3
Archive storage system architecture using industry-standard interfaces and application programming interfaces (APIs) for storing and retrieving archived data. Applications can use well-understood interfaces to store and retrieve data. Data can be stored using one interface and retrieved by using another. Processing of the data is performed in a consistent manner regardless of the interface used to ingest the data. Internet searches. By using metadata in addition to content, it is possible to locate documents more efficiently than is possible with content-based keyword search alone. For example, metadata makes it easier to find e-mails sent by a particular individual compared with searches of all e-mails where that individual happens to be copied or named in the body of the document. However, unlike searching the Internet, searching an archive requires that access be controlled on the basis of subject matter and user role [15, 16] while meeting strict privacy requirements [17] . A user should not be able to view information to which they do not have access, even if that view simply verifies the existence of certain entities in the repository. Auditors, however, may need to search the entire repository. Additional information in the index of the archive or the post-processing of the search results can be used to control and filter access for information returned. This information should be maintained and updated over time as users' rights change or information is reclassified.
In addition, the archive index often represents the only means of access for locating salient documents. If the index becomes corrupt, discoveries might return partial information, and the integrity of the system would be compromised. Therefore, it is important that the integrity of the index be protected in a secure manner in addition to allowing for filtering of the content. In our system, we protect the archive index using the same mechanisms used for protecting ingested files and metadata.
The archive system is expected to also use the archive index and search mechanism to provide two key features in operating an archive: 1) policy binding and data management and 2) metadata annotation and search.
Support policy-driven tiered storage management
In order to store very large numbers of documents, the archive system should use tiered storage to help optimize the total cost of the system. Managing billions of archived documents in a tiered storage hierarchy requires that the system scales in terms of the selection and processing of documents to be moved between storage tiers.
In our system, policy statements are used to specify how archived documents are to be managed. The association of certain policies with specific documents is known as policy binding. Policies include declarations such as retention time or event, retrieval time objectives, data recovery point, and recovery time objectives. To help improve the effectiveness of applying policies to vast numbers of documents, the system combines search semantics with the policy specifications. For example, a search predicate can be used to identify the information to which specific policy declarations will be applied. The policy language allows the specification of search criteria as an input for identifying the documents to which the policy applies. This also implies that documents that enter the archive after the policy has been specified will be associated with the policy if their content or metadata matches the search criteria. The challenge with this behavior is that the administrator may need to audit and refine the policy search criteria over time to help ensure that it still has the intended effect. At the time that the policy was specified, the administrator may have been satisfied that the search identified the correct data. Documents added later may be inadvertently associated with the policy or excluded because additional qualifiers needed in the search criteria were overlooked. For example, policy that is bound to all documents that contain the term ''confidential'' would also inadvertently match documents that contain the phrase ''not confidential.'' For example, the adaptive presentation approach taken in the IBM Classification Module for OmniFind* Discovery Edition [18] tries to present discovery search results in a way that prompts the user for additional refinement. Techniques such as this should be considered to assist the user with policy binding.
The use of search predicates to associate management policy with documents is a new approach for storage management. Most policy systems, such as the IBM Data Facility Storage Management Subsystem (DFSMS * ) [19, 20] and TSM, use external attributes such as creation time, dataset size, owner, and last access date to identify which policies are to be applied. It is assumed that the policy administrator understands the business use of the information and can thus map these external attributes as needed to the appropriate policy. Because an increasing number of requirements are based on data content and context, modern archiving systems should use indexing and annotation techniques for policy binding. In addition, it is desirable to enable the ability for business experts to specify policy in terms that make sense for the business, instead of relying on technical experts to translate business policy to the intricacies of dataset naming and attribute information. Thus, data indexing and metadata are important not only in establishing a mechanism for locating information later, but also for exposing the appropriate content and context for application of business policy.
As a final example, consider the scenario in which a purchasing agent (business expert) specifies that information about a particular supplier involving transactions between certain dates in the ordering application needs to be treated a certain way. Some portions of the policy-specific action relate to content information, while others relate to the metadata or annotation information that was collected about the data that was archived.
Business requirements change over time, and this implies that policy binding may also change over time. Policy rebinding is a process that includes reevaluation of policy assertions to potentially reassign management attributes to archived information. In some cases, indices may need to be regenerated. The presence of certain content might have differing implications and thus need to be annotated in a different way. While it is desirable to avoid reannotation and regenerating the index because of the time and resource involved, the ability to do so must be considered in providing the archiving solution.
Other reasons for index regeneration may include disaster recovery or recovery from a partial storage failure.
Provide scalability for ingest and search
While the total amount of storage managed is an important scalability metric for any archive system, the number of documents archived represents the primary challenge for archive system scalability. The need to retain large numbers of documents requires that the archive system be capable of storing, managing, and locating and retrieving billions of documents over its deployment lifetime. Furthermore, given the explosion of unstructured and semi-structured document formats of varying types and sizes, the archive system should store and manage both small and large document sizes in an efficient and cost-effective manner. (In this context, the term small refers to files of less than 1 KB, and large refers to files more than 1 GB.) As a result, we have the following two goals for scalability. First, the integrated archive platform should be able to ingest documents from multiple sources (e.g., applications) over multiple protocols (e.g., NFS, CIFS, FTP, HTTP, and XAM) in a timely fashion. As there are natural limits to the per-node ingestion rate of the various protocols, the archive system must include support for parallel ingestion across a set of cluster nodes.
For the second goal, the design of the system should take into account the management of very large indices in order to efficiently locate and retrieve documents by content or by metadata. The indexing operations themselves require that type-dependent, CPU-intensive parsing, tokenization, and analysis operations be performed on the ingested content. In our system, these indexing operations are performed in an asynchronous fashion after ingestion in order to optimize ingestion performance. As a result, a time delay may exist before the derived content is searchable from the index. It is important that the archive implementation be able to provide parallel indexing operations to minimize this latency. Similarly, index searches must be performed in parallel over multiple index instances to increase the speed of retrieval.
Our system uses GPFS as the base mechanism for providing highly parallel access to documents and document metadata. GPFS is the file system used in many of the largest supercomputer installations in the world and is a proven and robust component for archive processing.
Enable metadata specification, generation, discovery, and archiving of data and metadata
Organizations that must retain documents often resort to saving all documents rather than attempting to identify the subset that actually needs to be retained. While this approach is simple, it is costly in terms of the storage required. Management of the data can be time consuming, and it can be labor intensive to locate and produce documents.
Similar issues are encountered when documents are archived because of the long-term business value. In the petroleum industry, seismic data used for exploration costs tens of millions of dollars to produce and thus is kept for decades. Improvements in processing power have enabled new kinds of analysis for historic data. The ability to perform new analyses requires that data archived decades ago must be efficiently located and retrieved.
Locating documents in an efficient manner can require search capabilities beyond typical name-or content-based search techniques. The ability to specify, generate, and associate metadata with archived files is required. As discussed earlier, the need to manage archive data cost effectively requires the ability to have policy-driven tiered storage management [21] . Improving the effectiveness of these policies also requires search-like capabilities, and to make that possible, metadata must be stored with the files being archived.
The concept of metadata generation for archives is already in use in some industries. In health-care systems, standard formats such as DICOM** (Digital Imaging and Communications in Medicine) [22] and HL7 (Health Level 7) [23] include metadata such as patient name and type of image within the file, allowing archive systems to extract metadata directly from the files as they are ingested. Tools can also be used to scan and analyze data and produce metadata on the basis of file content. This concept can be extended to provide an enhanced archive of data for other industries and venues. When indexing is integrated in the archiving system, flexibility is needed in the specification of metadata. For well-defined file types or formats, the built-in indexing system can extract the salient metadata as described. For proprietary data formats, the metadata should be provided to the archiving system by the application submitting the file for archive. Content management systems that store files in an archive system play a critical role in metadata specification. Content management systems provide the ability to classify data and generate metadata in a broader context and pass that metadata to the archive system, where it can be associated with the file and used for document location and tiered storage management.
It is important that the method used by the archive system for metadata generation employ open interfaces that can be used by subject-matter experts to provide annotations that are meaningful in their domains. Metadata generation with our archiving system is accomplished through use of the Unstructured Information Management Architecture (UIMA) framework [24] . UIMA was developed by IBM and now is available as an Apache open-source software development kit that can be downloaded [25] . UIMA provides an open platform that supports building and deploying applications that manage unstructured information and provides a runtime environment in which developers can plug in and run their UIMA component implementations, along with other independently developed components. In our system, UIMA plug-in annotators are used to extract semantic knowledge from documents as they are being ingested, and the system uses this information to drive retention and tiered storage policies. The architecture supports deployment of new and more sophisticated annotators. By leveraging UIMA, our system has the flexibility to leverage IBM-developed and non-IBM-developed annotators, thereby supporting metadata generation for a wide range of data formats [26, 27] .
Regardless of how the metadata is generated, it must be associated with the ingested file and stored for later use in search requests and for tiered storage management. In our system, the metadata can be passed to the archive system in a variety of ways, depending on the protocol being used. In the case of CIFS and NFS version 4, the metadata can be sent as extended attributes. With NFS version 3, HTTP, and FTP protocols, which do not support passing extended metadata, metadata can be passed to the archive by submitting a companion file containing the metadata. When received by the archive system, the metadata is processed and becomes available for document search and tiered storage management.
Store data on equipment that can transition documents to new processing and storage systems As discussed, digital archive storage systems often must keep data for years or decades. A thorough and automated approach is necessary in order to maintain data for long periods across new generations of server and storage technologies. Media age and use should be tracked, and the system should be able to exploit new devices and automatically transition documents to these new devices and interfaces without requiring an en masse document transfer to a new system. To accomplish this processing, the system should support 1) the transition to new processing components as they become available, 2) transition to new storage devices and technologies as they become available, and 3) new interfaces for document ingest while allowing previously stored documents to be accessed via these new interfaces.
In order to be able to transition to new processing components, the system should be designed to support a heterogeneous cluster environment. A heterogeneous cluster environment allows the system to continue to run on existing processors while new processors of potentially different architectures and operating system types are added to the cluster. Over time, old processors can be decommissioned and the associated workloads moved to the new processors. This allows the system to dynamically transition the computing components of the system over the lifetime of the archive. IBM, as well as other companies, has delivered applications on heterogeneous systems for many years, and we have leveraged our experience at IBM in the design of our system. Products such as TSM and GPFS all run across many system architectures, support dynamic system transformation to new platforms, and are used as components of our system.
The archive system must have the capability to attach and exploit new storage devices as they become available. Whether it is a new interface to a hard disk drive, a new tape cartridge format, or a radical new storage technology, any long-term archive system must have techniques for handling this on-going evolution. To help meet this requirement, our system employs techniques and capabilities that include the ability to dynamically add new storage devices to the system while the system is operational. Depending on the workload, new data can be allocated to the new device, or existing data can be rebalanced over the new device while normal archive ingest processing and access operations are performed. In a similar fashion, devices no longer in use can be marked as read-only while the existing data on the device is written to other devices in the system. Once all data from a device has been transferred to other devices, the device can be removed from the system.
Another key capability includes the ability to manage offline storage media in an efficient manner. Our system has the ability to move documents from one media type to a new media type of similar or dissimilar format or technology. Our system performs this action in the background and manages the action in an automatic or manual fashion. Many of these capabilities are possible by using virtualization techniques. Access to the data in the archive system is through a number of interfaces or APIs (application programming interfaces) and not by direct access to the storage device where the document is stored. This level of indirection is key to providing the capabilities described above.
Address compliance requirements and provide security
The businesses and government entities of today are facing a higher degree of regulation and accountability than ever, and failure to comply could result in significant penalties. Among other things, when developing strategies for archiving data, customers may have to consider SEC (Securities and Exchange Commission) rule 17a-4 [28] , the Sarbanes-Oxley Act [29] , and the Health Insurance Portability and Accountability Act [30] . To aid in addressing compliance requirements, an archive system should prevent unauthorized access, modification, or deletion of documents [31, 32] .
In our system, protection against unauthorized operations is provided by implementing retention policies, file and metadata immutability (e.g., protection against change), and auditing. To accomplish this, GPFS is enhanced with these new capabilities. To minimize the change to GPFS and provide flexibility, these enhancements have been designed so that a large part of the retention-management logic can be implemented outside of the file system, with GPFS enforcing only the fundamental immutability properties (e.g., the expiration timestamp of a file can never be moved backward). The design also provides flexible setting of retention attributes so that a user or application can set base retention attributes through standard file system interfaces or set sophisticated retention attributes, such as event-based retention and deletion holds, using either a namespace-based mechanism or a policy-based approach. (The term deletion hold refers to the prevention of the deletion of data at the end of its assigned retention period.) The system supports the concept of service classes for which retention attributes and storage management parameters can be specified for groups of documents. Whenever a document is protected by multiple overlapping retention settings, the system follows the most stringent one for each retention attribute. Additionally, our system ensures that the retention settings for a document are honored even if the document is migrated to another write protection-enabled storage subsystem, such as the IBM Write-Once Read-Many (WORM) tape technology [33] . Protection against unauthorized access is provided by exploiting the encryption capabilities of the underlying storage devices.
Another key requirement is support for tamperproof audit-log documenting, which indicates how and when documents are accessed during their life cycle [34] . Besides logging document events, the audit-log component is also responsible for logging system-level events (e.g., node or component failures), configuration events (e.g., policy updates), and query requests submitted through the search interface. Since logging requirements vary, the system design is flexible and allows users to specify which events to record. A minimum set of events is always logged; for example, the logging of changes to audit-log configurations should be mandatory so that attempts to disable auditing for certain events will be detected and reported. To protect the integrity of the audit log, the log files are stored on WORM storage technologies. The retention of a log file can be set independently from the related documents or can be set to ''follow'' the corresponding documents; for example, a log entry cannot be removed until the corresponding document expires. Note that this requires log entries stored within the same log file have similar expiration dates if immutability is enforced at file granularity.
Since the audit-log component has the ability to capture all updating events, the framework can be augmented to provide change logs that contain information about recent updates such as data object insertion and removal. Such change logs can be sent to the policy engine (e.g., for retention policy evaluation to determine the appropriate retention attributes of newly ingested objects) or to the indexer as part of the extract, transform, and load (ETL) process. This helps reduce the need for expensive scanning and crawling of the entire file system and can significantly shorten the delay between the ingestion time of a file and when the file is indexed by the indexer. The change-log mechanism can also be leveraged to help provide an efficient remote replication mechanism. In our system, we have extended and leveraged open-source Linux operating system components to provide audit-log capabilities.
Provide business continuity and protection of archived data Business continuity and availability for the archive system is critical to help ensure that any failures in the archive system do not result in document loss. Document availability is achieved by leveraging the functionality in the COTS products. One type of failure is the failure of a node in the archive system. GPFS clustering provides recovery from a node failure by automatically reforming the cluster with the remaining nodes. Workload management for the archive system is integrated with GPFS clustering and recovery. A second type of failure is loss of a storage volume. GPFS provides block-based replication in the form of failure groups to recover from this type of failure in the disk-resident data. Portions of the file system data may have been migrated to TSM for hierarchical storage management, leaving stub files in GPFS that refer to the data in TSM. TSM is configured to create multiple copies of migrated data to help ensure its availability.
Preventing loss of an entire archive system from a catastrophe requires disaster-recovery capabilities. Our system provides disaster-recovery capabilities by using file-based replication to duplicate documents at remote sites. Remote replication is configured as a policy on the archive system, indicating which sets of files should be replicated and to which remote archive systems. File replication is performed asynchronously. Document replication is managed as an adjunct to the audit-log process that identifies newly ingested documents. The identified documents are sent over the Internet Protocol (IP) network to a set of remote sites on the basis of defined policies. Since documents are immutable and never updated, sophisticated block-differencing and complex replication methods are unnecessary. Following loss of an archive system at one site, clients can refer to the redundant archive system or systems and continue to access data remotely via protocols over the IP network. Our system provides document replication by leveraging existing capabilities in GPFS and TSM.
Conclusion
We have taken the approach of designing and developing our archive system using COTS products as a base, extending those products, and integrating them with new innovations to create a highly scalable and flexible archive system. By using COTS-based products, we leverage the significant investments made in these products and benefit from the quality and reliability of these proven components. Our system can help meet both current and future requirements to store billions of documents on petabytes of storage with high performance ingest, search, and retrieval. This design approach can provide significant benefit to organizations as they deploy business-critical archives to store their data for years or decades. For related efforts concerning storage infrastructures, highly available storage systems, or the use of context to enhance search, the reader may consult References [35] [36] [37] 
