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a b s t r a c t
Reaction–diffusion equations are commonly used in different science and engineering
fields to describe spatial patterns arising from the interaction of chemical or biochemical
reactions and diffusive transport mechanisms. The aim of this work is to show that a
Green’s function formulation of reaction–diffusion PDEs is a suitable framework to derive
FD schemes incorporating both O(h2) accuracy and nonlocal approximations in the whole
domain (including boundary nodes). By doing so, the approach departs from a Green’s
function formulation of the boundary-value problem to pose an approximation problem
based on a domain decomposition. Within each subdomain, the corresponding integral
equation is forced to have zero residual at given grid points. Different FD schemes are
obtained depending on the numerical scheme used for computing the Green’s integral over
each subdomain. Dirichlet andNeumannboundary conditions are considered, showing that
the FD scheme based on the Green’s function formulation incorporates, in a natural way,
the effects of boundary nodes in the discretization approximation.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This paper is concerned with the nonlinear parabolic equation of the form
ut(x, t)+ γ uxx(x, t) = f (u(x, t)) (1)
where f (u) is a nonlinear function, ut = ∂u/∂t , uxx = ∂2u/∂x2 and γ is a real parameter. Given suitable boundary and
initial conditions, analytical solutions for Eq. (1) can be obtained only for linear and some specific nonlinear cases. However,
physically interesting problems involve, in general, nonlinear functions f (u) for which analytical solutions are not available.
Such is the case of chemical reacting systems where f (u) can be, for instance, a power-law un, n ∈ R, or a Monod’s function
f (u) = ku/(1+ k0u). In these cases, high-quality numerical schemes are required in order to capture the fine details of the
underlying physical phenomena. Repetitive numerical solution of models like Eq. (1) can be required in different situations,
such as in the iterative design, optimization and simulation of, e.g., packed bed reactors [1] and reservoirs [2]where the usage
of efficient numerical strategies for accurate solutions and reduced computational burden is a common requirement. Due
to their simplicity and efficiency finite-difference (FD) methods are widely used to solve the partial differential equations
(PDEs) given by Eq. (1). The FD methods are so well documented in many textbooks [3,4] and incorporated in commercial
software packages (e.g., COMSOL Multiphysics r⃝) that it is apparent that the development of novel FD schemes should lead
to marginal improvements.
In the last ten years, nonstandard FD schemes based on Taylor expansions and heuristic rules have been proposed to
incorporate local and nonlocal information on the domain geometry [5–9]. In traditional FD schemes, for a given regular
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grid XN+1 = {x0, x1, . . . , xN , xN+1}with xj − xj−1 = h, the discretization in space of Eq. (1) at x = xj is given by
duj
dt
+
 γ
h2

(uj−1 − 2uj + uj+1) = f (uj)
where uj = u(xj). Note that the right-hand side of this approximation involves only information at the node xj. The rationale
behind nonstandard FD schemes is that better approximation can be obtained if information from neighbor nodes is also
incorporated; that is, a nonlocal scheme is for instance
duj
dt
+
 γ
h2
 
uj−1 − 2uj + uj+1
 = Ψ [f (uj−1), f (uj), f (uj+1)]
where Ψ (·) is a given function which, in general, is linear. Although analytical results and numerical tests have
shown that schemes of this type can yield significant improvements over traditional FD schemes, the derivation of
Ψ [f (uj−1), f (uj), f (uj+1)] is basedon ad hoc rules. Nowadays, general procedures for nonstandard (e.g., nonlocal) FD schemes
are still lacking.
Motivated by the results in [10], the aim of this work is to show that a Green’s function formulation of the PDEs given
by Eq. (1) is a suitable framework to derive FD schemes incorporating both O(h2) accuracy and nonlocal approximations in
the whole domain (including boundary nodes). The approach departs from a Green’s function formulation of the boundary-
value problem Eq. (1) to pose an approximate problem based on a domain decomposition scheme. For each subdomain,
the corresponding integral equation is forced to have zero residual at given grid points, yielding a set of integro-differential
equations. The integral, depending only on local subdomains, is evaluatedwith different quadrature rules, leading to specific
discretization schemes, from traditional FD configurations to schemes with nonlocal approximation of the nonlinear term
f (u). A drawback of traditional FD schemes is that uniformO(h2) accuracy is obtained by using ghost nodes, which assumes
that the discretizations of both the PDE and the boundary conditions are simultaneously valid at the extended boundary
nodes. The present approach overcomes this drawback by incorporating discretization of boundary conditions within the
physical domain without using ghost nodes. In this way, Dirichlet and Neumann boundary conditions yield O(h2) in the
whole domain.
2. Preliminaries
For a given scalar function u(x, t) in the domain x ∈ [a, b] and t ≥ 0, consider the parabolic PDE given by Eq. (1). Dirichlet
boundary conditions are considered as follows:
u(a, t) = ua, t ≥ 0
u(b, t) = ub, t ≥ 0
u(x, 0) = φ(x), x ∈ [a, b].
(2)
For γ ≠ 0, one can write uxx = γ−1[f (u) − ut ]. After inverting the second-order operator ∂2/∂x2 via the Green’s function
formulation, the following expression is obtained:
u(x, t) = −[G(z, x)uz(z, t)− Gz(z, x)u(z, t)] |ba+γ−1
∫ b
a
G(z, x)[f (u(z, t))− ut(z, t)]dz (3)
where the kernel G(z, x) is the Green’s function equation and is given as the solution of the boundary-value problem [11]
Gzz(z, x) = δ(z − x)
G(a, x) = 0
G(b, x) = 0.
(4)
The solution for this problem can be easily obtained to give
G(z, x) = 1
b− a

(x− a)(z − b), for x < z
(z − a)(x− b), for x > z (5)
and
Gz(z, x) = 1b− a

x− a, for x < z
x− b, for x > z. (6)
By noting that G(a, x) = G(b, x) = 0, Eq. (3) can be reduced to the following expression:
u(x, t) = C(x)ub + [1− C(x)]ua + γ−1
∫ b
a
G(z, x)[f (u(z, t))− ut(z, t)]dz (7)
where
C(x) = x− a
b− a . (8)
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Note that Eq. (7) involves only the Green’s function associated to the spatial differential operator ∂2/∂x2 and it does not
consider the effects of the time operator ∂/∂t . Eq. (7) is the departing point for formulating a FD scheme from a Green’s
function approach.
3. Formulation of FD schemes
Some preliminary ideas to pose FD schemes from Green’s function formulations were reported previously in [10,12].
In this way, computation details are omitted for brevity. Consider the PDE Eq. (1) in the physical domain x ∈ [0, 1] with
boundary conditions
u(0, t) = uα
u(1, t) = uβ
for all t ≥ 0. For the domain D = [0, 1], consider the uniform grid XN+1 = {x0, x1, . . . , xN , xN+1}with xj − xj−1 = h, x0 = 0
and xN+1 = 1. Consider the overlapping subdomain partition Dj = [xj−1, xj+1], j = 1, . . . ,N , so that (i) Dj is centered at xj,
(ii) ∪Dj = D, and (iii) Dj ∩ Dj+1 = [xj, xj+1]. The idea is to apply the Green’s function formulation Eq. (7) to each subdomain
Dj. It is noted that the right and the left boundaries of Dj are xj+1 and xj−1, respectively. In this way, the boundary conditions
u(0, t) = uα and u(1, t) = uβ are linked to the associated integral equation formulation in D1 and DN , respectively. These
observations lead to the following set of Green’s function formulations for each subdomain Dj. According to the results in
Section 2, the integral equation formulations for these problems can be written as [10]
u(x, t) = C(x)u2 + [1− C(x)]uα + γ−1
∫ x2
x0=0
G1(z, x)[f (u(z, t))− ut(z, t)]dz, for x ∈ D1
u(x, t) = C(x)uj+1 + [1− C(x)]uj−1 + γ−1
∫ xj+1
xj−1
Gj(z, x)[f (u(z, t))− ut(z, t)]dz,
for x ∈ Dj and j = 2, . . . ,N − 1
u(x, t) = C(x)uβ + [1− C(x)]uN−1 + γ−1
∫ xN+1=1
xN−1
GN(z, x)[f (u(z, t))− ut(z, t)]dz, for x ∈ DN
(9)
where, according to the Green’s function expressions in the above section,
Gj(z, x) = 12h

(x− xj−1)(z − xj+1), for x < z
(z − xj−1)(x− xj+1), for x > z , for j = 1, . . . ,N and x ∈ Dj. (10)
By noting that C(xj) = 1/2 for j = 1, . . . ,N , Eq. (9) can be evaluated at the interior point xj of each subdomain Dj to obtain
1
2
(uα − 2u1 + u2) = −γ−1
∫ x2
x0=0
G1(z, x1)[f (u(z, t))− ut(z, t)]dz
1
2
(uj+1 − 2uj + uj−1) = −γ−1
∫ xj+1
xj−1
Gj(z, xj)[f (u(z, t))− ut(z, t)]dz, for j = 2, . . . ,N − 1
1
2
(uβ − 2uN + uN−1) = −γ−1
∫ xN+1=1
xN−1
GN(z, xN)[f (u(z, t))− ut(z, t)]dz.
(11)
It should be noted that Eq. (11) is exact since no approximations have been introduced yet. The approximations arise when
the integrals in the right-hand side are computed by a given numerical method. Depending on the approximation procedure
for the integrals, different numerical schemes for approximating the solutionu(x, t) are obtained. To this end, it is convenient
to decompose the integrals in Eq. (11) as∫ xj+1
xj−1
Gj(z, xj)[f (u(z, t))− ut(z, t)]dz =
∫ xj
xj−1
Gj(z, xj)[f (u(z, t))− ut(z, t)]dz
+
∫ xj+1
xj
Gj(z, xj)[f (u(z, t))− ut(z, t)]dz (12)
and subsequently use a quadrature rule to approximate each of the individual integrals [10,12]. In the following, the above
formulation will be used to derive discretization schemes for the space derivative and the reaction function.
• Traditional FD scheme. Traditional FD schemes derived from Green’s functions for Dirichlet boundary conditions were
obtained already in [10]. For completeness, the derivation of such schemes is described as follows. Note thatGj(xj−1, xj) =
Gj(xj+1, xj) = 0 and Gj(xj, xj) = −h/2. The application of the trapezoidal rule for integration of each of the integrals in
Eq. (12) gives
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xj−1
Gj(z, xj)[f (u(z, t))− ut(z, t)]dz ≈ −(h2/2)[f (uj(t))− duj/dt]
where duj/dt = ut(xj, t). This expression can be used in Eq. (1) to obtain
du1/dt + (γ /h2)(uα − 2u1 + u2) = f (u1)
duj/dt + (γ /h2)(uj−1 − 2uj + uj+1) = f (uj), j = 2, . . . ,N − 1
duN/dt + (γ /h2)(uN−1 − 2uN + uβ) = f (uN)
(13)
which is a set of N ordinary differential equations with initial condition uj = φ(xj), j = 1, . . . ,N . This set of equations
corresponds to the traditional FD scheme where the second-order spatial derivative uxx(x, t) is approximated with the
centralO(h2) scheme (uj−1−2uj+uj+1)/h2. In this form, theGreen’s function formulation provides an additional back-up
for the traditional FD scheme.
• FD scheme with nonlocal approximation. According to Mickens [8,9] and Anguelov et al. [7], better results can be
obtained if a nonlocal approximation is used for the nonlinear function f (u). Specifically, a nonlocal FD approximation
for the reaction–diffusion equation (1) is given as
duj/dt = −(γ /h2)(uj−1 − 2uj + uj+1)+ Ψ [f (uj−1), f (uj), f (uj+1)] (14)
where Ψ (·) is a given function. In contrast to traditional FD schemes, the approximation of the reaction term f (u) at
x = xj involves not only the pointwise value f (uj), but its neighbor values f (uj−1) and f (uj+1). A nonlocal FD scheme
for the reaction–diffusion equation (1) can be obtained from the Green’s function formulation as follows. Consider the
integral
 xj
xj−1 Gj(z, xj)[f (u(z, t)) − ut(z, t)]dz in Eq. (12). From Eq. (10), it is noted that Gj(z, xj) is a linear function. For
simplicity in notation, let ξ(z, t) = f (u(z, t))− ut(z, t). In the domain z ∈ [xj−1, xj] only the boundary values ξ(xj−1, t)
and ξ(xj, t) are available. A linear approximation of ξ(z, t) in [xj−1, xj] is given by
ξ(z, t) ≈ ξ(xj, t)+

ξ(xj, t)− ξ(xj−1, t)
h

(z − xj).
This approximation can be used together with Gj(z, xj) for obtaining the approximate integral∫ xj
xj−1
Gj(z, xj)ξ(z, t)dz ≈ −

h2/2
 [1
6
ξ(xj−1, t)+ 13ξ(xj, t)
]
.
By doing the same for the integral
 xj+1
xj
Gj(z, xj)ξ(z, t)dz, one obtains∫ xj+1
xj−1
Gj(z, xj)ξ(z, t)dz = −(h2/2)
[
1
6
ξ(xj−1, t)+ 23ξ(xj, t)+
1
6
ξ(xj+1, t)
]
.
For j = 1 and j = N + 1, it should be accounted that duα/dt = 0 and duβ/dt = 0 to obtain
2
3
du1
dt
+ 1
6
du2
dt
+ (γ /h2)(uα − 2u1 + u2) = 16 f (uα)+
2
3
f (u1)+ 16 f (u2)
1
6
duj−1
dt
+ 2
3
duj
dt
+ 1
6
duj+1
dt
+ (γ /h2)(uj−1 − 2uj + uj+1) = 16 f (uj−1)+
2
3
f (uj)+ 16 f (uj+1), j = 2, . . . ,N − 1
1
6
duN−1
dt
+ 2
3
duN
dt
+ (γ /h2)(uN−1 − 2uN + uβ) = 16 f (uN−1)+
2
3
f (uN)+ 16 f (uβ).
Introduce the symmetric tridiagonal matrixM asmii = 2/3 andmi,j−1 = mi,j+1 = 1/6. Then, this system can be written
in vectorial notation as
du
dt
+M−1[γ L(u)− θ] = f(u)
where u = (u1, . . . , uN)T , L(u) is the central finite-difference approximation of uxx, f(u) = (f (u1), . . . , f (uN))T and
θ = 16 (f (uα), 0, . . . , 0, f (uβ))T . For steady-state conditions (i.e., dudt = 0), the above system is reduced to
γ L(u)− θ = Mf(u).
In turn, this is a FD schemewith nonlocal approximation for f (u) given byMf(u). Note that, as in [7], the approximation of
f (u) at x = xj involves the neighbor terms f (uj−1), f (uj) and f (uj+1). To illustrate the effect of the nonlocal approximation
in the performance of the FD scheme, consider the steady-state version of Eq. (1) (i.e., ut = 0) with f (u) = −ku, uα = 0
and uβ = 1. For convenience, define the parameter κ = k/γ . If f (u) = −ku is seen as a first-order chemical reaction and
γ as a diffusivity parameter, then κ is known in the chemical reactor design literature as the Thiele modulus. For k ≫ 1,
the chemical reaction dominates over the diffusional transport. Fig. 1 shows the approximation error for four different
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Fig. 1. Approximation error for four different values of k. It is noted that the FD scheme with nonlocal approximation performs better than the traditional
FD scheme.
values of κ . Here, the approximation error was quantified as
E = max
i
ue(xi)− u(xi)ue(xi)

where ue(x) is the exact analytical solution. It is noted that the FD scheme with nonlocal approximation performs better
than the traditional FD scheme. Besides, such outperforming is more important for large values of κ where the chemical
reaction function f (u) has a dominant role. The error behaves as a power-law function of the form ∼N1.95, showing
that the accuracy of the FD scheme is O(h2). Although the nonlocal approximation does not increase the order of the
approximation error, it reduces uniformly the approximation error by a factor depending on the parameter κ .
3.1. Neumann boundary condition
Neumann boundary conditions are commonly used in modeling of reaction–diffusion systems. In the following, FD
discretization for this class of boundary condition is derived from the Green’s function framework used above. To this end,
consider the PDE Eq. (1) in the physical domain x ∈ [0, 1]with boundary conditions:
ux(0, t) = 0
u(1, t) = uβ . (15)
The corresponding Green’s function is
G(z, x) =

(x− b), z < x
(z − b), z > x. (16)
As above, this Green’s function will be used for each subdomain Dj = [xj−1, xj+1] (i.e., a = xj−1 and b = xj+1). The
computations for the nodes xj, j = 2, . . . ,N , are the same as in the above results. For the subdomain x ∈ [0, x2] containing
the node x1, the computations are different because of the Neumann boundary condition ux(0, t) = 0. In fact, Eq. (16) with
b = x2 yields
G1(z, x1) =
−h for z ∈ [0, x1]
(z − x1)− h for z ∈ [x1, x2] (17)
and G1(x2, x1) = 0. Under this function, the FD schemes are given as follows:
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Fig. 2. Effects of the boundary discretization equation (18) in the approximation error. For O(h)-boundary discretization, the convergence is only O(hm)
accurate withm < 2.
• FD schemewith local approximation. The application of a trapezoidal rule based on three equidistant points {x0, x1, x2}
gives−  x20 G1(z, x1)ξ(z, t)dz ≈ 14h2(ξ(uα, t)+ 2ξ(u1, t)). The approximation uα ≈ u1 gives the further approximation
−  x20 G1(z, x1)ξ(z, t)dz ≈ 34h2ξ(u1, t), so that
du1
dt
+ 2
3
(γ /h2)(u2 − 2u1 + uα) = f (u1)
duj
dt
+ (γ /h2)(uj+1 − 2uj + uj−1) = f (uj), j = 2, . . . ,N − 1
duN
dt
+ (γ /h2)(uβ − 2uN + uN−1) = f (uN).
(18)
The discretization for the nodes xj, j = 2, . . . ,N corresponds to the traditional central difference approximation for the
derivative uxx. However, the approximation at the node x1 incorporating the Neumann boundary condition ux(0, t) = 0
shows the factor 2/3 appearing because the Green’s function for the Neumann boundary condition ux(0, t) = 0 does
not vanish at the boundary x = 0. If the factor 2/3 is removed, the FD discretization becomes u2−u1
h2
= f (u1), which
corresponds to the combination of a central difference approximation of uxx(x, t) at x = x1 and the forward finite-
difference approximation of ux(0, t) ≈ u1−u0h = 0, so that uxx(x1, t) ≈ u0−2u1+u2h2 = u2−u1h2 . A drawback of this approach
is that while central FD approximations are O(h2), the approximation ux(0, t) = u1−u0h is only O(h), which reduces the
accuracy of the whole FD scheme. In contrast, the approximation 23
u2−u1
h2
derived from the Green’s function approach
corresponds to an O(h2) for the first-order derivative ux(0, t). In fact, if one takes the O(h2)-approximation
ux(0) ≈ −3u0 + 4u1 − u22h = 0
then u0 = 4u1−u23 . This equality can be used in uxx(x1, t) ≈ u0−2u1+u2h2 to obtain uxx(x1, t) ≈ 23 u2−u1h2 . Therefore, the
Green’s function approach induces FD discretizations ofO(h2) accuracy in thewhole domain. For steady-state conditions
and f (u) = −ku, Fig. 2 illustrates the effects of the boundary discretization Eq. (18) in the approximation error. The
traditional FD scheme is taken by removing the 2/3 in the first equation of (18). It is noted that the beneficial effects of
the factor 2/3 are more important for small values of κ where the diffusive transport prevails over the chemical reaction
mechanism. It is noted that forO(h)-boundary discretization the accuracy is only linear for small values of κ . In contrast,
for O(h2)-boundary discretization the accuracy is always quadratic.
• FD scheme with nonlocal approximation. By recalling that ξ(z, t) = f (u(z, t))− ut(z, t), one obtains∫ x2
x1
G1(z, xj)ξ(z, t)dz ≈ −h2
[
1
3
ξ(x1, t)+ 16ξ(x2, t)
]
.
On the other hand, G1(z, x1) = −h for z ∈ [0, x1], so that
 x1
0 G1(z, xj)ξ(z, t)dz = −h
 x1
0 ξ(z, t)dz ≈ −h2ξ(x1, t). In
this way,∫ x2
0
G1(z, xj)ξ(z, t)dz ≈ −

3
2
h2
[
8
9
ξ(x1, t)+ 19ξ(x2, t)
]
.
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In this case, the FD scheme becomes
8
9
du1
dt
+ 1
9
du2
dt
+ 2
3
(γ /h2)(u2 − u1) = 89 f (u1)+
1
9
f (u2)
1
6
duj−1
dt
+ 2
3
duj
dt
+ 1
6
duj+1
dt
+ (γ /h2)(uj−1 − 2uj + uj+1) = 16 f (uj−1)+
2
3
f (uj)+ 16 f (uj+1),
j = 2, . . . ,N − 1
1
6
duN−1
dt
+ 2
3
duN
dt
+ (γ /h2)(uN−1 − 2uN + uβ) = 16 f (uN−1)+
2
3
f (uN)+ 16 f (uβ).
(19)
To write Eq. (19) in vectorial notation, introduce the matrixM asmii = 2/3 andmi,j−1 = mi,j+1 = 1/6 for i = 2, . . . ,N ,
j = 1, . . . ,N , andm11 = 8/9,m12 = 1/9. Then,
du
dt
+M−1[γ L(u)− θ] = f(u)
where θ = 16

0, . . . , 0, f (uβ)
T . As in the case of Dirichlet boundary conditions, one has a FD scheme with nonlocal
approximation given by γ L(u)− θ = Mf(u).
After the application of the Green’s function approximation, one obtains a set of ordinary differential equations of the
form dudt +M−1[γ L(u)− θ] = f(u). Efficient numerical integration schemes can be used to solve numerically this system of
equations. For instance, one can use the implicit Euler scheme
un+1 = un −∆t(M−1[γ L(un+1)− θ ])+ f(un+1)
which gives acceptable stability and performance properties for traditional FD schemes. Also, Crank–Nicholson schemes
have proven to be efficient for both stability and performance for diffusion equations. Non-standard numerical integration
schemes (e.g.,modifications of the theta-method), such as those discussed in [5,7], can also be tried,which provide additional
features, such as the preservation of the linear stability of fixed points.
A remark on the stability of the nonstandard FD scheme described above is in order. The Green’s function approach
preserves theO(h2) central finite-differences for the diffusion operator. It was shown that the Green’s function for Neumann
boundary conditions is equivalent to an O(h2)-discretization of ux(0, t) = 0. As a consequence, the whole discretization
scheme is O(h2). In this way, according to standard analysis of FD schemes, the resulting FD scheme is stable and the
convergence rate is about O(h2). On the other hand, Anguelov et al. [7] provided a stability analysis for generalized
nonstandard FD schemes for reaction–diffusion equations. It is easy to show that the nonstandard FD scheme derived from
the use of Green’s functions meets the conditions of Theorem 2 in [7], indicating that the nonlocal approximation for the
reaction function is energy-preserving with respect to the continuous equation. In turn, this means that the nonlocal FD
scheme from the Green’s function is stable in the sense that, if the solution of the original reaction–diffusion equation is
stable, then the solution of the discretized equation is also stable.
4. Conclusion
The primary goal of this work was to show that a Green’s function formulation is a suitable framework to formulate FD
schemes for parabolic PDEs. In fact, it was shown that by using this approach boundary conditions are incorporated in a
natural way, leading to FD schemes of accuracy O(h2) even at the boundary nodes without resorting to heuristic rules like
ghost nodes. Nonlocal approximations for the nonlinear term are also obtained, yielding FD schemes where the discretized
reaction term is ‘‘distributed’’ in neighbor nodes. Again, in contrast to existing nonlocal approximations (e.g., [6]), the present
approximations arises as a natural consequence of the Green’s function effect in the reaction term and not from ad hoc rules.
Overall, the Green’s function formulation becomes a common framework to back up both traditional and nonstandard FD
schemes without making use of Taylor expansions. In this way, the proposed approach can be considered for more general
boundary conditions (e.g., Robin type), curvilinear coordinates and high-order (e.g., fourth-order) discretization of parabolic
equations.
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