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Hochauflo¨sende Verfahren zur numerischen Berechnung
von strahlungsgetriebenen Scheibenwinden
In dieser Arbeit wird das dreidimensionale System der gasdynamischen Glei-
chungen in allgemein krummlinig-orthogonalen Koordinaten formuliert und
auf zwei Raumdimensionen reduziert, indem nur Probleme mit bestimmten
Symmetrien betrachtet werden. Zur Lo¨sung der so erhaltenen hyperbolischen
Erhaltungsgleichungen wird ein neues numerisches Verfahren fu¨r krummlini-
ge Gitter entwickelt. Umfangreiche Tests belegen, dass die mit dieser Metho-
de gewonnenen Resultate eine im Vergleich mit anderen Verfahren mindes-
tens ebenso gute Approximation fu¨r die tatsa¨chlichen Lo¨sungen darstellen.
Mit Hilfe des neuen numerischen Verfahrens wird die Dynamik der strah-
lungsgetriebenen Scheibenwinde untersucht. Es werden Stationa¨re Lo¨sun-
gen fu¨r bestimmte Einflussrandbedingungen gefunden. Außerdem wird unter-
sucht, inwiefern die Resultate von der ku¨nstlichen Viskosita¨t des Verfahrens
abha¨ngen. Berechnungen auf spha¨rischen und zylindrischen Gittern ergeben
kleine Unterschiede in den Lo¨sungen in Abha¨ngigkeit von der jeweiligen Geo-
metrie.
High resolution schemes for the numerical computation
of radiation driven disk winds
In the thesis at hand I formulate the three-dimensional system of gas dyna-
mic equations in general orthogonal curviliniear coordinates. By considering
separate symmetries the system is reduced to a two-dimensional one. To solve
the emerging problem of hyperbolic conservation laws on curviliniear grids I
introduce a new numerical scheme. Numerous tests in various environments
proof that this method provides reliable approximations, which correspond
to those of other methods.
In a second step I examine the dynamics of line-driven accretion disk winds
by applying the new scheme. Stationary results only ensue from certain in-
flow boundary conditions. Furthermore I investigate the dependence of the
solutions on the amount of artificial viscosity. Simulations on spherical grids
show minor differences compared to those in cylindrical geometries.

Denn was fa¨ngt man am Ju¨ngsten Tag, wenn die
menschlichen Werke gewogen werden, mit drei Ab-
handlungen u¨ber die Ameisensa¨ure an, und wenn
es ihrer dreißig wa¨ren?! Andererseits, was weiß
man vom Ju¨ngsten Tag, wenn man nicht einmal
weiß, was alles bis dahin aus der Ameisensa¨ure
werden kann?!
Robert Musil
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Kapitel 1
Einleitung
Die Natur, wie sie sich uns Menschen in ihrer Gesamtheit offenbart, ist ein
a¨ußerst komplexes System. Es ist daher erstaunlich und als ein großes Ver-
dienst der Naturwissenschaften anzusehen, dass es immer wieder gelungen
ist, diese Vielfalt durch eine u¨berschaubare Zahl von fundamentalen Geset-
zen zu beschreiben. Noch erstaunlicher ist es, dass diese Gesetze nicht nur
in unserer unmittelbaren Umgebung Gu¨ltigkeit besitzen, sondern geeignet
sind, das Verhalten von Objekten mit kosmischen Dimensionen vorherzusa-
gen. Als Leonhard Euler 1755 seine Gleichung zur Beschreibung der Dynamik
von Flu¨ssigkeiten und Gasen aufstellte, hatte er wahrscheinlich noch nicht im
Kopf, dass sie eines Tages eine Grundlage fu¨r das Versta¨ndnis nahezu aller
sichtbaren Objekte des Nachthimmels bilden wu¨rde.
Trotz ihrer scheinbaren Einfachheit sieht man sich aber auch heute – mehr
als 250 Jahre spa¨ter – ha¨ufig vor ein unlo¨sbares Problem gestellt, will man in
einem konkreten Fall eine Lo¨sung fu¨r diese Gleichung angeben. Meistens bie-
ten sich dann zwei Mo¨glichkeiten: Entweder erlaubt es das betrachtete phy-
sikalische System, dass man die Gleichung z.B. durch eine geschickte Koor-
dinatentransformation oder die Vernachla¨ssigung bestimmter Effekte weiter
vereinfacht, oder man entwickelt ein Verfahren, mit dem man die Lo¨sung ap-
proximativ bestimmen kann. Beide Methoden lassen sich auch kombinieren,
indem man zuna¨chst eine Vereinfachung der Eulerschen Gleichung vornimmt
und dann fu¨r die neue Gleichung eine Na¨herungslo¨sung sucht.
Durch Entwicklung der elektronischen Rechner in der zweiten Ha¨lfte des
zwanzigsten Jahrhunderts hat die Methode der numerischen Approximation
sehr stark an Bedeutung gewonnen, da es nun mo¨glich wurde, die Berech-
nungen effizient zu automatisieren. Außerdem haben die enormen Leistungs-
steigerungen im Bereich der Halbleiter-Elektronik dazu gefu¨hrt, dass immer
11
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komplexere Probleme angegangen werden konnten. Dennoch ist es nicht allein
auf die leistungsfa¨higeren Computer zuru¨ckzufu¨hren, dass man heutzutage
in der Lage ist, die Eulersche Gleichung in drei Raumdimensionen mit sehr
hoher Genauigkeit na¨herungsweise zu lo¨sen. Auch bei der Entwicklung der
numerischen Verfahren hat es seit der Methode von Lax (1954) und Fried-
richs (1954) und der wegweisenden Arbeit von Godunov (1959) erhebliche
Fortschritte gegeben.
Im Bereich der astrophysikalischen Simulationen wurden lange Zeit haupt-
sa¨chlich zwei Methoden fu¨r die Lo¨sung hydrodynamischer Probleme in mehr
als einer Raumdimension verwendet. Beide Verfahren wurden fast gleichzeitig
in den 1980er Jahren entwickelt. Seit den ersten detaillierten Beschreibungen
der jeweiligen Methode in Colella und Woodward (1984) sowie Norman und
Winkler (1986) hat es immer wieder Erweiterungen gegeben, die es ermo¨glicht
haben, kompliziertere astrophysikalische Probleme zu untersuchen. Im Kern
jedoch, also dort, wo das hydrodynamische Transportproblem gelo¨st wird,
haben sich diese Verfahren nicht gea¨ndert.
In den letzten Jahren gab es allerdings Bestrebungen, Verfahren, die in den
Ingenieurwissenschaften schon la¨ngere Zeit Verwendung finden, auch in der
Astrophysik zu etablieren. Bislang wurde immer davon abgesehen, die sog.
Riemannlo¨ser auch im astrophysikalischen Bereich zu verwenden, weil man
mit ihnen oftmals nur ganz bestimmte hydrodynamische Probleme lo¨sen
konnte. Die Ursache dafu¨r ist prinzipieller Natur, da die Riemannlo¨ser vor-
aussetzen, dass man in der Lage ist, das Eigenwertproblem der betrachteten
hyperbolischen Erhaltungsgleichung zu lo¨sen. Fu¨r die Eulergleichung ist dies
mo¨glich, sofern man ein ideales Gas betrachtet. Schon eine kleine Vera¨nde-
rung der Zustandsgleichung kann hier aber zu Problemen fu¨hren.
Allerdings wurden auch in diesem Bereich erhebliche Fortschritte gemacht. So
gibt es mittlerweile eine ganze Reihe von approximativen Riemannlo¨sern, die
sich dazu eignen, komplexere hydrodynamische Probleme mit ausreichender
Genauigkeit zu lo¨sen. Einen ganz neuen Zugang lieferte hier der Vorschlag
von Kurganov und Tadmor (2000), der den Vorzug der Einfachheit eines
zentralen Differenzenschemas hat, dies aber mit den guten Erhaltungseigen-
schaften der Riemannlo¨ser verbindet. Ein weiterer Vorteil dieses Verfahrens
ist die semidiskrete Formulierung. Sie erlaubt es, das Problem der Lo¨sung
eines partiellen Differentialgleichungssystems auf die Lo¨sung eines Systems
gewo¨hnlicher Differentialgleichungen zu reduzieren, die die zeitliche Entwick-
lung des hydrodynamischen Systems auf einem diskreten ra¨umlichen Gitter
beschreiben. In Kurganov und Tadmor (2002) konnten die Autoren außer-
dem zeigen, dass mit Hilfe derselben Methoden im Gegensatz zu vielen ga¨ngi-
gen Verfahren, die alle Raumdimensionen getrennt voneinander als eindimen-
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sionale Probleme betrachten, ein vollsta¨ndig zweidimensionales numerisches
Schema entwickelt werden kann. So verwundert es nicht, dass das Verfahren
von Kurganov und Tadmor auch in die Entwicklung neuerer Programmcodes
zur Lo¨sung von hydrodynamischen Problemen in der Astrophysik, wie z.B.
in Ricker u. a. (1999) beschrieben, eingeflossen ist.
Trotz der heutzutage zur Verfu¨gung stehenden Computerressourcen kann es
sinnvoll sein, ein dreidimensionales hydrodynamisches Problem durch be-
stimmte Koordinatentransformationen und die Ausnutzung von Symmetrien
auf zwei Dimensionen zu reduzieren. Insbesondere in der Astrophysik, aber
auch in den Ingenieurwissenschaften und der Meteorologie hat man es ha¨ufig
mit rotationssymmetrischen Systemen zu tun, auf die sich diese Reduktion
auf zwei Raumdimensionen anwenden la¨sst. Leider haben derartige Koor-
dinatentransformationen aber auch die unerfreuliche Eigenschaft, dass sie
zu neuen Quelltermen und anderen geometrischen Korrekturfaktoren in den
hydrodynamischen Gleichungen fu¨hren. Ein numerisches Verfahren, das fu¨r
kartesische Gitter entwickelt wurde, ist daher in der Regel nicht so einfach
auf krummlinige Gitter zu u¨bertragen.
In dieser Arbeit wird erstmals der Nachweis erbracht, dass sich das zweidi-
mensionale kartesische Verfahren von Kurganov und Tadmor auch fu¨r eine
sehr allgemeine Klasse von krummlinig-orthogonalen Koordinaten formulie-
ren la¨sst. Dazu wird zuna¨chst in Kapitel 3 das System der dreidimensionalen
Eulergleichungen durch eine Koordinatentransformation auf zwei Raumdi-
mensionen reduziert, indem eine Symmetrie bezu¨glich einer der Koordinaten
angenommen wird. Dann wird, basierend auf den Darstellungen von Kur-
ganov und Tadmor (2002), in Kapitel 4 die grundlegende Gleichung des
Kurganov-Tadmor (KT)-Verfahrens in den verallgemeinerten krummlinig-
orthogonalen Koordinaten hergeleitet. Die Beweisfu¨hrung ist dabei so allge-
mein gehalten, dass man die Resultate im Prinzip auf die Lo¨sung beliebiger
hyperbolischer Erhaltungsgleichungen, die sich in diesen Koordinaten formu-
lieren lassen, anwenden kann.
Diesem theoretischen Teil folgt ein Abschnitt u¨ber die konkrete Realisierung
des Verfahrens in einem Computerprogramm und ein ausfu¨hrliches Kapitel,
in dem die mit dem Programm ermittelten numerischen Lo¨sungen untersucht
werden. Dabei wird ein besonderes Augenmerk auf das Verhalten der Lo¨sun-
gen fu¨r unterschiedliche krummlinige Gitter gerichtet und nachgewiesen, dass
deren Einfluss auf die Resultate minimal ist. Im direkten Vergleich mit an-
deren numerischen Methoden erweist sich das KT-Verfahren als sehr robust
und effizient, wobei die Gu¨te der Approximationen anna¨hernd gleich ist.
Um die Leistungsfa¨higkeit des Verfahrens im Hinblick auf astrophysikalische
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Probleme zu testen, wird in Kapitel 2 ein einfaches Modell eines strahlungs-
getriebenen Scheibenwindes entwickelt, wie er vermutlich in den Zentren von
aktiven Galaxien entsteht. Fu¨r dieses Modell werden in Kapitel 7 dann die
mit Hilfe des neuen numerischen Verfahrens gewonnenen Lo¨sungen diskutiert.
A¨hnliche Simulationen wurden fu¨r Aktive Galaxienkerne schon von Proga
und Kallman (2004) und fu¨r Kataklysmische Variable Sterne von Pereyra
und Kallman (2003) durchgefu¨hrt. Trotz der recht ausgefeilten Modelle wird
seit mittlerweile fast zehn Jahren die Frage ero¨rtert, ob diese Art von Schei-
benwinden u¨berhaupt stationa¨re Lo¨sungen haben (siehe dazu Pereyra u. a.
2006).
Offenbar haben die neuen Modelle, die immer mehr physikalische Prozesse zu
beschreiben bemu¨ht waren, keine Kla¨rung dieser Frage erbracht. Es liegt da-
her nahe zu vermuten, dass dieses Problem viel fundamentaler ist und mo¨gli-
cherweise entweder auf das verwendete numerische Verfahren oder die jeweils
unterschiedlich implementierten Randbedingungen zuru¨ckzufu¨hren ist. Mit
dem KT-Verfahren ist es gelungen, stationa¨re Lo¨sungen sowohl fu¨r spha¨risch-
symmetrische Gitter, wie sie bei Proga und Kallman (2004) eingesetzt wer-
den, als auch fu¨r zylindrische Gitter, wie sie von Pereyra und Kallman (2003)
verwendet werden, zu erzeugen. Dabei spielt die Wahl der Randbedingungen
eine entscheidende Rolle.
Kapitel 2
Physikalisches Modell
2.1 Aktive Galaxienkerne
Seit einigen Jahren gibt es Bestrebungen fu¨r eine Reihe von extragalakti-
schen Objekten, die allgemein als
”
Aktive Galaxienkerne“ (engl. Active Ga-
lactic Nucleus (AGN)) bezeichnet werden, ein vereinheitlichtes Modell zu
entwickeln. Zu diesen Objekten geho¨ren die Seyfert-Galaxien (Typ 1 und 2),
Quasare, BL-Lac Objekte und die Gruppe der Radio-Galaxien. Jedes dieser
Objekte fu¨r sich weist charakteristische Merkmale im Spektrum auf, die es
deutlich von den anderen unterscheidet. Allerdings hat die Fu¨lle von Beob-
achtungsdaten der letzten Jahrzehnte immer mehr Objekte zu Tage gefo¨rdert,
die sowohl Eigenschaften der einen als auch der anderen Klasse aufweisen. So
sind z.B. Quasare mit geringer Leuchtkraft kaum von Seyfert-Galaxien vom
Typ 1 zu unterscheiden. Dies la¨sst die Schlussfolgerung zu, dass es einen
universellen Parameter gibt, der fu¨r die Unterschiede verantwortlich ist.
In den Beobachtungen schra¨nkt man die Quellen fu¨r das jeweils emittierte
charakteristische Spektrum auf sehr kleine Regionen in Zentren von Galaxien
– sofern diese identifiziert werden ko¨nnen – von der Gro¨ßenordnung 1 pc ein.
Aus hochauflo¨senden Aufnahmen im Radiobereich schließt man ferner, dass
diese Objekte nicht spha¨risch symmetrisch sind, sondern eher eine axiale
Symmetrie aufweisen. Es liegt daher die Vermutung nahe, dass sich die oben
genannten Objekte in ihrem Inklinationswinkel voneinander unterscheiden.
Das zur Zeit favorisierte Modell eines AGN besteht im Wesentlichen aus
den in Abbildung 2.1 dargestellten Komponenten Jet, Akkretionsscheibe
und Staubtorus. Außerdem schließt man aus der Beobachtung von schma-
len und breiten Emissionslinien, dass es zwei verschiedene Regionen gibt,
15
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Abbildung 2.1: Schematisches Modell eines Aktiven Galaxienkerns
in denen sich Gaswolken mit untschiedlichen charakteristischen Geschwin-
digkeiten bewegen. Dabei lokalisiert man die sog. broad line region (BLR)
mit den ho¨heren Geschwindigkeiten in einem engeren Bereich innerhalb des
Staubtorus, wa¨hrend die narrow line region (NLR) weiter außen liegt. Ein
mo¨glicher Mechanismus fu¨r die Beschleunigung der Gaswolken in der BLR
ist der in dieser Arbeit diskutierte Scheibenwind.
Als prima¨re Energiequelle wird in diesem Modell die Akkretionsscheibe ange-
sehen. Im Gegensatz zu gewo¨hnlichen Sternen bezieht sie ihre Energie nicht
aus thermonuklearen Reaktionen sondern, aus der Umwandlung von Gravita-
tionsenergie in thermische Energie u¨ber viskose Prozesse. Ausgehend von den
theoretischen Modellen von Shakura und Sunyaev (1973) konnte gezeigt wer-
den, dass dies einen sehr effizienten Mechanismus zur Erzeugung von Strah-
lung liefert, der es ermo¨glicht, die z. T. außerordentlich hohe Leuchtkraft von
Quasaren zu erkla¨ren.
Diese Modelle gehen davon aus, dass aus einem weiter außen liegenden Ma-
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teriereservoir Gas mit Drehimpuls auf ein kompaktes zentrales Objekt akkre-
tiert wird. Der Drehimpuls fu¨hrt dazu, dass die Gasmassen eine abgeflachte
Struktur annehmen, und die viskosen Prozesse bewirken eine Abnahme der
potentiellen Energie des Gases, die in Form von Strahlung emittiert wird.
Dieses Standardbild hat sich mittlerweile etabliert, auch wenn die Details
und dabei insbesondere die Ursache fu¨r die Viskosita¨t nach wie vor disku-
tiert werden.
Fu¨r die im na¨chsten Abschnitt beschriebenen Winde spielt das konkrete Mo-
dell fu¨r die Akkretionsscheibe nur insofern eine Rolle, als es eine Randbedin-
gung fu¨r den Wind liefert. Geht man davon aus, dass die Scheibe optisch dick
ist und somit jedes Oberfla¨chenelement wie ein Schwarzer Ko¨rper strahlt, so
kann man zeigen, dass das emittierte Spektrum unabha¨ngig von der Beschrei-
bung der Viskosita¨t ist. Allerdings ergibt sich eine indirekte Abha¨ngigkeit
vom Scheibenmodell u¨ber die Akkretionsrate. Diese kann fu¨r unterschiedli-
che Scheibenmodelle stark variieren. In den Windmodellen wird sie als Para-
meter behandelt, so dass im Prinzip beliebige Akkretionsscheiben betrachtet
werden ko¨nnen.
2.2 Windmodell
Das in dieser Arbeit vorgestellte Modell zur Beschreibung von AGN-Winden
basiert auf den Gleichungen der klassischen Hydrodynamik. Das bedeutet,
dass zuna¨chst einmal alle relativistischen Effekte vernachla¨ssigt werden, also
sowohl der Einfluss des Gravitationsfeldes des zentralen schwarzen Lochs auf
die Geometrie des Raumes als auch Fehler, die dadurch entstehen, dass die
Gleichungen nicht lorentzinvariant sind. Ferner werden alle viskosen Prozesse
vernachla¨ssigt, so dass sich die Navier-Stokes-Gleichung fu¨r den Impulstrans-
port auf die Euler-Gleichung reduziert. Es wird also ein reines Advektions-
problem ohne diffusiven Transport betrachtet. Dementsprechend wird auch
in der Energiegleichung die viskose Heizung nicht beru¨cksichtigt.
Das Gravitationsfeld wird durch das Newtonsche Gravitationspotential be-
schrieben, wobei die Masse der Akkretionsscheibe als klein gegenu¨ber der
des schwarzen Lochs angenommen wird und das schwarze Loch als Punkt-
masse betrachtet wird. Die Basis fu¨r die Beschleunigung des Windes bilden
Wechselwirkungsprozesse zwischen dem von der Akkretionsscheibe emittier-
ten Strahlungsfeld und Elektronen im Gas.
Außerdem verlangt man, dass sowohl die Akkretionsscheibe als auch der
Wind rotationssymmerisch um die Achse durch das Zentrum der Scheibe
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sind. So reduziert man das dreidimensionale Problem auf zwei Raumdimen-
sionen, indem man die grundlegenden Gleichungen auf entsprechende Koor-
dinatensysteme spezialisiert.
Schließlich sei noch darauf hingewiesen, dass der Einfluss von Magnetfeldern
nicht in die Rechnungen eingeht.
2.2.1 Gleichungen der Gasdynamik
Die theoretische Grundlage fu¨r die Beschreibung der Dynamik von Flu¨ssig-
keiten und Gasen bilden die Erhaltungsgleichungen fu¨r Masse, Impuls und
Energie, wie sie in der Kontinuumsmechanik entwickelt werden. Sie beschrei-
ben das Verhalten von Massendichte, Impulsdichte und Energiedichte eines
Gases oder einer Flu¨ssigkeit als Funktionen des Ortes und der Zeit. Man be-
zeichnet diese Variablen als konservativ, da sie die eigentlichen Erhaltungs-
eigenschaften widerspiegeln. Alternativ ko¨nnen die Gleichungen auch fu¨r die
sog. primitiven Variablen Massendichte, Geschwindigkeit und Druck formu-
liert werden. Dieser Variablensatz wird u¨blicherweise in der Hydrodynamik
verwendet. Da beide Formulierungen a¨quivalent sind, seien die Gleichungen
hier nur in der gewo¨hnlichen Form, wie sie auch in vielen Lehrbu¨chern zu fin-
den ist, angegeben1. In Kapitel 4 wird sich allerdings zeigen, dass die Wahl
der Variablen im Hinblick auf die Erhaltungseigenschaften eines numerischen
Verfahrens von großer Bedeutung ist.
Die Massenerhaltung wird in der Kontinuumsmechanik durch die Konti-
nuita¨tsgleichung beschrieben. Sie besagt, dass die zeitliche A¨nderung der
Massendichte % in einem Volumenelement identisch demMassenfluss %v durch
die Oberfla¨che desselben ist. Oder einfacher ausgedru¨ckt: Es ko¨nnen keine
Gasteilchen erzeugt oder vernichtet werden.
∂%
∂t
+∇ · (%v) = 0 (2.1)
Die zweite Gleichung der Gasdynamik beschreibt die Impulserhaltung in ei-
nem nicht-viskosen Fluid und wurde erstmals 1755 von Leonhard Euler an-
gegeben.
∂v
∂t
+ v ·∇v = −1
%
∇P + f (2.2)
Dabei bezeichnet P den Druck und f eine noch na¨her zu spezifizierende
Beschleunigung durch eine externe Kraft. Schließlich wird eine Gleichung fu¨r
1Eine kovariante Herleitung der Gleichungen aus den Erhaltungssa¨tzen mit Hilfe des
Reynoldschen Transporttheorems findet sich in Mihalas und Weibel Mihalas (1984).
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den Transport der spezifischen inneren Energie ε beno¨tigt.
∂ε
∂t
+ v ·∇ε = −P
%
∇ ·v (2.3)
Der Quellterm auf der rechten Seite steht fu¨r die von der Gasstro¨mung ver-
richtete Kompressionsarbeit. Um das Gleichungssystem zu schließen, muss
man noch eine Zustandsgleichung P (%, ε) angeben. Fu¨r ein ideales Gas lau-
tet diese
P =
(
γ − 1)%ε (2.4)
Dabei ist γ das Verha¨ltnis der spezifischen Wa¨rmekapazita¨ten cP/cV .
In Kapitel 3 werden diese Gleichungen auf bestimmte krummlinig-orthogona-
le Koordinatensysteme spezialisiert. Es sei an dieser Stelle schon darauf hin-
gewiesen, dass der Nabla-Operator hier die kovariante Ableitung bezeichnet.
Das bedeutet, dass Koordinatensysteme mit nicht-euklidischen Geometrien
i.A. zu zusa¨tzlichen Quelltermen, sog. Scheinkra¨ften fu¨hren.
2.2.2 Gravitationskraft
In den oben angegebenen Gleichungen fu¨r die Impulserhaltung ko¨nnen zusa¨tz-
liche Kra¨fte neben den Druckgradienten eine Beschleunigung des Gases be-
wirken. Da der Wind seinen Ursprung in der Na¨he eines sehr massereichen
kompakten Objekts haben soll, ist es unbedingt erforderlich, eine ada¨quate
Beschreibung der Gravitationsbeschleunigung in das Modell aufzunehmen.
Dabei sollen zuna¨chst zwei Na¨herungen gemacht werden. Zum einen soll die
Lo¨sung fu¨r das Windproblem in einem Bereich gesucht werden, der weit genug
vom Zentralobjekt entfernt ist, so dass fu¨r das Gravitationsfeld das klassische
newtonsche Potential verwendet werden kann. Diese Na¨herung ist so lange
gut, wie man sich auf Skalen bewegt, die mindestens um eine Gro¨ßenordnung
u¨ber dem Schwarzschildradius der Zentralmasse liegen. Die ra¨umliche Aus-
dehnung des zu untersuchenden Bereichs deckt sich in der Gro¨ßenordnung
eher mit der, die fu¨r die Akkretionsscheibe angenommen wird, was in etwa
Skalen von 100 bis 1000 Schwarzschildradien entspricht. Diese Na¨herung er-
scheint also plausibel. Man sollte aber im Kopf behalten, dass die Lo¨sungen
fu¨r Radien deutlich unter 100 Schwarzschildradien ungenau werden ko¨nnen.
Die zweite Approximation betrifft die Beschaffenheit des Gases im Wind.
Es wird angenommen, dass die Dichte der Gasmassen mit zunehmender Di-
stanz von der A¨quatorialebene der Akkretionsscheibe rapide abnimmt. Die
Bedingungen sollen denen in der Korona von massereichen heißen Sternen
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gleichen. Man erwartet, dass die betrachteten Dichten in der Gro¨ßenordnung
von 10−10 bis 10−12 kg/m3 liegen, so dass das Gas als optisch du¨nn behandelt
werden kann. Außerdem ist die gesamte im Wind enthaltene Gasmasse dann
so gering, dass die Eigengravitation des Gases gegenu¨ber der Gravitation des
Zentralobjekts vernachla¨ssigt werden kann.
In der newtonschen Theorie la¨sst sich die Gravitationsbeschleunigung, die auf
ein Gas wirkt, durch den Gradienten des Gravitationspotentials ausdru¨cken.
fgrav = −∇Φ.
Wird das Potential durch eine Punktmasse M im Ursprung erzeugt, so gilt
Φ(r) = −MG|r|
und daher fu¨r die Gravitationsbeschleunigung
fgrav = −MG|r|3 r. (2.5)
G ist hier die newtonsche Gravitationskonstante und r der Ortsvektor.
2.2.3 Strahlungsbeschleunigung
Die Gravitationskraft bewirkt eine Beschleunigung der Gase auf das kom-
pakte Objekt im Zentrum und wu¨rde daher einen Akkretionsprozess in Gang
setzen. Um einen Wind zu erzeugen, der aus dem inneren Bereich des Aktiven
Galaxienkerns ausstro¨mt, ist daher eine dem entgegengerichtete Beschleuni-
gung erforderlich. Im Bereich der Sternwinde werden schon seit geraumer Zeit
eine Vielzahl von Prozessen diskutiert, die Ausflu¨sse zur Folge haben ko¨nnen.
Fu¨r einen umfassenden U¨berblick u¨ber dieses Gebiet sei auf die Einfu¨hrung
von Lamers und Cassinelli (1999) verwiesen.
Grundsa¨tzlich sind die fu¨r Sternatmospha¨ren diskutierten Prozesse auch auf
Akkretionsscheiben anwendbar. Allerdings gilt sowohl fu¨r Sterne als auch fu¨r
Akkretionsscheiben, dass die Bedingungen in der Photospha¨re einen maß-
geblichen Einfluss auf die Art des Beschleunigungsmechanismus haben. Ein
wichtiger Parameter ist in diesem Zusammenhang die Effektivtemperatur
Teff . Fu¨r Akkretionsscheiben ist sie eine Funktion des Abstands vom Zen-
trum s und gegeben durch (vgl. Pringle 1981)
Teff(s) =
(
3LD
4piσ
s0
s3
(
1−
√
s0
s
))1/4
(2.6)
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mit dem inneren Rand der Scheibe s0, der Stefan-Boltzmann-Konstante σ
und der Leuchtkraft der Akkretionsscheibe
LD =
M˙0MG
2s0
. (2.7)
M˙0 ist die Akkretionsrate, M die Masse des Zentralobjekts und G wieder die
newtonsche Gravitationskonstante. Fu¨r eine detaillierte Herleitung dieser Zu-
sammenha¨nge sei auf Frank u. a. (2002) verwiesen. Die Temperaturkurve liegt
bei einem typischen AGN mit einem massereichen Schwarzen Loch von etwa
108M¯, einer Akkretionsrate von M˙0 = 10−1M¯/a und einem inneren Schei-
benradius s0 = 3RS (Schwarzschildradien) in der Gro¨ßenordnung von etwa
104K bis 105K. Das entspricht der Gro¨ßenordnung der Effektivtemperaturen
von heißen massereichen Sternen. Bei dieser Art von Sternen beobachtet man
starke Ausflu¨sse mit Windgeschwindigkeiten von u¨ber 1000 km/s. Man kann
daher erwarten, dass solche Winde auch bei Akkretionsscheiben auftreten.
Seine Beschleunigung bezieht diese Art von Wind aus Wechselwirkungspro-
zessen zwischen Strahlung und Materie, bei der die Photonen Impuls auf die
Ionen im Wind u¨bertragen. Dieser Impulsu¨bertrag ist gegeben durch (vgl.
Padmanabhan 2000, Kap. 6.8):
frad(r) =
1
c
∞∫
0
dν
∮
χνIν(r, n̂) n̂ dΩ. (2.8)
Darin ist c die Lichtgeschwindigkeit, ν die Frequenz der Strahlung, χν die
totale Extinktion, Iν das Strahlungsfeld, r der Ortsvektor, n̂ der Richtungs-
einheitsvektor und dΩ das Raumwinkelelement.
Es ist im Allgemeinen sehr schwierig wenn nicht sogar unmo¨glich, diese Be-
schleunigung explizit anzugeben. Das liegt zum einen daran, dass das Strah-
lungsfeld eine unbekannte orts- und richtungsabha¨ngige Gro¨ße darstellt, und
zum anderen ha¨ngt die totale Extinktion in der Regel vom Zustand und
von der Zusammensetzung des betrachteten Gases ab. Das heißt, dass das
Integral in Gl. (2.8) strenggenommen nur dann ausgewertet werden kann,
wenn bereits eine Lo¨sung sowohl fu¨r das hydrodynamische Problem als auch
fu¨r das Strahlungsfeld angegeben werden kann. Will man nicht auch noch
die Strahlungstransportgleichung lo¨sen, ist man also auf approximative Be-
schreibungen des Strahlungsfeldes angewiesen.
Die folgenden Betrachtungen zum Beschleunigungsmechanismus finden sich
in zahlreichen Arbeiten wieder, die sich in den letzten Jahren mit dem Pro-
blem des strahlungsgetriebenen Scheibenwindes befasst haben. Besonders
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hingewiesen sei an dieser Stelle auf die ausfu¨hrlichen Darstellungen in Proga
u. a. (1998) und Pereyra u. a. (1997).
Wie schon zuvor erwa¨hnt, erwartet man, dass das Gas im Wind eine sehr
geringe Dichte hat und somit als optisch du¨nn angesehen werden kann. Das
bedeutet, dass die Strahlung den Wind praktisch ungesto¨rt durchdringen
kann. In dieser Approximation reicht es aus, das Strahlungsfeld in der Schei-
benphotospha¨re zu kennen. Nimmt man ferner an, dass die Strahlung im
Wesentlichen u¨ber elastische Streuung mit den Elektronen des Ionengases
wechselwirkt, so gelangt man zu einer einfachen Beschreibung der Beschleu-
nigung:
fe =
σe
c
∮
I(rp, n̂) n̂ dΩ. (2.9)
Das Frequenzintegral konnte ausgefu¨hrt werden, weil der Koeffizient fu¨r die
elastische Elektronenstreuung σe eine Konstante und somit unabha¨ngig von
der Frequenz ist. Fu¨r eine Akkretionsscheibe hat das u¨ber die Frequenz in-
tegrierte Strahlungsfeld an der Scheibenoberfla¨che die Gestalt
I(s) =
F (s)
pi
=
σT 4eff
pi
=
3LD
4pi2
s0
s3
(
1−
√
s0
s
)
(2.10)
mit dem Oberfla¨chenflussF der Akkretionsscheibe. Hierbei wurde das Stefan-
Boltzmann-Gesetz und die Effektivtemperatur aus Gl. (2.6) verwendet. Im
Prinzip ist es nun mo¨glich, die Integration in Gl. (2.9) auszufu¨hren. Dazu
muss man lediglich die Integrationsvariablen entsprechend transformieren.
Dass eine geringe Dichte es erlaubt, das Medium als optisch du¨nn zu be-
handeln, ist leider nur die halbe Wahrheit. Ein Problem ergibt sich, wenn
die Photonen nicht nur elastisch an freien Elektronen streuen, sondern u¨ber
Absorptions- und Reemissionsprozesse mit den Hu¨llenelektronen der Ionen
wechselwirken. Dies kann allerdings nur dann passieren, wenn die Ionen nicht
vollsta¨ndig ionisiert sind, also bei Temperaturen unterhalb von etwa 108K.
Bei der Absorption von Photonen wird ebenfalls Impuls vom Strahlungsfeld
auf das Ionengas u¨bertragen. Dieser Mechanismus ist sogar um ein Vielfaches
effektiver als die reine Elektronenstreuung und sollte daher beru¨cksichtigt
werden.
Im Allgemeinen ist es schwierig, dieses physikalische Problem zu lo¨sen, da
die Wechselwirkung zwischen Photonen und Ionen eine A¨nderung des Strah-
lungsfeldes zur Folge hat. Eine korrekte Behandlung wu¨rde also die Lo¨sung
der Strahlungstransportgleichung no¨tig machen. Dies ist analytisch nicht
mo¨glich und numerisch sehr aufwendig. Will man diesen Mechanismus den-
noch in das Windmodell aufnehmen, ist man auf geeignete Approximationen
angewiesen.
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Die folgenden Ausfu¨hrungen gehen auf einen Vorschlag von Sobolev (1960)
zuru¨ck. Die wesentliche Voraussetzung fu¨r diese sog. Sobolev-Approximation
ist die Annahme, dass die Stro¨mung des Gases mehr oder weniger mono-
ton ist. Ein Photon, das bei einer bestimmten Frequenz in der Photospha¨re
emittiert wird, kann dann nur in einer sehr schmalen Zone von Ionen im
Wind absorbiert werden, na¨mlich nur genau dann, wenn die Resonanzlinie
eine entsprechende Dopplerverschiebung erfahren hat.
Analog zu der Beschleunigung durch elastische Elektronenstreuung kann man
den Linienanteil an der Strahlungsbeschleunigung (Gl. 2.8) schreiben als
fl(r) =
1
c
∞∫
0
dν
∮
κνIν(r, n̂) n̂ dΩ. (2.11)
mit dem Absorptionskoeffizienten κν . In der Sobolev-Approximation kann
das Linienprofil aufgrund der schmalen Wechselwirkungszone wie eine Delta-
Funktion behandelt werden. Daher ergibt sich fu¨r ein Ensemble von Linien
mit den fu¨r die jeweilige Linie charakteristischen Linienabsorptionskoeffizi-
enten κl
fl(r) =
1
c
∑
l
κl
∞∫
0
dν
∮
Iν(r, n̂) n̂ dΩ.
Nun kann man das Frequenzintegral in ein Wegintegral entlang der Richtung
des Sichtvektors n̂ umwandeln (vgl. Shu 1991, Kap. 9). Mit der Resonanz-
frequenz ν0 im Ruhesystem des Ions ergibt sich fu¨r die Transformation der
Differentiale2
dν =
ν0
c
∣∣n̂ ·∇(n̂ ·v)∣∣ ds.
Fu¨hrt man außerdem die optische Liniendicke τl nach Sobolev (1960)
τl =
c
ν0
%κl∣∣n̂ ·∇(n̂ ·v)∣∣ (2.12)
ein, so ergibt sich fu¨r die Linienbeschleunigung
fl(r) =
1
c
∑
l
κl
∞∫
0
ds
∮
Iν(s)(r, n̂)
κl%
τl
n̂ dΩ.
Nun wandelt man das Wegintegral u¨ber s in ein Integral u¨ber die optische
Dicke um
dτ˜l = κl% ds
2Die Variable s parametrisiert hier den Weg, den die Photonen zuru¨cklegen und ist
nicht identisch mit der Koordinaten s in Gl. (2.10).
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und ersetzt die Intensita¨t des Strahlungsfeldes am Ort r im Wind durch die
abgeschwa¨chte photospha¨rische Intensita¨t
Iν(s)(r, n̂) = e
−τ˜lIνp(rp, n̂).
νp ist die Frequenz, die das Photon bei der Erzeugung in der Photospha¨re
hat. Das Integral u¨ber die optische Dicke la¨sst sich damit ausfu¨hren, und so
erha¨lt man die Linienbeschleunigung in der Sobolev-Approximation
fl(r) =
1
c
∑
l
κl
∮
Iνp(rp, n̂)
1− e−τl
τl
n̂ dΩ (2.13)
Man beachte, dass die Ortsabha¨ngigkeit der Linienbeschleunigung nun in-
direkt u¨ber die optische Dicke (Gl. 2.12) in die Gleichung einfließt. A¨hnlich
wie bei der elastischen Elektronenstreuung konnte so das Strahlungsfeld auf
die bekannte photospha¨rische Strahlung zuru¨ckgefu¨hrt werden. Das Raum-
winkelintegral la¨sst sich hier allerdings nicht so einfach ausfu¨hren, weil die
optische Dicke auch vom Richtungseinheitsvektor n˜ abha¨ngt. Man ist also
auf weitere Approximationen angewiesen.
Zuna¨chst kann man eine Na¨herung von Castor (1974) u¨bernehmen, die den
Integranden etwas vereinfacht.
1− e−τl
τl
≈ min
(
∆ν,
1
τl
)
Dabei bezeichnet ∆ν die Dopplerverbreiterung der Absorptionslinien durch
die thermische Bewegung:
∆ν = ν − ν0 = ν0
(
1 +
vth
c
)
− ν0 = ν0vth
c
. (2.14)
Mit Hilfe dieser Approximation haben Castor u. a. (1975) den Ausdruck unter
dem Integral parametrisieren ko¨nnen, indem sie Summation u¨ber die einzel-
nen Linien und Integration u¨ber den Raumwinkel vertauscht und das Ver-
halten der Summe in Abha¨ngigkeit von der optischen Dicke τl untersucht
haben.∑
l
Iνp(rp, n̂)
I(rp, n̂)
κl
σe
min
(
∆ν,
1
τl
)
≈ k
(
κl
σe∆ντl
)α
= k
(
cκl
ν0σevthτl
)α
(2.15)
Dabei sind k und α temperaturabha¨ngige Parameter von der Gro¨ßenordnung
∼ 1
2
, und I(rp, n̂) ist die u¨ber die Frequenz integrierte Strahlungsintensita¨t
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in der Photospha¨re. Damit schreibt sich die Linienbeschleunigung in der pa-
rametrisierten Form als
fl(r) =
σe
c
∮
I(rp, n̂)k
(
cκl
ν0σevthτl
)α
n̂ dΩ. (2.16)
In der Literatur wird dies ha¨ufig als Castor-Abbott-Klein (CAK)-Approxima-
tion bezeichnet. Die Intensita¨t I(rp, n̂) ist durch Gl. (2.10) und die optische
Dicke τl durch Gl. (2.12) gegeben, so dass sich das Raumwinkelintegral im
Prinzip berechnen la¨sst. Wegen der komplizierten Abha¨ngigkeit vom Vektor
n̂ gibt es keine analytischen Lo¨sungen, und man kann lediglich versuchen,
das verbleibende Problem numerisch zu lo¨sen.
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Kapitel 3
Mathematische Formulierung
3.1 Krummlinig-orthogonale Koordinaten
Die im vorangegangenen Kapitel angegebenen Gleichungen sollen nun auf ei-
ne bestimmte Klasse von krummlinig-orthogonalen Koordinaten spezialisiert
werden. Dazu bedient man sich am besten des formalen Apparats der Diffe-
rentialgeometrie und schreibt die Gleichungen in kovarianter Form als Vektor-
und Tensorgleichungen. Eine recht ausfu¨hrliche Darstellung dazu findet sich
im Anhang von Stone und Norman (1992). An dieser Stelle soll allerdings ein
etwas anderer algebraischer Weg zur Herleitung beschritten werden, um zu
zeigen, dass die geometrischen Quellterme aus lediglich vier voneinander un-
abha¨ngigen Funktionen zusammengesetzt werden ko¨nnen. Diese Funktionen
wiederum ko¨nnen aus den Skalenfaktoren und deren Ableitungen bestimmt
werden. Das ist im Hinblick auf das in Kapitel 4 entwickelte numerische
Schema von Bedeutung.
3.1.1 Koordinatensysteme
Im Folgenden werden krummlinig-orthogonale Koordinatensysteme {ξ, η, φ}
betrachtet, die gewissen Einschra¨nkungen unterworfen sind. Zuna¨chst einmal
sei die Metrik gij diagonal, d.h. das Linienelement la¨sst sich schreiben als
ds2 = gij dx
i dxj =
(
hξ dξ
)2
+
(
hη dη
)2
+
(
hφ dφ
)2
. (3.1)
Ferner sollen die Skalenfaktoren hξ, hη, hφ nur von den Koordinaten ξ und
η abha¨ngen. Das impliziert eine gewisse Art von (Rotations-)Symmetrie der
betrachteten Koordinatensysteme. Man kann nun zwei Arten von Basisvek-
toren und zugeho¨rigen dualen Einsformen einfu¨hren:
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• Koordinatenbasis
êξ =
∂
∂ξ
êη =
∂
∂η
êφ =
∂
∂φ
ω˜ξ = dξ ω˜η = dη ω˜φ = dφ
• Orthonormalbasis1
êξˆ =
1
hξ
∂
∂ξ
êηˆ =
1
hη
∂
∂η
êφˆ =
1
hφ
∂
∂φ
ω˜ξˆ = hξ dξ ω˜
ηˆ = hη dη ω˜
φˆ = hφ dφ
Wie man leicht sieht, besitzt das Linienelement bezu¨glich des Orthonormal-
systems die Darstellung
ds2 =
(
ω˜ξˆ
)2
+
(
ω˜ηˆ
)2
+
(
ω˜φˆ
)2
= δkˆlˆ ω˜
kˆω˜ lˆ (3.2)
Die Metrik ist in dieser Basis also die Einheitsabbildung und somit un-
abha¨ngig von den Koordinaten. Man erkauft sich diese Unabha¨ngigkeit aller-
dings durch eine Abha¨ngigkeit der Basisvektoren bzw. der dualen Einsformen
von den Koordinaten.
3.1.2 Kovariante Ableitung und affiner Zusammenhang
Eine Spezialisierung des in Kapitel 2.2.1 angegebenen partiellen Differenti-
algleichungssystems auf bestimmte Koordinaten erfordert die Kenntnis der
kovarianten Ableitung bezu¨glich einer Basis. Zweckma¨ßigerweise wa¨hlt man
als Basis die lokale Orthonormalbasis. Das hat den Vorteil, dass die Dar-
stellungen von Vektoren und Tensoren in krummlinigen Koordinaten durch
orthonormale Transformationen aus denen in kartesischen Koordinaten her-
vorgehen. Vektoren erfahren also lediglich eine Drehung, ihr Betrag bleibt
erhalten.
Man kann nun den affinen Zusammenhang durch die Entwicklungskoeffizien-
ten der kovarianten Ableitung der Basisvektoren einfu¨hren:
∇bei êj = Γkij êk. (3.3)
Ist der Zusammenhang metrisch, so gilt:
Γkij =
1
2
gkl
(
∂gli
∂xj
+
∂gjl
∂xi
− ∂gij
∂xl
+ clij + clji − cijl
)
, (3.4)
1Der gedachte Index soll im Folgenden immer anzeigen, dass sich die jeweilige Gro¨ße
auf die Orthonormalbasis bezieht.
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wobei gkl die Inverse der Metrik ist und die Kommutatorkoeffizienten cijk
u¨ber die Lie-Klammer definiert werden.[
êi, êj
]
= cij
k êk = g
kl cijl êk (3.5)
Sie sind nur in einer Nicht-Koordinatenbasis von null verschieden. Fu¨r das
oben angegebene Orthonormalsystem verschwinden hingegen alle Ableitun-
gen der Metrik, so dass der affine Zusammenhang durch die Kommutator-
koeffizienten eindeutig bestimmt ist. Man berechnet diese, indem man die
Lie-Klammer auf eine beliebige, von den Koordinaten abha¨ngende Funktion
anwendet.[
êξˆ, êηˆ
]
f(ξ, η, φ) =
[
1
hξ
∂
∂ξ
,
1
hη
∂
∂η
]
f(ξ, η, φ)
=
1
hξ
∂
∂ξ
(
1
hη
∂
∂η
f
)
− 1
hη
∂
∂η
(
1
hξ
∂
∂ξ
f
)
=
1
hξ
∂f
∂η
∂
∂ξ
(
1
hη
)
− 1
hη
∂f
∂ξ
∂
∂η
(
1
hξ
)
=
(
− 1
hξhη
∂hη
∂ξ
)
1
hη
∂f
∂η
+
(
1
hηhξ
∂hξ
∂η
)
1
hξ
∂f
∂ξ
=
(
cξˆηˆηˆ êηˆ + cξˆηˆξˆ êξˆ
)
f
Im letzten Schritt ko¨nnen die Koeffizienten der inversen Metrik weggelassen
werden, da im Orthonormalsystem wegen Gleichung (3.2) auch gkˆlˆ = δkˆlˆ gilt.
Auf die gleiche Weise erha¨lt man[
êξˆ, êφˆ
]
f =
(
− 1
hξhφ
∂hφ
∂ξ
)
1
hφ
∂f
∂φ
=
(
cξˆφˆφˆ êφˆ
)
f
[
êηˆ, êφˆ
]
f =
(
− 1
hηhφ
∂hφ
∂η
)
1
hφ
∂f
∂φ
=
(
cηˆφˆφˆ êφˆ
)
f.
Dabei wurde die oben gemachte Einschra¨nkung verwendet, dass die Skalen-
faktoren nur Funktionen der Vera¨nderlichen ξ und η, also unabha¨ngig von
φ sind. Nutzt man noch die Antisymmetrie in den ersten beiden Indizes, so
kann man folgende Liste der vier nicht-verschwindenden Kommutatorkoeffi-
zienten aufstellen.
cηˆξˆηˆ =
1
hξhη
∂hη
∂ξ
cξˆηˆξˆ =
1
hξhη
∂hξ
∂η
cφˆξˆφˆ =
1
hξhφ
∂hφ
∂ξ
cφˆηˆφˆ =
1
hηhφ
∂hφ
∂η
(3.6)
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Da die Ableitungen der Metrik alle identisch null sind, ergibt sich mit Hilfe
von Gleichung (3.4) sofort der affine Zusammenhang
Γηˆ ξˆηˆ = cηˆξˆηˆ Γ
ξˆ
ηˆξˆ = cξˆηˆξˆ
Γφˆξˆφˆ = cφˆξˆφˆ Γ
φˆ
ηˆφˆ = cφˆηˆφˆ
(3.7)
und daraus die Entwicklung der kovarianten Ableitungen der Basisvekto-
ren Gleichung (3.3). Diese wiederum erlaubt es einem, die Divergenz von
Vektor- und Tensorfeldern in der Orthonormalbasis auszudru¨cken, wie sie im
na¨chsten Kapitel beno¨tigt wird2. Es sei an dieser Stelle noch einmal darauf
hingewiesen, dass alle Korrekturterme, die durch die krummlinigen Koordi-
naten in die Gleichungen eingehen, durch die vier Kommutatorkoeffizienten
festgelegt sind und damit aus den drei Skalenfaktoren hξ, hη, hφ und deren
Ableitungen berechnet werden ko¨nnen.
3.1.3 Gleichungen in Erhaltungsform
Wie schon in Kapitel 2.2.1 angemerkt, gibt es verschiedene Variablensa¨tze, in
denen die hydrodynamischen Gleichungen formuliert werden ko¨nnen. Um die
Gleichungen in Erhaltungsform aufzustellen, ist es zweckma¨ßig, den Tensor
der Impulsstromdichte einzufu¨hren.
T = %v ⊗ v + P I3 (3.8)
Außerdem definiert man die Gesamtenergie pro Einheitsvolumen als Summe
aus spezifischer innerer Energie mal der Dichte und kinetischer Energie pro
Volumenelement.
e = %ε+
%
2
v2 (3.9)
Die Erhaltungsgleichungen fu¨r Masse, Impuls und Energie lauten dann
∂%
∂t
+∇ · (%v) = 0 (3.10)
∂%v
∂t
+∇ ·T = % f (3.11)
∂e
∂t
+∇ · ((e+ P )v) = % f ·v. (3.12)
Zusammen mit der Zustandsgleichung (2.4) ergibt sich das geschlossene Sys-
tem von Erhaltungsgleichungen fu¨r die konservativen Variablen Dichte %,
Impuls %v und Gesamtenergie e.
2Fu¨r die etwas la¨ngere Herleitung siehe Anhang A
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Damit die Gleichungen einer numerischen Lo¨sung zuga¨nglich werden, muss
man Koordinaten einfu¨hren. Der in den vorangegangenen Kapiteln entwi-
ckelte Formalismus fu¨r krummlinige Koordinaten erlaubt eine Darstellung
der Gleichungen fu¨r bestimmte orthonormale Systeme. Dazu za¨hlen auch die
ha¨ufig verwendeten Zylinderkoordinaten und Kugelkoordinaten. Allerdings
ist es von Vorteil, fu¨r die folgende Herleitung bei den allgemeineren Koordi-
naten zu bleiben. Es wird sich na¨mlich zeigen, dass auf diese Weise ein sehr
flexibles numerisches Schema entwickelt werden kann, mit dem man z.B. auch
Probleme in oblat-spha¨roiden Koordinaten lo¨st.
Mit Hilfe der in Anhang A hergeleiteten Formeln lassen sich die Gleichungen
sofort in eine koordinatenabha¨ngige Form bringen. Zur Vereinfachung der
Schreibweise fu¨hrt man noch die Determinante der Metrik ein.
g = h2ξh
2
ηh
2
φ also
1
hξhηhφ
=
1√
g
(3.13)
Ferner soll im Folgenden die φ-Abha¨ngigkeit sa¨mtlicher physikalischer Gro¨ßen
vernachla¨ssigt werden. Damit reduziert man das Problem auf zwei Raumdi-
mensionen und verlangt somit von den physikalischen Systemen eine gewisse
Symmetrie. Das muss nicht notwendigerweise eine Rotationssymmetrie sein,
auch wenn die Wahl der Variablen φ das vielleicht suggerieren ko¨nnte. So
erha¨lt man mit Gleichung (A.5) fu¨r Kontinuita¨ts- und Energiegleichung
∂%
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ%vξˆ
)
+
∂
∂η
(
hξhφ%vηˆ
))
= 0 (3.14)
∂e
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
e+ P
)
vξˆ
)
+
∂
∂η
(
hξhφ
(
e+ P
)
vηˆ
))
= %
(
fξˆvξˆ + fηˆvηˆ + fφˆvφˆ
)
. (3.15)
und mit Gleichung (A.6) fu¨r die Komponenten der Impulsgleichung
∂%vξˆ
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
%vξˆvξˆ + P
))
+
∂
∂η
(
hξhφ
(
%vξˆvηˆ
)))
+ cξˆηˆξˆ
(
%vηˆvξˆ
)− cηˆξˆηˆ(%vηˆvηˆ + P)− cφˆξˆφˆ(%vφˆvφˆ + P) = % fξˆ (3.16)
∂%vηˆ
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
%vηˆvξˆ
))
+
∂
∂η
(
hξhφ
(
%vηˆvηˆ + P
)))
+ cηˆξˆηˆ
(
%vξˆvηˆ
)− cξˆηˆξˆ(%vξˆvξˆ + P)− cφˆξˆφˆ(%vφˆvφˆ + P) = % fηˆ (3.17)
∂%vφˆ
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
%vφˆvξˆ
))
+
∂
∂η
(
hξhφ
(
%vφˆvηˆ
)))
+ cφˆξˆφˆ
(
%vξˆvφˆ
)
+ cφˆηˆφˆ
(
%vηˆvφˆ
)
= % fφˆ (3.18)
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Der letzten Gleichung entspricht im zylinder- und kugelsymmetrischen Fall
die Drehimpulsgleichung. Um dies deutlich zu machen, beseitigt man die
geometrischen Quellterme, indem man die Gleichung mit hφ multipliziert
und die Darstellung der Kommutatorkoeffizienten (Gl. 3.6) ausnutzt. Man
definiert zweckma¨ßigerweise den spezifischen Drehimpuls
` = hφvφˆ (3.19)
und erha¨lt dann die Drehimpulsgleichung im verallgemeinerten orthogonalen
Koordinatensystem.
∂
∂t
(
%`
)
+
1√
g
(
∂
∂ξ
(
hηhφ
(
%`vξˆ
))
+
∂
∂η
(
hξhφ
(
%`vηˆ
)))
= % hφ fφˆ (3.20)
Verschwindet die φ-Komponente der externen Kraft, sieht man sofort, dass
der Drehimpuls %` erhalten bleibt.
3.1.4 Energiegleichung mit Zentrifugalkraftterm
Wie sich erst im na¨chsten Kapitel zeigen wird, ist die zuletzt gemachte Umfor-
mung und die Einfu¨hrung des spezifischen Drehimpulses nicht ganz unproble-
matisch. Auf diese Weise bekommt man na¨mlich in der Energie eine explizite
Koordinatenabha¨ngigkeit. Diese Problematik tritt erst in Kapitel 3.2.1 wirk-
lich hervor, weil dort die Kettenregel bei der Ableitung der Flussvektoren
nach den konservativen Variablen angewendet wird.
Um die explizite Koordinatenabha¨ngigkeit zu beseitigen, muss man das Glei-
chungssystem modifizieren und eine neue Energievariable einfu¨hren. Man de-
finiert diese modifizierte Energievariable als Differenz der Gesamtenergie und
der Rotationsenergie:
e˜ = e− erot = e− %
2
v2
φˆ
= %ε+
%
2
(
v2
ξˆ
+ v2ηˆ
)
(3.21)
Setzt man diese Definition in die Energiegleichung (3.15) ein, so ergibt sich
∂e˜
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
e˜+ P
)
vξˆ
)
+
∂
∂η
(
hξhφ
(
e˜+ P
)
vηˆ
))
= %
(
fξˆvξˆ + fηˆvηˆ + fφˆvφˆ
)
− ∂
∂t
(
%
2
v2
φˆ
)
− 1√
g
(
∂
∂ξ
(
hηhφ
%
2
v2
φˆ
vξˆ
)
+
∂
∂η
(
hξhφ
%
2
v2
φˆ
vηˆ
))
(3.22)
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Mit Hilfe der Kontinuita¨ts- und der Drehimpulsgleichung (Gln. 3.14, 3.20)
zeigt man, dass
∂
∂t
(%
2
v2
φˆ
)
=
1√
g
{
1
2
v2
φˆ
(
∂
∂ξ
(
hηhφ%vξˆ
)
+
∂
∂η
(
hξhφ%vηˆ
))
− vφˆ
hφ
(
∂
∂ξ
(
hηh
2
φvφˆvξˆ
)
+
∂
∂η
(
hξh
2
φvφˆvηˆ
))}
+ %fφˆvφˆ
gilt und kann die beiden letzten Summanden auf der rechten Seite von Glei-
chung (3.22) vereinfachen und zusammenfassen.
− ∂
∂t
(
%
2
v2
φˆ
)
− 1√
g
(
∂
∂ξ
(
hηhφ
%
2
v2
φˆ
vξˆ
)
+
∂
∂η
(
hξhφ
%
2
v2
φˆ
vηˆ
))
=
1
hξhφ
∂hφ
∂ξ
%vξˆv
2
φˆ
+
1
hηhφ
∂hφ
∂η
%vηˆv
2
φˆ
− %fφˆvφˆ
= %
(
cφˆξˆφˆv
2
φˆ
vξˆ + cφˆηˆφˆv
2
φˆ
vηˆ
)
− %fφˆvφˆ
In Zylinder- und Kugelkoordinaten sind diese beiden Energiequellterme gleich-
bedeutend mit den Zentrifugalkraftkomponenten multipliziert mit der Im-
pulsdichte. Daher definiert man
fz,ξˆ = cφˆξˆφˆv
2
φˆ
und fz,ηˆ = cφˆηˆφˆv
2
φˆ
(3.23)
und schreibt die modifizierte Energiegleichung wie folgt:
∂e˜
∂t
+
1√
g
(
∂
∂ξ
(
hηhφ
(
e˜+ P
)
vξˆ
)
+
∂
∂η
(
hξhφ
(
e˜+ P
)
vηˆ
))
= %
((
fξˆ + fz,ξˆ
)
vξˆ +
(
fηˆ + fz,ηˆ
)
vηˆ
)
. (3.24)
Diese Formulierung ist mathematisch a¨quivalent zur Transportgleichung fu¨r
die Gesamtenergie. Allerdings sollte man sich daru¨ber im Klaren sein, dass
die Transformation der Energievariablen einen Einfluss auf die Erhaltungs-
eigenschaften eines numerischen Verfahrens hat. An dieser Stelle macht man
Abstriche in Bezug auf die Gesamtenergieerhaltung zu Gunsten der Drehim-
pulserhaltung.
3.2 Flussvektoren
Die im vorangegangenen Kapitel durchgefu¨hrten Umformungen erlauben es
einem nun, das System der gasdynamischen Erhaltungsgleichungen in ver-
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allgemeinerten orthogonalen Koordinaten in sehr kompakter Weise als Vek-
torgleichung hinzuschreiben. Dazu fasst man die Erhaltungsgro¨ßen, Flu¨sse
und Quellterme in Spaltenvektoren zusammen. Die Zeilen dieser Vektoren
beziehen sich dann auf die jeweiligen Gleichungen.
u =

%
%vξˆ
%vηˆ
%`
e˜
 , F(u) =

%vξˆ
%vξˆvξˆ + P
%vηˆvξˆ
%`vξˆ
(e˜+ P )vξˆ
 , G(u) =

%vηˆ
%vξˆvηˆ
%vηˆvηˆ + P
%`vηˆ
(e˜+ P )vηˆ
 (3.25)
Um die verschiedenen Einflu¨sse der Quellterme unterscheiden zu ko¨nnen,
trennt man den Quelltermvektor am besten noch einmal auf in Geometrie-
vektoren,
Sg1(u) = %

0
vηˆ
(
vηˆcηˆξˆηˆ − vξˆcξˆηˆξˆ
)
vξˆ
(
vξˆcξˆηˆξˆ − vηˆcηˆξˆηˆ
)
0
0
 , Sg2(u) = P

0
cηˆξˆηˆ + cφˆξˆφˆ
cξˆηˆξˆ + cφˆηˆφˆ
0
0
 (3.26)
einen Zentrifugalkraftvektor und einen Vektor fu¨r die externen Kra¨fte
Sz(u) = %

0
fz,ξˆ
fz,ηˆ
0
fz,ξˆvξˆ + fz,ηˆvηˆ
 , Se(u) = %

0
fξˆ
fηˆ
hφfφˆ
fξˆvξˆ + fηˆvηˆ
 . (3.27)
Damit schreibt sich das System aus Kontinuita¨ts-, Euler- und Energieglei-
chung wie folgt:
∂u
∂t
+
1√
g
∂
∂ξ
(
hηhφF
)
+
1√
g
∂
∂η
(
hξhφG
)
= Sg1 + Sg2 + Sz + Se. (3.28)
Zusammen mit der Zustandsgleichung (2.4) und der Beziehung zwischen in-
nerer Energie und modifizierter Energievariable (Gl. 3.21) ist das System
abgeschlossen, da auf diese Weise der Druck P (u) als Funktion der konser-
vativen Variablen berechnet werden kann.
Man beachte, dass diese so einfach erscheinende Vektorgleichung in Wirk-
lichkeit ein fu¨nfdimensionales System gekoppelter partieller Differentialglei-
chungen darstellt. Sie geho¨rt zur Klasse der hyperbolischen Erhaltungsglei-
chungen.
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3.2.1 Jacobimatrizen der Flussvektoren
Es ist erforderlich, eine charakteristische Zerlegung der Flu¨sse vorzunehmen,
um sich einer Lo¨sung der Gleichung (3.28) mit dem in Kapitel 4 beschriebe-
nen Verfahren zu na¨hern. Das bedeutet, man schreibt die Ableitungen der
Flussvektoren nach den Koordinaten um in Ableitungen des Vektors der kon-
servativen Variablen multipliziert mit der Jacobimatrix des jeweiligen Flus-
ses. Diese Jacobimatrizen ko¨nnen diagonalisiert werden und so erha¨lt man
eine pseudo-lineare Form. Die Eigenwerte der Jacobimatrizen bedeuten dabei
so etwas wie die lokalen Ausbreitunggeschwindigkeiten fu¨r den Transport der
Erhaltungsgro¨ßen. Es ist zu beachten, dass bei einem zweidimensionalen Sys-
tem die beiden Jacobimatrizen in der Regel nicht simultan diagonalisierbar
sind.
Die geometrischen Terme in den Flussableitungen bedeuten eine zusa¨tzliche
Schwierigkeit bei der oben geschilderten Umformung. Um dieses Problem zu
umgehen nutzt man die Homogenita¨t der Flu¨sse aus.
F(λu) = λF(u) (3.29)
Wie man sich leicht u¨berzeugt, erfu¨llen obige Flu¨sse diese Relation. Dazu
dru¨ckt man P mit Hilfe der Gleichungen (2.4) und (3.21) als Funktion der
konservativen Variablen %, %vξˆ, %vηˆ und e˜ aus
P =
(
γ − 1)(e− 1
2%
((
%vξˆ
)2
+
(
%vηˆ
)2))
.
Daraus ist sofort ersichtlich, dass P (λu) = λP (u) gilt. Auf die gleiche Wei-
se schreibt man die Flu¨sse als Funktionen der konservativen Variablen und
beweist damit die Beziehung (3.29).
Mit Hilfe der Homogenita¨tsbeziehung zeigt man dann, indem man beide Sei-
ten nach λ differenziert3
∂
∂λ
(
λF(u)
)∣∣∣∣
λ=1
=
∂
∂λ
(
F(λu)
)∣∣∣∣
λ=1
⇔ F(u) = ∂F(λu)
∂(λu)
∣∣∣∣
λ=1
u =
(
∂F
∂u
)
u.
3vgl. Hirsch 1988a, Kap. 16.2
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Daher gilt fu¨r die Flussableitungen in der Erhaltungsgleichung (3.28)
∂
∂ξ
(
hηhφF(u)
)
=
∂
∂ξ
(
hηhφ
)
F(u) + hηhφ
∂
∂ξ
(
F(u)
)
=
∂
∂ξ
(
hηhφ
)(∂F
∂u
)
u+ hηhφ
(
∂F
∂u
)
∂u
∂ξ
=
(
∂F
∂u
)
∂
∂ξ
(
hηhφu
)
. (3.30)
An dieser Stelle kommt der Transformation der Energievariablen (Gl. 3.21)
eine wesentliche Bedeutung zu. Im letzten Term der zweiten Zeile wurde
die Kettenregel bzgl. der ξ-Ableitung angewandt. Dies ist in der Form nur
mo¨glich, wenn F nicht explizit von den Koordinaten abha¨ngt. Genau das
wurde erreicht, indem der Rotationsenergieterm %
2
v2
φˆ
= %
2
(
`
hφ
)2
mit dem Ska-
lenfaktor hφ(ξ, η) aus der Energievariablen eliminiert wurde.
Ganz analog erha¨lt man fu¨r die Flussableitung in η-Richtung
∂
∂η
(
hξhφG(u)
)
=
(
∂G
∂u
)
∂
∂η
(
hξhφu
)
. (3.31)
So gelangt man zu a¨hnlichen Jacobimatrizen, wie sie fu¨r das zweidimensiona-
le Eulersystem in kartesischen Koordinaten aufgestellt werden ko¨nnen (vgl.
Toro 1997, Kap. 3.2, Gl. 3.70). Man erha¨lt wegen des Drehimpulses lediglich
zusa¨tzlich eine Zeile und eine Spalte.
(
∂F
∂u
)
=

0 1 0 0 0
γ−1
2
(
v2
ξˆ
+ v2ηˆ
)− v2
ξˆ
−(γ − 3)vξˆ −(γ − 1)vηˆ 0 γ − 1
−vηˆvξˆ vηˆ vξˆ 0 0
−`vξˆ ` 0 vξˆ 0(
γ−1
2
(
v2
ξˆ
+ v2ηˆ
)−H)vξˆ H − (γ − 1)v2ξˆ −(γ − 1)vηˆvξˆ 0 γvξˆ

(3.32)
(
∂G
∂u
)
=

0 0 1 0 0
−vηˆvξˆ vηˆ vξˆ 0 0
γ−1
2
(
v2
ξˆ
+ v2ηˆ
)− v2ηˆ −(γ − 1)vξˆ −(γ − 3)vηˆ 0 γ − 1
−`vηˆ 0 ` vηˆ 0(
γ−1
2
(
v2
ξˆ
+ v2ηˆ
)−H)vηˆ −(γ − 1)vξˆvηˆ H − (γ − 1)v2ηˆ 0 γvηˆ
 .
(3.33)
Zur Verku¨rzung der Schreibweise wurde die Funktion H eingefu¨hrt
H =
e˜+ P
%
= ε+
P
%
+
1
2
(
v2
ξˆ
+ v2ηˆ
)
= w +
1
2
(
v2
ξˆ
+ v2ηˆ
)
=
c2s
γ − 1 +
1
2
(
v2
ξˆ
+ v2ηˆ
)
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mit der spezifischen Enthalpie w und der Schallgeschwindigkeit cs
cs =
√
γ
P
%
. (3.34)
3.2.2 Diagonalisierung der Jacobimatrizen
Die Eigenwerte und Eigenvektoren berechnet man mit den u¨blichen Verfah-
ren aus der linearen Algebra. Das soll hier nicht im Detail ausgefu¨hrt werden.
Da die Jacobimatrizen eine gewisse A¨hnlichkeit mit denen im zwei- bzw. drei-
dimensionalen Fall der Eulergleichungen aufweisen, ist es nicht u¨berraschend,
dass die Eigensysteme gleich sind.
L−1F
(
∂F
∂u
)
LF = diag
(
vξˆ, vξˆ, vξˆ, vξˆ − cs, vξˆ + cs
)
L−1G
(
∂G
∂u
)
LG = diag
(
vηˆ, vηˆ, vηˆ, vηˆ − cs, vηˆ + cs
) (3.35)
Die Transformationsmatrizen werden aus den links- bzw. rechtsha¨ndigen Ei-
genvektoren4 gebildet
L−1F =
(
l
(1)
F , l
(2)
F , l
(3)
F , l
(4)
F , l
(5)
F
)Tr
bzw. LF =
(
r
(1)
F , r
(2)
F , r
(3)
F , r
(4)
F , r
(5)
F
)
sowie
L−1G =
(
l
(1)
G , l
(2)
G , l
(3)
G , l
(4)
G , l
(5)
G
)Tr
bzw. LG =
(
r
(1)
G , r
(2)
G , r
(3)
G , r
(4)
G , r
(5)
G
)
.
Das Eigenwertspektrum ist also identisch mit dem der Eulerflu¨sse im drei-
dimensionalen kartesischen Fall, bei dem man nur den Transport entlang
zweier Raumrichtungen betrachtet. Es ist sehr erfreulich, dass sich die Ei-
genwerte auf so einfache Weise darstellen lassen, da sie bei dem in Kapitel 4
beschriebenen Verfahren eine zentrale Rolle einnehmen.
4deren explizite Darstellung findet sich im Anhang B
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Kapitel 4
Numerisches Verfahren
4.1 Das Finite-Volumen-Schema nach Kurga-
nov und Tadmor
Die Grundidee aller Finite-Volumen (FV)-Verfahren zur Lo¨sung von nichtli-
nearen Erhaltunggleichungen, zu denen auch das in dieser Arbeit verwendete
von Kurganov und Tadmor (2000) za¨hlt, ist die Zerlegung des Rechenge-
biets in Zellen endlicher Gro¨ße mit abschnittweise konstanten Anfangsdaten.
Fu¨r diese Daten ermittelt man an den Zellgrenzen die Lo¨sung des Riemann-
problems der zugrunde liegenden Erhaltungsgleichung. Deshalb findet sich
in der Literatur auch ha¨ufig der Begriff Riemannlo¨ser fu¨r diese Klasse der
numerischen Verfahren.
Godunov (1959) lo¨ste das Riemannproblem fu¨r das System der Eulergleichun-
gen exakt, was – auch heute – einen nicht unerheblichen Rechenaufwand mit
sich bringt. Daher gab es immer wieder Bestrebungen, das Verfahren zu ver-
bessern, indem man statt der exakten Riemannlo¨ser approximative benutzte.
Dazu za¨hlen unter anderen die Verfahren von Roe (1981) sowie Harten, Lax
und van Leer (1983). Ein weiterer Nachteil, den auch zum Teil die appro-
ximativen Ansa¨tze haben, ist die nur beschra¨nkte Anwendbarkeit auf reale
physikalische Probleme, da in vielen Fa¨llen keine exakte Lo¨sung des Rie-
mannproblemes bekannt ist.
Noch vor Godunov stellten Lax (1954) und Friedrichs (1954) ein zentrales
Verfahren vor, das keine approximativen Riemannlo¨ser beno¨tigte. Ein großer
Nachteil dieses Schemas ist allerdings die hohe ku¨nstliche Viskosita¨t. Sie ver-
hindert, dass Unstetigkeiten, wie sie etwa in Stoßfronten vorkommen, scharf
aufgelo¨st werden. Dieses Problem weisen alle Verfahren erster Ordnung auf;
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es ist grundsa¨tzlicher Natur, wie von Godunov (1959) gezeigt wurde. Al-
lerdings wies Godunov in derselben Arbeit nach, dass Verfahren ho¨herer
Ordnung in der Na¨he von Unstetigkeiten zu Oszillationen fu¨hren und da-
her generell instabil sind (siehe dazu auch Kapitel 4.2).
Einen mo¨glichen Ausweg lieferte van Leer (1976) mit seinem Monotonic
Upstream-Centred Scheme for Conservation Laws (MUSCL), indem er aus
den konstanten Anfangsdaten stu¨ckweise lineare Funktionen rekonstruierte.
Deren Steigungen limitierte er, so dass in der Na¨he von Unstetigkeiten Os-
zillationen unterdru¨ckt werden. Dieser Ansatz kann im Prinzip mit einem
beliebigen Verfahren (Lax-Friedrichs, Roe, etc.) zur Berechnung der numeri-
schen Flu¨sse kombiniert werden.
Das Schema von Kurganov und Tadmor (2000) baut darauf auf, indem es
stu¨ckweise lineare Rekonstruktionen verwendet. Allerdings bietet es in zwei-
erlei Hinsicht entscheidende Verbesserungen:
1. Simplizita¨t: Es verwendet ein zentrales Differenzenschema, a¨hnlich dem
von Lax und Friedrichs, nur mit deutlich geringerer ku¨nstlicher Visko-
sita¨t.
2. Es ist Semidiskret: D.h. es wird zuna¨chst nur bezu¨glich der Raumdi-
mensionen diskretisiert, so dass ein System gewo¨hnlicher Differential-
gleichungen bzgl. der Zeitableitung entsteht. Das ermo¨glicht die Be-
rechnung der Zeitentwicklung mit - im Prinzip - beliebigen Lo¨sern fu¨r
gewo¨hnliche Differentialgleichungen.
Wie Kurganov und Tadmor (2002) zeigen konnten, ist es außerdem mo¨glich,
das Verfahren auf zwei oder mehr Dimensionen zu erweitern, ohne sie ge-
trennt voneinander behandeln zu mu¨ssen. In ihrer Arbeit entwickeln sie
vollsta¨ndig zweidimensionale Schemata auf kartesischen Gittern.
Basierend auf dieser Arbeit soll in den folgenden Kapiteln eine Beschreibung
gefunden werden, die es einem ermo¨glicht, auch auf krummlinigen Gittern zu
rechnen. Es wird gezeigt, dass auch in krummlinigen Koordinaten – bei geeig-
neter Wahl der Rekonstruktion – ein semidiskretes Schema zweiter Ordnung
entwickelt werden kann.
Es sei noch angemerkt, dass die Herleitung zuna¨chst keinerlei Gebrauch von
den zugrunde liegenden Erhaltungsgleichungen macht. Sie besitzt daher eine
viel umfassendere Gu¨ltigkeit, auch wenn das Verfahren letztendlich auf das
System der Erhaltungsgleichungen (3.28) angewandt werden soll.
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4.1.1 Integrale Erhaltungsgleichung
Ein fundamental wichtiger Schritt fu¨r die Herleitung des semidiskreten Sche-
mas ist der U¨bergang von einer Formulierung des Transportproblems als Dif-
ferentialgleichung wie in Kapitel 3 beschrieben hin zu einer Integralschreib-
weise. Das sieht man sofort ein, wenn man sich noch einmal das Prinzip der
FV-Verfahren ins Geda¨chtnis ruft. Dort sollen aus stu¨ckweise konstanten An-
fangsdaten, die u¨ber gewissen Kontrollvolumen definiert sind, Lo¨sungen zu
spa¨teren Zeiten berechnet werden. Wenn man nicht von dem uninteressanten
Fall identischer Daten im ganzen Rechengebiet ausgeht, so ergeben sich an
den Grenzen der Kontrollvolumina zwangsla¨ufig Stufen. Das bedeutet, die
Anfangsdaten sind nicht stetig, was bei der Lo¨sung einer Differentialglei-
chung ein gewisses Problem darstellt. Streng genommen existiert dann an
den Zellgrenzen keine Lo¨sung.
Dieses Dilemma vermeidet man, indem man die Differentialgleichung u¨ber ein
Raumgebiet integriert und so zu einer integralen Formulierung des Problems
u¨bergeht. Man beachte, dass beide Gleichungen nicht als a¨quivalent angese-
hen werden ko¨nnen, denn wa¨hrend die Integralgleichung unstetige Lo¨sungen
zula¨sst, sind sie bei der Differentialgleichung ausgeschlossen. Der Lo¨sungs-
raum wird also durch den U¨bergang erweitert. Wie sich allerdings in Expe-
rimenten zeigt, kommen in der Natur tatsa¨chlich unstetige Lo¨sungen vor, so
dass die integrale Formulierung letztendlich sogar ein genaueres Abbild der
Physik darstellt.
Die Integralgleichung erha¨lt man in ganz einfacher Weise, indem man die
Differentialgleichung (3.28)
∂u
∂t
+
1√
g
∂
∂ξ
(
hηhφF
)
+
1√
g
∂
∂η
(
hξhφG
)
= S
u¨ber [tn, tn+1] × [ξ−, ξ+] × [η−, η+] × [φ−, φ+] integriert. Man beachte dabei,
das das Volumenelement in krummlinigen Koordinaten durch
dV =
√
g dξ dη dφ
gegeben ist. Im Folgenden seien wieder alle Gro¨ßen als unabha¨ngig von φ
angenommen, so dass die φ-Integration nur zu einem konstanten Faktor (φ+−
φ−) fu¨hrt, der durch Division aus den Gleichungen eliminiert werden kann.
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Integration der linken Seite von (3.28) liefert:
ξ+∫
ξ−
η+∫
η−
tn+1∫
tn
∂u
∂t
√
g dξ dη dt+
ξ+∫
ξ−
η+∫
η−
tn+1∫
tn
(
∂
∂ξ
(
hηhφF
)
+
∂
∂η
(
hξhφG
))
dξ dη dt
=
ξ+∫
ξ−
η+∫
η−
u(ξ, η, tn+1)
√
g dξ dη −
ξ+∫
ξ−
η+∫
η−
u(ξ, η, tn)
√
g dξ dη
+
η+∫
η−
tn+1∫
tn
[
hηhφF
]ξ+
ξ−
dη dt+
ξ+∫
ξ−
tn+1∫
tn
[
hξhφG
]η+
η−
dξ dt.
Bezeichnet man die ra¨umlichen Mittelwerte mit
〈X(t)〉 = 1
∆V
ξ+∫
ξ−
η+∫
η−
X(ξ, η, t)
√
g dξ dη mit ∆V =
ξ+∫
ξ−
η+∫
η−
√
g dξ dη, (4.1)
so kann man die integrale Erhaltungsgleichung wie folgt schreiben:
〈u(tn+1)〉 = 〈u(tn)〉 − 1
∆V
η+∫
η−
tn+1∫
tn
[
hηhφF
]ξ+
ξ−
dη dt
− 1
∆V
ξ+∫
ξ−
tn+1∫
tn
[
hξhφG
]η+
η−
dξ dt+
tn+1∫
tn
〈S〉 dt.
(4.2)
An dieser Gleichung la¨sst sich das grundlegende Konzept der FV Verfahren
ablesen: Man starte mit den Mittelwerten 〈u(tn)〉 in einem Kontrollvolumen
∆V zur Zeit tn, finde geeignete Approximationen fu¨r die Flussintegrale und
Quellterme u¨ber den Zeitschritt ∆t = tn+1 − tn und gelange so zu neuen
Mittelwerten 〈u(tn+1)〉 gema¨ß Gleichung (4.2). Die Kunst besteht darin, eben
diese
”
geeigneten Approximationen“ zu bestimmen.
4.1.2 Semidiskretes Gleichungssystem
Zur Herleitung der grundlegenden Gleichung des Kurganov Verfahrens be-
trachte man ein Kontrollvolumen, wie es in Figur 4.1 abgebildet ist. Die dort
eingetragenen Gebiete seien wie folgt definiert:
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Dcij
Dswij
Dwij
Dnwij
Dnij Dneij
Deij
Dij
DseijD
s
ij
Abbildung 4.1: Schematische Darstellung eines Kontrollvolumens
Schraffierte Fla¨che: Gebiet der gesamten Zelle
Dij =
[
ξi− 1
2
, ξi+ 1
2
]
×
[
ηj− 1
2
, ηj+ 1
2
]
Rote Fla¨chen: Versetzte Gebiete an den Zellkanten; sie werden zusammen-
gesetzt aus den beiden Teilgebieten der jeweils benachbarten Zellen,
z.B. das o¨stliche Gebiet
Di+ 1
2
,j = D
e
ij ∪Dwi+1,j,
dabei sind die rot schraffierten Fla¨chen gegeben durch
Dwij =
[
ξi− 1
2
, ξw+
]
×
[
ηsw+ , η
nw
−
]
, Deij =
[
ξe−, ξi+ 1
2
]
×
[
ηse+ , η
se
−
]
Dsij =
[
ξsw+ , ξ
se
−
]
×
[
ηj− 1
2
, ηs+
]
, Dnij =
[
ξnw+ , ξ
ne
−
]
×
[
ηn−, ηj+ 1
2
]
.
Gru¨ne Fla¨chen: Versetzte Gebiete u¨ber den Zellecken; sie werden aus den
vier Teilgebieten der angrenzenden Nachbarzellen gebildet, z.B. das
su¨do¨stliche Gebiet
Di+ 1
2
,j− 1
2
= Dseij ∪Dswi+1,j ∪Dnei,j−1 ∪Dnwi+1,j−1,
wobei die schraffierten Fla¨chen wie folgt definiert sind:
Dswij =
[
ξi− 1
2
, ξsw+
]
×
[
ηj− 1
2
, ηsw+
]
, Dseij =
[
ξne− , ξi+ 1
2
]
×
[
ηj− 1
2
, ηse+
]
Dnwij =
[
ξi− 1
2
, ξnw+
]
×
[
ηnw− , ηj+ 1
2
]
, Dneij =
[
ξne− , ξi+ 1
2
]
×
[
ηne− , ηj+ 1
2
]
.
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Blaue Fla¨che: Der Rest, der u¨brig bleibt, wenn man Kanten- und Eckge-
biete vom gesamten Gebiet der Zelle abzieht; also mathematisch for-
muliert:
Dcij =
(
Dij ∩
⋃
α
Dαij
)
.
Die Gebietsgro¨ßen ermittelt man, indem man die Maxima und Minima der lo-
kalen Ausbreitungsgeschwindigkeiten an den Zellra¨ndern bestimmt. Am o¨stli-
chen und westlichen Rand definiert man:
a+
i± 1
2
,j
= max
u∈C
(
u+
i± 12
,u−
i± 12
)
[
λmax
(
∂F
∂u
)
, 0
]
a−
i± 1
2
,j
= min
u∈C
(
u+
i± 12
,u−
i± 12
)
[
λmin
(
∂F
∂u
)
, 0
] (4.3)
und am no¨rdlichen und su¨dlichen
b+
i,j± 1
2
= max
u∈C
(
u+
j± 12
,u−
j± 12
)
[
λmax
(
∂G
∂u
)
, 0
]
b−
i,j± 1
2
= min
u∈C
(
u+
j± 12
,u−
j± 12
)
[
λmin
(
∂G
∂u
)
, 0
]
.
(4.4)
Mit den Abbildungen λmax und λmin seien die maximalen bzw. minimalen
Eigenwerte der Jacobimatrizen bezeichnet, wenn man u entlang der Pha-
senraumkurve C variiert. Dabei verbindet z.B. C(u+
i− 1
2
,u−
i− 1
2
)
die links- und
rechtseitigen Zellrandwerte bei ξi− 1
2
u¨ber den Riemannfa¨cher. Im echt nicht-
linearen und linear entarteten Fall reicht es aus, λmax und λmin mit den
beiden Zellrandwerten zu berechnen. In den Ecken bildet man die Maxima
und Minima mit den benachbarten Zellen, also z.B.
A+
i− 1
2
,j− 1
2
= max
(
a+
i− 1
2
,j
, a+
i− 1
2
,j−1
)
.
Mit Hilfe dieser lokalen Ausbreitungsgeschwindigkeiten lassen sich die Ge-
bietsgrenzen berechnen, indem man die Breite der Fla¨chen als den Weg defi-
niert, den eine Sto¨rung in der Zeit ∆t vom Zellenrand aus zuru¨cklegt. Dabei
ist zu beachten, dass aufgrund der krummlinigen Geometrie diese Distanz
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nicht durch den Koordinatenabstand gegeben ist, sondern vielmehr durch
Integrale von der Art
ξw,e±∫
ξ
i± 12
hξ(ξ, η) dξ ≈ hξ(ξi± 1
2
, η)
(
ξw,e± − ξi± 1
2
)
ηs,n±∫
η
j± 12
hη(ξ, η) dη ≈ hη(ξ, ηj± 1
2
)
(
ηs,n± − ηj± 1
2
)
.
(4.5)
Die Approximation gilt fu¨r kleine ∆t, da sich dann ξw,e± und η
s,n
± nur ge-
ringfu¨gig von den Zellra¨ndern ξi± 1
2
bzw. ηj± 1
2
unterscheiden. A¨hnliche Dar-
stellungen findet man auch fu¨r die Gebietsgrenzen der Eckgebiete. Daraus
ergeben sich dann folgende Beziehungen fu¨r die Ausdehnung der Gebiete
ξw+ = ξi− 1
2
+
a+
i− 1
2
∆t
hξ(ξi− 1
2
, η)
, ξe− = ξi+ 1
2
+
a−
i+ 1
2
∆t
hξ(ξi+ 1
2
, η)
,
ηs+ = ηj− 1
2
+
b+
j− 1
2
∆t
hη(ξ, ηj− 1
2
)
, ηn− = ηj+ 1
2
+
b−
j+ 1
2
∆t
hη(ξ, ηj+ 1
2
)
(4.6)
an den Kanten und in den Ecken
ξsw+ = ξi− 1
2
+
A+
i− 1
2
,j− 1
2
∆t
hξ(ξi− 1
2
, η)
, ξse− = ξi+ 1
2
+
A−
i+ 1
2
,j− 1
2
∆t
hξ(ξi+ 1
2
, η)
,
ξnw+ = ξi− 1
2
+
A+
i− 1
2
,j+ 1
2
∆t
hξ(ξi− 1
2
, η)
, ξne− = ξi+ 1
2
+
A−
i+ 1
2
,j+ 1
2
∆t
hξ(ξi+ 1
2
, η)
,
ηsw+ = ηj− 1
2
+
B+
i− 1
2
,j− 1
2
∆t
hη(ξ, ηj− 1
2
)
, ηnw− = ηj+ 1
2
+
B−
i− 1
2
,j+ 1
2
∆t
hη(ξ, ηj+ 1
2
)
,
ηse+ = ηj− 1
2
+
B+
i+ 1
2
,j− 1
2
∆t
hη(ξ, ηj− 1
2
)
, ηne− = ηj+ 1
2
+
B−
i+ 1
2
,j+ 1
2
∆t
hη(ξ, ηj+ 1
2
)
.
(4.7)
Gema¨ß Gleichung (4.1) definiert man Mittelwerte und Volumina u¨ber be-
stimmte Gebiete, z.B. no¨rdliches Kantengebiet:
〈X(t)〉Dnij =
1
∆V nij
ξne−∫
ξnw+
η
j+12∫
ηn−
X(ξ, η, t)
√
g dξ dη
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mit dem Volumenelement
∆V nij =
ξne−∫
ξnw+
η
j+12∫
ηn−
√
g dξ dη.
Wie im einfu¨hrenden Abschnitt angemerkt, beno¨tigt man außerdem fu¨r ein
Schema ho¨herer als erster Ordnung eine Interpolationsvorschrift. Dazu ver-
wendet man eine lineare Rekonstruktion
u˜(ξ, η) = u0 +∆ξ
(
ξ − ξ0
)
+∆η
(
η − η0
)
(4.8)
mit geeigneten Approximationen fu¨r die Steigungen und Entwicklungspunkte
(siehe dazu auch Kapitel 4.2). Man verlangt
〈u˜〉Dij = 〈u(ξ, η)〉Dij = uij = u0, (4.9)
woraus sofort
ξ0 = 〈ξ〉Dij und η0 = 〈η〉Dij (4.10)
folgt. Die Entwicklungspunkte sind also durch die Zellschwerpunkte festge-
legt. Das ist eine sehr wichtige Forderung. Wie Mo¨nchmeyer und Mu¨ller
(1989) gezeigt haben, vermeidet man so, dass bei krummlinigen Koordina-
ten in der Na¨he von Koordinatensingularita¨ten numerische Fehler durch die
Diskretisierung entstehen. Ferner sollten die Zellmittelwerte, sofern man sie
mit Punktwerten in der Zelle identifiziert, an den Volumenzentren verankert
werden.
Ausgehend von der integralen Erhaltungsgleichung (4.2) fu¨hrt man nun eine
Rekonstruktion u¨ber dem Gebiet der Zelle durch, gefolgt von einer Mittelung
u¨ber die versetzten Gebiete, nochmaliger Rekonstruktion – diesmal u¨ber den
versetzten Gebieten – und zum Schluss eine Mittelung u¨ber die urspru¨ngli-
che Zelle. So gelangt man von Zellmittelwerten unij zum Zeitpunkt tn u¨ber
Zwischenwerte wα,βij in den versetzten Zellen zu neuen Zellmittelwerten u
n+1
ij
zu einem spa¨teren Zeitpunkt tn+1.
un+1ij =
1
∆Vij
∫
Dij
w˜ij(ξ, η, tn+1) dV
Dabei bezeichne w˜ij(ξ, η, tn+1) die Gesamtheit aller zweiten Rekonstruktio-
nen innerhalb einer Zelle u¨ber den versetzten Gebieten (in Figur 4.1 die
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Schnittmenge der roten und gru¨nen Fla¨chen mit der schraffierten Fla¨che so-
wie die blaue Fla¨che im Zentrum). Man kann dieses Integral aufteilen und
u¨ber alle Gebiete getrennt integrieren:
un+1ij =
1
∆Vij
{ ∑
α∈{w,e,s,n}
∫
Dαij
w˜αij(ξ, η, tn+1) dV
+
∑
β∈{sw,se,nw,ne}
∫
Dβij
w˜βij(ξ, η, tn+1) dV +
∫
Dcij
w˜cij(ξ, η, tn+1) dV
}
.
Das Integral u¨ber das blaue Gebiet (letzter Summand) la¨sst sich wiederum
als Differenz der Integrale u¨ber die gesamte Zelle und der Integrale u¨ber die
Teilgebiete (in Figur 4.1 rote und gru¨ne schraffierte Fla¨chen) schreiben. Mit
der Schreibweise fu¨r die Mittelung (Gl. 4.1) ergibt sich
un+1ij =
1
∆Vij
{ ∑
α∈{w,e,s,n}
∆V αij
〈
w˜αij(ξ, η, tn+1)
〉
Dαij
+
∑
β∈{sw,se,nw,ne}
∆V βij
〈
w˜βij(ξ, η, tn+1)
〉
Dβij
+∆Vij
〈
w˜cij(ξ, η, tn+1)
〉
Dij
−
∑
α∈{w,e,s,n}
∆V αij
〈
w˜cij(ξ, η, tn+1)
〉
Dαij
−
∑
β∈{sw,se,nw,ne}
∆V βij
〈
w˜cij(ξ, η, tn+1)
〉
Dβij
}
.
(4.11)
Da das Gebiet im Zentrum vollsta¨ndig im Gebiet der urspru¨nglichen Zelle
liegt, unterscheiden sich die Mittelwerte der ersten und zweiten Rekonstruk-
tion dort nicht. Sto¨rungen von den Nachbarzellen gelangen nur bis an die
Grenzen der roten und gru¨nen Gebiete innerhalb der Zelle. Daher gilt
〈
w˜cij(ξ, η, tn+1)
〉
Dij
= wcij(tn+1) =
〈
u˜ij(ξ, η, tn+1)
〉
Dij
fu¨r die Mittelung u¨ber die gesamte Zelle und auch fu¨r alle Teilgebiete der
Zelle. Mit der Bedingung (4.9) an die Rekonstruktion und der Integralen
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Erhaltungsgleichung (4.2) folgert man
〈
u˜ij(ξ, η, tn+1)
〉
Dij
=unij −
1
∆Vij
η
j+12∫
η
j− 12
tn+1∫
tn
[
hηhφF
]ξ
i+12
ξ
i− 12
dη dt
− 1
∆Vij
ξ
i− 12∫
ξ
i− 12
tn+1∫
tn
[
hξhφG
]η
j+12
η
j− 12
dξ dt+
tn+1∫
tn
〈S〉Dij dt.
Setzt man diese Beziehung in Gleichung (4.11) ein und fasst die Summen
zusammen, so ergibt sich
un+1ij =
1
∆Vij
{ ∑
α∈{w,e,s,n}
∆V αij
(〈
w˜αij(tn+1)
〉
Dαij
− 〈u˜ij(tn+1)〉Dαij
)
+
∑
β∈{sw,se,nw,ne}
∆V βij
(〈
w˜βij(tn+1)
〉
Dβij
− 〈u˜ij(tn+1)〉Dβij
)}
+unij −
1
∆Vij
η
j+12∫
η
j− 12
tn+1∫
tn
[
hηhφF
]ξ
i+12
ξ
i− 12
dη dt
− 1
∆Vij
ξ
i− 12∫
ξ
i− 12
tn+1∫
tn
[
hξhφG
]η
j+12
η
j− 12
dξ dt+
tn+1∫
tn
〈S〉Dij dt.
Zur semidiskreten Formulierung gelangt man, indem man unij durch Subtrak-
tion auf die linke Seite der Gleichung holt, durch ∆t dividiert und den Limes
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fu¨r ∆t→ 0 bildet.
d
d t
uij(t) = lim
∆t→0
un+1ij − unij
∆t
= lim
∆t→0
1
∆t∆Vij
{
∆Vij
tn+1∫
tn
〈S〉Dij dt
+
∑
α∈{w,e,s,n}
∆V αij
(〈
w˜αij(tn+1)
〉
Dαij
− 〈u˜ij(tn+1)〉Dαij
)
+
∑
β∈{sw,se,nw,ne}
∆V βij
(〈
w˜βij(tn+1)
〉
Dβij
− 〈u˜ij(tn+1)〉Dβij
)
−
η
j+12∫
η
j− 12
tn+1∫
tn
[
hηhφF
]ξ
i+12
ξ
i− 12
dη dt−
ξ
i− 12∫
ξ
i− 12
tn+1∫
tn
[
hξhφG
]η
j+12
η
j− 12
dξ dt
}
(4.12)
Es bleibt noch zu zeigen, dass der Grenzwert tatsa¨chlich existiert. In diesem
Fall ha¨ngt die rechte Seite in komplizierter Weise von den Zellmittelwerten
uij(t) sowie denen der benachbarten Zellen ab. Diese Mittelwerte sind dabei
als Funktionen der Zeit anzusehen, so dass sich letztendlich ein gekoppeltes
System gewo¨hnlicher Differentialgleichungen erster Ordnung vom Typ
d
d t
uij(t) = f
(
uij(t),ui−1,j(t),ui,j−1(t), . . .
)
fu¨r die Zellmittelwerte aller Zellen im Rechengebiet ergibt.
4.1.3 Der Grenzwert ∆t→ 0
Das Problem, den Grenzwert fu¨r ∆t→ 0 in Gleichung (4.12) zu bestimmen,
beschra¨nkt sich im Wesentlichen darauf, fu¨r alle Terme eine lineare Entwick-
lung nach ∆t durchzufu¨hren. Dann ist zu zeigen, dass in der geschweiften
Klammer die konstanten Terme verschwinden, sich also das ∆t in den linea-
ren Termen gerade mit dem 1
∆t
vor der Klammer weghebt und somit alle
Summanden der Ordnung 1
∆t
auf der rechten Seite null sind.
Im Folgenden wird exemplarisch fu¨r alle Kantengebiete das no¨rdliche Gebiet
einer Zelle, wie es in Abbildung 4.2 (rote Fla¨che) dargestellt ist, betrach-
tet. Der Fla¨cheninhalt des Teilgebiets Dnij innerhalb der Zelle (schraffiert)
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ηj+ 1
2
Dnij
ηn−
ξnw+ ξ
ne
−
(ηs+)ij+1
Dsij+1
Abbildung 4.2: No¨rdliches Teilgebiet einer Zelle
berechnet sich wie folgt:
∆V nij =
∫
Dnij
dV =
η
j+12∫
ηn−
ξne−∫
ξnw+
hξhηhφ dξ dη
=
ξne−∫
ξnw+
hξhηhφ
(
ηj+ 1
2
− ηn−
)
dξ
∣∣∣∣
η
j+12
+O
((
ηj+ 1
2
− ηn−
)2)
und nach Einsetzen der Gebietsgrenze fu¨r ηn− (Gl. 4.6)
∆V nij = −b−j+ 1
2
∆t
ξne−∫
ξnw+
hξhφ dξ
∣∣∣∣
η
j+12
+O(∆t2)
ebenso: ∆V sij+1 = b
+
j+ 1
2
∆t
ξne−∫
ξnw+
hξhφ dξ
∣∣∣∣
η
j+12
+O(∆t2).
(4.13)
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Auf die gleiche Weise erha¨lt man fu¨r eine beliebige Funktion f(ξ, η)
∆V nij 〈f(ξ, η)〉Dnij =
∫
Dnij
f(ξ, η) dV
= −b−
j+ 1
2
∆t
ξne−∫
ξnw+
f(ξ, η)hξhφ dξ
∣∣∣∣
η
j+12
+O(∆t2)
∆V sij+1 〈f(ξ, η)〉Dsij+1 =
∫
Dsij+1
f(ξ, η) dV
= b+
j+ 1
2
∆t
ξne−∫
ξnw+
f(ξ, η)hξhφ dξ
∣∣∣∣
η
j+12
+O (∆t2) .
(4.14)
Man beachte, dass im Grenzu¨bergang ∆t → 0 die untere Integralgrenze
gegen ξi− 1
2
und die obere gegen ξi+ 1
2
streben und das Integral somit entlang
der no¨rdlichen Kante bei ηj+ 1
2
ausgewertet wird.
Nach dieser Vorarbeit ist man in der Lage, in der ersten Summe von Glei-
chung (4.12) den Term fu¨r α = n, also den des no¨rdlichen Kantengebiets,
auszuwerten. w˜n
ij+ 1
2
(tn+1) ist dabei gleichbedeutend mit der linearen Rekon-
struktion gema¨ß Gl. (4.8) u¨ber dem Gebiet Dij+ 1
2
= Dnij ∪Dsij+1:
w˜ij+ 1
2
(tn+1) = w˜
n+1
ij+ 1
2
= wn+1
ij+ 1
2
+∆n+1ξ
(
ξ − ξ0
)
+∆n+1η
(
η − η0
)
.
Wegen der Bedingung (4.9) gilt auch hier:
ξ0 = 〈ξ〉D
ij+12
und η0 = 〈η〉D
ij+12
,
woraus folgt, dass
∆V nij
〈
w˜n+1
ij+ 1
2
〉
Dnij
= ∆V nijw
n+1
ij+ 1
2
+∆n+1ξ ∆V
n
ij
(
〈ξ〉Dnij − 〈ξ〉Dij+12
)
+∆n+1η ∆V
n
ij
(
〈η〉Dnij − 〈η〉Dij+12
)
= ∆V nijw
n+1
ij+ 1
2
+
∆n+1ξ
∆V
ij+ 1
2
{
∆V sij+1
∫
Dnij
ξ dV −∆V nij
∫
Dsij+1
ξ dV
}
+
∆n+1η
∆V
ij+ 1
2
{
∆V sij+1
∫
Dnij
η dV −∆V nij
∫
Dsij+1
η dV
}
,
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wobei ∆V
ij+ 1
2
= ∆V nij+∆V
s
ij+1 verwendet wurde. Mit den Gleichungen (4.13)
und (4.14) kommt man auf das wichtige Zwischenergebnis
∆V nij
〈
w˜n+1
ij+ 1
2
〉
Dnij
= ∆V nijw
n+1
ij+ 1
2
+O (∆t2) . (4.15)
Den Mittelwert wn+1
ij+ 1
2
erha¨lt man durch Integration u¨ber das gesamte Gebiet
Dij+ 1
2
der versetzten Zelle (rote Fla¨che in Abb. 4.2). Dabei ist zu beachten,
dass sich die Rekonstruktionen in den Teilgebieten Dnij und D
s
ij+1 unterschei-
den. Es gilt also
wn+1
ij+ 1
2
=
〈
u˜n+1
ij+ 1
2
〉
D
ij+12
=
1
∆V
ij+ 1
2
{
∆V nij
〈
u˜n+1ij
〉
Dnij
+∆V sij+1
〈
u˜n+1ij+1
〉
Dsij+1
}
und mit Gleichung (4.15) eingesetzt fu¨r α = n in der ersten Summe von
Gleichung (4.12)
∆V nij
{〈
w˜nij(tn+1)
〉
Dnij
− 〈u˜ij(tn+1)〉Dnij
}
=
∆V nij ∆V
s
ij+1
∆Vij+ 1
2
{〈
u˜n+1ij+1
〉
Dsij+1
− 〈u˜n+1ij 〉Dnij
}
+O (∆t2) . (4.16)
Bislang wurden lediglich die Integrationsgebiete umgeformt und die linea-
ren Rekonstruktionen eingesetzt, also letztendlich noch keinerlei Informati-
on u¨ber das zu lo¨sende Transportproblem verwendet. Das geschieht nun im
na¨chsten Schritt, indem die Gro¨ßen zum Zeitpunkt tn+1 mittels der integralen
Erhaltungsgleichung (4.2) durch solche zur Zeit tn ausgedru¨ckt werden
1.
〈
u˜n+1ij
〉
Dnij
=
〈
u˜nij
〉
Dnij
− 1
∆V nij
η
j+12∫
ηn−
tn+1∫
tn
[
hηhφF
]ξne−
ξnw+
dη dt
− 1
∆V nij
ξne−∫
ξnw+
tn+1∫
tn
[
hξhφG
]η
j+12
ηn−
dξ dt+
tn+1∫
tn
〈S〉Dnij dt
=
〈
u˜nij
〉
Dnij
− ∆t
∆V nij
[ ηj+12∫
ηn−
[
hηhφF
]ξne−
ξnw+
dη +
ξne−∫
ξnw+
[
hξhφG
]η
j+12
ηn−
dξ
]
tn+
∆t
2
+∆t 〈S〉Dnij
∣∣∣∣
tn+
∆t
2
+O (∆t2) .
1Man beachte den Unterschied zwischen den Indizes ”n“ fu¨r die Zeit tn und ”n“ fu¨r
no¨rdlich.
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Auf die gleiche Weise zeigt man, dass
〈
u˜n+1ij+1
〉
Dsij+1
=
〈
u˜nij+1
〉
Dsij+1
− ∆t
∆V sij+1
[ (ηs+)ij+1∫
η
j+12
[
hηhφF
]ξne−
ξnw+
dη
+
ξne−∫
ξnw+
[
hξhφG
](ηs+)ij+1
η
j+12
dξ
]
tn+
∆t
2
+∆t 〈S〉Dsij+1
∣∣∣∣
tn+
∆t
2
+O (∆t2)
gilt. Da die Volumenelemente wegen Gleichung (4.13) alle von der Ordnung
∆t sind, gilt das auch fu¨r den Faktor vor der geschweiften Klammer in Glei-
chung (4.16). Es ko¨nnen also alle Terme von der Ordnung ∆t und ho¨her in-
nerhalb dieser Klammer vernachla¨ssigt werden. Das bedeutet, dass die Sum-
manden mit den Quelltermen verschwinden und ebenso die Flussintegrale
u¨ber F wegen
η
j+12∫
ηn−
[
hηhφF
]ξne−
ξnw+
dη
∣∣∣∣
tn+
∆t
2
=
(
ηj+ 1
2
− ηn−
)[
hηhφF
]ξne−
ξnw+
∣∣∣∣
tn+
∆t
2
,η
j+12
+O (∆t2)
= b+
j+ 1
2
∆t
[
hφF
]ξne−
ξnw+
∣∣∣∣
tn+
∆t
2
,η
j+12
+O (∆t2) .
Es bleibt also von Gleichung (4.16), wenn man noch die Volumenelemente
durch Gleichung (4.13) und die verbleibenden Mittelwerte durch ihre ent-
sprechenden Integrale (Gl. 4.14) ersetzt
∆V nij
{〈
w˜nij(tn+1)
〉
Dnij
− 〈u˜ij(tn+1)〉Dnij
}
=
∆t
b+
j+ 1
2
− b−
j+ 1
2
{
b+
j+ 1
2
b−
j+ 1
2
ξne−∫
ξnw+
(
hξhφu˜
n
ij
∣∣∣
ηn+
− hξhφu˜nij+1
∣∣∣
(ηs+)ij+1
)
dξ
+
ξne−∫
ξnw+
(
b+
j+ 1
2
[
hξhφG
]η
j+12
ηn−
+ b−
j+ 1
2
[
hξhφG
](ηs+)ij+1
η
j+12
)∣∣∣∣
tn+
∆t
2
dξ
}
+O (∆t2) .
(4.17)
A¨hnlich komplizierte Ausdru¨cke erha¨lt man fu¨r die drei verbleibenden Kan-
tenabschnitte. Ein wichtiges Resultat dieser langen Rechnung sieht man so-
fort: Bei Division durch ∆t existiert der Grenzwert fu¨r ∆t→ 0.
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Bei den Eckgebieten mu¨sste man im Prinzip genauso vorgehen. Um den Be-
weis etwas abzuku¨rzen, sei hier nur gezeigt, dass die Eckfla¨chen alle von der
Ordnung ∆t2 sind. Fu¨r die nordwestliche Fla¨che gilt:
∆V nwij =
∫
Dnwij
dV =
η
j+12∫
ηnw−
ξnw+∫
ξ
i− 12
hξhηhφ dξ dη
=
(
ηj+ 1
2
− ηnw−
)(
ξnw+ − ξi− 1
2
)
hξhηhφ
∣∣∣
ξ
i− 12
,η
j+12
+O (∆t4)
= −B−
i− 1
2
,j+ 1
2
A+
i− 1
2
,j+ 1
2
∆t2 hφ(ξi− 1
2
, ηj+ 1
2
) +O (∆t4) .
Man kann dann schlussfolgern, dass bei Division durch ∆t im Grenzu¨bergang
die Beitra¨ge durch die Eckgebiete verschwinden.
Nun kann man die gewonnenen Resultate in Gleichung (4.12) einsetzen und
die verbleibenden Terme zusammenfassen. Da sich im Limes ∆t → 0 die
Integralgrenzen verhalten wie
ξsw+ , ξ
nw
+ → ξi− 1
2
, ξse− , ξ
ne
− → ξi+ 1
2
ηse+ , η
ne
+ → ηj− 1
2
, ηnw− , η
ne
− → ηj+ 1
2
,
heben sich die letzten beiden Flussintegrale gegen Terme aus der ersten Sum-
me weg. Es ist zweckma¨ßig zur Abku¨rzung der Schreibweise die numerischen
Flu¨sse an den Zellra¨ndern einzufu¨hren.
Fi+ 1
2
=
1
a+
i+ 1
2
− a−
i+ 1
2
η
j+12∫
η
j− 12
{(
a+
i+ 1
2
F
(
u˜ij
)− a−
i+ 1
2
F
(
u˜i+1,j
))
− a+
i+ 1
2
a−
i+ 1
2
(
u˜ij − u˜i+1,j
)}
hηhφ
∣∣∣∣∣
ξ
i+12
dη
Gj+ 1
2
=
1
b+
j+ 1
2
− b−
j+ 1
2
ξ
i+12∫
ξ
i− 12
{(
b+
j+ 1
2
G
(
u˜ij
)− b−
j+ 1
2
G
(
u˜i,j+1
))
− b+
j+ 1
2
b−
j+ 1
2
(
u˜ij − u˜i,j+1
)}
hξhφ
∣∣∣∣∣
η
j+12
dξ
(4.18)
Dies sind die Flu¨sse u¨ber den o¨stlichen bzw. no¨rdlichen Rand. Die am west-
lichen bzw. su¨dlichen Rand ergeben sich einfach durch die Ersetzung der
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Indizes i→ i− 1 in der ersten und j → j − 1 in der zweiten Gleichung. Da-
mit la¨sst sich die Formel (4.12) fu¨r die Zeitentwicklung der Zellmittelwerte
in sehr kompakter Form schreiben.
duij
d t
= −
Fi+ 1
2
−Fi− 1
2
∆Vij
−
Gj+ 1
2
− Gj− 1
2
∆Vij
+ 〈S〉Dij (4.19)
Das Zellvolumen wird gema¨ß (4.1) durch Integration
∆Vij =
∫
Dij
dV =
ξ
i+12∫
ξ
i− 12
η
j+12∫
η
j− 12
hξhηhφ dξ dη (4.20)
bestimmt. Es gibt zwei wichtige Unterschiede zu den von Kurganov und
Tadmor (2002) berechneten numerischen Flu¨ssen, denn die hier vorgestellte
Herleitung ist in zweierlei Hinsicht allgemeingu¨ltiger.
1. Die Vera¨nderung von Fla¨chen- und Volumenelementen entlang der ge-
kru¨mmten Koordinatenlinien wird beru¨cksichtigt. Das a¨ußert sich zum
einen in den Skalierungsfaktoren unter den Flussintegralen (Gl. 4.18)
und zum anderen in der Berechnung der Zellvolumina sowie der Zell-
mittelwerte (Gl. 4.1).
2. In den Gleichungen (4.18) ist noch nicht auf eine bestimmte Quadratur-
regel zur Approximation der Integrale spezialisiert worden. Im Prinzip
stehen einem hier also noch alle Mo¨glichkeiten offen, wie man die In-
tegrale entlang der Zellkanten auswertet. Es macht allerdings wenig
Sinn, eine Quadraturregel sehr hoher Fehlerordnung zu verwenden, da
aufgrund der Rekonstruktion das Verfahren insgesamt nur von zweiter
Ordnung in der ra¨umlichen Diskretisierung ist.
Der ra¨umliche Diskretisierungsfehler geht also an zwei Stellen in die Rech-
nung ein. Will man das Verfahren in dieser Hinsicht verbessern, muss man
zum einen eine neue Rekonstruktionsvorschrift einfu¨hren und zum anderen
in den Flussintegralen Quadraturregeln ho¨herer Ordnung verwenden. Letzte-
res ist unproblematisch, da eine Vielzahl solcher Quadraturvorschriften be-
kannt sind. Wie in Kapitel 4.2 ero¨rtert wird, muss man hingegen bei der
Rekonstruktion darauf achten, unerwu¨nschte Oszillationen zu unterdru¨cken.
Quadratische Rekonstruktionsvorschriften, die diesen Anforderungen im kar-
tesischen Fall genu¨gen, finden sich in Kurganov und Tadmor (2002) sowie
Kurganov und Petrova (2001). Es wa¨re also noch zu u¨berpru¨fen, ob eine Aus-
dehnung auf den krummlinigen Fall mo¨glich ist. Eine zentrale Rolle spielen
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dabei die Forderung (4.9) und deren Auswirkungen auf das Zwischenergeb-
nis (4.15).
Fu¨r eine praktische Umsetzung des geschilderten Verfahrens fehlen nun noch
drei Dinge. Zuna¨chst – wie schon erwa¨hnt – die Festlegung einer Quadratur-
regel, dann eine Vorschrift fu¨r die Steigungen in der Rekonstruktion und zu
guter Letzt ein geeignetes Lo¨sungsverfahren fu¨r gewo¨hnliche Differentialglei-
chungssysteme, um die Zeitintegration durchzufu¨hren.
4.1.4 Approximation der Flussintegrale
In nahezu jedem Lehrbuch u¨ber numerische Mathematik finden sich zahlrei-
che Quadraturvorschriften fu¨r die numerische Integration (siehe z.B. Ha¨mmer-
lin und Hoffmann 1989, Kap. 7). Wie schon erwa¨hnt, sind an dieser Stelle
speziell solche Quadraturregeln von Interesse, deren Fehlerrestglied von kubi-
scher Ordnung in der Diskretisierung ist. Damit scheiden die Rechteckregeln
aus. Die einfachste mo¨gliche Variante ist die Mittelpunktsregel, bei der das
Integral gema¨ß
b∫
a
f(x) dx = (b− a) f
(
a+ b
2
)
+O ((b− a)3) (4.21)
approximiert wird. Sie hat den Vorteil, dass zu ihrer Berechnung nur eine
Funktionsauswertung in der Mitte des Intervalls no¨tig ist. Das kann in Be-
zug auf die Effizienz eines numerischen Verfahrens von Bedeutung sein. Die
mit Hilfe der Mittelpunktsregel berechneten numerischen Flu¨sse haben daher
auch den Vorzug großer Einfachheit. Eine Anwendung auf die Formeln (4.18)
liefert
Fmr
i+ 1
2
=
∆Ai+ 1
2
,j
a+
i+ 1
2
− a−
i+ 1
2
{
a+
i+ 1
2
F(u˜eij)− a−i+ 1
2
F(u˜wi+1,j)− a+i+ 1
2
a−
i+ 1
2
(
u˜eij − u˜wi+1,j
)}
Gmr
j+ 1
2
=
∆Ai,j+ 1
2
b+
j+ 1
2
− b−
j+ 1
2
{
b+
j+ 1
2
G(u˜nij)− b−j+ 1
2
G(u˜sij+1)− b+j+ 1
2
b−
j+ 1
2
(
u˜nij − u˜sij+1
)}
(4.22)
mit den Fla¨chenelementen
∆Ai+ 1
2
,j = h
e
ηh
e
φ∆η
∆Ai,j+ 1
2
= hnξh
n
φ∆ξ.
(4.23)
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Wichtig ist die Unterscheidung der o¨stlichen und westlichen bzw. der no¨rdli-
chen und su¨dlichen Werte fu¨r u˜. Obwohl die Wertepaare jeweils in der Mitte
der Zellkanten berechnet werden – also bei denselben Koordinaten – unter-
scheiden sie sich unter Umsta¨nden voneinander. Das liegt daran, dass einmal
die Rekonstruktion innerhalb der Zelle u˜ij verwendet wird, wa¨hrend bei u˜
w
i+1,j
und u˜sij+1 die der Nachbarzellen genommen wird.
Das Verfahren ist in dieser Beziehung vollkommen symmetrisch, daher spricht
man auch von einem zentralen Schema. Grundsa¨tzlich ko¨nnen die Werte al-
ler Nachbarzellen einen Einfluss auf die zeitliche A¨nderung der Zellmittel-
werte einer Zelle haben. Es ist bekannt, dass dies zu Problemen bei U¨ber-
schallstro¨mungen fu¨hrt, weil dort keine Informationausbreitung entgegen der
Stro¨mung mo¨glich ist. Dieses Problem lo¨st das Verfahren auf sehr elegante
Weise, indem es die Ausbreitungsgeschwindigkeiten so wa¨hlt (vgl. Gln. 4.3
und 4.4), dass dies unterbunden wird. Werden die Differenzen in einer Diskre-
tisierung immer so gebildet, dass auf die Informationsausbreitung Ru¨cksicht
genommen wird, so spricht man auch von upwinding und bei den entsprechen-
den Verfahren von upwind-Verfahren. Fu¨r die Klasse der hier beschriebenen
Verfahren hat sich daher der Terminus central-upwind-Verfahren durchge-
setzt.
In Gleichung (4.19) werden außerdem noch Approximationen fu¨r die Volumi-
na beno¨tigt. Aus Konsistenzgru¨nden sollte man hier dieselbe Quadraturfor-
mel wie fu¨r die Flussintegrale verwenden. Wendet man die Mittelpunktsregel
auf das Integral (4.20) an, so ergibt sich
∆V mrij = hξ(ξi, ηj)hη(ξi, ηj)hφ(ξi, ηj)∆ξ∆η. (4.24)
Eine zweite Mo¨glichkeit zur Approximation der Integrale bietet die Sehnen-
trapezregel
b∫
a
f(x) dx =
b− a
2
(
f(a) + f(b)
)
+O ((b− a)3) . (4.25)
Im Unterschied zur Mittelpunktsregel beno¨tigt sie zwei Funktionsauswertun-
gen und ist daher etwas kostspieliger im Hinblick auf die Computerresour-
cen. Wie sich spa¨ter zeigen wird, bietet sie allerdings gerade in Bezug auf
krummlinige Koordinatensysteme einen Vorteil, der daher ru¨hrt, dass sich
die geometrischen Gro¨ßen innerhalb einer Zelle a¨ndern ko¨nnen. Es macht
daher durchaus Sinn bei gleicher Fehlerordnung und kostspieligerer Auswer-
tung, die Trapezregel zu verwenden, da sie statt eines Wertes in der Mitte des
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Integrationsintervalls die beiden Randwerte beru¨cksichtigt. Die numerischen
Flu¨sse haben die Gestalt:
F tr
i+ 1
2
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1
2a+
i+ 1
2
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2
{
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i+ 1
2
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2
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2
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2
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2
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2
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2
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2
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2
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2
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2
(
u˜neij − u˜sei,j+1
)
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2
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.
(4.26)
Man sieht deutlich den Unterschied zur Mittelpunktsregel. Statt der Daten an
den Kantenmitten werden die rekonstruierten Gro¨ßen in den Ecken beno¨tigt.
Außerdem muss man bei den Fla¨chenelementen in den Ecken zwischen den
beiden Raumrichtungen unterscheiden.
∆Aξˆ
i+ 1
2
,j+ 1
2
= hneη h
ne
φ ∆η, ∆A
ξˆ
i+ 1
2
,j− 1
2
= hseη h
se
φ∆η
∆Aηˆ
i+ 1
2
,j+ 1
2
= hneξ h
ne
φ ∆ξ, ∆A
ηˆ
i− 1
2
,j+ 1
2
= hnwξ h
nw
φ ∆ξ
(4.27)
Auch hier sei wieder das entsprechende Volumenelement fu¨r die Trapezregel
angegeben:
∆V trij =
∆ξ∆η
4
(
hswξ h
sw
η h
sw
φ + h
se
ξ h
se
η h
se
φ + h
nw
ξ h
nw
η h
nw
φ + h
ne
ξ h
ne
η h
ne
φ
)
. (4.28)
Im Fall kartesischer Koordinaten sind alle Skalierungsfunktionen identisch
eins. Fla¨chen- und Volumenelemente nehmen dann eine sehr einfache Gestalt
an, und es werden sowohl fu¨r die Mittelpunktsregel als auch fu¨r die Sehnen-
trapezregel die semidiskreten Formeln von Kurganov und Tadmor (2002)
reproduziert.
4.2 Rekonstruktion
Ein wesentlicher Baustein des oben beschriebenen numerischen Verfahrens
ist die Rekonstruktion abschnittweise linearer Funktionen u˜ aus den Zell-
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ui ui+1
ui−1
xi−1 xi+1xi
u˜i+ 1
2
Abbildung 4.3: Erzeugung lokaler Extrema in der Na¨he von Unstetigkeiten
mittelwerten u. Auf diese Weise gelangt man zu einem Verfahren zweiter
Ordnung und vermeidet das Problem der hohen ku¨nstlichen Viskosita¨t bei
Verfahren erster Ordnung. Eine einfache Mo¨glichkeit, dies zu realisieren, wa¨re
es upwind-Differenzen der Mittelwerte von benachbarten Zellen als Steigun-
gen in der Rekonstruktion zu verwenden. Man wird allerdings sehr schnell
feststellen, dass ein solches Verfahren numerisch instabil ist, sobald Unstetig-
keiten in den Lo¨sungen auftreten. Wie von Godunov (1959) gezeigt wurde, ist
dies ein grundsa¨tzliches Problem aller monoton-linearen Differenzenverfahren
ho¨herer als erster Ordnung.
Lineare Rekonstruktionen fu¨hren zur Erzeugung lokaler Extrema in der Na¨he
von Unstetigkeiten. Man verdeutlicht dieses Verhalten am besten anhand ei-
nes einfachen Beispiels. Dazu betrachte man eine Stufenfunktion, wie sie in
Abbildung 4.3 zu sehen ist. Die Stufe bewege sich von links nach rechts, so
dass die upwind-Steigung der Daten in Zelle i durch den Differenzenquotien-
ten
∆i =
ui − ui−1
xi − xi−1
gegeben ist. Mit der linearen Rekonstruktion
u˜i(x) = ui +∆i
(
x− xi
)
errechnet man daher einen Zellrandwert
u˜i+ 1
2
= ui +∆i
(
xi+ 1
2
− xi
)
= 3
2
ui − 12ui−1 < ui, falls ui−1 > ui.
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Diese U¨ber- und Unterschießer induzieren unphysikalische Oszillationen in
den numerischen Lo¨sungen von Erhaltungsgleichungen. Zumindest fu¨r eindi-
mensionale Stro¨mungen kann gezeigt werden, dass sowohl die Euler- als auch
die Navier-Stokes-Gleichungen die Erzeugung lokaler Extrema in der Na¨he
von Unstetigkeiten nicht zulassen.
Wie man sich anhand der Abbildung 4.3 auch sofort klar macht, entsteht
dieses Problem allein durch die lineare Rekonstruktion. In einem Verfahren
erster Ordnung ist ∆i = 0 und daher u˜i+ 1
2
= ui.
4.2.1 Das Konzept der Totalen Variation
Eine Folgerung aus dem Theorem von Godunov (1959) ist, dass es keine
lineare Funktion der Steigungen gibt, die die Oszillationen unterbindet. Man
ist auf nicht-lineare Korrekturen angewiesen. Van Leer (1973) und Boris
und Book (1973) haben unabha¨ngig voneinander das Konzept der Limiter
entwickelt, um diese ungewollten Oszillationen in den numerischen Lo¨sungen
zu unterdru¨cken.
Alle darauf basierenden Verfahren verlangen, dass die physikalischen Lo¨-
sungen der zu Grunde liegenden Erhaltungsgleichung keine Oszillationen
zulassen. Man beschreibt dieses Verhalten am besten mit dem Begriff der
Totalen Variation. Fu¨r eine skalare Erhaltungsgleichung der Form
∂u
∂t
+
∂f(u)
∂x
= 0 (4.29)
definiert man die Totale Variation der Lo¨sung u durch
TV(u) = lim
δ→0
sup
1
δ
∞∫
−∞
∣∣u(x+ δ)− u(x)| dx. (4.30)
Man kann zeigen, dass die Totale Variation der Lo¨sung einer homogenen ska-
laren Erhaltungsgleichung vom Typ (4.29) eine nicht anwachsende Funktion
der Zeit ist (Lax 1990). Fu¨r eine diskrete Lo¨sung zum Zeitpunkt tn schreibt
man die Totale Variation als Summe der ra¨umlichen Differenzen
TV(un) =
∞∑
i=−∞
∣∣uni+1 − uni ∣∣. (4.31)
In der englischsprachigen Literatur werden numerische Verfahren, bei denen
die Totale Variation eine nicht anwachsende Funktion der Zeit ist, als Total
Variation Diminishing (TVD) bezeichnet. Fu¨r ein solches Verfahren ist
TV(un+1) ≤ TV(un). (4.32)
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Gelten fu¨r ein numerisches Verfahren die folgenden Bedingungen als Funk-
tionen der Zeit:
1. Es ko¨nnen keine neuen lokalen Extrema entstehen,
2. Der Wert eines lokalen Minimums (Maximums) wird nicht
kleiner (gro¨ßer),
so bezeichnet man es als monotonieerhaltend. Man kann zeigen, dass alle
TVD-Verfahren die Monotonie erhalten. Es genu¨gt also der Nachweis, dass
ein numerisches Verfahren die Bedingung (4.32) erfu¨llt, um zu gewa¨hrleisten,
dass es die unerwu¨nschten Oszillationen unterdru¨ckt.
Es sei an dieser Stelle ausdru¨cklich darauf hingewiesen, dass das Verhal-
ten von Lo¨sungen von nichtlinearen Erhaltungsgleichungen Gegenstand der
aktuellen Forschung in der Mathematik ist. Nur in einigen Fa¨llen konnte
tatsa¨chlich der Nachweis erbracht werden, dass die Lo¨sungen die Erzeu-
gung lokaler Extrema nicht zulassen. Es gibt allerdings im Fall der Euler-
und Navier-Stokes-Gleichungen bislang auch keinen experimentellen Befund
dafu¨r, dass in der Na¨he von Unstetigkeiten Oszillationen entstehen.
4.2.2 Begrenzung der Steigungen
Eine Mo¨glichkeit, die TVD-Bedingung (4.32) zu erfu¨llen, besteht darin, die
Steigungen durch geeignete nicht-lineare Funktionen, sog. Limiter, zu be-
grenzen. Das Prinzip der Limiter la¨sst sich wieder am besten anhand eines
einfachen Beispiels erla¨utern. Dazu betrachte man die Funktionsweise des
minmod-Limiters. Er ist definiert durch
minmod (a, b) =

a falls ab > 0 und |a| < |b|
b falls ab > 0 und |a| > |b|
0 sonst.
(4.33)
Um die Wirkungsweise besser zu verstehen, betrachte man noch einmal das
Beispiel aus Abbildung 4.3 und wa¨hle als Argumente der minmod-Funktion
die rechts- und linksseitigen Differenzenquotienten bezogen auf die Zelle i.
∆i+ 1
2
=
ui+1 − ui
xi+1 − xi , ∆i− 12 =
ui − ui−1
xi − xi−1
Setzt man die Steigung in der Zelle i mit Hilfe der minmod-Funktion, dann
gilt wegen ui+1 = ui und somit ∆i+ 1
2
= 0
∆i = minmod
(
∆i+ 1
2
,∆i− 1
2
)
= 0.
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Das hat zur Folge, dass der Randwert u˜i+ 1
2
auf den Zellmittelwert ui gesetzt
wird. Die Funktionsweise la¨sst sich also kurz so umreißen: In der Umgebung
von steilen Gradienten in den Lo¨sungen schaltet der Limiter um auf ein
Schema erster Ordnung.
Der Limiter wu¨rde in diesem Beispiel dasselbe Resultat liefern, wenn ui <
ui+1 ist, denn dann la¨ge in Zelle ui ein lokales Minimum vor und die Vorzei-
chen von ∆i+ 1
2
und ∆i− 1
2
unterschieden sich. Nur im Fall einer monotonen
Funktion, also wenn z.B. ui−1 > ui > ui+1 gilt, wu¨rde die dem Betrag nach
kleinere der beiden Steigungen fu¨r ∆i ausgewa¨hlt.
Man kann die minmod-Funktion auch fu¨r drei und mehr Argumente definie-
ren.
minmod (a1, . . . , an) =
{
x falls a1 · . . . · an > 0 : x = min(|a1|, . . . , |an|)
0 sonst
(4.34)
Damit la¨sst sich die Klasse der monotoniced-centred-Limiter (mc-Limiter)
schreiben als die minmod-Funktion dreier Differenzenquotienten
∆i− 1
2
=
ui − ui−1
xi − xi−1 , ∆i =
ui+1 − ui−1
2(xi − xi−1) , ∆i+ 12 =
ui+1 − ui
xi+1 − xi ,
also der rechts- und linksseitigen sowie der zentralen Differenz.
mc
(
∆i− 1
2
,∆i,∆i+ 1
2
)
= minmod
(
θ∆i− 1
2
,∆i, θ∆i+ 1
2
)
(4.35)
Mit dem Parameter θ ∈ [1; 2] kann man die ku¨nstliche Viskosita¨t dieser Li-
miter einstellen. Fu¨r θ = 1 ist die Wirkungsweise der mc-Limiter identisch
mit der des normalen minmod-Limiters, angewandt auf die rechts- und links-
seitigen Differenzenquotienten. Gro¨ßere Werte von θ bewirken eine geringere
ku¨nstliche Viskosita¨t. Allerdings entstehen erfahrungsgema¨ß, abha¨ngig von
der jeweiligen Simulation, fu¨r θ & 1, 5 oftmals numerische Instabilita¨ten.
Fu¨r die Klasse der oben angegebenen mc-Limiter findet sich bei Kurganov
und Tadmor (2000) ein Beweis fu¨r die TVD-Eigenschaft (4.32) des eindimen-
sionalen semidiskreten KT-Verfahrens.
Es gibt noch eine ganze Reihe von Limiterfunktionen. Eine gute Auswahl
findet sich bei Toro (1997). Als ein weiteres Beispiel fu¨r einen Limiter sei hier
lediglich noch der superbee-Limiter genannt, weil er ebenfalls im Programm
realisiert wurde.
superbee (a, b) =
{
sgn(a) · min(|a|, |b|, 1
2
max(|a|, |b|)) falls ab > 0
0 sonst
(4.36)
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4.2.3 Volumenzentren der Zellen
Die Rekonstruktionsvorschrift (4.8) entha¨lt außer den Steigungen noch den
Entwicklungspunkt (ξ0, η0). Die Bedingung (4.9) liefert eine Vorschrift, nach
der die Lage dieser Punkte in den Zellen festgelegt wird. Es gilt
(ξ0)ij = 〈ξ〉Dij und (η0)ij = 〈η〉Dij ,
was gleichbedeutend mit den Schwerpunkten der Zellen ist. Man kann diese
Ausdru¨cke in vielen Fa¨llen analytisch berechnen. Es ist aber auch hier von
Vorteil, wenn man sie durch die entsprechenden Quadraturregeln approxi-
miert, zum einen, weil numerischen Verfahren Gefahr laufen, inkonsistent zu
werden, wenn man gewisse Ausdru¨cke exakt bestimmt und andere appro-
ximiert, zum anderen aber auch, weil man so einen generischen Algorith-
mus angeben kann, der fu¨r alle denkbaren Geometrien die Zellschwerpunkte
ermittelt. Man unterscheidet auch an dieser Stelle wieder zwischen Mittel-
punktsregel
(ξmr0 )ij = ξi und (η
mr
0 )ij = ηj (4.37)
und Trapezregel
(ξtr0 )ij =
∆ξ∆η
4 ∆V trij
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(4.38)
Bei Verwendung der Mittelpunktsregel sind die Na¨herungswerte fu¨r die Zell-
schwerpunkte also identisch mit den geometrischen Mittelpunkten. Im Fall
der Trapezregel sind die Ausdru¨cke sehr viel komplizierter. Wie man sich
leicht u¨berzeugt, ist die Abweichung von den analytischen Ausdru¨cken in
Kugel- und Zylinderkoordinaten bei den mittels der Trapezregel bestimmten
Approximationen geringer.
4.2.4 Rekonstruktion der primitiven Variablen
Bislang wurde immer davon ausgegangen, dass die Rekonstruktion (4.8) auf
den konservativen Variablen operiert. Das ist jedoch nicht zwingend erfor-
derlich. Schon fu¨r das MUSCL-Verfahren konnte gezeigt werden, dass auch
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eine Rekonstruktion in den primitiven Variablen mo¨glich ist (vgl. Toro 1997,
Kap. 14.4). Beide Beschreibungen sind nicht a¨quivalent und ko¨nnen zu un-
terschiedlichen Resultaten fu¨hren. Das belegen die Tests in Kapitel 6.
Da fu¨r die Berechnung der numerischen Flu¨sse (4.18) mit Hilfe der physika-
lischen Flu¨sse F und G an den Zellgrenzen die primitiven Variablen sowieso
bekannt sein mu¨ssen, handelt man sich durch die Rekonstruktion in den pri-
mitiven Variablen auch keine zusa¨tzliche Konversion zwischen konservativen
und primitiven Variablen ein. Der numerische Aufwand bleibt also gleich.
Im Allgemeinen ist schwer zu sagen, welcher Art der Rekonstruktion man den
Vorzug geben sollte. Fu¨r das System der Eulergleichungen (3.28) allerdings
findet sich ein Argument, das fu¨r die Rekonstruktion in primitiven Varia-
blen spricht. Bei den numerischen Tests in Abschnitt 6.7 erweisen sich die
Simulationen mit primitiver Rekonstruktion fu¨r die Limiter mit geringerer
ku¨nstlicher Viskosita¨t als stabiler. Bei konservativer Rekonstruktion ko¨nnen
leichter zu steile Gradienten im Druck entstehen, weil die Limiter lediglich auf
die Gesamtenergie wirken. Daher kommt es manchmal in Bereichen, in denen
die Gesamtenergie durch die kinetische Energie dominiert wird, zu negativen
Dru¨cken. Eine Mo¨glichkeit, dieses Problem in den Griff zu bekommen, be-
steht darin, Limiter mit besonders hoher ku¨nstlicher Viskosita¨t zu benutzen.
Dies hat allerdings insbesondere auf die lokale Drehimpulserhaltung negative
Auswirkungen (vgl. Kapitel 6.7).
4.3 Quellterme
Bislang wurde noch nichts u¨ber die konkrete numerische Behandlung der
Quellterme gesagt. In der Regel ist dieser Teil auch weniger problematisch
als die Formulierung des Advektionsschrittes. Es gibt allerdings doch einiges
zu beachten.
Zum einen sollte aus Konsistenzgru¨nden fu¨r die Zellmittelwerte der Quell-
terme (vgl. Gl. 4.19) die gleiche Quadraturregel wie fu¨r die Flussintegrale
verwendet werden. Dies ist insbesondere im Hinblick auf die geometrischen
Quellterme von Bedeutung. Zum anderen sollte man darauf achten, dass die
Limiter keinen Einfluss auf die physikalischen Quellterme haben. Ansonsten
wu¨rden etwaige gewollte Oszillationen in den Quelltermen durch die Limi-
ter geda¨mpft. Dies gilt nicht fu¨r die geometrischen Quellen, denn sie gehen
durch eine Koordinatentransformation aus den kartesischen hydrodynami-
schen Gleichungen hervor und sind somit Teil des Advektionsproblems, das
die TVD-Eigenschaft hat.
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Allgemein gilt fu¨r alle Quellterme
〈S〉Dij = Sij =
1
∆Vij
ξ
i+12∫
ξ
i− 12
η
j+12∫
η
j− 12
S(t, ξ, η,u, . . .) hξhηhφ dξ dη,
wobei die Volumenelemente durch Integration gema¨ß Gleichung (4.20) bzw. je
nach Quadraturformel mittels der Gleichungen (4.24, 4.28) bestimmt werden.
Die Punkte sollen andeuten, dass die Quellterme mo¨glicherweise auch noch
von anderen Gro¨ßen abha¨ngen ko¨nnen, z.B. weiteren ra¨umlichen Ableitungen
der Variablen u. Auf diese Weise ist es auch mo¨glich, Viskosita¨tsterme, wie
sie in den Navier-Stokes-Gleichungen auftreten zu beru¨cksichtigen.
Auch das Quelltermintegral muss mit Hilfe einer der Quadraturformeln ap-
proximiert werden. Es ergeben sich fu¨r die Mittelpunktsregel (Gl. 4.21)
Smrij =
1
∆V mrij
S(t, ξi, ηj,uij, . . .)hξ(ξi, ηj)hη(ξi, ηj)hφ(ξi, ηj)∆ξ∆η
= S(t, ξi, ηj,uij, . . .)
(4.39)
und die Trapezregel (Gl. 4.25)
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(4.40)
mit dem Volumenelement aus Gleichung (4.24) bzw. (4.28).
4.3.1 Geometrische Quellterme
Als geometrische Quellterme seien hier alle Terme bezeichnet, die die Kom-
mutatorkoeffizienten (3.6) enthalten. Diese ha¨ngen von den Skalenfaktoren
hξ, hη und hφ sowie deren Ableitungen ab. In vielen Fa¨llen ist es mo¨glich,
diese Ableitungen fu¨r ein bestimmtes Koordinatensystem exakt anzugeben.
Leider handelt man sich auf diese Weise artifizielle Stro¨mungen ein, die da-
durch hervorgerufen werden, dass man in den Quelltermen – durch die exakte
Berechnung der Ableitungen – eine ho¨here Genauigkeit erzielt als in den nu-
merischen Flu¨ssen.
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Man verdeutlicht sich dieses Problem am besten anhand eines einfachen Bei-
spiels. Dazu betrachte man ein hydrostatisches Problem fu¨r das System der
Eulergleichungen (3.28) ohne externe Kra¨fte. Es verschwinden also die Zeita-
bleitungen und alle Terme, die die Geschwindigkeiten enthalten. Die Glei-
chung fu¨r die ξ-Komponente des Impulses reduziert sich auf
1√
g
∂
∂ξ
(
hηhφP
)− P(cηˆξˆηˆ + cφˆξˆφˆ) = 0
oder mit Hilfe der Darstellung der Kommutatorkoeffizienten (3.6):
∂P
∂ξ
= 0.
Die Druckgradienten mu¨ssen also u¨berall verschwinden. Das ist nichts ande-
res als die hydrostatische Bedingung.
Man wende sich nun der diskretisierten Variante dieser Gleichung zu. Mit
Gleichung (4.19) erha¨lt man fu¨r eine beliebige Zelle[
Fi+ 1
2
]
2
−
[
Fi− 1
2
]
2
∆Vij
−
〈
P
(
cηˆξˆηˆ + cφˆξˆφˆ
)〉
Dij
= 0. (4.41)
Dabei ist fu¨r die numerischen Flu¨sse nur die ξ-Komponente der Impulsglei-
chung, also die zweite Komponente der Flussvektoren, einzusetzen. Nimmt
man nun an, dass der Druck konstant ist, die Gradienten also u¨berall ver-
schwinden, ergibt sich fu¨r die numerischen Flu¨sse mit Hilfe der Mittelpunkts-
regel [
Fmr
i± 1
2
]
2
= ∆Ai± 1
2
,jP0
und fu¨r den Mittelwert des geometrischen Quellterms
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.
Mit den Fla¨chenelementen der Mittelpunktsregel (4.23) schreibt sich Gl. (4.41)
dann wie folgt:
P0
∆η
∆V mrij
{(
heηh
e
φ − hwη hwφ
)
−∆ξ ∂
∂ξ
(
hηhφ
)∣∣∣∣
ξi,ηj
}
= 0.
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Man sieht sofort, dass die Differenz in der geschweiften Klammer nur dann
identisch null ist, wenn man die Ableitung der Skalierungsfunktionen durch
zentrale Differenzen mittels der Zellrandwerte approximiert. Fu¨r die diskre-
tisierten Kommutatorkoeffizienten schreibt man daher, wenn man die Mit-
telpunktsregel zur Approximation der Flussintegrale verwendet2:
cmr
ηˆξˆηˆ
= hcφ
(
heη − hwη
) ∆η
∆V mrij
cmr
ξˆηˆξˆ
= hcφ
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= hcη
(
heφ − hwφ
) ∆η
∆V mrij
cmr
φˆηˆφˆ
= hcξ
(
hnφ − hsφ
) ∆ξ
∆V mrij
.
(4.42)
Eine a¨hnliche Betrachtung fu¨hrt auf die Formeln fu¨r die Kommutatorkoef-
fizienten der Trapezregel. Allerdings reicht es hier nicht mehr aus, lediglich
einen Term pro Zelle anzugeben. Die Approximation der Integrale mittels
der Trapezregel erfordert die Auswertung der Integranden in den vier Ecken
der Zellen. Dementsprechend ergeben sich auch pro Zelle viermal die vier
Kommutatorkoeffizienten. Es seien an dieser Stelle nur die fu¨r den Ausdruck
cηˆξˆηˆ aufgelistet. Die anderen lassen sich dann ganz analog berechnen.
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∆V trij
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hneη − hnwη
) ∆η
∆V trij
(4.43)
Wichtig ist an dieser Stelle, dass nur Eckdaten der Zelle {ij} Verwendung
finden. Das liegt daran, dass in den numerischen Flu¨ssen die Fla¨chenelemente
nur mit Hilfe der Werte in den Zellecken gewonnen werden (vgl. 4.27). Daher
du¨rfen auch die Kommutatorkoeffizienten nicht mit Werten aus benachbarten
Zellen gebildet werden. Andernfalls handelt man sich das oben geschilderte
Problem mit den ku¨nstlichen Druckgradienten ein, da sich die geometrischen
Quellterme nicht mit den entsprechenden Termen in den Flussintegralen zu
null addieren ko¨nnen.
4.4 Zeitintegration
Durch die Abspaltung der Zeitdifferentiation von den ra¨umlichen Differenzen
im semidiskreten KT-Schema hat man ein sehr flexibles Verfahren gewonnen.
Man kann je nach Anforderung an das numerische Problem einfache explizite
2Mit dem Index ”c“ werden die zentralen Werte bei (ξi, ηj) gekennzeichnet.
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Verfahren, Mehrschrittverfahren oder auch implizite Verfahren zur Lo¨sung
des gewo¨hnlichen Differentialgleichungssystems verwenden.
Es ist hilfreich, das verbleibende Differentialgleichungsproblem etwas zu ab-
strahieren. Die rechte Seite in der Zeitentwicklungsgleichung (4.19) ist als
Funktion der Gittergro¨ßen uij zum Zeitpunkt t aufzufassen
3. Daher schreibt
man
f(uij) = −
Fi+ 1
2
−Fi− 1
2
∆Vij
−
Gj+ 1
2
− Gj− 1
2
∆Vij
+ 〈S〉Dij .
Mit den Ausfu¨hrungen der vorangegangenen Kapitel ist es mo¨glich, diese
Funktion auszuwerten. Sind die Gittergro¨ßen uij zu einem Anfangszeitpunkt
t0 gegeben, kann man im Prinzip mit einem einfachen expliziten Eulerschema
die Daten zu einem spa¨teren Zeitpunkt t0 +∆t gema¨ß
uij(t0 +∆t) = uij(t0) + ∆t f
(
uij(t0)
)
(4.44)
berechnen. Bei solch einem expliziten Verfahren unterliegt die Zeitschritt-
weite allerdings einer wichtigen Einschra¨nkung: Der Courant-Friedrichs-Levi
(CFL) Bedingung. Fu¨r den Fall, dass man versucht, das gewo¨hnliche Diffe-
rentialgleichungssystem implizit zu lo¨sen, sei noch angemerkt, dass man auf
sehr effiziente Verfahren angewiesen ist. Die so einfach erscheinende Glei-
chung ist na¨mlich eine Vektorgleichung, die fu¨r jeden Gitterpunkt gelo¨st
werden muss. Dabei ha¨ngt die Funktion f in nichtlinearer Weise von den uij
der jeweiligen Zelle und der benachbarten Zellen ab, so dass eine Umkehrung
dieser Abbildung ziemlich aufwendig ist.
4.4.1 CFL Bedingung
Damit bei einem Expliziten Schema zur Zeitintegration das Verfahren stabil
bleibt, ist es no¨tig, die Zeitschrittweite zu begrenzen. Wie Courant, Friedrichs
und Levi gezeigt haben (vgl. Hirsch 1988b, Kap. 8.1.2), besteht ein Zusam-
menhang zwischen dem maximalen Zeitschritt ∆t, der ra¨umlichen Auflo¨sung
∆x und den Signalgeschwindigkeiten innerhalb einer Zelle ai.
max
i
(
∆t
∆x
max
k
∣∣a(k)i ∣∣) < 1 (4.45)
Der Index i durchla¨uft dabei alle Gitterzellen und der Index k alle Signal-
geschwindigkeiten innerhalb der Zelle i. Anschaulich bedeutet diese in der
3Der Einfachheit halber wurde hier die explizite Abha¨ngigkeit von der Zeit t und den
Gitterpunkten ξi, ηj in der Notation weggelassen.
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Literatur unter dem Namen CFL Bedingung bekannte Relation, dass Signa-
le, die von den Zellra¨ndern ausgehen, innerhalb eines Zeitschrittes nicht mit
Signalen benachbarter Zellen interferieren du¨rfen.
Um die Zeitschrittweite zu begrenzen, fu¨hrt man daher die sog. Courant oder
CFL Zahl ein. Fu¨r ein zweidimensionales Problem ergibt sich dann fu¨r den
Zeitschritt
∆t = CFL ·
{
max
i,j
(
maxk
∣∣a(k)i ∣∣
∆x
,
maxk
∣∣b(k)j ∣∣
∆y
)}−1
mit 0 < CFL < 1.
(4.46)
Die Signalgeschwindigkeiten erha¨lt man wiederum aus den Eigenwerten der
Jacobimatrizen.
Im Falle krummliniger Koordinaten ist darauf zu achten, dass man statt
der Koordinatenabsta¨nde ∆x und ∆y die echte ra¨umliche Ausdehnung der
Zellen, also die diskrete Form der Linienelemente, verwendet.
∆x→ hξ∆ξ und ∆y → hη∆η
4.4.2 Randbedingungen
Es gibt eine Vielzahl von Mo¨glichkeiten, die Randbedingungen fu¨r ein nu-
merisches Verfahren zur Lo¨sung von zeitabha¨ngigen hydrodynamischen Pro-
blemen zu stellen. Fu¨r einen umfassenden U¨berblick sei auf Hirsch (1988a)
verwiesen. Im Allgemeinen ha¨ngen die Randwerte von der Lo¨sung des Rie-
mannproblems und daher von den Eigenwerten der Jacobimatrizen am Rand
des Rechengebiets ab.
Man muss also bei der Festlegung von Randwerten darauf achten, wie die
Charakteristiken am Rand verlaufen. Generell gilt: Fu¨r jede einlaufende Cha-
rakteristik ist ein Randwert festzulegen und fu¨r jede auslaufende Charakte-
ristik muss der Randwert mittels einer Kompatibilita¨tsbedingung mit Hilfe
von Werten aus dem Rechengebiet bestimmt werden. Beachtet man diese
fundamentale Regel nicht, so la¨uft man Gefahr, dass das Gleichungssystem
am Rand u¨berbestimmt ist.
Upwind Verfahren erfu¨llen diese Bedingungen automatisch. Um dieses Ver-
halten besser zu verstehen, betrachte man eine einfache lineare Advektions-
gleichung vom Typ
∂u
∂t
+ a
∂u
∂x
= 0 mit a > 0 (4.47)
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x
t
dx
d t
= a
tn
tn+1
xix0 xN+1
Abbildung 4.4: Charakteristiken bei der lineare Advektionsgleichung
und deren upwind Approximation mittels
un+1i = u
n
i − a
∆t
∆x
(
uni − uni−1
)
mit i = 1 . . . N.
Man sieht sofort, dass fu¨r i = 1 ein Randwert fu¨r u0 festgelegt werden muss,
wa¨hrend es unerheblich ist, was am Rand bei i = N+1 eingesetzt wird. Dieser
Wert hat keinerlei Auswirkungen auf die Daten bei i = N . Da a > 0 ist,
laufen die Charakteristiken dx
d t
= a bei i = 1 ins Rechengebiet ein, wa¨hrend
sie bei i = N herauslaufen.
Diese Situation ist in Abbildung 4.4 schematisch dargestellt. Die Schar der
Charakteristiken wird durch die gestrichelten Linien repra¨sentiert. Eine Lo¨sung
un+1i bei xi zum Zeitpunkt tn+1 wird durch den Randwert u
n
0 zur Zeit tn be-
stimmt. Im Gegensatz dazu haben die Werte bei xN+1 keinerlei Auswirkungen
auf die Lo¨sung innerhalb des Rechengebiets.
Wie schon in Kapitel 4.1.4 angemerkt wurde, hat sich fu¨r das KT Verfah-
ren die Bezeichnung central-upwind Verfahren durchgesetzt, weil es trotz des
zentralen Schemas die Ausbreitungsrichtung der Signale beru¨cksichtigt. Das
bedeutet, dass an einem Rand, an dem alle Charakteristiken aus dem Re-
chengebiet herauslaufen (U¨berschall-Ausfluss), die Eigenwerte der Jacobima-
trix alle gro¨ßer als null4 sind und daher die minimale Wellengeschwindigkeit
4Das ha¨ngt natu¨rlich von der Position des Randes bezogen auf die Lage des Rechenge-
biets ab. Der Einfachheit halber sei hier davon ausgegangen, dass fu¨r die Koordinaten am
Rand xN+1 > xN gilt, andernfalls wa¨ren alle Eigenwerte kleiner als null.
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a−
N+ 1
2
= 0 gesetzt wird (vgl. Gln. 4.3, 4.4). Das hat zur Folge, dass die Rand-
werte nicht in die Flussberechnung eingehen (vgl. Gln. 4.22, 4.26) und somit
auch keinerlei Auswirkungen auf die Lo¨sung haben.
Bei Unterschall-Stro¨mungen ist die Lage komplizierter. Hier ko¨nnen und
mu¨ssen die Daten vom Rand eine Rolle spielen, da die Eigenwerte sowohl
positiv als auch negativ sein ko¨nnen. Gleiches gilt bei U¨berschall-Einflu¨ssen;
weil in diesem Fall alle Charakteristiken ins Rechengebiet hineinlaufen, mu¨s-
sen sogar alle Gro¨ßen am Rand festgelegt werden.
Wie man die Randbedingungen in diesen Fa¨llen korrekt stellt, ist nicht Ge-
genstand der Untersuchungen in dieser Arbeit. Dazu sei auf die entsprechen-
de Fachliteratur verwiesen. Wie schon im einleitenden Abschnitt zu diesem
Kapitel angemerkt, findet sich bei Hirsch (1988a) eine recht ausfu¨hrliche Dar-
stellung nebst vieler Literaturangaben. Da aber die charakteristischen Glei-
chungen des jeweils betrachteten Systems von Erhaltungsgleichungen dabei
eine zentrale Rolle einnehmen, sei an dieser Stelle auf Anhang C verwiesen.
Mit Hilfe der dort aufgelisteten charakteristischen Gleichungen fu¨r das Sys-
tem (3.28) kann man sich die Kompatibilita¨tsbedingungen beschaffen, mit
denen man fu¨r die auslaufenden Charakteristiken die Randwerte berechnet.
4.4.3 Runge-Kutta-Schema
Das explizite Euler-Schema aus Gleichung (4.44) ist zwar eine einfache, aber
keineswegs besonders gute Lo¨sung des Zeitintegrationsproblems, da es ledig-
lich erster Ordnung in ∆t ist. Eine deutliche Verbesserung la¨sst sich mit Hilfe
der Verfahren von Shu (1988) und Shu und Osher (1988) erzielen. Kurganov
und Tadmor (2000) haben gezeigt, dass diese Verfahren auch auf das KT
Schema anwendbar sind.
Diese Verfahren bilden eine Familie von Pra¨diktor-Korrektor-Verfahren, bei
denen der erste Schritt aus dem expliziten Eulerschema besteht:
u
(1)
ij = uij(tn) + ∆t f
(
uij(tn)
)
u
(k+1)
ij = ζkuij(tn) +
(
1− ζk
)(
u
(k)
ij +∆t f
(
u
(k)
ij
))
uij(tn +∆t) = u
(s)
ij fu¨r k = 1, . . . , s− 1
(4.48)
und (
ζ1, ζ2
)
=
{(
1
2
, 0
)
fu¨r s = 2(
3
4
, 1
3
)
fu¨r s = 3.
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berechne u
(k)
i
setze Randwerte u
(k)
0 = a , u
(k)
N+1 = b
Anfangsdaten zur Zeit t:
{
ui
}
i=1,..N
Randwerte setzen: u0 = a , uN+1 = b
ODE-Lo¨ser: ui(t)→ ui(t+∆t) fu¨r i = 1, ..N
Zeitschrittweite berechnen: ∆t = CFL · ∆x
amaxi
fu¨r k = 1, . . . , s− 1
Abbildung 4.5: Schematische Darstellung der Zeitintegration
Fu¨r s = 2 ist dieses Schema identisch mit dem Verfahren von Heun mit nur
einer Iteration des Korrektors.
Das Grundschema dieses Zeitintegrationsverfahrens findet sich in Abbildung
4.5. Hierbei ist wichtig, dass jedes Mal in die Zeitschrittberechnung die Rand-
werte einbezogen werden. Außerdem mu¨ssen bei jedem Korrektorschritt die
Randwerte neu gesetzt werden.
Kapitel 5
Realisierung
5.1 Programmstruktur
Eine wesentliche Aufgabe bei der Entwicklung numerischer Verfahren ist de-
ren effiziente Realisierung in einem Computerprogramm. Nur so ist man auch
in der Lage zu zeigen, dass mit ihrer Hilfe tatsa¨chlich Lo¨sungen gewonnen
werden ko¨nnen, die sich z.B. mit astronomischen Beobachtungen oder Labor-
ergebnissen vergleichen lassen. Zu diesem Zweck wurde, basierend auf dem
im vorangegangenen Abschnitt beschriebenen Verfahren, ein neues Compu-
terprogram in der Programmiersprache FORTRAN 95 entwickelt.
Die Hauptaufgabe des Programms la¨sst sich in wenigen Worten so umreißen:
Berechne, ausgehend von einem Satz diskreter Anfangswerte zu einem Zeit-
punkt t0 unter Beru¨cksichtigung der Randwerte, eine Approximation fu¨r die
Lo¨sung des partiellen Differentialgleichungssystems (3.28) zu einem spa¨te-
ren Zeitpunkt t1 und speichere das Ergebnis. Das im Kapitel 4 beschriebene
Verfahren dient dabei als Grundlage fu¨r den Algorithmus, der die zeitliche
Entwicklung beschreibt. Neben dieser Hauptaufgabe verlangt eine konkrete
Realisierung aber auch eine Reihe von Verwaltungsalgorithmen, die z.B. die
Ein- und Ausgabe regeln.
Die Programmiersprache FORTRAN 95 bietet zur besseren Strukturierung
eines Programms die Mo¨glichkeit, die wesentlichen Algorithmen in Unterein-
heiten, sog. Modulen, zusammenzufassen. Davon wurde intensiv Gebrauch
gemacht, weil es die Lesbarkeit eines Programmes erheblich erho¨ht, ohne
einen nachteiligen Einfluss auf die Effizienz zu haben. Ziel dieses Abschnitts
ist es, einen groben Einblick in die Organisation des Programmcodes und die
Aufteilung der verschiedenen Arbeitsschritte auf die Module zu geben.
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5.1.1 Initialisierung
Im Großen und Ganzen bringt jedes Modul seine eigene Initialisierungsrou-
tine mit, in der ein Speicherbereich fu¨r die im Modul verwendeten Variablen
reserviert wird und wichtige Variablen mit Werten initialisiert werden. Die-
se Unterprogramme werden zu Beginn des Hauptprogramms der Reihe nach
aufgerufen, wie in dem Programmauszug 5.1 zu sehen ist. Die Parameter
Control und Mesh dienen zur Ablaufsteuerung des Programms. Ihre Da-
tentypen werden im Modul Types in der Datei types.f90 festgelegt. Kurz
umrissen la¨uft die Programminitialisierung so ab, dass im Unterprogramm
InitProgram durch den Benutzer die wesentlichen Simulationsparameter
gesetzt und an die anderen Initialisierungsroutinen u¨bergeben werden.
Ebenso besitzen die meisten Module ein entsprechendes Unterprogramm, das
bei Beendigung des Hauptprogramms z.B. den Speicher wieder freigibt. Die-
se Unterprogramme werden in umgekehrter Reihenfolge am Programmende
aufgerufen.
. . .
40 call InitIntegration
call InitProgram(Control ,Mesh , . . . )
call InitInfo
call InitLogging(Control ,Mesh , . . . )
call InitMesh(Control ,Mesh)
45 call InitPhysics(Control ,Mesh , . . . )
call InitSources(Control ,Mesh , . . . )
call InitBoundary(Control ,Mesh , . . . )
call InitBoundaryData(Control ,Mesh , . . . )
call InitOutput(Control ,Mesh , . . . )
50 call InitTimedisc(Control ,Mesh)
call InitFluxes(Control ,Mesh)
. . .
Listing 5.1: Programminitialisierung in main.f90
5.1.2 Hauptprogramm
Das Hauptprogramm besteht im Wesentlichen aus einer Schleife, die so lange
durchlaufen wird, bis eine maximale Anzahl von Iterationen oder der vom
Benutzer vorgegebene Endzeitpunkt erreicht worden ist. Zur Programmsteue-
rung werden die Kontrollparameter Control und Mesh an die entsprechen-
den Unterprogramme u¨bergeben. Die Feldgro¨ßen cvar und pvar enthalten
5.1. PROGRAMMSTRUKTUR 75
die konservativen bzw. primitiven Variablen fu¨r alle Gitterpunkte zum jeweils
aktuellen Zeitpunkt.
In einem Schleifendurchlauf arbeitet das Hauptprogramm die folgenden drei
Arbeitsschritte ab (siehe Listing 5.2):
1. Bestimmung der maximalen Zeitschrittweite ∆t,
2. ggf. Datenausgabe in eine externe Datei,
3. Berechnung der Lo¨sung zum neuen Zeitpunkt t+∆t.
Die beiden Unterprogramme CalcTimestep und SolveODE befinden sich
im Modul Timedisc in der Datei timedisc.f90. CalcTimestep ermit-
telt die mo¨gliche Zeitschrittweite, indem ein Ausdruck von der Form (4.46)
ausgewertet wird, und in SolveODE wird das System der gewo¨hnlichen Diffe-
rentialgleichungen (4.19) gelo¨st. Die entscheidenden Schritte dieses Vorgangs
findet man in der schematische Darstellung der Zeitintegration in Abbildung
4.5. Zur Zeit wird nur das in Abschnitt 4.4.3 beschriebene Runge-Kutta Ver-
fahren unterstu¨tzt. Es ist allerdings ohne gro¨ßeren Aufwand mo¨glich, das
Programm an dieser Stelle zu erweitern. Die dafu¨r beno¨tigte Schnittstelle
dafu¨r ist bereits vorhanden.
. . .
101 ! main loop
102 do i=1,Control%maxiter
. . .
110 call CalcTimestep(Control ,Mesh ,cvar ,pvar , . . . )
111 ! wr i t e data to f i l e
112 if (time .eq .otime) then
113 call WriteOutput
. . .
120 if (time .gt .Control%stoptime) exit
. . .
129 end if
130 call SolveODE(Control ,Mesh , . . . , cvar ,pvar , . . . )
131 end do
. . .
Listing 5.2: Hauptschleife in main.f90
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5.2 Benutzerfunktionen
Das Modul Init in der Datei init.f90 ist dafu¨r vorgesehen, die simulati-
onsspezifischen Einstellungen vorzunehmen. In dieser Unterprogrammeinheit
findet sich das zentrale Unterprogramm InitProgram, mit dem die Kon-
trollvariablen gesetzt werden. Außerdem muss der Benutzer die Anfangsbe-
dingungen fu¨r die Simulation in InitData festlegen. Die Unterprogramme
InitBoundaryData, SetUserBoundary und SetUserFaceBoundary
mu¨ssen nur dann angepasst werden, wenn besondere Randbedingungen gel-
ten sollen, ansonsten kann aus einer Reihe von Standardrandbedingungen
mittels der Kontrollvariablen ausgewa¨hlt werden.
5.2.1 Setzen der Kontrollvariablen
Neben den Variablen Control und Mesh gibt es noch weitere Strukturen,
die der Programmsteuerung dienen. Da wa¨ren zuna¨chst FileIO und LogIO.
Mit ihrer Hilfe steuert man die Ein- und Ausgabe der Simulationsdaten so-
wie etwaiger Protokolldaten, die dazu dienen, eine abgebrochene Simulati-
on fortsetzen zu ko¨nnen. Außerdem gibt es die Variablen BoundCond und
SourceTerms, mit denen man die Randbedingungen festlegt und eventuell
Quellterme, wie z.B. die Gravitation einer Punktmasse aktiviert. Eine kurze
Erla¨uterung der Funktionsweise aller Variablenkomponenten findet sich bei
deren Typdefinition in der Datei types.f90.
Komponente Funktion mo¨gliche Werte
maxiter maximale Anzahl der Zeitschritte integer > 1
stoptime Abbruchzeit fu¨r die Simulation real > 0
geometry Geometrie; z.B kartesisch, polar, etc. 1, . . . 7
physics Physik; z.B. ideales Gas mit Drehimpuls 1, . . . 4
nvar Anzahl der physikalischen Variablen 4, 5
primrecon Rekonstruktion in primitiven Variablen true, false
fluxtype Quadraturregel fu¨r die Flussintegrale 1, 2
limiter Limiterfunktion 1, . . . 4
CFL Courant Zahl 1 > real > 0
Tabelle 5.1: Komponenten der Variablen Control
In Tabelle 5.1 sind die wichtigsten Komponenten der Variablen Controlmit
ihren mo¨glichen Werten aufgelistet. Die Bedeutung der Auswahlmo¨glichkei-
ten bei manchen Variablen wird in Abschnitt 5.3 behandelt.
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Komponente Funktion mo¨gliche Werte
xmin,xmax x-Ausdehnung des Rechengebiets real
ymin,ymax y-Ausdehnung des Rechengebiets real
imin,imax minimaler und maximaler x-Index integer
jmin,jmax minimaler und maximaler y-Index integer
Tabelle 5.2: Benutzerdefinierte Komponenten der Variablen Mesh
Die Eigenschaften des Gitters stellt man mit Hilfe der Mesh Variablen (vgl.
Tabelle 5.2) ein. Alle weiteren gitterspezifischen Gro¨ßen werden dann im
Unterprogramm InitMesh initialisiert. Dazu geho¨ren unter anderem die
Fla¨chen- und Volumenelemente sowie die Kommutatorkoeffizienten, die in
Abha¨ngigkeit von der gewa¨hlten Quadraturregel fu¨r die Flussintegrale be-
rechnet werden.
Die wichtigsten Ein- und Ausgabevariablen sind in Tabelle 5.3 zusammen-
gefasst. Dort gibt man die gewu¨nschten Dateinamen und Ausgabezeiten an.
Außerdem kann fu¨r die Datenausgabe zwischen verschiedenen Dateiforma-
ten gewa¨hlt werden. Zur Zeit werden zwei Mo¨glichkeiten unterstu¨tzt, eine
simple spaltenweise Ausgabe, die zusa¨tzlich nach Blo¨cken in den ra¨umlichen
Variablen und der zeitlichen Abfolge unterteilt ist sowie eine strukturierte
Ausgabe im OpenDX-Format des IBM Data Explorers.
Komponente Funktion mo¨gl. Werte
FileIO%filename Name der Ausgabedatei string
FileIO%type Dateityp 1, 2
FileIO%outstart Beginn der Ausgabe real > 0
FileIO%outend Ende der Ausgabe real > 0
FileIO%step Zeitschritt zwischen den Ausgaben real > 0
LogIO%filename Name der Protokolldatei string
LogIO%logdt Zeitabstand in Echtzeit (Sekunden) integer
Tabelle 5.3: Ein- und Ausgabevariablen
5.2.2 Anfangs- und Randbedingungen
Fu¨r jede Simulation ist es zwingend erforderlich, dass die konservativen Varia-
blen im gesamten Rechengebiet auf definierte Anfangswerte gesetzt werden.
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Dies geschieht im Unterprogramm InitData im Modul Init. Die konser-
vativen Variablen sind in der dreifach indizierten Feldgro¨ße cvar abgelegt.
Die ersten beiden Indizes laufen entlang der x- und y-Koordinaten1, wa¨hrend
sich der letzte Index auf die Komponenten des Vektors der Erhaltungsgro¨ßen
bezieht. Diese ha¨ngen vom Wert der Variablen Control%physics ab. Ge-
nerell gilt, dass die erste Komponente die Dichte entha¨lt, gefolgt von den
Impulsdichten in x- und y-Richtung und ggf. der Drehimpulsdichte. Im Fall
eines idealen Gases entha¨lt die letzte Komponente die Energievariable nach
Gl. (3.21).
Es ist auch mo¨glich, die Anfangsbedingungen in den primitiven Variablen zu
formulieren. Dann ist es allerdings erforderlich, sie in die konservativen Varia-
blen zu tranformieren. Das geschieht mit dem imModul Physics definierten
Unterprogramm Convert2Conservative. Die primitiven Variablen sind
ebenfalls in einer dreifach indizierten Feldgro¨ße pvar abgelegt. Auch hier
beziehen sich die ersten beiden Indizes auf die Koordinaten, wa¨hrend der
letzte Index, abha¨ngig von der gewa¨hlten Physik, den Vektor der primitiven
Variablen fu¨r jede Zelle entha¨lt. Die erste Komponente ist wieder die Dich-
te, gefolgt von den Geschwindigkeitskomponenten und ggf. dem spezifischen
Drehimpuls sowie eventuell dem Druck2.
Randbedingung Wert von bctype
benutzerdefiniert 0
verschwindende Gradienten 1
Extrapolation 1. Ordnung 2
periodisch 3
reflektierend 4
reflektierend an einer Achse 5
Tabelle 5.4: Standardrandbedingungen
Bei den Randbedingungen stehen einem zwei Mo¨glichkeiten offen. Zum einen
ist es mo¨glich, aus einer begrenzten Zahl von Standardrandbedingungen aus-
zuwa¨hlen, zum anderen kann der Benutzer aber auch individuelle Randbe-
dingungen festlegen. Ersteres ist sehr einfach zu bewerkstelligen. Dazu muss
man lediglich in InitProgram die Komponente bctype der Variablen
BoundCond fu¨r jeden der vier Ra¨nder auf einen bestimmten numerischen
Wert gro¨ßer als null setzen (vgl. Tabelle 5.4).
1Im Programm werden die Koordinaten ξ und η mit x und y bezeichnet.
2siehe dazu auch Abschnitt 5.3.2
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Will man individuelle Randbedingungen stellen, muss man bctype fu¨r den
jeweiligen Rand auf null setzen und die Randwerte in den Unterprogrammen
SetUserBoundary und SetUserFaceBoundary durch entsprechende
Zuweisungen mit Daten belegen. Die Ra¨nder werden zusammen mit dem In-
neren des Rechengebiets in den Variablen cvar und pvar abgespeichert. Die
Randindizes sind dabei um eins kleiner (gro¨ßer) als der minimale (maximale)
Index der jeweiligen Koordinaten. So ist z.B. der Randwert bei Mesh%xmin
beim Index Mesh%imin−1 abgespeichert. Diese zusa¨tzlichen Daten werden
in der Literatur auch ha¨ufig als Geisterzellen bezeichnet, weil neben den Da-
ten fu¨r die Zellmittelwerte innerhalb des Rechengebiets an allen Ra¨ndern
jeweils eine weitere Reihe von Zellen angefu¨gt wird.
Das lineare Rekonstruktionsverfahren erfordert es außerdem noch, dass auch
an den dem Rechengebeit zugewandten Zellra¨ndern der Randzellen die Zell-
randdaten definiert werden. Daher muss der Benutzer die entsprechenden
Variablen im Unterprogamm SetUserFaceBoundary mit Daten belegen.
5.3 Wichtige Module
Grundsa¨tzlich kann man u¨ber die im vorangegangenen Abschnitt beschriebe-
nen Kontrollvariablen viele Simulationsparameter den eigenen Bedu¨rfnissen
anpassen. Allerdings ist man darauf angewiesen, dass das Programm dann
auch die beno¨tigte Funktionalita¨t zur Verfu¨gung stellt. Will man hingegen
beispielsweise andere Koordinaten oder neue physikalische Effekte untersu-
chen, ist man dazu gezwungen, tiefer in den Programmcode einzugreifen.
Die sehr allgemein gehaltenen Strukturen des numerischen Verfahrens erlau-
ben es, dass man mit nur wenigen Anpassungen ga¨nzlich neue physikalische
Probleme untersuchen kann. Grundsa¨tzlich ist man nicht einmal auf ein hy-
drodynamisches Problem festgelegt. Solange man nur eine Advektionsglei-
chung vom Typ (3.28) betrachtet, muss man nicht viele Erga¨nzungen vor-
nehmen. Hier erweist sich die modulare Struktur des Programms als a¨ußerst
nu¨tzlich.
In den folgenden Abschnitten soll ein Einblick in die Implementierungsstrate-
gie bei den entscheidenden Unterprogrammeinheiten gegeben werden. Gene-
rell gilt fu¨r die meisten Basiselemente, dass es ein generisches Unterprogramm
gibt, wo mittels einer select-Anweisung zwischen verschiedenen Mo¨glich-
keiten ausgewa¨hlt wird. Die unterste Ebene bilden dann soweit mo¨glich ele-
mentweise wirkende Funktionen oder Unterprogramme. Diese Vorgehenswei-
se erlaubt es, die wesentlichen Programmfunktionen durch Kontrollvariablen
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zu steueren, ohne dabei Einbußen bei der Effizienz hinnehmen zu mu¨ssen.
Hinzu kommt, dass die elementweise wirkenden Unterprogramme von ihrer
Struktur her sehr einfach zu verstehen sind, da sie lediglich auf skalaren
Gro¨ßen operieren. So kann auch jemand, der nicht so vertraut mit Details
des Programmcodes ist, ohne große Schwierigkeiten eigene elementare Un-
terprogramme hinzufu¨gen.
5.3.1 Geometrie
In Kapitel 3 wurden verallgemeinerte orthonormale Koordinatensysteme ein-
gefu¨hrt, und es wurde ganz bewusst darauf verzichtet, schon an dieser Stelle
auf bestimmte Koordinaten zu spezialisieren. Diese Herangehensweise zahlt
sich nun aus, denn es ist ohne große Umsta¨nde mo¨glich, den Programmcode
um neue Koordinaten zu erweitern.
Eine wesentliche Rolle spielen dabei die Skalierungsfaktoren hξ, hη und hφ,
denn mit ihrer Hilfe ko¨nnen alle relevanten geometrischen Gro¨ßen berechnet
werden. Es sei an dieser Stelle noch einmal ausdru¨cklich auf Abschnitt 4.3.1
verwiesen. Dort wurde gezeigt, dass es besser ist, die Ableitungen der Ska-
lierungsfunktionen, die fu¨r die Kommutatorkoeffizienten gebraucht werden,
nicht analytisch, sondern numerisch zu bestimmen. Man kann also ein neues
Koordinatensystem einfu¨hren, indem man ein elementares Unterprogramm
hinzufu¨gt, das die Skalierungsfaktoren als Funktionen der Koordinaten be-
rechnet.
Zur Veranschaulichung betrachte man z.B. den Programmkopf des elementa-
ren Unterprogramms zur Berechnung der Skalierungsfunktionen fu¨r Kugel-
koordinaten:
elemental subroutine ScaleFactors_spherical(x ,y , &
hx ,hy ,hz)
real , intent(in) : : x ,y
real , intent(out) : : hx ,hy ,hz
Die Variablen x und y stehen fu¨r die krummlinig orthogonalen Koordinaten
r und θ, wie sie u¨berlicherweise definiert werden. Die Skalierungsfaktoren fu¨r
Kugelkoordinaten lauten dann:
hr = 1, hθ = r, hφ = r sin θ.
Sie werden im Programm durch hx, hy und hz repra¨sentiert. Will man die
neuen Koordinaten benutzen, ist lediglich in der Datei meshsetup.f90 an
geeigneter Stelle ein Eintrag hinzuzufu¨gen (siehe Listing 5.3) und die Variable
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77 select case(Control%geometry)
78 case (1 )
. . .
87 case (4 )
88 ! s p h e r i c a l mesh
89 call CalcCellProperties(Control ,Mesh , &
90 ScaleFactors_spherical)
. . .
102 end select
Listing 5.3: Berechnung der geometrischen Gro¨ßen in meshsetup.f90
Control%geometry mit dem entsprechenden Wert zu initialisieren. Neben
dieser Erga¨nzung ist es außerdem nu¨tzlich – wenn auch nicht zwingend erfor-
derlich –, wenn man elementare Transformationen zwischen kartesischen und
krummlinigen Koordinaten und Vektorgro¨ßen zur Verfu¨gung stellt. Die Be-
rechnung einiger Quellterme verlangt dies. Fu¨r die reinen Eulergleichungen
ist es nicht von Belang. In Tabelle 5.5 ist eine Liste der zur Zeit unterstu¨tzten
Koordinatensysteme angegeben.
Koordinatensystem Control%geometry
kartesische Koordinaten 1
ebene Polarkoordinaten 2
Zylinderkoordinaten 3
Kugelkoordinaten 4
logarithmische Zylinderkoordinaten 5
logarithmische Kugelkoordinaten 6
oblat-spheroide Koordinaten 7
Tabelle 5.5: Koordinatensysteme
5.3.2 Physik
Die Bezeichnung fu¨r das Physics Modul mag ein wenig missversta¨ndlich
sein. Es ist nicht grundsa¨tzlich so, dass ein neues physikalisches Problem au-
tomatisch bedeutet, dass der Programmcode in diesem Modul zu erga¨nzen
ist. Viele Vera¨nderungen verlangen eher neue Quellterme, und die mu¨ssen
im Modul Sources hinzugefu¨gt werden. Damit bescha¨ftigt sich das Kapi-
tel 5.3.4.
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Im Physics Modul befinden sich die elementaren Funktionen, die fu¨r die
Berechnung der numerischen Flu¨sse beno¨tigt werden (vgl. Gln. 4.22, 4.26).
Dazu geho¨ren Unterprogramme fu¨r die Berechnung der Flussvektoren sowie
der minimalen und maximalen Eigenwerte der Jacobimatrizen. Außerdem
muss man Transformationen zwischen den primitiven und konservativen Va-
riablen definieren.
Die Kopfzeilen des Unterprogramms zur Berechnung der minimalen und ma-
ximalen Wellengeschwindigkeiten fu¨r das Problem der Eulergleichungen sieht
folgendermaßen aus:
elemental subroutine CalculateWaveSpeeds_euler(rho , &
v ,p ,gamma ,amin ,amax)
real , intent(in) : : rho ,v ,p ,gamma
real , intent(out) : : amin ,amax
Als Funktionsparameter mu¨ssen die Dichte, die Geschwindigkeit entlang der
entsprechenden Koordinaten, der Druck und das Verha¨ltnis der spezifischen
Wa¨rmekapazita¨ten γ u¨bergeben werden. Die Ausgabeparameter sind dann
minimaler und maximaler Eigenwert der betrachteten Jacobimatrix.
Die Flussvektoren fu¨r die Eulerflu¨sse liefert ebenfalls ein elementares Unter-
programm.
elemental subroutine CalculateFlux_euler3D(rho ,v ,P , &
m1 ,m2 ,m3 ,E ,f1 ,f2 ,f3 ,f4 ,f5)
real , intent(in) : : rho ,v ,P ,m1 ,m2 ,m3 ,E
real , intent(out) : : f1 ,f2 ,f3 ,f4 ,f5
Eingabeparameter sind hier Dichte, Geschwindigkeit, Druck, die Impulskom-
ponenten und die Gesamtenergie. Fu¨r das System (3.28) ist die dritte Impuls-
komponente durch den Drehimpuls und die Energie durch Gl. (3.21) gegeben.
Ru¨ckgabewerte sind dann die fu¨nf Flusskomponenten.
Außerdem definiert man elementare Transformationen, die primitive in kon-
servative Variablen konvertieren und umgekehrt:
elemental subroutine Prim2Cons_euler3D(gamma ,rho_in , &
u ,v ,K ,P ,rho_out ,mu ,mv ,L ,E)
real , intent(in) : : gamma ,rho_in ,u ,v ,K ,P
real , intent(out) : : rho_out ,mu ,mv ,L ,E
elemental subroutine Cons2Prim_euler3D(gamma ,rho_in , &
mu ,mv ,L ,E ,rho_out ,u ,v ,K ,P)
real , intent(in) : : gamma ,rho_in ,mu ,mv ,L ,E
real , intent(out) : : rho_out ,u ,v ,K ,P
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Obige Deklarationen gelten fu¨r das zweidimensionale System der Eulerglei-
chungen mit Drehimpuls. Ein- und Ausgabeparameter sind die Variablensa¨tze
Dichte, Impulse (bzw. Drehimpuls) und Energie sowie Dichte, Geschwindig-
keiten (bzw. spezifischer Drehimpuls) und Druck. Zusa¨tzlich wird bei idealen
Gasen fu¨r die Umrechnung der Faktor γ beno¨tigt.
A¨hnlich wie in Kapitel 5.3.1 u¨bernehmen generische Unterprogramme die
Schnittstellenfunktion zum Rest des Programms. Dies soll hier nicht im
einzelnen erla¨utert werden. Die entsprechende Variable zur Steuerung ist
Control%physics. Derzeit bietet das Programm vier verschiedene Aus-
wahlmo¨glichkeiten (vgl. Tabelle 5.6).
Problemstellungen Control%physics
Eulersystem fu¨r ideales Gas 1
Eulersystem fu¨r isothermes Gas 2
wie 1 mit Drehimpuls 3
wie 2 mit Drehimpuls 4
Tabelle 5.6: Physikalische Problemstellungen
5.3.3 Limiter
Die Limiter in einem TVD Verfahren bieten die Mo¨glichkeit, Einfluss auf die
ku¨nstliche Viskosita¨t und damit auch die Stabilita¨t auszuu¨ben. Grundsa¨tz-
lich ist dieser Eingriff mehr qualitativer als quantitativer Natur, weil das
Verhalten der nichtlinearen Limiterfunktionen sehr schwer zu fassen ist. Um
so wichtiger ist es, dass man bei einer Simulation die Mo¨glichkeit hat, ver-
schiedene Limiter zu testen.
Limiter Control%limiter
minmod 1
monotonized centred 2
superbee 3
minbee 4
Tabelle 5.7: Limiterfunktionen
Das Programm bietet zur Zeit die vier in Tabelle 5.7 aufgelisteten Limiter-
funktionen, ist aber auch in dieser Beziehung beliebig erweiterbar. Als Bei-
spiel fu¨r eine elementare Funktion, die einen Limiter beschreibt, sei hier die
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Kopfzeile der minmod2 Funktion angegeben. Sie realisiert den in Gl. (4.33)
angegebenen minmod-Limiter.
elemental function minmod2(arg1 ,arg2) result(limarg)
real , intent(in) : : arg1 ,arg2
real : : limarg
Das Unterprogramm LimitSlopes stellt die Verbindung zwischen elemen-
taren Limiterfunktionen und dem Rest des Programms her. Mo¨chte man
einen neuen Limiter benutzen, muss man dort eine entsprechende Anweisung
einfu¨gen.
5.3.4 Quellterme
Fu¨r viele Anwendungen ist es erforderlich, eigene Quellterme definieren zu
ko¨nnen. Letztendlich bedeutet dies, dass der Vektor, der die externe Kraft in
Gl. (3.28) beschreibt, bestimmte Werte erha¨lt. Das zentrale Unterprogramm
zur Berechnung der Quellterme CalculateSources findet man im Modul
Sources in der Datei sources.f90. Hier werden allerdings ausschließlich
die Quellterme der externen Kra¨fte berechnet, da die geometrischen Quell-
terme Teil des Advektionsproblems sind und damit im Modul Fluxes besser
aufgehoben sind.
In Abschnitt 4.3 wurde gezeigt, dass man bei der Diskretisierung der Quellter-
me auf die verwendete Quadraturregel Ru¨cksicht nehmen muss. Daher wird
bei der Berechnung der Quellterme schon zu Beginn des Unterprogramms
CalculateSources zwischen Mittelpunktsregel und Trapezregel unter-
schieden und entsprechend verzweigt.
Die Quellterme fu¨r die Mittelpunktsregel erha¨lt man auf sehr einfache Weise
aus den Zellmittelwerten aller Gro¨ßen. Bei der Trapezregel ist es schwieriger,
da die Eckwerte der Zellen beno¨tigt werden. Man muss also zuna¨chst inter-
polierte Daten in den Zellecken berechnen und dann gema¨ß Gl. 4.40 die vier
Eckquellterme aufsummieren. Diese Prozedur ist etwas umsta¨ndlicher, hat
aber den Vorteil, dass pro Zelle vier Eckwerte in die Quelltermberechnung
eingehen. A¨ndern sich Quellterme auf der Skala der Diskretisierung merklich,
kann das eine Rolle spielen und unter Umsta¨nden zu besseren Resultaten
fu¨hren als die Mittelpunktsregel.
Kapitel 6
Numerische Tests
6.1 Testumgebung
Bevor die verschiedenen Tests des numerischen Verfahrens im einzelnen be-
sprochen werden, sind zuna¨chst ein paar Vorbemerkungen erforderlich. Grund-
sa¨tzlich sind alle Ergebnisse mit Hilfe des fu¨r diese Arbeit entwickelten Pro-
gramms zur Lo¨sung hydrodynamischer Probleme mit Hilfe des KT Verfah-
rens gewonnen worden. Eine Ausnahme bilden einige der im Abschnitt 6.2
gezeigten Lo¨sungen, die zum Vergleich mit anderen numerischen Verfahren
angefu¨hrt werden. Sie wurden mit einem Schulungsprogramm des Ho¨chst-
leistungsrechenzentrums in Stuttgart gewonnen, das von Roller (2004) ent-
wickelt worden ist. Ferner wurde zum Vergleich bei den Kollapssimulationen
in Abschnitt 6.7 das Programm NIRVANA von Ziegler (1998, 1999, 2003)
verwendet. Die Initialisierungsdateien aller unten aufgefu¨hrten Tests liegen
dem Programmcode bei. Es ist also ohne weiteres mo¨glich, die Ergebnisse fu¨r
das KT Verfahren zu reproduzieren.
Die Rechnungen wurden auf herko¨mmlichen Personal Computern (PC) durch-
gefu¨hrt. Als Compiler fu¨r die U¨bersetzung des FORTRAN 95 Programms in
maschinenlesbare Bina¨rdateien diente der Intel Fortran Compiler in der Ver-
sion 9.1 fu¨r das Betriebssystem Linux. Fu¨r alle Datentypen wurde doppelte
Genauigkeit verwendet, und die Optimierungen des Compilers auf die jewei-
lige Rechnerarchitektur von Intel wurden genutzt.
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6.2 1D-Riemannprobleme
In den urspru¨nglichen Arbeiten von Kurganov und Tadmor (2000, 2002) wur-
de die Rekonstruktion nur in den konservativen Variablen durchgefu¨hrt. Da-
her soll nun zuna¨chst getestet werden, ob eine Rekonstruktion in primitiven
Variablen zu anderen Ergebnissen fu¨hrt.Das eindimensionale Riemannpro-
blem eignet sich besonders gut, um das grundlegende Verhalten eines nume-
rischen Verfahrens zur Lo¨sung der Eulergleichungen zu untersuchen. Gesucht
werden dabei Lo¨sungen der eindimensionalen Eulergleichungen
∂u
∂t
+
∂F
∂x
= 0, u =
 %%v
e
 , F(u) =
 %v%v2 + P
(e+ P )v
 (6.1)
mit der Zustandsgleichung fu¨r ein ideales Gas und der Gesamtenergie E
P = (γ − 1)%ε, e = %ε+ 1
2
%v2.
Als Riemannproblem wird nun folgende Fragestellung bezeichnet: Wie lautet
die Lo¨sung u(x, t) fu¨r x0 < x < x1 und t > t0, wenn zum Zeitpunkt t0 die
Anfangsbedingungen durch Stufenfunktionen von der Art
(
%(x, t0), v(x, t0), P (x, t0)
)
=
{(
%l, vl, Pl
)
fu¨r x0 < x < x 1
2(
%r, vr, Pr
)
fu¨r x 1
2
< x < x1
,
mit x0 < x 1
2
< x1 gegeben sind (siehe Toro 1997, Kap. 4)? Die Ra¨nder sollen
dabei so weit entfernt liegen, dass die Sto¨rungen, die vom Punkt x 1
2
ausgehen,
sie zum Zeitpunkt t noch nicht erreicht haben ko¨nnen. Dieses Problem la¨sst
sich mittels Fixpunktiteration beliebig genau, also quasi exakt, fu¨r die Gro¨ßen
%, v und P an jedem Ort x zur Zeit t lo¨sen1.
6.2.1 Sods Stoßrohr-Test
Es gibt natu¨rlich im Prinzip beliebig viele Probleme dieser Art, aber es haben
sich im Laufe der Zeit einige Anfangsbedingungen als Quasistandards fu¨r
den Test numerischer Verfahren herausgebildet. Zu diesen Tests geho¨rt ein
Vorschlag von Sod (1978):
% v P
x < x 1
2
1, 000 0, 0 1, 0
x > x 1
2
0, 125 0, 0 0, 1
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Abbildung 6.1: Sod-Problem: Vergleich von konservativer (KT-cr) und pri-
mitiver (KT-pr) Rekonstruktion
Im Folgenden werden verschiedene Simulationsergebnisse fu¨r das Sod-Problem
miteinander verglichen. Bei allen Berechnungen wurde das Verha¨ltnis der
spezifischen Wa¨rmekapazita¨ten auf γ = 1, 4 gesetzt. Damit die Ergebnis-
se besser mit denen anderer hydrodynamischer Lo¨sungsverfahren verglichen
1Ein Algorithmus zur exakten Lo¨sung des Riemannproblems findet sich z.B. bei Toro
(1997, Kap. 4.9)
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Abbildung 6.2: Sod-Problem: Vergleich von konservativer (KT-cr) und pri-
mitiver (KT-pr) Rekonstruktion
werden ko¨nnen, wurde u¨berall der minmod-Limiter verwendet, weil er bei na-
hezu allen TVD Verfahren zur Anwendung kommt. Die ra¨umliche Auflo¨sung
betra¨gt bei allen Simulationen 100 Gitterpunkte.
In den Abbildungen 6.1 und 6.2 werden die Lo¨sungen des Sod-Problems fu¨r
das KT Verfahren mit primitiver (KT-pr) und konservativer (KT-cr) Rekon-
struktion miteinander verglichen. Die Abweichungen beider Lo¨sungen von-
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Abbildung 6.3: Sod-Problem: Vergleich mit anderen numerischen Verfahren
einander sind minimal. Die Stoßgeschwindigkeiten werden in beiden Fa¨llen
richtig reproduziert. An manchen Stellen erscheinen die Unstetigkeiten aller-
dings nicht besonders scharf aufgelo¨st. Das liegt hauptsa¨chlich am minmod-
Limiter, der eine vergleichsweise hohe ku¨nstliche Viskosita¨t zur Folge hat.
Die Abbildungen 6.3 und 6.4 zeigen ebenfalls das Sod-Problem fu¨r das KT
Verfahren dieses Mal allerdings im Vergleich mit dem MUSCL-Verfahren.
Es kamen dabei zwei unterschiedliche Algorithmen zur Flussberechnung zum
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Abbildung 6.4: Sod-Problem: Vergleich mit anderen numerischen Verfahren
Einsatz. Der Harten-Lax-van Leer-Einfeldt (HLLE)-Fluss (benannt nach den
Anfangsbuchstaben der Namen) geht auf einen Vorschlag von Einfeldt (1988)
zuru¨ck und stellt eine Verbesserung des HLL-Flusses von Harten u. a. (1983)
dar. Dieses Schema arbeitet ebenfalls mit den minimalen und maximalen
Eigenwerten der Jacobimatrizen. Daher verwundert es nicht, dass sich die
Lo¨sungen von KT-pr und HLLE trotz der ansonsten sehr unterschiedlichen
Verfahren recht a¨hnlich sehen.
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Abbildung 6.5: Toro Testproblem Nr. 2: Vergleich von konservativer (KT-cr)
und primitiver Rekonstruktion (KT-pr,HLLE)
Die dritte Lo¨sung wurde ebenfalls mit dem MUSCL-Verfahren erzeugt, aller-
dings kam das zentrale Lax-Friedrichs Schema fu¨r die Flussberechnung zur
Anwendung. Durch die MUSCL-Rekonstruktion erha¨lt man auch so ein Ver-
fahren zweiter Ordnung. Dennoch ist die ku¨nstliche Viskosita¨t, verglichen
mit den beiden anderen Verfahren, enorm hoch und das, obwohl in allen drei
Fa¨llen derselbe Limiter benutzt wurde.
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Abbildung 6.6: Toro Testproblem Nr. 2: Vergleich von konservativer (KT-cr)
und primitiver Rekonstruktion (KT-pr,HLLE)
6.2.2 Toros Testproblem Nr. 2
Das na¨chste Beispiel fu¨r ein Riemannproblem ist einer Reihe von Testproble-
men aus Toro (1997) entnommen und behandelt den Fall einer Unstetigkeit
allein in der Geschwindigkeit. Die Lo¨sung des Riemannproblems ergibt zwei
Verdu¨nnungs- und eine Kontaktwelle mit verschwindendem Dichtesprung in
der Mitte. In diesem Test erweisen sich die beiden Arten der Rekonstruktion
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als doch nicht ganz a¨quivalent. Am deutlichsten sind die Unterschiede in der
inneren Energie zu sehen (vgl. Abb. 6.6 unten). Die Anfangsbedingungen fu¨r
das Testproblem Nr. 2 von Toro lauten:
% v P
x < x 1
2
1, 0 −2, 0 0, 4
x > x 1
2
1, 0 2, 0 0, 4
Man beachte, dass die Abweichungen von der exakten Lo¨sung in Dichte und
Druck (Abbn. 6.5 oben und 6.6 oben) nur deshalb zu sehen sind, weil bei
der Darstellung eine logarithmische Skala gewa¨hlt wurde. Diese sehr klei-
nen Fehler versta¨rken sich aber bei der Berechnung der spezifischen inneren
Energie
ε =
P
(γ − 1)%.
Offenbar ist die Art der Rekonstruktion in diesem Test ausschlaggebend
dafu¨r, ob die Dichte in der Mitte u¨ber- oder unterscha¨tzt wird. Vergleicht
man na¨mlich die KT-Resultate mit primitiver Rekonstruktion (KT-pr) mit
den Ergebnissen, die das MUSCL-Verfahren – mit ebenfalls primitiver Re-
konstruktion – fu¨r den HLLE-Fluss liefert, so erkennt man eine sehr gute
U¨bereinstimmung. Tendenziell muss man bei diesem Test der Rekonstrukti-
on der primitiven Variablen den Vorzug geben. Im Gegensatz zur konserva-
tiven Rekonstruktion entsteht na¨mlich in der inneren Energie zumindest so
etwas wie ein Plateau in der Mitte des Rechengebiets, wenn auch um einiges
u¨ber dem Niveau der exaken Lo¨sung. Die Problematik dieses Tests liegt dar-
in, dass in der Mitte ein Vakuum erzeugt wird, also ein Bereich, in dem die
Dichte gegen null geht.
6.3 2D-Riemannprobleme
A¨hnlich den eindimensionalen Tests kann man auch in der Ebene eine Klasse
von Testproblemen mit abschnittweise konstanten Anfangsdaten einfu¨hren.
Dazu betrachtet man ein quadratisches Rechengebiet, teilt dies in vier gleich
große Quadranten auf und setzt in jedem dieser Quadranten konstante An-
fangsbedingungen. Der Nomenklatur von Kurganov und Tadmor (2002) fol-
gend seien die Quadranten ausgehend von oben rechts entgegen dem Uhrzei-
gersinn durchnummeriert (siehe Abb. 6.7).
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Abbildung 6.7: Nummerierung der Quadranten fu¨r die 2D Riemannprobleme
Mit diesen Anfangsbedingungen lo¨st man dann das System der zweidimensio-
nalen Eulergleichungen fu¨r ein ideales Gas. Anders als bei den eindimensio-
nalen Riemannproblemen gibt es fu¨r diese Tests keine exakten Lo¨sungen, mit
denen sich die Ergebnisse vergleichen lassen. Allerdings haben Schulz-Rinne
u. a. (1993) sehr genau untersucht, was fu¨r Arten von nichtlinearen Wellen
in einem ausgewa¨hlten Satz von Beispielkonfigurationen entstehen. Außer-
dem hat man die Mo¨glichkeit, die Resultate unterschiedlicher numerischer
Verfahren miteinander zu vergleichen.
Damit es mo¨glich ist, die hier gewonnenen Ergebnisse denen von Kurganov
und Tadmor (2002) gegenu¨berzustellen, wurden bei allen Simulationen iden-
tische Parameter gewa¨hlt. Als Limiter kommt u¨berall der weniger dissipative
monotonized-centred Limiter mit dem Paramter θ = 1, 3 (siehe Gl. 4.35)
zum Einsatz. Das Verha¨ltnis der spezifischen Wa¨rmekapazita¨ten wurde auf
γ = 1, 4 festgelegt.
6.3.1 Kartesische Tests
Zuna¨chst soll das zweidimensionale Riemannproblem fu¨r das System der Eu-
lergleichungen in kartesischen Koordinaten untersucht werden.
∂u
∂t
+
∂F
∂x
+
∂G
∂y
= 0 (6.2)
mit den Vektoren
u =

%
%u
%v
e
 , F(u) =

%u
%u2 + P
%vu
(e+ P )u
 , G(u) =

%v
%uv
%v2 + P
(e+ P )v
 ,
6.3. 2D-RIEMANNPROBLEME 95
der Zustandsgleichung und der spezifischen Gesamtenergie e
P = (γ − 1)%ε, e = %ε+ 1
2
%
(
u2 + v2
)
.
In den Abbildungen 6.8 und 6.9 ist die Lo¨sung zur Zeit t = 0, 3 s – was in etwa
0, 3 dynamischen Zeitskalen entspricht – fu¨r Testkonfiguration Nr. 19 aus
Kurganov und Tadmor (2002) mit den Anfangsbedingungen (SI Einheiten):
P2 = 1 %2 = 2 P1 = 1 %1 = 1
u2 = 0 v2 = −0, 3 u1 = 0 v1 = 0, 3
P3 = 0, 4 %3 = 1, 0625 P4 = 0, 4 %4 = 0, 5197
u3 = 0 v3 = 0, 2145 u4 = 0 v4 = −0, 4259
abgebildet. Diese Anfangsbedingungen erzeugen alle denkbaren nichtlinearen
Wellen an den Unstetigkeitsstellen: Zwischen den Quadranten 2 und 3 einen
Stoß, zwischen 1 und 4 einen Verdu¨nnungsfa¨cher und zwischen 1 und 2 sowie 3
und 4 je eine Kontaktunstetigkeit. Bei allen gezeigten Simulationsergebnissen
betra¨gt die Auflo¨sung 200× 200 Gitterzellen.
Wie man unschwer erkennen kann, sind die Resultate fu¨r alle vier Testsimu-
lationen nahezu identisch. Die Stoßgeschwindigkeiten sind u¨berall gleich und
auch an den Kontaktunstetigkeiten sieht man keine Unterschiede.
Gleiches gilt bei diesem zweidimensionalen Problem im Gegensatz zum ein-
dimensionalen Test von Toro in Kapitel 6.2 auch fu¨r die spezifische innere
Energie (Abb. 6.9). Es spielt offenbar keine Rolle, ob man mit einer primiti-
ven oder einer konservativen Rekonstruktion arbeitet.
6.3.2 Polarkoordinaten
In diesem Abschnitt sollen wiederum zweidimensionale Riemannprobleme
untersucht werden. Neben den Lo¨sungen auf kartesischen Gittern finden sich
auch solche auf krummlinigen Gittern in ebenen Polarkoordinaten. Das Sys-
tem der Eulergleichungen ist hier gegeben durch Gl. (3.28) ohne Drehimpuls
und externe Kraftterme.
Die Koordinaten ξ, η und φ bezeichnen dabei den Radius r, Polarwinkel ϕ
und Vertikalkoordinate z (in dieser Reihenfolge!), so dass die Symmetrie bzgl.
der Koordinaten φ respektive z in diesem Fall keine Rotationssymmetrie, son-
dern eine Translationssymmetrie entlang der z-Achse zur Folge hat. Da der
spezifische Drehimpuls ` und somit die Geschwindigkeit vφˆ in diesem System
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Abbildung 6.8: KT-Test Nr. 19, Massendichten zur Zeit t = 0, 3 s: Vergleich
von konservativer (links) und primitiver (rechts) Rekonstruktion mit Mit-
telpunktsregel (oben) und Trapezregel (unten) fu¨r die Flussintegrale; die
La¨ngeneinheit ist Meter.
verschwindet, gibt es auch keine Zentrifugalkraftterme von der Art (3.23).
Statt dessen finden sich die Zentrifugalkra¨fte, die in diesem polaren System
selbstversta¨ndlich vorhanden sein mu¨ssen, in den Geometriequelltermen im
Vektor Sg1 wieder. Die Skalierungsfunktionen fu¨r dieses Koordinatensystem
lauten:
hr = 1, hϕ = r, hz = 1,
6.3. 2D-RIEMANNPROBLEME 97
-0.4
-0.2
0
0.2
0.4
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
ε [J/kg]
-0.4 -0.2 0 0.2 0.4
-0.4
-0.2
0
0.2
0.4
-0.4 -0.2 0 0.2 0.4
Abbildung 6.9: KT-Test Nr. 19, Spezifische innere Energie zur Zeit t = 0, 3 s:
Vergleich von konservativer (links) und primitiver (rechts) Rekonstruktion
mit Mittelpunktsregel (oben) und Trapezregel (unten) fu¨r die Flussintegrale;
die La¨ngeneinheit ist Meter.
woraus sich die Kommutatorkoeffizienten gema¨ß Gl. (3.6) zu
cϕrϕ =
1
hrhϕ
∂hϕ
∂r
=
1
r
, crϕr =
1
hϕhr
∂hr
∂ϕ
= 0
czrz =
1
hrhz
∂hz
∂r
= 0, czϕz =
1
hϕhz
∂hz
∂ϕ
= 0
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ergeben. Damit la¨sst sich das System der Eulergleichungen in ebenen Polar-
koordinaten folgendermaßen schreiben:
∂u
∂t
+
1
r
∂
∂r
(
rF
)
+
∂G
∂ϕ
= Sg1 + Sg2 (6.3)
mit dem Vektor der Erhaltungsgro¨ßen und den Flussvektoren
u =

%
%vr
%vϕ
e
 , F(u) =

%vr
%v2r + P
%vϕvr
(e+ P )vr
 , G(u) =

%vϕ
%vrvϕ
%v2ϕ + P
(e+ P )vϕ
 ,
den Geometriequelltermen
Sg1(u) =
%
r

0
v2ϕ
vrvϕ
0
 , Sg2(u) = Pr

0
1
0
0

sowie der Zustandsgleichung und der Gleichung fu¨r die Gesamtenergie
P = (γ − 1)%ε, e = %ε+ 1
2
%
(
v2r + v
2
ϕ
)
.
Die folgenden Tests zeigen Lo¨sungen fu¨r Problem Nr. 6 aus Kurganov und
Tadmor (2002) sowohl fu¨r das Gleichungssystem (6.2) als auch fu¨r die a¨qui-
valente Variante (6.3) in Polarkoordinaten. Die Anfangsbedingungen sind (SI
Einheiten):
P2 = 1 %2 = 2 P1 = 1 %1 = 1
u2 = 0, 75 v2 = 0, 5 u1 = 0, 75 v1 = −0, 5
P3 = 1 %3 = 1 P4 = 1 %4 = 3
u3 = −0, 75 v3 = 0, 5 u4 = −0, 75 v4 = −0, 5,
so dass zwischen den vier Quadranten u¨berall Kontaktunstetigkeiten vorlie-
gen.
Die Auflo¨sung bei den Simulationen betra¨gt im kartesischen Fall 200 × 200
Gitterzellen und im krummlinigen Gitter 100 × 400 in r- und ϕ-Richtung.
Als Randbegingungen kommen auf dem polaren Gitter verschwindende Gra-
dienten an beiden r-Ra¨ndern und periodische Randbedingungen an den ϕ-
Ra¨ndern zum Einsatz. Die ϕ-Koordinate la¨uft von ϕ = pi
4
bis ϕ = 2pi + pi
4
.
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Abbildung 6.10: KT-Test Nr. 6, Massendichten zur Zeit t = 0, 3 s: Vergleich
von kartesischer (links) und polarer (rechts) Geometrie sowie konservativer
(oben) und primitiver (unten) Rekonstruktion; die La¨ngeneinheit ist Meter.
Die Schnittlinie zwischen ϕmin und ϕmax verla¨uft also quer durch den ersten
Quadranten und nicht entlang der x-Achse. Damit vermeidet man, dass die
anfa¨ngliche Unstetigkeit zwischen dem ersten und vierten Quadranten auf
einem Rand liegt.
In Abbildung 6.10 ist die Massendichte fu¨r das Problem der vier Kontaktuns-
tetigkeiten fu¨r ein kartesisches und ein polares Gitter aufgetragen. Man sieht
sofort die gute U¨bereinstimmung sowohl fu¨r eine Rekonstruktion in konserva-
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Abbildung 6.11: KT-Test Nr. 6, spezifische innere Energie zur Zeit t = 0, 3 s:
Vergleich von kartesischer (links) und polarer (rechts) Geometrie sowie kon-
servativer (oben) und primitiver (unten) Rekonstruktion; die La¨ngeneinheit
ist Meter.
tiven als auch in primitiven Variablen. Lediglich an den a¨ußeren Ra¨ndern der
polaren Diagramme scheinen die Unstetigkeiten etwas anders zu verlaufen.
Das ist auf zwei Effekte zuru¨ckzufu¨hren. Zum einen werden die Gitterzellen
in polarer Richtung nach außen breiter, die ra¨umliche Auflo¨sung des Gitters
also schlechter, und zum anderen sind die Randbedingungen an diesem krum-
men Rand nicht so gut gestellt, da hier lediglich die Daten aus dem Inneren
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Abbildung 6.12: KT-Test Nr. 6, Massendichten zur Zeit t = 0, 3 s: Ver-
gleich von kartesischer (oben) und polarer (Mitte, unten) Geometrie bei der
Auflo¨sung von Strukturen im Inneren; die polaren Simulationen unterschei-
den sich außerdem bei der Flussberechnung durch Mittelpunktsregel (Mitte)
und Trapezregel (unten); in allen Fa¨llen wurde mit primitiver Rekonstruktion
gearbeitet; die La¨ngeneinheit ist Meter.
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des Rechengebiets in die Randzellen kopiert wurden (ra¨umliche Extrapolati-
on 0. Ordnung). Kru¨mmungseffekte fließen dabei nicht mit ein, mu¨ssten aber
eigentlich beru¨cksichtigt werden.
Ein Test fu¨r die spezifische innere Energie liefert a¨hnlich gute Resultate wie
schon im vorangegangenen Kapitel. Wie man an Abbildung 6.11 ablesen
kann, gibt es auch fu¨r das Problem der vier reinen Kontaktunstetigkeiten
keine nenneswerten Abweichungen zwischen konservativer und primitiver Re-
konstruktion.
Ein wichtiger Unterschied zwischen den Lo¨sungen in Polarkoordinaten und
denen in kartesischen Koordinaten ist die unterschiedliche ra¨umliche Auflo¨-
sung in verschiedenen Bereichen des Rechengebiets. Es wurden mit Absicht
fu¨r beide Arten eine gleiche Gesamtzahl von Gitterzellen gewa¨hlt, so dass die
verwendeten Computerressourcen – zumindest was den Speicherplatz angeht
– gleich waren. Entlang der Achsen ist die Auflo¨sung ebenfalls identisch. Al-
lerdings erreicht man mit dem polaren Gitter im Zentrum in polarer Richtung
eine erheblich bessere Auflo¨sung. Die Rechenzeit erho¨ht sich fu¨r die Rechnun-
gen in Polarkoordinaten jedoch betra¨chtlich, weil die geringe Ausdehnung der
Zellen in der Na¨he des Zentrums zu einem sehr kleinen Courant-Zeitschritt
fu¨hrt.
Um die Unterschiede in der Auflo¨sung noch sta¨rker hervorzuheben, ist in Ab-
bildung 6.12 ein vergro¨ßerter Ausschnitt des zentralen Gebiets zu sehen. In
den beiden polaren Darstellungen kann man deutlich feinere Strukturen er-
kennen, die im kartesischen Gitter ausgeschmiert sind. Die beiden Ergebnisse
in Polarkoordinaten unterscheiden sich zudem auch noch in der verwendeten
Quadraturregel. Es fa¨llt sofort auf, dass die Aussparung im Zentrum bei der
Trapezregel (Abb. 6.12 unten) gro¨ßer ist. Das ist eine direkte Folge der Be-
rechnung der Zellschwerpunkte. In der Na¨he der Achse ist die Abweichung der
Zellgeometrie von einer rechteckigen Zelle am gro¨ßten, daher liegt dort der
Zellschwerpunkt nicht in der Mitte der Zelle, sondern etwas weiter außen. Die
Lage der Zellschwerpunkte wird also im Zentrum von der Trapezregel besser
wiedergegeben. Ansonsten kann man mit bloßem Auge keine nennenswerten
Abweichungen ausmachen.
6.4 Mach-3-Windtunnel mit Stufe
Der folgende Test geht auf Emery (1968) zuru¨ck und hat sich seit der Arbeit
von Woodward und Colella (1984) als zweidimensionales Testproblem eta-
bliert. Neuere Simulationsergebnisse finden sich auch bei Stone und Norman
(1992).
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Abbildung 6.13: Mach-3-Windtunnel mit Stufe, Massendichte zur Zeit t =
4, 0 s: Vergleich von Mittelpunktsregel (oben) und Trapezregel (unten) fu¨r die
Flussintegrale bei einer Auflo¨sung von 300× 100 Gitterpunkten; die La¨ngen-
einheit ist Meter.
Dieser Test wird wiederum auf einem kartesischen Gitter durchgefu¨hrt. Gelo¨st
wird folglich das System (6.2). Das Rechengebiet bildet ein Rechteck mit den
Seitenverha¨ltnissen 3 : 1 und der Besonderheit, dass sich bei x = 0, 6m eine
Stufe der Ho¨he 0, 2m erhebt.
Als Anfangsbedingungen setzt man u¨berall
%0 = 1, 4 kg/m
3, u0 = 3 m/s, v0 = 0 m/s, P0 = 1 Pa.
Mit γ = 1, 4 ist die Schallgeschwindigkeit cs = 1, 0m/s. Somit stro¨mt das Gas
mit Mach 3 durch den Tunnel. Die gleichen Werte setzt man auch am linken
Rand, so dass man dort einen U¨berschall-Einfluss hat. Am rechten Rand
werden die Werte extrapoliert, was einem U¨berschall-Ausfluss gleichkommt.
Oben und unten gelten reflektierende Randbedingungen.
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Abbildung 6.14: Mach-3-Windtunnel mit Stufe, Massendichte zur Zeit t =
4, 0 s: Vergleich von Mittelpunktsregel (oben) und Trapezregel (unten) fu¨r die
Flussintegrale bei einer Auflo¨sung von 600× 200 Gitterpunkten; die La¨ngen-
einheit ist Meter.
Die Stufe selbst ist im Programm ebenfalls als Rand realisiert. Das bedeutet,
dass die Zellen innerhalb der Stufe in jedem Zeitschritt auf feste Werte ge-
setzt werden und die Randzellen der Stufe wie ein reflektierender Rand auf
die Stro¨mung im Tunnel wirken. Richtig gewa¨hlte Randbedingungen sind
fu¨r diesen Test von enormer Wichtigkeit. Insbesondere die exakte Lage der
Stufenkante und die Randbedingungen an dieser Stelle haben einen großen
Einfluss auf das Verhalten der Stro¨mung und die genaue Lage der Sto¨ße.
Stone und Norman (1992) begru¨nden damit auch die vergleichsweise große
Ungenauigkeit und die starke Abha¨ngigkeit von der Auflo¨sung bei ihren Si-
mulationsergebnissen. Ein Problem ihres ZEUS-2D Programms ist dabei das
gestaffelte Gitter, weil dies dazu fu¨hrt, dass Geschwindigkeiten, Dichten und
Dru¨cke nicht an denselben Gitterpunkten definiert sind. Im zentralen KT-
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Abbildung 6.15: Randwerte an der Stufe fu¨r das Windtunnelproblem
Verfahren hat man dieses Problem nicht, da alle Daten mit Punktdaten an
den Volumenzentren identifiziert werden.
Es ergeben sich allerdings leichte Unterschiede fu¨r die beiden Quadraturver-
fahren. Dabei scheint die Trapezregel zu etwas besseren Resultaten zu fu¨hren.
Vergleicht man na¨mlich die Simulationsergebnisse in Abbildung 6.13 mit de-
nen bei ho¨herer Auflo¨sung in Abbildung 6.14, so stellt man z.B. fest, dass
die minimale Dichte direkt an der Stufenkante bei Anwendung der Trapez-
regel in der niedrigen Auflo¨sung schon eher dem Wert bei hoher Auflo¨sung
entspricht.
Ferner beobachtet man u¨berall leichte Unterschiede bei der Lage der Uns-
tetigkeitsstellen Eine Ursache fu¨r die Abweichungen ist mo¨glicherweise die
etwas anders realisierte Randbedingung an der Stufenkante. Wa¨hrend bei
der Mittelpunktsregel in der Eckzelle nur Randwerte an den zwei Zellkanten
gesetzt werden, nutzt die Trapezregel tatsa¨chlich Daten in der Ecke (siehe
Abb. 6.15).
Die Auflo¨sung der Sto¨ße ist aber in allen Fa¨llen sehr gut und auch die
Kontaktunstetigkeit beim Tripelpunkt am oberen Rand (x ≈ 0, 6m) wird
richtig reproduziert. Mit etwas gutem Willen kann man sogar in den hoch
aufgelo¨sten Simulationen die Kelvin-Helmholtz-Instabilita¨t im oberen viertel
des Rechengebiets erkenne. Fu¨r ein scharfes Bild reicht aber auch hier die
Auflo¨sung nicht. Wirklich sichtbar wird sie erst bei einer um den Faktor 5
besseren Auflo¨sung. Zum Vergleich betrachte man auch die Lo¨sungen dieses
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Problems in Ricker u. a. (1999), die auf adaptiven Gittern mit einer effektiven
Auflo¨sung von 3840× 1280 Zellen berechnet wurden.
6.5 Sedov-Explosion
Bislang waren die zweidimensionalen Tests mehr qualitativer als quantitati-
ver Natur. Das Problem ist, dass es in mehr als einer Raumdimension einfach
keine nichttrivialen Lo¨sungen der gasdynamischen Gleichungen gibt. Eine
weitere Testmo¨glichkeit bietet sich aber, wenn man Systeme mit speziellen
Symmetrien betrachtet.
In diesem Abschnitt wird das rotations- bzw. kugelsymmetrische Problem
einer starken Explosion untersucht. Eine zeitabha¨ngige Lo¨sung dieses Pro-
blems wurde erstmals unabha¨ngig voneinander von Sedov (1946) und von
Neumann (1947) berechnet. Neuere Darstellungen des Lo¨sungsweges finden
sich auch in Sedov (1959) und Landau und Lifschitz (1991). Es ko¨nnen zwar
keine analytischen Funktionen fu¨r die Dichte, die Radialgeschwindigkeit und
den Druck angegeben werden, jedoch findet sich ein Gleichungssystem, das
mit Hilfe eines numerischen Verfahrens zur Nullstellensuche gelo¨st werden
kann. So kann man die gesuchten Gro¨ßen quasi mit beliebiger Genauigkeit
als Funktionen der Zeit und der Radialkoordinate bestimmen.
Eine wesentliche Voraussetzung fu¨r die Lo¨sung dieses Problems ist, dass ei-
ne betra¨chtliche Energiemenge plo¨tzlich zur Zeit t0 an einem Punkt freige-
setzt wird, so dass eine Stoßwelle großer Intensita¨t entsteht. Damit ist ein
großer Sprung im Druck verknu¨pft, der es einem gestattet, den Druck des
ungesto¨rten Gases P1 gegenu¨ber dem Druck P2 direkt hinter dem Stoß zu
vernachla¨ssigen. Die Dichte wird anfangs als konstant angenommen und die
Radialgeschwindigkeit sei null.
Fu¨r die Simulationen wurden folgende Anfangsbedingungen gesetzt:
%(t0) = 1 kg/m
3, vr(t0) = 0, P1(t0) = 10
−5 Pa.
Aufgrund der endlichen Auflo¨sung eines numerischen Verfahrens ist es nicht
mo¨glich, die Explosionsenergie tatsa¨chlich in einem Punkt freizusetzen. Statt-
dessen wa¨hlt man ein (mo¨glichst) kleines kreis- bzw. kugelfo¨rmiges Volumen
mit dem Radius ∆r. Dann berechnet sich der Druck innerhalb dieses Volu-
mens gema¨ß der Zustandsgleichung fu¨r ein ideales Gas
P2(t0) =
3(γ − 1)E0
(1 + d)pi∆rd
, d = 2 oder 3,
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wobei E0 die gesamte freigesetzte Energie ist und d die Anzahl der Raumdi-
mensionen fu¨r das betrachtete Problem angibt. Es wurde bei allen Simula-
tionen E0 = 1 J angenommen.
Die Gro¨ße des durch ∆r festgelegten Gebiets beeinflusst leider die nume-
rischen Resultate. Wa¨hlt man die ra¨umliche Ausdehnung des Gebiets zu
groß, werden die tatsa¨chlichen Anfangsbedingungen eines unendlich schma-
len Druckpulses nicht gut wiedergegeben, wa¨hlt man es zu klein, sind unter
Umsta¨nden zu wenig Gitterpunkte innerhalb des Gebiets, was sich ebenfalls
auf die zeitliche Entwicklung der Stoßwelle auswirkt. Fu¨r brauchbare Resul-
tate, die sich mit den analytischen Lo¨sungen vergleichen lassen, sollte man
darauf achten, dass das Gebiet innerhalb des Stoßes am Anfang etwa fu¨nf
Gitterpunkte umfasst. Es gibt zwei Mo¨glichkeiten, die Korrektheit der Re-
sultate zu u¨berpru¨fen:
1. die Ausbreitungsgeschwindigkeit der Stoßwelle,
2. der asymptotische Wert des Drucks fu¨r r → 0.
Außerdem beeinflusst auch der innere Radius des Rechengebiets in pola-
ren oder spha¨rischen Geometrien die numerischen Ergebnisse. Daher ist es
wichtig, dass diese Simulationsparameter fu¨r den jeweiligen Test angegeben
werden.
6.5.1 Polarkoordinaten
Fu¨r das zweidimensionale Sedov-Problem werden wieder die numerischen
Lo¨sungen der Gleichungssysteme (6.2) und (6.3) untersucht und miteinander
verglichen. Die Anfangsbedingungen sind wie eingangs beschrieben gewa¨hlt
worden. Im Fall der kartesischen Koordinaten setzt man bei den Zellen, de-
ren Zellschwerpunkt kleiner als der vorgegebene maximale Radius ∆r des
Anfangspulses ist, die konstanten Anfangswerte fu¨r den Druck. Dabei wa¨hlt
man ∆r so, dass im Polarkoordinatensystem noch etwa fu¨nf Gitterzellen in
radialer Richtung im Druckpuls enthalten sind.
Die Auflo¨sungen betragen 100 × 100 Zellen fu¨r das kartesische Gitter und
50 × 60 in r und ϕ fu¨r das polare Gitter. Das Rechengebiet erstreckt sich
im kartesischen Fall in beiden Raumrichtungen (in Metern) von −0, 3 bis 0, 3
und in radialer Richtung auf dem polaren Gitter von 10−5 bis 0, 3. Der Radius
des Volumens, in dem anfangs die Energie freigesetzt wird, ist ∆r = 0, 03.
In Abbildung 6.16 sieht man zuna¨chst die Dichtekonturen fu¨r beide Geometri-
en und die unterschiedlichen Methoden zur Flussberechnung zum Zeitpunkt
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Abbildung 6.16: 2D-Sedov-Explosion, Massendichte zur Zeit t = 0, 05 s: Ver-
gleich von kartesischer (links) und polarer (rechts) Geometrie bei Verwendung
der Mittelpunktsregel (oben) und Trapezregel (unten) fu¨r die Flussintegrale;
die La¨ngeneinheit ist Meter.
t = 0, 05 s. Der rote Bereich mit dem Dichtemaximum kennzeichnet die La-
ge der Stoßwelle zu diesem Zeitpunkt. Dies scheint von allen Simulationen
gleichermaßen reproduziert zu werden. Man kann bei den kartesischen Dia-
grammen lediglich eine leichte Abweichung von den ringfo¨rmigen Strukturen
der Polardiagramme ausmachen.
Um die Ergebnisse auch quantitativ analysieren zu ko¨nnen, sind in den Abbil-
6.5. SEDOV-EXPLOSION 109
0.1
1
10
%
[k
g
/m
3
]
Zeit t = 0.05, s Dichte
0.0
0.5
1.0
1.5
v
[m
/s
]
Geschwindigkeit
KT-cart
KT-polar
exakt
0.0
1.0
2.0
3.0
4.0
0 0.05 0.1 0.15 0.2 0.25 0.3
P
[P
a]
r [m]
Druck
Abbildung 6.17: 2D-Sedov-Explosion zur Zeit t = 0, 05 s fu¨r dieMittelpunkts-
regel: Vergleich der numerischen Simulationen in kartesicher (KT-cart) und
polarer (KT-polar) Geometrie mit der exakten Lo¨sung; beide Simulationen
mit primitiver Rekonstruktion.
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Abbildung 6.18: 2D-Sedov-Explosion zur Zeit t = 0, 05 s fu¨r die Trapezregel:
Vergleich der numerischen Simulationen in kartesicher (KT-cart) und pola-
rer (KT-polar) Geometrie mit der exakten Lo¨sung; beide Simulationen mit
primitiver Rekonstruktion.
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dungen 6.17 und 6.18 Massendichte, Radialgeschwindigkeit und Druck u¨ber
dem Abstand r vom Explosionszentrum aufgetragen. Es ist etwas problema-
tisch, die kartesischen Daten mit denen der polaren Simulationen zu verglei-
chen, da die Absta¨nde vom Zentrum nicht immer identisch sind. Damit das
Diagramm nicht zu unu¨bersichtlich wird, sind die kartesischen Daten in 50
Ringen zusammengefasst worden. Dabei wurde jeweils u¨ber einen Ring der
Mittelwert gebildet. Die Fehlerbalken geben den statistischen Fehler dieser
Mittelung an, sie sind also nicht als numerische Fehler der Simulation zu
verstehen. Daher deuten die großen Fehlerbalken im Stoß lediglich auf eine
große Streuung der Daten in diesem sehr schmalen Gebiet hin.
Im Großen und Ganzen stellt man eine sehr gute U¨bereinstimmung der Simu-
lationsdaten mit der exakten Lo¨sung fest. Lediglich in der Dichte sieht man
fu¨r r → 0 eine deutliche Abweichung vom exakten Wert, die allerdings nur in
dieser logarithmischen Darstellung hervorsticht. Man kann die Ergebnisse an
dieser Stelle etwas verbessern, indem man eine ho¨here Auflo¨sung wa¨hlt und
dann die Gro¨ße des anfa¨nglichen Volumens der Explosion verringert. Da man
aber in den Anfangsbedingungen nie einen wirklich unendlich schmalen Puls
erzeugen kann, wird man das Verhalten der exakten Lo¨sung, dass na¨mlich
%→ 0 strebt fu¨r r → 0, nicht reproduzieren ko¨nnen.
6.5.2 Zylinder- und Kugelkoordinaten
Die dreidimensionale Sedov-Explosion ist ein kugel- und damit auch rota-
tionssymmetrisches Problem. Daher ist es mo¨glich, mit einem zweidimen-
sionalen numerischen Verfahren, wie es in dieser Arbeit beschrieben wird,
Lo¨sungen fu¨r dieses Problem zu ermitteln. Gelo¨st wird das System der gasdy-
namischen Gleichungen (3.28) ohne externe Kra¨fte fu¨r Zylinderkoordinaten
{z, r, ϕ} und Kugelkoordinaten {r, ϑ, ϕ}. Die Skalierungsfaktoren sind daher
gegeben durch
hz = 1, hr = 1, hϕ = r
hr = 1, hϑ = r, hϕ = r sin(ϑ).
Damit la¨sst sich das System der Eulergleichungen in diesen beiden Standard-
koordinatensystemen schreiben. Explizite Darstellungen finden sich in vielen
Lehrbu¨chern der Hydrodynamik, z.B. bei Landau und Lifschitz (1991).
Fu¨r die Simulationen wurden wieder die im einfu¨hrenden Abschnitt beschrie-
benen Anfangsbedingungen gewa¨hlt. Der Drehimpuls wurde u¨berall auf null
gesetzt. Er spielt fu¨r dieses Problem keine Rolle, muss aber dennoch initia-
lisiert werden. Die Auflo¨sungen betragen 100 × 50 Gitterzellen in z- und
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Abbildung 6.19: 3D-Sedov-Explosion, Massendichte zur Zeit t = 0, 05 s: Ver-
gleich von zylindrischer (links) und spha¨rischer (rechts) Geometrie bei Ver-
wendung der Mittelpunktsregel; die La¨ngeneinheit ist Meter.
r-Richtung bei den Zylinderkoordinaten und 50 × 60 in r- und ϑ-Richtung
bei den Kugelkoordinaten. Das Rechengebiet (in Metern) erstreckt sich von
zmin = −0.4 bis zmax = 0.4 bzw. rmin = 10−4 bis rmax = 0.4 in Zylinderkoordi-
naten sowie rmin = 10
−2 bis rmax = 0.4 bzw. ϑmin = 10−3 pi bis ϑmax = 0.999 pi
in Kugelkoordinaten.
In den Abbildungen 6.19 und 6.20 sind die Konturen der Massendichten in
einer Falschfarbendarstellung fu¨r die dreidimensionale Sedov-Explosion in
beiden Geometrien und fu¨r beide Arten der Flussberechnung zu sehen. Auch
hier zeichnet sich wie im zweidimensionalen Fall die Stoßwelle sehr deutlich
ab. Die spha¨rische Symmetrie wird in allen vier Diagrammen ebenfalls wie-
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Abbildung 6.20: 3D-Sedov-Explosion, Massendichte zur Zeit t = 0, 05 s: Ver-
gleich von zylindrischer (links) und spha¨rischer (rechts) Geometrie bei Ver-
wendung der Trapezregel; die La¨ngeneinheit ist Meter.
dergegeben, wenn auch mit leichten Abweichungen bei den Simulationen in
Zylinderkoordinaten.
Etwas deutlicher ist dies in den Abbildungen 6.21 und 6.22 fu¨r die Radialge-
schwindigkeit zu sehen. Offenbar streuen die Daten in Zylinderkoordinaten
fu¨r Radien zwischen r ≈ 0, 1 m und r ≈ 0, 2 m sta¨rker als bei kleineren
und gro¨ßeren Radien (abgesehen vom Stoß). Das scheint ein grundsa¨tzliches
Problem zu sein, wenn man keine spha¨risch-symmetrischen Gitter benutzt.
In Ricker u. a. (1999) wurde die Lo¨sung fu¨r das Sedov-Problem auf einem
dreidimensionalen adaptiven kartesischen Gitter berechnet, und es zeigt sich
genau dasselbe Verhalten in der Radialgeschwindigkeitskomponente.
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Abbildung 6.21: 3D-Sedov-Explosion zur Zeit t = 0, 05 s fu¨r dieMittelpunkts-
regel: Vergleich der numerischen Simulationen in zylindrischer (KT-cyl) und
spha¨rischer (KT-spher) Geometrie mit der exakten Lo¨sung; beide Simulatio-
nen mit primitiver Rekonstruktion.
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Abbildung 6.22: 3D-Sedov-Explosion zur Zeit t = 0, 05 s fu¨r die Trapezregel:
Vergleich der numerischen Simulationen in zylindrischer (KT-cyl) und spha¨ri-
scher (KT-spher) Geometrie mit der exakten Lo¨sung; beide Simulationen mit
primitiver Rekonstruktion.
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A¨hnlich wie bei der zweidimensionalen Sedov-Explosion in Abschnitt 6.5.1,
findet sich eine Abweichung von der exakten Lo¨sung in der Massendich-
te. Dies ist auch hier auf die endliche Breite des anfa¨nglichen Druckpulses
zuru¨ckzufu¨hren und kann durch ho¨here Auflo¨sungen etwas verbessert werden.
6.6 Bondi-Akkretion
Bislang wurden nur solche Probleme betrachtet, in denen keine externen
Kra¨fte auf das Gas wirken. Das folgende Problem behandelt die Stro¨mung
eines du¨nnen Gases im Schwerefeld einer punktfo¨rmigen Masse. Das Gra-
vitationsfeld soll dabei als zeitlich konstant angenommen werden, so dass
also weder der Massenzuwachs durch die Akkretion der Gasmassen auf das
zentrale Objekt noch die Eigengravitation des Gases einen nennenswerten
Einfluss auf die Stro¨mung haben sollen. Im Unendlichen soll das Gas ruhen
und die Massendichte %∞ sowie den Druck P∞ haben.
Bondi (1951) konnte als erster zeigen, dass fu¨r dieses Problem stationa¨re
Lo¨sungen der spha¨risch-symmetrischen Eulergleichungen existieren. Fu¨r ak-
tuellere Darstellungen des Bondi-Problems der spha¨rischen Akkretion sei auf
Lehrbu¨cher wie Chakrabarti (1990) und Shu (1992) verwiesen. Die exakten
Lo¨sungen ko¨nnen, wie schon beim Sedov-Problem, nur implizit angegeben
werden, lassen sich aber mit einem einfachen Verfahren zur Nullstellensuche
numerisch beliebig genau bestimmen.
In die Lo¨sungen geht die Akkretionsrate als ein freier Parameter ein. Verlangt
man jedoch von den Lo¨sungen, dass sie transsonisch sind, also im Unendlichen
ruhen und na¨her am akkretierenden Objekt mit U¨berschallgeschwindigkeit
stro¨men, so existiert nur genau eine kritische Akkretionsrate.
Eine charakteristische La¨ngenskala fu¨r dieses Problem ist der sog. Bondi-
Radius
rb =
MG
c2∞
, mit c∞ =
√
γ
P∞
%∞
. (6.4)
Dabei istM die akkretierende Masse und G die Newtonsche Gravitationskon-
stante. Fu¨r alle Simulationen wurden die folgenden Parameter fest gewa¨hlt:
M = 1038 kg ≈ 5 · 107M¯, P∞ = 10−12 Pa,
γ = 1, 4 , %∞ = 10−20 kg/m3.
(6.5)
Daraus ergeben sich die Schallgeschwindigkeit im Unendlichen und der Bondi-
Radius
c∞ = 11, 83 km/s, rb = 4, 77 1019 m.
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Mit Hilfe der Zentralmasse berechnet man eine Freie-Fall-Zeitskala von
tff =
√
r3b
MG
≈ 4, 0 · 1015 s ≈ 1, 3 · 108 a. (6.6)
Bei allen bisher durchgefu¨hrten numerischen Tests wurde auf Standardrand-
bedingungen wie verschwindende Gradienten oder reflektierende Ra¨nder zu-
ru¨ckgegriffen. Dies ist beim Bondi-Problem nicht mo¨glich. Genau definierte
Bedingungen an den Ra¨ndern sind zwingend erforderlich, will man stationa¨re
Lo¨sungen erhalten. Dies ist insbesondere in Geometrien, die an den Ra¨ndern
nicht die spha¨rische Symmetrie widerspiegeln, ein Problem.
Damit man die numerischen Resultate mit den exakten Lo¨sungen verglei-
chen kann, muss man am a¨ußeren Rand – der bei einem endlichen Rechen-
gebiet klarerweise nicht im Unendlichen liegen kann – genau die Werte der
stationa¨ren Lo¨sung an diesem Rand vorgeben. Da man es dort mit einer Un-
terschallstro¨mung zu tun hat, la¨uft allerdings eine Charakteristik aus dem
Rechengebiet hinaus. Daher sollte man eine Gro¨ße am Rand durch Extrapo-
lation von Daten aus dem Inneren des Rechengebiets gewinnen.
Grundsa¨tzlich ist es mo¨glich, die Randbedingungen sowohl fu¨r die primiti-
ven als auch fu¨r die konservativen Variablen zu stellen. Es hat sich allerdings
gezeigt, dass es fu¨r das Bondi-Problem von Vorteil ist, dafu¨r die konser-
vativen Variablen zu wa¨hlen, da die Lo¨sungen dann etwas schneller gegen
die stationa¨ren Lo¨sungen konvergieren. Es wurden also bei allen Simulatio-
nen Dichte, Gesamtenergie und die Geschwindigkeitskomponente senkrecht
zum Rand aus den exakten Lo¨sungen vorgegeben, wa¨hrend die Tangentialge-
schwindigkeit mit Hilfe von Daten aus dem Rechengebiet extrapoliert wurde.
Am inneren Rand soll die Stro¨mung mit U¨berschallgeschwindigkeit frei aus-
stro¨men ko¨nnen. In einem solchen Fall laufen alle Charakteristiken aus dem
Rechengebiet hinaus, und daher mu¨ssen alle Daten durch Extrapolation aus
dem Inneren des Rechengebiets gewonnen werden.
6.6.1 Polarkoordinaten
Wegen des zusa¨tzlichen Kraftterms mu¨ssen die Gleichungssysteme (6.2) und
(6.3) um einen Quellterm auf der rechten Seite erga¨nzt werden. Die externe
Kraft ist in diesem Test allein die Gravitationskraft der zentralen akkre-
tierenden Masse. Die dadurch bewirkte Beschleunigung ist durch Gl. (2.5)
gegeben. Spezialisiert man auf die hier behandelten kartesischen und polaren
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Abbildung 6.23: 2D-Bondi-Akkretion, Machzahl zur Zeit t = 25 tff : Vergleich
von kartesischer (links) und polarer (rechts) Geometrie bei Verwendung der
Mittelpunktsregel (oben) und Trapezregel (unten) fu¨r die Flussintegrale; die
La¨ngeneinheit ist der Bondi-Radius rb.
Koordinatensysteme, so erha¨lt man die Vektoren der Gravitationsbeschleu-
nigungen
fgrav,cart = − MG
(x2 + y2)3/2
(
x
y
)
, fgrav,polar = −MG
r2
(
1
0
)
(6.7)
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Abbildung 6.24: 2D-Bondi-Akkretion fu¨r die Mittelpunktsregel bei t = 25 tff :
Vergleich der numerischen Simulationen in kartesicher (KT-cart) und pola-
rer (KT-polar) Geometrie mit der exakten Lo¨sung; beide Simulationen mit
primitiver Rekonstruktion.
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Abbildung 6.25: 2D-Bondi-Akkretion fu¨r die Trapezregel bei t = 25 tff : Ver-
gleich der numerischen Simulationen in kartesicher (KT-cart) und polarer
(KT-polar) Geometrie mit der exakten Lo¨sung; beide Simulationen mit pri-
mitiver Rekonstruktion.
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und daher fu¨r die Quelltermvektoren
Scart = −% MG
(x2 + y2)3/2

0
x
y
xu+ yv
 , Spolar = −%MGr2

0
1
0
vr
 . (6.8)
Als Anfangsbedingung wurde das Rechengebiet mit konstanter Dichte %0 =
10−20 kg/m3 und einem konstanten Druck von P0 = 10−12 Pa initialisiert.
Die Geschwindigkeiten wurden u¨berall auf null gesetzt. Die Randbedingun-
gen wurden so gestellt, wie es im einfu¨hrenden Abschnitt geschildert wurde.
Damit am inneren Rand das Gas mit U¨berschallgeschwindigkeit ausstro¨men
kann, wurde ein kleiner Bereich um den Ursprung der Koordinatensysteme
ausgespart. Die Daten auf dem Rand dieses Bereichs wurden durch Extra-
polation aus dem Rechengebiet gewonnen.
Damit ergeben sich fu¨r das zweidimensionale Bondi-Problem nach etwa 1017 s
≈ 100 tff stationa¨re Lo¨sungen. In Abbildung 6.23 ist die Radialgeschwindig-
keit in Einheiten der Schallgeschwindigkeit in einem Falschfarbendiagramm
fu¨r die Simulationsergebnisse in kartesischer und polarer Geometrie zu se-
hen. In den kartesischen Diagrammen sieht man, wie schon bei der Sedov-
Explosion, leichte Abweichungen von der radialen Symmetrie. Bei diesem
Test kommt noch erschwerend hinzu, dass sowohl der innere als auch der
a¨ußere Rand auf dem kartesischen Gitter die Symmetrie des Problems nicht
widerspiegeln. Es spricht daher fu¨r die Wahl der Randbedingungen, dass sich
dennoch eine weitestgehend radialsymmetrische Stro¨mung einstellt.
Im direkten quantitativen Vergleich mit der exakten Lo¨sung (Abbn. 6.24 und
6.25) finden sich ebenfalls gute U¨bereinstimmungen. Hier wurden, wie schon
zuvor bei der Sedov-Explosion, die Daten der kartesischen Simulationen in
Ringen zusammengefasst, um die Darstellung u¨bersichtlicher zu gestalten.
Der eingetragene Fehler ist wiederum rein statistisch, so dass die großen
Fehlerbalken nahe dem Ursprung lediglich auf die geringe Anzahl an Gitter-
punkten in diesem Bereich zuru¨ckzufu¨hren sind.
6.6.2 Zylinder- und Kugelkoordinaten
Bei der dreidimensionalen Bondi-Akkretion werden, wie schon in Abschnitt
6.5.2 fu¨r die Sedov-Explosion beschrieben, die Eulergleichungen fu¨r ein ra-
tationssymmetrisches Problem ohne Drehimpuls gelo¨st. Es sind lediglich die
Gravitationsterme hinzuzufu¨gen. Mit Gleichung (2.5) lauten diese Quellter-
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Abbildung 6.26: 3D-Bondi-Akkretion, Radialgeschwindigkeit in Einheiten
von cs zur Zeit t = 6, 25 tff : Vergleich von zylindrischer (links) und spha¨rischer
(rechts) Geometrie bei Verwendung der Mittelpunktsregel; die La¨ngeneinheit
ist der Bondi-Radius rb.
me fu¨r Zylinder- und Kugelkoordinaten
Scyl = −% MG
(z2 + r2)3/2

0
z
r
0
zvz + rvr
 , Sspher = −%MGr2

0
1
0
0
vr
 . (6.9)
Die Anfangsbedingungen wurden genauso wie beim zweidimensionalen Bondi-
Problem gesetzt. Bei der Wahl der Randbedingungen ist im Unterschied zu
den zweidimensionalen Simulationen zu beachten, dass fu¨r Kugel- und Zy-
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Abbildung 6.27: 3D-Bondi-Akkretion, Radialgeschwindigkeit in Einheiten
von cs zur Zeit t = 6, 25 tff : Vergleich von zylindrischer (links) und spha¨ri-
scher (rechts) Geometrie bei Verwendung der Trapezregel; die La¨ngeneinheit
ist der Bondi-Radius rb.
linderkoordinaten an der Symmetrieachse des Koordinatensystems reflektie-
rende Ra¨nder implementiert werden mu¨ssen. Damit das Gas aus dem Re-
chengebiet ausstro¨men kann, ist um den Ursprung herum wieder ein Bereich
ausgespart, an dessen Rand die Daten aus dem inneren des Rechengebiets
extrapoliert wurden, um einen U¨berschall-Ausfluss zu realisieren.
Fu¨r das dreidimensionale Bondi-Problem finden sich mit diesen Anfangs-
und Randbedingungen schon nach etwa t = 6, 25 tff stationa¨re Lo¨sungen. In
den Abbildungen 6.26 und 6.27 sind die Falschfarbendiagramme der Radial-
geschwindigkeit in Einheiten der Schallgeschwindigkeit fu¨r vier verschiedene
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Abbildung 6.28: 3D-Bondi-Akkretion fu¨r die Mittelpunktsregel bei t =
6, 25 tff : Vergleich der numerischen Simulationen in zylindrischer (KT-cyl)
und spha¨rischer (KT-spher) Geometrie mit der exakten Lo¨sung; beide Simu-
lationen mit primitiver Rekonstruktion.
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Abbildung 6.29: 3D-Bondi-Akkretion fu¨r die Trapezregel bei t = 6, 25 tff :
Vergleich der numerischen Simulationen in zylindrischer (KT-cyl) und spha¨ri-
scher (KT-spher) Geometrie mit der exakten Lo¨sung; beide Simulationen mit
primitiver Rekonstruktion.
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Simulationen in Zylinder- und Kugelkoordinaten abgebildet. Am linken Rand
der Diagramme befindet sich die Koordinatenachse.
Hier sieht man schon etwas deutlicher die Abweichungen von der Kugelsym-
metrie in den Simulationen mit zylindrischer Geometrie. Dennoch werden die
wesentlichen Eigenschaften der stationa¨ren Lo¨sung richtig reproduziert, wie
der Vergleich mit den exakten Lo¨sungen in den Abbildungen 6.28 und 6.29
zeigt.
6.7 Kollaps einer rotierenden Gaskugel
In diesem letzten Test soll die lokale Erhaltung des Drehimpulses u¨berpru¨ft
werden. Wie Norman u. a. (1980) gezeigt haben, kann eine zu große ku¨nstliche
Viskosita¨t in einem numerischen Verfahren zur Lo¨sung von zweidimensiona-
len gasdynamischen Problemen dazu fu¨hren, dass Massen- und Drehimpuls-
transport entkoppeln. Dies ist ein rein numerisches Problem. Die Folge ist,
dass die Drehimpulserhaltung verletzt wird.
Nun ist es nicht mo¨glich, ein numerisches Verfahren zu entwickeln, das kei-
nerlei ku¨nstliche Viskosita¨t mit sich bringt. Man kann lediglich versuchen,
diese Effekte so klein wie mo¨glich zu halten. Der folgende Test findet sich
in etwas anderer Form ebenfalls in Norman u. a. (1980). Deren Simulatio-
nen fu¨r den Kollaps einer rotierenden Gaswolke schließen allerdings deren
Eigengravitation mit ein, was zur Zeit fu¨r das in dieser Arbeit vorgestellte
Verfahren noch nicht mo¨glich ist. Man kann diesen Test allerdings auch so
aba¨ndern, dass man die rotierende Wolke dem Gravitationsfeld einer zentra-
len Punktmasse aussetzt und die Eigengravitation vernachla¨ssigt. Auch dann
gilt na¨mlich folgender Zusammenhang zwischen dem Massenspektrum eines
rotierenden nicht-viskosen Gases und dessen spezifischem Drehimpuls:
M(`) =
`∫
0
dM(`′). (6.10)
Die FunktionM(`) gibt also den Anteil an der gesamten Gasmasse an, der in
Massenelementen mit spezifischem Drehimpuls kleiner oder gleich ` enthalten
ist. Fu¨r eine homogene rotierende Gaskugel mit Radius R0, Masse M0 und
konstanter Rotationsfrequenz ω0 kann man diese Funktion explizit angeben:
M(`) = M0
(
1−
(
1− `
ω0R20
)3/2)
. (6.11)
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Abbildung 6.30: Kollaps einer rotierenden Gaskugel, Massendichte zur Zeit
t = 0, 44 tff : Vergleich der Resultate von NIRVANA 2.0 (links) und dem KT-
Verfahren (rechts) mit mc-Limiter (θ = 1, 8) und primitiver Rekonstruktion;
die La¨ngeneinheit ist AU.
Initialisiert man nun eine Simulation in einem abgeschlossenen Gebiet mit
solch einer homogenen und starr rotierenden Gaskugel, so bedeutet die Aus-
sage (6.10), dass unabha¨ngig von der dynamischen Entwicklung fu¨r das Dreh-
impulsspektrum die Beziehung (6.11) gilt. Eine Abweichung von obigem
Spektrum wu¨rde auf diffusiven Drehimpulstransport hindeuten.
Fu¨r alle Kollapsrechnungen wurden die Parameter Masse des Zentralobjekts
M , Verha¨ltnis der spezifischen Wa¨rmekapazita¨ten γ und mittleres Moleku-
largewicht µ fest gewa¨hlt:
M = 1030 kg ≈ 0, 5 M¯, γ = 1, 4 , µ = 0, 602 · 10−3 kg/mol.
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Abbildung 6.31: Kollaps einer rotierenden Gaskugel, spezifischer Drehimpuls
zur Zeit t = 0, 44 tff : Vergleich der Resultate von NIRVANA 2.0 (links)
und dem KT-Verfahren (rechts) mit mc-Limiter (θ = 1, 8) und primitiver
Rekonstruktion; die La¨ngeneinheit ist AU.
Außerdem wurde die Gaskugel mit folgenden Anfangsbedingungen fu¨r Dich-
te, Temperatur und Rotationsfrequenz initialisiert:
%0 = 10
−16 kg/m3, T0 = 10 K, ω0 = 10−13 Hz.
initialisiert. An allen Ra¨ndern wurden reflektierende Randbedingungen ver-
wendet, und an der Achse zusa¨tzlich die Azimutgeschwindigkeit auf null ge-
setzt. A¨ußerer und innerer Radius der Gaskugel sind
rmin = 10
10 m, rmax = 10
14 m.
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Damit ergibt sich eine Freie-Fall-Zeitskala fu¨r dieses Kollapsproblem von etwa
tff =
√
r3max
MG
≈ 1, 2 · 1011 s ≈ 3 800 a. (6.12)
Da kein stabiles numerisches Verfahren ga¨nzlich ohne ku¨nstliche Viskosita¨t
auskommt, ist es wichtig, die mit dem KT-Verfahren gewonnenen Ergebnisse
fu¨r den Kollaps mit denen anderer Verfahren zu vergleichen. Nur so kann man
wirklich einscha¨tzen, wie gut oder schlecht das jeweilige Verfahren ist. Die
hier gezeigten Vergleichstests wurden mit dem Programmpaket NIRVANA
in der Version 2.0 erzeugt. Das darin von Ziegler (2003) implementierte Ver-
fahren basiert auf den in Norman u. a. (1980) beschriebenen und in Norman
und Winkler (1986) verbesserten Methoden fu¨r den konsistenten Drehim-
pulstransport.
Die Abbildungen 6.30 und 6.31 zeigen die Massendichte und den spezifischen
Drehimpuls nach einer Laufzeit von etwa 0, 44 tff . Die Auflo¨sung betra¨gt
bei beiden Simulationen 40 Zellen in radialer und 60 Zellen in azimutaler
Richtung. Fu¨r das KT-Verfahren wurde der mc-Limiter mit einem Parameter
θ = 1, 8 verwendet, was eine verha¨ltnisma¨ßig geringe ku¨nstliche Viskosita¨t
bedeutet.
Wie man unschwer erkennt, sind die Ergebnisse weder fu¨r die Massendich-
te noch fu¨r den spezifischen Drehimpuls identisch. Die grobe Struktur wird
aber von beiden Verfahren a¨hnlich reproduziert. Ein wichtiger Unterschied
ist, dass beim KT-Verfahren in den Zellen nahe dem Ursprung offenbar weni-
ger Masse vorhanden ist. Außerdem scheint es insgesamt weniger Zellen mit
geringem spezifischen Drehimpuls zu geben. Beides ko¨nnte darauf hindeuten,
dass der Drehimpuls beim KT-Verfahren lokal nicht so gut erhalten ist, wie
man es mit dem konsistenten Transport erreichen kann.
Wirklich quantifizieren la¨sst sich dies aber erst, wenn man das Massenspek-
trum in Abha¨ngigkeit vom spezifischen Drehimpuls in Abbildung 6.32 be-
trachtet. Zuna¨chst fa¨llt darin auf, dass beim KT-Verfahren tatsa¨chlich we-
niger Massenelemente mit geringem spezifischen Drehimpuls vorhanden sind
als bei NIRVANA. Alldings scheint NIRVANA die Massenfunktion M(`) bei
` = 6 · 1011 auch leicht zu u¨berscha¨tzen.
Insgesamt u¨berraschen allerings die u¨ber mehrere Zehnerpotenzen fast identi-
schen Datenpunkte bei so ga¨nzlich unterschiedlichen numerischen Verfahren.
Sogar der leichte Einbruch des Spektrums zwischen ` ≈ 1012 und ` ≈ 1014
wird von beiden Verfahren anna¨hernd gleich wiedergegeben.
Als na¨chstes soll die Abha¨ngigkeit der lokalen Drehimpulserhaltung von der
ku¨nstlichen Viskosita¨t untersucht werden. Dazu wurde die gleiche Kollapssi-
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Abbildung 6.32: Kollaps einer rotierenden Gaskugel, Massenspektrum des
spez. Drehimpulses zur Zeit t = 0, 44 tff : Vergleich der Resultate von NIR-
VANA 2.0 und dem KT-Verfahren mit mc-Limiter (θ = 1, 8) und primitiver
Rekonstruktion.
mulation mit dem KT-Verfahren und unterschiedlichen Parametern fu¨r den
mc-Limiter2 durchgefu¨hrt (Abb. 6.33). Man kann deutlich einen Trend er-
kennen. Offenbar erha¨lt ein Verfahren mit geringerer ku¨nstlicher Viskosita¨t
(gro¨ßere Werte von θ) das Massenspektrum des spezifischen Drehimpulses
besser.
Da offenbar die dissipativen Eigenschaften des numerischen Verfahrens einen
nicht zu vernachla¨ssigenden Einfluss auf die Ergebnisse haben, sollte man
auch untersuchen, wie sich die Auflo¨sung der Simulation auswirkt. Generell
bedeutet na¨mlich eine ho¨here Auflo¨sung geringere ku¨nstliche Viskosita¨t. Die
Resultate in Abbildung 6.34 (unten) zeigen das Massenspektrum des spezifi-
schen Drehimpulses zum etwa gleichen Zeitpunkt3 wie in Abbildung 6.31 fu¨r
2fu¨r θ = 1 ist der mc-Limiter identisch mit dem minmod-Limiter
3Die Zeitpunkte sind nicht ganz exakt gleich, weil es mit NIRVANA nicht mo¨glich ist,
Daten zu einem fest vorgegeben Zeitpunkt herauszuschreiben. Es ha¨ngt daher leicht von
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Abbildung 6.33: Kollaps einer rotierenden Gaskugel, Massenspektrum des
spez. Drehimpulses zur Zeit t = 0, 44 tff fu¨r unterschiedlich starke ku¨nstli-
che Viskosita¨t des mc-Limiters; alle Simulationen mit Mittelpunktsregel und
primitiver Rekonstruktion.
Simulationen mit einer Auflo¨sung von 80 × 100 in radialer und azimutaler
Richtung.
Zuna¨chst fa¨llt auf, dass man am unteren Ende des Spektrums etwa eine
Zehnerpotenz gewinnt. Der Knick im Spektrum liegt bei den Simulationen
mit ho¨herer Auflo¨sung bei ` = 1011m2/s wa¨hrend er bei denen mit niedri-
ger Auflo¨sung schon bei ` = 1012m2/s ansetzt. Das deutet auf schwa¨chere
ku¨nstliche Viskosita¨t hin. Interessant ist ferner, dass der leichte Einbruch am
oberen Ende des Spektrums fu¨r NIRVANA unabha¨ngig von der Auflo¨sung
bei etwa ` = 1014m2/s liegt. Das KT-Schema liefert fu¨r die ho¨here Auflo¨sung
bessere Resultate.
Eine weitere wichtige Erkenntnis im Zusammenhang mit der Erhaltung des
Drehimpulses ist, dass offenbar die Dauer der Simulation eine Rolle spielt.
der Simulation ab, zu welchen Zeitpunkten Daten ausgegebenen werden.
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Abbildung 6.34: Kollaps einer rotierenden Gaskugel, Massenspektrum des
spez. Drehimpulses zu verschiedenen Zeiten mit einer Auflo¨sung von 80×100
Zellen: Vergleich der Resultate von NIRVANA 2.0 und dem KT-Verfahren mit
mc-Limiter (θ = 1, 5) und primitiver Rekonstruktion.
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Man vergleiche dazu die Simulationsergebnisse in Abbildung 6.34 (unten)
mit denen im oberen Diagramm, die zu einem fru¨heren Zeitpunkt gewon-
nen wurden. Es sind deutliche Unterschiede am unteren Ende des Spektrums
und auch im mittleren Bereich zu erkennen. Außerdem weisen die Spektren
von NIRVANA und dem KT-Verfahren zum fru¨heren Zeitpunkt eine gro¨ße-
re U¨bereinstimmung auf. Diese Zeitabha¨ngigkeit muss nicht verwundern,
wenn man sich vorstellt, dass die ku¨nstliche Viskosita¨t eine a¨hnliche Wir-
kung hat wie eine natu¨rliche Viskosita¨t. Sie koppelt die mit unterschiedlicher
Geschwindigkeit rotierenden Gasmassen u¨ber diffusive Prozesse miteinander,
so dass langsam rotierende Bereiche beschleunigt und schnell rotierende Be-
reiche abgebremst werden. Dabei findet kein Massenaustausch statt, was zu
der erwa¨hnten Verletzung des Drehimpulssatzes fu¨hrt. Es ist leicht einzuse-
hen, dass die Dauer der Simulation diesem Prozess mehr Gelegenheit gibt
seine Wirkung zu entfalten.
Es sei noch angemerkt, dass die dynamische Entwicklung beider Simulatio-
nen bis zur Zeit t ≈ 0, 17 tff etwa gleich verla¨uft, dann aber immer sta¨rkere
Unterschiede aufweist. Vor allen Dingen findet man bei den Ergebnissen von
NIRVANAmehr Masse im Zentrum und weniger spezifischen Drehimpuls ent-
lang der Achse. Außerdem haben die Lo¨sungen bei NIRVANA eine gro¨ßere
A¨hnlichkeit mit denen bei niedriger Auflo¨sung, wa¨hrend sich die KT-Lo¨sun-
gen deutlich von denen mit geringerer Auflo¨sung unterscheiden.
Als letzter Drehimpulstest wurde die gleiche Simulation in Zylinderkoordi-
naten durchgefu¨hrt. Die Auflo¨sung war 160 × 80 in vertikaler und horizon-
taler Richtung. Allerdings fehlen einige Zellen, da vom a¨ußeren Rand ein
kreisfo¨rmiger Abschnitt abgetrennt wurde (siehe Abb. 6.35), um das Rechen-
gebiet kugelsymmetrisch anzulegen. Die Zellen außerhalb des Kreisbogens
wurden nicht mitgerechnet, und an der Schnittlinie wurden reflektierende
Randbedingungen implementiert. Auf diese Weise ist das Volumen, in dem
sich die Stro¨mung frei entfalten konnte, nahezu identisch mit dem in den
spha¨risch-symmetrischen Simulationen.
Vergleicht man die Falschfarbendiagramme der spha¨rischen (Abbn. 6.30,
6.31) mit denen der zylindrischen Simulationen (Abb. 6.35), so stellt man
große Unterschiede in der Struktur fest. A¨hnlich starke Abweichungen wur-
den auch bei zylindersymmetrischen Rechnungen mit NIRVANA gefunden.
U¨ber die Ursachen kann an dieser Stelle nur spekuliert werden, da eine na¨he-
re Untersuchung noch nicht stattgefunden hat. Ein kleiner, aber mo¨glicher-
weise entscheidender Unterschied liegt in der Randbedingung am Ursprung.
Wa¨hrend bei den zylindersymmetrischen Berechnungen der Rand auf der
Achse liegt, wurde bei den Simulationen in Kugelkoordinaten ein kleiner
halbkugelfo¨rmiger Ausschnitt um den Ursprung gelegt und dort ein reflek-
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Abbildung 6.35: Kollaps einer rotierenden Gaskugel, Massendichte und spe-
zifischer Drehimpuls zur Zeit t = 0, 43 tff : Simulation in Zylinderkoordinaten;
KT-Verfahren mit mc-Limiter (θ = 1, 5) und primitiver Rekonstruktion; die
La¨ngeneinheit ist AU.
tierender Rand implementiert. Es ist aber auch denkbar, dass die in der
spha¨rischen Geometrie stark entarteten Zellen in der Na¨he des Ursprungs
einen Einfluss haben. Dadurch wird im Zentrum eine viel ho¨here Auflo¨sung
erreicht als in Zylinderkoordinaten. Vergleichsrechnungen mit extrem hoher
Auflo¨sung in Zylinderkoordinaten stehen noch aus und ko¨nnten dies kla¨ren.
Betrachtet man das Massenspektrum des Drehimpulses (Abb. 6.36) in Zylin-
derkoordinaten, so finden sich auch dort kleine, aber vielleicht entscheidende
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Abbildung 6.36: Kollaps einer rotierenden Gaskugel, Massenspektrum des
spezifischen Drehimpulses zur Zeit t = 0, 43 tff : Vergleich der Simulation in
Zylinder- (KT-cyl) und Kugelkoordinaten (KT-spher) fu¨r das KT-Verfahren
mit mc-Limiter (θ = 1, 5) und primitiver Rekonstruktion.
Unterschiede. Offenbar erha¨lt die Simulation in Kugelkoordinaten das Spek-
trum im oberen Bereich besser wa¨hrend in Zylinderkoordinaten am unteren
Ende des Spektrums weniger Massenelemente mit geringem Drehimpuls ver-
loren gehen.
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Kapitel 7
Modellrechnungen
7.1 Simulationsumgebung
Die im Kapitel 6 mit dem KT-Verfahren gelo¨sten Probleme haben zwar zum
Teil auch einen astrophysikalischen Hintergrund, jedoch sind sie bewusst sehr
einfach gehalten, damit sie einer analytischen Lo¨sung zuga¨nglich bleiben und
sich so als Testprobleme eignen. So kann man das Bondi-Problem durch-
aus als Musterbeispiel fu¨r einen Akkretionsprozess ansehen, und das Sedov-
Problem wurde vielfach als Grundmodell fu¨r Supernovae verwendet. Wirklich
nu¨tzlich ist ein numerisches Verfahren aber nur dann, wenn es nicht nur diese
etwas akademisch anmutenden Beispiele lo¨st, sondern ein Werkzeug liefert,
um sehr viel komplexere physikalische Probleme anzugehen.
Daher soll in diesem Kapitel gezeigt werden, dass sich das in dieser Arbeit
entwickelte numerische Verfahren fu¨r krummlinig-orthogonale Gitter dazu
eignet, Lo¨sungen fu¨r das in Kapitel 2 beschriebene Modell eines strahlungs-
getriebenen Scheibenwinds zu berechnen. Das Lo¨sungsverfahren fu¨r die dort
angegebenen hydrodynamischen Gleichungen ist im Detail erla¨utert worden.
Allerdings ist es noch no¨tig, die numerische Behandlung der Quellterme et-
was genauer darzulegen. Fu¨r die Gravitationsbeschleunigung ist dies bereits
in Kapitel 6.6.2, in dem das Bondi-Problem gelo¨st wurde, geschehen. Die
Beschleunigungsterme durch das Strahlungsfeld (Gln. 2.9, 2.16) mu¨ssen aber
noch auf bestimmte Koordinaten spezialisiert werden, um sie einer numeri-
schen Berechnung zuga¨nglich zu machen.
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Abbildung 7.1: Koordinatentransformation fu¨r die Berechnung des Beschleu-
nigungsintegrals
7.1.1 Numerische Berechnung der Quellterme
Die Integrationen in den Gleichungen fu¨r die Strahlungsbeschleunigung (2.9)
und (2.16) werden u¨ber das Raumwinkelelement dΩ ausgefu¨hrt. Da die In-
tensita¨t des Strahlungsfeldes an der Oberfla¨che der Akkretionsscheibe in den
polaren Koordinaten der Scheibe angegeben ist (Gl. 2.10), erweist es sich als
zweckma¨ßig, die Integrationsvariablen ebenfalls in dieses System zu transfor-
mieren.
Dazu betrachte man die Darstellung in Abbildung 7.1. Mit W sei der Punkt
bezeichnet, an dem die Beschleunigung berechnet werden soll. Er hat in ei-
nem Zylinderkoordinatensystem mit Ursprung in Z die Koordinaten (r, z). Z
markiert das Zentrum der Akkretionsscheibe, die in der A¨quatorialebene des
Zylinderkoordinatensystems liegt. In der Scheibe gelten die Polarkoordinaten
(s, ϕ). Außerdem gibt es noch ein drittes Koordiantensystem. Es wird durch
die Winkel (φ, ϑ) um den Punkt W aufgespannt, wobei φ von der Richtung
zur Achse aus gemessen wird. In diesem System wird die Raumwinkelinte-
gration in Gl. (2.9) durchgefu¨hrt. Dabei gilt die folgende Beziehung zwischen
dem Raumwinkelelement und den Differentialen der Koordinaten
dΩ = sinϑ dϑ dφ = d(− cosϑ) dφ.
Wie man aus der Zeichnung ablesen kann, transformiert man die Koordinaten
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(φ, ϑ) folgendermaßen ins Polarkoordinatensystem der Scheibe:
cosϑ =
z
d
und sinφ =
s sinϕ√
d2 − z2 . (7.1)
Dabei ist der Abstand zwischen den Punkten D in der Scheibe und W im
Wind gegeben durch
d(s, ϕ) =
√
r2 + s2 + z2 − 2rs cosϕ. (7.2)
Wichtig ist in diesem Zusammenhang nur die Abha¨ngigkeit von (s, ϕ), da
bei der Raumwinkelintegration der Punkt W und damit die Koordinaten
(r, z) festgehalten werden. Fu¨r den U¨bergang zu neuen Koordinaten bei der
Integration beno¨tigt man die Funktionaldeterminante der Koordinatentrans-
formation ∣∣∣∣∂(ϑ, φ)∂(s, ϕ)
∣∣∣∣ = zsd3 .
Damit schreibt sich dann das Raumwinkelelement in den neuen Koordinaten
dΩ =
zs
d3
ds dϕ.
Mit der Gl. (2.9), wobei I(rp, n̂) gegeben ist durch Gl. (2.10), ergibt sich
daher die Beschleunigung durch Elektronenstreuung im Punkt W
fe(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s) n̂
z
d3
s ds dϕ. (7.3)
Analog errechnet man fu¨r die Beschleunigung durch Linienabsorption in der
CAK-Approximation (Gl. 2.16)
fl(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s) k
(
cκl
ν0σevthτl
)α
n̂
z
d3
s ds dϕ. (7.4)
Dabei ist die Integrationsgrenze smax der a¨ußere Radius der Akkretionsschei-
be. In diesen Gleichungen ist fu¨r den Ort W, an dem die Beschleunigung
berechnet werden soll, schon auf ein Zylinderkoordinatensystem spezialisiert
worden. Im Prinzip ist dies nicht no¨tig, man kann die obigen Betrachtungen
auch fu¨r beliebige orthonormale Systeme, wie sie in Kapitel 3 beschrieben
werden, durchfu¨hren. Allerdings wird die Rechnung dann etwas unu¨bersicht-
licher.
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Damit man die Beschleunigungsterme aber auch in anderen Koordinaten-
systemen verwenden kann, wurde hier ein etwas anderer Weg beschritten.
Dazu berechnet man zuna¨chst die Beschleunigungsterme im Zylinderkoordi-
natensystem1 (r, z) und transformiert sie dann durch eine Rotation in der
r-z-Ebene in ein anderes Orthonormalsystem.
Die Komponenten dieser Strahlungsbeschleunigungen im Zylinderkoordina-
tensystem erha¨lt man, indem man das Skalarprodukt mit den Basisvektoren
bildet und die Skalarprodukte mit dem Richtungseinheitsvektor n̂ unter dem
Integral auswertet. Aus der Abbildung 7.1 entnimmt man, dass
êzˆ · n̂ = cosϑ und êrˆ · n̂ = sinϑ cosφ
und mit den Transformationen (Gl. 7.1)
êzˆ · n̂ = z
d
und êrˆ · n̂ = r − s cosϕ
d
gilt. Auf diese Weise berechnet man die Komponenten der Beschleunigung
durch elastische Elektronenstreuung
fe,zˆ(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s)
z2
d4
s ds dϕ
fe,rˆ(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s)
z(r − s cosϕ)
d4
s ds dϕ
(7.5)
und Linienabsorption in der CAK-Approximation
fl,zˆ(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s) k
(
cκl
ν0σevthτl
)α
z2
d4
s ds dϕ
fl,rˆ(r, z) =
σe
c
smax∫
s0
2pi∫
0
I(s) k
(
cκl
ν0σevthτl
)α
z(r − s cosϕ)
d4
s ds dϕ,
(7.6)
wobei d(r, z, s, ϕ) durch Gl. (7.2) und das Strahlungsfeld der Scheibe I(s)
durch Gl. (2.10) gegeben ist. Man beachte, dass im Allgemeinen die optische
1Der Polarwinkel kann hier unterdru¨ckt werden, da wegen der Voraussetzung der Rota-
tionssymmetrie die Beschleunigungsterme nur von den Koordinaten in der Ebene senkrecht
zur Akkretionsscheibe abha¨ngen.
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Dicke τl ebenfalls eine Funktion von n̂ und damit u¨ber die Transformatio-
nen (7.1) von s und ϕ ist.
Man kann an dieser Stelle fu¨r die optische Dicke noch eine Approximation
angeben, die die Berechnung der letzten beiden Integrale weiter vereinfacht.
Dazu vernachla¨ssigt man die horizontalen Beitra¨ge des Geschwindigkeitsgra-
dienten in der optischen Dicke∣∣n̂ ·∇(n̂ ·v)∣∣ ≈ ∣∣∣∣n̂ · êzˆ ∂vzˆ∂z
∣∣∣∣ = ∣∣∣∣cosϑ∂vzˆ∂z
∣∣∣∣ = ∣∣∣∣zd ∂vzˆ∂z
∣∣∣∣
und setzt dies in die optische Dicke (Gl. 2.12) ein:
τl ≈ c
ν0
%κl∣∣ z
d
∂vzˆ
∂z
∣∣ .
Daraus folgt dann fu¨r die Beschleunigung durch Linienabsorption
fl,zˆ(r, z) =
σe
c
k
(
1
%σevth
∣∣∣∣∂vzˆ∂z
∣∣∣∣
)α smax∫
s0
2pi∫
0
I(s)
z2+α
d4+α
s ds dϕ
fl,rˆ(r, z) =
σe
c
k
(
1
%σevth
∣∣∣∣∂vzˆ∂z
∣∣∣∣
)α smax∫
s0
2pi∫
0
I(s)
z1+α(r − s cosϕ)
d4+α
s ds dϕ
(7.7)
in U¨bereinstimmung mit den Resultaten von Pereyra u. a. (2000).
Die verbleibenden Doppelintegrale kann man fu¨r die Linienbeschleunigung
nur noch numerisch lo¨sen. Man kann dieses Problem mit den bekannten Ku-
baturverfahren angehen oder – wie in diesem Fall mo¨glich – geschachtelte
Quadraturverfahren verwenden. Letzteres bietet sich an, weil man fu¨r das
Winkelintegral das Romberg-Verfahren benutzen kann, das bei periodischen
Integranden schnell gegen die gesuchte Lo¨sung konvergiert. Das verbleibende
Integral u¨ber s wurde mit einem adaptiven Gaussverfahren gelo¨st.
Bei der Beschleunigung durch Elektronenstreuung (Gl. 7.5) kann man im
Prinzip ebenso vorgehen. Es stellt sich allerdings heraus, dass die Winkelin-
tegrale in diesem Fall analytisch gelo¨st werden ko¨nnen (vgl. Illenseer 2002,
Kap. 8.1). Dabei verwendet man, dass
r − s cosϕ
d4
=
∂
∂r
(
1
2d2
)
fu¨r den Integranden im zweiten Integral gilt, und erha¨lt nach Ausfu¨hrung der
Winkelintegration fu¨r die Komponenten der Beschleunigung durch elastische
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Elektronenstreuung
fe,zˆ(r, z) =
σe
c
smax∫
s0
I(s)
2piz2(r2 + s2 + z2)[
(r2 + s2 + z2)2 − 4r2s2
]3/2 s ds
fe,rˆ(r, z) =
σe
c
smax∫
s0
I(s)
2pirz(r2 − s2 + z2)[
(r2 + s2 + z2)2 − 4r2s2
]3/2 s ds.
(7.8)
Das verbleidende Integral kann wiederum nur numerisch gelo¨st werden. Bei
der numerischen Integration ist darauf zu achten, dass fu¨r r = s und z → 0
im Integranden eine Singularita¨t besteht, die allerdings integrabel ist. Aus
diesem Grund integriert man u¨ber die Teilintervalle [s0, r] und [r, smax].
Wichtig im Zusammenhang mit den Quelltermintegralen ist, dass die Inte-
granden in allen Fa¨llen unabha¨ngig von den hydrodynamischen Variablen
sind. Dadurch ist man in der Lage, die Integrale vor der eigentlichen numeri-
schen Simulation zu berechnen. Dies reduziert die Laufzeit der Simulationen
erheblich, da die numerische Quadratur – auch wenn man, wie hier gesche-
hen, ein adaptives Verfahren benutzt – insbesondere bei den Doppelintegralen
aufwendig ist.
In Abbildung 7.2 sieht man die Beschleunigung durch Elektronenstreuung
fu¨r eine typische Akkretionsscheibe mit einem Schwarzes Loch der Masse
M = 108M¯ und einer Akkretionsrate von M˙0 = 0, 5M¯/a. Man beachte,
dass diese nach außen gerichtete Beschleunigung um mehr als den Faktor
10 kleiner ist als die Gravitationsbeschleunigung des Schwarzen Lochs. Dies
a¨ndert sich auch bei gro¨ßeren Distanzen nicht, weil fe ∝ r−2 fu¨r r → ∞
gilt und daher die Strahlungsbeschleunigung durch Elektronenstreuung mit
der gleichen Potenz von r wie die Gravitationsbeschleunigung abklingt. Es
ist also unbedingt eine weitere nach außen gerichtete Kraft erforderlich, will
man einen kontinuierlich stro¨menden Wind erzeugen.
7.1.2 Anfangsbedingungen
Zu Beginn der Simulation wird das Rechengebiet mit einer hydrostatischen
Gasspha¨re initialisiert. Die Gleichung fu¨r das hydrostatische Gleichgewicht
in Kugelkoordinaten lautet in diesem Fall
1
%
dP
d r
= −MG
r2
+ fe,rˆ (7.9)
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Abbildung 7.2: Beschleunigung durch Elektronenstreuung in unmittelbarer
Umgebung des Schwarzen Lochs (M = 108M¯, M˙0 = 0, 5M¯/a); die La¨ngen-
einheit sind Schwarzschildradien.
mit der Radialkomponente der Strahlungsbeschleunigung fu¨r elastische Elek-
tronenstreuung
fe,rˆ ≈ σeLD
4pi r2 c
.
An dieser Stelle genu¨gt die Approximation fu¨r große Radien, da fu¨r die An-
fangsbedingungen keine große Genauigkeit verlangt werden muss. Fu¨hrt man
die Eddington-Leuchtkraft durch
LEdd =
4piMGc
σe
(7.10)
ein, so kann man die Beschleunigungterme zusammenfassen zu
−MG
r2
+ fe,rˆ = −MG
r2
(
1− LD
LEdd
)
. (7.11)
Damit man das hydrostatische Problem in Gl. (7.9) lo¨sen kann, beno¨tigt man
noch einen Zusammenhang zwischen Dichte % und Druck P . Eine einfache
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Mo¨glichkeit besteht darin, von der Gaskugel zu verlangen, dass die spezifische
Entropie s u¨berall konstant ist. Dann ergibt sich mit dem ersten Hauptsatz
der Thermodynamik und ds = 0:
dε = T ds− P d%−1 = −P d%−1. (7.12)
Mit der spezifischen Enthalpie
w = ε+
P
%
(7.13)
erha¨lt man dann
dw = dε+ P d%−1 + %−1 dP = %−1 dP
und daher folgende Gleichung fu¨r eine hydrostatische isentrope Gaskugel
unter dem Einfluss der Gravitation einer Punktmasse und dem Strahlungsfeld
einer Akkretionsscheibe:
dw
d r
= −MG
r2
(
1− LD
LEdd
)
. (7.14)
Die Lo¨sung dieser Differentialgleichung fu¨r die spezifische Enthalpie lautet
w(r) = w(r0) +
MG
r
(
1− r
r0
)(
1− LD
LEdd
)
. (7.15)
Mit Gl. (7.13), der Zustandsgleichung fu¨r das ideale Gas (2.4) und der Schall-
geschwindigkeit (3.34) findet man den Zusammenhang
w =
γ
γ − 1
P
%
=
c2s
γ − 1 .
La¨sst man nun in Gl. (7.15) r0 → ∞ gehen und ersetzt die spezifische En-
thalpie durch die Schallgeschwindigkeit, so ergibt sich
c2s(r) = c
2
∞ + (γ − 1)
MG
r
(
1− LD
LEdd
)
(7.16)
mit der Schallgeschwindigkeit c∞ im Unendlichen. Nun kann man u¨ber die
Definition der Schallgeschwindigkeit bei Kenntnis der Dichteverteilung die
Druckschichtung bestimmen. Fu¨r eine vollsta¨ndige Lo¨sung bedarf es aber
noch einer weiteren Beziehung zwischen Dichte und Druck. Dazu betrachte
man noch einmal Gl. (7.12) fu¨r ein ideales Gas. Es folgt
dε =
1
γ − 1 d
(
P
%
)
= −P d%−1 ⇔ dP
P
= γ
d%
%
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und somit
P
%γ
=
P∞
%γ∞
.
Damit berechnet sich die Dichteverteilung
%(r) = %∞
(
1 + (γ − 1)c2∞
MG
r
(
1− LD
LEdd
)) 1γ−1
(7.17)
und die Druckschichtung
P (r) = P∞
(
1 + (γ − 1)c2∞
MG
r
(
1− LD
LEdd
)) γγ−1
(7.18)
fu¨r die hydrostatische isentrope Gaskugel.
Ganz analog berechnet man bei einer isothermen Gaskugel mit
P = c2s% wobei cs = const,
fu¨r den Druckgradienten
1
%
dP
d r
=
1
c2s
d
d r
lnP = −MG
r2
(
1− LD
LEdd
)
.
Die Lo¨sungen lauten dann
%(r) = %∞ exp
(
c2s
MG
r
(
1− LD
LEdd
))
(7.19)
P (r) = P∞ exp
(
c2s
MG
r
(
1− LD
LEdd
))
. (7.20)
Beide Anfangsbedingungen wurden zur Initialisierung des Rechengebiets ver-
wendet. Abgesehen von den ersten Zeitschritten konnte fu¨r die zeitliche Ent-
wicklung der Simulationen keine signifikante Abha¨ngigkeit von der Wahl der
Anfangsbedingung beobachtet werden.
7.1.3 Randbedingungen
Die korrekte Wahl der Randbedingungen ist fu¨r dieses Windproblem von
entscheidender Bedeutung, wie schon von Pereyra u. a. (1997, 2000) ange-
merkt wurde. Unabha¨ngig von der Wahl des Koordinatensystems gibt es im
Wesentlichen drei Arten von Ra¨ndern fu¨r das Problem des Scheibenwindes,
wobei insbesondere die Punkte 1 und 3 problematisch sind:
146 KAPITEL 7. MODELLRECHNUNGEN
1. Unterschall-Einfluss an der Photospha¨re der Scheibe;
2. Reflektierender bzw. axialer Rand entlang der Symmetrieachse des Ko-
ordinatensystems;
3. (U¨berschall-) Ausflu¨sse an den u¨brigen Ra¨ndern.
Da die Photospha¨re der Scheibe in den Simulationen nicht mitgerechnet wird,
gibt es keine verla¨sslichen Daten fu¨r diesen Rand. Man ist darauf angewiesen,
an dieser Stelle etwas mit den Randbedingungen zu experimentieren. Im Prin-
zip wurde in dieser Arbeit die in Pereyra u. a. (2000) beschriebene Methode
verwendet. Dabei setzt man Dichte und Geschwindigkeitskomponenten auf
feste Werte und extrapoliert den Druck mit Hilfe von Daten aus dem Inneren
des Rechengebiets. Dies entspricht einer Unterschalleinfluss-Randbedingung.
Die photospha¨rische Dichte erha¨lt man aus Scheibenmodellen. Die Werte be-
wegen sich hier etwa in der Gro¨ßenordnung von 10−10 bis 10−11 kg/m3. Damit
die Randbedingungen nicht zu kompliziert sind, wurde hier der Einfachheit
halber angenommen, dass diese Dichte fu¨r alle Radien konstant ist.
Fu¨r die Horizontalkomponente der Geschwindigkeit kann in guter Na¨herung
null eingesetzt werden, weil die radiale Driftgeschwindigkeit in der Scheibe
sehr klein gegenu¨ber allen anderen Geschwindigkeiten ist. Ferner wird an-
genommen, dass die Gasmassen in der Scheibenphotospha¨re anna¨hernd mit
keplerscher Geschwindigkeit rotieren. Auf diese Weise gelangt Drehimpuls
ins Rechengebiet. Fu¨r die Vertikalkomponente der Geschwindigkeit wa¨hlen
Pereyra u. a. (2000) Werte von 10 km/s und begru¨nden dies damit, dass das
in etwa dem Wert der thermischen Geschwindigkeit der Gasteilchen in der
Scheibenphotospha¨re entspricht. Mit der Abscha¨tzung (7.21) und der Effek-
tivtemperatur der Scheibe (Gl. 2.6) erha¨lt man das Geschwindigkeitsprofil in
Abbildung 7.3 fu¨r eine typische AGN-Scheibe mit einer Masse von 108M¯
und einer Akkretionsrate von M˙0 = 0, 5M¯/a. Mit einem Wert von 10 km/s
liegt man also fu¨r den betrachteten Bereich unterhalb der thermischen Ge-
schwindigkeit. Wichtig ist in diesem Zusammenhang, dass die Geschwindig-
keit auf jeden Fall kleiner als die Schallgeschwindigkeit sein sollte, damit man
am Fußpunkt des Windes im Unterschallbereich bleibt.
An der Achse des Koordinatensystems werden axiale Randbedingungen ge-
stellt. Das bedeutet, dass Dichte, Tangentialgeschwindigkeit und Druck aus
den innersten Zellen des Rechengebiets in die sog. Geisterzellen, die direkt
an die Randzellen des Rechengebiets anschließen, kopiert werden, was ver-
schwindenden Gradienten gleichkommt. Normalgeschwindigkeit und Rota-
tionsgeschwindigkeit kopiert man ebenfalls, jedoch mit umgekehrtem Vor-
zeichen. Das KT-Verfahren verlangt, dass man neben den Zellmittelwerten
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Abbildung 7.3: Profil der thermischen Geschwindigkeit in der Scheibenpho-
tospha¨re
in den Geisterzellen auch Daten auf den dem Rechengebiet zugewandten
Zellra¨ndern der Geisterzellen festlegt. In der Regel kann man einfach die
Randdaten aus den direkt benachbarten Zellen innerhalb des Rechengebiets
kopieren. Bei reflektierenden Randbedingungen ist es allerdings besser, diese
Randwerte fu¨r die Normal- und die Rotationsgeschwindigkeit sowohl in den
Randzellen des Rechengebiets als auch in den Geisterzellen außerhalb des Re-
chengebiets auf null zu setzen. Nur so sind die Flu¨sse u¨ber den reflektierenden
Rand wirklich identisch null.
Die dritte Randbedingung gilt fu¨r alle verbleibenden Ra¨nder. Es hat sich
als nicht so vorteilhaft erwiesen, einfache Ausflussrandbedingungen also ver-
schwindende ra¨umliche Ableitungen bei allen Gro¨ßen anzunehmen. Das Pro-
blem dabei ist, dass nicht fu¨r den gesamten a¨ußeren Rand angenommen wer-
den kann, dass die Stro¨mung auswa¨rts gerichtet ist. In manchen Bereichen
beobachtet man sogar statt eines Winds einen Akkretionsprozess. Ist dies
der Fall, so sind verschwindende Ableitungen keine gute Wahl, da bei Unter-
schalleinstro¨mung vier der fu¨nf Charakteristiken ins Rechengebiet einlaufen
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und somit unbedingt Werte am Rand vorgegeben werden mu¨ssen, damit die
Randbedingungen wohldefiniert sind.
Aus diesem Grund werden an allen a¨ußeren Ra¨ndern die Dichte und die
Temperatur fest vorgegeben, wa¨hrend sa¨mtliche Ableitungen der Geschwin-
digkeiten u¨berall auf null gesetzt werden. Man sollte dabei darauf achten,
dass die Dichte nicht zu groß ist, da sonst ein sehr starker Akkretionsprozess
angestoßen wird, der ein Ausstro¨men unmo¨glich macht. Dort, wo der Wind
mit U¨berschallgeschwindigkeit ausstro¨mt, macht diese Art von Randbedin-
gung keine Probleme, da wegen der upwind-Eigenschaften des KT-Verfahrens
die Randwerte in diesen Bereichen keinen Einfluss auf die Stro¨mung haben
(vgl. Kapitel 4.4.2).
7.1.4 Modellparameter
Die Modellparameter legen fest, wie die externen Kra¨fte in den Quellter-
men auf die Stro¨mung wirken sollen. Der wohl wichtigste Parameter ist hier
die Masse M des Schwarzen Lochs. Sie geht sowohl in die Berechnung der
Gravitationsbeschleunigung als auch u¨ber die Leuchtkraft der Akkretions-
scheibe (Gl. 2.7) in die Strahlungsbeschleunigungen ein. Grundsa¨tzlich kann
man mit dem Modell auch Winde bei anderen Objekten wie etwa Cataclys-
mic Variables (CVs) untersuchen. Die Massenskalen sind dann andere als fu¨r
die hier betrachteten AGN. In dieser Arbeit soll der Parameterraum fu¨r die
Zentralmassen auf den Bereich von 107M¯ bis 108M¯ eingeschra¨nkt werden.
Gleiches gilt fu¨r die Akkretionsrate M˙0. Auch sie ha¨ngt vom betrachteten
Objekt ab. Da die Akkretionsscheibe selbst in diesem Modell nicht mitge-
rechnet wird, ist sie ein Parameter der Simulation. Typische Werte fu¨r AGN
bewegen sich zwischen 10−4M¯/a und 1M¯/a.
In die Berechnung der Beschleunigung durch Strahlung geht neben diesen
Scheibenparametern – und zwar sowohl u¨ber die Leuchtkraft LD als auch
durch die Integrationsgrenzen – die Ausdehnung der Akkretionscheibe ein.
Dabei spielt der genaue Wert fu¨r den a¨ußeren Rand – sofern er bei deutlich
u¨ber 100Rs liegt – keine allzu große Rolle, da die Funktion in den Strah-
lungsintegralen fu¨r große Radien mit s−6 abnimmt (vgl. Gl. (7.8)).
Außerdem gibt es noch einige Parameter, die das Verhalten der Strahlungsbe-
schleunigung durch Linienabsorption steuern. Da wa¨ren zuna¨chst die CAK-
Parameter k und α. Sie ha¨ngen zum einen von der Temperatur in der Pho-
tospha¨re der Scheibe ab. Zum anderen hat aber auch die Ionisationsstruktur
im Wind einen bedeutenden Einfluss (vgl. Pereyra und Kallman 2003). Es ist
also etwas problematisch, sie als im ganzen Wind konstant anzusehen. Da zur
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Zeit die Ionisationsstruktur noch nicht im Modell mitgerechnet wird, bleibt
einem allerdings erstmal kein anderer Ausweg. Werte fu¨r k und α liegen im
Intervall [0; 1] und ko¨nnen aus Tabellen, wie man sie z.B. in Abbott (1982)
findet, entnommen werden.
Neben diesen beiden Parametern geht in die Berechnung der Linienbeschleu-
nigung noch die thermische Geschwindigkeit der Gasteilchen ein. Fu¨r ein
einatomiges ideales Gas gilt die Abscha¨tzung
vth ≈
√
3R T
µ
≈ 200m/s
√
T/[K] (7.21)
mit der allgemeinen Gaskonstante R = 8, 3145 kg/molK−1 und dem mittle-
ren molekularen Gewicht der Gasteilchen µ = 0, 602 · 10−3kg/mol. Letzteres
ist strenggenommen auch ein Simulationsparameter. Er spielt aber nur bei
der Umrechnung von Druck und Massendichte in Temperatur eine Rolle und
hat keinen Einfluss auf die Berechnungen. Strenggenommen ist auch die ther-
mische Geschwindigkeit eine ortsabha¨ngige Gro¨ße. Ihr Einfluss ist allerdings
gering, sofern man in der Gro¨ßenordenung von etwa 106-107m/s bleibt. Dies
entspricht Temperaturen von 107-108K. Geringere Temperaturen werden in
den Simulationen nicht erreicht, wohingegen jedoch deutlich ho¨here Tempe-
raturen durchaus vorkommen ko¨nnen. Man muss aber davon ausgehen, dass
die Beschleunigung durch Linienabsorption fu¨r Temperaturen u¨ber 108K kei-
ne effektive Kraft mehr darstellt, weil die Gasatome vollsta¨ndig ionisiert sind
(siehe dazu auch die Diskussion der Simulationsergebnisse).
Fu¨r das Verha¨ltnis der spezifischen Wa¨rmekapazita¨ten γ wurde bislang meis-
tens der Wert fu¨r zweiatomige Moleku¨le verwendet. Fu¨r den thermodynami-
chen Zustand des Gases in den Windberechnungen kann dies nicht mehr gel-
ten, weil in diesem Temperaturbereich keine Moleku¨lverbindungen mo¨glich
sind. Daher ist ein Wert von γ = 5/3 fu¨r ein einatomige ideales Gas vorzu-
ziehen.
Alle bislang eingefu¨hrten Parameter vera¨ndern die Gestalt der Gleichungen,
weil sie entweder die Quellterme vera¨ndern oder, wie im zuletzt genannten
Fall, die Zustandsgleichung modifizieren. Demgegenu¨ber gibt es noch eine
ganze Reihe von Parametern, die die Randbedingungen betreffen. Da wa¨ren
zuna¨chst die photospha¨rische Dichte %p und die Einstro¨mgeschwindigkeit vp.
Ferner die Dichte %∞ und die Temperatur T∞ am a¨ußeren Rand.
150 KAPITEL 7. MODELLRECHNUNGEN
7.2 Simulationsergebnisse
Das folgende Kapitel beschreibt exemplarisch die fu¨r das Windmodell erziel-
ten Resultate. Es sollte nicht als eine umfassende Analyse des Windproblems
gelesen werden. Dafu¨r ist der mo¨gliche Parameterraum beim jetzigen Stand
der Arbeit noch la¨ngst nicht genau genug untersucht worden. Es lassen sich
aber dennoch aus den bislang gemachten Modellrechnungen einige wichti-
ge Erkenntnisse u¨ber die grundlegenden Eigenschaften von strahlungsgetrie-
benen Scheibenwinden gewinnen. Insbesondere im Hinblick auf die in der
Literatur viel diskutierte Stationarita¨t der Lo¨sungen lassen sich dezidierte
Aussagen machen.
Bei der Analyse der Simulationsdaten soll im Folgenden so vorgegangen wer-
den, dass zuna¨chst die Resultate fu¨r einen Standardparametersatz gezeigt
werden. Davon ausgehend werden dann die Auswirkungen der Variationen
einzelner Parameter diskutiert. Die Standardparameter lauten:
M = 108M¯ M˙0 = 0, 5M¯/a
s0 = 3Rs ≈ 9 · 1011m smax = 104Rs
k = 0, α = 0, 7 vth = 3000 km/s
%p = 10
−10 kg/m3 vp = 10 km/s
%∞ = 10−15 kg/m3 T∞ = 107K.
(7.22)
Es sei an dieser Stelle darauf hingewiesen, dass die Wahl fu¨r den Parameter k
dazu fu¨hrt, dass die Beschleunigung durch Linienabsorption zuna¨chst abge-
schaltet ist. Damit wird eine wichtige Erkenntnis aus den Modellrechnungen
quasi vorweggenommen. Es hat sich na¨mlich gezeigt, dass eine Beschleuni-
gung durch elastische Elektronenstreuung vollkommen ausreichend ist, um
den Wind anzutreiben. Dies ist insbesondere im Hinblick auf die Bemerkun-
gen gegen Ende von Kapitel 7.1.1 erstaunlich. Dort wurde festgestellt, dass
diese Art der Beschleunigung um etwa den Faktor 10 schwa¨cher ist als die
entgegengerichtete Anziehung durch das Schwarze Loch. Es stellt sich die
Frage, welche zusa¨tzliche Kraft beschleunigend auf den Wind wirkt. In den
Simulationen beobachtet man, dass Material in horizontaler Richtung an der
Scheibenoberfla¨che entlang zum Zentrum hin transportiert wird. Dort baut
sich dann ein starker Druckgradient auf, der auch in der Vertikalen eine be-
schleunigende Wirkung hat.
Alle Simulationen wurden mit primitiver Rekonstruktion und demmc-Limiter
durchgefu¨hrt. Mit Ausnahme des Tests, in dem die ku¨nstliche Viskosita¨t vari-
iert wurde, war der Parameter fu¨r den mc-Limiter u¨berall θ = 1, 5. So erreicht
man Stabilita¨t des Verfahrens bei gleichzeitig geringer ku¨nstlicher Viskosita¨t
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und damit wenig diffusiven Drehimpulstransport (vgl. Kap. 6.7). Da beide
Arten der Flussberechnung, wie in den Tests gezeigt, anna¨hernd a¨quivalent
sind, kam wegen der ku¨rzeren Rechenzeiten bei den Windsimulationen die
Mittelpunktsregel zum Einsatz.
7.2.1 Zeitliche Entwicklung
Die folgende Simulation wurde auf einem zylindrischen Gitter durchgefu¨hrt.
Der Ursprung mit dem Zentrum der Akkretionsscheibe liegt in jedem Dia-
gramm in der Ecke links unten. Die Ausdehnung des Rechengebiets betra¨gt
1000 Schwarzschildradien in vertikaler und horizontaler Richtung. Bei ei-
ner Zentralmasse von 108M¯ ergibt sich daher eine La¨ngenskala von etwa
3 · 1011 km. Daraus errechnet man mit einer mittleren Schallgeschwindigkeit
von etwa 104 km/s eine dynamische Zeitskala von tdyn = 3 · 107 s ≈ 1 a. Inter-
essanterweise ist die Freie-Fall-Zeitskala fu¨r dieses Problem etwa gleich groß.
Mit der Abscha¨tzung aus Gl. (6.6) erha¨lt man tff = 4, 4 · 107 s ≈ 1, 5 tdyn.
Die Auflo¨sung des Gitters betra¨gt 100 × 100 Zellen. Damit ist die kleinste
auflo¨sbare Struktur von der Gro¨ßenordnung 109 km.
Fu¨r die typische zeitliche Entwicklung der Windsimulationen betrachte man
die Abbildung 7.4. Man kann sehr gut erkennen, wie von unten aus der Schei-
be langsam Materie in ein weitgehend ruhendes Medium eindringt, wa¨hrend
insbesondere an der Achse zuna¨chst ein Akkretionsprozess beobachtet werden
kann. Dieser fu¨hrt zu einer instabilen Zwischenphase (Bild 2 bis 4), in der die
aus der Scheibe aufsteigenden mit absinkenden Gasmassen kollidieren. Die
aufwa¨rts gerichtete Stro¨mung setzt sich aber nach etwa 20 tdyn durch und
bewirkt im axialen Bereich einen starken Einbruch in der Massendichte, so
dass von unten aufsteigendes Gas ungehindert auf U¨berschallgeschwindigkeit
beschleunigt werden kann. Das Gas stro¨mt dann nach einer Zeit von etwa
25 tdyn am oberen Rand mit einer maximalen Geschwindigkeit von Mach 4, 5
aus (siehe Abb. 7.5).
Die Stro¨mung ist nach t = 30 tdyn bis zu einem Radius von etwa r = 400Rs
weitgehend stationa¨r. Allerdings kommt es am a¨ußeren Rand bei r = 1000Rs
hin und wieder zu leichten Dichteschwankungen. Diese Sto¨rungen sieht man
am besten in Abbildung 7.5. Dort findet man schlauchartige Strukturen in
der Machzahl. Betrachtet man das Geschwindigkeitsfeld in diesem Bereich
etwas genauer, so sieht man, dass an dieser Stelle das Material mit Unter-
schallgeschwindigkeit zirkuliert.
In der Druckschichtung (Abb. 7.6 links) zeigen sich in der stationa¨ren Lo¨sung
wie erwartet hohe Gradienten. Insbesondere an der Achse nimmt der Druck
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Abbildung 7.4: Windsimulation fu¨r die Standardparameter: Dichtekonturen
und Geschwindigkeitsfeld zu sechs verschiedenen Zeitpunkten (zeilenweise
von links oben nach rechts unten): t = 3, 6, 12, 18, 24, 30 tdyn; die La¨ngen-
einheit ist Schwarzschildradius.
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Abbildung 7.5: Windsimulation fu¨r die Standardparameter: Machzahl und
Geschwindigkeitsfeld zu sechs verschiedenen Zeitpunkten (zeilenweise von
links oben nach rechts unten): t = 3, 6, 12, 18, 24, 30 tdyn; die La¨ngenein-
heit ist Schwarzschildradius.
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Abbildung 7.6: Windsimulation fu¨r die Standardparameter: Druck und Tem-
peraturverteilung zum Zeitpunkt t = 30 tdyn; die La¨ngeneinheit ist Schwarz-
schildradius.
zum oberen Rand hin auf einer Distanz von 3 · 1011 km um etwa 6 Gro¨ßenord-
nungen ab. Das heißt, es wirken dort enorme Kra¨fte auf ein Gas von geringer
Massendichte, was eine große vertikal nach außen gerichtete Beschleunigung
zur Folge hat.
Fu¨r die Temperaturverteilung (Abb. 7.6 rechts) finden sich entlang der Achse
und fu¨r große z und r in der oberen rechten Ecke sehr hohe Werte. Das ist
deswegen problematisch, weil die Zustandsgleichung des idealen Gases, die
hier Verwendung findet, in diesem Regime u¨berhaupt keine Gu¨ltigkeit mehr
besitzt. Temperaturen von u¨ber 1010K entsprechen der doppelten Elektro-
nenruheenergie. Dadurch kann es zur Elektron-Positron-Paarerzeugung kom-
men, was eine erhebliche Vera¨nderung des thermodynamischen Zustands zur
Folge ha¨tte. Die hohen Temperaturen am a¨ußeren Rand sind gelegentliche Er-
scheinungen, die durch Einbru¨che in der Massendichte hervorgerufen werden.
Wahrscheinlich sind sie auf die noch nicht ganz optimale Wahl der Randbe-
dingungen in diesem Gebiet zuru¨ckzufu¨hren. Insgesamt fa¨llt auf, dass die
Temperaturverteilung im Gegensatz zur Massendichte und zum Druck eine
eher axiale Struktur hat.
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7.2.2 Vera¨nderung der Randbedingungen
Es wurde schon weiter oben angemerkt, dass die Wahl der Randbedingun-
gen einen Einfluss auf die Simulationsergebnisse hat. Dies deckt sich mit den
Beobachtungen von Pereyra u. a. (2000) fu¨r CV-Winde. So haben die Ein-
stro¨mgeschwindigkeit und die Massendichte am unteren Rand Auswirkun-
gen auf die Stabilita¨t der Lo¨sungen. Auch beobachtet man, dass fu¨r gewisse
Randbedingungen die Lo¨sungen schneller gegen die stationa¨re Lo¨sung kon-
vergieren
Aus Abbildung 7.7 (linke Spalte) la¨sst sich entnehmen, dass die Dichtever-
teilung im Rechengebiet offenbar von der photospha¨rischen Dichte abha¨ngt.
In der mittleren Simulation wurde am unteren Rand %p = 10
−10 kg/m3 ge-
setzt, was das Dichteniveau gegenu¨ber den anderen Simulationen mit %p =
10−11 kg/m3 um insgesamt den Faktor 10 angehoben hat.
Im Gegensatz dazu scheint die Einstro¨mgeschwindigkeit keinen so großen
Einfluss zu haben. Hier beobachtet man allerdings, dass in der Simulation
mit vp = 1km/s und %p = 10
−11 kg/m3 schneller eine stationa¨re Stro¨mung
entsteht als fu¨r die Standardparameter in den Abbildungen 7.4 und 7.5.
Die Randbedingung an der Akkretionsscheibe ist insofern von Bedeutung,
als sie festlegt wie viel Materie auf dem Weg ins Schwarze Loch an den Wind
verloren geht. Fu¨r die Standardparameter berechnet man einen Massenfluss
pro Quadratmeter von
m˙w = %p vp ≈ 10−6 kg/m2 s−1.
Multipliziert man dies mit der Fla¨che, durch die am unteren Rand Materie in
den Wind fließt, so erha¨lt man die totale Massenverlustrate durch den Wind:
M˙w ≈ 1M¯/a.
Damit ergibt sich also ein Wert, der in etwa in der Gro¨ßenordnung der Ak-
kretionsrate liegt. Wie die zuletzt gezeigten Ergebnisse belegen, kann man
aber mit geringeren photospha¨rischen Dichten und Einstro¨mgeschwindigkei-
ten ebenfalls stationa¨re Lo¨sungen bekommen. Eine genaue Aussage daru¨ber,
wieviel Masse nun tatsa¨chlich an den Wind verloren geht, kann man daher
an dieser Stelle noch nicht machen.
Bei den Randbedingungen an den a¨ußeren Ra¨ndern wurde ebenfalls ein Ein-
fluss auf die Dynamik der Simulation festgestellt, allerdings a¨ußert er sich
lediglich darin, dass es bei ungu¨nstiger Wahl der Werte fu¨r T∞ und ρ∞ zu
zeitweise sehr niedrigen Dru¨cken und Dichten kommt, die zu einem Pro-
grammabbruch fu¨hren. Die stationa¨ren Lo¨sungen a¨ndern sich dadurch nicht
merklich.
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Abbildung 7.7: Windsimulationen fu¨r unterschiedliche Randbedingungen,
Massendichte (links) und Machzahl (rechts) zur Zeit t = 30 tdyn; Randbe-
dingungen (von oben nach unten): 1. %p = 10
−11 kg/m3, vp = 10 km/s,
2. %p = 10
−10 kg/m3, vp = 1km/s, 3. %p = 10−11 kg/m3, vp = 1km/s;
die La¨ngeneinheit ist Schwarzschildradius.
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7.2.3 Einfluss des Koordinatensystems
In den letzten Jahren sind zahlreiche Arbeiten zum Thema der numerischen
Simulation strahlungsgetriebener Scheibenwinde erschienen. Es sind im We-
sentlichen zwei Arbeitsgruppen, die sich zur Zeit damit bescha¨ftigen. Die
Gruppe um Daniel Proga verwendet fu¨r ihre Berechnungen das ZEUS-2D-
Programm von Stone und Norman (1992) und rechnet in Kugelkoordinaten,
wa¨hrend die Gruppe um Nicolas Antonio Pereyra ihre Berechnungen auf
zylindrischen Gittern durchfu¨hrt und dabei eine Version des Piecewise Para-
bolic Method (PPM)-Verfahrens von Colella und Woodward (1984) nutzen.
Beide Gruppen kommen zu sehr unterschiedlichen Resultaten, obwohl die zu-
grunde gelegten physikalischen Modelle recht a¨hnlich sind. Es stellt sich also
die Frage, ob dies vielleicht auf Unterschiede in der numerischen Methode
zuru¨ckzufu¨hren ist.
Das in dieser Arbeit entwickelte Verfahren ist in der Lage, verschiedene
krummlinige Gitter fu¨r die Berechnungen zu nutzen. Dabei werden alle Ko-
ordinatensysteme numerisch vollkommen identisch behandelt. Wie die Tests
in Kapitel 6 gezeigt haben, ist die Koordinatenabha¨ngigkeit der Resultate,
abgesehen vom Kollapstest, minimal. Die Frage lautet also, ob dies auch fu¨r
die Windsimulationen gilt.
In Abbildung 7.8 sind die Ergebnisse fu¨r Simulationen in Kugelkoordinaten
fu¨r zwei verschiedene Randbedingungen bei rmin aufgetragen. Abgesehen da-
von wurden die Simulationen mit den gleichen Parametern (siehe Gl. 7.22)
initialisiert. Die Auflo¨sung betra¨gt in beiden Fa¨llen 50 × 60 Gitterzellen in
radialer und azimutaler Richtung. Vergleicht man die Resultate in Abbildung
7.8 mit denen in den Abbildungen 7.4, 7.5 und 7.6, so kann man im Großen
und Ganzen insbesondere bei denen in der rechten Spalte eine recht gute
U¨bereinstimmung feststellen. Die U¨berschallstro¨mungen sind auch auf dem
spha¨risch-symmetrischen Gitter weitestgehend stationa¨r. Allerdings sind die
Austrittsgeschwindigkeiten beim U¨berschallausfluss etwa doppelt so hoch wie
auf dem zylindrischen Gitter. Ferner scheint nicht ganz so viel Material mit
hoher Massendichte in Rechengebiet zu gelangen. Dafu¨r ist das Gebiet mit
der U¨berschallstro¨mung deutlich gro¨ßer. Es ist noch unklar, was die Ursache
fu¨r diese Unterschiede ist. Mo¨glicherweise lassen sich Verbesserungen erzie-
len, wenn man den inneren Radius verkleinert. Jedoch muss man dann viel
la¨ngere Laufzeiten fu¨r das Programm in Kauf nehmen, weil die Gitterzellen
in Kugelkoordinaten kleiner werden, wenn man sich dem Ursprung na¨hert.
Daher verringert sich aufgrund der CFL-Bedingung die maximale Zeitschritt-
weite, was die Laufzeit erho¨ht.
Was die beiden unterschiedlichen Randbedingungen fu¨r rmin angeht, gibt es
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Abbildung 7.8: Windsimulation fu¨r Kugelkoordinaten: Massendichte (oben),
Temperatur (Mitte) und Machzahl (unten) fu¨r reflektierende Randbedin-
gungen (links) und fu¨r Unterschall-Einstro¨mung (rechts) bei rmin zur Zeit
t = 20 tdyn; die La¨ngeneinheit ist Schwarzschildradius.
7.2. SIMULATIONSERGEBNISSE 159
einen bemerkenswerten Unterschied. Fu¨r den Fall des reflektierenden Randes
findet man la¨ngs der Achse eine absinkende Stro¨mung. Sie fu¨hrt im Zusam-
menspiel mit der entgegengerichteten U¨berschallstro¨mung zu Instabilita¨ten,
die sich in Dichte- und Druckfluktuationen sowie einem variablen Geschwin-
digkeitsfeld a¨ußern. Zeitweise kann man hier beobachten, dass die Akkretions-
geschwindigkeit in manchen Bereichen unter die Schallgeschwindigkeit sinkt.
Mit U¨berschallgeschwindigkeit nachstro¨mendes Gas erzeugt dann einen Stoß.
Ein ga¨nzlich anderes Bild findet man bei den Diagrammen in der rechten
Spalte von Abbildung 7.8. Hier sorgt das bei rmin einstro¨mende Gas fu¨r eine
stationa¨re nach oben gerichtete Stro¨mung entlang der Achse. Offenbar be-
einflusst dieses Verhalten auch die Temperaturverteilung. Wa¨hrend im linken
Diagramm (Abb. 7.8 Mitte) die Temperatur zur Achse hin wieder leicht ab-
nimmt, steigt sie im rechten Diagramm weiter an, so dass sich insgesamt
eine stark axiale Struktur bildet, wie sie auch fu¨r die Zylinderkoordinaten
beobachtet werden konnte (vgl. Abb. 7.6 rechts).
7.2.4 Ku¨nstliche Viskosita¨t und Drehimpuls
Als na¨chstes soll der Zusammenhang von ku¨nstlicher Viskosita¨t und Drehim-
pulstransport fu¨r den Wind untersucht werden. Damit die Unterschiede deut-
licher hervortreten, wurde beim Standardparametersatz die photospha¨rische
Dichte auf %p = 10
−10 kg/m3 gesetzt. Bei diesen Simulationen wurde der Pa-
rameter θ fu¨r den mc-Limiter variiert (vgl. Kapitel 6.7). Kleinere Werte fu¨r
θ bedeuten fu¨r das numerische Verfahren eine ho¨here ku¨nstliche Viskosita¨t.
Die Auswirkungen auf die Simulation sind auf keinen Fall zu vernachla¨ssi-
gen, wie man unschwer der Abbildung 7.9 entnimmt. In der Simulation
mit der ho¨heren ku¨nstlichen Viskosita¨t (linke Spalte) wird das achsennahe
Material durch diffusive Prozesse auf sehr hohe Rotationsgeschwindigkeiten
in der Gro¨ßenordnung 105 km/s beschleunigt. Die Rechnungen brechen bei
2, 7 · 108 s ab. Vermutlich ist die Ursache in den sehr hohen Zentrifugalkra¨ften
zu suchen. Sie fu¨hren zu enormen Radialgeschwindigkeiten von ebenfalls et-
wa 105 km/s entlang der Achse. Dadurch dominieren die kinetischen Terme
die Gesamtenergie, was eine korrekte Berechnung der inneren Energie und
damit des Drucks erschwert, so dass negative Dru¨cke auftreten.
Offenbar wird aber nicht nur mehr spezifischer Drehimpuls auf achsenahe
Regionen transportiert, sondern insgesamt mehr Drehimpuls von der Scheibe
auf das Rechengebiet u¨bertragen. Dies hat auch Auswirkungen auf die dy-
namische Entwicklung, wie man dem Geschwindigkeitsfeld entnehmen kann.
Bei ho¨herer ku¨nstlicher Viskosita¨t kommt der axiale Akkretionsprozess sehr
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Abbildung 7.9: Windsimulation fu¨r unterschiedlich starke ku¨nstliche Visko-
sita¨t: Spezifischer Drehimpuls und Geschwindigkeitsfeld; Simulation mit mc-
Limiter und Parameter θ = 1, 0 (linke Spalte) sowie θ = 1, 5 (rechte Spalte)
zu drei verschiedenen Zeitpunkten (zeilenweise): t = 3; 6; 9 tdyn; die La¨ngen-
einheit ist Schwarzschildradius.
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Abbildung 7.10: Windsimulation mit Beschleunigung durch Linienabsorption
zur Zeit t = 30 tdyn: Massendichte und Machzahl bei einer Einstro¨mgeschwin-
digkeit von vp = 10 km/s; die La¨ngeneinheit ist Schwarzschildradius.
viel fru¨her zum Erliegen, so dass schon bei 9 tdyn eine aufwa¨rts gerichtete
vertikale Stro¨mung mit Geschwindigkeiten von deutlich mehr als 104 km/s
entsteht.
7.2.5 Beschleunigung durch Linienabsorption
Die bislang erhaltenen Resultate schließen aufgrund der hohen Temperaturen
eigentlich aus, dass Wechselwirkungsprozesse mit Hu¨llenelektronen der Ionen
eine Rolle fu¨r die Beschleunigung spielen ko¨nnen. Man muss davon ausgehen,
dass bei Temperaturen von weit u¨ber 108K alle Gasatome vollsta¨ndig ioni-
siert sind. Dennoch seien an dieser Stelle auch Simulationen gezeigt, die eine
Beschleunigung in der CAK-Parametrisierung mit einschließen. Man sollte
sich aber bewusst sein, dass fu¨r diese Modelle die physikalische Relevanz
eher gering ist. Statt dessen sollten sie als Beleg dafu¨r angesehen werden,
dass der Mechanismus im Prinzip funktioniert.
Es wurden wieder die Standardparameter aus den Gl. (7.22) verwendet. Al-
lerdings musste am a¨ußeren Rand eine Temperatur von T∞ = 108K einge-
setzt werden, weil die Simulation andernfalls nach 20 tdyn abbricht. Der CAK-
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Parameter k ha¨ngt von der Effektivtemperatur der Scheibe ab. Ein Wert von
etwa 1/3 ist hier angemessen (vgl. Pereyra u. a. 2000). Fu¨r die Dichtevertei-
lung und die Machzahl findet man in diesem Fall nahezu identische Resul-
tate im Vergleich mit den Ergebnissen ohne Linienbeschleunigung. Lediglich
die Austrittsgeschwindigkeiten im U¨berschallbereich sind minimal ho¨her. Der
geringe Einfluss der Linieneffekte in dieser Simulation ha¨ngt wahrscheinlich
damit zusammen, dass die auswa¨rts gerichtete Beschleunigung durch den
Druckgradienten dominiert wird.
7.2.6 Grenzen der Modelle
Ein großes Problem bei allen Simulationen sind die sehr hohen Temperatu-
ren, die entlang der Achse von der Gro¨ßenordnung 1011K sein ko¨nnen. Es
gibt zwei Gru¨nde, warum dies die physikalische Relevanz der Simulationser-
gebnisse einschra¨nkt. Zum einen spielen bei Temperaturen von unter 108K
Strahlungsprozesse, die eine Ku¨hlung des Gases bewirken, eine sehr wichtige
Rolle. Sie fu¨hren in der Energiegleichung zu einem Verlust an innerer Energie
und ko¨nnen einen großen Einfluss auf den thermodynamischen Zustand des
Gases haben2.
Zum anderen kann bei Temperaturen von mehr als 1010K nicht mehr davon
ausgegangen werden, dass sich die Ionen na¨herungsweise durch ein ideales
Gas beschreiben lassen. Man mu¨sste hier zu einer relativistischen Beschrei-
bung der Zustandsgleichung u¨bergehen, in der auch Elementarteilchenpro-
zesse wie die Elektronen-Positronen-Paarbildung beru¨cksichtigt werden.
Ein ga¨nzlich anderes Problem sind die Randbedingungen an der Akkretions-
scheibe. Es ist noch vollkommen unklar, welcher Mechanismus tatsa¨chlich
dazu fu¨hrt, dass Material in die Windzone einstro¨mt. Auch kann noch keine
verla¨ssliche Aussage daru¨ber gemacht werden, wieviel Materie die Akkreti-
onsscheibe an den Wind verliert.
Auch muss man sich fragen, ob die Randbedingungen, wie sie bislang for-
muliert wurden, fu¨r den innersten Bereich bei kleinen Radien in der Na¨he
der Scheibenphotospha¨re u¨berhaupt richtig sind. Tatsa¨chlich mu¨sste man
hier eine Ausflussrandbedingung stellen, damit Material u¨ber den Schwarz-
schildradius in das Scharze Loch abfließen kann. Dies ko¨nnte die Ergebnisse
stark beeinflussen, weil dadurch die Akkretionsstro¨mung, die zu Beginn der
Simulationen entlang der Achse entsteht, einen Mo¨glichkeit ha¨tte nach innen
2Ein entsprechender Quellterm ist bereits im Programm integriert. Er konnte jedoch
nicht mehr ausreichend getestet werden, so dass von einer Verwendung abgesehen wurde.
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abzufließen. Versuche mit derartigen Randbedingungen haben bislang noch
zu keinen brauchbaren Resultaten gefu¨hrt.
7.3 Vergleich mit anderen Modellrechnungen
Es gibt nur wenige Arbeiten, die mit Hilfe von strahlungsgetriebenen Winden
die Ausflu¨sse von Akkretionsscheiben zu erkla¨ren versuchen. Darunter behan-
deln nur die von Proga u. a. (2000) sowie Proga und Kallman (2004) AGN-
Winde, wie sie hier betrachtet wurden. Grundsa¨tzlich ist es aber mo¨glich, die
gewonnen Resultate auch im Zusammenhang mit numerischen Windsimula-
tionen bei Objekten mit stellaren Dimensionen wie bei CVs zu diskutieren.
Die Problematik der Randbedingungen und die der Stationarita¨t der Lo¨sun-
gen du¨rften von allgemeiner Natur sein.
Anders als bei den Modellen von Proga und Kallman (2004) und Pereyra und
Kallman (2003) wurde in dieser Arbeit nicht so viel Gewicht auf die korrekte
Beschreibung der Linienabsorption gelegt. Tatsa¨chlich mu¨sste man zum einen
eine Ku¨hlfunktion in die Energiegleichung aufnehmen, um eine realistische
Temperaturverteilung zu erhalten, und zum anderen die Ionisationsstruktur
mit Hilfe dieser Temperatur berechnen. Sie hat einen maßgeblichen Einfluss
auf die CAK-Paramter und damit auf die Beschleunigung durch Linienab-
sorption.
7.3.1 Stationarita¨t der Lo¨sungen
Es hat sich gezeigt, dass man nur dann stationa¨re Lo¨sungen fu¨r Scheiben-
winde erha¨lt, wenn eine transsonische Stro¨mung in axialer Richtung entsteht.
Eine wichtige Rolle spielen in diesem Zusammenhang die Randbedingungen
an der Akkretionsscheibe. Diese Beobachtung deckt sich mit der in Pereyra
u. a. (2000). Die dort angegebenen Stro¨mungsdiagramme fu¨r Winde von CVs
weisen eine große qualitative A¨hnlichkeit mit den hier beschriebenen Resul-
taten auf. Ein Unterschied ist allerdings der jeweils verwendete Ausschnitt
fu¨r das Rechengebiet. Bei Pereyra u. a. (2000) wird lediglich der Teil mit der
U¨berschallausstro¨mung in der Na¨he der Achse berechnet, so dass Randeffekte
bei gro¨ßeren Radien diese Simulationen nicht beeinflussen ko¨nnen und eine
nahezu ausschließlich vertiakle Stro¨mung entsteht.
Die hier gezeigten Resultate belegen, dass es in diesen a¨ußeren Bereichen
oberhalb der Akkretionscheibe langsame zirkula¨re Stro¨mungen gibt, die al-
lerdings keinen Einfluss auf den Wind haben. Dieser wird hauptsa¨chlich in
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den inneren Bereichen bei Radien kleiner als 100Rs erzeugt und schon in-
nerhalb einiger hundert Schwarzschildradien in vertikaler Richtung auf U¨ber-
schallgeschwindigkeit beschleunigt. Dies geschieht jedoch nur dann, wenn am
unteren Rand ausreichend Masse aus der Akkretionsscheibe nachfließen kann.
Vermutlich liegt darin die Ursache dafu¨r, dass in Proga u. a. (2000) keine sta-
tiona¨ren Winde gefunden werden. Erstens wird dort das Gebiet fu¨r Radien
kleiner als 100Rs aus den Rechnungen ausgeschlossen, und zweitens werden
sowohl an diesem Rand als auch an der Grenze zur Akkretionsscheibe reflek-
tierende Randbedingungen gestellt. Bei den in Proga und Kallman (2004)
beschriebenen Simulationen liegt der innere Rand zwar bei etwa 10Rs, was
aber dennoch die Akkretionsstro¨mung entlang der Achse nicht verhindert.
Die Autoren geben selbst an, dass sie dies als ein Artefakt ansehen und
fu¨hren es auf die a¨ußere Randbedingung zuru¨ck. Die hier gewonnen Resul-
tate lassen eher den Schluss zu, dass die reflektierende Randbedingung bei
rmin die Ursache ist (vgl. Abb. 7.8).
Die axiale Akkretionsstro¨mung muss aber nicht zwangsla¨ufig einen stationa¨-
ren Wind verhindern. Wie die Resultate in der hier vorgelegten Arbeit bele-
gen, kommt es im Anfangsstadium der Simulation immer zu diesen Stro¨mun-
gen, die dann aber nach etwa 20 tdyn ≈ 20 a zum Erliegen kommen und von
einem auch im axialen Bereich aufsteigenden Wind abgelo¨st werden. Proga
und Kallman (2004) beenden ihre Simulation schon nach 6, 5 a, so dass ein
stationa¨rer Zustand noch gar nicht erreicht werden konnte.
Auf Grund der in dieser Arbeit vorgelegten Ergebnisse kann ausgeschlossen
werden, dass die Geometrie des numerischen Gitters die Simulationsergeb-
nisse maßgeblich beeinflusst. Mit der richtigen Wahl der Randbedingungen
ko¨nnen auch auf spha¨rischen Gittern, wie sie Proga und Kallman (2004) ver-
wenden, a¨hnliche Resultate wie auf zylindrischen Gittern gewonnen werden.
Die Unterschiede lassen sich mo¨glicherweise durch die etwas andere Form der
Ra¨nder fu¨r kleine Radien erkla¨ren.
Hingegen spielt die ku¨nstliche Viskosita¨t des numersichen Verfahrens im Hin-
blick auf den Drehimpulstransport und die damit verbundene dynamische
Entwicklung der Modelle eine nicht zu vernachla¨ssigende Rolle. Leider fin-
den sich in keiner der bislang vero¨ffentlichten Arbeiten zu strahlungsgetrie-
benen Scheibenwinden Daten, die die Verteilung des Drehimpulses zeigen.
Auch wird in keiner der Arbeiten darauf hingewiesen, welche Art der ku¨nst-
lichen Viskosita¨t fu¨r die jeweiligen Simulationen verwendet wurde. Auch hier
ko¨nnen die Ursachen dafu¨r liegen, dass die Resultate der Windberechnungen
in machen Fa¨llen keine stationa¨ren Lo¨sungen aufweisen.
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7.3.2 Instabilita¨ten
A¨hnlich wie bei den Modellrechnungen von Proga u. a. (2000) konnte fu¨r Ku-
gelkoordinaten mit einem reflektierenden Rand bei rmin und einer Unterschall-
Einstro¨mung an der Scheibenoberfla¨che bei ϑmax eine Stro¨mung erzeugt wer-
den, die im achsennahen Bereich absinkt. Sie fu¨hrt im Zusammenspiel mit
dem in der entgegengesetzen Richtung mit U¨berschallgeschwindigkeit aus-
stro¨menden Wind zu Verwirbelungen in diesem Bereich. Es ist bekannt, dass
solche Scherstro¨mungen zu Instabilita¨ten fu¨hren, die die stationa¨re Stro¨mung
zersto¨ren ko¨nnen. Auch dieses Pha¨nomen kann als mo¨gliche Ursache dafu¨r
angesehen werden, dass Proga, Stone und Kallman keine stationa¨ren Wind-
lo¨sungen gefunden haben.
Außerdem ist es im Fall einer Stro¨mung, die vom oberen Rand in das Re-
chengebiet einfließt, unbedingt erforderlich, dass man korrekte Einflussrand-
bedingungen stellt. Nicht-reflektierende Randbedingungen, wie in Proga u. a.
(2000) und Proga und Kallman (2004), sind in solch einem Fall keine gute
Wahl.
Eine genauere Analyse der entstehenden Instabilita¨ten und der Wirkung auf
den Wind steht noch aus. Es ist aber auch ein Szenario denkbar, in dem der
Wind nur leicht gesto¨rt wird, wa¨hrend es gleichzeitig im axialen Bereich im-
mer wieder zu kleineren Ausbru¨chen kommt. Sto¨ße, die dort entstehen und
in mehr oder weniger regelma¨ßigen Absta¨nden nach oben aus dem Rechen-
gebiet hinauswandern, ko¨nnten eine Ursache fu¨r die noch unklare Herkunft
der auf sehr viel gro¨ßeren ra¨umlichen Skalen beobachteten Variabilita¨ten in
Jets sein.
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Kapitel 8
Resu¨mee
Allein die Entwicklung immer neuer Modelle fu¨r die Beschreibung astrophy-
sikalischer Prozesse fu¨hrt nicht zwangsla¨ufig zu neuen Erkenntnissen, wenn
man nicht in der Lage ist, konkrete und auf ihre Korrektheit hin u¨berpru¨fba-
re Lo¨sungen anzugeben. Manchmal ist es daher hilfreich, die Modelle wieder
auf das Wesentliche zu reduzieren und eine neue Lo¨sungsmethode zu ent-
wickeln. Es zeigt sich immer wieder, dass die Numerik der hyperbolischen
Erhaltungsgleichungen ihre Tu¨cken hat und man darauf gefasst sein sollte,
dass die Lo¨sungen durch die Art des Verfahrens beeinflusst werden. Es ist da-
her wichtig, alte Methoden zu hinterfragen und deren Ergebnisse mit denen
neuerer Verfahren zu vergleichen. Wie die Tests in Kapitel 6 und Modell-
rechnungen in Kapitel 7 gezeigt haben, ko¨nnen numerische Effekte, wie z.B.
die Wirkungsweise der ku¨nstlichen Viskosita¨t, einen entscheidenden Einfluss
auf die Resultate haben und mo¨glicherweise verhindern, dass die gesuchten
Lo¨sungen tatsa¨chlich gefunden werden.
Es konnte gezeigt werden, dass das KT-Verfahren in der in dieser Arbeit
entwickelten Form fu¨r krummlinige Gitter den bislang gebra¨uchlichen Me-
thoden in Bezug auf die Erhaltungseigenschaften mindestens ebenbu¨rtig ist.
Es bietet daru¨berhinaus zwei entscheidende Vorteile: Erstens ist es vergleichs-
weise einfach – sieht man einmal von der etwas aufwendigen Herleitung ab –,
und zweitens ist es a¨ußerst flexibel. Dadurch, dass es ein zentrales Verfahren
ist, ko¨nnen alle Gro¨ßen als Zellmittelwerte, die an den Volumenzentren ver-
ankert sind, definiert werden. Eine Unterscheidung zwischen Vektorgro¨ßen
und skalaren Gro¨ßen, wie sie auf gestaffelten Gittern z.B. beim Verfahren
von Norman und Winkler (1986) no¨tig ist, entfa¨llt. Als einzige Information
u¨ber das zu lo¨sende Transportproblem werden die minimalen und maximalen
Eigenwerte der Jacobimatrizen beno¨tigt. Es ist nicht einmal zwingend erfor-
derlich, dass diese analytisch berechnet werden ko¨nnen, auch wenn davon
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in dieser Arbeit Gebrauch gemacht wurde. Das ermo¨glicht die Betrachtung
von anderen Zustandsgleichungen neben der des idealen Gases. Durch die
semidiskrete Formulierung ist es außerdem sehr einfach, neue Quellterme
und damit neue physikalische Effekte in dem Verfahren zu beru¨cksichtigen.
Man braucht lediglich eine geeignete Approximation fu¨r die Zellmittelwerte
der Quellterme und kann sie dann als neue Summanden in der Zeitentwick-
lungsgleichung hinzufu¨gen. Auch was die Methode fu¨r die Zeitintegration
angeht, ist das Verfahren sehr flexibel. Im Prinzip kann auf ein beliebiges
Schema aus der Vielzahl der bekannten Lo¨sungsverfahren fu¨r gewo¨hnliche
Differentialgleichungen zuru¨ckgegriffen werden. Sollte es no¨tig sein, ko¨nnen
hier auch implizite Lo¨ser zum Einsatz kommen. Die Formulierung in allemei-
nen krummlinig-orthogonalen Koordinaten gestattet es ferner, auf anderen
krummlinigen Gittern als den in dieser Arbeit verwendeten polaren, zylin-
drischen und spha¨rischen Gittern zu rechnen.
Neben dieser Flexibilita¨t erweist sich das KT-Verfahren in der Praxis au-
ßerdem als a¨ußerst effizient. Eine genauere quantitative Analyse steht zwar
noch aus, aber zumindest fu¨r das Beispiel der Kollapsrechnungen waren die
Simulationen zum Teil um etwa einen Faktor zehn schneller als die mit dem
NIRVANA-Code! Es ist nicht ganz auszuschließen, dass dies auch auf die
Art der Implementierung, die Programmiersprache sowie den verwendeten
Compiler zuru¨ckzufu¨hren ist. Da NIRVANA in der Programmiersprache C
implementiert wurde, ist ein echter quantitativer Vergleich der Performan-
ce der jeweils angewandten numerischen Methode schwierig, wenn nicht gar
unmo¨glich.
Auch wenn letztendlich nicht alle offenen Fragen fu¨r das Problem der Schei-
benwinde beantwortet werden konnten, so hat sich doch gezeigt, dass sich
das in dieser Arbeit entwickelte Verfahren dazu eignet, komplizierte hydro-
dynamische Probleme zu lo¨sen. Außerdem konnte nachgewiesen werden, dass
stationa¨re Lo¨sungen fu¨r diese physikalischen Systeme existieren, sofern geeig-
nete Randbedingungen gestellt werden. Es wurde eine leichte Koordinaten-
abha¨ngigkeit der stationa¨ren Lo¨sungen festgestellt. Wahrscheinlich ist aber
davon auszugehen, dass dies auf die etwas andere Form der Ra¨nder, insbe-
sondere in der Na¨he des Ursprungs, zuru¨ckzufu¨hren ist.
Die in den Simulationen gewonnen Temperaturverteilungen scheinen es no¨tig
zu machen, die Verwendung einer anderen Zustandsgleichung fu¨r das Pro-
blem der Scheibenwinde in Aktiven Galaxienkernen in Erwa¨gung zu ziehen.
Ferner sollte unbedingt, wie bei Pereyra und Kallman (2003) sowie Proga
und Kallman (2004) beschrieben, eine Ku¨hlfunktion in der Energiegleichung
beru¨cksichtigt werden. Sollte dies zu einer signifikant anderen Temperatur-
verteilung mit deutlich niedrigeren Temperaturen fu¨hren, so kann man neben
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der Beschleunigung durch elastische Elektronenstreuung auch den Mechanis-
mus der Beschleunigung durch Linienabsorption integrieren.
Daneben erscheint es trotz der Resultate dieser Arbeit unerla¨sslich, der Frage
nach den korrekten Randbedingungen fu¨r die Scheibenwinde weiter nachzu-
gehen. Hilfreich wa¨ren hier Lo¨sungen fu¨r die Vertikalstruktur von Akkreti-
onsscheiben. Auf diese Weise gewonnene Dichte- und Temperaturprofile an
der Scheibenoberfla¨che ko¨nnten dabei helfen, den Parameterraum fu¨r die
Scheibenwinde weiter einzugrenzen.
Trotz der recht ermutigenden Ergebnisse kann das Problem der Scheibenwin-
de in aktiven galaktischen Kernen noch nicht als gelo¨st betrachtet werden.
Die theoretische Astrophysik arbeitet hier bislang auf einem Gebiet, das der
Beobachtung nicht direkt zuga¨nglich ist, weil die Objekte zu klein und zu
weit entfernt sind. Allerdings wird sich dieses Gebiet in nicht allzu ferner
Zukunft durch die Entwicklung neuer Instrumente den Beobachtern o¨ffnen.
Spa¨testens dann sollte die Theorie u¨berpru¨fbare Aussagen machen ko¨nnen.
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Anhang A
Divergenzen von Vektor- und
Tensorfeldern
Die Beziehung (3.3) erlaubt es einem mit Hilfe der affinen Verbindungen (3.7)
die kovarianten Ableitungen der Basisvektoren in Richtung der Basisvektoren
aufzulisten.
∇beξˆ êξˆ = Γkˆ ξˆξˆ êkˆ = −cξˆηˆξˆ êηˆ
∇beξˆ êηˆ = Γkˆ ηˆξˆ êkˆ = cξˆηˆξˆ êξˆ
∇beξˆ êφˆ = Γkˆ φˆξˆ êkˆ = 0
∇beηˆ êξˆ = Γkˆ ξˆηˆ êkˆ = cηˆξˆηˆ êηˆ
∇beηˆ êηˆ = Γkˆ ηˆηˆ êkˆ = −cηˆξˆηˆ êξˆ (A.1)
∇beηˆ êφˆ = Γkˆ φˆηˆ êkˆ = 0
∇beφˆ êξˆ = Γkˆ ξˆφˆ êkˆ = cφˆξˆφˆ êφˆ
∇beφˆ êηˆ = Γkˆ ηˆφˆ êkˆ = cφˆηˆφˆ êφˆ
∇beφˆ êφˆ = Γkˆ φˆφˆ êkˆ = −cφˆξˆφˆ êξˆ − cφˆηˆφˆ êηˆ
Fu¨r die Darstellung der Divergenz von Vektoren in krummlinigen Koordina-
ten entwickelt man zuna¨chst nach der in Kapitel 3.1.1 angegebenen Ortho-
normalbasis und bildet dann die Kontraktion der kovarianten Ableitung mit
Hilfe der dualen Einsformbasis.
∇ ·v = ∇ · (vkˆ êkˆ) = 〈ω˜ lˆ,∇belˆ(vkˆ êkˆ)〉 = 〈ω˜ lˆ, (∂lˆvkˆ)êkˆ + vkˆ∇belˆ êkˆ〉
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Dabei bezeichnet ∂lˆv
kˆ die partielle Ableitung der Vektorkomponente vkˆ nach
der Koordinaten xlˆ im Orthogonalsystem, also z.B.
∂ξˆv
kˆ =
1
hξ
∂vkˆ
∂ξ
. (A.2)
Nun kann man die Orthogonalita¨t der Basisvektoren und dualen Einsformen
ausnutzen. Es gilt na¨mlich 〈
ω˜ lˆ, êkˆ
〉
= δ lˆ kˆ. (A.3)
Mit den obigen Beziehungen fu¨r die kovarianten Ableitungen der Basisvek-
toren (Gl. A.1) erha¨lt man die einfache Darstellung
∇ ·v = ∂kˆvkˆ + vηˆ
(
cξˆηˆξˆ + cφˆξˆφˆ
)
+ vξˆ
(
cηˆξˆηˆ + cφˆηˆφˆ
)
(A.4)
oder mit Hilfe von Gl. (3.6)
∇ ·v = 1
hξhηhφ
(
∂
∂ξ
(
hηhφvξˆ
)
+
∂
∂η
(
hξhφvηˆ
))
+
1
hφ
∂vφˆ
∂φ
. (A.5)
Die Divergenz eines Tensors zweiter Stufe berechnet sich analog, allerdings
ist zu beachten, dass man zuna¨chst definieren muss auf welchen der beiden
Indizes die Kontraktion wirken soll. U¨berlicherweise wa¨hlt man den zweiten
Index1.
∇ ·T = ∇ ·
(
T kˆlˆ êkˆ ⊗ êlˆ
)
=
〈
ω˜nˆ,∇benˆ
(
T kˆlˆ êkˆ ⊗ êlˆ
)〉
=
〈
ω˜nˆ, êlˆ
〉(
∂nˆT
kˆlˆ
)
êkˆ +
〈
ω˜nˆ, êlˆ
〉
T kˆlˆ
(
∇benˆ êkˆ
)
+
〈
ω˜nˆ,∇benˆ êlˆ
〉
T kˆlˆêkˆ
=
(
∂lˆT
kˆlˆ
)
êkˆ + T
kˆlˆ
(
∇belˆ êkˆ
)
+
〈
ω˜nˆ,∇benˆ êlˆ
〉
T kˆlˆêkˆ
Unter Verwendung der Gleichungen (A.1) ergibt sich:
∇ ·T =
(
∂lˆT
ξˆlˆ + T ξˆξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ T ξˆηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
)
+ T ηˆξˆcξˆηˆξˆ − T ηˆηˆcηˆξˆηˆ − T φˆφˆcφˆξˆφˆ
)
êξˆ
+
(
∂lˆT
ηˆlˆ + T ηˆηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
)
+ T ηˆξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ T ξˆηˆcηˆξˆηˆ − T ξˆξˆcξˆηˆξˆ − T φˆφˆcφˆηˆφˆ
)
êηˆ
+
(
∂lˆT
φˆlˆ + T φˆξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ T φˆηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
)
+ T ξˆφˆcφˆξˆφˆ + T
ηˆφˆcφˆηˆφˆ
)
êφˆ.
1Bei symmetrischen Tensoren spielt dies keine Rolle
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Mit den Gleichungen (3.6) fu¨r die Kommutatorkoeffizienten findet man fu¨r
die einzelnen Komponenten:[
∇ ·T
]
ξˆ
=
1
hξhηhφ
(
∂
∂ξ
(
hηhφT
ξˆξˆ
)
+
∂
∂η
(
hξhφT
ξˆηˆ
))
+
1
hφ
∂
∂φ
T ξˆφˆ + T ηˆξˆcξˆηˆξˆ − T ηˆηˆcηˆξˆηˆ − T φˆφˆcφˆξˆφˆ (A.6)[
∇ ·T
]
ηˆ
=
1
hξhηhφ
(
∂
∂ξ
(
hηhφT
ηˆξˆ
)
+
∂
∂η
(
hξhφT
ηˆηˆ
))
+
1
hφ
∂
∂φ
T ηˆφˆ + T ξˆηˆcηˆξˆηˆ − T ξˆξˆcξˆηˆξˆ − T φˆφˆcφˆηˆφˆ (A.7)[
∇ ·T
]
φˆ
=
1
hξhηhφ
(
∂
∂ξ
(
hηhφT
φˆξˆ
)
+
∂
∂η
(
hξhφT
φˆηˆ
))
+
1
hφ
∂
∂φ
T φˆφˆ + T ξˆφˆcφˆξˆφˆ + T
ηˆφˆcφˆηˆφˆ. (A.8)
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Anhang B
Eigenvektoren der
Jacobimatrizen
Linksha¨ndige Eigenvektoren von F:
l
(1)
F =
γ − 1
c2s

c2s
γ−1 − 12
(
v2
ξˆ
+ v2ηˆ
)
vξˆ
vηˆ
0
−1
 , l(2)F =

−vηˆ
0
1
0
0
 , l(3)F = γ − 1c2s

−1
2
(
v2
ξˆ
+ v2ηˆ
)
`
`vξˆ
`vηˆ
c2s
γ−1
−`
 ,
l
(4)
F =
γ − 1
2c2s

1
2
(
v2
ξˆ
+ v2ηˆ
)
+ cs
γ−1vξˆ
−vξˆ − csγ−1
−vηˆ
0
1
 , l(5)F = γ − 12c2s

1
2
(
v2
ξˆ
+ v2ηˆ
)− cs
γ−1vξˆ
−vξˆ + csγ−1
−vηˆ
0
1

und rechtsha¨ndige Eigenvektoren von F:
r
(1)
F =

1
vξˆ
vηˆ
0
1
2
(
v2
ξˆ
+ v2ηˆ
)
 , r(2)F =

0
0
1
0
vηˆ
 , r(3)F =

0
0
0
1
0
 ,
r
(4)
F =

1
vξˆ − cs
vηˆ
`
h− csvξˆ
 , r(5)F =

1
vξˆ + cs
vηˆ
`
h+ csvξˆ

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Linksha¨ndige Eigenvektoren von G:
l
(1)
G =
γ − 1
c2s

c2s
γ−1 − 12
(
v2
ξˆ
+ v2ηˆ
)
vξˆ
vηˆ
0
−1
 , l(2)G =

−vξˆ
1
0
0
0
 , l(3)G = γ − 1c2s

−1
2
(
v2
ξˆ
+ v2ηˆ
)
`
`vξˆ
`vηˆ
c2s
γ−1
−`
 ,
l
(4)
G =
γ − 1
2c2s

1
2
(
v2
ξˆ
+ v2ηˆ
)
+ cs
γ−1vηˆ
−vξˆ
−vηˆ − csγ−1
0
1
 , l(5)G =
γ − 1
2c2s

1
2
(
v2
ξˆ
+ v2ηˆ
)− cs
γ−1vηˆ
−vξˆ
−vηˆ + csγ−1
0
1

und rechtsha¨ndige Eigenvektoren von G:
r
(1)
G =

1
vξˆ
vηˆ
0
1
2
(
v2
ξˆ
+ v2ηˆ
)
 , r(2)G =

0
1
0
0
vξˆ
 , r(3)G =

0
0
0
1
0
 ,
r
(4)
G =

1
vξˆ
vηˆ − cs
`
h− csvηˆ
 , r(5)G =

1
vξˆ
vηˆ + cs
`
h+ csvηˆ

Anhang C
Charakteristische Gleichungen
Fu¨r das in Kapitel 4 entwickelte numerische Schema, ist es nicht erforderlich,
dass man die Gestalt der charakteristischen Gleichungen kennt. Dort gehen
lediglich die minimalen und maximalen Eigenwerte ein. Der Vollsta¨ndigkeit
halber seien sie hier dennoch angegeben, da sie bei der Formulierung der
Randbedingungen durchaus hilfreich sein ko¨nnen. Auch diese Herleitung ist
etwas la¨nglich, daher sei hier nur der Lo¨sungsweg skizziert wie er in vielen
Lehrbu¨chern zu finden ist (siehe z.B. Hirsch 1988a).
Wie schon in Kapitel 3.2.1 angemerkt wurde, ist es bei zwei- oder mehrdimen-
sionalen Systemen in der Regel nicht mo¨glich, alle Jacobimatrizen der Flu¨sse
simultan zu diagonalisieren. Das hat zur Folge, dass eine vollsta¨ndige Dekom-
position der Flussgleichung nach den Charakteristiken im Allgemeinen nicht
mo¨glich ist. Man kann aber fu¨r jede Raumrichtung getrennt charakteristische
Variablen finden. Dazu multipliziert man die Erhaltungsgleichung (3.28) ein-
mal mit L−1F und ein anderes Mal mit L
−1
G , nutzt die Beziehungen (3.30)
und (3.31) und fu¨gt die Einheitsmatrix LFL
−1
F bzw. LGL
−1
G ein:
L−1F
∂u
∂t
+ L−1F
(
∂F
∂u
)
LFL
−1
F
1√
g
∂
∂ξ
(
hηhφu
)
+ L−1F
(
∂G
∂u
)
LFL
−1
F
1√
g
∂
∂η
(
hξhφu
)
= L−1F S
L−1G
∂u
∂t
+ L−1G
(
∂F
∂u
)
LGL
−1
G
1√
g
∂
∂ξ
(
hηhφu
)
+ L−1G
(
∂G
∂u
)
LGL
−1
G
1√
g
∂
∂η
(
hξhφu
)
= L−1G S
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Die Quellterme wurden hier in einem Vektor S zusammengefasst. Mit der
Diagonalisierung (3.35) und den Matrizen
L−1F
(
∂G
∂u
)
LF =

vηˆ 0 0 0 0
0 vηˆ 0 c
2
s c
2
s
0 0 vηˆ 0 0
0 1
2
0 vηˆ 0
0 1
2
0 0 vηˆ

L−1G
(
∂F
∂u
)
LG =

vξˆ 0 0 0 0
0 vξˆ 0 c
2
s c
2
s
0 0 vξˆ 0 0
0 1
2
0 vξˆ 0
0 1
2
0 0 vξˆ

erha¨lt man das charakteristische System fu¨r die jeweilige Raumrichtung1.
( δ
δt
+
vξˆ
hξ
δ
δξ
+
vηˆ
hη
δ
δη
)
w
(ξ)
1 = 0 (C.1)( ∂
∂t
+
vξˆ
hξ
∂
∂ξ
+
vηˆ
hη
∂
∂η
)
w
(ξ)
2 = vξˆ
(
vξˆcξˆηˆξˆ − vηˆcηˆξˆηˆ
)
− 1
%
1
hη
∂P
∂η
+ fηˆ + fz,ηˆ
(C.2)( ∂
∂t
+
vξˆ
hξ
∂
∂ξ
+
vηˆ
hη
∂
∂η
)
w
(ξ)
3 = 0 (C.3)( δ
δt
+
(
vξˆ − cs
) 1
hξ
δ
δξ
+
vηˆ
hη
δ
δη
)
w
(ξ)
4 = vηˆ
(
vξˆcξˆηˆξˆ + vηˆcηˆξˆηˆ
)
− cs
(
vξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ vηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
))− cs
hη
∂vηˆ
∂η
− fξˆ − fz,ξˆ (C.4)( δ
δt
+
(
vξˆ + cs
) 1
hξ
δ
δξ
+
vηˆ
hη
δ
δη
)
w
(ξ)
5 = −vηˆ
(
vξˆcξˆηˆξˆ + vηˆcηˆξˆηˆ
)
− cs
(
vξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ vηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
))− cs
hη
∂vηˆ
∂η
− fξˆ − fz,ξˆ (C.5)
1Der in Klammern hochgeschriebene Index bei den charakteristischen Variablen wi soll
dies andeuten.
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( δ
δt
+
vξˆ
hξ
δ
δξ
+
vηˆ
hη
δ
δη
)
w
(η)
1 = 0 (C.6)( ∂
∂t
+
vξˆ
hξ
∂
∂ξ
+
vηˆ
hη
∂
∂η
)
w
(η)
2 = vηˆ
(
vηˆcηˆξˆηˆ − vξˆcξˆηˆξˆ
)
− 1
%
1
hξ
∂P
∂ξ
+ fξˆ + fz,ξˆ
(C.7)( ∂
∂t
+
vξˆ
hξ
∂
∂ξ
+
vηˆ
hη
∂
∂η
)
w
(η)
3 = 0 (C.8)( δ
δt
+
vξˆ
hξ
δ
δξ
+
(
vηˆ − cs
) 1
hη
δ
δη
)
w
(η)
4 = vξˆ
(
vξˆcξˆηˆξˆ + vηˆcηˆξˆηˆ
)
− cs
(
vξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ vηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
))− cs
hξ
∂vξˆ
∂ξ
− fηˆ − fz,ηˆ (C.9)( δ
δt
+
vξˆ
hξ
δ
δξ
+
(
vηˆ + cs
) 1
hη
δ
δη
)
w
(η)
5 = −vξˆ
(
vξˆcξˆηˆξˆ + vηˆcηˆξˆηˆ
)
− cs
(
vξˆ
(
cηˆξˆηˆ + cφˆξˆφˆ
)
+ vηˆ
(
cξˆηˆξˆ + cφˆηˆφˆ
))− cs
hξ
∂vξˆ
∂ξ
− fηˆ − fz,ηˆ (C.10)
Dabei definiert man die charakteristischen (Pseudo-)Variablen durch
δw
(ξ)
1
δ× =
δw
(η)
1
δ× =
∂%
∂× −
1
c2s
∂P
∂× (C.11)
w
(ξ)
2 = vηˆ, w
(η)
2 = vξˆ (C.12)
w
(ξ)
3 = w
(η)
3 = ` (C.13)
δw
(ξ)
4
δ× = −
∂vξˆ
∂× +
1
%cs
∂P
∂× ,
δw
(η)
4
δ× = −
∂vηˆ
∂× +
1
%cs
∂P
∂× (C.14)
δw
(ξ)
5
δ× =
∂vξˆ
∂× +
1
%cs
∂P
∂× ,
δw
(η)
5
δ× =
∂vηˆ
∂× +
1
%cs
∂P
∂× , (C.15)
wobei × fu¨r eine der Variablen ξ, η oder t steht.
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Anhang D
Verzeichnis der Abku¨rzungen
AGN Active Galactic Nucleus
BLR broad line region
CAK Castor-Abbott-Klein
CFL Courant-Friedrichs-Levi
CV Cataclysmic Variable
FV Finite-Volumen
HLLE Harten-Lax-van Leer-Einfeldt
KT Kurganov-Tadmor
MUSCL Monotonic Upstream-Centred Scheme for Conservation Laws
NLR narrow line region
PC Personal Computer
PPM Piecewise Parabolic Method
TVD Total Variation Diminishing
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