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013.04.0Abstract The high level of safety demand of civil aviation requests local area augmentation system
(LAAS) extremely high navigation integrity performance. A new LAAS pseudo-range error over-
bound method is proposed in this paper to improve the integrity of LAAS. Firstly, a more practical
pseudo-range error distribution model is established. Then, by calculating the relationship between
the statistical uncertainty of the model parameter and the integrity risk, a new method is proposed
to calculate the pseudo-range error over-bound model. This method can effectively reduce the inﬂa-
tion factor and the resulting conservativeness of the over-bound model. Comparative experiments
show that the method proposed in this paper performs better and satisﬁes the requirements of real
applications.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Local area augmentation system (LAAS) is an augmentation
technique for the current global positioning system (GPS). In
order to satisfy the operational requirements of precision
approaching and landing guidance, integrity monitoring is
used in LAAS to improve the GPS navigation integrity. How-
ever, the high level of safety demand of civil aviation requests
LAAS extremely high navigation integrity performance.1,2 For
example, integrity risk for Category I (CAT I) approach and
landing is required to be less than 2 · 107/150 s. Therefore,82317846 6302.
(R. Xue), wuhanujogn@sina.
orial Committe of CJA.
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60how to improve the integrity monitoring performance has al-
ways been a challenging problem which attracts great attention
in the LAAS research area.
Currently the framework used in LAAS for integrity mon-
itoring is based on the pseudo-range error over-bound method
proposed by Shively and Braff.3 This framework has become
the benchmark for the following research due to its effective-
ness in practice. The scheme of the Shively–Braff method in-
cludes three steps.
(1) Establish the pseudo-range error distribution model
(PEDM), which is the assumption of the actual
pseudo-range error distribution. The PEDM is set up
to have a core of zero-mean Gaussian distribution and
a tail of Laplacian distribution, in order to ﬁt the heavy
tail characteristic introduced by the ground reﬂection
multipath.
(2) Establish the pseudo-range error over-bound model
(PEOM), which takes the form of zero-mean Gaussian
distribution for computational facilitation, and the tailSAA & BUAA. Open access under CC BY-NC-ND license.
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PEDM.
(3) Calculate the upper bound of the positioning error
based on the PEOM to satisfy the integrity require-
ments, and alarm when the alert limit is exceeded.
The core element of the pseudo-range error over-bound
method is the PEOM calculation. However, the PEOM calcu-
lation always led to larger tails than required due to the follow-
ing two reasons: (1) two parameters were used in the PEDM to
describe its Laplacian tail, but the correlation between these
two parameters had not been taken into account; (2) in the
PEOM, statistical uncertainty of the PEDM was considered
due to the limited number of samples, based on the conﬁdence
level of which the PEOM was further calculated, but no con-
sideration was taken for the relationship between the integrity
risk and conﬁdence level.
Until now, some improved methods have been proposed
concerning the above problems. In general, these work mainly
focused on the modiﬁcation of the PEDM. The basic idea is to
search for a probability distribution that can better approach
and over-bound a real PEDM tail. Among these improve-
ments, Marshall4 might be the ﬁrst because he proved that, un-
der the assumption of symmetrical and non-increasing
functions, the upper bound of the pseudo-range error possibil-
ity density function (PDF) was a centered Dirac function plus
a uniform distribution. This proof set a solid foundation for
the modiﬁcation of the PEDM and thus led to some following
work to explore a distribution function better approaching and
over-bounding the real PEDM tail. For example, Rife5 pro-
posed a core over-bounding method and provided the toler-
ance of the PEDM tail based on a Gaussian core-Gaussian
sidelobe (GCGS) model. Braff et al.6 further proposed a nor-
mal inverse Gaussian (NIG) model to archive better approxi-
mation. In summary, these methods present different
assumptions to describe the PEDM tail distributions. How-
ever, as mentioned in Refs. 7 and 8, it is hard to accurately
evaluate the validity and effectiveness of the above models
due to the limited number of available independent samples.
Therefore, the Shively–Braff method is still used in real appli-
cations until now.
To address the problems above, a novel LAAS pseudo-
range error over-bound method is proposed in this paper
based on an improved PEDM. In our method, a more realistic
PEDM is ﬁrst set up. Then based on deriving the relationship
between the statistical uncertainty from the model parameter
estimation and the integrity risk, a new PEOM calculation
method is proposed, which can effectively solve the problem
of a heavy-tail PEOM in the Shively–Braff method.
The rest of this paper is organized as follows. The
Shively–Braff method is introduced and analyzed in Section 2.
A new LAAS pseudo-range error over-bound method based
on an improved PEDM is presented in Section 3. Comparative
experiments and analysis on the performance of the proposed
method and the Shively–Braff method are given in Section 4.
Conclusions are ﬁnally made in Section 5.
2. Classical pseudo-range error over-bound method of LAAS
The core element of integrity monitoring in LAAS is to calcu-
late the positioning error upper bound that satisﬁes the integ-rity risk requirements (a.k.a. protection level, PL).9,10 Due to
the limited computational capability of air-borne equipment,
most LAAS integrity monitoring computational tasks are
accomplished at ground stations. Nevertheless, the positioning
error upper bound cannot be directly calculated at the ground
stations, since the knowledge of the set of satellites used by the
aircrafts in their position solutions needed by this computation
is unavailable for ground stations. Instead, the pseudo-range
error upper bound is calculated at the ground stations and sent
to the air-borne equipment to obtain the positioning error
according to the satellites used in the current positioning. Con-
sequently, the precise calculation of the pseudo-range error
upper bound becomes the central task in LAAS integrity
monitoring.
In reality, the pseudo-range error is heavy-tail distributed
due to ground reﬂection multipath, whose real probability dis-
tribution is unknown.11 This gives rise to the difﬁculty in the
error upper bound calculation. To overcome this problem, a
technique called ‘‘over-bound’’ has been used in current
LAASs.12 The idea is to set up the PEOM in which the tail
of real pseudo-range error distribution is absolutely over-
bounded so that the upper bound of the pseudo-range error
obtained from the PEOM is greater than or equal to the real
upper bound of the pseudo-range error.
The classical error over-bound method was proposed by
Shively et al.3,13 It decomposes the calculation of the error
over-bound into two phases, i.e., PEDM and PEOM calcula-
tions, which are summarized as following.
For PEDM calculation, since the error over-bound is used
to calculate the upper bound of the pseudo-range error, the
main attention is paid to the tail of the PEDM, where the pseu-
do-range error is greater than a given value EL (a.k.a. the divi-
sion point, which is the standard deviation of pseudo-range
error measurements times a constant coefﬁcient KL). With
the analysis of the real pseudo-range error, it has demonstrated
that the tail distribution of the PEDM is always higher than
the Gaussian distribution but lower than the Laplacian distri-
bution.13 Consequently, the tail of the PEDM is assumed to
follow the Laplacian distribution to ensure the reliability of
the error over-bound. Denote the distribution parameters Ptail
(the probability that the tail is larger than EL) and PEL (the
probability at EL). Then
ftailðxÞ ¼ PEL exp PELjx ELj
Ptail
 
; x > EL ð1Þ
For PEOM Calculation, generally the model is assumed to
follow a zero-mean Gaussian distribution for computational
convenience. Then the standard deviation rpr_gnd, as the key
value, needs to be calculated so that the tail probability beyond
kriskrpr_gnd of the PEOM is greater than the corresponding tail
probability of the PEDM, where krisk is a factor determined by
the integrity risk.
Ptail and PEL in Eq. (1) are subject to statistical uncertainty
due to the limited independent samples of pseudo-range error
in practice. To solve this problem, Shively et al. assumed that
Ptail and PEL were independent with each other and then the
bound values of Ptail and PEL could be calculated respectively
at certain conﬁdence levels via hypothesis testing procedures.
Based on the bound values of Ptail and PEL, the upper bound
of the PEDM could be calculated and rpr_gnd could be subse-
quently determined.
Fig. 1 Q–Q plot of pseudo-range error sample.
Fig. 2 Variation of Ptail with rcore.
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distribution, rpr_gnd is greater than the sample standard
deviation, rrr_est, and we have
rpr gnd ¼ kinfrrr est ð2Þ
where kinf is called inﬂation factor. Obviously the calculation
of the inﬂation factor is the main part of the PEOM and
therefore is the key to LAAS integrity monitoring.
In summary, the Shively–Braff method has achieved some
success, especially in application cases, but it has two major
drawbacks:
(1) Ptail and PEL of the PEDM were assumed to be indepen-
dent; Consequently, the conﬁdence levels were calcu-
lated separately to obtain the upper bound of the
pseudo-range error. However, recent research has
revealed strong correlation between Ptail and PEL, which
makes it impossible for both parameters to simulta-
neously reach their bound values. Such property would
lead to an excessive inﬂation factor. This point, how-
ever, is overlooked in subsequent study.
(2) The statistical uncertainty of the PEDM was only con-
sidered in terms of the conﬁdence level, but no consider-
ation was taken for the inﬂuence of the statistical
uncertainty of the PEDM on the integrity risk. Further-
more, the use of an over high conﬁdence level in the
PEDM would automatically lead to an over large
inﬂation factor.
3. Improved pseudo-range error over-bound method
To address the above problems, an improved PEDM is estab-
lished by taking into account the correlation between Ptail and
PEL. Then a new LAAS pseudo-range error over-bound meth-
od is proposed. The new method explicitly considers the inﬂu-
ence of the statistical uncertainty of the PEDM on the integrity
risks and yields a smaller inﬂation factor.
3.1. Improvement of PEDM
Ptail and PEL are considered to be independent in the Shively–
Braff method. Nevertheless, current observation data of the
pseudo-range error indicate that the core of the PEDM follows
the zero-mean Gaussian distribution.14 Fig. 1 shows the quan-
tile–quantile (Q–Q) plot of the simulated pseudo-range error
samples. As illustrated in Fig. 1, the core of the pseudo-range
error distribution perfectly ﬁts the Gaussian distribution and
expands rapidly at the tail. This matches the PEDM with
Gaussian-core-Laplacian-tail assumption.
Assuming the standard deviation of the core distribution to
be rcore, for a given division point of EL, Ptail and PEL can be
expressed as
Ptail ¼ QðEL=rcoreÞ ð3Þ
PEL ¼ NðEL; 0; rcoreÞ ð4Þ
where N(x) is the PDF of the Gaussian distribution, and Q(x)
is the Q-function of the Gaussian distribution.
Thus, given a ﬁxed EL, Ptail and PEL would change with
respect to rcore. Figs. 2 and 3 depict the changes of Ptail and
PEL under different rcore.Fig. 3 shows that Ptail is a monotonic function of rcore,
while PEL is not. For given EL and Ptail, PEL can be uniquely
determined. Therefore, the PEDM can be expressed only with
Ptail. This property coincides with the real situations.
Figs. 4 and 5 are curves of PEL and PEL/Ptail with varying
Ptail under a ﬁxed PEL.
PEL is monotonically increasing with Ptail, while PEL/Ptail is
monotonically decreasing with Ptail. Considering Eq. (1), both
the increase of PEL and the decrease of PEL/Ptail would in-
crease tail probability. Therefore, the tail probability is mono-
tonically increasing with Ptail. The upper bound of Ptail needs
to be validated in the hypothesis tests.
Based on the above analysis, an improved PEDM is pro-
posed. In the new PEDM, one instead of two parameters is
used to describe the Laplacian tail distribution in Shively
and Braff’s scheme. The improved method can be described
as follows:
(1) Calculate the sample standard deviation rrr_est for the
pseudo-range error sample set {Xi}, i= 1, 2, . . .,N. Sam-
ples are required to be independent to each other. There-
fore, a method for selecting samples from the original
pseudo-range error measurements is designed by Shively
and Braff3 and is used in our method as well.
(2) Let EL = KLrrr_est, usually KL = 1.96–2.58.
(3) Estimate Ptail by calculating the empirical tail probabil-
ity that the pseudo-range error is greater than EL, i.e.,
Ptail =M/N, where M is the number of samples in
{Xi} that are larger than EL.
Fig. 3 Variation of PEL with rcore.
Fig. 4 Variation of PEL with Ptail under a ﬁxed EL.
Fig. 5 Variation of PEL/Ptail with Ptail under a ﬁxed EL.
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EL follows the zero-mean normal distribution, and
rcore = EL/Q
1 (Ptail), where Q
1 is the inverse
Q-function. The probability of the pseudo-range error
at EL is PEL = N(EL; 0, rcore).
(5) Assume that the pseudo-range error samples larger than
EL follows the Laplacian distribution, whose distribu-
tion function is given as Eq. (1) and is determined by
Ptail and PEL, which are a function of Ptail.
3.2. Improvement of PEOM
The estimation of Ptail and PEL is subject to statistical uncer-
tainty due to the limited number of samples, while their actual
values are unknown. Therefore, bound values of Ptail and PEL
were traditionally computed at certain conﬁdence levels. Theupper bound of the pseudo-range error was then derived based
on these bound values and the inﬂation factor was subse-
quently determined. In such way, it is implicitly assumed that
Ptail and PEL take their bound values simultaneously with a
probability of 1. This assumption, however, enlarges the error
over-bound.
According to the analysis in Section 3.1, the Laplacian tail
of the PEDM can be completely characterized by Ptail. The dis-
tribution of Ptail is unknown, but its posterior distribution can
be estimated from the samples. The PEDM can be uniquely
determined by the estimate of Ptail for ﬁxed EL. Thus the con-
ditional probability that the pseudo-range error exceeds a gi-
ven threshold T can be calculated as PT = P(x> T|Ptail).
Consequently the probability of the pseudo-range error greater
than the given threshold T is
Pðx > TÞ ¼
Z þ1
1
Pðx > TjPtailÞPðPtailÞdPtail ð5Þ
where P(Ptail) is the PDF of Ptail.
The minimum threshold T0 that satisﬁes the integrity risk
can be obtained from the above equation, so the correspond-
ing inﬂation factor is
kinf ¼ T0=ðkriskrrr estÞ ð6Þ
Fig. 6 shows the relationship between PT and Ptail under
different thresholds T. PT decreases with the increase of T as
expected. The probability of the pseudo-range error exceeding
T would be smaller than the required integrity risk when T is
sufﬁciently large. The inﬂation factor can thus be computed
from Eq. (6).
The explicit expression of the PDF of Ptail is unknown.
Therefore, a non-parametric statistical method15 is used in this
paper to estimate the PDF of Ptail and the integrity risk is fur-
ther calculated.
The basic idea of this method is as follows. Firstly, Ptail is
calculated based on the set of N samples from observation.
Then a new sample space vector is formed by randomly draw-
ing M observations from the original sample set with putting
back.16 Ptail is again calculated from this new sample space
vector. By repeating the above steps, a set of Ptail can be ob-
tained along with its statistical sampling characteristic. More
details of this method is described as follows:
Step 1: Calculate the sample standard deviation rrr_est for
the pseudo-range error sample set {Xi}, i= 1, 2, . . .,N.
Step 2: Denote EL = KLrrr_est , usually KL = 1.96–2.58.
Step 3: Estimate the probability that the pseudo-range error
exceeds EL as Ptail =M/N, where M is the number of sam-
ples in {Xi} that are larger than EL.
Step 4: Estimate Ptail from the error samples using the non-
parametric statistical method:(a) Generate the new sample space vectors {X i }
(i= 1, 2, . . . , N*) from the error samples using
random drawing. P tail ¼ M=N  is the probability
that the pseudo-range error exceeds EL;
(b) Repeat Step 1. Compute the probability distribu-
tion of Ptail based on P

tail from k re-sampling.Fig. 7 shows the PDF of Ptail obtained by our method un-
der different KL. The probability of Ptail decreases rapidly
when Ptail deviates from its center. Consequently, the probabil-
(a) T = 2EL                                                (b) T = 4EL
(c) T = 6EL (d) T = 8EL
Fig. 6 Relationship between PT and Ptail (with different T).
Fig. 7 PDF of tail probability Ptail.
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ly–Braff method is extremely low. That is to say, the inﬂation
factor derived from these bound values is overly conservative
and relatively larger than required.
For a certain T, the overall integrity risk is the integral of
the product of the functions shown in Figs. 6 and 7 over all
possible values of Ptail. The inﬂation factor can then be
obtained from the value of T that satisﬁes the integrity risk
requirements. By taking into account the relationship between
the statistical uncertainty and the integrity risk of the PEOM,
the problem of the oversized inﬂation factor in the Shively-
Braff method is solved by our method.
4. Experiments
In this section, experiments are carried out to validate the
effectiveness of our method. The samples are taken from
GPS L1 pseudo-range observations recovered by almanacs.
In particular, Section 4.1 introduces the data and the experi-
mental settings. Section 4.2 describes the comparativeexperiments between our method and the Shively-Braff meth-
od. The inﬂation factor is used as the performance metric in all
experiments.
4.1. Experimental data and environment
The real-time positions of GPS satellites are simulated using
actual almanacs. GPS L1 pseudo-range observations for 4 ref-
erence receivers at a rate of 1 measurement per second are gen-
erated, which include satellite clock and ephemeris errors,
ionosphere and troposphere errors, observation noise, as well
as the errors caused by multipath.17–20 The reference receivers
are located on the four vertices of a square with each side being
100 m. The coordinates of the receivers are chosen to be in the
vicinity of the Beijing Capital Airport. Firstly, the corrections
of the pseudo-range observations are obtained at each time
spot for each satellite according to the LAAS differential cor-
rection algorithm. Then the pseudo-range error after correc-
tion is calculated according to the simulated error data.
The over-bounding method requires that samples used to
calculate the inﬂation factor are independent to each other.
However, LAAS uses a carrier smoothing technique to
attenuate receiver noise and multipath errors, and thus causes
heavy correction between measurements. Therefore, measure-
ments in every 200 s are selected as samples to ensure the
independency.3
The pseudo-range error varies signiﬁcantly with satellite
elevation. Satellites at low elevations tend to have larger pseu-
do-range errors. Thus the pseudo-range error samples are
grouped by satellite elevations, e.g., samples at elevations of
5–10 are put into one group. This can avoid an overly conser-
vative over-bounding model for satellites at high elevations
when the error-bound is calculated for the satellites as a whole.
Samples with elevations of 5–10 are chosen for the analysis
and simulations of the pseudo-range error over-bound meth-
od. This is because more satellites are visible at low elevations,
(a) β = 0.1 (b) β = 0.01
(c) β = 0.001 (d) β = 0.0001
Fig. 8 Inﬂation factor calculated using the Shively–Braff method.
(a) β = 0.1 (b) β = 0.01
(c) β = 0.001 (d) β = 0.0001
Fig. 9 Inﬂation factor calculated using improved PEDM.
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the analysis. In addition, since most GPS receivers set the low-
est elevation cut-off mask at 5, the group at this elevation has
the most observation samples.
4.2. Experiments of inﬂation factor
Inﬂation factors calculated by the Shively-Braff method, the
method using an improved PEDM, and our improved PEOM
method, respectively, are compared.Fig. 8 describes the relationship among the inﬂation factor,
the conﬁdence level, the number of samples, as well as the divi-
sion point in the Shively-Braff method.
It can be seen from Fig. 8 that, the required inﬂation factor
increases with the growing of the conﬁdence level; similarly,
the required inﬂation factor decreases with the increase of
the sample number. For a ﬁxed conﬁdence level and number
of samples, the inﬂation factor increases as the division point
increases. Over all, the inﬂation factor calculated using the
Shively-Braff method is relatively larger. For example, when
(a) KL = 1.96 (b) KL = 2.58
Fig. 10 Comparison of log tail probability distribution with different methods.
Fig. 11 Inﬂation factor calculated by improved PEDM.
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is about 3.3 if the conﬁdence level is set to be 0.9. With the in-
crease of the conﬁdence level, the inﬂation factor grows rap-
idly. An overly large inﬂation factor would cause an
oversized positioning error PL. Consequently, LAAS alarms
increase rapidly and the system continuity would decrease
dramatically.
Fig. 9 describes the relationship among the inﬂation factor
obtained from the improved PEDM, the conﬁdence level, the
number of samples, and the division point.
Compared with Fig. 8, the improved PEDM greatly de-
creases the conservativeness of the inﬂation factor, and as a re-
sult, achieves a higher conﬁdence level. For the same KL and
number of samples, the inﬂation factor calculated from the im-
proved PEDM method at the conﬁdence level of 0.999 9 is still
smaller than that calculated from the Shively-Braff method at
a lower conﬁdence level of 0.9.
Fig. 10 shows the probability distribution of the pseudo-
range error calculated by both the Shively-Braff method and
our method. The PDF derived by our method better approxi-
mates the theoretically derived Gaussian distribution of the
pseudo-range error samples.Furthermore, Fig. 11 shows the inﬂation factor calculated
by our error-bounding method based on the improved PEDM.
The inﬂation factor is shown to be invariant with the number of
samples and the conﬁdence level. The plot of the inﬂation factor
with KL indicates that it is constrained between 1.43 and 1.45.
This is consistent with the theory that the uncertainty of the tail
distribution generally does not vary with the division point.
5. Conclusions
(1) An improved PEDM is established considering the cor-
relation of Ptail and PEL by analyzing characteristics of
the real pseudo-range error distribution.
(2) A new PEOM calculation method is presented by ana-
lyzing the inﬂuence of the statistical uncertainty in the
PEDM on the integrity risk.
(3) The simulation based on experimental GPS single-fre-
quency pseudo-range observations conﬁrms the superior-
ity of our method. The conservativeness of the calculated
inﬂation factor is signiﬁcantly reduced, while the integ-
rity requirements are still satisﬁed at the same time.Acknowledgements
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