A novel spectral method with variable transformation, the adaptive Hermite-Gauss decomposition method (A-HGDM), has been developed and applied to the analysis of three-dimensional (3D) dielectric structures. The proposed method includes an optimization strategy to automatically find the quasi-optimum numerical parameters of the variable transformation with low computational effort. The technique has been tested by analyzing two typical 3D dielectric structures: the rectangular step-index waveguide and the rib-waveguide directional coupler. In both cases, the A-HGDM increases the accuracy of the Hermite-Gauss decomposition method (HGDM), especially when the mode is near cutoff, and improves the computational efficiency of previously published optimization strategies (optimized HGDM).
INTRODUCTION
In recent years, many different numerical methods have been developed to analyze dielectric waveguides. A preliminary classification of these techniques groups them into two families: local methods, such as finite difference and finite elements, and global methods, based on the expansion of unknown electric or magnetic fields into a series of orthogonal basis functions (i.e., Fourier, [1] [2] [3] [4] Chebyshev, 4 or Hermite-Gauss). [5] [6] [7] One of the advantages of using Hermite-Gauss basis functions is that they form a complete orthogonal set that satisfies the boundary condition at infinity and therefore do not require enclosing the waveguide in a computational window, unlike what occurs, for example, with Fourier basis functions. In addition, Hermite-Gauss functions are the exact solution of a waveguide with a parabolic index profile, and, for many practical structures, they lead to accurate results with a reduced number of terms. In the Hermite-Gauss decomposition method (HGDM), proposed in Refs. 5 and 6, the basis functions are defined by introducing two scaling factors in order to adapt them to the geometry under study. Such scaling factors are fixed to the square root of the normalized frequencies, but this choice has been assessed only for simple structures and yields accurate results only when the electric field distribution is well confined (modes far from cutoff). To improve results when the mode is near cutoff, a technique based on a variational approach has been proposed in Ref. 7 . This method, named the optimized HGDM (O-HGDM), automatically finds the optimum values of the scaling factors by maximizing the propagation constant. The main limitation of this technique is its computational efficiency, as several eigenvalue problems must be solved at each step of the optimization procedure.
In this paper, we propose an alternative procedure to find a quasi-optimum combination of mapping parameters. The basic idea behind this new strategy lies in realizing that solving a fixed eigenvalue equation with parameter-dependent Hermite-Gauss basis functions (with unknown scaling parameters) can alternatively be seen as solving a new linearly transformed coordinate eigenvalue equation (with unknown values of the transformation parameters) with fixed Hermite-Gauss basis functions. In this way, the adaptive optimization technique recently developed in Refs. 3 and 4 for the modified Fourier decomposition method (named the A-MFDM) can be easily extended to the HGDM. This novel strategy, which will hereafter be called the adaptive HGDM (A-HGDM), finds the quasi-optimum transformation parameters in a more efficient way than that proposed by the O-HGDM and also improves the accuracy obtained by the HGDM, especially in cases near cutoff. This paper is structured as follows. Section 2 starts with the development of a general formulation for global methods with variable transformation. This formulation, which can be applied to any basis function and variable transformation, applies the concept of matrix operators 3, 4 to convert the scalar wave equation into a matrix eigenvalue equation. The A-HGDM is deduced from this general framework by particularizing the general formulation for Hermite-Gauss basis functions under linear variable transformation. Section 3 focuses on the adaptive optimization technique applied to automatically find the quasi-optimum values of the mapping parameters: First, the optimization criterion is presented, and then an algorithm is proposed to efficiently search for the solution. Finally, in Section 4, the performance of the method is validated by analyzing two typical three-dimensional (3D) dielectric structures: the rectangular step-index waveguide and the rib-waveguide directional coupler. The results obtained confirm the good performance of the A-HGDM under a broad variety of situations.
GENERALIZED FORMULATION OF SPECTRAL METHODS WITH VARIABLE TRANSFORMATION
The scalar wave equation that governs the propagation of stationary solutions through a z-invariant 3D dielectric waveguide is given by
where k 0 is the wave number of free space, nЈ 2 (xЈ, yЈ) is the refractive index, and ␤ and (xЈ, yЈ) are, respectively, the propagation constant and the electric field spatial distribution of the different modes supported by the waveguide.
Equation (1) can be normalized by introducing two arbitrary normalization parameters d x and d y , which relate the original transversal coordinates (xЈ, yЈ) and the normalized ones (x, y) through x ϭ xЈ/d x and y ϭ yЈ/ d y . Doing so 3 yields
where V x and V y are the normalized frequencies, a is the asymmetrical coefficient, b is the normalized propagation constant, and n 2 (x, y) is the normalized refractive index. The normalization magnitudes d x and d y can be arbitrarily selected, although they are usually chosen to be equal to the half-width of the waveguide core in each direction.
A. Variable Transformation and Discretization
What distinguishes spectral methods with variable transformation from classical spectral methods is the application of a previous mapping over the spatial coordinates of the modal wave equation:
As a result, the normalized wave equation (2) is converted into a new one, which is defined over the transformed domain uv and given by
where the functions f 1 (u), f 2 (u), g 1 (v), and g 2 (v) are the result of applying the chain rule over the second derivatives with respect to x and y coordinates of the original domain. Their expressions, which clearly depend on the used transformation variables (3), are given by
The next step is to solve the resulting transformed wave equation (4) . This is done by applying the standard discretization process of classical spectral methods. That is, the unknown electric field is first expanded into a finite series of orthogonal basis functions
and second, Galerkin's method is applied to obtain a matrix eigenvalue equation
whose eigenvectors ͕⌽͖ and eigenvalues b are, respectively, the coefficients k of the electric field series expansion and the normalized propagation constants of the different modes of the structure. Note that only the eigenvalues in the range 0 Ͻ b Ͻ 1 correspond to guided modes. The eigenvalue system matrix [M] can be easily obtained from Eq. (4) by making use of the matrix operator approach. 3, 4 In doing so, we arrive at the following expression:
where ͓DD u ͔, ͓D u ͔, ͓DD v ͔, and ͓D v ͔ are the matrix operators used to perform the following functions over the unknown electric field, respectively: the second derivative with respect to u, the first derivative with respect to u, the second derivative with respect to v, and the first derivative with respect to v; and ͓P(
)͔, and ͓P(n 2 (u, v))͔ are the matrix operators used to perform the product of the unknown electric field by the function included in parentheses. Once the set of orthogonal basis functions is defined, closed expressions for the aforementioned operators can be calculated from the following generic expressions:
where ⍀ 0 is the domain of definition of the basis functions and i and k are the pair of indices that reference the elements of the matrices. Once the eigenvectors ͕⌽͖ of Eq. (7) have been obtained, the field profile in the structure, (x, y), can be recovered through a two-step procedure: First, the field profile in the transformed domain, (u, v) , is obtained from ͕⌽͖ by means of Eq. (6), and second, the field profile in the original domain, (x, y), is obtained from (u, v) by applying the inverse variable transformation
The usefulness of this generalized formulation lies in that, depending on the applied variable transformation (3) and the basis functions used in series expansion (6) , different spectral methods with variable transformation can be defined. For example, the expressions used for the A-MFDM 3, 4 and for the A-HGDM are summarized in Table 1 .
Note that, because of the separable nature of the basis functions, the index k of series expansion (6) can also be referenced as a combination of two indices m and n running in the u and v directions, respectively. In this way, the vector of the spectral coefficients, ͕⌽͖ ϭ ͕ k ͖, can also be written in the matrix form ͓⌽͔ ϭ ͓ m,n ͔. The first notation, typically referred to as the unique index, is suitable for formulating the matrix eigenvalue problem, while the second is useful in formulating the direct and inverse transformations between the field distributions (u, v) and their coefficients [⌽] in compact matrix notation.
B. Adaptive Hermite-Gauss Decomposition Method
As we stated in Section 1, Hermite-Gauss basis functions have specific characteristics that make them useful for the modal analysis of dielectric waveguides. However, even though they have been widely used in the literature [5] [6] [7] for this purpose, the approach followed here is completely different from others that were published previously. In these works, instead of using a mapping over the original axis to adapt the waveguide under study to Hermite-Gauss basis functions (as the variabletransformation approach suggests), scaling factors are introduced into the basis functions to adapt them to the geometry of the waveguide under study. This is done by defining the following parameter-dependent HermiteGauss basis functions:
When the scaling factors x and y are chosen in advance to be equal to the inverse of the square root of the normalized frequencies (
, the method is commonly called the Hermite-Gauss decomposition method (HGDM), 5, 6 while if such scaling factors are optimized through a variational approach, it is called the optimized HGDM (O-HGDM). 7 This method attains the most accurate solution for a given number of terms by determining the scaling factors that maximize the normalized propagation constant. The disadvantages of the variational optimization strategy employed by the O-HGDM and its comparison with the optimization criterion proposed in this work for the A-HGDM will be discussed in Section 3.
Besides the fact that the A-HGDM is based on a variable-transformation approach, other differences exist with previously reported Hermite-Gauss-based methods. The first involves the proposed variable transformation
This transformation not only includes two scaling factors to control the mapping strength in each direction (␣ x and ␣ y ) but also contains two offset parameters to allow for a variable mapping center in asymmetrical situations (o x and o y ). The second difference with the A-HGDM is that it includes a novel optimization criterion to find the transformation parameters that yield nearly the best results in each particular situation. Note that the generalized formulation in which the A-HGDM has been introduced can also be used for the HGDM and the O-HGDM, simply by using the variable transformations
for the HGDM and
for the O-HGDM.
Once the variable transformation (14) is defined, the eigenvalue matrix [M] of the A-HGDM can be calculated from Eq. (8), becoming
Note that the obtained equation (17) is much simpler than the general equation (8) (valid for any variable transformation) because of the linear nature of the proposed variable transformation (14). In fact, it can be easily seen that, in contrast to the A-MFDM, the same computational effort is needed to formulate the A-HGDM eigenvalue equation (17) as that for the eigenvalue equation of the HGDM. Closed expressions to calculate the operators ͓DD u ͔, ͓DD v ͔, and ͓P(n 2 (u, v))͔ when using Hermite-Gauss basis functions are provided in Appendix B.
Once the eigenvalue problem (7) is solved for a certain set of transformation parameters (␣ x , ␣ y , o x , o y ), the electric field profiles in the original domain xy must be obtained from the Hermite-Gauss spectral coefficients ͕⌽͖ in the transformed uv domain. This can be carried out according to the following two-step procedure: (1) The field profile in a certain grid of points ͓UV͔ of the transformed domain uv is obtained from the previously calculated spectral coefficients ͕⌽͖ through the inverse Hermite-Gauss transform [as detailed in expressions (A3)-(A9) of Appendix A]. (2) The field samples in the transformed domain are translated to the original domain by applying the inverse variable transformation (12).
To conclude Section 2, it must be highlighted that the accuracy of the obtained results is highly dependent on the mapping parameters (␣ x , ␣ y , o x , o y ) that are chosen, and, as they must all be specified a priori, it is necessary to have an automatic procedure to determine the optimum transformation parameters. This procedure, called the adaptive optimization technique, has recently been developed in Refs. 3 and 4 for the A-MFDM and will be extended to the A-HGDM in Section 3.
ADAPTIVE OPTIMIZATION TECHNIQUE
The spectral methods with variable transformation explained above work properly only if the transformation parameters are adequately selected. Unfortunately, the four-parameter dependence p ϭ (␣ x , ␣ y , o x , o y ) of the proposed technique makes it impossible to choose them in a correct way by physical arguments, and therefore it is necessary to have a closed procedure to automatically determine the optimum mapping parameters for the problem under study starting from an arbitrary set of transformation parameters. The development of such a procedure is a key issue of this work and will be described in detail below.
A. Optimization Criterion
The electric field spatial distribution in the original domain, (x, y), will produce different profiles (u, v) in the transformed domain, depending on the chosen transformation parameters.
Therefore their respective Hermite-Gauss spectral coefficients ͓⌽͔ ϭ ͓ m,n ͔ will also be parameter dependent. With this taken into account, the basic idea behind the optimization criterion can be summarized as follows: The best transformation parameters are those that minimize the spectral width of the electric field in the transformed domain, because they attain a good representation of the field profile with a low number of coefficients. To clarify the basis of the proposed criterion, we show in Fig. 1 a graphical representation for a simpler two-dimensional situation. In this figure, an electric field profile (x) in the original domain is mapped onto the u space by using two different sets of transformation parameters:
As one can clearly observe, the resulting 
profiles over the transformed domain, i (u) and j (u), will require different numbers of coefficients to be correctly approximated by a Hermite-Gauss-series expansion approach. For example, the i (u) profile would roughly need 20 terms, while only ten terms would approximately be needed for the j (u) profile. Thus it is obvious that the set of transformation parameters p
, because it allows us to obtain a good representation of the original electric field with a lower number of spectral coefficients.
Just as in the A-MFDM, 3,4 the variance function has been used as a measure of spectral width. However, instead of minimizing the variance of the spectral coefficients of the function ‫ץ‬ 2 ‫ץ‬ 2 (u, v)/‫ץ‬u 2 ‫ץ‬v 2 , it was established that the best results are obtained directly with the parameters that minimize the spectral width of the transformed electric field (u, v) . Therefore the function to be minimized is given by
where p ϭ (␣ x , ␣ y , o x , o y )is the four-dimensional vector of transformation parameters. In this expression, ͉ m,n (p)͉ 2 gives the energy of the field profile that is contained in the m, n coefficient; thus the function ͉ m,n (p)͉ 2 /͚͚͉ m,n (p)͉ 2 can be regarded as the normalized energy spectrum of the field profile, and therefore Eq. (18) is a measure of the width of the normalized energy spectrum.
It must be remarked that, unlike the variational optimization procedure used in Ref. 7 , the proposed optimization criterion does not guarantee that the obtained variable-transformation parameters give the best possible result. However, as Subsection 3.B shows, it gives an accurate enough solution with reduced computational effort.
B. Optimization Algorithm
An optimization algorithm must now be designed that, starting from an arbitrary set of transformation parameters and making use of the proposed optimization criterion, is able to automatically find a set of quasi-optimum transformation parameters. The main steps of the proposed algorithm, which closely resemble those of the A-MFDM 3,4 although adapted to the specific characteristics of Hermite-Gauss basis functions, can be seen in Fig.  2 . They can be summarized as follows:
1. A set of initial transformation parameters p 0 is heuristically chosen.
2. An approximate solution of the field profile spectral coefficients ͓⌽ 0 ͔ ϭ ͓⌽(p 0 )͔ is obtained by solving the eigenvalue equation resulting from the transformation parameters.
3. From this approximate solution, a set of quasioptimum transformation parameters p OPT can be estimated by using any standard minimization procedure (the ''simplex search method'' as implemented in MAT-LAB's function fmins is used in this work). This step is computationally efficient, since it is not necessary to formulate and solve the eigenvalue equation again. This is due to the fact that the function to be minimized [i.e., the variance of spectral coefficients, Var(͓⌽ i ͔)] can be easily estimated for any arbitrary value of the transformation 3 for the Fourier-series expansion; thus it will not be repeated here. The only differences arise in that, in this case, the set of sample points in the transformed domain ͓UV i ͔, which will be used to calculate the spectral coefficients ͓⌽ i ͔, must be selected as the quadrature points of the Hermite-Gauss basis functions, 8 instead of using the equidistant points of the Fourier approach.
One should note that the computational effort needed to calculate the spectral coefficients ͓⌽ i ͔ through Eq. (A11), which requires two N x N y matrix products, is negligible in comparison with the effort needed to formulate and solve the eigenvalue problem (7), where the system matrix is (N x N y ) ϫ (N x N y ) . This circumstance justifies the approach, which will be used in Section 4, of approximating the total computational effort of the A-HGDM by the time employed in formulating and solving the eigenvalue equation (7) the required number of times (which, for the A-HGDM, equals the number of iterations of the optimization algorithm).
RESULTS
To assess the proposed technique, we have analyzed two different 3D dielectric structures: the rectangular stepindex waveguide and the rib-waveguide directional coupler. The rectangular step-index waveguide is a simple structure that has been used in previously published works [5] [6] [7] to verify the accuracy of the HGDM and the O-HGDM. Because of the symmetry of this structure, the offset parameters are equal to zero (o x ϭ o y ϭ 0), and only the scaling factors (␣ x and ␣ y ) must be optimized. On the other hand, the rib-waveguide directional coupler is a more complex structure that is present in a great variety of applications and is typically used as a benchmark 3 to test the performance of numerical methods.
A. Rectangular
Step-Index Waveguide The geometry of the rectangular step-index dielectric waveguide is shown in Fig. 3, while Fig. 4 shows the nor- N x ϭ N y ϭ 7) . malized propagation constant of the fundamental mode versus the operating frequency for a certain number of coefficients. The three curves plotted in this figure correspond to the results obtained when using the HGDM (with fixed mapping parameters), the O-HGDM (with transformation parameters obtained after applying an optimization algorithm based on the maximization of the propagation constant), and the A-HGDM (with transformation parameters obtained after applying an optimization algorithm based on the minimization of the spectral coefficients' variance). Although the results obtained when the mode is far from cutoff (high frequencies) are practically the same for the three methods, the HGDM does not work properly at low frequencies (no propagating mode found below V x ϭ V y ϭ 1) because of the incorrect selection of the transformation parameters. In contrast, the curve of the A-HGDM closely resembles the best results that can be achieved with the number of coefficients used (the curve of the O-HGDM), even at very low frequencies, thanks to the optimization strategy that is applied for each frequency. Figure 5 shows the convergence rates as a function of the number of coefficients used in the electric field series expansion for a very low normalized frequency (V x ϭ V y ϭ 1). One can clearly observe the slow convergence rate of the HGDM compared with that of methods based on an optimization strategy, such as the A-HGDM and the O-HGDM. For example, the HGDM needs to use at least 25 coefficients in each direction to obtain similar results to those obtained with the A-HGDM and O-HGDM by using only nine terms.
To check the usefulness of the optimization criterion proposed in the A-HGDM, we must verify two things: first, that the A-HGDM optimization algorithm is actually able to find a set of quasi-optimum transformation parameters that approximate the optimum set of parameters obtained with the O-HGDM, and second, that this can be done with less computational effort. Figure 6 shows, for the fundamental mode of the rectangular stepindex waveguide and N x ϭ N y ϭ 7, the contour map of the quotient (in percentage) between the normalized propagation constant b obtained for different values of the mapping parameters (␣ x and ␣ y ) and the maximum normalized propagation constant b max (the best solution) that can be obtained with this number of expansion terms. The dashed contour line corresponds to the values of ␣ x and ␣ y that yield a value of b equal to the one obtained with the HGDM. Therefore any combination of scaling factors inside this dashed line gives a more accurate solution than the one calculated with the HGDM. The path followed by the optimization algorithm of the A-HGDM has been superimposed onto the contour map, starting from an arbitrary set of transformation parameters (in this example, those of the HGDM, i.e., ␣ x ϭ V x 1/2 ϭ 1 and ␣ x ϭ V y 1/2 ). Two aspects must be highlighted here: First, the point reached by the A-HGDM optimization algorithm is located at the maximum beta area (95%), and second, only five eigenvalue problems have been solved to reach this point. This is, in essence, the principal advantage of the optimization algorithm proposed in this work over the O-HGDM, which usually involves solving approximately 50 eigenvalue problems to reach optimum scaling factors. Thus, for this device, it becomes even more necessary to have an optimization strategy to automatically find quasioptimum mapping parameters (not only the scaling factors but also the offset parameters) that lead to an accurate solution.
The geometry of the rib-waveguide directional coupler that is analyzed in this section is shown in Fig. 7 using physical arguments, taking into account the area where the electric field profile is expected to be concentrated.
In Fig. 8 The convergence of the effective mode index (N eff ϭ ␤/k 0 ) versus the number of coefficients has been plotted in Fig. 9 for the first two modes of the structure and for different widths of the second rib (2W 2 ). In all cases, the A-HGDM presents a very good and fast convergence rate, and the solutions obtained with only ten coefficients in each direction are quite accurate (the effective mode index calculated with 10 and 20 basis functions differs by less than 0.05%). When we compare these results with those obtained when the optimization criterion proposed in Ref. 7 is applied, a difference of less than 0.02% is obtained in the N eff , while the electric field profiles practically coincide. Furthermore, in this case, the fourparameter dependence (p ϭ ␣ x , ␣ y , o x , o y ) of the O-HGDM optimization process makes it an impractical strategy from a computational point of view.
Once the proposed technique has been validated in different situations, it is necessary to address the issue of computational time. In Fig. 10 , the time required to formulate and solve the eigenvalue problem once is plotted versus the number of coefficients. This computational time grows as N 4 , clearly showing the importance of working with a reduced number of terms. In this figure, three points have been marked, corresponding to the total computational time that it takes to obtain the same level of accuracy by using the HGDM, the O-HGDM, and the A-HGDM. The selected points correspond to the situation presented in Fig. 5, i .e., a rectangular step-index waveguide under very low operating frequency. The computational time for the O-HGDM has been calculated assuming that it needs to solve 50 eigenvalue problems to find the optimum mapping parameters (as stated in Ref. 7) . For the A-HGDM, six iterations have been supposed, as this is the mean number of iterations that this method needs to reach convergence. It can be easily seen how the A-HGDM can significantly reduce computational effort.
CONCLUSIONS
In this paper, a novel technique to efficiently perform the modal analysis of 3D/scalar dielectric waveguides is presented. The method, which has been named the (adaptive Hermite-Gauss decomposition method (A-HGDM), is in fact the natural extension of the recently published adaptive modified Fourier decomposition method (A-MFDM) to Hermite-Gauss basis functions. Instead of using parameter-dependent basis functions, as occurs with other Hermite-Gauss-based decomposition methods such as the HGDM and the optimized HGDM, the A-HGDM follows a variable-transformation approach. The proposed method also includes an efficient strategy to automatically find a set of quasi-optimum transformation parameters with reduced computational effort. This strategy is based on an optimization criterion, previously applied to the A-MFDM, which involves minimizing the variance of the field profile's spectral coefficients. The results obtained with two different 3D/scalar waveguidesthe rectangular step-index waveguide and the ribwaveguide directional coupler-confirm that the proposed technique overcomes the drawbacks of previously published works and provides superior and powerful performance. Specifically, it has been shown that, while the O-HGDM is able to reach the optimum transformation parameters, the A-HGDM attains virtually the same results with remarkably lower computational effort. It has also been shown that, although the HGDM has been widely used because of its simplicity, many practical situations exist (complex waveguide structures, near-cutoff operations, etc.) where the application of an efficient selfadaptive strategy becomes essential.
APPENDIX A: THE HERMITE-GAUSS TRANSFORM
Let (u, v) be a generic function defined over the entire uv plane ⍀ 0 , which is expanded as a series of orthogonal basis functions F k (u, v):
where the spectral coefficients k are obtained as the inner product:
These expressions are commonly called the inverse transform (A1) and the direct transform (A2) of the selected basis functions. The objective of this appendix is to find a compact matrix formulation to calculate the inverse Hermite-Gauss Transform and the direct Hermite-Gauss transform suitable for the numerical resolution of differential equations. 
where H m (u) and H n (v) are the Hermite polynomials of orders m and n, respectively, the series expansion (A1) adopts the following form:
To convert the unique index notation ( k ) used in relation (A1) into the pair index notation ( m,n ) used in relation (A4), and vice versa, one must apply the following relations, respectively:
To write the inverse Hermite-Gauss transform (A4) like a matrix expression, it is first necessary to specify the grid of points ͓UV͔ over which the function (u, v) is going to be evaluated, given by
