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a b s t r a c t
Covering arrays avoiding forbidden edges (CAFEs) are used in testing applications
(software, networks, circuits, drug interaction, material mixtures, etc.) where certain
combinations of parameter values are forbidden. Danziger et al. (2009) [8] have studied
this problem and shown some computational complexity results. Around the same time,
Martinez et al. (2009) [19] defined and studied error-locating arrays (ELAs), which are
closely related to CAFEs. Both papers left some computational complexity questions. In
particular, these papers showed polynomial-time solvability of the existence of CAFEs and
ELAs for binary alphabets (g = 2), and the NP-hardness of these problems for g ≥ 5. In this
paper, we prove that optimizing CAFEs and ELAs is indeed NP-hard even when restricted
to the case of binary alphabets, using a reduction from edge clique covers of graphs (ECCs).
We also provide a hardness of approximation result. We explore important relationships
between ECCs and CAFEs and give some new bounds for uniform ECCs and CAFEs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
An extended abstract of this paper has appeared in [18]; this paper provides the full proofs of all results which have been
stated there. Throughout this paper, for integers i, j, we denote {i, i+ 1, . . . , j} by [i, j].
Thorough testing is needed before releasing a product, whether it is a piece of software, a software-based electronic
device or a new prescription drug. Inmost cases, there are often various components or factors involved, each having several
options, which should be tested in some sensible way. To model the general situation, we use the following definition.
A testing problem is a system with k components called factors, which we label by the indices 1, . . . , k. Each factor
i ∈ [1, k] has gi possible options, called values. Typically, we use the alphabet [0, gi − 1] to denote the values of factor i.
For convenience, we denote such a testing problem as TP(k, (g1, . . . , gk)). If the alphabet size is constant, that is, if
g1 = g2 = · · · = gk = g for some g ∈ Z, then we shorten the notation to TP(k, g). We represent a test by a k-tuple
T = (a1, . . . , ak) ∈ [0, g1 − 1] × · · · × [0, gk − 1], to mean that value ai has been selected for factor i for each i ∈ [1, k]. For
example, Table 1 shows a TP(5, (3, 3, 2, 2, 2)) for possible options on amobile phone taken fromCohen et al. [4].We assume
that the nature of the system is such that the outcome of each test is either pass or fail. If a test fails, we conclude that a fault
is present in the system and that this fault is responsible for the test’s failure. Our goal is thus to design a suite of tests which
can reveal the faults of a system.
In practice, exhaustively testing a TP(k, (g1, . . . , gk)) is too costly. For a TP(k, g), exhaustive testing would require gk
tests. So wemust look for more reasonably sized test suites, but at the same time, wewant the tests to cover a wide range of
combinations which may lead to failures. In systems involving several components, failures are often due to unexpected
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Table 1
Mobile phone product line.
Factors 1: display 2: email viewer 3: camera 4: video camera 5: video ringtones
Values 0 : 16 million colours 0 : graphical 0 : 2 megapixels 0 : yes 0 : yes
1 : 8 million colours 1 : text 1 : 1 megapixel 1 : no 1 : no
2 : black and white 2 : none
interactions that occur between a specific combination of the options [5,22]. Therefore, one alternative to exhaustive
testing is to design a smaller suite of tests in which every t-way interaction between any t of the factors is covered. Let
TP(k, (g1, . . . , gk)) be a testing problem, and let t be a positive integer such that 1 ≤ t ≤ k. A t-way interaction is a set of
values assigned to t distinct factors. We denote a t-way interaction as I = {(f1, af1), . . . , (ft , aft )} where fi ∈ [1, k], fi ≠ fj
for i ≠ j, and afi ∈ [0, gfi − 1] for 1 ≤ i ≤ t . If t = 2, we refer to a 2-way interaction as a pairwise interaction. We say that
a test T = (T1, . . . , Tk) ∈ [0, g1 − 1] × · · · × [0, gk − 1] covers interaction I = {(f1, af1), . . . , (ft , aft )} if Tfi = afi for each
i ∈ [1, t].
As an alternative to exhaustive testing, test suites designed to cover all t-way interactions for some small value of t can
be applied. Indeed, research has shown that testing all pairwise interactions in a testing problem finds a large percentage
of existing faults, thus offers a good compromise to exhaustive testing [2,7,14,15]. Covering arrays correspond to test suites
that guarantee the coverage of all t-way interactions.
A covering array (CA) is an N × k array A, with each column i ∈ [1, k] having symbols from the alphabet [0, gi − 1], that
satisfies the following requirement. For each {i1, . . . , it} ⊆ {1, . . . , k}, consider theN× t subarray of A obtained by selecting
columns i1, . . . , it ; there are
∏t
j=1 gij distinct t-tuples that could appear as a row, and we require that each appear at least
once.We denote such an array as a CA(N; t, k, (g1, g2, . . . , gk)). Theminimum integerN forwhich a CA(N; t, k, (g1, . . . , gk))
exists is called the CA number and we denote it by CAN(t, k, (g1, . . . , gk)). When gi = g for all i ∈ [1, k] then we denote it
by CA(N; t, k, g), with CA number CAN(t, k, g).
For a survey of constructions for CAs see [5,6], and for their applications to testing see [20]. The number of tests in
a test suite built from a CA is much smaller than in exhaustive testing, since for fixed k and g ≥ max{gi|i ∈ [1, k]},
CAN(t, k, (g1, . . . , gk)) ≤ CAN(t, k, g) ∈ O(log k) (see [5]), while exhaustive testing would use∏ki=1 gi ∈ O(gk) tests.
Unfortunately, in practice, testing problems are evenmore complicated, and they frequently comewith extra constraints.
Formany reasons, some particular t-way interactions of a given testing problemmay need to be forbidden from all tests. For
example, some combinations of components in a highly-configurable software system can be invalid. Consider the example
in Table 1. This system contains some inherent constraints, as given in Table 2 (based on [4]). For example, video ringtones
cannot be usedwithout the presence of a video camera. In this case, the systemhas seven forbiddenpairwise interactions and
one forbidden 3-way interaction. A CA(N; 2, 5, (3, 3, 3, 2, 2))would provide a suite of tests which guarantees the coverage
of all pairwise interactions, but would ignore these constraints. Consequently, some of the tests generated by the CA simply
could not take place, resulting inwasted tests and some valid interactionswhichwould be left uncovered. Thus it is desirable
to design a minimal suite of tests which cover all permitted interactions, but which avoid the forbidden interactions.
Experiments involving material mixtures provide an example of a testing problem where ignoring forbidden interactions
could be deadly. These types of experimentsmay combinematerials in order to producemixtures with improved properties
such as strength and flexibility, but absolutely must avoid creating known explosive or toxic combinations. Cawse [3]
supports the use of covering arrays for the design of such experiments, but the ability to avoid the dangerous combinations
is essential.
In general, the constraints imposed on a testing problem can result in forbidden interactions of any size (forbidden t-way
interactions for any t ∈ [1, k]). For example, the constraint (C7) of Table 2 yields a forbidden 3-way interaction. However,
in the present paper, we concentrate solely on the simpler case, where all forbidden and required interactions are pairwise
interactions, that is, the case of t = 2 with pairwise forbidden interactions given as edges of a graph, which is defined next.
The more general case can be modelled using hypergraphs to represent the forbidden interactions.
Given a testing problem TP(k, (g1, . . . , gk)) and an associated forbidden (pairwise) interaction set, say F =
{I | I is a forbidden interaction of TP(k, (g1, . . . , gk))}, we represent the forbidden interactions using a k-partite graph G
that is a member of the following family of graphs. The family of forbidden edges graphs, denoted by G(g1,...,gk), is the family
of k-partite graphs having parts of sizes g1, . . . , gk. The vertices of G ∈ G(g1,...,gk) are labelled vi,ai where i ∈ [1, k] and
ai ∈ [0, gi − 1], so that the respective parts are of the form Pi = {vi,ai | ai ∈ [0, gi − 1]} for each i ∈ [1, k], and{vi,ai , vj,aj} ∈ E(G) if and only if I = {(i, ai), (j, aj)} ∈ F. In the particular case when g1 = g2 = · · · = gk = g , we
denote the family of forbidden edges graphs with uniform alphabet size g as Gk,g . It is sometimes convenient for us to refer
to an interaction I = {(i, ai), (j, aj)} simply as the pair of vertices {vi,ai , vj,aj}. Then, if {vi,ai , vj,aj} ∉ E(G), we have a required
interaction, and if {vi,ai , vj,aj} ∈ E(G), we have a forbidden interaction.
A k-tuple T = (T1, . . . , Tk) ∈ [0, g1− 1] × · · · × [0, gk− 1] is said to avoid the forbidden edges graph G ∈ G(g1,...,gk) if for
all i, j ∈ [1, k], we have {vi,Ti , vj,Tj} ∉ E(G). Note that if a k-tuple T = (T1, . . . , Tk) avoids a graph G, then the set of vertices{v1,T1 , . . . , vk,Tk} is an independent set of G.
We now define CAFEs, a generalization of CAs that considers forbidden interactions.
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Table 2
Constraints on the mobile phone product line.
Constraints Forbidden interactions
(C1) graphical email viewer requires a colour display {(1, 2), (2, 0)}
(C2) 2 megapixel camera requires a colour display {(1, 2), (3, 0)}
(C3) graphical email viewer is not supportedwith {(2, 0), (3, 0)}
2 megapixel camera
(C4) 8 million colour display does not support a {(1, 1), (3, 0)}
2 megapixel camera
(C5) video camera requires a camera and a colour {(3, 2), (4, 0)}
display {(1, 2), (4, 0)}
(C6) video ringtones cannot occurwithout a video {(4, 1), (5, 0)}
camera
(C7) the combination of 16 million colours, text, and {(1, 0), (2, 1), (3, 0)}
2 megapixel camera will not be supported
G ∈ G3,3,3,2,2 a CAFE(10, Gˆ)
v1,0
v1,1
v1,2
v2,0 v2,1 v2,2
v3,0
v3,1
v3,2
v4,0
v4,1 v5,0
v5,1
0 0 2 1 1
0 1 0 1 1
0 2 0 0 0
0 0 1 0 0
1 0 1 1 1
1 1 2 1 1
1 2 1 0 1
2 1 1 1 1
2 2 2 1 1
1 1 1 0 0
Fig. 1. A CAFE for the mobile phone example.
Definition 1 ([8]). A covering array avoiding forbidden edges (CAFE) of a graph G ∈ G(g1,...,gk), is an N × k array A, with each
column i having symbols from the alphabet [0, gi − 1], and denoted CAFE(N,G), such that:
1. each row of A forms a k-tuple avoiding G, and
2. for all vi,ai , vj,aj ∈ V (G) with i ≠ j, if {vi,ai , vj,aj} ∉ E(G), then there exists a row Rl = (Rl(1), . . . , Rl(k)) of A such that
Rl(i) = ai and Rl(j) = aj.
The CAFE number of a forbidden edges graph G, denoted by CAFEN(G), is the minimum integer N for which a CAFE(N,G)
exists, if a CAFE of G exists, or+∞ otherwise.
Indeed, when we consider the empty forbidden edges graph G ∈ G(g1,...,gk), having no edges, we see that a strength t = 2
covering array, CA(N; 2, k, (g1, g2, . . . , gk)), is precisely a CAFE(N,G).
Not every graph G ∈ G(g1,...,gk) admits a CAFE. An interaction I = {(i, ai), (j, aj)} is said to be consistent with G if there
exists a k-tuple T with Ti = ai and Tj = aj that avoids G. The graph G is consistent if all interactions {(i, ai), (j, aj)} such that
i ≠ j and {vi,ai , vj,aj} ∉ E(G) are consistent with G. Indeed, there exists a CAFE(n,G) for a forbidden edges graph G if and
only if G is consistent.
For instance, constraints (C1)–(C6) in Table 2 give the graphG in Fig. 1 (with solid black edges). This graph is not consistent
since interactions {v1,2, v5,0} and {v3,2, v5,0} are not consistent with G. By adding these two edges (dashed lines in Fig. 1),
the resulting graph, denoted Gˆ, is consistent and a CAFE of Gˆ is also given in Fig. 1.
In this paper, we study CAFEs and prove several hardness results. In Section 2, we review some basic results on CAFEs and
compare with covering arrays. In Section 3, we look at the relationship between CAFEs and edge clique covers and previous
results. We also provide some new results and bounds on uniform ECCs and on CAFEs. In Section 4, we show that the related
problem of finding a CAFE of minimum size is NP-hard, even for the binary alphabet case (where gi = 2 for all i ∈ [1, k]).
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We also give a hardness of approximation result for determining the CAFE number in Section 5. In Section 6, we use the
NP-completeness of determining the CAFE number to show that the problem of finding a minimum error-locating array is
also NP-hard, even for the binary alphabet case. In Section 7, we discuss directions for further research and other useful
generalizations of the model.
2. Background on CAFEs and CAs
We start by describing some previous work on forbidden interactions. Hartman and Raskin [12] address the need
for forbidden configurations in testing applications, although their proposed solution requires an exhaustive list of all
invalid tests (not simply a list of the forbidden interactions themselves), which in general leads to an exponentially larger
representation of the problem. Cohen et al. [4] define constrained covering arrays and present a general technique for
representing constraints so that existing algorithms (often heuristics) can now handle constraints. Danziger et al. [8] use
graphs to represent forbidden pairwise interactions of a testing problem and define covering arrays avoiding forbidden
edges (CAFEs) which provide a compact model for the problem that is suitable for application of design theory techniques;
we follow this approach in this paper, and begin by comparing and contrasting basic results for CAFEs and covering arrays.
We remind the reader that a CA(N; 2, k, (g1, g2, . . . , gk)), is a CAFE(N,G) with G ∈ G(g1,...,gk) such that G contains no
edges, i.e. every pairwise interaction is required. While covering arrays exist for all parameters t, k, g1, . . . , gk, not every
graph G ∈ G(g1,...,gk) admits a CAFE. For the particular case of binary forbidden edges graphs, that is, for graphs G ∈ Gk,2
corresponding to CAFEs with binary alphabets, the following result characterizes their consistency.
Proposition 1 (Danziger et al. [8]). Let G ∈ Gk,2 be a forbidden edges graph with vertex set V (G) = {vi,a | 1 ≤ i ≤ k, a ∈
{0, 1}}. Then G is consistent if and only if
1. {vi,a, vj,b} ∈ E(G) whenever i ≠ j and there exist vertices in the same factor, say vl,c and vl,1−c , such that l ≠ i, l ≠ j and
{vi,a, vl,c} ∈ E(G) and {vj,b, vl,1−c} ∈ E(G), and
2. {vi,a, vj,b} ∈ E(G) for all j ∈ [1, k] \ {i} whenever there exist vertices in the same factor, say vl,0 and vl,1 such that l ≠ i, l ≠ j,
and {vi,a, vl,0} ∈ E(G) and {vi,a, vl,1} ∈ E(G).
Trivial upper and lower bounds for strength t = 2 CAs are
max
1≤i<j≤k
{gigj} ≤ CAN(2, k, (g1, . . . , gk)) ≤
−
1≤i<j≤k
gigj.
This is easily generalized for CAFEs.
Proposition 2 (Danziger et al. [8]). Let G ∈ G(g1,...,gk) be a consistent forbidden edges graph. Let E i,j(G) denote the set of edges
with one end in factor i and the other end in factor j. Then
max
1≤i<j≤k

gigj − |E i,j(G)|
 ≤ CAFEN(G) ≤ −
1≤i<j≤k

gigj − |E i,j(G)|

.
The lower and upper bounds of Proposition 2 are attained for all forbidden edges graphs G ∈ G(g1,g2) with only k = 2
factors, since in this case the lower and upper bounds match. In Section 3, we prove that the upper bound is never attained
by any consistent forbidden edges graph with k ≥ 3 factors. The lower bound, however, can be attained for all k ≥ 3 by a
specific consistent graph G ∈ G(g1,g2,1,...,1) such that all of its forbidden interactions lie between factors 1 and 2.
The following asymptotic result holds for covering arrays, indicating that for fixed alphabet size g , the covering array
number grows as log k.
Theorem 1 (Gargano et al. [10]). Let g ≥ 2 be a fixed integer. Then, as k →∞,
CAN(2, k, g) ∼ g
2
log2 k.
For CAFEs with fixed alphabet size g , we have the following asymptotic result, which shows that the CAFE number also
grows as log k in some cases.
Proposition 3 (Danziger et al. [8]). Let g ≥ 2 be a fixed integer, and let G be a family of consistent forbidden edges graphs such
that: for all G ∈ G , we have G ∈ Gk,g , and all the edges of G have both ends in factors in F1 ⊆ [1, k], where we let k1 = |F1| ≥ 2,
and let G1 be the subgraph of G on factors in F1. Then as k →∞,
g
2
log2(k− k1) ≤ CAFEN(G) ≤ h(k1, k) ∼ max

g2
2
k12,
g
2
log2(k− k1)

, (1)
where h(k1, k) = g2k1 +max

g2k21
2 , CAN(2, k− k1, g)

.
In particular,
1. CAFEN(G) = O(k12 + log k) = O(|E(G)|2 + log k).
2. If k1 = o(√log k) (or, if |E(G)|2 = o(√log k)), then CAFEN(G) ∼ g2 log2 k.
Moreover, as k →∞, if for some f we have CAFEN(G1) = O(f (k1)), then CAFEN(G) = O(f (k1)+ log k).
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3. CAFEs and the edge clique cover problem
We now look at the relationship of CAFEs and edge clique covers of graphs, and provide new results on their existence
and the CAFE number. To this end, we need the following definitions. Let G be a simple graph. A subset of vertices C ⊆ V (G)
is called a clique of G if every pair of vertices in C is adjacent. The clique number of G, denoted ω(G), is the size of a clique of G
with maximum cardinality. If C is a clique of G and e is an edge of G, we say that the clique C covers e if the ends of e belong
to C . If C = {C1, . . . , CN} is a collection of N cliques of G such that for every edge e ∈ E(G) there is at least one clique Ci ∈ C
that covers e, then we say that C is an edge clique cover (ECC) of G. We say that an ECC of G, C, is optimal if there is no ECC of
G, say C′, such that |C′| < |C|. The number of cliques in an optimal ECC of G is called the ECC number of G, and is denoted by
θ ′(G). For results on edge clique covers and θ ′(G) see [1,9,11,13,16,21].
A variation on the ECC problem is the restriction on the size of all the cliques. Let G be a simple graph and let k be an
integer. An ECC of G, C, is said to be k-uniform if every clique in C has cardinality k; we call C a k-ECC of G for short. We define
the k-uniform ECC number of G to be the size of a k-ECC of G of minimum cardinality if one exists, or +∞ if one does not
exist, and denote it by θ ′k(G). An ECC of G is said to be uniform if it is k-uniform for some integer k.
Indeed, a CA(N; 2, k, (g1, . . . , gk)) can be shown to be equivalent to a k-uniform ECC, containing N cliques, of the
complete k-partite graph, denoted K(g1,...,gk). If g1 = · · · = gk = g , then we write Kk,g . Note that K(g1,...,gk) ∈ G(g1,...,gk)
and Kk,g ∈ Gk,g . It is easy to see that θ ′(K(g1,...,gk)) = θ ′k(K(g1,...,gk)). Thus we obtain the following result.
Proposition 4. CAN(2, k, (g1, . . . , gk)) = θ ′k(K(g1,...,gk)) = θ ′(K(g1,...,gk)). In particular, we have CAN(2, k, g) = θ ′k(Kk,g) =
θ ′(Kk,g).
Indeed, we can now improve on Orlin’s bound for θ ′(Kk,2) [21], which is linear in k, using the exact value for binary
strength 2 covering arrays which is known to be in O(log k) (see [5]).
Corollary 1. Let k be a positive integer. Then
θ ′(Kk,2) = θ ′k(Kk,2) = CAN(2, k, 2) = min

N ∈ Z |

N − 1
⌊N2 ⌋ − 1

≥ k

= O(log k).
Although we never allow a test to assign two distinct values of a given factor simultaneously, we do not add these
‘‘implicitly forbidden" interactions to the forbidden edges graph. However, it is sometimes convenient to consider these
edges. We denote by G| the graph obtained from a forbidden edges graph G ∈ G(g1,...,gk) by adding to G all edges of the
form {vi,ai , vi,bi} for each factor i ∈ [1, k] and for every two distinct values ai ≠ bi such that ai, bi ∈ [0, gi − 1]. The next
proposition gives us the equivalence between a CAFE(N,G), where G ∈ G(g1,...,gk), and a k-uniform ECC of the complement
of G|.
Proposition 5 (Danziger et al. [8]). Let k be a positive integer and let G ∈ G(g1,...,gk) be a forbidden edges graph. Then there exists
a CAFE(N,G) if and only if there exists a k-uniform ECC, containing N cliques, of the graph G|.
Corollary 2 (Danziger et al. [8]). Let G ∈ G(g1,...,gk). Then CAFEN(G) = θ ′k(G|) ≥ θ ′(G|).
In fact, in the case of binary alphabets the above inequality is an equality.
Theorem 2 (Danziger et al. [8]). Let G ∈ Gk,2 be a binary forbidden edges graph. If G is consistent, then CAFEN(G) = θ ′k(G|) =
θ ′(G|).
Using the relationship between CAFEs and uniform ECCs, we give new results for ECCs and the corresponding new CAFE
results. First, we give a necessary condition for a CAFE to exist, as well as some new upper bounds on the CAFE number,
based on bounds for the k-ECC number.
Proposition 6. Let G be a simple graph and let k ≥ 2 be an integer. If G admits a k-uniform edge clique cover then |E(G)| ≥ n(k−1)2 ,
where n is the number of non-isolated vertices of G.
Proof. If G admits a k-uniform edge clique cover then in particular, every non-isolated vertex of G must belong to at least
one k-clique. Thus,
∑
v∈V (G) d(v) ≥ n(k− 1). By the hand-shaking lemma, we have n(k− 1) ≤ 2|E(G)|. 
Proposition 7. Let G ∈ G(g1,...,gk) and assume that for every vertex vi,ai ∈ V (G) there exists at least one vertex vj,aj ∈ V (G) such
that i ≠ j and {vi,ai , vj,aj} ∉ E(G) (i.e., there are no ‘‘dummy’’ vertices). Then CAFEN(G) ≠ +∞ implies
|E(G)| ≤
−
1≤i<j≤k
gigj −

k− 1
2
 k−
i=1
gi.
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Proof. We have CAFEN(G) = θ ′k(G|) by Corollary 2. By Proposition 6, θ ′k(G|) ≠ +∞ implies |E(G|)| ≥ n(k−1)2 , where n is the
number of non-isolated vertices of G|. By our assumption, n =∑ki=1 gi. Therefore,
|E(G|)| =
−
1≤i<j≤k
gigj − |E(G)| ≥

k− 1
2
 k−
i=1
gi.
Equivalently, |E(G)| ≤
−
1≤i<j≤k
gigj −

k− 1
2
 k−
i=1
gi. 
Proposition 8. Let G be a simple graph and let k ≥ 2 be a positive integer. If G admits a k-uniform ECC then
θ ′k(G) ≤ |E(G)| −

k
2

+ 1.
Proof. Let C = {C1, . . . , Cθ ′k(G)} be an optimal k-uniform ECC of G. Then C1 covers
k
2

edges of G and for i = 2, . . . , θ ′k(G),
clique Ci must cover at least one edge of G not already covered by any of the cliques C1, . . . , Ci−1. Otherwise, Ci would be
unnecessary and this would contradict the optimality of C. Thus, |E(G)| ≥ k2+ θ ′k(G)− 1. 
The following result gives an upper bound on the CAFE number, and for k ≥ 3, it is a strict improvement on the upper
bound given in Proposition 2.
Corollary 3. Let G ∈ G(g1,...,gk). If CAFEN(G) ≠ +∞, then
CAFEN(G) ≤
−
1≤i<j≤k
gigj − |E(G)| −

k
2

+ 1.
Proof. If CAFEN(G) ≠ +∞, then we have
CAFEN(G) = θ ′k(G|) ≤ |E(G|)| −

k
2

+ 1, by Proposition 8;
=
−
1≤i<j≤k
gigj − |E(G)| −

k
2

+ 1. 
The following remark by Orlin [21] is used in subsequent proofs.
Remark 1 (Orlin [21], Remarks 2.3, 2.4). Let G be a graph.
1. Given an ECC of G, then there exists another ECC of G with the same number of cliques such that each of its cliques is
maximal with respect to set inclusion.
2. Suppose an edge of G belongs to a unique maximal (w.r.t. set inclusion) clique C of G. Then, without loss of generality,
we can assume C belongs to every optimal ECC of G.
Next, we give a new upper bound for the k-uniform ECC number of a graph G.
Proposition 9. Let k ≥ 4 be a positive integer and let G be a simple graph such that ω(G) = k and θ ′k(G) ≠ +∞. Then
θ ′k(G) ≤

k− 1
2

θ ′(G).
Proof. Let C = {C1, . . . , Cθ ′(G)} be an optimal ECC of G. By Remark 1-1, we can assume that each clique in C is maximal with
respect to set inclusion. Sinceω(G) = k, any clique Ci ∈ Cmust be a clique of size k or smaller. That is, |Ci| ≤ k for all Ci ∈ C.
Let
p := |{Ci ∈ C|Ci is a k-clique}|
q := |{Ci ∈ C|Ci is a clique of size k− 1 or smaller}|.
Then p+ q = θ ′(G) and we have 0 ≤ q ≤ θ ′(G), and 0 ≤ p ≤ θ ′(G). Since we can form a k-uniform ECC of G by taking the p
k-cliques from C and adding at most
k−1
2

q extra k-cliques obtained by covering each edge of an l-clique, for 2 ≤ l ≤ k− 1,
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using any of the k-cliques that cover it, we have
θ ′k(G) ≤ p+

k− 1
2

q
= (θ ′(G)− q)+

k− 1
2

q since p = θ ′(G)− q;
= θ ′(G)+
[
k− 1
2

− 1
]
q
≤ θ ′(G)+
[
k− 1
2

− 1
]
θ ′(G) since q ≤ θ ′(G);
=

k− 1
2

θ ′(G). 
Corollary 4. Let k ≥ 4 and let G ∈ G(g1,...,gk). If CAFEN(G) ≠ +∞ then,
CAFEN(G) ≤

k− 1
2

θ ′(G|).
Proposition 10. Let G be a simple graph satisfying ω(G) = 3. Furthermore, assume that G admits a 3-ECC, that is, assume
θ ′3(G) ≠ +∞. Then θ ′(G) = θ ′3(G).
Proof. Let C = {C1, . . . , CN} be an optimal ECC of G. By Remark 1-1, we may assume that each clique in C is maximal with
respect to set inclusion. Since ω(G) = 3 then clearly we have |Ci| ∈ {2, 3} for 1 ≤ i ≤ N . By assumption, θ ′3(G) ≠ +∞
so we know that each edge of G can be covered by some 3-clique of G. In other words, every 2-clique of G is contained in
at least one 3-clique of G. Thus, every Ci ∈ C must be a clique of size 3 at least. Since 3 is also the maximum possible size
of a clique of G we must have that every Ci ∈ C is a clique of size 3. Thus C is a 3-uniform ECC of G and we conclude that
θ ′(G) = θ ′3(G). 
Corollary 5. Let G ∈ G(g1,g2,g3) be a consistent forbidden edges graph with k = 3 factors. Then CAFEN(G) = θ ′3(G|) = θ ′(G|).
The statement that a graph G satisfies θ ′(G) = θ ′k(G) whenever ω(G) = k and θ ′k(G) ≠ +∞, however, does not hold in
general, as we show next. An assignment of k colours, 1, . . . , k, to the vertices of a graph G is called a k-vertex colouring of G.
If no two adjacent vertices are assigned the same colour, then the colouring is called proper. If G admits a proper k-vertex
colouring, then we call G k-colourable. The minimum k for which a graph G is k-colourable is called the chromatic number of
G, and is denoted by χ(G).
Theorem 3. Let k ≥ 4 be an integer. Then there exists a graph G such that ω(G) = χ(G) = k and θ ′k(G) = θ ′(G)+ 1.
Proof. For k = 4 we provide an example of a graph G[4] such that ω(G[4]) = χ(G[4]) = 4, θ ′4(G[4]) ≠ +∞, and
θ ′4(G[4]) = θ ′(G[4]) + 1. The thick edges of G[4] are edges that belong to unique maximal (with respect to set inclusion)
cliques. By Remark 1-2, these cliques can be assumed to occur in an optimal ECC of G[4].
G[4]:
In fact, this example can be generalized for all values of k ≥ 5 as follows. Form a (k− 1)-clique on k− 1 vertices which
we label u1, u2, . . . , uk−1. Call this clique C0. For each of the
k−1
2

edges of C0, add k − 2 extra vertices and form a k-clique
with the k− 2 vertices added and the two ends of the corresponding edge of C0. Call these k-cliques C1, C2, . . . , C(k−12 ).
Without loss of generality let C1 = {u1, u2, x1, . . . , xk−2}, so that the vertices x1, . . . , xk−2 correspond to the k−2 vertices
added to form a k-clique with edge {u1, u2} of C0. Similarly assume C2 = {u3, u4, y1, . . . , yk−2}. Next, add vertex z1 and join
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z1 to vertices u2, x1, . . . , xk−2 of C1, so that C(k−12 )+1 = {z1, u2, x1, . . . , xk−2} is a k-clique. Similarly, add vertices z2, z3 and
z4 and join z2 to each vertex in C1 \ {u2}, join z3 to each vertex in C2 \ {u3}, and join z4 to each vertex in C2 \ {u4}, so that
C(k−12 )+2 = {u1, z2, x1, . . . , xk−2}, C(k−12 )+3 = {z3, u4, y1, . . . , yk−2}, and C(k−12 )+4 = {u3, z4, y1, . . . , yk−2} are k-cliques. Call
the resulting graph G[k]. It is easy to check that χ(G[k]) = k, ω(G[k]) = k and θ ′k(G[k]) ≠ +∞. Moreover, each k-clique Ci for
3 ≤ i ≤ k−12  + 4 contains the ends of an edge that belongs to a unique maximal clique of the graph, namely the clique
Ci itself. By Remark 1-2, an optimal ECC of G[k] may be assumed to contain the cliques C3, . . . , C(k−12 )+4. The only edges left
uncovered are {u1, u2} and {u3, u4}which can be covered by a single (k− 1)-clique C0. Thus C = {C0, C3, C4, . . . , C(k−12 )+4}
is an optimal ECC of G[k] and θ ′(G[k]) = k−12 + 3. However, in an optimal k-uniform ECC of G[k], edges {u1, u2} and {u3, u4}
must be covered by two separate k-cliques, namely C1 and C2. Thus θ ′k(G[k]) = θ ′(G[k])+ 1. 
Since the ECC number (resp. k-ECC number) of a graph can be determined by adding together the ECC numbers (resp.
k-ECC numbers) of the connected components, we obtain the following corollary.
Corollary 6. Let k ≥ 4 and m ≥ 1 be integers. Then there exists a graph G such that ω(G) = χ(G) = k and θ ′k(G) = θ ′(G)+m.
Proof. For every integerm ≥ 1, take the disjoint union ofm copies of the graph G[k] from Theorem 3. Denote this union by
m · G[k]. It is easy to see that the graphm · G[k] satisfies ω(m · G[k]) = χ(m · G[k]) = k and θ ′k(m · G[k]) = θ ′(m · G[k])+m. 
Now, in contrast to the equality of Corollary 5, we have the following result for CAFEs with k ≥ 4 factors.
Corollary 7. Let k ≥ 4 and m ≥ 1 be integers. Then there exist integers g1, . . . , gk and a forbidden edges graph G ∈ G(g1,...,gk)
such that CAFEN(G) = θ ′k(G|) = θ ′(G|)+m.
Proof. Consider the graph m · G[k] from Corollary 6. By construction we have χ(m · G[k]) = k, so let g1, . . . , gk be the sizes
of the k colour classes of a proper colouring ofm · G[k]. We can now consider the forbidden edges graph G ∈ G(g1,...,gk) such
that G| = m · G[k], by letting the colour classes represent the k factors of G. This yields
CAFEN(G) = θ ′k(G|) = θ ′k(m · G[k]) = θ ′(m · G[k])+m = θ ′(G|)+m. 
4. NP-completeness of determining CAFEN
In this section, we show that the problem of finding the minimum size of a CAFE is NP-complete, even in the case of
binary alphabets. We consider the following decision problems corresponding to the existence of a CAFE(n,G) and the
determination of CAFEN(G), for a graph G ∈ G(g1,...,gk):
EXISTSCAFE = {G ∈ G(g1,...,gk) | for some N there exists a CAFE(N,G)},
CAFEN = {(G,N) ∈ G(g1,...,gk) × Z | there exists a CAFE(N,G)}.
Furthermore, for each language L defined above and below, we use the notation g-L to describe the language where the
graph input G is of the particular form G ∈ Gk,g . For example, 2-CAFEN = {(G,N) ∈ Gk,2 × Z | there exists a CAFE(N,G)}.
Danziger et al. [8] have shown that g-EXISTSCAFE and g-CAFEN are NP-complete for all g ≥ 5. On the other hand, they
show that 2-EXISTSCAFE ∈ P , leaving the suspicion that 2-CAFEN be polynomial-time solvable. Indeed we show next that
g-CAFEN is NP-complete for all g ≥ 2, providing an answer to the open cases g = 2, 3, 4. These results follow from a
reduction using the following language related to the ECC problem, where G denotes the set of all simple graphs:
ECCN = {(G,N) ∈ G× Z | θ ′(G) ≤ N}.
Kou et al. [13] and Orlin [21] have independently shown that ECCN is NP-complete.
We assume without loss of generality that the original graph G is nonempty. Let NG(v) denote the neighbours of v in G.
That is, NG(v) = {u ∈ V (G) : {u, v} ∈ E(G)}. The reduction algorithm we use to prove our main result is given next.
Algorithm 1. Let ν ≥ 2 and let G be a simple nonempty graph on ν vertices. We construct another simple graph, GUV , on
2(k+ 2) vertices, where k is the number of non-isolated vertices in G, such that θ ′(G)+ 2 = CAFEN(GUV ).
1. Remove all isolated vertices from G to obtain a new graph Gk on k non-isolated vertices, which we denote by
{v1, v2, . . . , vk}. Since G is nonempty, k ≥ 2.
2. Take the complement, Gk, of Gk.
3. Add two extra vertices, vk+1 and vk+2, and add edges joining vk+1 to each vi for 1 ≤ i ≤ k. Moreover, join the
vertex vk+2 to all vertices vi for 1 ≤ i ≤ k + 1. Refer to the resulting graph as GV and denote its vertex set as
V = {v1, v2, . . . , vk, vk+1, vk+2}.
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4. Construct graph GUV from GV by adding the vertex set U = {u1, u2, . . . , uk+2} to GV , and adding edges according to the
Across Edge Rule: we add edge {vi, uj} to E(GUV ) if and only if i ≠ j and NGV (vj) ⊆ NGV (vi). Any edge joining a vertex in
U to a vertex in V , we refer to as an across edge. Any pair of vertices ui ∈ U and vj ∈ V which are not joined to each other
by an edge we refer to as an across non-edge.
Now, let us observe a few properties of GUV , in order to show that Algorithm 1 is correct.
Proposition 11. Let G be a simple nonempty graph, and let GUV be the graph obtained fromG using Algorithm 1. Let i ∈ [1, k+2].
Then,
1. {vi, uk+1} ∉ E(GUV ), and {vi, uk+2} ∉ E(GUV ),
2. {ui, vk+1} ∉ E(GUV ) and {ui, vk+2} ∉ E(GUV ),
3. if i ∉ {k+ 1, k+ 2}, then NGV (vi) ≠ V \ {vi}.
Proof. If {vi, vj} ∈ E(GUV ) then vj ∈ NGV (vi) and vj ∉ NGV (vj). So, NGV (vi) ⊈ NGV (vj), which implies {vj, ui} ∉ E(GUV ). Since{vi, vk+1} ∈ E(GUV ) for each i ∈ [1, k+ 2] \ {k+ 1} and {vi, vk+2} ∈ E(GUV ) for each i ∈ [1, k+ 1], we obtain 1 and 2. The
fact that Gk contains no isolated vertices implies 3. 
The following result gives an equivalent statement for the Across Edge Rule.
Corollary 8. For twodistinct verticesvi, vj ∈ V , {vi, uj} ∈ E(GUV ) if and only if {vi, vj} ∈ E(Gk) andNGk(vi)\{vj} ⊆ NGk(vj)\{vi}.
Now, by Proposition 11, we get the following lemma.
Lemma 1. Let G be a simple graph. Then I = {u1, . . . , uk, uk+1, vk+2} is the only independent set of size k+2 of GUV that contains
both vertices uk+1 and vk+2, and I ′ = {u1, . . . , uk, vk+1, uk+2} is the only independent set of size k+ 2 of GUV that contains both
vertices vk+1 and uk+2.
Proof. By construction, {ui, uj} ∉ E(GUV ) for 1 ≤ i < j ≤ k + 2. Hence {u1, u2, . . . , uk, uk+1} is an independent set of
GUV . By Proposition 11, we know that {vk+2, ui} ∉ E(GUV ) for 1 ≤ i ≤ k + 1. Thus, I = {u1, u2, . . . , uk, uk+1, vk+2} is an
independent set of size k+ 2. To show that I is the only such independent set, simply observe that vk+2 is adjacent to all vi
for 1 ≤ i ≤ k+ 1. The argument for I ′ is the same. 
Remark 2. The graph GUV is a graph in Gk+2,2, with each vertex vi of GUV representing the vertex vi,1 and each vertex ui
representing vi,0, where 1 ≤ i ≤ k + 2. Given an interaction I = {(i, ai), (j, aj)}, we refer to I as a zero–zero, zero–one, or
one–one interaction, if ai = aj = 0, {ai, aj} = {0, 1}, or ai = aj = 1, respectively.
Lemma 2. Let G be a simple graph and let A be a CAFE(N,GUV ), for some N. Then each row of A, Ri, corresponds to an independent
set of GUV , namely Ii = {vj|Ri(j) = 1} ∪ {uj|Ri(j) = 0} and |Ii| = k+ 2.
Proof. The vertex uj is equivalent to the zero value of the jth factor, and vj is equivalent to the one value of the jth factor.
Thus, if Ri = (Ri(1), . . . , Ri(k + 2)) is a row of a CAFE(N,GUV ), then by definition, Ri forms a (k + 2)-tuple avoiding GUV .
Consequently, Ii = {vj|Ri(j) = 1} ∪ {uj|Ri(j) = 0} is an independent set of GUV and |Ii| = k+ 2. 
Lemma 3. Let G be a simple graph. A required one–one interaction of the graph GUV corresponds to an edge of the original graph G.
Proof. Let {(i, 1), (j, 1)} be a required one–one interaction of GUV . Then {vi, vj} ∉ E(GUV ) and i ≠ j. Since vk+1 is adjacent
to each vertex in V \ {vk+1}, and similarly, vk+2 is adjacent to every vertex in V \ {vk+2}, we must have i, j ∉ {k+ 1, k+ 2}.
Therefore, the non-edge {vi, vj} corresponds to a non-edge between two vertices in V \ {vk+1, vk+2}, which in turn,
corresponds exactly to a non-edge of the graph Gk. Consequently, {vi, vj} ∈ E(Gk), and so {(i, 1), (j, 1)} corresponds to
an edge of the original graph G. 
Proposition 12. Let G be a nonempty simple graph. Then the graph GUV , constructed by Algorithm 1, is consistent.
Proof. Since GUV is a loopless binary CAFE graph and also has the property that none of its zero vertices ui are joined by
any edge, there are only three possibilities for an inconsistency to occur according to Proposition 1. First, by condition 2
of Proposition 1, we would have an inconsistency if for some i ≠ j we have {vi, uj} ∈ E(GUV ) and {vi, vj} ∈ E(GUV ), but
{vi, x} ∉ E(GUV ) for some x ∈ V (GUV ). However, this would never occur because the across edge {vi, uj} would not be
added when computing GUV since NGV (vj) ⊈ NGV (vi). By condition 1 of Proposition 1, GUV would not be consistent if for
three distinct indices i, j, l ∈ [1, k + 2] we have {vi, ul} ∈ E(GUV ), {vj, vl} ∈ E(GUV ), and {vi, vj} ∉ E(GUV ). However,
since the across edge {vi, ul} is an edge of GUV , we know that NGV (vl) ⊆ NGV (vi). This is a contradiction since vj ∈ NGV (vl)
but vj ∉ NGV (vi). Thus, GUV cannot contain such an inconsistency. By condition 1 of Proposition 1, we could also have an
inconsistency if for three distinct indices i, j, l ∈ [1, k+2]we have {vi, ul} ∈ E(GUV ), {vl, uj} ∈ E(GUV ), but {vi, uj} ∉ E(GUV ).
By the Across Edge Rule, we have NGV (vl) ⊆ NGV (vi) and NGV (vj) ⊆ NGV (vl). Therefore, we have NGV (vj) ⊆ NGV (vi), and so{vi, uj}must be an edge of GUV . Therefore, GUV is consistent. 
Proposition 13. Let G be a nonempty simple graph and let GUV be the graph constructed by Algorithm 1. Let C be a clique of G that
is maximal with respect to set inclusion such that |C | > 1. Then, I = {vi ∈ V |vi ∈ C} ∪ {ui ∈ U|vi ∉ C} forms an independent
set of size k+ 2 of GUV .
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Proof. Let C be a clique of G that is maximal (with respect to set inclusion) such that |C | > 1. Since |C | > 1, C must contain
the ends of at least one edge of G, thus, C is a clique of Gk, the graph obtained from G by removing all isolated vertices, that
is maximal. Therefore, in the complement, Gk, C is an independent set that is maximal. From Gk, we obtain GV by adding the
two vertices vk+1 and vk+2, which are joined by an edge to every other vertex in V . In particular, this means that vk+1 and
vk+2 are both adjacent to each of the vertices in C . Thus, the independent set C of Gk cannot be extended to include either
vk+1 or vk+2 in GV . Thus C is a maximal independent set of GV .
To show that the set of vertices I = {vi ∈ V |vi ∈ C}∪ {ui ∈ U|vi ∉ C} is an independent set of GUV , we need to prove that
there are no across edges of the form {vi, uj} such that vi ∈ C and vj ∉ C . Such an edge would prevent us from extending
C to include the vertices uj such that vj ∉ C . Let vi ∈ C and let vj ∉ C . Since vj ∉ C and C is maximal there must be an
edge in GV joining vj to at least one vertex in C . Suppose vi is joined by an edge to vj. If {vi, uj} is an across edge of GUV , then
GUV would contain an inconsistency, contradicting Proposition 12. Suppose that vj is adjacent to some other vertex vl ∈ C ,
vl ≠ vi. We know that {vi, vl} ∉ E(GUV ) because vi, vl ∈ C and C is an independent set. Thus, if {vi, uj} is an across edge of
GUV wewould again have an inconsistency in GUV , contradicting Proposition 12. We conclude that for every vi ∈ C and each
vj ∈ V such that vj ∉ C the graph GUV does not contain the across edge {vi, uj}. Therefore, we can extend the independent
set C to include each such vertex uj ∈ U whenever vj ∉ C . It is easy to see that I as defined forms an independent set of GUV
and |I| = k+ 2 since |V | = k+ 2. 
We now establish the correctness of Algorithm 1.
Theorem 4. Let G be a nonempty simple graph and let GUV be the graph obtained from G by applying Algorithm 1. Then
θ ′(G)+ 2 = CAFEN(GUV ).
Proof. First we show that CAFEN(GUV ) ≤ θ ′(G)+2. Let N = θ ′(G) and let C = {C1, . . . , CN} be an optimal ECC of G. Assume
w.l.o.g. that each Ci is a maximal clique with respect to set inclusion. By Proposition 13, for 1 ≤ i ≤ N , we can build a row,
Ri = (Ri(1), Ri(2), . . . , Ri(k + 2)), corresponding to each clique Ci ∈ C, by taking Ri(j) = 1 whenever vj ∈ Ci and Ri(j) = 0
whenever vj ∉ Ci. Since GUV is constructed so that vk+1 and vk+2 are both joined by an edge to every other vertex in V , we see
that covering all interactions of the form {vi, vj}where i, j ∈ [1, k] is sufficient to cover all the required one–one interactions
of GUV . Since the required one–one interactions of GUV correspond exactly to the edges of the original graph G, we see that
the N rows, R1, . . . , RN do indeed cover the required one–one interactions of GUV . Note that every row Ri corresponding to
the clique Ci ∈ Cmust also cover the interaction {uk+1, uk+2} since vk+1 ∉ Ci and vk+2 ∉ Ci for each Ci ∈ C.
Now, we build row RN+1 corresponding to the independent set IN+1 = {u1, . . . , uk+1, vk+2}, possible by Lemma 1. The
row RN+1 is sufficient to cover all the required zero–zero interactions between the vertices u1, . . . , uk+1, as well as all the
required interactions of the form {ui, vk+2}where 1 ≤ i ≤ k+1. Finally,webuild rowRN+2 corresponding to the independent
set IN+2 = {u1, . . . , uk, vk+1, uk+2}, possible by Lemma 1. The row RN+2 is sufficient to cover all the required zero–zero
interactions of the form {ui, uk+2}, as well as all the required interactions of the form {ui, vk+1}where 1 ≤ i ≤ k or i = k+2.
We claim that R1, . . . , RN+2 are sufficient to cover all the across non-edges of GUV , i.e., all required zero–one interactions.
Let vi ∈ V and uj ∈ U such that {vi, uj} ∉ E(GUV ). We have two possible cases.
Case 1: {vi, vj} ∉ E(GUV ). By the Across Edge Rule, we know that NGV (vj) ⊈ NGV (vi), otherwise {vi, uj} would be an edge of
GUV . Hence, there exists a vertex vl ∈ NGV (vj) such that vl ∉ NGV (vi). This means that {vi, vl} is a non-edge corresponding
to a required one–one interaction and therefore was already covered by Rp, for some p ∈ [1,N]. Row Rp must also cover
{vi, uj}.
Case 2: {vi, vj} ∈ E(GUV ). If i = k + 1, we are done since row RN+2 covers all required interactions of the form {vk+1, uj}
where 1 ≤ j ≤ k or j = k+ 2. Similarly, if i = k+ 2 we are done since the row RN+1 covers all required interactions of the
form {vk+2, uj} where 1 ≤ j ≤ k + 1. If 1 ≤ i ≤ k then by Proposition 11 we know that NGV (vi) ≠ V \ {vi}. So there is a
vertex vl ∈ V such that vl ∉ NGV (vi). Thus {vi, vl} ∉ E(GUV ) is a required one–one interaction and it is covered by row Rp,
for some p ∈ [1,N], which forces the across non-edge {vi, uj} to be covered.
Hence, we have CAFEN(GUV ) ≤ N + 2 whenever θ ′(G) = N .
Next we show that θ ′(G) + 2 ≤ CAFEN(GUV ). Suppose we have an optimal CAFE(N,GUV ) with N rows. By
Lemma 1, the only row that can cover the interaction {uk+1, vk+2} is the one corresponding to the independent set
I1 = {u1, . . . , uk+1, vk+2}. Call this row R1. In addition, the only row that can cover the interaction {vk+1, uk+2} is the
one corresponding to the independent set I2 = {u1, . . . , uk, vk+1, uk+2}. Call this row R2. Since neither R1 nor R2 cover
any one–one interactions, we observe that the remaining N − 2 rows of the optimal CAFE(N,GUV ) must be sufficient
to cover all the one–one interactions of GUV . Call these remaining N − 2 rows R3, . . . , RN , and name the corresponding
independent sets of GUV of size k+ 2, I3, . . . , IN , respectively. Then for 3 ≤ i ≤ N , we have an independent set Ci ⊆ Ii where
Ci = {vj|vj ∈ Ii and j ∈ [1, k]}. Thus, each Ci is an independent set of GUV containing only vertices from the set {v1, . . . , vk}.
In other words, each Ci corresponds to a clique of the original graph G, and C3, . . . , CN cover all the edges of G. Therefore,
N − 2 ≥ θ ′(G). Equivalently, θ ′(G)+ 2 ≤ CAFEN(GUV ). 
Finally, we now state our main results on the complexity of g-CAFEN.
Corollary 9. 2-CAFEN is NP-complete.
Proof. Algorithm 1 is a polynomial-time reduction, and Theorem 4 shows ECCN ≤P 2-CAFEN. Since ECCN is NP-complete,
the result follows. 
Now we look at g-CAFEN, for g ≥ 3.
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Proposition 14. For g ≥ 2 we have g-CAFEN≤P (g + 1)-CAFEN.
Proof. Let G ∈ Gk,g be a graph that is an instance for g-CAFEN. Without loss of generality, assume the vertices of G are
labelled as vi,a where i ∈ [1, k] and a ∈ [0, g−1]. Construct a new graph G′ from G as follows. Add a new vertex, vi,g , to each
factor i ∈ [1, k]. Add edges of the form {vi,g , vj,a} for all i ≠ j, i, j ∈ [1, k] and for all a ∈ [0, g − 1]. Moreover, add edges of
the form {vi,g , vj,g} for all i ≠ j, i, j ∈ [1, k]. So G′ ∈ Gk,g+1. Clearly the required interactions of G′ correspond exactly to the
required interactions ofG, thus CAFEN(G) = CAFEN(G′). Therefore (G,N) ∈ g-CAFEN if and only if (G′,N) ∈ (g + 1)-CAFEN.
It is easy to see that G′ can be computed from G in polynomial timewith respect to the size of the graph G, and thus, g-CAFEN
≤P (g + 1)-CAFEN. 
Corollary 10. For g ≥ 2, g-CAFEN is NP-complete.
For completeness, we can also consider the following language related to uniform ECCs:
UNIFORM-ECCN = {(G,N, k) ∈ G× Z× Z | θ ′k(G) ≤ N}.
From the NP-completeness of 2-CAFEN, we get the next corollary.
Corollary 11. UNIFORM-ECCN is NP-complete.
Proof. An instance (G,N) for 2-CAFEN with G ∈ Gk,2 is a particular instance for UNIFORM-ECCN, namely (G|,N, k), so the
result follows from Corollary 9. 
5. Hardness of approximation of 2-CAFEN
To obtain a hardness of approximation for 2-CAFEN, we use the following result.
Theorem 5 (Lund and Yannakakis [17]). There exists a δ > 0 such that there does not exist a polynomial-time approximation
algorithm A that satisfies A(G) ≤ νδθ ′(G) for all simple graphs G on ν vertices, unless P = NP.
The next result follows from Theorem 4 and Theorem 5, taking δ′ = δ/3.
Theorem 6. There exists a δ′ > 0 such that there does not exist a polynomial-time approximation algorithm A′ that satisfies
A′(G) ≤ kδ′CAFEN(G) for all G ∈ Gk,2, unless P = NP.
Proof. Let δ > 0 be the constant fromTheorem5, let δ′ = δ3 > 0 and suppose there exists a polynomial-time approximation
algorithm A′ such that A′(G) ≤ kδ′CAFEN(G) for all G ∈ Gk,2. Let G be a graph for which we want to approximate θ ′(G). We
can assume without loss of generality that ν = |V (G)| ≥ max{2, 2 3δ } and θ ′(G) ≥ 2, as the other cases can be dealt with in
polynomial time. Then, we can apply A′ to the graph GUV , obtained from G by Algorithm 1, and we obtain a polynomial-time
approximation algorithm A defined by
A(G) = A′(GUV )
≤ kδ′CAFEN(GUV ) by assumption;
≤ kδ′(θ ′(G)+ 2) by Theorem 4;
≤ kδ′(2θ ′(G)) since θ ′(G) ≥ 2;
≤ 2(ν + 2)δ′θ ′(G) since k ≤ ν + 2;
≤ 2(ν2)δ′θ ′(G) since ν + 2 ≤ ν2 for all ν ≥ 2;
≤ (ν δ3 )(ν2δ′)θ ′(G) since ν ≥ 2 3δ by assumption;
= (ν2δ′+ δ3 )θ ′(G)
= νδθ ′(G) since δ′ = δ
3
.
By Theorem 5, we must have P = NP . 
6. Error-locating arrays
Other closely related objects are error-locating arrays (ELAs), which are a generalization of covering arrays that allows
the determination of the pairwise failing interactions from the outcome of each test [19]. Let G ∈ G(g1,...,gk). A k-tuple
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T = (T1, . . . , Tk) ∈ [0, gi − 1] × · · · × [0, gk − 1] is said to locate interaction I = {(i, ai), (j, aj)} if Ti = ai and Tj = aj,
and for every other interaction {(p, ap), (q, aq)} ≠ I that T covers we have {vp,ap , vq,aq} ∉ E(G). An error-locating array
(ELA) for a graph G ∈ G(g1,...,gk), denoted by ELA(N,G), is an N × k array A, with each column i having symbols from the
alphabet [0, gi−1], such that every interaction {(i, ai), (j, aj)} corresponding to a pair of vertices vi,ai , vj,aj ∈ V (G)with i ≠ j
(corresponding to an edge, or a non-edge of G) is located by a k-tuple corresponding to some row of A. If for some N ∈ Z
there exists an ELA(N,G), then we say that G is locatable. The ELA number of G, denoted by ELAN(G), is the smallest N such
that an ELA(N,G) exists, if there exists an ELA for G, or+∞ otherwise.
The next result shows a strong relationship between ELAs and CAFEs.
Theorem 7 (Danziger et al. [8]). If G ∈ G(g1,...,gk) is locatable, then
ELAN(G) = CAFEN(G)+ |E(G)|.
We consider the following decision problems corresponding to the existence of an ELA(N,G) and the determination of
ELAN(G), for a graph G ∈ G(g1,...,gk):
LOCATE = {G ∈ G(g1,...,gk) | there exists an ELA(N,G) for some N ∈ Z},
ELAN = {(G,N) ∈ G(g1,...,gk) × Z | there exists an ELA(N,G)}.
Martinez et al. [19] have shown that g-LOCATE is NP-complete for g ≥ 5, which implies g-ELAN is NP-complete for g ≥ 5.
However, since 2-LOCATE ∈ P , we could conceive that 2-ELANmight be in P. We now show that g-ELAN is NP-complete for
all g ≥ 2, providing an answer to the open cases g = 2, 3, 4.We do so by reducing from ECCN using the following reduction
algorithm. The proof is based on Theorem 7.
Algorithm 2. Let G be a simple graph on ν vertices and let n be the number of non-isolated vertices of G. We construct from
G the graph YG on g(2n+ 2) vertices as follows.
1. Remove all isolated vertices of G to obtain a new graph Gn on n vertices. Denote the vertices of Gn as V (Gn) =
{v1, v2, . . . , vn}.
2. Add a new set of vertices V ′ = {vn+1, vn+2, . . . , v2n} and join by an edge each vi to the corresponding vertex vn+i ∈ V ′
for 1 ≤ i ≤ n. In addition, form an n-clique between all the vertices of V ′ by adding the edges {vn+i, vn+j} to the graph
for 1 ≤ i < j ≤ n. Denote this graph by HG.
3. Apply Algorithm 1 to the graph HG obtaining (HG)UV .
4. Create (g − 1) copies of (HG)UV , and refer to the vertices in copy i as V i = {vi1, . . . , vi2n+2} and U i = {ui1, . . . , ui2n+2}.
For 1 ≤ j ≤ 2n + 2 identify vertices uij, for all 1 ≤ i ≤ g − 1. For every i1 ≠ i2, 1 ≤ i1, i2 ≤ g − 1, and for every
1 ≤ j1, j2 ≤ 2n+ 2 such that j1 ≠ j2, add the edge {vi1j1 , v
i2
j2
}. Refer to this graph as YG.
Theorem 8. g-ELAN is NP-complete, for g ≥ 2.
Proof. Claim 1: The graph (HG)UV obtained in Step 3 is locatable.
Proof of Claim 1: Let vi and vj be two distinct vertices of the graph HG. It is easy to check that {vi, vj} ∈ E(HG) implies
NHG(vi) \ {vj} ⊈ NHG(vj) \ {vi}. Since HG has no isolated vertices by construction, we have HG = (HG)k in this case. By
Corollary 8, this means that {vi, uj} ∉ E((HG)UV ) so (HG)UV contains no across edges. Consequently, the zero vertices of
(HG)UV are isolated and so they form so-called ‘‘safe-values’’ (defined in [19]), which means that (HG)UV is locatable.
Claim 2: CAFEN(YG) = (g − 1)CAFEN((HG)UV ).
Proof of Claim 2: By covering each copy of (HG)UV with CAFEN((HG)UV ) rows, we can cover all required interactions of (HG)UV
with (g − 1)CAFEN((HG)UV ) rows. Thus CAFEN(YG) ≤ (g − 1)CAFEN((HG)UV ). Since (HG)UV is constructed so that there are
edges joining every pair of vertices of the form {vi1j1 , v
i2
j2
} for i1 ≠ i2, any row that covers a vertex vi1j1 ∈ V i1 cannot also
cover a vertex vi2j2 ∈ V i2 . Therefore, we cannot cover the required interactions with less than (g − 1)CAFEN((HG)UV ) rows.
So CAFEN(YG) ≥ (g − 1)CAFEN((HG)UV ).
Claim 3: θ ′(HG) = θ ′(G)+ n+ 1.
Proof of Claim 3: Suppose for some positive integer N we have θ ′(HG) = N . Take an optimal ECC of HG, say C = {C1, . . . , CN}
where every Ci is maximal with respect to set inclusion. Let Cj ∈ C be a clique that covers the edge {vi, vn+i} for some index
i ∈ [1, n]. Since by construction, vi is not adjacent to any other vertex in V ′ aside from vn+i, the clique Cj cannot contain any
vertex of V ′ other than vn+i. Since by construction, the vertex vn+i is not adjacent to any other vertex in V (Gn) aside from
vi, the clique Cj cannot contain any vertex of V (Gn) other than vi. Therefore, any clique that covers the edge {vi, vn+i} is a
2-clique containing only the two ends vi and vn+i. Since there are n edges of this form, we must have n cliques of C which
each cover only one such edge.
Now, let Cy ∈ C be a clique that covers the edge {vn+i, vn+j} for two distinct indices i, j ∈ [1, n]. We assume Cy is maximal
with respect to set inclusion, thus Cy must include as many vertices as possible. Since by construction, the vertex vn+i is not
adjacent to any vertex in V (Gn) aside from vi, the clique Cy cannot contain any vertex of V (Gn) except possibly vi. However,
vn+j is not adjacent to vi, so there is no vertex in V (Gn) that belongs to Cy. Since the vertices of V ′ are all adjacent to one
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another, Cy must include all such vertices. Thus, the clique Cy that covers any edge of the form {vn+i, vn+j} for two distinct
indices i, j ∈ [1, n]must by its maximality cover the entire clique induced by the vertices of V ′.
The remaining edges of HG correspond exactly to the edges of G, and since the cliques above only cover edges with at
most one end in V (Gn), we conclude that θ ′(HG)− (n+ 1) = θ ′(G).
Claim 4: |E(YG)| = (g − 1)

3n2
2 + 5n2 + 1− |E(G)|

+ g−12 (2n+ 1)(2n+ 2).
Proof of Claim 4: By construction, we have |E(YG)| = (g − 1)|E((HG)UV )| +
g−1
2

(2n + 1)(2n + 2) since there are (g − 1)
copies of (HG)UV as well as
g−1
2

(2n + 1)(2n + 2) edges of the form {vi1j1 , v
i2
j2
} for i1 ≠ i2, 1 ≤ i1, i2 ≤ g − 1. We can easily
verify that |E((HG)UV )| = 3n22 + 5n2 + 1− |E(G)| by construction.
Finally, we obtain the overall result:
ELAN(YG) = CAFEN(YG)+ |E(YG)|, by Claim 1 and Theorem 7;
= (g − 1)CAFEN((HG)UV )+ |E(YG)|, by Claim 2;
= (g − 1)(θ ′(HG)+ 2)+ |E(YG)|, by Theorem 4;
= (g − 1)[θ ′(G)+ n+ 3] + |E(YG)|, by Claim 3;
= (g − 1)[θ ′(G)+ n+ 3] + (g − 1)
[
3n2
2
+ 5n
2
+ 1− |E(G)|
]
+

g − 1
2

(2n+ 1)(2n+ 2), by Claim 4;
= (g − 1)[θ ′(G)− |E(G)|] + (g − 1)
[
3n2
2
+ 7n
2
+ 4
]
+

g − 1
2

(2n+ 1)(2n+ 2).
For (G,N), an instance for ECCN, if we let
N ′ = (g − 1)[N − |E(G)|] + (g − 1)
[
3n2
2
+ 7n
2
+ 4
]
+

g − 1
2

(2n+ 1)(2n+ 2),
then clearly (G,N) ∈ ECCN if and only if (YG,N ′) ∈ g-ELAN. Since Algorithm 2 computes YG in polynomial timewith respect
to the size of G, and since ECCN is NP-complete, we have that g-ELAN is NP-hard. It is easy to verify that g-ELAN belongs to
the complexity class NP for all g ≥ 2, thus g-ELAN is NP-complete for all g ≥ 2. 
7. Conclusion and further research
In this paper, we have shown a number of results regarding the hardness of determination and approximation of CAFE
numbers, including showing hardness results for the specific case of binary alphabets. Nonetheless, the fact that forbidden
interactions show up a lot in practice indicates that we need effective tools for constructing suitable CAFEs for applications.
One can expect that depending on the application, these forbidden interactions may have special structures that can
be handled by efficient algorithms. One important direction of research is to try to characterize the types of forbidden
interaction graphs and hypergraphs that show up in practice and develop efficient algorithms whenever possible.
We are also starting to study a further generalization of this problem that is useful in practice, namely models in which
there are a set of forbidden interactions, a set of interactions that are required to be covered and a set of interactions that are
optional to be covered (sometimes called ‘‘don’t care’’ interactions). This model not only is useful for modelling the relative
importance of different interactions, but also helps us to handle other important problems such as extending a given test
suite in order to obtain a covering array. This model can be used for extending a given test suite to include all required t-way
interactions, which is useful in the case of regression testing where previously run tests are required to be part of the test
suite for a software upgrade. The t-way interactions covered in the given test suite are optional for the new tests.
Acknowledgements
E.Maltais was supported by the Department ofMathematics and Statistics, University of Ottawa. L. Mourawas supported
by NSERC.
References
[1] R. Brigham, R. Dutton, On clique covers and independence numbers of graphs, Discrete Math. 44 (1983) 139–144.
[2] K. Burr, W. Young, Combinatorial test techniques: table-based automation, test generation and code coverage, in: Proc. of the Intl. Conf. on Software
Testing Analysis and Review, 1998, pp. 503–513.
[3] J. Cawse, Experimental design for combinatorial and high throughput materials development, GE Global Research Technical Report 29, 2002,
pp. 769–781.
6530 E. Maltais, L. Moura / Theoretical Computer Science 412 (2011) 6517–6530
[4] M. Cohen, M. Dwyer, J. Shi, Interaction testing of highly-configurable systems in the presence of constraints, International Symposium on Software
Testing and Analysis, ISSTA, London, 2007, pp. 129–139.
[5] C. Colbourn, Combinatorial aspects of covering arrays, Matematiche (Catania) 58 (2004) 121–167.
[6] C. Colbourn, J. Dinitz, Handbook of Combinatorial Designs, second ed., Chapman and Hall/CRC, 2007.
[7] S. Dalal, A. Jain, N. Karunanithi, J. Leaton, C. Lott, G. Patton, B. Horowitz, Model-based testing in practice, in: Proc. of the Intl. Conf. on Software
Engineering, ICSE’99, New York, 1999, pp. 285–294.
[8] P. Danziger, E. Mendelsohn, L. Moura, B. Stevens, Covering arrays avoiding forbidden edges, Theoret. Comput. Sci. 410 (2009) 5403–5414.
[9] P. Erdös, A. Goodman, L. Pósa, The representation of a graph by set intersections, Canad. J. Math. 18 (1966) 106–112.
[10] L. Gargano, J. Körner, U. Vaccaro, Sperner capacities, Graphs Combin. 9 (1993) 31–46.
[11] A. Gyárfás, A simple lower bound on edge coverings by cliques, Discrete Math. 85 (1990) 103–104.
[12] A. Hartman, L. Raskin, Problems and algorithms for covering arrays, Discrete Math. 284 (2004) 149–156.
[13] L. Kou, L. Stockmeyer, C. Wong, Covering edges by cliques with regard to keyword conflicts and intersection graphs, Commun. ACM 21 (2) (1978)
135–139.
[14] D. Kuhn, M. Reilly, An investigation into the applicability of design of experiments to software testing, in: Proc. 27th Annual NASA/IEEE Software
Engineering Workshop, NASA Goddard Space Flight Center, 2002, pp. 91–95.
[15] R. Kuhn, D. Wallace, A. Gallo, Software fault interactions and implications for software testing, IEEE Trans. Softw. Eng. 30 (6) (2004) 418–421.
[16] L. Lovász, On covering of graphs, in: Theory of Graphs (Proc. Colloq., Tihany, 1966), Academic Press, New York, 1968, pp. 231–236.
[17] C. Lund, M. Yannakakis, On the hardness of approximating minimization problems, J. Assoc. Comput. Mach. 41 (5) (1994) 960–981.
[18] E. Maltais, L. Moura, Finding the best CAFE is NP-hard, in: LATIN 2010: Theoretical Informatics, in: Lecture Notes in Computer Science, vol. 6034, 2010,
pp. 356–371.
[19] C. Martinez, L. Moura, D. Panario, B. Stevens, Locating errors using ELAs, covering arrays, and adaptive testing algorithms, SIAM J. Discrete Math. 23
(2009) 1776–1799.
[20] C. Nie, H. Leung, A survey of combinatorial testing, ACM Comput. Surv. 43 (2) (2011) Article 11, 29 pages.
[21] J. Orlin, Contentment in graph theory: covering graphs with cliques, Nederl. Akad. Wetensch. Proc. Ser. A 80 (5) (1977) 406–424.
[22] A. Williams, R. Probert, A measure for component interaction test coverage, in: Proc. ACS/IEEE International Conference on Computer Systems and
Applications, 2001, pp. 301–311.
