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ABSTRACT 
 
This paper proposes a novel phase recovery method for 
Turbo-coded QPSK systems. The phase estimation is 
combined with the turbo decoding instead of applying 
separate synchronisation prior to the Turbo decoder. It 
is achieved through Maximum Likelihood Estimation 
(MLE) which employs the extrinsic information 
obtained from the turbo decoder. Look-up tables are 
pre-computed to reduce the computation burden. QPSK 
systems over AWGN channel with unknown phase error 
are investigated. The phase error can be completely 
removed up to 
￿ 37 . The result proves that this method 
greatly outperforms the traditional technique (M-law). 
A further improvement is also proposed using four such 
schemes  2 p apart, which can remove most phase 
errors completely. 
 
  
1. INTRODUCTION 
 
A communication system can be made highly robust by 
the use of Turbo-codes in a hostile environment due to 
interference or fading. However, Turbo-codes are very 
sensitive to the synchronisation errors because of the 
long block size. Meanwhile, the use of the Turbo codes 
needs the synchronisation to operate at a very low 
signal-to-noise ratio (SNR), and thus the traditional 
synchronisation technique, in which a separate 
synchroniser precedes the decoder, becomes more 
difficult especially for QPSK modulation chosen for its 
robustness.  Here, we look at an approach of joint 
synchronisation and turbo decoding in a structured way, 
through maximising an appropriate likelihood function. 
We address phase estimation first assuming ideal 
symbol timing.  
 
The extrinsic information obtained from the turbo 
decoder is used to help the phase estimation to achieve a 
closer estimate. Using the sequence corrected using this 
more accurate estimate improves the turbo decoding. 
This can then be used with iterative techniques to 
progressively improve both the phase estimation and the 
decoding result. The purpose of this paper is to 
demonstrate the efficiency of this method by comparing 
with the conventional method (M-Law). 
 
In the last part of our paper, we show that the coded 
signal does not have the ‘rotational invariance’ property 
and we present an improvement based on this which 
extends the range of phase error which can be corrected.  
2. STRUCTURE  
 
The structure of the phase recovery and decoding of the 
Turbo-coded QPSK system is shown in figure 1. The 
received signals are sent to two branches: one is used to 
make phase estimation; while the other is sent to the 
final decision branch, where a phase corrector is applied 
prior to the demodulator and the decoder. 
 
 
 
Figure 1:  Diagram of the Phase Recovery and Turbo-
decoding structure 
 
This scheme works iteratively and recursively: the 
received sequence is corrected using the estimate 
obtained from the phase estimator made with the aid of 
the extrinsic information of the last iteration from the 
turbo decoder. The corrected sequence is then sent to 
the demodulator and the decoding blocks to produce the 
extrinsic information for the use in the next iteration 
both for decoding and phase estimation, and so on until 
sufficient iterations have been carried out and the final 
decision can be made. Hence the number of iterations is 
same for the phase estimation and the decoding which 
are therefore combined together. 
 
3. EXTRINSIC INFORMATION FROM TURBO 
DECODER 
 
Turbo-codes have attracted intense interest since they 
were first introduced in ICC’93 by C. Berrou, et al. [1] 
due to their outstanding performance which is close to 
the SHANNON limit in terms of Bit Error Rate (BER). 
It is the decoding mechanism that has earned the codes a 
name “turbo codes” rather than the codes themselves 
[5]. The iterative decoder consists of two soft-in/soft-
out decoders based on the recursive BCJR algorithm 
[2]. These decoders take turns operating on the received 
data, forming and exchanging estimates of the message block. These component decoders operate on each 
other’s “incompletely decoded” outputs: it is the 
resemblance of this process to a turbo charged internal 
combustion engine which has earned the name “turbo-
codes”.  
 
The most significant feature of the turbo decoder is the 
feedback loop which uses the soft bit output of one 
decoder as the additional a priori information for the 
second decoder. This information obtained from the 
previous decoder is termed "extrinsic information".   
 
In figure 2, the histogram of extrinsic information has 
been produced as in [1] in order to illustrate its 
statistical character more clearly. For signal to noise 
ratio 1.75dB, with all data bits equal to 1, histograms for 
the 1
st, 3
rd and 7
th iterations have been drawn. 
Obviously, for first iteration, the extrinsic information is 
poor, but after further iterations, the extrinsic 
information becomes more relevant: the histogram 
merges towards a Gaussian shape with a mean equal to 
1, as we might expect. 
 
Traditionally, the extrinsic information is only used as 
the a priori information for next iteration. Here, 
however, we also use it to aid synchronisation, as in 
data/decision-aided synchronisation. In the data-aided 
case, the system needs to increase redundancy in the 
form of a long preamble, or in the decision-aided case, 
the decision information may be unreliable until 
synchronisation is performed. Using the extrinsic 
information avoids such problems. Intuitively, if the 
synchronisation joins the iteration loops of the turbo 
decoding, the quality of the synchronisation and the 
decoding will both be improved if aided by this more 
and more reliable extrinsic information.  
 
Figure 2: Histograms of extrinsic information after 
iteration #1, 3 and 7, at Be/No = 1.75 dB; all 
information bits equal 1 
 
Rewrite the mathematical expression in [4] for the 
extrinsic information  ) ( k d L for transmitted bit  k d : 
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where  1 , 0 }, { = = i i d p k  is the probability of bit  k d to 
be 0 or 1, and  1 ) 1 ( ) 0 ( = + p p . 
 
Therefore, given the extrinsic information of a 
transmitted bit, the probability of the data bit is: 
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As will be discussed further in the following, the 
probability of the data bits will be utilised in producing 
the likelihood function. 
 
4. PHASE ESTIMATOR 
 
4.1 Algorithm   
 
Note that here we regard the phase error f as an 
unknown but nonrandom parameter and assume perfect 
symbol timing. The possible signals for QPSK system 
(using Gray Mapping as shown in figure 3) are: 
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Figure 3: Constellation of QPSK 
 
Where f  is the reference phase of the transmitter. 
Model the 
th i  received signal as:  
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Assuming a Gaussian channel, the likelihood function 
of the received symbol is: 
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Averaging over the possible values, the likelihood 
function over one block is: 
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) (f i L is defined as the likelihood function for each 
symbol. And  3 , 2 , 1 , 0 ), ( = k k pi  denotes the probability 
that the 
th i  received symbol is the 
th k constellation 
point ) , ( c d . Assume that code bits are mapped a pair at 
a time onto the QPSK constellation, using Gray 
mapping. In our case, we use a ½ rate turbo -code with 
regular, alternate puncturing of the parity streams, so 
that one of each pair of bits is a data bit d, the other is a 
code bit c. The relationship between the number k and 
symbol ) , ( c d is illustrated in figure 3. 
 
Use equations (2), (3) to calculate  ) (d p  and  ) (c p  
when the extrinsic information for data bit and code bit 
are available from the turbo decoder. Then  ) (k pi  can 
be calculated as: 
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For simplicity in notation, we set:  
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Insert (5) and (9) to (7), the likelihood function for each 
symbol  ) (f i L becomes: 
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In principle, the MLE of f  can be evaluated by 
differentiating  ) (f L  and setting the derivative to zero. 
However, even after the simplification,  ) (f L is still 
highly non-linear and too complicated to find out the 
MLE directly. For easier implementation, we expand 
) (f i L  as a Fourier series:   
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where  i a , 0 ,  i r a ,  and  i r b , are Fourier coefficients, 
i denotes the 
th i received symbol, we found most 
harmonics have negligibly small values, except  the 
first, second and the fourth harmonics. This allows the 
overall likelihood function to be expressed as the sum of 
these terms over the whole block (we also ignore the 
constant term, since it contributes nothing after 
differentiation): 
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After decomposition and combination, it can be finally 
simplified as: 
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1 w , 2 w and  3 w are the magnitude of these components. 
In most cases, one of these components predominates. 
Then the likelihood function reduces to a sine function. 
The evaluation of the phase estimate will therefore 
become very simple.   
 
However, another problem arises in the above 
derivation. Although the phase estimation algorithm is 
simplified greatly in this way, there is still a heavy 
computing burden if we need to calculate the Fourier 
coefficients for every received symbol, especially for a 
large block size (in our case,  1024 = N ). A solution is 
to pre-calculate a series of look-up tables to substitute 
the complicated computation. 
 
Fortunately, there exist simple patterns (approximately 
linear relationships) between  i m A , ,  3 , 2 , 1 , 0 ), ( = k k pi and 
the Fourier coefficients. The simple look-up tables are 
accordingly pre-calculated, which do not consume much 
memory, but use easy look-up operations to replace the 
calculation of the Fourier coefficients substantially 
reduce the computation burden.  
 
4.2 Simulation Results 
 
We use a code rate  2 / 1 = R  turbo encoder with 
constraint length 5, generators  037 1 = G ,  023 2 = G  and 
block size 1024. The turbo decoder is implemented 
based on Log-MAP algorithm [4]. The simulation is 
carried out at Eb/N0 = 1.5 dB and 8 iterations.  
 
In order to compare with the conventional method, M-
Law method is also developed, which can be described 
using a block diagram figure 4: the MPSK signal is 
passed through an Mth-power-law device, which 
removes the modulation and produces multiplies the 
phase by M. It is then divided by M to generate the 
phase estimate. 
 
 
 
Figure 4: M-Law method diagram 
 
Figure 5 presents the performance in terms of the BER 
versus the phase error. Obviously, the new method greatly outperforms the M-law method. There is a flat 
range between  ] 37 , 0 [
￿ ￿  in the curve for the new 
method, which shows that the system can completely 
remove a phase error up to 
￿ 37 . The BER quickly 
increases to failure when the phase error increases over 
￿ 37 .  However, the M-law method can only recover a 
phase error less than 
￿ 10 at this signal to noise ratio. 
 
This result can be explained by figure 6, the phase 
estimate versus phase error. The curve of the new 
method appears as a straight line with slope very close 
to 1 between  ] 37 , 0 [
￿ ￿ , which means the phase estimator 
produces a correct estimate in this range. However, out 
of this range the phase estimation is completely 
inaccurate which causes the failure of the system (This 
problem is further discussed in the next part for an 
improvement to this system). In contrast, the M-law 
method has poorer estimation even for much smaller 
phase errors.   
 
 Figure 5: BER performance versus phase error 
At Eb/N0=1.5dB, 8 times of iteration 
 
 
Figure 6: Phase estimate versus phase error 
 
5. IMPROVEMENT 
 
This carrier phase recovery and decoding scheme has 
been proved to remove the phase error up to 
￿ 37 successfully. However, the system will fail when 
the phase error increases. In order to resolve this 
problem, we modify the scheme based on the absence of 
the rotational invariance property [3] in turbo-coded 
QPSK. 
 
Rotational invariance refers to the behaviour of the 
combination of a code and a modulation scheme when a 
phase error occurs, usually some fraction of p .  
Strictly, a code has rotational invariance to some phase 
shift q  if and only if a phase rotation of any codeword 
by q always results in another codeword. Here, 
however, we are interested in whether a phase rotation 
of any codeword ever results in another codeword.  
  
Through Monte Carlo simulation, it was proved that the 
half rate turbo-coded QPSK does not have the rotational 
invariance property. The integer times of  2 p  rotation 
will not transform it to another codeword. Hence, it is 
possible to move the phase error corrupted codeword to 
the recoverable area  ] 37 , 37 [
￿ ￿ -  by phase rotation 
without confusion. The metric, which is defined as the 
mean value of the squared Log-Likelihood Ratio (LLR) 
output from the turbo decoder, is maximised only when 
the codeword is correctly decoded. 
 
This result allows us to improve the system by using 
four identical joint phase recovery and decoding units 
(Labelled as D in figure 7, with its detail illustrated in 
figure 1)  2 p apart. As shown in figure 7, the received 
signals with a phase shift are fed into four decoders, the 
decoding with the largest metrics is chosen as the final 
result. Since the system is not rotational invariant, the 
pick of the largest metric would not be confused by 
another codeword. ‘Max’ in figure 7 acts as the 
comparator to find out the largest metrics, its output 
controls the switch (shown as an arrow) to choose the 
corresponding branch. 
 
 
 
Figure 7: Improved Turbo-coded QPSK system  
 
The simulation result (SNR=1.25 dB, four iterations) is 
shown in figure 8. There are four conspicuous spikes on 
the straight line, which shows that the system can 
completely remove any phase error except some blind 
regions (spikes) around 
￿ –45 and 
￿ –135 , in which 
system fails totally. This phenomena is reasonable if we 
notice that all of those four branches cannot move the codeword with phase error between  ] 52 , 38 [
￿ ￿  to the 
recoverable range of  ] 37 , 37 [
￿ ￿ - . As the system is 
symmetric, these gaps exist around 
￿ – 45 , 
￿ –135 . It is 
impossible for the four branches system to recover a 
phase error in these gaps. To overcome this problem, we 
may either make the system more complicated or 
sacrifice some performance to keep the system simple to 
implement. 
 
Figure 8: Improved Performance  
 
6. CONCLUSIONS 
 
In this paper we present a novel phase recovery method 
which makes use of the extrinsic information obtained 
from the turbo decoder. The phase estimation and the 
turbo decoding are implemented jointly and iteratively. 
Simulation results have demonstrated its outstanding 
performance. An important point in this paper is the 
simplification of this algorithm, through which we 
reduce the complexity significantly and avoid 
introducing excessive delay to the decoding. Finally, we 
improve this system by using four decoders  2 p apart 
and choosing the final decoding with the highest 
metrics. 
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