Abstract-Omic data analyses pose great informatics challenges. As an emerging subfield of bioinformatics, omics informatics focuses on analyzing multi-omic data efficiently and effectively, and is gaining momentum. There are two underlying trends in the expansion of omics informatics landscape: the explosion of scattered individual omics informatics tools with each of which focuses on a specific task in both single-and multi-omic settings, and the fast-evolving integrated software platforms such as workflow management systems that can assemble multiple tools into pipelines and streamline integrative analysis for complicated tasks. In this survey, we give a holistic view of omics informatics, from scattered individual informatics tools to integrated workflow management systems. We not only outline the landscape and challenges of omics informatics, but also sample a number of widely used and cutting-edge algorithms in omics data analysis to give readers a fine-grained view. We survey various workflow management systems (WMSs), classify them into three levels of WMSs from simple software toolkits to integrated multi-omic analytical platforms, and point out the emerging needs for developing intelligent workflow management systems. We also discuss the challenges, strategies and some existing work in systematic evaluation of omics informatics tools. We conclude by providing future perspectives of emerging fields and new frontiers in omics informatics.
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INTRODUCTION
G ENOMICS, transcriptomics, proteomics, epigenomics, metagenomics, etc., are collectively referred to as omics. Brought by Next-Generation Sequencing (NGS) technology, the last decade has witnessed an omics revolution, which reshaped the landscape of biomedical research. Now individual laboratories can generate terabytes of omic data in a single day with NGS platforms. Fueled by innovations in fast-evolving experimental techniques, the speed of data generation has far surpassed the speed of developing corresponding analytical software. Omics has already been a generator of big data [1] . Big data solutions to omics are in pressing need. Omic informatics, a subfield of bioinformatics focusing on omic data analysis, is gaining momentum.
Though numerous omics informatics tools have been developed, they are scattered around and performance is hard to compare. It is increasingly hard for bench biomedical researchers to choose appropriate omics informatics tools for their specific problems. Comprehensive comparative analysis and benchmarking of bioinformatics tools are necessary, but not much work has been done in this area due to lack of gold datasets and standard evaluation metrics, complexities of biomedical data, great variety of experimental platforms, protocols, and study designs, etc.
Moreover, most individual omics informatics algorithms focus on solving a specific problem, which is usually only one part of a big project, thus multiple informatics tools need to be assembled into an integrated pipeline or platform to serve for various project goals.
In this survey, we outline the landscape of omics informatics from scattered individual software tools to integrated workflow management systems. Since hundreds of omics informatics tools have been developed for sequence alignment and assembly, variant discovery, etc., and there are a few excellent review articles on each one of them [2] , [3] , [4] , [5] , [6] , [7] , we do not repeat their work to list and compare all these tools. Instead, we focus on giving a holist view of omics informatics as well as sampling a number of widely used and cutting-edge tools to give readers a finegrained picture.
The rest of the paper is organized as follows: In Section 2, we introduce the technological background of omic revolution, and discuss the scope and challenges of omics informatics. In Section 3, we first give a whole picture of scattered omics informatics tools. Then we focus on two computational intensive tasks in omic data analyses: sequence alignment and assembly, and variant discovery. The results of sequence alignment/assembly and variant discovery will significantly affect all downstream analyses and thus are of great importance to guarantee their accuracy. We sample a number of widely used as well as cutting-edge omics informatics tools for these tasks. Moreover, we discuss some aspects of downstream integrative analysis and give a brief case study on cancer genomics. In Section 4, we go beyond individual omics informatics tools and survey a wide range of integrated workflow management systems that can assemble multiple tools into pipelines, streamline and automate the whole analytical processes to accomplish complicated omics informatics tasks. Specifically, we classify current workflow management systems into three levels, from simple software toolkits to integrated multi-omic analytical platforms. We also discuss the key components of these workflow management systems as well as point out the most emerging needs for developing future intelligent workflow management systems. Systematic evaluation of omics informatics tools can help guide bench scientists choose appropriate software tools for specific proposes. In Section 5, we discuss the challenges, strategies, as well as some existing work in systematic evaluation and comparative analysis of omics informatics tools. Finally, in Section 6, we give conclusion and outline several emerging needs for developing new omics informatics tools, and the next frontiers for omics informatics.
THE LANDSCAPE OF OMICS INFORMATICS
High-throughput sequencing (HTS) technology, notably, next-generation sequencing, has led to an omics revolution. Processing terabytes or even petabytes of omic data generated by high-throughput sequencing platforms fueled the rapid development of omics informatics.
Evolution of Sequence Technology
DNA sequencing went through three generations, as shown in Fig. 1 . The first generation sequencing technology includes Sanger sequencing, or shotgun sequencing, which led to the first sequenced human genome. Human genome project took 13 years and about $3 billions to generate a high-quality human reference genome. The second generation sequencing, also widely referred to as next-generation sequencing, currently dominates the sequencing market. Next-generation sequencing, or more technically speaking, massively parallel sequencing, includes sequencing-by-synthesis, for which Illumina currently holds the largest market. Next-generation sequencing technology has been widely used and generates fruitful results. During the past decades, petabytes of genomic data have been generated by individual laboratories, as well as big publicly funded projects, for example, 1,000 Genomes Project and cancer genomics projects such as The Cancer Genome Atlas (TCGA: http://cancergenome.nih.gov/) and International Cancer Genome Consortium (ICGC: https://icgc.org/).
Third-generation sequencing technology, such as PacBio Single-Molecule Real-Time (SMRT) sequencing and Oxford Nanopore sequencing, are gaining momentum. PacBio SMRT sequencing can generate very long reads ( > 45;000 bps), however, with high sequence error rates. SMRT sequencing technology has already been routinely used in prokaryotic genome sequencing, improving eukaryotic genomes, metagenomics projects, and so on (http://www. pacb.com/smrt-science/smrt-sequencing/).
The goal of experimental methods is to measure molecular states and interactions. In a cell, DNAs, RNAs, and proteins are among the most important classes of macromolecules. With the development of DNA sequencing (DNA-seq) technology, researchers can modify the experimental protocols of DNA-seq into new protocols for measuring various RNA molecules, epigenetic markers, and so on. For example, mRNA-seq and miRNA-seq can measure the relative abundances of mRNA and microRNA. ChIP-seq can be used to determine the binding sites of DNA-associated proteins, which represent DNA-protein interactions. Bisulfite sequencing uses bisulfite treatment of DNA to determine DNA methylation patterns, etc. Other high-throughput technologies include array-based techniques, which are more targeted with a generally lower cost. For example, SNP arrays can be used to detect SNPs, and reverse-phase protein array (RPPA) is a quantitative, antibody-based technology that measures protein expressions, etc.
With high-throughput technology, we are able to measure genome, transcriptome, epigenome, proteome and many more in a quantitative and high-throughput manner. Both DNA sequencing (including whole genome sequencing and whole exome sequencing) and arraybased technology can quantitatively measure the states of genomes (majorly genomic sequences and epigenomic markers). The raw data are usually billions of short reads or raw signals such as high-resolution images. From these raw data, we can perform data analysis and extract information such as single nucleotide polymorphisms (SNPs), copy-number variations (CNVs), structural variations (SVs), and so on.
Similarly, RNA-seq can measure the abundances of various RNAs, including mRNAs, microRNAs, non-coding RNAs (ncRNAs), etc. The raw data of RNA-seq are also raw sequence data. Using RNA-seq data analysis methods, we can measure the expression levels of genes, exons, isoforms, microRNAs, and so on. Mass spectrometry-based and array-based techniques such as reverse phase protein array can be used to measure protein expressions. Bisulfite-seq, ChIP-seq, SMRT, and array-based techniques can be used to identify epigenomic markers. The technologies used to measure genome, transcriptome, proteome, and epigenome as well as the form of raw data generated from experimental methods and extracted signals are summarized in Table 1 .
Scope of Multi-Omics
Omics refers to scientific disciplines that systematically study related sets of biological molecules, such as DNAs, RNAs, proteins, metabolites, etc. Omics, including genomics, transcriptomics, proteomics, epigenomics, metabolomics, metagenomics, metatranscriptomics, etc., were made possible owing to the advancement of biotechnology. Table 2 summarizes the scope of genomics, transcriptomics, proteomics, epignomics, and metagenomics.
Genomics is the study of whole genome (a complete set of DNA sequence in a cell, tissue, or organism). Compared with genetics, which focuses on studying individual genes or gene sets and their functionalities, genomics takes a holistic view to study all genes and their roles in a cell or organism.
Transcriptomics is the study of transcriptome (a complete set of RNAs, including messenger RNA, ribosomal RNAs, transfer RNA, non-coding RNA, micro RNA, etc., within a cell or tissue). RNA-seq technology had fueled transcriptomics [8] . Traditionally microarray had been widely used to measure gene expressions. As sequencing costs keep decreasing, RNA-seq is being used more widely. Emerging single-cell RNA-seq technology will further revolutionize transcriptomics at the single-cell level.
Proteomics is the study of proteomes (a complete set of proteins in a cell or tissue at a given time), including protein abundances, variations, modifications, and interactions. A few proteome-scale experiments have been done in recent years [9] , [10] , which significantly expanded existing knowledge repositories of protein sequences, structures, abundances, and interactions. Further inspection of time-dependent protein expression may be key to uncover certain disease mechanisms.
Epigenomics is the study of epigenome (a complete set of chemical compounds that regulate gene expression within a genome). DNA methylation, histone modification, chromatin accessibility, etc., are all epigenomic subjects. Epigenome may play a significant role in gene expressions. Study of epigenomics can help decipher molecular mechanisms in a fine-grained scale.
Metagenomics is the study of the metagenome (collective genome of microorganisms in an environmental sample). Metagenome is of increasing interest since microbiome is believed to have strong relationships with many health issues. Directly measuring the collection of metagenome can help identify certain mechanisms underlying an organism. Metagenomics and metabolomics can be combined together in studying certain diseases, especially certain digesting diseases.
There are many other omics, such as metabolomics, which aims at comprehensive characterization of metabolome (a complete set of small molecule metabolites in a biological sample). Systematic identification and quantification of small metabolites at a specific site and time can help elucidate the chemical mechanisms underlying the biological processes in a cell/tissue/organ/organism. Mass spectrometry and NMR spectroscopy are typical techniques used for metabolomics.
The abovementioned multi-omics are not isolated, but have strong biological relevance with each other. Genomics aims at discovering genomic landscape, i.e., genome structure All these contribute to our understanding of genome functions, gene regulations, and molecular pathways. Genomic studies have also greatly boosted clinical studies. Identifying disease mechanisms and developing new molecular prognoses and therapeutic strategies are of great importance in genomic studies. As depicted in Fig. 2 , genome, epigenome, transcriptome, and proteome are interrelated. There exist multiple interactions and feedback loops in these molecular networks. Each interaction or feedback loop represents some molecular mechanisms. For example, epigenomic markers such as DNA methylation and accessibility may affect which gene will be transcribed into mRNAs. The ultimate goal of multiomics is to discover the cellular and molecular mechanisms underlying various biological systems by using experimental methods and building computational models.
Informatics Tasks and Challenges for Multi-Omizcs
Many challenges are present in omics informatics. In this section, we outline the landscape and several most urgent challenges in omics informatics.
Big Data Solution Needed for Omic Data Management
First, the huge volume of omics data (petabytes have already been generated and made publicly available through many publicly funded projects) poses great informatics challenges. The storage, retrieval, analysis, and management of petabytes of omics data requires scalable, effective, and efficient computational solutions. For example, petabytes of omics data currently are stored in NCBI and EBI ftp servers.
Downloading petabytes of data through internet traffic is infeasible since it might take years. Thus without efficient storage and exchange protocols and systems, it is almost infeasible for extremely large-scale data integration.
Computational complexity has to be reduced as much as possible without sacrificing the discovery power when designing omics informatics tools. But even with efficient algorithms, it is almost impossible to analyze terabytes or even petabytes of genomic data in a timely manner without high-performance computing (HPC). Developing efficient, scalable IT infrastructure for omics informatics is in pressing need. However, we do not focus on these topics in this paper, instead we recommend readers to read excellent reviews on computational solutions for omics data [11] , [12] .
Novel Algorithmic Designs Needed for Computational Intensive Tasks
While traditional bioinformatics tools usually focus on solving a specific problem, new omics informatics tools usually involve multiple complex tasks, are more comprehensive, and requires intensive computational resources. One distinguished feature of omics informatics is that it is usually computational intensive and requires comprehensive informatics solutions. For example, aligning billions of short reads relies on efficient algorithms as well as high-performance computational resources. Brute-force algorithms do not work for big data. There is always a tradeoff between accuracy and computational cost. By leveraging the power of novel algorithmic design for specific tasks, we can always use the computational resources more efficiently and effectively.
Take sequence alignment as an example. In order to be more efficient, most sequence aligners are either BurrowsWheeler Transform (BWT)-based [13] or hash-based. Burrows-Wheeler Transform facilitates data compression and reduces memory requirements for alignment programs. Similarly, hash-based aligners significantly reduce sequence search time. Hash-based aligners either hash the reference genome or the short reads, both of which can speed up local sequence matching. Besides, as new experimental protocols are emerging, it requires rapid development of corresponding software tools to efficiently and effectively analyze these data. For example, as single-cell and single-molecule techniques are gaining momentum, new algorithms catering to these new data analyses are in pressing need.
Multi-Omic Integrative Analytical Protocols in Pressing Need
While single-omic data analysis has already been done routinely, integrating multi-omic data into a unified analytical framework is being more appreciated and is expected to generate more novel findings. All omic data are measurements of molecular states and interactions within a cell of an organism. As we can see from Fig. 2 , molecular interactions are widespread within a cell. Thus molecular measurements -omic data -must represent these interactions and interrelationships in some way. With each single-omic data representing one aspect of the molecular world, multi-omic integrative analysis will help scientists see a more complete picture of multi-level molecular interactions and molecular pathways.
The foundation of multi-omic integrative analysis lies in the complementary information contained in multi-omic data. However, there are several challenges for integrating multi-omic data. While each single-omic data are correlated with one another in some way, they cannot be directly combined together due to their semantic differences (different kinds of measurements cannot be directly compared). Moreover, the noisy, incomplete, possibly incompatible omic data are scattered around, and most of them do not have enough contextual information. It is hard to leverage many existing machine learning algorithms, many of which requires extensive training on cleaned, normalized data. This poses great challenges in reusing and integrating multi-omic data. There is no best practice pipeline for multiomic analyses yet. Thus it is in urgent need to develop protocols and frameworks that can standardize, streamline and support reproducible multi-omic analyses.
For large-scale omic data integration from multiple related projects (this is another future direction), there are also challenges. While omic data collected from different samples may share a significant amount of similarities, e.g., human genomes, data from each sample may have different characteristics. In fact, the data from different projects may be heterogeneous, due to differences in sample population, experimental procedure, technology used, and study design. How to develop novel protocols to store these data in a compact and efficient format that facilitates easy integration and mining is the new frontiers in omics informatics that demands satisfying progress.
Intelligent Workflow Management Systems Needed for Productive and Reproducible Research
Omics data analyses often involve multiple tasks. For a specific task, there are often multiple software tools available. However, these tools are scattered around, and it is hard to compare and assess their performances due to lack of gold datasets and standard evaluation metrics. It is hard for biomedical researchers to choose the right tools they need. Besides, it could be tedious, error-prone, and thus unproductive to go through the whole data analysis process by typing Linux commands step by step. Thus assembling multiple tools into pipelines and developing workflow management systems can significantly relieve the burden of data analysis imposed on the biomedical researchers. Various workflow management systems with various functionalities have already been developed. However, all current workflow management systems do not have a systematic evaluation and optimization engine that can automatically discover the best possible pipelines with optimal parameter setting for various data analysis tasks. Intelligent workflow management systems that have such an optimization engine and can facilitate automatic knowledge discovery should be developed in the near future.
EXPLOSION OF SCATTERED OMICS INFORMATICS TOOLS
A Snapshot of Omics Informatics Landscape
Omics informatics aims to help decipher molecular mechanisms through measuring molecular states and interactions, and more importantly, building appropriate models and using data analysis and mining techniques to analyze omic data efficiently and effectively. Fig. 3 shows an incomplete snapshot of omics informatics landscape. During the past decade, omics technology enables us to measure genome, epigenome, transcriptome, proteome, etc., at an unprecedented level. The experimental protocols shown in Fig. 3 are a partial list of most typical ones that have been used in generating high-throughput omic data. The emergent need for analyzing vast amounts of omic data have fueled the fast development of omics informatics.
For each type of omic data analysis, there are a number of informatics challenges. It is important to see a global picture and understand the information flow underlying the data processing procedures when developing omics informatics tools. Take DNA-seq data analysis for example. After generating raw DNA sequence data from NGS platforms, we first need preprocessing procedures to ensure data quality. After preprocessing, we choose appropriate alignment and assembly algorithms to generate an aligned sequence file, usually in Sequence Alignment/Map (SAM) or BAM (the compressed binary version of SAM) format. The information extracted from raw data and stored in the aligned sequence file is referred to as level I information. Then we apply variant calling algorithms to detect SNPs, CNVs, and other structural variations. The variant calling information is extracted from the aligned sequences (level I information), and is usually stored in Variant Call Format (VCF). Such information is referred to as level II information, which will be fed forward with other information sources including external databases (such as dbSNP) for functional annotations. More complex downstream analyses need to be done in Genome Wide Association Studies (GWASs), cancer genomics, and other integrative analyses with multiomic data and clinical data. The downstream analysis results, which are referred to as level III information, should be reproducible and validated by experimental replication before it is established as new knowledge.
During the past decade, thousands of bioinformatics tools have been developed to analyze various omics data. For example, Bioconductor [14] consists of 1,000+ R packages that cover a wide range of bioinformatic and statistical applications. And it keeps growing fast. Omictools.com (http:// omictools.com/) lists 10,000+ tools classified by omic technologies, applications, and analytical steps. Even for a specific task, such as variant discovery, there may exist hundreds of software tools to choose from. Pabinger et al. [15] surveyed more than 200 bioinformatics tools for multiple tasks in variant analysis: quality assessment, sequence alignment, variant identification, variant annotation and visualization. On one hand, we are glad to see an explosion of omics informatics tools, which can help perform various omic data analyses; on the other hand, we have to manage a vast array of tools well so that bench biologists can easily choose appropriate ones for their own purposes.
In this paper we aim to provide an omics analysis overview and discuss key aspects of underlying algorithms and how they work. To give readers a fine-grained picture, in the following sections we will sample a number of typical omics informatics tools in two applications: sequence alignment and assembly, and variant discovery, which are among the most computational intensive tasks for initially processing high-throughput sequence data. We also briefly discuss common techniques on downstream integrative analysis.
Use Cases: Sequence Assembly and Alignment
The first wave of algorithm design for NGS data analysis focused on sequence assembly and alignment. These are two most computational intensive tasks since they directly process high volumes of raw sequence data. Fig. 4 shows some typical algorithms in sequence alignment and assembly.
The raw sequencing data from NGS platforms are millions or billions of short reads. If a reference genome is available, sequence alignment, i.e., mapping short reads to the reference genome, is often the first choice. De novo assembly is another choice, especially when no reference genome is available. Compared with sequence alignment, genome assembly has a higher computational cost, and is hard to call variants and genotype. Besides, the assembly accuracy may be low for the short reads generated from next-generation sequencing technologies. However, thirdgeneration sequencing, such as Single-Molecule Real-Time sequencing [16] , can generate much longer reads, which can be useful to build more accurate genome assemblies.
Sequence Assembly
The applications of sequence assembly include genome assembly, transcriptome assembly, metagenome assembly, etc [3] .
Genome assembly. Since the first genome were sequenced using Sanger sequencing [17] , tens of thousands of genomes have been sequenced (http://www.ncbi.nlm.nih. gov/genome/browse/). Bioinformatics approaches chosen for genome assembly are intrinsically related the characteristics of sequencing technology used [18] . Most genome assemblers are either overlap-based or de Bruijn graphbased. Overlap-based assemblers first construct a graph with nodes representing sequence reads and edges representing overlaps between sequence reads and then assemble these reads based on the global graph structure. Celera Assembler [19] is an overlap-based whole-genome shotgun sequence assembler, which had enabled the first de novo genome assembly of a multi-cellular organism [19] . However, the high computational cost of calculating overlaps of all read pairs have been a major concern for assembling large genomes. Most next-generation sequencing platforms only generate short reads, for which overlap-based aligners are not computationally efficient enough, and most current assemblers for next-generation sequencing data are based on de Bruijn graph.
In a de Bruijn graph, nodes represent substrings of length k (k-mers) extracted from input reads. Only those k-mers with k-1 letters overlap are connected by an edge. Since de Bujin graph-based approaches are based on exact string match, sequence error correction is necessary for achieving high accurate assemblies. Velvet [20] is the first widely used de novo genome assembler using de Bruijn graphs for nextgeneration short reads sequencing data. ABySS [21] is the first parallel assembler being able to assemble human-sized genome based on distributed de Bruijn graph for short reads data. SOAPdenovo [22] is another parallel de Bruijn graph-based assembler which consists of error correction and scaffolding modules that improve assembly accuracy. More recent assemblers include Cotex [23] , which is based on colored de Bruijn graph and can assemble multiple eukaryotic genomes simultaneously.
Third-generation single-molecule sequencing data have long reads but also high error rates. A wave of assembly algorithms are being developed by taking the characteristics of third generation data into consideration. PBcR [24] applied hybrid error correction and de novo assembly to reads generated by a PacBio RS instrument and achieved better assemblies than second-generation assemblies when it was first available. HGAP [25] first constructs highly accurate preassembly reads through a directed acyclic graphbased consensus procedure, and then uses off-the-shelf long reads assembler to achieve high-quality de novo microbial genome assemblies from long reads SMRT data. Most recently, MinHash Alignment Process (MHAP) [26] has recently been developed for overlapping noisy, long reads from SMRT sequencing using probabilistic, locality-sensitive hashing. By integrating MHAP with off-the-shelf long reads assembler PBcR [24] , PBcR-MHAP can achieve reference-grade eukaryotic assemblies [26] .
Transcriptome assembly. Though various high-throughput sequencing data share some similarities, due to many other factors, such as differences in study design and experimental protocol, the corresponding data analyses should also be adjusted based on the underlying characteristics of the data to be analyzed. For example, many early genome assemblers cannot be directly used for transcriptome assembly [4] . First, genome assembly algorithms take sequence depth information to infer repetitive regions. This no longer applies to transcriptome assembly. Second, while both strands of DNA were sequenced in genome sequencing, RNA-seq experiments can be strand-specific. The strand information can be used to resolve overlapping and antisense in transcripts. Third, transcript variants due to splicing are very important in transcriptome assembly, which is not an issue in genome assembly. Thus a number of transcriptome assemblers have been developed.
Transcriptome assembly strategies generally fall into three categories [4] : reference-based strategy, de novo assembly, and hybrid methods which combine both referencebased strategies and de novo methods. When a highly accurate reference genome assembly is available, reference-based strategy is generally preferable due to its high sensitivity, and relatively low computation complexity compared to de novo assembly methods. Reference-based assembly strategy involves several steps: first, short reads were aligned to the reference genome using a splice-aware aligner, such as TopHat [27] , BWA [13] , etc; second, overlap reads were locally assembled into continuous sequences (contigs); third, transcript isoforms were inferenced using graph traversal algorithms; finally, transcript isoforms were counted to quantify their expressions. Cufflinks [28] was one of the first reference-based transcriptome assemblers. Along with general propose short reads aligner Bowtie [29] and RNA-seq reads aligner TopHat [27] , Bowtie-TopHat-Cufflinks pipeline [30] became widely used for differential gene and transcript expression analysis of RNA-seq experiments, which also demonstrated the power of assembling omics informatic tools into a pipeline for complex data analyses.
When a reference genome assembly is not available, de novo assembly is required. De Bruijn graph is widely used in de novo transcriptome assembly algorithms. First a de Bruijn graph is built from RNA-seq short reads. The graph is then collapsed so that adjacent nodes are merged together. Different isoforms are generated from multiple possible traversal of the graph. The count of shorts reads aligned to each isoforms are used to quantify isoform expressions. Some genome assemblers can also be used for transcriptome assembly, such as ABySS [21] and SOAPdenovo [22] . Based on ABySS [21] , Trans-ABySS [31] was proposed as an efficient de novo shortread transcriptome assembly and analysis pipeline that can achieve high sensitivity and specificity relative to referencebased assembly methods. Trinity [32] is the first de novo transcriptome assembler that does not rely on genome assemblers and can recover full-length transcripts across a broad range of expression levels in the absence of a reference genome. Oases [33] combined the advances of Velvet [20] , Trans-ABySS [31] and Trinity [32] , and can assemble RNA-seq reads across a broad spectrum of expression values and in presence of alternative isoforms. As a great example, Oases [33] also demonstrated the power of efficient merging of multiple assemblies. Besides, when a reference genome assembly is available, combining alignment and assembly into a multiple-step framework could potentially improve the accuracy of transcriptome assembly and quantification [4] .
Sequence Alignment
Sequence alignment has a number of applications. Most high-throughput sequencing data analyses need to perform sequence alignment first if a reference genome is available. For example, read mapping is usually the initial processing procedure for DNA-seq, RNA-seq, ChIP-seq, and other omic data analyses.
A number of efficient sequence alignment algorithms have been developed during the past decade. BWA [13] and SOAP2 [34] were among the earliest BWT-based aligners designed to map next-generation sequencing reads. Other BWT-based sequence aligners include Bowtie2 [29] and Stampy [35] . To speed up the computing, Bowtie2 [29] combines full-text minute indexing and hardware-accelerated dynamic programming techniques. To achieve both high speed and sensitivity, Stampy [35] employed a hybrid mapping strategy that exploits a hash table structure and linear-time Smith-Waterman aligner for high speed, and a Bayesian error model to achieve high accuracy. Stampy [35] uses BWA to achieve high speed in initial alignment and uses hash techniques to fine tune alignment, which is a good example of building new tools by combining advances from multiple established techniques.
Hash-based algorithms either hash the reads (e.g., MAQ [36] is one of earliest shotgun sequence aligners) or hash the reference genome (e.g., Novoalign, a commercial aligner, http://www.novocraft.com/products/ novoalign/). Other hash-based aligners include BFAST [37] , which supports parallel and multi-threaded computation. To balance speed and sensitivity, SHRiMP [38] used hashing techniques and a statistical model to map short reads to a genome accurately even in the presence of a large amount of polymorphism.
Currently there are multiple sequencing platforms in the market. However, most aligners focus on mapping the short reads generated from Illumina platforms (which currently dominate the markets), and cannot map reads well from other sequencing platforms. MOSAIK [39] is a recent hashbased sequence aligner that can map reads from both secondgeneration sequencing platforms including Illumina, Applied Biosystems SOLiD, Roche 454, Ion Torrent, and third-generation sequencing platform Pacific BioSciences SMRT. Sequence alignment algorithms for third-generation sequencing data is in active development. Illumina shortread data can be combined with SMRT long reads for error correction and phasing both single-nucleotide variants and SVs [40] . Recently, Jain et al. [41] presented an improved read mapping and variant discovery method for MinION nanopore sequencer based on machine learning techniques. We expect more aligners based on advanced machine learning techniques to be developed especially for third-generation sequencing data in the near future. Besides abovementioned widely used algorithms, there are many other sequence aligners available (a more complete list: https://en.wikipedia. org/wiki/List_of_sequence_alignment_software). For a more detailed discussion about classical sequence alignment algorithms, we recommend review articles [5] , [7] .
Use Cases: Variant Discovery Workflow for Whole-Genome Sequencing Data
Variant discovery is one of most laborious steps for initially processing genomic data. In this section, we will first go through a variant discovery best practice pipeline step by step, as shown in Fig. 5 . The pipeline described below is majorly based on GATK best practice workflow for DNA-seq data analysis with a reference genome. Then we will discuss new trends in variant discovery beyond reference genome.
Variant Discovery Based on a Reference Genome
Quality control. The raw data generated from NGS platforms are usually billions of short reads, which are usually stored in FASTQ format, the de facto raw reads data format with base calling and quality scores which may not be accurate.
Further calibration using statistical and machine learning methods incorporating other contextual information are performed by many data analysis pipelines including Genome Analysis Toolkit (GATK) [42] , [43] . Billions of raw reads in FASTQ format do not directly provide useful information. After obtaining the short reads, the quality of the short reads needs to be assessed. Quality control process involves multiple interactive steps. First, it is always necessary to obtain summary quality statistics for the reads and reviewing diagnostic graphs. FASTQC (http://www.bioinformatics.bbsrc.ac.uk/projects/fastqc/) is widely used to assess read quality, which will generate a report in HTML format. Genetic contaminants (such as primers, vectors, adaptors) and low-quality reads present in the raw data must be trimmed and filtered out before alignment. Tools such as Cutadapt (https://code.google.com/p/ cutadapt/) can screen out adapters and trim and filter lowquality reads. This trimming and filtering process should be coupled with reassessment of summary quality statistics and diagnostic graphs in order to decide whether the data is good enough for downstream processing.
Sequence alignment and/or assembly. Once the cleaned short reads are generated, they need to be aligned to a reference genome, if such a reference genome is available. De novo assembly is also possible, though it is very computationally intensive and error-prone if the reads are short. However, recent technology such as Single-Molecule Real-Time sequencing can generate much longer reads, which are useful for de novo assembly.
Sequence alignment algorithms introduced in Section 3.2, such as BWA [13] , Stampy [35] , etc., can be used here. Alignment itself can be erroneous, which can affect the accuracy of downstream genotype calling and variant discovery.
Mark duplicates and sort. Once initial alignment (usually in Sequence Alignment Map (SAM) format) were generated, duplicate aligned reads should be marked since multiple short reads could map to the same place. For DNA-seq, we do not need to count the reads to measure the expression levels as often required in RNA-seq. Samblaster [44] and Picard (http://broadinstitute.github.io/picard/) are typical handy tools for marking duplicates. In order to achieve high efficiency, Samtools [45] and Picard can be used to convert a SAM file to a sorted and indexed BAM (compressed binary form of SAM format) file.
Assess alignment. After aligned reads (a BAM file) are available, it is better to assess alignment quality. Integrative Genomic Viewer [46] (IGV) is a handy tool for interactively exploring the alignment against the reference genome and assessing the alignment quality.
Genotyping and variant discovery. Once analysis-ready alignment (a SAM/BAM file) is generated, the next step is variant calling and genotyping. Most aligners assign a quality score for each alignment. When sequence depth is large, simple cutoff rule based on alignment quality score can be implemented to directly infer genotypes and SNPs. However, when only low or moderate sequence depth is available, it is not proper to use simple cutoff rules. Probabilistic frameworks are widely used to infer genotypes and SNPs. These probabilistic frameworks usually use Bayesian frameworks, and thus need to calculate the posterior genotype probabilities, while the prior of genotype and SNPs can be obtained through external databases such as dbSNP (http://www.ncbi.nlm.nih.gov/SNP/).
There are many popular variant discovery tools available, such as Genome Analysis Toolkit [42] , [43] , Freebayes [47] , and Samtools [45] . Both GATK HaplotypeCaller and Freebayes are haplotype callers, which call variants based on the reads aligned to a genomic region to find the most likely combinations of genotypes at each reference position. Freebayes [47] employs a Bayesian approach to call SNPs, indels, and more complex variations, which can incorporate prior knowledge (such as known variants in a population) into the caller. Both GATK and Freebayes consist of a step of realigning indels to reduce the inconsistency between reads. GATK also has a base recalibration procedure that adjusts base quality score for downstream analysis. More recent Haplotype callers include statistically aided, longread haplotyping (SLRH) [48] that incorporates partially phased information into a statistical algorithm to achieve even higher accuracy.
Variant filtering. After initial variant calling is done, filtering low confidence variants based on multiple criteria is necessary. Vcffilter (https://github.com/ekg/freebayes) and bcftools (http://www.htslib.org/) are useful tools for filtering variants. Since GATK variant caller (HaplotypeCaller) has high sensitivity in calling variants, in order to reduce false positives, GATK pipeline incorporates variant quality score recalibration (VQSR) [43] which uses machine learning methods to assign each variant a well-calibrated probability. However, machine learning techniques need a large training set of true variants, and if it is not available, hard filtering might be an alternative.
Genotype refinement. Once variant sites are identified and genotypes are assigned to each site, genotype refinement by phasing and imputation is necessary. GATK provides tools for phasing. More advanced phasing techniques include statistically aided, long-read haplotyping (SLRH) [48] . BEA-GLE [49] and MaCH [50] are widely used for genotype imputation. For large-scale genetic studies, multiple samples were sequenced. GATK provides multi-sample joint analysis workflow that is scalable and can leverage population-wide information.
Functional annotation. Once variant calling (usually stored in a Variant Call Format file) is finished, we need further annotate the variants to assess their biological relevance. It is useful to compare the variants with the existing variant database such as dbSNP (http://www.ncbi.nlm.nih.gov/ SNP/), and to assess novel variants with other information sources. There are many useful tools available. For example, Bcftools (http://www.htslib.org/) can be used to associate VCF file with dbSNP. Snpeff [51] can be used to assess the impact of variants, etc.
Variant prioritization and disease gene hunting. Classifying variants into different categories based on established databases such as dbSNP, associating genotype information, such as genotype, depth and quality, with phenotype information, can facilitate variant prioritization and disease gene hunting, which requires much more sophisticated techniques including many statistical and machine learning methods.
Frameworks such as Genome Mining (GEMINI) [52] can be used to interactively explore variants in the context of genome annotation and to prioritize variants. GEMINI also has some built-in tools that can incorporate external information such as pedigree structure to infer disease genes.
Variant Discovery beyond Reference Genome
Besides aligning short reads to a reference genome, there are new ways of initially processing DNA-seq data, as shown in Fig. 6 .
Align to a single reference genome. There are many ways to process high-throughput sequencing data generated from NGS platforms. The first wave of strategies focus on aligning billions of short reads onto a single reference genome. Initially these algorithms such as BWA [13] , Stampy [35] , etc., do not consider variations in the reference genome. Later new algorithms were developed for variant calling that incorporate known variant information. Freebayes [47] and Platypus [42] can achieve high sensitivity and specificity by incorporating variant information into a genome inference model.
Genome inference based on population reference genome. Mapping next-generation sequencing data to a single diploid sequence is coming to an end with abundant variant information accumulated during the last decade. 1,000 Genomes Project, International HapMap Project, etc., have provided population-scale genetic variant information. More recent population-scale genome sequencing projects such as Iceland [53] have revealed population genetic structure. All these advancements require new algorithms that can infer genomic variations based on multiple or even populationscale reference genomes [54] . For example, recently Dilthey et al. [55] improved the accuracy of genome inference based on population reference genome, which combines multiple reference sequences and catalogs of variation.
De novo assembly. compared with sequence alignment, sequence assembly for DNA-seq and RNA-seq based on short reads raises great computational challenges. However, de novo assembly strategies do have advantages to detecting highly divergent variants from reference genome. With the availability of high performance computing and efficient algorithmic design, de novo genome assembly may gain more popularity in detecting genetic variations. For example, Cortex [23] was developed as the first de novo assembler being able to assemble multiple eukaryotic genomes simultaneously based on colored de Bruijn graph. By applying to Cortex to data from the 1,000 Genomes Project, Iqbal et al. [23] discovered more than 3 Mb of sequence absent from the human reference genome.
Due to the fact reference genomes are not completely accurate and genetic variations are common between individuals in a population, complete de novo genome assembly is required to fully characterize genetic variation [18] . Great efforts have been made to polish existing genome assemblies. However, researchers are still struggling to find better ways to assess and improve de novo genome assemblies [56] .
New direction. Genome inference algorithms based on population reference genome and incorporating known variant information and population-level genetic structural information are in pressing need. There are still several challenges to be addressed, for example, how to represent multiple reference genomes and the variant information in a data structure of population reference genome efficiently, how to design novel algorithms that can perform genomic inference based on population reference graph with variant information effectively and efficiently, etc.
Reference-free de novo assembly algorithms are very appealing since they can recover complex variations. Recently, Cao et al. [57] developed an algorithms that can de novo assemble haplotype-resolved human genome free of reference biases. The maturation of third-generation long reads sequencing is making de novo assembly more appealing. Developing new methods specifically for third-generation sequencing data could be the next wave for genome inference.
Besides the widely-used and cutting-edge tools mentioned above, there are many other alternatives, and some of them may have better performance when combined with other tools into a pipeline. The downstream analysis is much more complex and should be catered for study design and experimental protocols.
Downstream Analysis
While upstream analyses extract signals from raw omic data, downstream analyses focus on interpreting these signals in biological, biomedical, and clinical contexts. For instance, genetic variants were identified that influence transcription factor and cell signaling protein levels [58] , and that are potentially disease-causing [59] , [60] , [61] , using GWAS, statistical analyses, network approaches and other downstream analyses coupled with novel experimental designs. While there are best practice pipelines for upstream analyses such as variant discovery, to the best of our knowledge, no universal recipe exists that can automate knowledge discovery in downstream analyses, which often requires interpretations and interventions (such as choosing appropriate methods to test new hypotheses generated in the experimental and analytical processes) from domain experts.
However, many downstream analyses do share some common themes, such as identify disease-causing genes and variants, pathway and network analysis, etc. In this section, we give a brief overview on causal variants identification, pathway analysis, and integrative analysis. Many other tasks such as gene annotation, deciphering gene regulation mechanisms (epigenetics), etc., are beyond the scope of this paper and deserve separate reviews.
Principles of Prioritizing Causal Variants
One core element of most prioritization algorithms is to integrate multi-level of evidences using various methods [62] , [63] . Rigorous and comprehensive validation including experimental replication is needed to claim causality [63] .
Combination of complementary methods. After variant calling algorithms generate a list of candidate variants, the next step is to filter and refine variant callsets as described in GATK best practice pipeline. Different variant discovery algorithms might generate different variant callsets. High confidence variants can be derived from consensus among the outputs of multiple algorithms. Sophisticated ensemble learning may not work better than simple majority voting due to lack of sufficient large training sets [64] . Using combination of complementary methods, Tamborero et al. [64] identified a more reliable list of cancer driver genes.
Incorporate external databases. Existing databases and resources, including dbSNP (http://www.ncbi.nlm.nih.gov/ SNP/), clinicalVar (http://www.ncbi.nlm.nih.gov/clinvar/), OMIM (http://www.ncbi.nlm.nih.gov/omim), Cancer Gene Consensus (http://cancer.sanger.ac.uk/census/), various pathway databases, etc., can be incorporated into a statistical framework for variant prioritization, gene function inference, and in silico validation of new findings. Many software packages have been developed using existing databases to annotate variants, including SNPeff [51] , ANNOVAR [65] , etc.
Pathway Analysis
Complex diseases often involve the disruption of molecular pathways. Pathway and network analysis plays a crucial role in elucidating disease mechanisms [66] . The source of pathways includes Kyoto Encyclopedia of Genes and Genomes (KEGG, http://www.genome.jp/kegg/), Gene Ontology (http://geneontology.org/), STRING (http:// string-db.org/), Reactome (http://www.reactome.org/), WikiPathways (http://www.wikipathways.org/index. php/WikiPathways), etc. Many pathway databases contain manually curated pathways in numerous biological processes and most electronic annotations of human genes. Other information sources, such as Molecular Signatures Databases (MSigDB), Nature Pathway Interaction Databases, etc., have been used to compile candidate pathways with expert knowledge.
Khatri et al. [67] summarized the evolution of pathway analysis methods and classified them into three categories: over-representing analysis (ORA) approaches measure statistical significance of the fraction of genes in a particular pathway among all differentially expressed genes; functional class scoring (FCS) methods aggregate gene-level statistics into pathway-level statistics which can effectively detect weaker but coordinated changes in sets of functional related genes; similar to FCS approaches, pathway topology (PT)-based approaches further take gene interactions into consideration when calculating gene-level statistics. Recently pathway analysis has been extensively used in cancer genomics. Major types of pathway and network analysis of cancer genomes [66] include fixed-gene set enrichment analysis, de novo network construction clustering, and network-based modeling. For more detailed discussion on pathway analysis, we recommend review articles [66] , [67] .
Integrative Analysis
Downstream analyses usually involve integrative analyses on multiple related omic datasets using various statistical and machine learning techniques. Typical multi-omic integrative analyses usually follow the following paradigm: First, single-omic data analyses need be performed to extract useful signals from raw data, such as genetic variants, relative abundance of transcripts, etc. Then these signals were further refined by combining multiple types of signals together and incorporating external databases and knowledge repositories using various statistical or machine learning frameworks, such as probabilistic graphical models, Bayesian integration, etc. This step is crucial to significantly reduce the hypothesis space to a level that is feasible for experimental validation.
Integrative analyses often consist of multiple sequential processing steps. The preliminary analysis result of one data set could be input for further analysis. By sequentially filtering out the result, one can substantially reduce the hypothesis space. A typical method based on multiple concerted disruption analysis [68] integrates gene expression data, DNA copy number, DNA methylation and allelic status, and can be roughly broken down into several sequential steps. First, identify a set of the most frequently differentially expressed genes using a pre-defined frequency threshold. Then, associate the most frequently differentially expressed genes from step one with DNA copy number, DNA methylation and allelic status, and keep those genes having concerted change in all dimensions. Similar methods such as CNAmet [69] identify genes that show simultaneous methylation, copy number and expression alterations and provide open source R packages. Besides, Bayesian integration and other probabilistic graphical models provide a natural way to incorporate multiple information sources [70] , [71] , [72] .
Case study. The Cancer Genome Atlas Research Network (TCGA) has performed comprehensive, integrative genomic analyses on dozens of cancer types (for a complete publication list: http://cancergenome.nih.gov/publications). Genomic data from hundreds of samples using multiple genomic platforms were collected, including whole exome/genome sequencing data, DNA methylation, copy number variation, mRNA/miRNA/total RNA sequencing data, protein expression, etc. One of the major goals is to identify molecular subtypes using integrative analysis.
The first step is usually to perform unsupervised clustering of molecular data derived from multiple independent platforms based on gene expression, DNA methylation, DNA copy number, microRNA expression, etc. The second step is to perform a second-level Cluster of Cluster (CoC) Analysis [73] based on the cluster group assignments from several individual platforms. The CoC cluster assignment may have a stronger correlation with clinical outcomes than individual cluster assignments based on a single molecular type [73] .
Alternatively, integrative clustering based on latent factor models, such as iCluster [74] , maps multidimensional data space onto a lower dimensional latent subspace which represents the underlying cancer driving factors, and provides a unified framework for clustering, data integration and feature selection.
For cancer genomes, mutational landscapes were stratified and characterized based on molecular classification. Singling network and other molecular pathways were examined using pathway analysis [66] . Transcriptional and translational patterns of tumor-mutated alleles can be characterized by correlation analysis of data from whole-exome sequencing, RNA-seq, and proteome profiling [75] .
Clinical characteristics and outcomes associated with molecular subtypes and genetic markers based on integrative genomic analysis were also included in the final analysis to evaluate the performance of multi-omic integrative approaches. These comprehensive molecular characterization and integrative analyses of dozens of cancer types also lead to Pan-Cancer analysis project [76] .
INTEGRATED WORKFLOW MANAGEMENT SYSTEMS
Omics data analyses involve multiple tasks and steps. In order to reduce human workload and streamline the analyses, we need software frameworks that can pipeline and automatically execute all these procedures. Fortunately, we have seen such a trend of integrating scattered bioinformatics tools to workflow management systems. In the following section, we introduce various workflow management systems from simple software toolkits to complex multi-omic integrated platforms.
Three Levels of Workflow Management Systems
Task-Specific Software Toolkits
Multiple levels of software integration exist in workflow management systems. The simplest workflow management systems are software toolkits that include a wide range of related software tools for a specific task such as variant discovery. Table 3 is a list of such software toolkits. Picard (http://broadinstitute.github.io/picard/) consists of a set of Java command line tools that can interact with high-throughput sequencing data and formats such as SAM/VCF files. Samtools [77] is a statistical framework for variant calling. Now it has been developed into a suite of programs (http://www.htslib.org/) that interact with highthroughput sequencing data: Samtools can process SAM/ BAM/CRAM format; BCFtools can process BCF2/VCF/ gVCF format and call variants; HTSlib is an efficient C library for reading/writing HTS data. GATK [22] , [78] is one of the most widely used variant discovery toolkit that integrates multiple useful tools for variant discovery and genotyping. Crossbow [79] combines the aligner Bowtie [80] and the SNP caller SOAPsnp [81] into a seamless pipeline and can be executed in Hadoop clusters. SNPTools [82] is a variant analysis pipeline that streamlines variant sites discovery, genotype likelihood estimation, and haplotype inference for low-coverage population sequencing data. HugeSeq [83] integrates BWA [13] , SAMtools [77] , GATK [22] , [78] , VCFtools [84] , BEDtools [85] , ANNOVAR [65] , and many other tools into an efficient pipeline based on MapReduce framework for detecting and annotating genetic variations. Churchill [86] is a recently developed highly scalable and efficient variant discovery software platform for clinical and population-scale genomics. Churchill implemented a deterministic parallelization strategy that enables balanced load-division of entire workflow analysis and improves computational efficiency. Instead of focusing on one task, many software toolkits can process multiple omic data. For example, Samtools [77] can process multiple types of high-throughput data. GATK [22] , [78] contains both DNA-seq and RNA-seq data analysis pipelines, etc.
However, Picard, Samtools, GATK and many other software toolkits require users to execute commands step by step without being able to automate the whole data analysis process, though they do offer good documentations and best practice pipelines. By contrast, Crossbow, SNPTools, HugeSeq, Churchill and many other software frameworks have been developed to fully automate the computational pipelines. However, the pipelines in these frameworks are predefined. Besides, most of these software pipelines only focus on a specific task, such as variant discovery, and cannot facilitate integrative analyses.
Configurable Workflow Management Systems
To make things easier for users, there are workflow management systems that not only can streamline the data processing procedure but also allow users to modify pipelines through configuration file and create new pipelines. These are referred to as configurable workflow management systems. Table 4 is a list of such configurable workflow management systems.
Bcbio-nextgen (https://github.com/chapmanb/bcbionextgen) is a python toolkit that not only provides scalable, reproducible best practice pipelines for analyzing highthroughput sequencing data, but also supports configurable pipelines and automatic validation. Users only need to write a configuration file that specifies input and analysis parameters, bcbio-nextgen can then automatically execute the whole pipeline with distributed computation. Other examples include Ruffus [87] , a lightweight scalable python library for creating and executing computational pipelines, and Bpipe [88] , which not only provides a platform for defining and executing bioinformatics pipelines, but also supports easy parallelism and restarting jobs.
Snakemake [89] is a workflow engine that can create complicated workflows using a domain-specific specification language. Snakemake can also interoperate with other tools through well-defined input/output file formats. NGSANE [90] is a Linux-based framework supporting high-performance computing for analyzing highthroughput data. It is lightweight, easy to modify, and supports checkpoint recovery. COSMOS [91] is a python library for next-generation sequencing data analysis workflow management. It provides a user interface to monitor job status and supports distributed resource management. All the above software frameworks enable easy configuration, creation and execution of pipelines. Most of them are scalable and support parallel and distributed computing. Though these software frameworks may be sufficient to perform some computational intensive omic data analysis, most of them are not comprehensive enough to facilitate multi-omic integrative analyses.
Integrated Workflow Management Platforms
More advanced integrated workflow management platforms can interact with multi-omic data, assemble a wide range of tools, and let users define complicated workflows for multi-omic integrative analyses. Table 5 lists a few such integrated workflow management systems. Omics Pipe [92] is an open-source, modular computational framework that streamlines multi-omics data analysis in the cloud. Omics Pipe supports multiple best practice pipelines for RNA-seq, DNA-seq, etc., and includes the functionality to interact with TCGA datasets.
Taverna [93] is an open-source workflow management system that provides a suite of tools to design and execute multiple workflows and aid in in-silico experimentation and validation. Taverna has great community support and has access to 3,500+ resources. It also offers multiple options for users to choose from including workbench, server, player, command line, and Taverna online.
Galaxy [94] is one of most widely used, open, web-based platform for data intensive biomedical research. Galaxy supports reproducible research and facilitates multi-omics analysis [95] . It can be used with public servers or instantiated on private clusters. Galaxy has implemented a userfriendly interface. Users can define and modify their workflows graphically.
GenePattern [96] is a platform for reproducible biomedical research developed by Broad Institute. GenePattern provides best practice pipelines and a simple user interface for genomic data analysis. GenePattern can perform many tasks including RNA-seq-based and arraybased gene expression analysis, variant and copy number analysis, proteomic analysis, and flow cytometry data analysis.
GenomeSpace (http://www.genomespace.org) is a cloud-based interoperable framework for integrative genomics. GenomeSpace integrates a diverse of bioinformatics tools and provides a user friendly interface. A distinct characteristic of GenomeSpace is that it integrates multiple frameworks but does not perform analyses itself, instead it relies on its member tools to perform the computation. It is the seamless integration and easy assembly of a great variety of tools that facilitates multi-omic integrative analysis.
Galaxy, Taverna, and GenomeSpace currently have great community support and are constantly being improved. As multi-omic integrative analysis is in pressing need, these platforms will be even more appreciated by biomedical researchers. Omic data analysis requires highperformance computing. Most of the above pipeline and workflow systems can be instantiated in the cloud or provide web-based services.
In addition to open and free platforms for omic data analysis, there are also commercial solutions. For example, BaseSpace (https://basespace.illumina.com) is Illumina genomic cloud computing platform using AWS. BaseSpace provides user-friendly interface and integrates a broad range of library tools. NextBio Research (https://www.nextbio.com/) is another integrative genomic data analysis platform owned by Illumina. It can help aid in gene function studies, drug and disease mechanisms, cross-species analysis, etc. Google Genomics (https://cloud.google.com/genomics/) is a cloud computing platform for genomics based on Google cloud platform. It has great scalability and works with open and interoperable standards. 
Key Components of Workflow Management Systems
There are several key components of omic data analysis workflow management systems, as shown in Fig. 7 .
Basic Functionalities: Assembling Tools into a Configurable Pipeline or Workflow with a UserFriendly Interface
First, a workflow management platform should be able to assemble multiple tools into a pipeline. Each tool may be able to interact with different file formats, and has specific functionalities. The best practice workflows such as GATK best practice pipelines for DNA-seq and RNA-seq should be easily configured or set as default workflows. Users can easily modify existing workflows and define their own workflows for their specific proposes. A user-friendly interface is usually appreciated. Though graphical user interfaces are not mandatory, a good user manual and a low learning curve to use the platform is necessary. Moreover, it is more convenient to have interactive elements in the platform so that users can see the results of each step. Result summary and visualization could also be useful components.
Four Key Characteristics: Scalability,
Extendibility, Interoperability, and Reproducibility
Second, a good workflow management system must ensure scalability, extendibility, interoperability and reproducibility. High-throughput sequencing data are big and thus require efficient and scalable computational solutions. High-performance computing such as cluster and cloud computing have already been utilized for processing HTS data. Newly developed tools must be able to interact with cloud and adopt parallel and distributed computing platforms. Extendibility must also be ensured. As new software tools keep emerging, workflow management platforms should be able to adopt new tools and deprecate/archive obsolete tools. Since most software tools are constantly been updated, software version control is also important in workflow management systems for reproducible research.
Interoperability is the ability to communicate and exchange data and information among different software applications. This is important for individual software tools.
We are glad to see that many workflow management systems are also adopting this developing principle. For example, Galaxy can interact with GenePattern, Taverna can interoperate with Galaxy, etc.
Reproducibility is crucial in biomedical research. A workflow management system must be able to allow users to reproduce their results with ease. The data, software (including version information), and parameter setting in a workflow must be specified, because all these information must be available for users to reproduce their results. One good example is Galaxy, which enables users to run their jobs again by just clicking a button.
Future Development: Intelligent Workflow Management Systems with Systematic Evaluation and Optimization Engine for Novel Knowledge Discovery
Existing workflow management systems have implemented basic functionalities and achieved scalability, extendibility, interoperability and reproducibility to some extent. However, most existing WMSs do not have an optimization engine that can evaluate multiple pipelines and optimize the workflows automatically. It is expected that future intelligent workflow management systems should be able to systematically evaluate multiple pipelines and automatically discover optimal or approximately optimal pipelines. Developing such evaluation and optimization components is in pressing need. It is very challenging to evaluate multiple complex workflows. Each of them may contain multiple parameters and requires intensive computation. Automatic tuning parameters should be an appealing feature. For example, Nestly [97] is a python package for running software with nested combinations of parameters and can automatically enumerate all possible parameters, but this can only be done for simple software tools with very few parameters. Future intelligent workflow management systems may contain many complicated pipelines. Bruteforce enumeration of all possible parameters is simply computationally infeasible.
The ultimate goal of future intelligent workflow management systems is to speed up knowledge discovery, which is usually an interactive process. In addition to utilizing computational power, human guidance can also be included as an element of knowledge discovery process. Combining human intuition and machine intelligence and facilitating human-machine interaction and cooperation might also be the next frontier of developing new workflow management systems for multi-omic data analysis.
SYSTEMATIC EVALUATION OF OMICS INFORMATIC TOOLS
As a vast number of omics informatics tools are available, systematic evaluation and benchmarking are necessary to guide bench scientists to choose appropriate software tools for their own research. However, not much work has been done in this area due to lack of gold datasets and standard evaluation metrics. High costs of experimental procedures and computational resources are also prohibiting large-scale experimental validations and in-silico evaluations. As shown in Fig. 8 , there are several evaluation strategies for omics informatics tools. If corresponding experimental data generation mechanisms are known, in-silico simulation and validation can be easily performed. However, experimental validation based on data generated from multiple experimental platforms might be more reliable since computer simulations may not be able to take all aspects of an experiment into consideration. Both direct experimental validation and in-silico simulation need to compare the results generated by the algorithms to be assessed and the ground truth based standard assessment metrics. Indirect validation based on independently derived related information sources can be more complex, since we need more complex metrics to measure the consistency and compatibility between the results generated by the algorithms and independently derived heterogeneous information sources.
As the number of omics informatics tools keeps increasing, it is almost infeasible to systematically evaluate them by a single research group. Fortunately, crowd-sourcing based on competition platforms such as DREAM challenge platform (http://dreamchallenges.org/) have demonstrated its power in assessing and discovering novel omics informatics tools.
In this section, we will discuss some recent work in systematic evaluation of certain types of omics informatics tools for upstream data analysis such as sequence alignment and assembly, variant discovery and genotyping, etc. The challenges of systematic evaluation and validation including those for more complicated downstream analysis are also briefly outlined below.
In-Silico Simulation-Based Evaluation
If we know exactly how data were generated from experimental methods and the distribution and various characteristics of the data, we can use in-silico simulation to generate synthetic datasets. We first hold out the ground truth and feed the simulated data to our algorithms, and then compare the results generated by these algorithms with ground truth using multiple evaluation metrics. Choosing standard, comprehensive metrics is of great importance. It is often the case that some algorithms may outperform in one area, but perform not so well in other areas. For example, Engstr€ om et al. [6] evaluated 26 mapping protocols for RNA-seq data and found major difference between methods on a variety of metrics. Giannoulatou et al. [98] applied a software testing technique-metamorphic testing-to evaluate three widely used short reads aligners based on simulated data and a HapMap dataset and observed different alignment results based on different settings. The choice of appropriated software tools should be aligned with research goals, experimental protocols, and many other factors [3] , [4] .
There are a number of in-silico simulation-based evaluations for sequence alignment and assembly. For example, Ruffalo et al. [99] developed a computer simulation suite called SEAL to evaluate the accuracy and runtime of six NGS sequence aligners. Mundry et al. [100] used a simulation approach to evaluate several assembly software specifically for 454 RNA-seq data, while Vijay et al. [101] developed a simulation approach to comprehensively assess how transcriptome complexity, technological processing and bioinformatics workflow impact transcriptome quality as well as downstream differential gene expression analysis.
All these efforts help us catch a glimpse of the performance of various omics informatic tools. However, simulation-based approaches may suffer from some unknown biases, for example, the distribution of the synthetic data might not be the same as the real data from experimental techniques.
Benchmarking with Gold Datasets and Other Evaluation Strategies
While computer simulation is useful, benchmarking software tools with gold datasets generated directly from independent multiple experimental platforms may be more reliable. However, there is only very few such gold datasets due to high experimental costs. Since variant discovery is of great importance for downstream analyses, a lot of work has been focused on benchmarking variant callers. However, it is still challenging to assess the accuracy and completeness of variant calling due to lack of true variant calling sets. To address this immediate challenge, Zook et al. [102] integrated 14 data sets from five sequencing platforms, assessed seven read mappers and three variant callers, and generated a high-confidence reference genotype calls for NA12878 (from Genome in a Bottle Consortium, https://github.com/genome-in-a-bottle), which has soon been widely used for benchmarking variant callers including newly developed ones.
The common practice of comparing variant calls from the genome of interest to an established reference set of variant calls of the same sample may suffer from systematic biases since the reference set itself may not be 100 percent accurate and complete [103] . To rigorously assess the accuracy and completeness of variant calls, Weisenfeld et al. [103] created a complete reference set based on finished genomic sequence using multiple sequencing platforms. Based on this generated complete reference set, Weisenfeld et al. [103] found that some standard variant call sets missed 59 percent of variants in challenging genomic regions with low-complexity sequence or segmental duplications. To address these issues, DISCOVAR [103] was developed to address the low coverage issue of these challenging regions and achieved several fold increase of sensitivity in these challenging genomic regions.
While many previous comparative studies evaluated the concordance of different variant discovery tools on a relatively small scale, Yi et al. [104] performed a large-scale comparison of SNP calling tools based on a benchmark exome-seq dataset using high-throughput validation. The abovementioned evaluation methods are either based on simulated data or data directly generated from multiple experimental platforms. Another way to assess omics informatic tools is to compare their algorithmic results with independently derived related information sources, which are usually heterogeneous. For example, transcriptome data, genomes of closely-related organisms, etc., can be used to detect assembly errors of various genome assemblers, when the true genome assembly is not available [3] . However, it is hard to find effective evaluation metrics that can accurately measure the consistency and inconsistency between heterogeneous information sources.
Another promising evaluation strategy is based on crowdsourcing. Since it is very hard to systematically evaluate a large number of omic tools by a single research group, crowd wisdom can be utilized for benchmarking omics informatic tools. Besides, crowdsourcing may generate innovative methods which can achieve surprisingly good results. For example, Ewing et al. [105] combined tumor genome simulation and crowdsourcing to benchmark SNV detection using DREAM challenge platform (http://dreamchallenges.org/). Ewing et al. [105] also developed BAMSurgeon tool for simulating cancer genomes and generated three in silico tumors, which is a good example of combining simulation-based approach and crowdsourcing. It turned out that an ensemble pipelines outperforms all individual pipelines in detecting SNV in tumor [105] . This supports our claim that future intelligent workflow management systems should be able to automatically discover novel pipelines for knowledge discovery. This project also suggests crowdsourcing might be a useful strategy to benchmark many other omics informatics tools in the near future.
Challenges for Systematic Evaluation
There are still many challenges for systematic evaluation of omics informatics tools. Currently, only a number of algorithms for upstream analyses, such as sequence alignment and assembly, variant discovery, etc., have been assessed based on different evaluation metrics. However, there are many other omics informatics tasks, and it is almost infeasible to systematically compare all available software tools with the constraint of lack of gold datasets, high experimental validation and computational costs.
Besides, while there are some work on evaluating multiple algorithms on sequence alignment, assembly, and variant discovery, etc., it is even more challenging to evaluate data processing pipelines involving a combination of software tools. As we know, there are integrated platforms and best practice pipelines for variant discovery available. However, even the so-called best practice pipelines are based on expertise and experiences. No systematic evaluations have been done yet. It is hard to say whether they have already achieved optimal performance. Moreover, the upstream analyses for genomics usually end at genotyping and variant discovery. For downstream integrative analyses, there is no easy way for in-silico evaluation and validation. Since each project may collect its own data and target a specific problem, and the choice of bioinformatics software or analytical procedures are highly dependent of study design and experimental procedures. Thus most downstream analyses do not follow a standard pipeline, and research findings might be very different.
Besides, there is still no gold standard for knowledge discovery. Researchers should collect multiple independent evidences, and replicate the experiments to validate their findings, as show in Fig. 9 . Besides, different algorithms and analytical pipelines may generate different results. We suggest multiple tools and pipelines be used and researchers should carefully validate the results. The ultimate validation in biomedical and clinical research usually involves independent replication studies and/or clinical trials for translational studies. Reproducibility of the experimental data and all data analyses in a project is required for independent validation from other research teams.
CONCLUSION AND FUTURE PERSPECTIVES
Omics informatics is an emerging subfield of bioinformatics focusing on omic data analysis. With the pressing need to analyze massive omic data, we see two trends in developing omics informatics: on one hand, an increasing number of individual omics informatic tools keep being developed for specific omic data analysis tasks; on the other hand, integrated workflow management platforms are also emerging to streamline complex data analysis tasks and perform integrative analysis. In this paper, we have illustrated the landscape of omics informatics from scattered individual omics informatics tools to integrated multi-omic analytical platforms. We also sampled a number of widely used and cutting-edge omic tools for sequence alignment/assembly, and went through a typical variant discovery workflow step by step to give readers a fine-grained picture. Though great progress has been made in this fast-evolving and exciting area during the past decade, there are still many new challenges and opportunities.
Omics Informatics Tools in Urgent Need for Emerging Applications
Along with fast-evolving experimental techniques is the urgent needs for new informatics tools to analyze the data generated from third-generation sequencing platforms, single-cell omics [106] , etc. With the accumulation of petabytes of omic data, more efficient data storage, search, analysis and management systems should be developed. Compressive genomics [107] emerged to tackle the redundancy among and within genome sequences. For example, compression-accelerated BLAST and BLAT (CaBLAST and CaBLAT) [107] were developed to compress genome sequence and search based on compressed data, which reduce storage and improve computation efficiency. We expect new algorithms based on compressive genomics might be more appreciated in the future.
As new omics informatics tools keep emerging, we suggest all future omics informatics tools should endorse scalability, extendibility, interoperability and reproducibility. Software engineering technology should be more appreciated and integrated in omics informatics.
Intelligent Workflow Management Systems
Needed for Multi-Omic Integrative Analysis
Multi-omic integrative analysis is the current frontier in omics studies. However, currently there does not exist a unified integrative analysis framework. Most integrative analyses so far majorly focus on synthesizing results from the analyses based on several single-omic data. We expect there will be a new wave of developing data-driven integrative methods by directly integrating multi-omic data. Translational bioinformatics, which links multi-omic molecular data with clinical data, will also be one frontier of omics informatics. Almost all integrative analyses involve using multiple software tools. It is necessary to develop multi-omic integrative analysis platforms that support reproducibility. As mentioned in Section 4, it is in urgent need to develop an optimization engine that can automatically tune parameters and discover optimal pipelines for future intelligent workflow management systems, which should be able to relieve the informatics burden imposed on biomedical researchers by facilitating automatic knowledge discovery.
Systematic Software Evaluation and LargeScale Data Integration
With the increasing power of both software and hardware infrastructure, we expect more large-scale data integration to be performed. To creatively reuse, integrate and analyze data in a large scale with new computational methods may lead to novel findings. For example, Delaneau et al. [108] developed a method to integrate 1,000 Genome Project low-coverage sequence data and SNP microarray data and created an improved 1,000 Genome Project haplotype reference panel.
Instead of aligning short reads to a single reference genome, Dilthey et al. [55] developed a population reference graphbased genome inference method based on colored de Bruijn graph and existing tools for read mapping and variant calling. These new methods can be used to analyze the archived data, which could potentially lead to novel discoveries.
As new methods keep evolving, we expect a new wave of redefining many best practice pipelines for omic data analysis. Creatively assembling and integrating tools together as new pipelines may generate better results. However, much work still needs to be done in systematically evaluating the performance of a wide range of omics informatics tools, including both individual omic software tools and complicated workflows.
Last but not least, omics requires big data solutions [1] , [11] , [12] . High-performance computing such as cluster and cloud computing have already been utilized in omics study. In addition to effective and efficient algorithmic designs for data analyses, we also expect heterogeneous computing infrastructures [12] that can harness distributed, heterogeneous computing resources will be more appreciated for supporting omics informatics in the near future.
