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Abstract 
In recent years, Wireless LANs have been successfully integrated into a range of 
consumer electronic products. Thanks to new technologies and low cost radio devices, 
the trend is now toward high speed wireless transmissions and in many cases, WLANs 
are now about to replace traditional wired LANs. Providing services such as multimedia 
communications, video on demand and real-time live broadcast distributed onto TVs, 
PCs or PDAs is becoming a reality. 
The purpose of this thesis is to investigate a cross-layer analysis in order to provide 
reliable video transmission. The COFDM-based PHY layer of IEEE 802.11a/g at 2.4 
and 5.2GHz is examined together with the IEEE 802.11 MAC. Emphasis is placed on 
the poor MAC throughput efficiency and its asynchronous access using CSMA/CA and 
retransmission. The MAC generates variable delay at the application layer. The study 
has focused on the new H. 264 video coding standard which provides good compression 
efficiency, a suite of error resilience tools and a 'network friendly' approach. 
In order to reduce the strong reliance on the mandatory ARQ mechanism in the 
IEEE 802.11 MAC layer, enhancements to the PHY layer axe proposed, using combined 
Space-Time Block Codes and Reed Solomon Coding. PER improvements of up to 1OdB 
are demonstrated and the number of retransmissions is reduced. 
Video packetisation strategies are investigated in order to overcome the poor through- 
put efficiency of the IEEE 802.11 MAC without losing video quality. The proposed 
modifications to the legacy MAC allow the recovery of error-free NAL units in a cor- 
rupted MAC frame when several NAL units are mapped into one single MAC frame. 
Results are presented for the particular case of live broadcast transmission to several 
handheld devices and a gain of 3dB in PSNR is obtained for a PER or 3x 10-2. An 
interleaving cross-packet FEC is also studied and a gain of 6dB in PSNR is obtained 
with a coding rate of 0.875 and a depth of 8 packets for a PER of 10-2. 
In WLANs, traditional link adaptation algorithms use retransmission to optimise 
the error-free data throughput. These methods do not take into account the time 
bounded nature of the video data. In this thesis, a link adaptation algorithm based on 
video quality is presented. Rather than using the PSNR as a switching metric, the use of 
PER thresholds is investigated. Empirical simulations shows that the PER thresholds 
used for throughput-based algorithms are too high for low latency video applications. 
To maintain good video quality, lower thresholds are necessary and results show a gain 
of 7dB in PSNR. The influence of parameters such as the number of retransmissions, 
packet length, video bit rate, content and concealment techniques is discussed. 
Finally, real measurement data is collected with WLANs at 2.4GHz and 5.2GHz. 
Logged data is used to simulate video transmission and to investigate the influence of 
packet length on the received video quality. The acquired data is also used to stress 
the need for smart video packetisation strategies. Moreover, results show a gain of 5dB 
in PSNR when an appropriate link adaptation algorithm designed for time bounded 
video transmission is used. 
Je n'ai d4j, ý pas assez de temps pour tout faire. 
Alors comment voulez-vous que je fasse le reste? 
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1.1 Context of the research 
In recent years, portable computers, hand-held terminals, laptops, personal digital 
assistants (PDAs) and mobile phones have flourished in everyday life while mobile 
communications have experienced massive commercial growth [1]. Initially used as 
professional tools or reserved for privileged sectors of the population, with the advent 
of low-cost and reliable technologies, this equipment is now widely available to the 
entire population. Wireless solutions are rapidly replacing traditional wired systems. 
More specifically, Wireless Local Areas Networks (WLANs), providing wireless con- 
nectivity, were first installed into companies and corporate environments to enable the 
shaxing of information. The market is now targeting a wider population by offering 
ease of installation, connectivity, flexibility and mobility. WLANs are already deployed 
in some public places, such as shops and cafes, where customers can have wireless 
access to the Internet via laptops and PDAs. In addition to flexibility and connectiv- 
ity, the growing trend is toward faster and faster links. For the last decade, Wireless 
LANs standardised by the Institute of Electrical and Electronic Engineering (IEEE) at 
2.4GHz (802.11b [2] and 802.11g [3]) and at 5.2GHz (802.11a [4]) in USA, and WLANs 
standardised by ETSI-BRAN at 5.2GHz (Hiperlan/1 [51 and Hiperlan/2 [61) in Europe, 
have been at the centre of academic and commercial reseaxch. With new technologies 
such as Orthogonal Frequency Division Multiplexing (OFDM) at the physical layer 
(PHY), bit rates have increased up to 54 Mbits/s. The IEEE 802.11 Task Group N, 
which is still at the proposal stage, is now aiming at rates over 100 Mbits/s. Thanks 
to their mobility, these emerging networks, offering high speed wireless transmission, 
are now competing with traditional wired Ethernet LANs or optical links that offer 
100-150 Mbits/s [7]. 
Today, real-time video, interactivity and high definition are becoming the customer 
requirements in terms of multimedia services. Table 1.1 [7] shows an estimate of the 
bit rates required for various multimedia services. They typically require large band- 
widths, especially when high quality is needed. The peak bit rate is typically around 10 
Mbits/s for a single user when all the services are combined [7). Digital Versatile Disk 
(DVD) streams may however require up to 30 Mbits/s when functionality such as fast 
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forward is used. Previous wireless systems such as the Universal Mobile Telecommuni- 
cations System (UMTS) which supports 2 Mbits/s do not provide sufficient bandwidth 
to support such services. UMTS may however be sufficient for low bit rate multimedia 
with a low resolution. With fast links of up to 54 Mbits/s already offered by emerg- 
ing WLANs, real-time video transmission and interactive multimedia applications are 
about to become a wireless reality [8]. 
'able 1.1: Typical Application Bit rates lor Multimedia ýiervice 
Services Requirements Bit rate 
Voice/Audio Low Delay 8- 256 kbits/s 
Digital/Audio Low Error 0.1 - 10 Mbits/s 
Video Telephony (H. 263) Low Error 64 - 384 kbits/s 
Motion Video (MPEG-2) Low Delay 1.5 - 10 Mbits/s 
HDTV Low Delay up to 20Mbits/s 
1.2 Existing research 
Video transmission has been the focus of much research in recent years and technologies 
supporting such transmission are now widely available. Wired systems were first inves- 
tigated, especially with the deployment of IP-based (Internet Protocol) [9] networks. 
Many resilient encoding and robust transmission techniques have been developed in 
order to overcome problems arising from a IP-based transmission on wired networks. 
In [101, the authors review video coding techniques and error resilient options for video 
streaming. Moreover, problems encountered during the video delivery axe presented 
and are related to bandwidth variation, delay and loss. Error resilient techniques of- 
fering robustness for video transmission over error-prone channels have been widely 
researched and developed in the literature [11,12,13,14]. Similarly, error concealment 
techniques using various features of the encoded video to recover missing macroblocks 
at the video decoder have been investigated [15,16]. Mitigating the effect of losses 
and networks bandwidth variations via adaptation techniques [17,18,19,20,21] have 
also been studied in great detail. In parallel, Wireless LANs in the IEEE 802.11 family 
have been studied at the Medium Access Control (MAC) level [22,23,24,251 as well 
as at the physical (PHY) level with Coded OFDM-based (COFDM) IEEE 802.11a [4] 
and IEEE 802.11g [3]. These earlier studies failed to acknowledge the nature of the 
transmitted data [26,27,28,29], with many treatments assuming that video is simply 
another form of data. 
For Internet-like transmission over a wired network, best effort methods axe tradi- 
tionally considered [30] for video streaming. However, more recently, with the advent of 
new wireless technologies, research has considered the streaming of video over wireless 
channels, taking into account the nature of the channel [31]. Digital Video Broad- 
casting Terrestrial (DVB-T [32]) and Digital Video Broadcasting for Handheld devices 
(DVB-H [33]) are now available for streaming video over wireless networks. Both use 
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a robust COFDM-based transmission. However, these systems only support broadcast 
transmission of Motion Picture Expert Group type 2 (MPEG-2) video and are connec- 
tion orientated. Moreover, they do not provide any flexibility and support mainly video 
services. Services such as high speed Internet access and distribution are not initially 
supported. 
Research groups have mainly focused on particular aspects of the wireless/video 
space and have rarely interacted with other domains. The Technical University of 
Berlin (TU-B) [30), Technical University of Munich (TU-M) [34] and the Heinrich 
Hertz Institute in Berlin [351 have been particularly active in the video coding area 
and especially the latest H. 264 video coding standard [36]. The Multimedia Wireless 
Networking group at the Seoul National University [22], the ComNets group at Aachen 
University in Germany (23], and the Philips Research group [37,38] have been inten- 
sively researching on the IEEE 802.11 Medium Access Control Layer (MAC) [39] and 
its latest enhancement, IEEE 802.11e, supporting Quality of Service [40]. Physical layer 
(PHY), and especially OFDM and various Multiple Input Multiple Output (MIMO) 
systems and signal processing techniques have been widely investigated by many re- 
search groups around the world. For example, the Mobile Communications department 
of EURECOM, France [41), the Centre for Wireless Communications at the Univer- 
sity of Oulu, Finland [42], the Wireless System lab at Stanford University, USA [431, 
are extensively researching the PHY transmission and signal processing fields, such as 
Space Time Block Codes, MIMO, Muth Carrier Code Division Multiple Access (MC- 
CDMA), channel estimation and equalisation. The University of Bristol, in the UK, 
is deeply involved in the area of the PHY layer, including OFDM, especially OFDM 
based WLANs [44], MIMO [45] and propagation [46,47]. Many European Union FP6 
projects axe investigating wireless physical layer solutions for radio transmission, such 
as the WINNER project (Wireless World Initiative New Radio), which aims to de- 
velop new concepts in radio access with improvements in data rate, latency, spectrum 
efficiency, and coverage. 
Few groups have however actively combined these areas. The TEMICS group of 
IRISA in France is focusing on joint source channel coding for video transmission over 
wireless channels. Adaptive multimedia transmission protocols are investigated at IN- 
RIA Sophia-Antipolis in France (48] with a network-centric point of view. The Mobile 
Communications Department of EURECOM in France has just started to investigate 
cross-layered WLAN optimisation [41,49] for multimedia transmission. The University 
of California, Davis USA [50], in collaboration with Philips Research, has actively par- 
ticipated in the integration of video over IEEE 802.11-based networks, and in particular 
the enhanced IEEE 802.1le version. The Technical University of Munich (TU-NI), with 
the latest research in H. 264, has been been involved in the development of 11.264 mut- 
limedia transmission over current and future cellular networks, such as 3G, UNITS or 
GSM [34]. Stanford University, USA, is investigating adaptive network oriented tech- 
niques to allocate resources [51,52]. Their research has also focused on channel-adaptive 
video streaming [531, in order to provide efficient, robust, scalable and low-latency video 
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transmission, via rate-distortion and packet scheduling with feedback information [541. 
Ongoing work at Stanford University also includes the transfer of information between 
layers to adapt various parameters [55], the incorporation of video packet loss due to 
routing and network congestion for a model of video streaming [56] 
The WINHOME (Wireless INnovation in the HOME) EU ESPRIT Project 25048 
(1998-2000) aimed to provide high quality interactive television (MPEG-2), Internet 
access, videophone communications (via existing satellite and cable Set-Top Boxes or 
other Multi-Media Server equipment), using a flexible home distribution platform based 
on HIPERLAN products [7,57]. The transmission of MPEG-2 video over Hiperlan/2 
has been studied in [58] with the use of error resilient video transcoding as a means 
of handling channel errors. The Open Infotainment Services In Radio Interconnected 
Systems (OSIRIS) project developed as part of the 3C Research program, UK, aims to 
develop novel technologies to provide a pervasive, scalable and resilient radio infrastruc- 
ture, thus allowing seamless access to multimedia services and content via WLAN [59). 
A key task of this project is the Quality of Service (QoS) provision for a wide range 
of wireless audio/visual multimedia applications. The Wireless Cameras and Audio- 
Visual SeAMIess Networking (WCAM) project developed by the Information Society 
of the European Commission (EU FP6 IST-2003-507204 [60] 2003-2005) is currently 
studying and a validating a system for audio-visual content delivery over a wireless, 
seamless and secured network. One aspect of this project is the distribution of secured 
multimedia over WLANs. The Wi-Fi Alliance [611 is currently developing a certification 
(Wi-Fi Multimedia (WMM) certification) [62] for QoS support for multimedia applica- 
tions over Wi-Fi. This is mainly assessing QoS issues such as traffic prioritisation and 
shared and scheduled access to the medium among different applications. 
Video streaming over WLANs has however yet to reach the same level of in-depth 
study as its wired or 3G/UMTS counterparts. In particulax, interactions and cooper- 
ations between the various layers has not yet been studied in depth. The 'Wireless' 
world and the 'Video' world have rarely been jointly investigated and an analysis carried 
across the layers needs to be performed in order to provide high quality and network 
efficient video transmission. 
1.3 Motivations of the research 
Technological advances now allow high capacity wireless data transmission with mobil- 
ity, large bandwidths and flexibility. Moreover, the vaxious peripherals deployed in a 
house (TVs, PCs, video and DVD players, laptops, PDAs, satellite and cable receivers) 
are nmý available at low prices. Installing a wireless LAN in such an environment would 
permit a seamless connection of these peripherals into one wireless multimedia network 
as shown in figure 1.1. 
Such WLAN systems are, of course, not only limited to home environment where 
peripherals are either interconnected via an access point or directly connected in an 
ad-hoc manner for the distribution of video and multimedia content. They can also be 









Figure 1.1: Structure of an indoor searnless connection via WLANs 
for applications where multimedia and interactivity are key requirements. The range 
of applications for such a design is very wide and includes: 
Distribution of real-time home video, broadcast, home multimedia and entertain- 
ment with a SetTop Box with high video quality 
9 Distribution of real-time video, broadcast, onto PDAs, PCs, laptops 
9 Video on demand and multimedia access: distribution of pre-encoded video to 
laptops, PCs, TV sets or PDAs, such as in hotel enviromnents 
" High speed Internet access and distribution around the house 
" Wireless video projectors 
" Wireless camcorders within a wireless surveillance networks 
" Wireless control of electronic devices such as DVD, VCR players or lights. 
" Audio mp3/wave playback 
For both personal use (private consumers) and public use (corporate environments), 
the demand for high quality real-time multimedia interactivity with mobility is real and 
strong. On the other hand, the technology of WLANs with Orthogonal Frequency Divi- 
sion Multiplex (OFDM) at 2.4 and 5.2GHz is reaching a point where it is now possible 
to answer these demands: mobility, flexibility, data throughput and capacity. All the 
ingredients are therefore present for the implementation of a high speed multimedia 
network using a new generation of Coded OFDM-based WLANs at 2.4 and 5.2GHz. 
Because of its very strong sensitivity to error and delay, one of the most challenging 
tasks when designing such a wireless system is real-time video transmission. 
In addition, as explained in section 1.2, most of the research to date has been 
carried out on a single layer basis, where each is studied on its own without knowledge 
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of the other layers. There is need for further research where layers inter-operate and 
coordinate their efforts to enhance the overall performance of the system. 
1.4 Research Approach 
Integrating multimedia services, and in particular real-time video transmission into a 
seamless wireless network raises many issues. Previous studies have mainly focused on 
enhancing specific components of the transmission, rather than considering the system 
as a whole. Applying the International Standards Organisation (ISO) reference model 
as shown in figure 1.2 [63], these issues can be addressed at each layer. Note that with 
the Open Systems Interconnection (OSI) environments, the three upper layers, namely 
Application, Presentation and Session are considered as being application-orientated 
and can be considered as a single entity [63]. Every layer in the stack of figure 1.2 uses its 
own mechanisms and parameters and these can be improved to enhance performance. 
However, implementing a system similar to the one depicted in figure 1.1 by simply 
concatenating layers (from the application to the physical layer) with already optimised 
and available devices and drivers would not lead to optimum system performance. Each 
of these parameters and mechanisms affect the overall performance of the system. For 
example, modifying one parameter at the application layer might affect the performance 
of another layer and. therefore the whole system. Similarly, modifying one parameter at 
the physical layer might affect the performance of other layers. Their influence should 
therefore not only be understood at each layer, but also at a system level. Since all 
these parameters and mechanisms are closely linked, it is not be convenient to address 
these issues on a single layer basis, but instead, the system should be understood as 
a whole. An analysis that covers all the layers is preferable, where each layer is not 
only understood separately but also interacts and cooperates with the other layers. 
Understanding a mechanism in a specific layer might be useful to select and design 
mechanisms at another layer. More specifically, layers may coordinate their effort 
and share information in order to provide the highest Quality of Service (QoS). In 
the context of this thesis, the received video quality at the application layer and the 
delay/jitter at the MAC layer are the key QoS parameters to optimise. This Cross-Layer 
approach is applied in this thesis in order to understand which parameters influence 

























Transport: Single Layer 
flow control, error Improvements 
control 
Network: Single Layer 
routing, addressing Improvements 
Link/MAC: Single Layer 
framing, error Improvements 
control 
PHY: Single Layer 
Transmission, Improvements 
network Interface 
Figure 1.2: ISO Reference Model 
1.5 Identification of key issues 
Since it requires very large bandwidths, video is compressed and encoded in order to 
facilitate storage and transmission. This compression is unfortunately lossy and the 
original video can not be recovered without some loss of quality. Moreover, because of 
the temporal and spatial prediction coding mechanisms, encoded video is very sensitive 
to errors. One way of combating errors is to implement a robust and error-resilient 
encoder that will minimise their effect. The way errors are concealed at the decoder is 
also critical. 
Even with resilient encoding and strong concealment techniques, the state of the 
link is still critical. Because of its wireless nature, the channel does not offer reliable 
performance. The PHY implements various components in order to combat channel 
errors. Once the quality of the link is assessed, specific mechanisms at the PHY may 
be required to ensure a better link. These mechanisms can include enhancements to 
the PHY by adding diversity, such as MIMO, or by adding Forward Error Correction 
(FEC) for error recovery. 
In addition, wireless systems need to provide fair access to the medium for all 
users, creating therefore the possibility for an asynchronous transmission. This is the 
role of the MAC layer. The way the overall system performance is affected by the access 
mechanism needs to be understood since real-time video requires a time-bounded trans- 
mission, with high data rates needed if high definition is used. Delay and jitter need 
to be minimised and throughput optimised. The various delay mechanisms therefore 
need to be identified, as well as the parameters influencing the throughput. Note that 
layers above may implement Automatic Repeat reQuest (ARQ) in order to overcome 
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the PHY's relatively poor performance, even though ARQ is not desirable for real-time 
video streaming. Broadcast transmission does not allow any retransmissions and thus 
represents the most challenging form of wireless video transmission. 
As stated earlier, new emerging wireless LANs such as IEEE 802.11a/g and Hiper- 
lan/2 provide high link speeds up to 54 Mbits/s. This rate is, however, calculated at 
the PHY layer and the data rate available at the application layer is reduced due to 
various overheads. It is therefore important to assess the different parameters that will 
affect the available bit rate at the upper layers. Channel errors and channel access 
are known to strongly influence this throughput and their impact also needs to be ad- 
dressed. More particularly, the way the video packets from the encoder are mapped 
onto the lower layers is not trivial. A simple encapsulation might not be an optimal 
solution and packetisation strategies must be investigated. 
IEEE 802.11a/g and Hiperlan/2 provide multiple operating modes with different 
characteristics (modulation, coding rate, bit rate). The algorithm that determines 
which mode will be selected is crucial and will play a large role in determining system 
performance. The different parameters taken into account for the modulation and 
coding mode selection need to be studied in order to provide the best transmission for 
video. The metric chosen for the mode selection may include PHY-orientated, network- 
oriented or application-orientated parameters. The content of the transmitted data, the 
bit rate, the received quality and the throughput should be considered, confirming the 
cross-layer nature of the research requirement. 
IEEE 802.11 b/g cards are nowadays easily available at low cost. Implementations 
are proprietary and vary according to manufacturer. Performance may therefore vary 
from one brand to another. Moreover, the behaviour of a specific chip might not be 
appropriate for video transmission. 
1.6 Aims ofthe research 
The main aim of this thesis is to devis6 methods for the efficient and robust transmission 
of video, using a cross layer analysis, The approach focuses on the new encoding video 
standard H. 264 [36] in conjunction with COFDM-based WLANs at 2.4 and 5.2 GHz 
Q3,41). H. 264 has been chosen for its good compression efficiency as well as for its 
network friendly approach. The PHY layers have been chosen for their high speed link 
(up to 54 Mbits/s). The quality of the physical link has first to be assessed. It stands 
on the top of the IEEE 802.11 MAC, whose access mechanisms and behaviour need to 
be investigated in order to highlight problems and drawbacks, in terms of delay and 
throughput, for time bounded applications such as multimedia streaming. Moreover, 
as it provides error resilience, the robust encoding features available in H. 264 need to 
be considered. 
Once all the key parameters of each of these layers have been determined, the aim 
is to understand, in a cross layer manner, how they affect the system quality in the 
context of video streaming and how the system can be optimised. Parameters affecting 
the packet loss at the application layer and the end to end delay need to be identified. 
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More specifically, the quality of the radio link clearly influences the application loss 
rate and has an impact on the use of mandatory IEEE 802.11 MAC ARQ and therefore 
on the delay. Additional coding schemes at the PHY layer could then be required in 
order to minimise the dependency on ARQ by improving the radio link quality. 
As mentioned in section 1.5, the packetisation process from video packets to PHY 
packets is not trivial. In the context of an IP-based system using the User Datagram 
Protocol (UDP) [641, along with various aggregation/fragmentation mechanisms that 
already co-exist, the encapsulation process needs to be investigated and optimised so 
that it can overcome the IEEE 802.11 MAC throughput drawbacks highlighted previ- 
ously. 
The operating mode selection at the PHY is usually called Link Adaptation or Rate 
Adaptation and is not standardised. Implementations and algorithms are left up to 
manufacturers. Traditionally, algorithms have been designed so that they optimise 
error-free data throughput. However, this might not be appropriate for video transmis- 
sion. Link adaption algorithms need to be investigated to see how the overall system 
performance is influenced. They need to be designed so that they meet the specific and 
unique requirements of video. 
Finally, off the shelf IEEE 802.11b/g PCMCIA cards need to be investigated in 
terms of PER, delay, bit rate and link adaptation depending on the type of transmission. 
Ultimately, video transmission needs to be investigated in order to compare measured 
performance with simulated results. 
1.7 Structure of the Thesis 
This thesis is organised as follows. 
Chapter 2 reviews COFDM-based Wireless Local Area Networks (WLANs) at 5.2 
and 2.4GHz, namely Hiperlan/2 and IEEE 802.11a at 5.2GHz and IEEE 802.1lg at 
2.4GHz. It details the physical layer (PHY) structure and its various components. A 
description of Orthogonal Frequency Division Multiplexing (OFDM) is given. This 
chapter also includes PHY layer performance results: Packet Error Rate (PER), Bit 
Error Rate (BER) and throughput for a Non Line-Of-Sight (N-LOS) office indoor envi- 
ronment with a root mean square (rms) delay spread of 50ns (corresponding to Channel 
A of ETSI-BRAN). 
Chapter 3 is dedicated to the understanding of the IEEE 802.11 Medium Access 
Control (MAC) layer. A detailed description of the various access schemes is given. 
Since it is the basis for all the other schemes and because it is the only WLAN MAC 
implemented on available chipsets, emphasis is given to the asynchronous Distributed 
Coordination Function (DCF) mode and the exponential random back-off mechanism 
used for the retransmission process. Throughput and delay performances are presented 
for the case of a 'lightly loaded network', i. e. with a limited number of stations. The 
influence of packet length and the number of retransmissions is also presented. A study 
using Markov Chain theory is carried out in order to simulate the various effects of 
increasing the user number on throughput and delay. 
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Chapter 4 presents an overview of video coding techniques. It includes a review of 
the basics of video coding with redundancy reduction. The Moving Picture Experts 
Group (MPEG) 2 video coding layer is presented, as well as the MPEG-2 system layer 
which deals with of the packetisation and the multiplexing of video packets coming 
from the coding layer. This chapter also provides an overview of error resilience and 
concealment techniques. Error resilience is aimed at providing robustness for a coded 
video sequence when it has to be transmitted over an error-prone channel. Concealment 
is aimed at providing error recovery and retrieval of missing data in order to minimise 
the effect of errors. Chapter 4 describes the latest video standard H. 264, developed 
jointly by the ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC MPEG 
group. This new standard not only improves the coding efficiency by adding new fea- 
tures, but it has also been designed for transmission over various and heterogeneous 
networks. The Network Abstraction Layer (NAL) provides a'network-friendly' repre- 
sentation of the encoded video so that it is suitable for transmission over existing and 
future networks. Moreover, H. 264 has been developed with transmission over error- 
prone channels in mind. The standard therefore includes error resilience tools. This 
chapter contains a description of both the Video Coding Layer (VCL) layer and the 
NAL, along with the new error robustness features. 
These three first chapters provide the basic understanding required for the further 
and more detailed cross-layer analysis that follows. 
Chapter 5 investigates the use of Forward Error Correction (FEC) and Space-Time 
Block Codes (STBC) at the PHY layer in order to minimise the use of ARQ for MPEG- 
2 video transmission. First, the IEEE 802.11a PHY is combined with a Reed Solomon 
(RS) code with different coding ratios (similar to DVB). A description of STBC is 
then provided. Finally, both RS and STBC are combined with different coding ratios. 
Results in term of PER, throughput, use of ARQ and delay are presented. 
Chapter 6 discusses packetisation issues and proposes strategies to enhance system 
performance. The way video packets are mapped and transmitted onto the wireless 
channel has a very strong influence on the throughput and on the robustness of the 
video. Because of the large MAC overhead and the poor throughput efficiency, small 
MAC packets lead to low efficiency even with high PHY data rates. Therefore, mapping 
one video packet into one MAC frame would not be appropriate. On the other hand, 
small video packets are preferable for error resilience purposes. In order to understand 
the retransmission and error detection/correction mechanisms available in the protocol 
stack, the Real-time Transfer Protocol (RTP), the User Datagrain Protocol (UDP) 
and the Internet Protocol are first reviewed. This chapter then studies the mapping of 
several video packets into one MAC frame. In order to provide robustness and guarantee 
good video performance, some modifications of the MAC are suggested so that error- 
free video packets in a corrupted MAC packet can be recovered. Video transmission 
simulations have been performed using error patterns on a bit basis, generated by an 
IEEE 802.11a PHY simulator developed previously at the University of Bristol [44]. 
PSNR, PER and NAL unit Error Rate (NER) improvements over the legacy MAC 
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are presented with emphasis given to the particular case of broadcast transmission 
to several handheld devices. In addition, the particular case of a fixed PHY packet 
length is discussed and the influence of the number of NAL units mapped is studied. 
Moreover, this chapter also investigates a cross packet FEC with interleaving. PSNR, 
PER and NER performance results are shown for various FEC coding rates, and various 
interleaving depths. 
Chapter 7 investigates rate adaptation algorithms. Given the numerous possible 
operating modes of IEEE 802.11a/g, link adaptation algorithms are used to determine 
the mode that will operate according to specific metrics. A review of existing and 
possible solutions is first given. These axe more network orientated solutions and do 
not take into account the time bounded nature of the video data. Because encoded video 
does not respond to errors in a similar way to other data, it should not be transmitted in 
the same manner. This chapter therefore discusses a possible link adaptation scheme 
based on enhancing the perceived quality of the received video rather than the link 
throughput. The natural switching metric is the PSNR, but this can not be easily 
implemented. Instead, PHY PER is used and a comparison with traditional algorithms 
is carried out by using error patterns. Similar to the previous chapter, the particular 
case of transmission with no or limited numbers of retransmission is highlighted. The 
influence on switching points between the various PHY modes is studied empirically for 
various parameters, such as content, number of retransmissions, video bit rates, packet 
length and error resilience techniques. Implementation issues are finally discussed. 
Chapter 8 investigates and studies video transmission over real IEEE 802.11a/g 
wireless LANs. A description of the hardware and the client/server software used is 
first given. Data is logged by this software and error patterns generated on a packet 
basis. Measurements axe discussed for different scenarios. The influence on the per- 
formance of the key parameters highlighted in the previous chapters are studied. A 
comparison between TCP and UDP links is carried out. The impact of packet length 
is presented. The packetisation strategies developed in chapter 6 are discussed. Note 
that the modifications of the MAC could not be implemented due to the lack of flexible 
hardware. The need to encapsulate is stressed. The proposed link adaptation algorithm 
of chapter 7 is also investigated. Such an algorithm could not be implemented due to 
hardware constraints. The potential benefits of the video quality based algorithm over 
the throughput-based algorithm are demonstrated. 
Chapter 9 presents a summary of the work performed, draws the final conclusions, 
and explores recommendations for possible future work. 
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Chapter 2 
Wireless Local Area Networks 
This chapter is organised as follows: section 2.1 gives an introduction to Wireless Local 
Area Networks including the architecture, spectrum allocation and reference model. 
The PHY layer of IEEE802.11a and Hiperlan/2 is detailed in section 2.2. This section 
contains a review of the PHY layer and describes the Orthogonal Frequency Division 
Multiplex (OFDM) technology underlying the PHY layer. Performance results in terms 
of Packet Error Rate (PER), Bit Error Rate (BER) and throughput are shown in section 
2.3. Finally, section 2.4 concludes this chapter. 
2.1 Introduction 
Traditionally, computers in companies or individual PCs are interconnected via Local 
Area Networks (LANs) and workstations have access to shared data and shared appli- 
cations. Wired LANs are interconnected with cables and have fixed locations. There 
is currently a trend towards alternative technology: wireless LANs (WLANs) with the 
speed of wired LANs. Because clients and users tend to be mobile but still want to 
be connected to the LAN, regardless of their location, wired LANs are not always 
practical. The market is now moving toward WLANs, which can appear to be a more 
attractive technology. These new wireless LANs are easier to install since no cable is 
required, thus they can be moved easily to a new location. WLANs create a flexible 
data communication system allowing data rates as high as wired LANs [65,66]. 
Several WLANs standards have been studied and developed in parallel over the last 
5-10 years. In the United States, the Institute of Electrical and Electronic Engineering 
(IEEE) has created the IEEE 802.11 Task Group to ratify standaxds for WLANs. 
Technologies span multiple physical encoding types, frequencies and applications for 
wireless networking applications, in the similar manner to Ethernet standards [2,3, 
4,391. In Europe, the European Telecommunication Standards Institute - Broadband 
Radio Access Network (ETSI - BRAN) has developed Hiperlan (HIgh PErformance 
Radion LAN), which includes four standards [6,67]. In Japan, the Association of 
Radio Industries and Businesses (ARIB) has developed the High-Speed Wireless Access 
Network (HiSWAN). The IEEE 802.11 and ETSI-BRAN standards are summarised 
in table 2.1 [651. The trend is now towaxds new high-speed wireless LANs such as 
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Hiperlan/2 161, IEEE 802.11a [41 and IEEE 802. lIg [3], which allow higher data rates 
than their preceding NVLANs Hiperlaii/l [5] wid IEEE 802.111) 121 respectivel. y. 
IEEE IEEE IEEE IEEE Hiperlan Hiperlan Hiperlan Hiperlan 
802.11 802.11 a 802.11 b 802.11 g Type 1 Type 2 Type 3 Type 4 
'V-k-"ý Wil, le", w"ek", W""I-' 
Application I thý ot AIM Ethernet ft'eies' E the, net ATM -, ýal Port to 
L AN LAN 
















Up 10 5ý ý' - 11 Up to 2ý up to -'0 155 Data Rate 1 l 54 Mbits/s mbas's S4 Mt)115/s m1h, ts. 54 Mbits/s 11b, , Mt Ml s 
Figure 2.1: Families of Wireles's Standards 
2.1.1 Arch itect tires and Topologies 
Two inain types of Wireless LANs may be distinguished: thosewith a centralised struc- 
ture (ilifl-wst'nict'llre) and those without a centralised structure, (ad-hoc). The Hiperlaii 
fainilY lises a centralised structure, whereas \VLANs froin the IEEE802.11 family are 
deployed ill both ad-hoc and infrastruct ure networks as shown in figure 2.2. In the 
centralised structure (figure 2.2(a)), the mobile terminal (NIT) ulay communicate with 
an access point (AP) into a wireless network. AM may communicate with each othei 
via dic AP of' their own network. The AP acts ws a bridge between the wireless/wired 
networks and the wireless/wireless network. Ill all ad-hoc structure (figure 2.2(b)), NITs 












(a) Conlrali-sed Structure with Access Point 
lllfriLsl ruct'llre 
(b) Ali-lioc Structure: hifnLmnicture 
Figure 2.2: wircless LAN,, Architectures 
2.1.2 M-equency Band and Spectrum Allocation 
\VLA. Ns ýirc currently working on the 2.4 (, 'Iiz ISM (Industrial - Scientitic - Medi- 
cal) band. ISM bailds include 902-925NIHz, 2.4-2.483 GHz and 5.725-5.875(. 'Hz. For 
I'll 
the remainder of this thesis, the IEEE802.11a/g [3,4] and ETSI Hiperlan/2 [61 stan- 
dards are considered. In the United States, the Federal Communication Commission 
(FCC) that governs radio transmission has allocated of 30OMHz spectrum for unli- 
cenced operation in the 5GHz band: 200-NIHz from 5.15GHz to 5.35GHz and 100NIHz 
from 5.725MHz to 5.825'NlHz (U-NII bands). IEEE has developed the 802.11a physical 
(PHY) layer and the 802.11 Medium Access Control (TMAC) layer to operate in these 
two bands. In Europe, the European Radiocommunication Committee (ERC) has al- 
located a bandwidth of 455MHz in the 5GHz bands in two parts: from 5.15GHz to 
5.35GHz (lower band) and from 5.47GHz to 5.725GHz (upper band), both dedicated 
to NVLANs. ETSI-BRAN has developed its new standard (Hiperlan/2) to operate on 
these two bands 126,65,66ý. Figure 2.3 [65,66] shows the spectrum allocation for 
Hiperlan/2, HiSWANa and IEEE802.11a [65,661. Compared to the 2.4GHz band, the 
5GHz is relativelv free of interference and by moving to the 5GHz band, performance 
will increase at the expense of a reduced coverage area. Note that IEEE 802.11g oper- 
ates in the 2.4GHz band. Even if developed in the US, IEEE 802.11a/g are allowed in 
Europe with some modifications required for 802.11a. 
II 
IEEE 
us 802.11 a 




5.15-5.35GHz 5.47-5 725GHz 
5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9 
Figure 2.3: Spectrum Allocation at 5GHz 
2.1.3 Layer Reference Model 
2.1.3.1 Hiperlan/2 
The Hiperlan/2 Li. ýýer referell(-e model is shown in figure 2.4. The Data Link Control 
(DLC) plane is composed of the Radio Link Control (RLC), the Association Control 
Frame (ACF), the DLC nser Connection Control (DCQ, the Error Control (EC) and 
the Radio Resource Control (RCC) which is in charge of signaling (control messages) 
between APs and NITs. such as Handover, Dynamic Frequency Selection or Power 
saving [67,681. 
Since that Hiperlan/2 is not implemented, the focus will be given to the IEEE 
802.11 reference model. The IEEE 802.11 family has been initially designed for the 
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Convergence Layer 
Data Unk Control Layer 
Physical Layer 
Figure 2.4: Hiperlan/2 layer reference model 
gcomputer' world and has therefore been granted much of the commercial support by 
manufacturers. 
2.1.3.2 IEEE 802.11 
The Physical Layer of IEEE802.1la/g is divided into two sub-layers as shown in figure 
2.5 [4]. The Physical Media Dependent (PMD) layer defines the characteristics and the 
method of transmitting and receiving data through the wireless channel. The Physical 
Layer Convergence Procedure (PLCP) layer adapts the capabilities of the PMD to the 
PHY layer services. It also defines a method of mapping the PHY layer Service Data 
Unit (SDU) into frame formats for sending and receiving data. It therefore allows the 
MAC layer to operate with minimum dependence on the PMD. The IEEE 802.11 MAC 
layer will be further developed in chapter 3. 
Convergence Layer 





Figure 2.5: IEEE 802.11a/g PHY layer reference model 
2.2 COMM based PHY layer 
The physical (PHY) layers defined by Hiperlan/2 [6] and the IEEE802.11a/g [3,4] 
standards are nearly identical. The PHY layers of IEEE 802.11a and IEEE 802.11g are 
identical, the only difference being the operating frequency band (5.2GHz for 802.11a 
and 2.4GHz for 802.11g). These three WLANs use the same adaptive modulations and 
coding techniques. IEEE802.11a/g provide 8 operating modes, whereas Hiperlan/2 
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provides 7 operating modes. Each mode is characterised by its choice of modulation 
and coding rate. Each operating mode therefore has its own nominal bit rate as shown 
in table 2.1 [6] [3,4] [69]. 
Table 2.1: Mode Dependent Parameters for IEEE802.11a/g and H/2 




1 BPSK 1/2 6 
2 BPSK 3/4 9 
3 QPSK 1/2 12 
4 QPSK 3/4 18 
5 16QAM (H/2 only) 9/16 27 
5 16QAM (IEEE only) 1/2 24 
6 16QAM 3/4 36 
7 64QAM 3/4 54 
8 64QAM (IEEE only) 2/3 48 
2.2.1 Physical nansmitter 
The physical transmitter for these standards is shown in figure 2.6 [3,4,6,44]. 
POU Train Y2 Rate 




Figure 2.6: IEEE 802.11a/g and Hiperlan/2 Transmitter PHY 
The Protocol Data Unit (PDU) train from the DLC layer goes through the following 
elements: 
A data scrambler in order to prevent long runs of ls and Os. The three standards 
use the same length for the pseudo random sequence (127), but they differ in the 
initialisation of the scrambler. The generator polynomial is S(X) = X7 + X4 + 1. 
*A convolutional encoder with a mother rate of 1/2. 
A puncturer in order to facilitate the use of different coding rates (3/4,9/16, 
2/3). 
9 An interleaver in order to prevent bursts from being input to the convolutional 
decoding process at the receiver. 
A mapping process where interleaved data are mapped onto data symbols accord- 
ing to the chosen modulation scheme. 
OFDM, where data symbols axe sent on parallel sub-carriers according to the 
OFDM technique (described in section 2.2.2). 
These elements are described in greater details in Appendix A. 
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2.2.2 Orthogonal Frequency Division Multiplex 
Before detailing the use OFDM in the Hiperlan/2 and IEEE 802.11a/g PHY layer, an 
overview and a mathematical description are given. The set of symbols A,, ejo- at the 
output of the 'mapper' (see Appendix A. 4) is entering the OFDM device. 
2.2.2.1 Overview 
One of the main problems in wireless transmission is the multipath propagation which 
induces two phenomena: Intersymbol Interference (ISI) and time varying fading [70]. 
Since a transmitted signal does not arrive at a receiver via single path, but via 
multiple number of paths, several delayed attenuated and phase shifted replicas signals 
are received. A symbol can thus be spread or dispersed over time. This leads to ISI, and 
is defined as time spreading. In the frequency domain, time spreading is characterised 
by the channel coherence bandwidth, which defines the range of frequencies over which 
the channel passes all spectral components with similar gain and linear phase, and hence 
where frequencies suffer correlated fading [70]. If the bandwidth of the transmit signal is 
larger than the coherence bandwidth, then the frequencies suffer uncorrelated fading in 
the frequency domain. Some parts of the signal will experience constructive interference 
(enhanced signals), whereas some parts may face destructive interference (attenuated 
signals). This is known as frequency selective fading. If the signal bandwidth is smaller 
than the coherence bandwidth, then all the frequencies are equally affected. This is 
known as flat fading [70]. The time varying nature of the channel can be considered as 
a frequency spread and is characterised by the Doppler Spread (or the channel fading 
rate) [70]. Irreducible errors appear because of the Doppler effect that can not be 
overcome by simply increasing the Signal to Noise Ratio (SNR). 
OFDM is a special form of multi-carrier modulation and was designed to overcome 
the problems of multipath reception. It transmits a large number of narrow band tones 
over a wide bandwidth. The basic principle of OFDM is to split a high rate data stream 
into a number of lower rate streams which are transmitted and modulated simultane- 
ously in parallel over a number of sub-carriers [29,71]. Only a small amount of data 
is carried on each sub-carrier and since the data rate on each tone is lower, it reduces 
the impact of ISI. Sub-carriers are required to be orthogonal. By choosing the correct 
spacing between sub-carriers, they can be demodulated without any mutual cross-talk 
and any adjacent carrier interference. The spacing tone is given by 110FDA1pe'i,, d, 
which is equivalent to the Nyquist minimum. OFDM is therefore robust against the 
adverse effects of multipath propagation and is spectrum efficient [29,71,72]. 
2.2.2.2 Mathematical Description 
We recall that two signals vp and W. are orthogonal if and only if: 
Ia 
b 
[ýpp x V, *]dt =0 
On one sub-carrier, the transmitted signal is the complex wave, sc #) = A, (t)ej'-t+'A'(t)t 
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the real part of which being the real transmitted signal and where Ac an #) d 0, (t) are 
varying on a symbol by symbol basis. w, represents the sub-carrier frequency. In 
OFDM, N carriers are considered [29], the complex signal is represented by: 
N-1 
38(t) x 1: A, (t) ei(Int+On(t)) (2.2) 
n=O 
It is assumed that carriers are equally spaced (w,,, = wo + nAw). Aw is the sub- 
carrier spacing and wo represents the frequency of the first carrier. On a symbol basis, 
A,, (t) and 0,, (t) do not depend on time and are equal to A,, and 0. respectively. The 
signal is sampled at the sampling rate 1/T over one symbol period r (r = NT). The 
complex signal can be rewritten as: 
N-1 
, s. (kT) xE 
An ei((wo+nAw)kT+On) (2.3) 
n=O 
We now assume wo = 
N-1 
s, (kT) xEA,, ei0neinAwkT (2.4) 
n=O 
Equation 2.4 is the Inverse Discrete Fourier Transform (IDFT) of {Anejo-). In 
the time domain, the signal is s, (t), and in the frequency domain, it is jAnejOn 1. 
The orthogonality is achieved with Aw = 21rAf = 21- = 21r . T NT 
OFDM can therefore 
be implemented with an IDFT or with an Inverse Fast Fourier Ransform (IFFT) in 
the case of N being a power of 2. There is no need for special modulators, oscillators 
and multipliers for each of the subbands[29]. At the receiver, a simple Fast Fourrier 
Transform (FFT) is performed. 
2.2.2.3 OFDM in IEEE802. lla/g and Hiperlan/2 
In Hiperlan/2 an IEEE802.11a/g, the stream of complex values d= (I+jQ)xKAfOD = 
A,, ejO- is divided into groups of 48 complex numbers. These data are modulated onto 
48 different carriers, and four others carriers, known as pilots, are used for reference 
information, and all are transmitted in parallel. The pilot carriers are used to track 
the reference phase. The 52 sub-carriers compose an OFDN1 symbol. The 48 sub- 
carriers used for data are numbered from -26 to +26, excluding 0 which is not used 
and excluding -21, -7, +7 and +21 which axe reserved for the pilots as shown in figure 
2.7. Since an IFFT requires the data length to be a power of two, a 64 IFFT is used to 
perform OFDM on the 52 sub-carriers, where samples that are not modulated are set 
to 0 as shown in figure 2.8. The use of zero padding is used to create a gap between 
channels for channel selection filters, anti-alias filters and reconstruction filters. In the 
frequency domain, the inputs are the complex number output of the 'mapper' and 'pilot 
inserter': A,, eiO-. Coefficients using sub-carrriers numbered from 1 to 26 are mapped 
to the same numbered IFFT inputs. Coefficients using sub-carrriers numbered from 
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-26 to -1 are mapped to IFFT inputs 38 to 63. All the others IFFT inputs are set to 
NULL. 
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Figure 2.8: OFDM process with a 64 IFFT 
One OFDM symbol is transmitted with a duration of T.. Two parts compose the 
symbol interval. A useful paxt with a duration T,, =r is followed by a cyclic prefix T'P. 
The cyclic prefix is known as a Guard Interval (GI) and consists of a repeating part of 
the useful data as shown in figure 2.9. The GI is used to ensure orthogonality in a time 
spread channel, in addition to helping with timing inaccuracies and synchronisation at 
the receiver. If a delay echo is short compared to the total symbol period, the energy 
conveyed by the echo from one symbol to the next one will only affect the GI [29]. The 
longer the GI, the more rugged the system, but the larger axe the overheads; and more 
power and bandwidth is wasted. If the duration of the GI is longer than the excess 
delay of the channel, then ISI will be eliminated [26]. 
The length of the useful symbol is equal to 64 samples at a sampling rate of 20 
MHz and its duration is T,, = 64 * -20-1-, W . 10 = 
Ups. The length of the CI is equal to 
16 or 8 (optional) samples and its duration is Tp = 16 * 109 -20.1- = 0.814s or 0.4, us for 
the optional mode. The total transmitted duration is then: T. = T. + Tp = 41is 
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Figure 2.9: Guard Interval of an OFDM symbol 
(3.6ps optional). In order to guarantee the orthogonality of the system, the sub-carrier 
spacing is chosen such as Af 321.5kHz. The total occupied bandwidth used 
by an OFDM symbol is then 52 x 321.5kHz = 16.25MHz. The OFDM parameters 
of IEEE802.11a and Hiperlan/2 are summarised in table 2.2 [3,4,61, The baseband 
format of the transmitted OFDM symbol (output of the 64 IFFT) in the time domain 
is therefore: 
26 
s(t) =Z AejOei2irAf(t-Tcp-nT. 
) (2.5) 
n=-26 
providing that AO =0 and after cyclic prefix and pilot insertion. 
Table 2.2: Numerical values for OFDM parameters in IEEE802.11a/g and Hiperlan/2 
Parameters Values 
Sampling Rate: f. = 11T 20MHz 
Useful Symbol part duration: T,, 64xT = 3.2ps 
Cyclic prefix duration: Tp 16xT = 0.8ps (mandatory) 
8 xT = 0.4ps (optional) 
Symbol Interval: T, 80xT = 4ps (mandatory) 
72xT = 3.6ps (optional) 
Short Symbol Interval: TShort 0.8jAs 
PLCP Preamble duration: TPLCPpreamble 10 x T. hort +2xT. = 16ys 
PLCP Header: TPLCPheader 1xT, = 4, us 
Number of data sub-carriers: NSD 48 
Number of pilot sub-carriers: Nsp 4 
Total number of sub-carriers: NsT 52 
Subcarrier spacing: Af 0.3125MHz (11T,, ) 
Spacing between the two outter most sub-carriers I 16.25MHz (NsT X Af) 
Table 2.3 summarised the bit allocation per OFDM symbol. For example, QPSK 
modulation uses 2 bits per symbol in its constellation. 48 carriers therefore carry 
48 x2= 96 coded bits and 48 data bits with a 1/2 rate code (mode 3). 
Hiperlan/2 can support 19 non-overlapping channels deployed onto two bands: 8 on 
the lower band from 5.150GHz to 5.350GHz and 11 on the upper band from 5.470GHz 
and 5.725GHz [6]. Channels are spaced at 20MHz and the highest PHY rate after 
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Table 2.3: Bit Allocation for IEEE802.11a/g and H/2 


















1 BPSK 1/2 6 1 48 24 
2 BPSK 3/4 9 1 48 36 
3 QPSK 1/2 12 2 96 48 
4 QPSK 3/4 18 2 96 75 
5 16QAM (H/2 only) 9/16 27 4 192 108 
5 16QAM (IEEE only) 1/2 24 4 192 96 
6 16QAM 3/4 36 7 192 144 
7 64QAM 3/4 54 6 288 216 
8 64QAM (IEEE only) 2/3 48 6 288 192 
decoding is 54 Mbits/s. IEEE 802.11a currently supports 12 channels deployed onto 
three bands: 4 on the lower band from 5.150GHz to 5.250GHz, 4 on the middle band 
from 5.250GHz and 5.350GHz and 4 on the middle band from 5.725GHz and 5.8250GHz 
[4]. IEEE 802.11g supports only 3 channels between 2.4GHz and 2.4835GHz. 
2.2.3 Physical Burst 
The transmitted entity on the PHY layer is called a physical burst (PHY) and is 
composed of a preamble and payload as shown in figure 2.10. The preaanble and 
the payload consists of OFDM symbols. The baseband format of a PHY burst is: 
rburst(t) = rp, eamble(t) + rpayload(t - tpreamble). The time offset tl,, a,,, bl, determinates 
the starting point of the payload section of the burst. Preambles are used for time and 
frequency synchronisation, for channel estimation and for packet detection. 
I Preamble I Payload 
I 
Figure 2.10: Physical Burst Format 
IEEE 802.11a/g transmits PPDU (PLCP PDU) frames which are depicted in figure 
2.12 with the corresponding preamble [3,4]. IEEE802.11a operates on variable length 
PDUs (up to 4096 bytes) and uses a4 byte Cyclic Redundancy Check (CRC) code. 
The header is transmitted with one OFDM symbol at mode 1 (BPSK 1/2 rate). The 
preamble is composed of 10 short OFDM symbols of 0.8, us and 2 long OFDN1 symbols 
of 4As [73]. The preamble is added at the PHY PMD layer. Hiperlan/2 can transmit 
two types of PDUs, both with fixed size: short PDUs of 9 bytes and long PDUs of 54 
bytes, as shown in figure 2.11. The Hiperlan/2 PHY burst is described in more detail 
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Figure 2.11: Format of a long PDU in Hiperlan/2 
Figure 2.12: PPDU Frame Format in IEEE802. lla 
2.3 Performance Results 
The simulation results presented in this section have been performed using the detailed 
link-level simulators developed by Dr Angela Doufexi [26,27] and Dr Michael Butler 
[44] within the University of Bristol. Simulations have been entirely performed and 
discussed by the author. Performance results have been obtained for the main 7 modes 
of Hiperlan/2 and IEEE 802.11a/g PHY layer. The channel model used is the model 
A defined by ETSI-BRAN, and this corresponds to a Non Line of Sight (N-LOS) office 
environment with 50ns of rms delay spread. 2000 uncorrelated wideband channels were 
generated. Note that IEEE 802.11a and IEEE 802.11g have exactly the same PER, 
BER and Throughput performance at layer 1, i. e. PHY. 
2.3.1 Layer 1 PER and BER Performance 
Figure 2.13 shows the PER and BER performance versus Carrier to Noise Ratio (CIN) 
for Hiperan/2. Even though mode 1 (BPSK 1/2 rate) and mode 3 (QPSK 1/2 rate) 
have the same EbINý requirements, mode 1 provides better performance than mode 3. 
Similaxly, mode 2 (BPSK 3/4 rate), mode 4 (QPSK 3/4 rate) and mode 5 (16QAM 
9/16 rate) have almost the same EbIN,, requirements, but their CIN performances 
differ due to the number of bits used during the modulation process. The performance 
degradation is due to the fact that the punctured convolutional code can not cope 
with large and deep fades in the frequency domain [26,27,44]. We can draw a simple 
operating line for the mode hierarchy using BER/PER performance against CIN: 
Mode 1> Mode 3> Mode 2> Mode 4> Mode 5> Mode 6> Mode 7 
As outlined in section 2.2.3, the IEEE802.11a/g standard uses variable PDU lengths 
whereas Hiperlan/2 uses fixed PDU sizes. Due to their common PHY layer, the 13ER 
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Figure 2.13: BER and PER Performance (PHY layer) for Hiperlan/2 versus CIN 
performance is similar for tile three standards [26,27], regardless of tile size of the 
packet to be transmitted. The PER performances are however affected. Figure 2.14 
shows the BER and PER performance of IEEE 802.1 la/g with a PDU size of 188 bytes 
versus C/N. Note that mode 5 presents different BER performance from Hiperlan/2 
since the coding rate is 9/16 for Hiperlan/2 and 1/2 for IEEE 802.11a/g. Figure 2.15 
compares the BER and PER performance for different PDU sizes with IEEE 802. lla/g 
for mode 1. It shows that the BER performances are similar. Nevertheless, the PDU 
size influences the PER performance as shown in figure 2.15(a). The longer tile PDU, 
the higher the PER for a given C/N. This is expected since a long PDU is more likely 
to be corrupted for a given BER. For a PER of 3.5 x 10-2 ,a 
PDU size of 54 bytes 
provides 2dB gain compared to a PDU size of 1128 bytes when mode I is used. At a 
C/N of 8dB, Hiperlan/2 offers a PER of 3.5 x 10-2 with mode 1. A PDU of 188 bytes 
has a PER equal to 5.5 x 10-2, whereas a 564 byte long PDU has a PER of 8X 10-2. 
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Figure 2.14: BER and PER Performance (PHY layer) for IEEE802.11a/g, PDU size 
188 bytes 
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Figure 2.15: Performance (PHY layer) comparison for IEEE 802.1la/g, different packet 
length, Mode I 
Table 2.4: PER Performance (PHY layer) at C/N=8dB, different PDU sizes, Mode 1 
PDU size in bytes PER 
54 (H/2) 3.5 X 10-2 
188 5.5 x 10-2 
564 8x 10-2 
1128 9X 10-2 
2.3.2 Layer 1 Throughput Performance 
At a first approximation, when retransmission is employed, the link throughput can be 
estimated by [26,44,74]: 
Throughput =Rx (I - PER) (2.6) 
where R and PER are the nominal bit rate and the packet error rate of the link 
respectively for a specific operating mode. Nominal bit rates for the different inodes 
are available in table 2.1. Figure 2.16 shows the throughput for the different niodes 
versus C/N for Hiperlan/2 and IEEE 802. lla/g with a PDU size of 188 bytes. The 
mode offering the best throughput depends on the C/N. Table 2.5 gives an example of 
the different throughputs available at a CIN of 15dB. This provides the link with the 
possibility to choose the mode with the highest throughput. Given the various inodes 
in which IEEE802.1la/g and Hiperlan/2 can operate, throughput provides a possible 
metric for link adaptation as detailed in chapter 7. 
From equation 2.6, the throughput depends on the PER. Given that for a specific 
mode, a longer packet has a higher probability of error with IEEE 802.11a/g, the link 
throughput is lower for longer packet as shown in figure 2.17. Table 2.6 shows the 
different throughputs available for mode I with a CIN of 4dB for different PDU sizes. 
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Figure 2.16: Throughput Performance (PHY layer) for Hiperlan/2 and IEEE 802.11a/g 
Table 2.5: Throughput (PHY layer) available for Hiperlan/2 at C/N=15dB 








The difference in link throughputs axe however small. The PDU size has a greater 
impact on the MAC throughput, as shown in chapter 3. 
Table 2.6: Throughput (PHY layer) available for IEEE802.11a/g, different PDU sizes, 
C/N=4dB, mode I 
PDU size in bytes Throughput in Mbitsls 











Figure 2.17: Throughput Performances comparison, different PDU size, Mode 1 
2.4 Conclusion 
This chapter presented all overview of COFDM-based WLANs, with focus given to 
the PHY layers of the Hiperlan/2 and IEEE802.11a/g WLANs standards at 2.4 and 
5.2GHz. A detailed description of OFDM has been given. Performance results have 
been presented in terms of BER, PER and throughput for all the operating modes 
available. Results were obtained using a simulator developed previously within the 
University of Bristol. 
FYom the performance results, attention is drawn to the fact that the BPSK 1/2 
rate mode (mode 1) provides the most reliable transmission mode, at the expense of 
the lowest nominal bit rate (6 Mbits/s). Oil the other hand, 64 QAM 3/4 rate (mode 
7) offers unreliable transmission, but with the highest nominal bit rate (54 Mbits/s). 
The other operating modes stand in between these two extremes. The choice of the 
transmission mode is therefore critical. A trade-off has to be found between robust 
transmission with a lowered transmission rate and unreliable transmission with a high 
transmission rate. Because of the channel errors, the nominal throughput of each 
mode is however reduced when retransmission is used. The available bit rate depends 
therefore on the PER at the PHY. A real-time multimedia transmission may require 
very high bit rates, especially for broadcast video. The operating mode should therefore 
be careful chosen. Note that, given that various overheads oil the protocol stack reduce 
the available bit rate at the application layer, as detailed in chapters 3 and 6, a link 
with a maximum throughput of 6 Mbits/s at the PHY layer may not be sufficient to 
support such applications. 
Since the PHY layer is common to both standards, BER performances are similar. 
However, they differ in their structure with IEEE802.11a/g allowing variable length 
PDUs (up to 4096 bytes), whereas Hiperlan/2 only transmits fixed size PDUs (54 
bytes). The PDU size has a significant impact on the PER performance. Large video 
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packets, leading to large PHY PDUs, will be more likely corrupted than smaller video 
packets. The size of the video packets to transmit is therefore critical for the resilience 
of the system to errors. Note that the BER performance does not depend on the packet 
length. Large packets also affect the link throughput performance. The difference in 
throughput is however relatively small. Nevertheless, as it will be shown in chapter 3, 
the packet size does influence the MAC throughput. 
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Chapter 3 
IEEE 802.11 Medium Access 
Control Layer 
In this chapter, a detailed overview the IEEE 802.11 Medium Access Control (MAC) 
layer is given. The Hiperlan/2 MAC is developed in Appendix B. The chapter is organ- 
ised as follows. After an introduction in section 3.1, section 3.2 details the mandatory 
Distributed Coordination Function (DCF) and discusses the impacts for video trans- 
mission. The optional Point Coordination Function (PCF) mode is discussed in section 
3.3. In section 3.4, a study based on Markov chains, based on [25] highlights the im- 
pact of the number of users on the DCF performance. Section 3.5 presents the QoS 
limitations of the IEEE 802.11 MAC, leading to conclusions in section 3.6. 
3.1 Introduction 
Current wireless LANs at 2.4 and 5.2GHz, as discussed in chapter 2, support bit rates 
up to 54 Mbits/s. This throughput is however calculated at the PHY layer, this does not 
take into account any overheads from the upper layers. Real-time Multimedia and/or 
video transmission requires high bit rates at the application layer and are time bounded. 
Underlying network layers should be able to support these rates and with minimum 
delay and jitter. In a wireless LAN where the channel resources axe shared, the way 
stations access the medium is critical for the system performance especially in terms of 
throughput and delay. Real-time video transmissions, and other home entertainment 
streams, are very sensitive, and throughput and delay constraints should be guaranteed 
by underlying networks. Here, the IEEE 802.11 MAC Medium Access Control (MAC) 
layer [391, which is responsible for sharing and providing fair access to the channel, is 
studied. 
The IEEE 802.11 MAC lies on the top of the IEEE 802.11a/b/g PHY layer. It 
provides shared asynchronous access to the wireless channel and offers two operating 
modes. The first one is mandatory and is called the Distributed Coordination Function 
(DCF). It defines distributed access for an ad-hoc network. The second operating mode 
is called the Point Coordination FVnction (PCF), and is optional. It defines centralised 
access for an infrastructure network [39]. Because PCF is thought to be too complex 
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[75], PCF has only been implemented in a few chipsets and a short study is presented 
here. Both modes are based on the same Carrier Sense Multiple Access/Collision 
Avoidance (CSMA/CA) access protocol. The DCF is used as a basis for the PCF and 
is also defined as the Contention Mode, whereas the PCF is known as the Contention 
Free Mode. If the optional PCF is used, it shall then alternate with the DCF in a super- 
frame with a Contention Period (CP under DCF) and a Contention Free Period (CFP 
under PCF) as shown in figure 3.1. Because it is the main access scheme implemented 
on real cards, the focus of the analysis will given to the DCF. 
POF I DCF I PCF DCF 
IN 14 01 14 
Time 
Contention Contention Superframe 
Free Period Period 
Figure 3.1: Contention and Contention Free Period in a super-frame 
The transmitted entity is called a IEEE 802.11 MAC frame and its general data 
format is described in figure 3.2 [39,76,77]. The MAC header is 30 byte long and 
is composed of the Frame Control (FC) field (containing information on the proto- 
col versions, power management, retry), a Duration/ID field, four addresses (receiver, 
transmitter, source and destination) and a Sequence Control (SC) field (containing the 
sequence number and the fragment number). The Frame Body field contains the pay- 
load and has a maximum length of 2312 bytes for IEEE802.11b/g and 4096 bytes for 
IEEE802.11a. Appended at the tail of the body, the Frame Check Sum (FCS) field 
contains a 32-bit Cyclic Redundancy Check (CRC) code calculated over all the fields 
of the MAC header and Frame Body field [39,76]. The FCS is used at the receiver to 
check whether the received packet is correct or not. 
I MAC Header I MAC Frame Body I FCS I 
30 bytes L--- Variable Length 4bytes 
I FC I DID I Address II Address 21 Address 31 SC I Address 41 
2 by*. 2 by" a byt" 0 W- 6 by%.. a W- 0" 
Figure 3.2: General format of a MAC Frame 
3.2 Distributed Coordination Function 
3.2.1 Access Mechanisms 
The DCF provides basic asynchronous and contention-based shaxed access to the medium. 






is also known as 'Listen before Talk'; that is, every user before attempting any trans- 
mission listens whether to hear somebody else is already using the channel [78]. Before 
a station starts a transmission, it shall sense the wireless medium to determine if an- 
other station is transmitting. If the medium is sensed to be idle, the transmission may 
proceed. If the medium is sensed to be busy, the station shall defer until the end of the 
current transmission to avoid creating collision [22,241. An exhaustive performance 
analysis of carrier sense protocols is available in [781 and [79]. 
The DCF defines two techniques for transmission. The basic scheme is mandatory 
and is known as a two-way handshaking technique, see figure 3.3(a). It is characterised 
by the immediate transmission of a positive acknowledgment (ACK) by the receiver 
if the current packet has been successfully received. If the ACK is not received by 
the source after a timeout, it is assumed that either a collision has occurred or the 
transmission has not been successful and the data transmission is rescheduled. The 
second scheme is optional and is known as a four-way handshaking technique, see 
figure 3.3(b). The transmitting station uses a Ready to Send (RTS) notice to inform 
the receiver and to reserve the channel. The receiver shall then reply by acknowledging 
with a Clear to Send (CTS). After the reception of the CTS, the transmission shall 
proceed. As in the basic scheme, the receiver shall also immediately acknowledge the 
transmitted data packet if successfully received. If the CTS is not received by the source 
after a timeout, it is assumed that either a collision has occurred or the transmission has 
not been successful and the RTS transmission is rescheduled [80]. With this scheme, 
collisions may only occur on the first RTS frame. RTS/CTS is used to combat the 
'hidden node problem' which, occurs when a station is causing interference due to not 
being able to detect another node's transmissions. RTS/CTS also enhances system 
performance by reducing the duration of collisions when long packets are transmitted 
(25], as shown in section 3.4. For both schemes, at the receiver, the FCS determines 











(b) Four-way handshaking 
Figure 3.3: Handshaking Mechanism 
The IEEE 802.11 MAC uses Inter Rame Space (IFS) timing to control the access 
to the channel. Each station is allowed to transmit only if it has sensed the medium 
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to be idle for at least a Distributed IFS (DIFS). In addition, it shall also wait for 
a random back-off after DIFS, prior to attempting to transmit. The time duration 
between the reception of data and the transmission of an acknowledgment is called the 
Short IFS (SIFS) [391. Figure 3.4(a) shows the cycle of the basic access mechanism for 
a successful transmission. After this cycle, all the stations may contend again for access 
to the medium. Figure 3.4(b) shows the cycle of the RTS/CTS access mechanism for 
a successful transmission [37,80,81]. 
Source ... 
DIFS Back off I Data:: 
ý i- DIFS 
Destination I ACK I 
(a) Basic Access Scheme 
I DIFS =tn I SIFS Source ... Back off - Data 
I- D'Fs oil - 
Destination CTS I -K I nnw 
(b) RTS/CTS Access Scheme 
Figure 3.4: DCF Access Medianisms 
The Contention for the medium is similar for both schemes. RTS and CTS frames 
are introduced at SIFS intervals. However, SIFS is always smaller than DIFS in order 
to prevent any other station trying to access the medium. Before attempting any 
transmission, each station shall wait at least a DIFS interval for the medium to be 
idle. Thus, by setting SIFS to be smaller than DIFS, priority is given to the current 
transmitting station. Collisions are unable to occur as a result of the inability of 
another station to detect the medium as being idle for a DIFS until the end of the 
ACK. Moreover, RTS and CTS packets contain a duration field indicating the amount 
of time the channel is reserved [821. This information is collected by others stations 
listening to the channel. They all update their Network Allocation Vector (NAV) 
indicating the period of time that remains before the channel will become idle, see 
figure 3.5. The NAV is referred to as virtual carrier sensing [831, and even if a station 
is hidden from either the transmitting or the receiving station, it can suitably defer 
further transmission and avoid collision [84]. 
Source VS -SIFS Data 
DIFS 
Destination CTS I AC" TWM 
Other 
Defer Access 
Figure 3.5: Network Allocation Vector Mechanism 
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3.2.2 Back-off Procedure 
The back-off time following the DIFS is slotted and a station is allowed to transmit 
only at the beginning of each slot. This slot tinie size is the time needed for any 
station to detect the transmission of a packet from another station [251. DCF uses an 
exponential back-off scheine to determine the random back-off timing. The back-off 
time is determined by: 
Backof f Time = Backof f Countcr x Slot Time 
where the back-off counter is uniformly and randomly chosen in tile range [0, CWJ. 
CW is the Contention Window. The back-off counter is decremented when the inedium 
is sensed to be idle and then frozen if the medium is sensed to be busy. The counter 
is resuined when the mediurn is sensed to be. idle again after DIFS. 'RWISF[lission may 
proceed when the counter has reached zero. Figure 3.6 shows all example of' the (-oil- 
tention window process with basic access. After sensing the inedium its idle for it DIFS 
time, Tx A and Tx B randorilly set their back-off counters to 4 and 7 respectively. The 
back-off (130) counters are decrenlented mitil either BO(A) or BO(B) become zero. 
BO(A) reaches zero when BO(B) is equal to 3, and consequently Tx A starts transinit- 
ting data whilst Tx B freezes its counter. Once the transmission cycle is finished, Tx 
A and Tx B restart sensing the medium. Tx B shall reactivate its BO(B). which wits 
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Figure 3.6: Contention Window Mechanism with the ba-sic, access 
The IEEE 802.11 MAC implements mandatory Stopand \N"ait, retransmission (ARQ). 
The contention window CW depends oil the number of failed transmissions of the cur- 
rent frame. A transmission is considered as failed either when a collision h; is occurred, 
i. e. when two or more stations start transmissions silnultaneouslY ill the same slot 
tinw, or when no ACK or CTS fraines are received after sending n dit. i picket or an 
RTS fraine respectively. Collisions occur when the back-off counters of two or more 
stations reach zero at the same time. No received ACK occurs when the data packet is 
corrupted, when the ACK collides with another packet, or when the ACK is corrupted. 
No received CTS occurs when the RTS franle is corrupted, when the CTS collides with 
another packet, or when the CTS fraine is corrupted. 
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The CW is initially set to CW .. j,, for the first transmission attempt. In order to 
reduce the probability of collision, after each failed transmission, the CW is doubled 
up to: 
CWm,, = 27n x (CWmi, + 1) -1 (3.2) 
where m is called the maximum back-off stage. Once it reaches CW"',, r, it remains 
at this value until it is reset. CW is reset to CW .. j,, after a successful transmission. 
The value of CW is then: 
CW = 2'x (CW,,, i,, + 1) -1 if 0<i<m (3.3) 
cw = Cw,,, ý if m<i (3.4) 
where i represents the number of unsuccessful attempts. 
3.2.3 Throughput Derivation 
From figures 3.4(a) and 3.4(b), it can be seen that successful cycle durations with the 
basic and RTS/CTS schemes are: 
T basic = DIFS + Backoff + TData + SIFS + ACK (3.5) success 
T, rut' ,= DIFS + Backoff + RTS + CTS + 
TData +3x SIFS + ACK(3.6) cce 
If collisions occur, then these two equations are transformed into: 
DIFS + Backof f+ TD,, t. (3.7) 
DIFS + Backoff + RTS (3.8) 
In the case of the IEEE 802.11a PHY layer, ACK, RTS and CTS frames are trans- 
mitted with mode 1. TD&,, is mode dependent as well as packet length dependent 
and is shown in equation 3.9 where r. 1 corresponds to the ceiling function. The total 
throughput for both schemes is then given by equation 3.10. 
TData 
--: - 
TPLCPpreamble + TPLCPheader + 
NMAC Header + NData + NFCS 








TPLCPpreamble and TPLCPheader are the durations of the PLCP preamble and header 
respectively of the MAC frame. Their corresponding values are available in table 2.2 
in section 2.2.3. NMAC Header, NData and Nics are the number of bits in the MAC 
header, in the payload and in the FCS field respectively (see section 3.1). NDBPS is 
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Table 3.1: MAC Timing Paxameters 
IEEE802. lla IEEE802. llb/g 
Slot Time (ps) 9 20 
SIFS (, us) 16 10 
DIFS = SIFS+2SIots Time (ps) 34 50 
PIFS = SIFS+Slot Time (ps) 25 30 
CW,. i. 15 31 
cwmll 1023 1023 
A CK (ps) 44 (mode 1) Mode dependent 
Av. Backoff (ps) 67.5 310 
m 6 5 7ý 
the number of coded bits per OFDM symbol for the current operating mode, as defined 
in table 2.3 in section 2.2.2.3. T, is the OFDM symbol duration. Apart from ND,, t. 
and NDPBS, all the parameters are fixed, and the throughput depends on the packet 
length and the operating mode. 
3.2.4 MAC Parameters 
The IFS timings and the contention window parameters are PHY dependent, as shown 
in table 3.1. As stated in equation 3.11, the Point Coordination IFS (PIFS) is always 
smaller than The DIFS and larger than the SIFS and its use is explained in appendix 
3.3. 
SIFS < PUS < DIFS 
Manufacturers often implement IEEE 802.11g backward compatible with 802.11b, 
so companies can easily upgrade their networks. In this case, IEEE 802.11b and g share 
similar MAC parameters. If IEEE 802.11g is not backward compatible, then 802.11a 
parameters are used. For IEEE802.11a, the maximum back-off stage m is reached after 
6 failed transmissions, whereas for IEEE802.11b/g, it is reached after only 5 failed 
transmissions due to a larger CWi,,. 
The average back-off defines the back-off duration for 'lightly loaded networks', i. e. 
when each station has access to the channel after the first back-off attempt [27,80]. 
Upon this assumption, the contention window length is therefore always CTV .. i,. The 
average or expected back-off duration is then: 
Average Backoff = Slot Time x 
CW,. i. (3.12) 
2 
3.2.5 Fragmentation 
Under the DCF, the MAC may fragment large packets from the upper layers into 
smaller MAC frames. This allows for corrupted fragments to be retransmitted, rather 
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than the whole frame [39]. If one fragment of a long packet is lost (corruption or colli- 
sion), only the missing fragment needs to be retransmitted. Moreoever, fragmentation 
improves the reliability by increasing the probability of successful fragment transmis- 
sion with smaller packets being less likely to be corrupted. Each fragment is sent as an 
independent transmission and is acknowledged separately [24]. However, fragments are 
sent in bursts. Once the station has contented for the channel, it can transmit frag- 
ments with a SIFS interval between the ACK and the next fragment. Whenever one 
ACK is not received, the station has to content again for the channel with the back-off 
procedure. The station shall resume the transmission from the last missing packet. All 
the fragments should have the same length except for the last one. Fragmentation is 
applied whenever the packet length exceeds a certain threshold. The fragmentation 
threshold takes its value between 256 and 2047 bytes [39] but is not standardised and 
left to manufacturers. Fragments are reassembled at the receiver, using information 
contained in the MAC header. 
3.2.6 DCF Performance 
The simulations performed and the results presented in this section assume a 'lightly 
loaded network'. Impacts on video requirements in terms of throughput and delay are 
also discussed. Unless specified, the IEEE 802.11a PHY is used with the IEEE 802.11a 
MAC parameters. 
3.2.6.1 Throughput 
Figure 3.7 shows the simulated throughput performance of the system for the 8 operat- 
ing modes for different packet lengths and for the basic DCF access and the RTS/CTS 
access scheme [80]. As previously mentioned, it can be seen that the throughput is 
packet length dependent. This is especially true for higher modes. This can be ex- 
plained by the fact that the MAC overheads are considerably longer compared with 
the data transmission duration if packets are small. This is shown in figure 3.8. Ap- 
plications requiring high bit rates are therefore likely to use laxger packets. Table 
3.2 summarises the throughput efficiency and overhead efficiency for different packet 
lengths (500,1500 and 3000 byte long packets) and for modes 1,3,5 and 7. Mode 
5 with 500 byte long packets offers a throughput of 11 Mbits/s, whereas 1500 byte 
packets leads to a throughput of 17.25Mbits/s. However, longer packets are more likely 
to be corrupted (see section 2.3.1). 
Figure 3.9 compares the throughput and MAC overhead efficiency of the basic 
and the RTS/CTS access schemes. It can be seen that the basic scheme offers better 
throughput than the RTS/CTS access technique. The RTS/CTS scheme decreases the 
efficiency since it transmits two additional frames without payload and two SIFS are 
introduced. This is only true under the assumption that each station has access to the 
medium after the first attempt, Le. in a'lightly loaded network' [801. This is not valid 
when the number of users increases. This case will be detailed in section 3.4. 
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Figure 3.8: Percentage of Overhead - DCF - Basic Access 
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Figure 3.9: Basic Access - RTS/CTS Access Comparison for Mode 3 
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Table 3.2: MAC Throughput Efficiency - DCF - Basic Access 
(a) Throughput in Mbits/s 
Maximum Packet Length Packet Length Packet Length 
Throughput 500 bytes 1500 bytes 3000 bytes 
Mode 1 6 4.44 5.37 5.67 
Mode 3 12 7.40 9.93 10.87 
Mode 5 24 11.03 17.25 20.07 
Mode 7 54 15.27 28.18 37.88 







Mode 1 25.8% 10.1% 5.5% 
Mode 3 38.4% 17.2% 9.4% 
Mode 5 54.0% 28.1 % 16.4% 
Mode 6 69.6% 43.1 % 27.5% 
Mode 7 71.7% 45.9% 29.8% 
in figure 2.16 (section 2.3.2) decreases. On a first approximation when retransmission 
is used, the throughput at the MAC is given by: 
Throughput = IV x (1 - PER) (3.13) 
where R' is the available bit rate at the MAC layer (including the overheads) and 
PER the packet error rate at the PHY. Figure 3.10 shows the throughput available 
after the MAC with packets of length 1500 bytes. The nominal PHY bit rate of 54 
Mbits/s (mode 7) drops to 26 Mbits/s with a PER of 0.09. Error free transmission with 
mode 7 with packet length of 1500 bytes would only offer 29Mbits/s. Shorter packets 
would reduce even more the available throughput. 
These previous results were obtained with IEEE 802.11a MAC parameters detailed 
in table 3.1. However, with IEEE 802.11g backward compatible with b, the MAC 
parameters change and so does the performance. Table 3.3 shows the difference in 
overheads for the two MAC parameters for the DCF case with basic access, for a packet 
size of 1500 bytes. It can be seen that due to larger DIFS, Slot time and Contention 
window, overheads with IEEE 802.11 b/g are greater than for IEEE 802.11a. Even 
with a similar PHY layer, 802.11a and g cannot provide similar throughputs if 802.11g 
is chosen to be backward compatible with b. 
As described in table 1.1 in chapter 1, bit rates up to 20Mbits/s may be required 
for video, especially for HDTV. The throughput analysis of the basic access of the 
DCF shows that the packet length at the MAC layer has a very strong influence on 
the throughput performance. Small video packets coming from the upper layers will 
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Figure 3.10: Throughput after the MAC with packet length of 1500 bytes 
Table 3.3: MAC Overhead Comparison IEEE 802.1la/b/g (in %)- DCF - Basic Access 
- 1500 bytes 
Mode IEEE 802.11 a IEEE 802.11 b1g 
1 10.15 18.97 
2 13.92 25.36 
3 17.25 30.76 
4 23.16 39.63 
5 28.12 46.36 
6 43.13 56.26 
7 45.96 65.71 
encoded at a specific rate to be transmitted with a single user, a minimum length 
for video packets is required, as shown in table 3.4 for video bit rates of 5,10 and 
20 Mbits/s transmitted over IEEE 802.11a. If IEEE 802.11b/g is used, overheads are 
larger and therefore constraints on the video packet lengths are stronger. 
3.2.6.2 Influence of ARQ 
As mentioned in section 3.2.2, the back-off procedure in the DCF has been designed 
so that it minimises collisions on the channel. This procedure is also applied whenever 
a transmission fails, meaning that if the channel conditions are bad, corrupted packets 
are retransmitted with a doubling of the CW, until a maximum value is reached. The 
number of ARQs allowed is left to manufacturers. These ARQs introduce delays in 
the DCF as shown in figure 3.11 for the IEEE 802.11a and IEEE 802.111)/g MAC 
parameters. It was assumed that no collisions occurred and that data are transmitted 
with mode I (6Mbits/s). In the case of RTS/CTS access, the delay is independent 
of the packet length since only the loss of RTS packet indicates a failed transmission. 
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Table 3.4: Required Packet length for video packets - IEEE 802.11a - DCF - Basic 
Access 
(a) 5Mbits/s (b) 1OMbits/s (c) 20Mbits/s 

























Moreover, it is assumed that retransmission occurs only on the RTS frame and not on 
the data frame. In the case of the basic access, the delay is packet length dependent 
since the station needs to transmit the data frame before knowing that the transmission 
has failed. Note that 0 ARQ corresponds to the first transmission. It can be seen 
that after 6 and 7 ARQs , the delay is linear for IEEE 802.11a and IEEE 802.11b/g 
respectively. This is because the maximum CW,,. value is reached after 6 and 7 
retransmissions respectively. Table 3.5 summarises the delays for the RTSICTS and 
the basic access schemes for mode 1 for IEEE 802.1 Ia. 16 ARQs introduces a delay of 51 
ms before the pending packet is dropped. Such a delay is obviously not desirable for a 
single packet in video transmission. Table 3.6 highlights the difference in delays between 
IEEE 802.11a and IEEE 802.11b/g. Due to the larger DIFS and CW,, i,,, delays are 
larger than the IEEE 802.11a, case and 16 ARQ would double the packet delay for IEEE 
802.11b/g parameters compared to 802.11a with mode 1. Note that RTS/CTS can lead 
to potential huge delays in the case where the RTS is received correct after several ARQs 
and the data frazne is corrupted. The whole 'double' retransmission process restarts 
again with RTS, until the data frame is received correctly or the maximum-retry-limit 
is reached for either the RTS or data frame. 
Table 3.5: DCF Delays for different numbers of ARQ (in ms) - IEEE 802.11a MAC 









0 (18t Týansmission) 0.149 0.853 1.521 
1 0.371 1.776 3.115 
2 0.763 2.848 4.852 
4 2.616 6.139 9.479 
8 19.058 25.394 31.406 
16 51.856 68.510 74.154 
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Figure 3.11: DCF Packet Delay Comparison - Mode I 
Table 3.6: DCF Delays comparison between 802.11a and 802.11b/g parameters for 







0 (I't Transmission) 2.42 1.521 
1 5.16 3.115 
2 8.55 4.852 
4 17.10 9.479 
8 69.80 31.406 
16 168.53 74.154 
Figure 3.12 depicts the probability density function of the delay for packets encoun- 
tering different numbers of retransmission with the RTS/CTS access. As the number 
of ARQ increases, the probability of packet delay spreads and shifts to the right to 
higher values due to the larger CW. This is confirmed by figure 3.13 which shows the 
cumulative probability density function of a packet having a delay smaller than the 
x-coordinate. The probability of having a delay smaller than 10 ins is 1 for the first 
transmission, and for the first, second, third and fourth ARQs. However, when seven 
and eight ARQs are used, this probability drops to 0.2 and 0.05 respectively. 
Figure 3.14 shows the influence of the initial (CW,, i,, ) and the maximum (CW,,,,,, ) 
values of CW on the delay. From figure 3.14(a), where CW,,,, = 1023, it can be seen 
that the lower CW,, i,, the smaller the delay for a given number of ARQ. With a lower 
CW,,, i,, the initial average back-off is then smaller. The maximum back-off stage m 
decreases as CW .. j,, increases from 7n=6 for CWTntn = 15 to M=1 for CW,,, i,, = 1023. 
Figure 3.14(b), where CW,,,,, = 15, shows that the larger CW,,,,,,, the larger the, delay 
for a given number of ARQ. The maximum back-off stage 7n increases as CW,,,,, 







20 aa JG 








.. so d" 1-1 
(c) Fourth ARQ 
2 
(d) Sixth ARQ (e) Eighth ARQ (f) tenth ARQ 










D4- 6th AR 
na- 1 Oth 0 14th ARO 
0.2 12th ARO 
D. 1 
0 10 20 30 40 50 
A 
70 so iý ic 
delay (ms) 






20 awN 100 
*ft W" 





" CWn, l5 
CWm. n 31 
" CWn63 










7a iö 12 
Nýbw of ARO 
(b) Influence of Maximum CW (a) Influence of Mininiun CW 
Figure 3.14: Influence of the Minimum and Maximum CW on the delay 
Figure 3.15 shows the throughput variations for different number of ARQs and for 
different packet sizes for mode 1 with a PER of 5% (figure 3.15(a)) and for a packet 
length of 750 bytes (figure 3.15(b)) for the mode I of IEEE 802.11g. It can be seen 
that as the number of ARQ increases, the delivery time increases and the throughput 
decreases. However, with low PER, the reduction in throughput is small since only a 
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Figure 3.15: DCF Throughput Comparison versus Number of ARQ- IEEE 802.11g - 
Mode I 
There is a fundamental trade-off between PER, throughput and delay for video 
transmission and the number of ARQs implemented at the MAC layer is crucial for a 
real-time video application. Figure 3.16 shows the PDF of number of ARQs and PDF 
of packet delay for a PER of 0.1 and 0.3 with mode 3 of the IEEE 802.11 a PHY. As the 
PER increases, the ARQ mechanism is called more often. Using ARQ obviously reduces 
the PER at the MAC layer, and therefore provides better visual quality. However, using 
ARQ introduces end to end delays. Remaining packets are then delayed and large delays 
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are building up that axe not suitable for time-bounded video applications. Moreover, 
the use of ARQ consumes bandwidth and therefore reduces the available bandwidth 
for the video. This is especially the case when the channel experiences bad conditions 
and high PHY PERs. 
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Figure 3.16: ARQ and delay Performance, IEEE 802.11a - Mode 1 
3.3 Point Coordination Function 
The optional PCF has been designed to support time-bounded services and can only be 
deployed on infrastructure network configurations. It provides a contention free (CF) 
period (CFP) for transmission by implementing a polling access method. However, it 
relies on the asynchronous access of the DCF [39]. Because PCF is thought to be too 
complex [75], PCF has only been implemented in a few chipsets and a short study is 
presented here. The simulations performed and the results presented in this section 
assume a 'lightly loaded network'. 
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3.3.1 Access Mechanism 
This access method uses a Point Coordinator (PC) also known as an Access Point 
(AP). The PC polls and coordinates stations and lets them have priority access to 
the medium. It therefore eliminates contention among stations. The PC gains control 
of the medium periodically. Once the PC gains control of the medium, it begins a 
contention free period during which the access to the medium is completely controlled 
by the PC. During the PCF, a station can only transmit after being polled. PCF has 
a higher priority than DCF since it may start transmissions after a Point Coordination 
IFS (PIFS), which has a shorter duration than a DIFS and a longer duration than a 
SIFS (see equation 3.11) [27,80). 
PCF starts with a beacon frame [39,811. A beacon frame is a management frame 
that maintains the synchronisation between stations and delivers timing related param- 
eters. Beacon frames are periodically delivered at each Target Beacon Transition Time 
(TBTT). The TBTT defines the time duration before the next beacon frame [851. A 
beacon frame notifies all the other stations not to initiate transmission for the length of 
the CFP. The PC can then allow a given station to have contention-free access through 
the use of a polling frame (CF-poll frame) [86]. The CF-poll frame may contain data if 
the PC has pending data to be transmitted to the station. The beacon frame can also 
contain association/disassociation frame information as well as authentication informa- 
tion. The polling ends with a CF-End frame sent by the PC, or at the time announced 
in the beacon frame 
After the initial beacon frame, the PC shall wait for at least one SIFS before trans- 
mitting one of the following: i) a data frame, ii) a Contention-Free poll (CF-poll) Frame 
or iii) a Contention-Free poll and data frame. A CF-poll frame is a request from the 
PC to poll stations. Upon being polled, stations acknowledge successful reception. 
Depending on the PCF length, and the data length, several data transmissions (with 
ACK) can take place in a contention free period after a SIFS interval. Figure 3.17 
shows the basic PCF access with only one data frame transmitted. The priority of 
PCF over DCF is guaranteed with PIFS being smaller than DIFS. This ensures that 
other stations will not attempt to access the channel. After the beacon frame, data 
shall be transmitted after SIFS, and then acknowledged after SIFS. 
[0 PIFS AFS SIFS i PC 7ýýj Eleacon][týýýýý 1 01 
PIFS 
-. 4 -.: -: 4 Destination I ACK I Time 
Figure 3.17: PCF Access Mechanism 
3.3.2 Throughput Performance 
Based upon figure 3.17, a successful transmission cycle is given by equation 3.14 
T PCF 
, 'ucce88:,,: PIFS + Beacon + SIFSTDatet + SIFS + ACK (3.14) 
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The beacon frame duration depends on the content of the body frame (timing, 
association, authentication parameters) and it is assumed here to be 36ps [81]. The 
throughput is derived in the same way as with the DCF. Figure 3.18 shows the through- 
put performance for different packet lengths and for the operating mode of the IEEE 
802.11a PHY. As with DCF, due to the smaller relative MAC overhead, the throughput 
increases as the packet length increases. By comparing figures 3.7(a) and 3.18, we can 
see that PCF offers slightly better performance over Basic DCF since there is no need 
for a back-off (no contention) and since a station has to wait for a smaller time interval 
(PIFS is smaller than DIFS). However, performance of both schemes highly depends 
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Figure 3.18: Throughput PCF - Basic Access 
3.4 Throughput and Delay Analysis with Markov Chains 
In section 3.2, it was assumed that stations have access to the medium after the first 
attempt and there were no collisions. In the case of several users, typically more than 
3, this assumption is no longer valid. The random back-off can not be taken as the 
average and the probability of collision is not zero anymore. In case of collision, the 
contention window follows an exponential increase up to the maximum. The derivation 
of all the equations presented in this section is detailed in Appendix C. This study 
reproduces the work presented in [25,871, but is applied to a IEEE 802.11 a PHY layer. 
3.4.1 Probabilities of Týransmission and Collision 
In [25,871, Bianchi developed a theory based on Markov Chains and stochastic processes 
to analyse the performance of the IEEE 802.11 DCF MAC taking into account the 
probability of collision with different numbers of users. He assumed that the probability 
of collision is constant and independent for each transmitted packet, that the channel is 
ideal without any hidden terminals, and that the number of stations is fixed during the 
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simulation. He also assumed that the transmission queue of each station is non-empty 
(saturation condition). This theory has also been studied in [88] and [89] with an IEEE 
802.11b PHY. Here, it is applied it to the IEEE 802.11a PHY and tile DCF access 
scheme is considered. 
Let us define: 
* p: the probability of collision seen by a packet being transmitted on the channel. 
9 7: the probability that a station transmits a packet in a generic slot time. 
,r and p can respectively be derived as: 
p= 
Y= 
2x (1 - 2p) 
(I - 2p) x (CW,,, i,, + 1) +px CW,, i,, x (1 - (2p)-) 
(3.15) 
(3.16) 
which define a non-linear system with two unknowns, and with m representing 
the maximum back-off stage. Figures 3.19 shows the probability of collision and the 
probability that a station transmits in a generic slot time for different numbers of users 
and for different CW .. i, CW,,,, remains the same for all simulations. 
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Figure 3.19: Probability of Collision and Týansrnission 
Rom figure 3.19(a) it can be seen that as the number of users increases, the proba- 
bility of collision increases. As CW .. j,, increases, the probability of collision decreases. 
This is explained by the fact that there are more slot times available as CW .. j,, gets 
larger, so it is less likely for two stations to have their counters equal to zero at the 
same time. With 10 users, a CW,, i, of 7 leads to a probability of collision of almost 
0.5. Using a CW,,, i,, of 63 reduces the probability of collision to 0.2. 
Figure 3.19(b) shows that the probability that a station transmits in a generic slot 
time decreases as tile number of users increases. This is explained by the fact that there 
are more stations contending the channel, so each of them has less chance to transmit. 
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When CW .. j,, increases, as there are more slot times before the counter reaches zero, 
the probability of transmission decreases as well [25,80]. Note that the IEEE 802.11a. 
PHY parameters for the MAC are m=6 and CW,, i,, = 15. 
3.4.2 Throughput and Delay Performance 
The normalised system throughput, defined as the fraction of time used to successfully 
transmit payload bits, is given by: 
E[Payload Tx in a Slot Time] (3.17) 
E[Length of a Slot Time] 
and can be expressed as (see Appendix C): 
s= 
Fý.., x P, xE [P] (3.18) 
(1 - PT. ) Xa+ PT. X P. x T..... + Fý. x (1 - P. ) x Trýli. i. 
where a represents the slot time, E [P] is the average packet payload size, Fý-. is the 
probability that at least one transmission occurs in the slot time, P. is the probability 
that a transmission is successful. Both probabilities are p and r dependent. Zuccess 
and Tc,, jjj, j,,, are mode access dependent (basic access or RTS/CTS access) and are 
given in equations 3.5 and 3.7 for the basic access and in equations 3.6 and 3.8 for the 
RTS/CTS access respectively. Fý., and P. are given by: 
PF" =I- (1 - T), 
(3.19) 
P. =nx 
7- x (1 _ T)n-1 (3.20) 
1- (1 - T)n 
Figure 3.20 shows the normalised system throughput for the two DCF access schemes 
for different numbers of users, and different packet lengths, under mode 1 of the IEEE 
802.11a PHY-layer and ETSI-Channel A. This is also summarised in table 3.7. Note 
that in the case of RTS/CTS, it is assumed that the collision and therefore retransmis- 
sion only occurs on the RTS frame and not in the data frame. 















1 0.570 0.430 0.805 0.715 0.885 0.831 
5 0.541 0.446 0.721 0.728 0.775 0.838 
10 0.509 0.446 0.667 0.728 0.712 0.838 
20 0.474 0.443 0.612 0.723 0.652 0.836 
40 0.436 0.437 0.556 0.721 0.589 0.833 
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Figure 3.20: Normalised Throughput 
compared to the RTS/CTS throughput, which remains almost constant. This is due 
to the fact that the probability of collision increases. With the RTS/CTS scheme, only 
the first RTS frame is lost, whereas in the basic scheme the whole data frame is lost. 
The difference is seen to be more important with long packets. For a small number 
of users, the RTS/CTS scheme uses some of its bandwidth for RTS frames, where the 
collision probability is low. It therefore does not make good advantage of the channel 
resources. With longer packets, when a collision occurs, only the short RTS frame is 
lost with the RTS/CTS scheme, whereas the whole data frame is lost with the basic 
scheme. With 1024 byte long packets and with 10 users, the offered throughput is 11% 
higher for the RTS/CTS scheme compared to the basic scheme. On the other hand, 
with 128 byte long packets, the offered throughput is 5% higher for the basic scheme. 
It is therefore recommended to use RTS/CTS for long packets and to use the basic 
scheme for small packets [801. The IEEE 802.11 MAC defines a threshold above which 
packets are transmitted with RTS/CTS. The value of this threshold is chosen between 
0 and 2347 bytes, but is not standardised and is left to manufacturers. 
The average frame delay is given by: 
E [D] =E [x] xE [Length of a Slot Tirne] 
where E [xj is the average number of slot times required for successfully transmitting 
a new frame. E [D] is developed in appendix C. 
Figure 3.21 shows the average frame delay under the same PHY and channel condi- 
tions. It can be seen that the RTS/CTS scheme provides better delay performance as 
the number of users increases, since only the RTS frame is lost in the case of collision, 
whereas the basic scheme loses the whole data frame. 
The use RTS/CTS reduces the probability of collision. It provides better through- 
put performance when compared to the basic access, and therefore, in a multimedia 
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Figure 3.21: Average Frame Delay 
width for video application is limited. However, as number of users increases, even if 
RTS/CTS slightly reduces the delay compared to the basic scheme, large delays are 
noticeable which is not compliant with time-bounded application requirements. The 
number of users accessing a real-time multimedia distribution system should therefore 
be limited. 
3.5 IEEE 802.11 Quality of Services Limitations 
Even though the IEEE 802.11 PCF has been designed to support time-bounded services, 
there are problems that constrain its use. One of them is the unpredictable beacon delay 
due to the unknown transmission time of the polled stations. At TBTT (see section 
3.3), the PC schedules the beacon as the next frame to be transmitted, but it can only 
be transmitted if the medium has been sensed as idle for at least PIFS. The inedium 
may not be idle at this time and the beacon frame would then be delayed. This would 
automatically delay the time-bounded data frames that were set to be sent under the 
CF mode. Another problem is the unknown duration of the data frame transmitted 
by the polled stations. These frames may have variable lengths and can be sent with 
different transmission modes. This can not be controlled by the PC [23,85]. Moreover, 
data transmitted during CP with DCF is not controlled by the PC and this can delay 
further time bounded transmissions. In addition, the time each user has to wait just 
to access the channel might be unacceptable for real-time transmission if the number 
of users increases. 
In order to support QoS, the IEEE 802.11 Task Group E is currently developing ail 
enhanced version of the IEEE 802.11 MAC called IEEE 802.11e [40]. This enhanced 
version defines the Hybrid Coordination Function (HCF) to access the channel. HCF 
uses the Enhanced DCF (EDCF) also called Enhanced Distributed Channel Access 
(EDCA) [23] for the contention access period, CP, and the Hybrid Coordination Chan- 
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nel Access (HCCA) for the controlled access and contention free period, CFP. As in 
the legacy IEEE802.11 MAC, EDCF and HCCA shall alternate in a super-frame and 
are coordinated by a Hybrid Coordinator (HC). Note that EDCF is not a separate 
coordination function, but is a part of a single coordination function HCF [38]. IEEE 
802.11e is also designed so that it can provide service differentiation features with pa- 
rameterised access categories. More details on IEEE 802.1le are given in appendix 
D. 
3.6 Conclusions 
In this chapter, the IEEE 802.11 Medium Access Control layer that manages and 
provides the shared access to the channel has been studied. A detailed analysis of the 
two mandatory operational modes of the asynchronous DCF is given, namely the basic 
mode and the RTS/CTS access schemes, including throughput and delay studies. The 
throughput at the MAC layer is packet length dependent. The IEEE 802.11 MAC has 
a very poor overhead efficiency. Due to smaller overheads and better use of channel 
resources, long packets provide better throughput than small packets. Packets of 500 
bytes have a 25% overhead, where 1500 byte long packets have only a 10% overhead 
with mode I of IEEE 802.11a. In order to be able to transmit a video encoded at a 
specific bit rate, video packets are required to have a minimum length. Long packets 
at the MAC might therefore be preferable for high bit rate applications such as video 
applications. Moreover, due to channels error, the MAC throughput is further reduced. 
The stop and wait ARQ is a mandatory feature of the IEEE 802.11 MAC. It is used 
to retransmit corrupted packets but also to detect collision. It uses a back-off procedure 
to avoid collision. This however introduces long packet delays. A packet would suffer 
20 ms delay if it requires to be retransmitted 8 times with the RTS/CTS scheme using 
IEEE 802.11a parameters. Such delays might not be acceptable for real-time services. 
Packets in the transmission queue would also suffer the delay. This delay builds up 
when several packets are delayed. The maximum number of ARQs allowed is not 
specified by the standard and is left to the manufacturers and/or the applications. The 
retransmission generated by the ARQ mechanisms consumes bandwidth and reduces 
the available throughput. A fundamental trade-off therefore appears between PER, 
throughput and delay that is crucial for time bounded applications. On one hand, the 
ARQ mechanism reduces the PER. On the other hand, it consumes bandwidth and 
delay the transmission. The use of ARQ should therefore be minimised, especially for 
time bounded video applications. 
It has been demonstrated that IEEE 802.11g is backward compatible with b by 
using the IEEE 802.11b MAC parameters. These are larger than the IEEE 802.11a 
MAC parameters and generate larger overheads. IEEE 802.11g therefore offers smaller 
throughput performances. Similarly, the IEEE 802.11g delays are larger than those 
experienced by 802.11a. 
An analysis of DCF with Markov Chains has been given in order to establish the 
influence of the number of users on the throughput and the delay. As the number 
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of users increases, the throughput decreases. However, the RTS/CTS provides better 
throughput performance than the basic access since collisions occur on the RTS frame 
and not on the data frame. However, even if the delay is reduced when using RTS/CTS 
compared to the basic access, as the number of users increases, delay is also increasing. 
The number of users accessing a multimedia distribution system should therefore be 
limited in order to guarantee reasonable end-to-end delay. 
The optional access mode PCF has also been presented along with a throughput 
analysis. PCF has been designed for time bounded applications. However, it still lacks 
QoS support. The enhanced version of the IEEE 802.11 MAC, called IEEE 802.11e, has 
been introduced. It is designed to support QoS and it provides service differentiation 
features with parameterised access categories. For the remaining of this thesis, only 
the DCF is considered. 
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Chapter 4 
Video Coding Techniques 
In this chapter, an introduction to video coding techniques and standards is presented. 
The chapter is organised as follows. Section 4.1 gives an overview of video coding 
techniques. The Moving Picture Experts Group (MPEG) 2 video coding standard 
is detailed in section 4.2. This section contains a description of the coding features 
of MPEG-2 and it also describes the system layer of MPEG-2. Section 4.3 gives an 
overview of existing techniques used to overcome transmission errors and their effect on 
the decoded video. The new H. 264 standard jointly designed by ITU-T Video Coding 
Experts Group (VCEG) and ISO/IEC MPEG is presented in section 4.4. This section 
describes the new features for improving the coding efficiency and the error resilience 
together with a description of the network abstraction layer of the encoder. Finally, 
section 4.5 concludes this chapter. 
4.1 Introduction: Basics of Video coding 
Video signals comprises high volumes of data are that not well suited to real time 
transmission. Video compression is thus required to reduce this high amount of data. 
It involves the extraction of pertinent information and the elimination of redundancy 
[90]. 
In a video sequence, there is a strong correlation between both successive frames 
(temporal redundancy) and within the picture elements (spatial redundancy). In the- 
ory, de-correlation leads to bandwidth compression without affecting image resolution. 
Moreover, the insensitivity of the Human Visual System (HVS) to the loss of certain 
spatio-temporal visual information can be exploited for coding [91]. For example, there 
is no need to transmit information that the human eye cannot see. In addition, it is pos- 
sible to use lossy compression techniques, i. e. where some information are irreversibly 
lost, to reduce video bit-rate while maintaining an acceptable image quality. Consider- 
ing still images, only spatial correlation is exploited. This type of compression is called 
Intra frame coding. On the other hand, if temporal correlation is exploited, then the 
compression technique is chaxacterised as Interframe coding. The main video encoding 
scheme used in all standard video codecs is called Predictive Inter frame Coding. It 
uses three main reduction principles [90]: 
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Spatial redundancy reduction among the pixels within the pictures (intra frame 
coding) 
e Temporal redundancy reduction to remove similarities between pictures (inter 
frame coding) 
* Entropy coding to reduce the redundancy between compressed data symbols 
4.1.1 SpatiaI Redundancy Reduction 
Spatial redundancy reduction refers to intra-frame coding (as in still image) and uses 
the three following components: 
0 Predictive Coding: The value of a pixel is predicted based on the values of pre- 
viously coded pixels. The residual prediction error between the values previously 
coded and the predicted value is then transmitted. This method is called Differ- 
ential Pulse Code Modulation (DPCM). The encoder and decoder are shown in 
figure 4.1. The difference between the incoming pixel and the predicted pixel is 
quantised and entropy coded prior to the transmission. Best predictions are taken 
from the neighboring pixels either from the same frame (intra frame predictive 
coding) or from the previous frame (inter frame predictive coding) or from both 
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Figure 4.1: Block Diagram of a DPCM Codec 
0 Transform Coding: The aim of this method is to de-correlate data and to con- 
centrate the energy in a reduced number of coefficients. It removes spatial re- 
dundancies in images by mapping pixels onto a transform domain prior to data 
reduction. This method concentrates the image energy in the low frequency re- 
gion, and therefore into a few transformed coefficients. A subsequent quantisation 
process can discard insignificant coefficients and provide good energy compaction 
[91]. 
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Transform coding methods can be interpreted as a rotation, or as a matrix ma- 
nipulation. If [f] denotes the matrix of the current image, [T] the matrix of the 
transformation, and [C] the transformed image. These three matrices are then 
linked by: 




It is assumed that [T] is orthogonal, and the image can therefore be recovered: 
If] = IT], - (C) - 171 (4.2) 
There exist several transform methods, such as Karhunen-Loeve Transform (KLT), 
or Discrete Cosine Transform (DCT). The KLT provides the best energy com- 
paction but it requires the autocorrelation matrix of the current image and is 
therefore complex to implement. A 2D DCT is used instead most of the time , 
with 8x8 blocks (64 pixels) which provides a compromise between compression 
efficiency and block artifacts. For the 2D DCT, the coefficients of an NxN block 
of a transformed image [C] are expressed as: 
2 N-1 N-1 (2i + 1)u7r (2j + 1)uir C(u, V) ýqs(u)s(v) 





if x=0,1 otherwise (4.4) 72 
The coefficients of the inverse DCT of an NxN block axe given by: 
2 N-1 N-1 (2i + 1)u7r (2j + 1)u7r f (i, j) S(U)S(V)f (u, v)cos(- )Cos(-) (4.5) 2N 2N 
U=o V=o 
Quantisation: Due to the orthonormality of the previous transforms, there is 
equal energy in the pixel and the transform domains. Transform methods only 
provide energy compaction, but no energy compression. Quantisation and en- 
tropy coding do however provide energy compression. Quantisation exploits HVS 
characteristics. Human eyes axe less sensitive to high frequencies which can there- 
fore be quantised more heavily without affecting quality. The main idea of the 
quantisation is to force some coefficients to zero. There are several quantisation 
techniques. Details can be found in [90,91]. 
In video coding, the quantiser is often used as a regulator for the output bit rate. 
Decreasing the quantiser step size (or decreasing the quantisation parameter) 
will lead to sharper but more numerous output values, increasing therefore the 
bit rate. On the other hand, increasing the quantiser step size (or increasing the 
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quantisation parameter) will lead to less accurate value but less numerous output 
values, decreasing therefore the bit rate. 
4.1.2 Temporal Redundancy Reduction 
This refers to the inter frame coding. Parts of an image that are static, i. e. where 
there is no change from one frame to the following one, (10 not need to be coded. Oil 
the other hand, for parts with changes (movement, illumination variation), inter fraine 
coding is used. The difference between the two adjacent pictures is coded, instead 
of each separate image independently. In addition, if the motion of all object can be 
estimated, the difference between the current image and the motion compensated iniage 
can be coded [91]. 
0 Motion Estimation: This is one the main problems in video coding and comprises 
60% of the complexity [911. In most motion estimation algorithms, it is ilssullied 
that objects move in translation in a plalle that is parallel to the, calnera plalle 
(no zoom and no rotation), and it is assumed that illumination is spatiallY and 
temporally uniform. The most common algorithm is the Block Matching Nlotioii 
Estimation (B-NIME) method and is depicted in figure 4.2. 
NxN Macroblock 






Figure 4.2: Block Nlatching Motion Estimation Principle 
A frame is first divided into NxN blocks called inacroblocks (NIB), tYpically 
N=16. The aim is to determine the NxN NIB ill the reference picture that 
best matches the NxN NIB in the current picture. The smaller N, the better 
the prediction. Practically, the reference picture does not need to be ýidjacent' 
to the current frame. As it is impractical and unnecessary to scarch into the 
whole picture, a search region in the reference picture is required. The search is 
performed into a search window of size J-1), P1 defilling the area ill which to find 
the best match [90,91,92). Assume the top left corner of the current MB to he 
coded 11, Ls the coordinate (x, y) in the current picture. Assunle the top left corner 
of the best match has the coordinate (x + a, y+ iý) in the reference picture. The 
vector (u, v) is called the motion vector (NIV) and is coded. 
55 
Reference Frame 
The matching is based on a criterion. The two most commonly used are the Mean 
Square Error (MSE) and the Mean Absolute Difference (MAD)and are defined 
as: 
1 
+jj2 MSE(ij) = N2 
I: E[f(x+k, y+1) -g(x+k+i, y+1 (4.6) 
k=l 1=1 
NN 
MAD(ij) T2-EE If (x+k, y+1)-g(x+k+i, y+1+jl (4.7) 
k=l 1=1 
where -p :5 (i, j) <p is the coordinate of the searching point in the search window 
in the reference frame, f (x + k, y+ 1) represents the pixel of the current block to 
be coded and g(x +k+i, y+I+ j) represents the pixel in the reference frame. 
To reduce the complexity, MAD is preferred to MSE. Fast Motion Estimation 
algorithms are used to reduce further the complexity. Note that the search can 
be refined by using sub-pixel accuracy. The motion estimation can be backward, 
forward or in both directions by using combinations [90,91,92). 
Motion Compensation: Once the motion estimated MB and the motion vector 
have been found, the motion compensated NIB can be computed. This is equal 
to the reference fraine blocks displaced by the motion vectors. Instead of coding 
the motion compensated frames, the Displaced Rame Difference (DFD) is coded. 
The DFD corresponds to the residual error between the current frame to be 
transmitted and the motion compensated (predicted) frame (see figure 4.3) 
4.1.3 Entropy Coding 
In order to reduce redundancy in the compressed data (transformed and quantised 
DFD and MVs), entropy coding and Variable Length Coding (VLC) is used. This 
allows short codewords to be assigned to the most probable input values, and long 
codewords to the less probable values. The length of the codewords varies inversely 
with the probability of occurrence of the values. The entropy of the symbols (input 
values) can be viewed as the minimum average number of bits required to code them 
and can be expressed as: 
n 
H(x) EA1092A (4.8) 
i=l 
where pi is the probability of the ith symbol. 
In video coding, the two main VLC coding methods are Huffman coding and Arith- 
metic coding. Huffman coding generates a prefix code, i. e. each codeword can not be 
a prefix of another codeword. Arithmetic coding can achieve the theoretical entropy 
bound. Details on Huffman and Arithmetic coding can be found in [90,91,92,931. 
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4.1.4 Video Codec Block Diagram 
Since video coding uses both spatial (DCT+Q) and temporal redundancy (Motion 
Estimation) reduction techniques, the technique is denominated as hybrid. Figure 4.3 
shows the block diagrams of the hybrid encoder and the decoder [90,91,92,94]. 
Every MB is divided into four 8x8 luminance (Y) blocks. Depending the sub- 
sampling ratio of the video format, the number of chrominance (U and V) blocks per 
MB varies from one to four. Then each block is DCT coded and quantised. The 
motion estimator requires the current frame and the reference frame (which is the 
previous reconstructed frame) and generates the motion vector. The motion estimation 
is generally carried out only on the luminance components. The motion compensator 
requires the reference frame and the motion vector and generates the predicted frame. 
4.1.5 Video Quality Assessment 
Picture quality has been traditionally subjectively assessed, i. e. pictures are shown to 
a group of subjects, and their views on the perceived quality of distortions are sought 
[91]. Distortions may not be noticeable for an observer, especially with a good coding 
scheme, and they may differ from one observer to another [90]. Subjective measure- 
ments are however supplemented by objective measurements and results collected from 
the different persons in the group axe then processed with different algorithms depend- 
ing on the assessment problems: comparison between systems, measure of quality. The 
various subjective assessments techniques for the quality of television pictures can be 
found in [95]. 
The Peak-Signal-to-Noise Ratio (PSNR) is one of the commonest way to assess an 
image. It is based on the Mean-Square-Error (MSE). 




MSE = Nx 
1: 1: [Xreference(ii j) - Xcu"ent (i, j)]2 (4.10) 
i=O j=O 
where represents a pixel of the reference image (e. g. original), x,,,,,,, t 
represents the pixel of the current image (e. g. coded) and M and N are the width and 
height of the picture in pixels. 
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Figure 4.3: Generic hybrid Video Codec Block Diagram 
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4.2 MPEG-2 
Full details on the coding tedmiques implemented in the MPEG-2 standard can be 
found in specific journal publications, conference proceedings and video coding books 
among which 190,91,92,94,96] are recommended. Key points are however highlighted 
in this section. 
4.2.1 MPEG-2 Coding Layer 
4.2.1.1 Coding Features 
Following the development of the MPEG-1 standard [97] in the early 1990s, mainly 
aimed at storage, the ISO/IEC developed the MPEG-2 standard [98], also known as 
the H. 262 standard. It allows higher bit rates than MPEG-1 (from 2 to 3OMbits/s) and 
has been designed to suit a wider range of applications such as Digital TV, Satellite 
broadcasting, Cable TV, High Definition TV (HDTV), DVD and Interactive Storage 
Media. MPEG-2 uses a similar hybrid block diagram to figure 4.3 and uses many of 
the MPEG-1 features [96]. Among them axe the following: 
A zig-zag scanning of the quantised components prior to the VLC (see figure 4.4) is 
implemented in order to increase the efficiency of capturing non-zero components. 
Figure 4.4: Zig Zag Scanning 
The 2D-VLC coding is performed on a run/index basis. Run corresponds to the 
number of zeros preceding the value to be coded, and index corresponds to the 
index of the magnitude of the value to be coded. 
* There are three main picture types: 
Intra (I) frames axe coded without reference to previous frames and are 
intra-coded. They provide therefore an access point to the coded sequence. 
Predicted (P) frames are predictively coded with reference to either a pre- 
vious I or P frame 
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- Bi-Predicted (B) frames axe bi-directionally predicted. They may use, past 
future or a combination of both picture for prediction. 
A layered structure is used: video sequence layer, Group of Pictures (GoP) layer, 
picture layer, slice layer, MB layer and finally the block layer. A GoP is composed 
of a series of one or more pictures, with an I picture always being the first, it is 
characterised by its length N and by the length M between the I frame and the 
first P frame. Figure 4.5 shows an example of GoP with N=9 and M=3. Note 
that the coding order differs from the display order since the coding of frames B2 
and B3 require future frame P4 to be coded first. A slice is a group of consecutive 
MBs and is used in order to prevent channel error propagation. In theory, they 
can have different sizes within a picture and may start and end at any MB of the 
picture. However, for MPEG-2, a slice is restricted to one row. 
GoP, N=9, M=3 
Figure 4.5: Group of Pictures 
The motion estimation used is bi-directional, and is done at half-pixel resolution. It 
is carried on a MB basis (16 x 16). The DCT is performed at the block (8 x 8) 
level. The control of bit rate is achieved by tuning the quantisation process. 
MPEG-2 introduces new features such as larger picture resolution ranges, support 
for interlaced sequences, motion estimation at a 16x8 level for interlaced pictures and 
scalability (temporal, spatial and SNR). Because of interlaced pictures, an alternate 
scanning is also allowed. A linear and a non-linear quantisation process are supported 
to increases the precision at high bit rates. 
4.2.1.2 Bit Stream Syntax 
The MPEG-2 bit stream syntax follows the layered structure of the coding using a 
hierarchy with headers. The bit stream uses Start-Codes to define the next field in the 
bit strewn. Each Start-Code is composed of 32 bits and consists of a Prefix Start-Code 
(Psc) followed by a Start-Code ID. The Psc is a string of 23 or more binary zeros 
followed by a binary one. The Start-Code ID consists of two hexadecimal characters 
that identify the type of Staxt-Code. A Start-code is always followed by the header 
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of the corresponding type, which is either Sequence, Video, GoP, Picture, or Slice 
header. Note that there is no Start-Code before a MB header. Start Codes are used 
for resynchronisation. 
4.2.1.3 Profiles and Levels 
One of the main philosophies of the MPEG-2 video standard is that it has to be'generic', 
meaning that the coding is not targeted for a specific application. The standard includes 
many algorithms/tools that can be used for a variety of applications under different 
operating conditions. Because of the numerous algorithms and tools supported, MPEG- 
2 defines profiles (subsets of the bit stream syntax to be addressed to specific classes 
of applications) and profiles are partitioned into levels (set of constraints imposed on 
parameters in the bit streams such as frame size, resolution). Levels and Profiles have 
hierarchical relationships: higher profiles also support lower profiles, and higher levels 
support lower levels. 
4.2.1.4 Scalability 
In order to support specific applications, bit streams can be ordered into layers. When 
two or more layers are generated, the coded video data are called scalable video bit 
streazns. The first layer, called the base layer, is coded independently and contains the 
basic data which will exhibit a reasonable quality when decoded on its own. The other 
layers are called enhancement layers and contain data that refine the base layer [91,961. 
Scalable video coding is often referred as layered coding or hierarchical video coding. 
One of the aims of scalable video coding is to increase robustness of video codecs 
against packet loss, especially during transmission over noisy channels. It can then 
provide error resilience [91,96]. Decoders are able to extract a hierarchical structure 
from a single layered coding bit stream and select the layers their applications can use. 
MPEG-2 defines four basic and one hybrid scalable modes: 
0 Data Partitioning is the simplest scalable tool of MPEG-2. This tool divides 
the bit stream of a single layer non scalable MPEG-2 into two partitions. The 
first layer comprise the critical parts, such as headers, MVs and lower order DCT 
coefficients, whereas the second layer comprises less critical data, such as higher 
DCT coefficients. This technique offers however a sensitive base layer with poor 
quality [961. 
0 SNR Scalability is used in applications involving telecommunication and multiple 
quality video services. The two generated layers have the same spatio-temporal 
resolution but with different qualities. The basic layer is coded by itself to provide 
the basic video quality at a low bit rate. The difference between the reconstructed 
base layer and the input video is coded by a second encoder with a higher precision 
to generate the enhancement layer. The enhancement layer, when added back to 
the base layer, regenerates a higher reproduction of the input video. The two bit 
streams are then multiplexed together [961. 
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0 Spatial Scalability generates two spatial resolution video streams from a single 
source. The base layer is coded by itself with the basic spectral resolution, and 
the enhancement layer carries full spatial resolution. The base layer can use SIF 
or lower picture resolution at 4: 2: 0,4: 2: 2 or 4: 1: 1 formats, while the enhance- 
ment layer uses ITU-R-601 format with 4: 2: 2. The base layer is generated by 
down-sampling spatially the input sequence. The base layer is decoded and then 
up-sampled, the difference with input sequence is then coded generating the en- 
hancement layer [961. 
Temporal Scalability partitions the video sequence into two layers in which the 
base layer is coded to provide basic temporal rate and in which the enhancement 
layer is coded with temporal prediction with respect to the base layer. A simple 
switch may achieve this method. For example I and P frames can be in the base 
layer, whereas the B frames are in the enhancement layer (96]. 
e HybTid Scalability is a combination of individual scalabilities (SNR, spatial or 
temporal). If two scalabilities are combined, then three layers are generated [96]. 
4.2.2 MPEG-2 System Layer 
The system section of the MPEG-2 standard [99] specifies how the compressed video, 
audio and data elementary streams may be packetised and multiplexed together to form 
a single data stream [91,96,1001. Elementary streams can be multiplexed into program 
streams or transport streams. MPEG-2 enables the delivery of multiple programs 
simultaneously within a single transport stream, without requiring them to have a 
common time base. This section provides a brief review of MPEG-2 elementary stre 
(ES), packet elementary streams (PES), program streams (PS) and transport streams 
(TS), including the full description of the PES header and TS header. 
A program in MPEG-2 is defined as a single broadcast service and is composed of 
one or more elementary streams. An elementary stream is a single, digitally coded (and 
MPEG-2 compressed) component of a program. There axe four types of elementary 
streams: audio, video, systems data, and other data (such as user data or teletext 
information) [100). Figure 4.6 shows how these elementary streams are multiplexed. 
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Figure 4.7: MPEG-2 multiplexer 
The output of the MPEG-2 multiplexer is a contiguous stream of data bytes. The 
various ESs that have been multiplexed need to be synchronised with each other. Figure 
4.7 shows the whole MPEG-2 multiplexer including synchronisation [100]. A system of 
time stamps is specified to ensure that related ESs are replayed in synchronism at the 
decoder. Service information may include network paxameters and information about 
the ESs and support is provided for the control of scrambling, for conditional access. 
There is no error protection within the multiplex; this and the subsequent modulation 
(channel adaptation) are chosen to suit the channel (or storage medium). The MPEG-2 
systems specification defines two alternative multiplexes: the programme stream and 
the transport stream. Each is optimised for a different set of applications. 
4.2.2.1 Packet Elementary Stream 
A decoded MPEG-2 picture is known as a presentation unit and an MPEG-2 coded 
representation of a picture (or part of a picture) is called a video access unit. A video 
elementary stream consists of a succession of variable length video access units. Similar 
terminology is used for audio. The packetiser converts each elementary stream into a 
packetised elementary stream (PES), which is limited to 64 kbytes and consists of 
a variable length PES packet header and variable length PES packet payload. PES 
payloads contain data bytes taken sequentially from the original ES. Even if there is 
no requirement to align the start of access units and the start of PES packet payload, 
it is recommended that PES packetisation should be performed at the access unit 
boundaries (frame or slice) so that it is aligned with resynchronisation start-codes. 
The PES packet header is shown in figure 4.8 and is composed of: 
A so-called PES packet start code prefix (PSC) comprising 3 bytes equal to 
OxOO0001 (two bytes equal to 0 and one byte equal to 1). 
9 The stream ID (1 byte) serving to label the stream as well as to specify the type 
of stream and distinguish PES packets belonging to one ES from those of another 
ES within the same program. 
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The PES packet length (2 bytes) specifying the number of bytes that follows in 
the PES packet (including the remaining bytes of the header). 
Flag 1 and flag 2 (1 byte each) containing indicator bits which show the presence 
or absence of the various optional fields that may be included in the PES header. 
Among them the following axe noteworthy: 
-P bit and D bit indicating the presence of presentation time stamps (PTS) 
and decoding time stamps (DTS) fields within the PES header. 
- CRC flag, Scrambling Flag, Priority Flag, Copyright flag. 
- PES extension Flag indicating the presence of extension in the PES header. 
The PES header length (1 byte) specifying the total number of bytes following in 
the PES optional field before the first byte of PES payload is reached. 
PES Packet Starl ID Pk:, 5 Packet Ragl Rag2 header I Presentation I 
-Up-Oon-W-j 
Code Prefix Lenqth length Time Stampsl Fields 
3 bytes byte 2 bytes *1 b7e 1 byte' *1 byte 
Figure 4.8: PES packet header 
Figure 4.9 shows the MPEG-2 systems multiplex from PES to the two streams 
available: programme and transport streams [911. 
torage 
Figure 4.9: MPEG-2 systems multiplex of PS and TS 
4.2.2.2 Program Stream 
A program stream is based on the MPEG-1 [971 multiplex and is compatible with 
MPEG-1. It is intended for storage and error-free retrieval of program material from 
digital storage media and lacks the error control mechanisms which are present in the 
transport stream. A program stream comprises a succession of variable-length and 
multiplexed PES packets (with a maximum length of 64 kbytes). Each packet begins 
with a header, the corruption of which will cause the loss of the entire packet. If the 
packet length field is corrupted, subsequent packets may also be corrupted [1001. 
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4.2.2.3 Transport Stream 
The trausport stream of NIPEG-2 is intended for use, in error-prolit, transiuissiou cii- 
vironments and it is therefore suitably protected. It is composed of a succession of 
188-byte packets (transport stream packets), each of which is provided Nvith error pro- 
tection (such as Reed-Solonion). Tile first byte of each TS packet is a synchronisatioii 
byte and tile remainder may contain multiple video, audic, and data sti-canis. This is 
a preferred method for conveying multimedia streams, but is more complex to create 
and multiplex than a PS [100,1011. PES packets are packetised into TS packets for 
transmission as shown in figure 4.10. 
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Figure 4.10: Generation of TS packet froin the video bit stream 
A TS packet is composed of a 4-byte header (figure 4.11) and a 184-byte payload 
taken sequentiallY from the PES-packet, except for the last TS packet which contains 
an adaptation field. The TS packet header is composed of: 
" Synchronisation byte with a fixed value of Ox47. 
" Trmisport error indicator (tei) of I bit indicating that an uncorrectable bit-cri-or 
exists in the current TS packet. This indicator is raised bY underl. ving networks. 
" PaYload unit start indicator (pus-id) of I bit indicating the presence of a new 
PES packet in the TS payload. 
" 'Fransport priority (tp) of 1 bit indicating a higher priority than other packets. 
" Packet identifier (pid) of 13 bits used to distinguish TS packet cont: dning data 
from one ES from those carrying data of other ESs. 
port scrambling control (tsc) of 2 bits indicating tile scrambling mode of 
the packet payload. 
9 Adaptation field control (afc) of 2 bits indicating the presence of the an adaptation 
field or payload. 
* Continuity count (m) of 4 bits increniented between successive TS packets having 
the same pid. 
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4 bytes 
SYNC Packet Identifier (pid) tsc I afc CC 
-6. 
8 bits 13 bits 2 bits 2 bits 4 bits 
tal (l bit) tp (1 bit) 
pusjd 
(1 bit) 
Figure 4.11: TS packet header 
The adaptation field is used for the last TS packet of a PES packet (see figure 4.10). 
The first byte of the adaptation field contains the length of the adaptation field, i. e. the 
number of bytes in the TS payload before reaching the last part of the PES payload. 
The adaptation field also contains flags and indicators, the systems time clock (STC) 
and timing information in the form of a programme clock reference (PCR). A detailed 
study of the mapping of video access unit into PES/TS packets is available in appendix 
E. 
4.3 Error Resilience and Concealment Techniques 
Since video compression uses predictive coding, temporal prediction and VLC coding, 
encoded video is very sensitive to transmission errors. Error control in video transmis- 
sion is therefore very challenging [102]. 
4.3.1 Detection and Effects of Errors 
The detection of an error is performed at the receiver side. It can be done with the 
addition of header information (e. g. sequence number in packet switch network), check 
sum or Forward Error Coding (FEC) at the transport coder/decoder. Error detection 
can be done at the video level (video decoder) by using the difference of pixel values 
between neighbouring lines with Differential Pulse Code Modulation (DPCM) [102]. 
The best error detection method is FEC with the addition of header information [11]. 
Two kinds of errors can be highlighted: random bits are inverted, inserted or deleted 
due to imperfections of the physical channel. These imperfections can desynchronise 
the VLC coded information. Decoders may be able to detect errors when trying to 
decode an unrecognisable codeword. The other type of error is the erasure error due 
to Packet loss, burst errors or system failure [11]. This second type is much more 
destructive than random bit errors. 
Because of the use of predictive coding, an error may propagate to adjacent MBs 
(spatial propagation) and to adjacent frames (temporal propagation). Because of the 
use of variable length coding, an error will either make the decoder decode the wrong 
codeword or make a codeword unrecognisable. The latter case will lead to the loss 
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of synchronisation where all the following bits axe discarded until resynchronisation is 
re-gained, even if they are correctly received. Figure 4.12 shows how errors propagate 
temporally. Frame 0 is received corrupted. All the upcoming frames are received error 
free. However, because of the temporal prediction, errors are still present in frame 20. 
I 
(a) Frame 0 Received Corrupted (b) Frame 20 Received Error Free 
Figure 4.12: Effect of Error 
Figure 4.3.1 shows how the PSNR of one video sequence evolves in the presence 
of errors. The sequence is received error free until fraine 42 is corrupted. Because 
of the error, the PSNR drops. Because of the intra coding of some MBS that Cannot 
propagate the error, the PSNR slowly recovers until another error occurs, dropping tile 
PSNR again. 
0 
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Figure 4.13: Error Propagation with H. 2634- Video Standards with no I fraine 
4.3.2 Forward Error Concealment: Error Resilience Coding 
In Forward Error Concealment, the source coder has the primary role. This is to make 
the bit stream more resilient to potential errors and to ensure that, if ail error occurs, 
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it will not have a disastrous effect. Most of the time, forward error resilience techniques 
increase the bit rate by adding redundancy [1021. The goal is to have the maximum 
gain in error resilience with the smallest amount of redundancy, either by helping to 
prevent errors or by enabling the decoder to perform better concealment [11] or by 
allowing a graceful degradation rather than a dramatic change in of the quality. 
4.3.2.1 Robust Encoding 
Among the techniques of robust encoding, the more common are the following: 
1. Insertion of Resynchronisation Markers: To prevent the loss of synchroni- 
sation, Resynchronisation Markers (RM) may be used [11]. They are periodically 
inserted into the bit stream, they are designed to be easily distinguishable from 
other codewords and are always followed by a header. Decoders can therefore 
resume proper decoding upon the detection of a RM after the loss os synchro- 
nisation. The length of the RMs dictates the efficiency in terms of bit rate, the 
periodicity of RMs shows how robust the bit stream is and how big the affected 
areas are. When an error occurs, the decoder discards all the bits from the error 
until the next RM. 
2. Insertion of Intra-Block or Intra Frame: The insertion of intra, blocks or 
intra, frame stops the temporal propagation of errors. 
3. Independent Region Prediction: Another way of dealing with loss of synchro- 
nisation is to use a partitioning of the frame into regions such as slices (sequence 
of adjacent MBs) or group of blocks (GoB) (one row of MBs). These entities 
are independent and are recognisable in the bit stream with their header always 
prefixed by a start code (usually two or three 0 bytes followed by one byte equal 
to one, as in MPEG-2 (section 4.2), H. 263+ (section 4.4.1and Annex B of H. 264 
(section 4.4). Decoding can resume upon the detection of the start codes. As 
these regions are independent, an error in one region does not affect other regions 
within one frame. 
4. Error Resilient Entropy Coding (EREC): This technique distributes variable- 
length bit streams from individual blocks into slots of equal size. This method 
allows the decoder to regain synchronisation at the start of each block. It also 
ensures that the beginning of each block is more immune to error propagation 
than those at the end [103]. 
5. Bidirectional Entropy Coding (Reverse VLC): Reversible VLC codewords are 
designed to be decoded both in the forward and backward directions. When an 
error occurs, the decoder discaxds aJI the bits until the next resynchronisation 
codeword where the decoder usually resumes the decoding process [1,111. Dis- 
carded bits may however be correctly received but could not be decoded because 
of the loss of synchronisation. Using Reverse VLC allows decoding in the reverse 
direction and recover discard and correct bits. 
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4.3.2.2 Layered Coding with Unequal Protection 
This technique requires the bit stream to be partitioned into: 
one base layer containing the essential information that can be used to generate 
output with a low but acceptable quality 
e enhancement layers that contain refinement information to obtain higher quality. 
To combat channel errors, unequal protection (or transport prioritisation) will be 
done. The base layer is delivered with a higher degree of error protection. This can 
be done by different means: more reliable channel, stronger FEC, ARQ [11]. This 
ensures to receive correctly the base layer, whereas enhancement layers do no need to 
be protected that strongly. Since they only improve quality, errors in enhancement 
layers are less important [102]. 
There are several ways to obtain base and enhancement layers. Subband coding with 
up-sampling and down-sampling provides different levels (layers) of quality. MPEG-2 
provides several scalability schemes, such as SNR, temporal and spatial scalability that 
generate base and enhancement layers (see section 4.2.1.4). 
4.3.2.3 Multiple Description Coding (MDC) 
With this technique, video data are first divided into several groups (descriptions) and 
axe transmitted over separated channels. These channels are assumed to be indepen- 
dent. The probability that all channels experience losses at the same time is then small 
[102]. These can be different physical paths, or frequency division. Descriptions are 
correlated to each other, and have the same importance. They also must carry sufficient 
information to be acceptably decoded alone, and there is then overlapped information 
between several descriptions. Quality is improved with more descriptions. It therefore 
reduces coding efficiency compared to a single description coding, but it increases error 
robustness to long burst and/or channel failure [11]. Descriptions can be obtained by 
simply splitting adjacent samples among several channels using an interleaving sub- 
sampling lattice and then coding the resulting sub-images independently. 
4.3.2.4 Forward Error Correction 
Forward Error Correcting codes (FEC) are mainly used for error detection and for 
error correction. It increases overheads and therefore it reduces the bandwidth for 
data. Since video transmission can tolerate a certain degree of loss, some studies have 
been performed with FEC, such as combination of Reed-Solomon codes with block 
interleaving [1021. 
4.3.3 Error Concealment by Post-Processing 
In this section it is assumed that the location of the errors is known. In Error Conceal- 
ment, the source and transport decoders have the primary role. This role is to estimate 
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transmitted samples that are known to be erroneous or axe not received. Error con- 
cealment techniques in contrast with error resilience coding do not increase the bit rate 
but add complexity to the decoder [1021. There are three types of data that need to be 
estimated in a damaged MB: texture information (i. e. pixel or DCT coefficient of the 
prediction error block), the motion vector (for P and B coding modes) and the coding 
modes (111. 
4.3.3.1 Recovery of Texture 
To recover the texture of the missing MBs, there exist many algorithms among which 
the following axe highlighted. 
1. Motion Compensated Temporal Prediction: This technique is simple and 
effective. The texture of the corresponding MB in the previous decoded frame is 
used in the place of the damaged texture of the current MB. The MV remains the 
current MV (if undamaged). This method relies on the availability of the MV. If 
it is not available, it needs to be estimated as well [11]. 
2. Spatial Interpolation: This technique is also simple. Pixels in a damaged 
block axe interpolated from pixels in adjacent correctly received blocks. It is also 
possible to estimate the mean value (DC value) of a damaged block and replace 
it by a constant equal to the estimated DC value [11]. 
4.3.3.2 Recovery of Coding Mode and Motion Vector 
Common solutions to recover the coding mode and the MV of the missing MBs are as 
follows. 
1. Coding mode: A simple approach to recover the coding mode is to assume that 
the MB is coded in intramode, and to use only spatial interpolation for recovering 
the underlying blocks. Another way is to collect the statistics of the coding mode 
pattern of adjacent MBs, and to find a most likely mode given the modes of 
surrounding MBs [11]. 
2. Motion Vector: If the video has slow motion, the damaged (or lost) MV can be 
assumed to be zero. The MV of the corresponding block in the previous frame can 
be used. The average (or the median value) of all Ws from spatially adjacent 
blocks can also be used [111. 
4.3.3.3 Previous Frame Copy 
The Previous Frame Copy (PFC) algorithm simply replaces the missing MBs by the 
MBs spatially positioned at the same place but from the previous frame. This technique 




:I (X, Y) 
1.11 M. ms B"tt-, ME3 
Reference Frame Current Frame 
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4.3-3.4 Boundary Matching Algorithm (BMA) 
This algorithin has been developed by Lain 0 al. in ý1041 and presents a solution to 
interpolate the N'1Vs of the missing AlBs [105]. It searches for the NIV which satisfies 
best a spatial coherence criterion. The winning NIV is the one. niiiiiiiiising the boundarY 
matching measure between the replaced NIB and its surroundings ý1061. 
BMA takes the lines of pixels, above, below, to the right and left of the lost AIB 
in the current picture and uses them to surround each candidate from the previous 
decoded picture. The chosen NIV (1),, 17. ) is found when the criterion given in equation 
4.11 is iniminised. 
Criterion(v, 
-, vy) ý 
Ct(vx, vy) + CI(Vxývy) + Cb(vx, Iýy) + Cr(V. r, Vy) 
(4.11) 
wbere Ct, C, Cl, and C, are the measures for the top, left, bottom and right 
bound, iries respectively. They are given by: 
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Where (x, y) is the coordinate of the top left pixel of the missing NIB, P and 1) are 
the pix(-ýl values of the reference frame and the current frame respectively. N is the 
size of NIB (or block) to conceal. Each of these four sunis represents the boundary 
inatchilig on a block side. For a simple implementation, the lost NIV can be selected 
from predefined 1\, IVs such as zero AIV, median and inean of NlVs, [1071. 
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This algorithm is fast and gives goods results if the damages areas involve only 
translation movements [106]. It does not however work properly for rotation or zooming 
[105] and when the edges are diagonal [107]. To solve these problems, several algorithms 
have been presented in [105,106,107], modifying the original BMA. 
4.3.4 Interactive Concealment 
Interactive Error Concealment requires coder and decoder to interact. Most of the 
time, interactive concealment techniques increase complexity but reduce the coding 
gain loss and achieve better performance [11,1021. A feedback channel is required and 
the decoder can inform the coder about which part of the transmitted information is 
corrupted by errors. The coder may then adjust its transmission. One of the simplest 
techniques is ARQ (if supported) and consists on a simple retransmission of the cor- 
rupted data. This increases processing delays which may be unacceptable for real time 
applications [111. The feedback channel can be used in the two following ways. 
4.3.4.1 Reference Picture Selection (RPS) 
When the encoder learns about the damaged parts of a previously coded frame, it can 
decide not to code the next P or D-frame with the most recent reference frame, but with 
an older reference picture which is known to be without error. Coder and decoder need 
therefore to store multiple frames. Information about the right reference picture to use 
is conveyed in the bit stream. This does not induce any extra delay at the decoder if 
the reference frame is not to far from the frame to be coded/decoded [11,21]. 
4.3.4.2 Error Tracking based on Feedback Information 
Instead of using a previous undamaged reference frame, the encoder can track how the 
damaged MBs in the frame would affect decoded blocks in the following and/or previous 
frames. MBs that will be affected by the original damaged paxts may be processed in 
several different ways at the coder [11,21]: 
They can be coded in intra mode to stop the propagation. This method is the 
simplest but suffers loss in coding gain (less efficient than the RPS). 
Error Concealment can be done at the encoder (similar technique as in the decoder 
since an encoder always contains a decoder) in order to match the reference picture 
for the next prediction coding. This technique is the most complicated. 
This method requires lots of memory and is computationally intense if decoding is 
also performed at the coder side. There exists some low complexity algorithms that 
can be used to estimate the spatio-temporal error propagation in MB [211. More about 
Error Tracking can be found in [11,21]. 
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4.4 H. 264 
The main goal of new H. 264/MPEG -4 part Advanced Video Coding (AVC) standard 
[36] jointly developed by the ITU-T Video Coding Experts Group (VCEG) and the 
ISO/IEC Moving Picture Experts Group (MPEG) is to enhance the coding efficiency 
of the codec as well as to provide a 'network-friendly' representation of the encoded 
video so that it is suitable for transmission over existing and future heterogeneous 
networks. 
The development of the H. 264/AVC standard (formerly called H. 26L) follows the 
development of the previous H. 261, H. 263, H. 263+ and MPEG -4 standaxds. MPEG - 
4 [108] has been standardised in 1998 and is aimed to provide a new level of interaction 
with visual contents. It provides technologies to view, access and manipulate objects 
rather than pixels with great error robustness for a large range of bit rates [1091. These 
technologies include shape and texture coding, motion estimation and compensation, 
as well as tools for error resilience. FW1 details on the coding techniques implemented in 
the H. 263, H. 263+ standards can be found in specific journal publications, conference 
proceedings and video coding books among which [90,91,92,94,110] are recommended. 
The key points axe however recalled in the the next section. 
A special issue of the IEEE Transaction on Circuits and Systems for Video Technol- 
ogy (July 2003, Volume 13) is dedicated to H. 264 and gives an overview of the H. 264. 
Specifically, [30,34,35] are recommended along with the book [111]. The specifications 
of H. 264 can be found in [36]. 
4.4.1 Previous Standards: H. 261, H. 263 and H. 263+ 
Following the development of H. 261 [112] in the early 90s, ITU developed the H. 263 
[1131 followed by H. 263+ [114] in the early 2000s. These three standards use an hybrid 
bock diagram similar to MPEG-1/2 (see figure 4.3). H. 261 differs in that the predicted 
frame at the output of the motion compensator is filtered with a loop filter. This filter 
modifies the prediction in order to attenuate the high frequencies. It has a blurring 
effect on the video and should only be activated for blocks with motion. Filtering is 
carried on a MB basis. The in-loop filter is optional in H. 263 and H. 263+. 
The H. 263 video codec standard has been designed for video coding for low and very 
low bit rate communication. The video is arranged in hierarchical structure with four 
layers: picture, group of blocks (Goll), MB and blocks, with a GoB being composed 
of kx 16 lines pixels (k depends on the image format). The DCT-transformed and 
quantised components are represented in three dimensions by a (last, run, level) triplet 
and then VLC coded. The motion estimation in H. 263 is carried on the luminance and 
at the MB level (as H. 261 and MPEG-1) with a half-pixel precision. There is one MV 
per MB which is differentially coded with predictions taken from three surrounding 
MBs (left MB, top MB and top right MB) as shown in figure 4.15. Note some MVs 
might not be coded, depending on the motion. The decision whether or not a MB shall 
be motion compensated depends how on it can substantially reduce the prediction error. 
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The predictors are calculated separately for the horizontal and the vertical components 
of the MVs, MVI, MV2 and MV3. For each component, the predictor is the Inedian 
value of these three MVs (specific rules apply for NlBs at the border of a slice or a 
picture) and is given by: 
pred, =median 
tJIIVI,., AIV2, 
i -I'IV3,1 (4.16) 
predy = median I AIVI, ) AIV'2y, AIV'2,1 (4.17) 
The difference between the components of the current NIV and the predictor are 
VLC coded. Their vector differences are defined by: 
AIVD,, = AIV, - pred, (4.18) 
AIVDy = AIV,. - predy (4.19) 
(4.20) 
MV2 mv, Current MB 
mv, mv 
A, -ý 
Figure 4.15: Motion Vector Prediction in H. 263 
Similarly to MPEG-2, H. 263 adopts a layered bit stream syntax using Start-Codes. 
In addition to the basic video source coding algorithin, four negotiable coding option.,, 
are included for improved performance (110,113]: 
e Unrestricted Motion Vector MVs are allowed to point outside the picture. 
e Syntax-based Arithmetic Codiiig: a binary arithmetic codhig replaces the classing 
VLC coding. 
Advanced Prediction: this inode allows four NIVs iwr NIB (one per block) alid 
Overlapped Motion Compensation, where each pixel of in Sx8 1111ilinalice 
diction block is the weighted sum of three predicti0ii values. 
9 PB-frames: A PB-franie consists of two pictures being coded as one unit. A 
PB-frarne is composed of one P-picture (predicted from the previous P-picnire 
or I-Picture) and one B-picture (predicted from both the previous P-picture ýýIld 
tlie current P-picture). 
H. 263+ development effort was intended for short-term stalidardisation of enhwice- 
ments to the H. 263 video algorithin for real-time applications [91]. H. 263+ provides 
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enhanced video error resilience capabilities, especially for mobile video. The key fea- 
tures of H. 263+ are the real-time audio-visual applications over error-prone channel 
[1101. The enhancements of H. 263+ over H. 263 fall into two categories [91]: 
9 Enhancement quality within existing applications: improving perceptual effi- 
ciency, reducing coding delay, providing greater resilience to bit error and data 
losses 
* Broadening the current range of applications 
H. 263+ allows the use of a wide range of custom source formats, and hence opens 
a broader range of applications. Apart from the already existing features of H. 263, 
H. 263+ implements the following optional modes [110]: 
" Unrestricted Motion Vector Mode (Annex D of [114]): This mode differs from 
the H. 263 version and a reversible VLC (RVLC) is used to encode the difference 
motion vector, increasing resilience to channel errors. RVLC allows decoding the 
motion vector part of the bit strewn in forward and reverse direction. Further- 
more, the motion vector range is extended to up to [-256, +255]. 
" Advanced Intra Coding (Annex I of [114]): This mode improves compression 
performance when coding intra MBs. Intra blocks are predictively coded using 
nearby block in the image to predict values in each intra, block. A separate VLC is 
used for the INTRA VLC coded coefficients. Quantisation of the DC coefficients 
for INTRA is also different. The prediction may be made from the block above 
or the block to the left of the current block being decoded. In addition to the 
zig-zag scanning, two other scans are available: alternate vertical and alternate 
horizontal. Alternate vertical is similar to the alternate scan in MPEG-2. 
" Deblocking Filter Mode (Annex J of [1141): This mode introduces a deblocking 
filter inside the coding loop for the predicted frames similar to the one of H. 261. 
" Slice Structured Mode (Annex K of [114]): This mode implements a slice structure 
rather than a GoB structure. It allows the subdivision of the picture into segments 
containing vahable numbers of MBs. It consists of a slice header followed by 
the coded MBs. The header acts as a resynchornisation point. The shape can 
vary (rectangular or not) and so can the order of transmission (sequential or 
arbitrary). Slice are independently encoded, meaning that no data dependencies 
across boundwies are allowed. 
" Supplemental Enhancement Information Mode (Annex L of [114j): This mode 
allows supplemental information to be included in the bit stream in order to offer 
display capabilities. 
" Improved PB- frame Mode (Annex M of [114]): this mode is an enhanced version 
of the PB-frame mode of H. 263 and allows bi-directional, forward and backward 
prediction (11263 PB-frame mode uses only bi-directional prediction). 
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9 Reference Picture Selection Mode (Annex N of [114]): This mode allows the 
selection of a reference frame other than the previous frame. This mode decreases 
the effect of error propagation and is used for error robustness. 
Temporal, SNR and Spatial Scalability (Annex 0 of [114]): As defined for MPEG- 
2 with minor differences. In H. 263+, enhanced pictures can be predicted from 
the base layer picture and/or from previous enhanced picture. 
Other features include Reference Picture Resampling Mode (Annex P), Reduced 
Resolution Update Mode (Annex Q), Independently Segmented Decoding Mode 
(Annex R), Alternative Inter VLC Mode (Annex S), Modified Quantisation Mode 
(Annex T). 
4.4.2 Video Coding Layer (VCL) 
This layer defines the coding methods and many other new features used in the new 
H. 264 standard. Each of these features taken separately does not significantly improve 
performance. However, when combined, the overall efficiency is greatly enhanced and 
they can achieve significant improvements. The range of applications is also wider 
when compared to prior standards: Broadcast over cable, satellite or DSL, Interac- 
tive or serial storage (DVD, optical or magnetic devices), conversational services over 
ISDN, Internet, Ethernet or LAN (wire or wireless), video on demand and multimedia 
streaming services, Multimedia Messaging Services [30,34,35]. As with all the previ- 
ous standards, H. 264 uses an hybrid video codec block diagram similar to the one of 
figure 4.3. The main difference is the insertion of a deblocking filter prior to the motion 
compensator. 
4.4.2.1 Improvements in efficiency 
The various new coding tools that improve the efficiency can be separated into those 
improving the coding and prediction efficiency and those improving the robustness to 
errors. 
1. Prediction efficiency 
The prediction efficiency has been improved with the following tools: 
Variable Block-size Motion Compensation: more flexibility is added by al- 
lowing motion compensation blocks with various sizes. MBs are allowed to 
be segmented (or partitioned) into 16 x 8,8 x 16 or 8x8 blocks and 8X8 
blocks are allowed to be segmented into 8x4,4 x8 and 4x4 blocks for an 
improved motion compensation [35,115,116,1171 as shown in figure 4.16. 
Quarter-sample Accurate Motion compensation: whereas most prior stan- 
dards were using an half-pixel motion compensation accuracy, a quarter-pixel 
accuracy is implemented, improving the motion compensation. Note that 
the MPEG-4 standard uses a similar accuracy, but in H. 264, the complexity 
is reduced [351. 
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Figure 4.16: MB partitioning 
" Motion vector over picture boundaries: the Unrestriced Motion Vector Mode 
option of H. 263+, where motion vectors are allowed to point outside the 
picture area, is now included H. 264 as a basic tool [351. 
" Multiple Reference Picture Motion Compensation: the Reference Picture 
Selection Mode of H. 263+ has proved to provide efficient coding. As basic 
tool, H. 264 implements a multiple reference picture selection allowing the 
encoder to select the reference picture among a set of previously decoded 
pictures. This requires both encoder and decoder to store the reference 
pictures used for inter prediction in a multi-picture buffer [35,1161. 
" Weighted Prediction: the motion compensation is allowed to be weighted. 
" In-loop Filtering: this optional feature of H. 263+ is now implemented as a 
basic tool in H. 264. Applying an adaptive deblocking filter in the predic- 
tion loop reduces the block-based video coding artifacts and improved the 
resulting video quality. 
" Others features improving the motion compensation include Improved Skipped 
and direct motion inference, Direction spatial prediction for intra coding. 
2. Coding efficiency 
The coding efficiency has been improved with the following tools: 
9 Small Block Size Transform: H. 264 adopts a4X4 approximation of the DCT 
instead of the classic 8x8. This allows the decoder to represent signals in 
a more locally-adaptive fashion [35,115,116,118]. Moreover, the scalar 
quantisation process uses 52 steps from 0 to 51 and an increase of 1 in the 
quantisation paxameter decreases roughly the bit rate by 12%. Quantised 
coefficients are zig-zag scanned. 
9 Hier-archical block transfw-rn. while in most case the 4x4 DCT offers better 
benefits, for some pictures with blocks with large correlation a laxger DCT 
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is preferable. H. 264 allows therefore 8x8 and 16 x 16 DCT for intra coding 
[35] 
0 Short word-length transform: while other previous standards have gener- 
ally required 32-bit processing for the complex processing of the transform 
computation, H. 264 design requires only 16-bit arithmetic. 
0 Exact match inverse transform: while other previous standards use error 
tolerance bound for the transform causing drift between the encoder and the 
decoder and from one decoder to another, H. 264 achieves an exact equality 
of decoded video between the encoder and the decoders. 
9 Entropy coding: H. 264 supports two methods of entropy coding. 
Variable Length Coding (VLC): For all the syntax elements except the 
quantised transformed coefficients, H. 264 uses the default VLC entropy 
with a single infinite-extend codeword, thus only the mapping to the sin- 
gle codeword table is customised according to the data statistics. The 
single codeword table is an exl>-Golomb code with very simple and reg- 
ular decoding properties. For the quantised coefficients, a more elabo- 
rated code is adopted, using vaxious VLC tables for the syntax elements 
depending on already-transmitted syntax elements. This is Context- 
Adaptive Variable Length Coding(CAVLC). With the tables well de- 
signed to match the corresponding conditioned statistics, the coding 
performances are greatly enhanced [35,116]. 
Context-Adaptive Binary Arithmetic Coding (CABAC): The efficiency 
of the entropy coding is further improved if CABAC is used. The arith- 
metic code allows the assignment of non-integer number of bits to each 
symbol of an alphabet, especially for symbols with a probability greater 
than 50% [115]. The adaptive code permits adaptation to non-stationary 
symbols with changing statistics. Moreover, CABAC is context mod- 
elling, meaning that the statistics of already coded syntax elements are 
used to estimate future conditional probabilities [35,116]. It is shown 
that CABAC increases the compression efficiency on average by 7-10% 
compaxed to CAVLC although CABAC is much more complex and can 
be very computationaly intensive [118]. 
Results in the literature [35,116,117,118,119] have shown up to 60% bit rate 
savings with the same visual fidelity at CIF format compared to various prior decoding 
schemes (MPEG-2, H. 263+ and MPEG-4), due to the highly flexible motion model 
and the very efficient arithmetic-coding scheme. Figure 4.17 [116,120] compares H. 264 
with MPEG-2, MPEG-4 and H. 263 for the tempete sequence at CIF format. 
4.4.2.2 Improvement of the robustness to errors 
Because of the temporal and spatial predictions, an error in one frames propagates 
over the future frames. Common techniques exist to reduce the effect of the error 
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Figure 4.17: Rate Distortion Improvements 
propagation either at the encoder or at the decoder, as shown in section 4.3. H. 264 
has been designed for storage but also for transmission over error-prone environment. 
Robustness to error is therefore a key feature of H. 264 [30,35,121]. Here, the specific 
tools deployed by H. 264 for error resilience and robustness are presented. 
1. Multiple Reference Picture Structure 
H. 264 implements a multiple reference picture selection that improves tile pre- 
diction efficiency. The reference picture is selected among a larger number of 
pictures that have been decoded and stored, improving the accuracy of tile pre- 
diction. This features is similar to the error resilience tool explained in section 
4.3.4.1 when encoder and decoder interact. In the case of a system with feed-back 
channel, the encoder call have knowledge whether one frame is corrupted or not 
and may use older but error-free reference MBs for prediction instead of using 
expensive intra coding [301. 
2. Flexible Slice Structure 
Similarly to MPEG-2 and H. 263+, H. 264 adopts a slice structure (a slice is a 
sequence of MBs which are processed in the order of raster scan within the slice). 
A picture may therefore be partitioned into one or several slices. Slices are self 
contained and are independent in tile sense that they can be decoded without 
having knowledge of the other slices in tile same pictures. H. 264 has three main 
coding types for the slices: 
I slice: where all the, XlBs of the slice are coded using intra prediction. A 
picture containing only I slice is aI picture. 
P slice: where at least one MB is coded using motion compensation. Note 
that aP frame can contain aI slice and aP slice can contain MBs coded 
with intra prediction [35]. 
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B slice: In addition to the coding types available in aP slice, some MBs of a 
B slice can also be coded using two motion compensated prediction signals 
[35]. 
H. 264 also introduces an Instantaneous Decoder Refresh (IDR) picture composed 
of IDR slices. IDR slices always belong to an IDR picture. IDR slices are coded 
using intra, prediction. As it was explained previously, H. 264 implements a multi- 
ple reference picture selection. An IDR picture invalidates all short-term reference 
memory buffers [30,35]. Using this definition, in H. 264, a video sequence corre- 
sponds to all the video frames between two IDR pictures. An IDR slice is detected 
with its nal-unitAype (see section 4.4.3 on the Network Abstraction Layer) 
In addition to these main coding types, H. 264 defines two other coding types for 
SI and SP slices, explained in point number 6 in section 4.4.2.2. The type of the 
slice is given in the slice header and its value is given in table 4.1 [36]. The slice 
type values between 5 and 9 specify that all the other slices of the current picture 
shall have the same type. For an IDR slice, the slice type should be either, 2,4, 
7 or Q. The slice type of a non IDR slice is either 0,1,2,5,6 or 7. 
Table 4.1: Slice Type values 
slice-type Slice 
0 P slice 
1 B slice 
2 1 slice 
3 SP slice 
SI slice 
slice-type Slice 
5 P slice 
6 B slice 
7 1 slice 
8 SP slice 
9 SI slice 
H. 264 introduces a new approach with the Flexible MB Ordering (FMO) using 
the concept of a Slice Group. Each slice group is a set of MBs defined by a MB to 
slice group map. The map consists of a slice group identification number for each 
MB in the picture specifying which slice group the it belongs to [35]. One slice 
group can be partitioned into one or more slices, such that a slice is a sequence of 
MBs within the same slice group. Note that MBs are still processed in raster scan 
within the slice and MBs within one slice are not necessarily adjacent anymore. 
Figure 4.18(a) shows an example of FMO with three slice groups. Slice group 0 
contains one slice (background), slice group 1 contains three slices and slice group 
2 is composed of two slices. Figure 4.18(a) shows an example of FMO with two 
slice groups known as the 'chess-board' or'dispersed' type. 
With the use of FMO, the visual impact of slice-loss is reduced, especially if the 
chess-board pattern is used. Since every lost MB has several spatial neighbours 
belonging to the other slice group, an error concealment mechanism has a lot of 
information it can employ to recover the missing NIB. It also allows unequal error 
protection with slice groups containing important information (e. g. foreground) 
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Figure 4.18: Flexible TNIB Ordering 
being allocated more protection. The price paid for the use of' FMO is a lower 
coding efficiency [30]. In order to preserve the independence of each slice, the 
motion compensation efficiency Ims to be reduced because MRS within one slice 
might not be adjacent anymore. Note that a Slice is constrained bY its length 
either in ternis of bytes or in ternis of NIB. s. One slice can evenniall), he the hill 
picture (or slice group). 
3. Intra Placement 
To combat drifting effects, the intra elements can be inserted. These (AcInclit's 
can either be NIBs, or slices or pictures and are intra coded, without reference to 
any encoded pictures. They provide re-sYnchronisation and can Stop error propa- 
gation. H. 264 has two fornis of slices that contains intra 7\IB,;: Int ra slice (1-slice) 
and Instantaneous Decoder Refresh (IDR) slices. Because it invalidates all short- 
term reference memory buffers, an IDR picture Ims a stronger re-synchronisation 
property than a frame containing only I slice. An I frame would cancel the drift 
for the duration of the picture only but Ls multiple reference fraines are, used, 
future fraines inay reference fraines prior to the I frames and ina 
, 
N, re-establish the 
drift, even in an error-free environment (301. Random or pseudo-random intra 
NIB can also be inserted [122ý and yields to a relativel. v small bit rate penallY 
[1211. 
4. Parameters Sets Structure 
A parameter set contains inforination that is expected to rarel , N, change 
ý351 and 
that can be applied to a large number of' j)ictures ý1111. There are two kinds (d 
parameter sets. Sequence parametvi- sets contain all the int'orniation related t() 
a sequ( -, iic(, of pictures, and picture parameter sets contain all the illf'orination 
related to all slices belonging to a single picture. Nhiltiple different sequence and 
picture parameters sets can be available at the decoder. The encoder chooses the 
appropriate picture parameters to use by referencing it in the slice header. The 
picture parameter set itself contains a reference to the sequence parameters set 
to be used [30]. These sets need to be transmitted first either out-of band or in- 
bound with an appropriate protection and are only required to be retransmitted 
Slice Group 0 
m 
Slice Group 1 
F-I 
Slice Group 2 
m 
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when some parameters change. In this way, the probability of loosing a few bits 
of key information (picture size, frame rate, buffer size ... 
) for the decoding is 
lower, and this reduces the impact of errors onto the decoded sequence. 
5. Redundant Slice Structure 
This structure allows the encoder to insert, in addition to the codedMBs of the 
slice itself, one or more redundant representations of the same MBs into the same 
bit stream. The key difference with other redundancy schemes is that the redun- 
dant slices can be coded with different coding parameters such as different QPs. 
The original slice is known as the primary slice and can have a good visual reso- 
lution (low QP) whereas the redundant slice can have a less accurate resolution 
(high QP) with fewer bits. The decoder typically reconstructs the primary slice, 
however, if this primary slice is lost, the redundant slice is reconstructed [30]. 
6. Data Partitioning 
Usually, all symbols of a MB axe coded together in a single bit stream to form a 
slice. Already implemented in MPEG-2, data partitioning creates more than one 
bit stream (called a partition) per slice [30,35]. H. 264 implements a three level 
data partitioning structure. The first level (Type A partition) contains all the 
header information, including MB types, QPs and NIVs [111]. This first level is 
therefore the most important. Without it, the two other levels can not be used. 
The second level (Type B partition) carries Intra, coding block pattern (CBP) 
and intra, coefficients [111]. It requires the availability of the Type A partition 
to be useful. The third level (Type C partition) contains the inter information 
(Inter CBP and Inter coefficients). This partition is the least important since the 
data it carries do not contain re-synchronisation information. To be useful, Type 
C paxtition requires the availability of Type A and Type B partitions [30]. Note 
Data partitioning is not supported for IDR pictures. 
At the receiver, all the partitions are required for decoding. However, if a Type 
C partition is missing, Type B and Type A are still useful and can improve the 
efficiency of the error concealment. In a similar way, if Type B and Type C 
partitions are missing, Type A is still useful for the concealment since it can 
provide the MB types and the MVs 1301. 
7. Other Features 
Among other features used for error resilience, the following are highlighted: 
Arbitrary Slice Ordering (ASO): H. 264 has the capability of sending and 
receiving slices in any order relative to each other. This can improve the 
end-to-end delay for real-time applications [30]. 
SPISI synchronisation/switching Pictures: The main features of this struc- 
ture is that identical SP-frames can be reconstructed even when different 
reference frames are used for prediction. SP-frames make use of motion 
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compensated predictive coding to exploit temporal redundancy in the se- 
quence while still allowing identical reconstruction of the frame, even when 
different reference frames are being used [30,123]. They axe used for efficient 
switching between bit streams coded at various bit-rates [116,117]. 
" Spare Pictures: This structure allows to indicate similarities between a ref- 
erence picture and other pictures. It helps to improve the quality of some 
decoded pictures by replacing the references pictures by better ones, to im- 
prove error concealment by concealing a lost block as a corresponding block 
in one of the spare picture [1241. 
" Scalability: The H. 264 task group has released a call of proposals on scalable 
video coding. The propositions presented at the meeting in Munich in March 
2004 are still under discussion. 
The evaluation of these various error resilience features can be found in [34,121, 
122,125,126,1271. 
4.4.2.3 Profiles and Levels 
Similarly to H. 263+ and MPEG-2, H. 264 defines Profiles and Levels in order to sup- 
ply conformance points for inter-operability between various applications [35,1161. All 
the coding tools are not required for all the applications [120]. For example, the er- 
ror resilience tools are not required for error free networks or/and transmission [117]. 
Therefore subsets (Profiles) of coding tools with different classes of applications are 
defined. Three profiles have been developed: Baseline (with basic features), Extended 
(the most complete) and Main (without error resilience). All decoders conforming to 
a specific profile must support all features in that profiles. Encoders are not required 
to make use of any particular set of features supported in a profile but have to provide 
conforming bitstrewn [351. 
Because of the various processing powers and memory sizes of decoders (real-time 
or non real-time), levels provide constraints mainly on picture sizes (from QCIF to 
4000x2OOO), frame rates (from 15 to 120 frames per second), bit rates (from 64kbits/s 
to 240Mbits/s) and number of reference pictures (from 3 to 9) [35,117,120]. 
4.4.3 Network Abstraction Layer (NAL) 
The Network Abstraction Layer (NAL) is the interface between the VCL layer and 
the underlying layers [1281 as shown in figure 4.19. It provides a means to transport 
the video over numerous and heterogeneous networks by allowing a seamless and easy 
integration of the coded video streaxn into current and future system architectures [128]. 
It operates on a NAL unit (NALU) basis. 
4.4.3.1 NAL Unit (NALU) 
A NALU is a byte string consisting of a 1-byte header followed by a payload of variable 
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Figure 4.19: H. 264 Encoder 
it (toes not carry side information (parameter sets or SEI), it NAL unit always carries 
one slice (or one partition of a slice). The header is composed of: 
forbidden-bit (I bit): set to zero and call I)e flagged 1). N, underl. ving inedia-awarc 
networks to indicate to the decoder that the content of the NAL imit is crroiwous. 
The decoder can either drop or conceal the corrupted slices [35.1291. 
'md-ref-idc (2 bits): specifies whether the content of the NAL payload is allowed 
to be part of a reference picture or not. 
iial-unit-type (5 bits): specifies the type of data structure contained in the paylmd 
[36]. The different nal unit payload types are presented in table 4.2. 
String of Data bits (SODB) rbsp- alignement bits 
with emulation bits I 
Remaing bits 
of SODB nal unit twe 
(b DItS) rbsp stop bit ýnal 
ref idc (1 bit) 
kj2 bits) rbsp trailing bits 
forbidden_bit 
1 or more CABAC zero word (1 bit) 
NAL unit header (1 byte) NAL unit payload 
Figure 4.20: NAL Unit 
The String Of Raw Data Bits (SODB) coming from the AVC encoder is first linalised 
by adding the Raw Bits Sequence Payload (R. BSP) trailing bits (rbsp- t7wiling- bits com- 
posed of the remaing bits of SODB, a stop bits equal to I wid the 1) , N'tes alignment 
bits). One or more zero bytes are added at the tail when CABAC is used to forin the 
8-4 
Table 4.2. - NAL Unit Tvne cndp-q 
naLunit-type Content of the NAL unit 
0 Unspecified 
1 Slice of a non IDR picture 
2 Partition A of a slice 
3 Partition B of a slice 
4 Partition C of a slice 
5 Slice of an IDR picture 
6 Supplemental Enhancement Information 
7 Sequence Paxameter Set 
8 Picture Parameter Set 
9 Access Unit Delimiter 
10 End Of Sequence 
11 End of Stream 
12 Filler Data 
13-23 Reserved 
24-31 Unspecified 
RBSP bits. RBSP bits are then interleaved as necessary with emulation prevention 
bytes inserted to prevent a start code preftT from being accidentally generated inside 
the payload. When the OxOO OxOO OOOOOOXX pattern is found (XX is either 00,01,10 
or 11), the emulation prevention byte OxO3 is inserted to form: OxOO OxOO 00000011 
OOOOOOXX [361. 
Note that there is no mandatory transport mechanism for H. 264 coded data. How- 
ever, there are a number of possible transport solutions depending on the methods of 
transmission [1111. The NALU is delivered in one of the two specific formats: Annex 
B or RTP [130] format [131]. A MPEG-2-system layer extension is under study for 
H. 264/MPEG-4 part 10 transport [111]. 
4.4.3.2 Annex B format 
Because some systems require delivery of the entire NAL units stream as an ordered 
stream of bytes within which the NAL unit boundaries need to be identifiable from 
patterns within coded data itself [351, the Annex B format (named after the Annex B 
of [36]) has been designed as the byte stream format. It is based on the classic start 
code prefix insertion, common to MPEG-2, H263 and H. 263+. In this format, each 
NAL unit is prefixed by a start code prefix, so that the boundaxy of the NAL unit 
can be found by the decoder by searching for it in received bytes stream. The use of 
emulation bytes guarantees that start code prefixes are the only identifiers of the NAL 
unit boundaries [35]. 
Depending on the importance of the NAL unit, the staxt code prefix differs. If 
the NAL unit caxries either parameter sets (picture or sequence) or the first slice of 
a picture, the start code prefix is then four byte long and is equal to OxOO000001. 
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Otherwise, the staxt code prefix is only three byte long and is equal to OxOO0001 [36]. 
4.4.3.3 Packet-based format 
Other system, such Internet or IEEE 802.11 require data to be transmitted in packets 
that are framed by the transport protocol. NAL unit boundaries are then easily iden- 
tifiable by the decoder for re-synchronisation without the use of start code prefixes. 
Nevertheless, even if they are not required in the packet-based format, the emulation 
bytes are however inserted. Since the emulation prevention is done prior the choice 
of the transport format, emulation bytes are present in both case. The packet-based 
format developed for the transport of H. 264 is the Real-tiineIYansport Protocol (RTP) 
[130,131] with dedicated rules. This RTP format is fully detailed in section 6.3.1 for 
the case of the study of the packetisation. 
4.4.4 Advanced Error Concealment (AEC) Algorithm 
The design of a specific error concealment algorithm is outside the scope of H. 264. The 
authors of the specification and of the test model software [132] however recommend a 
non-normative algorithm [16,133] in order to provide a basic level of error resilience for 
the decoder. Any error-robust improved coding or error concealment algorithm shall 
therefore be compared against the H. 264 test model equipped with this algorithm [34]. 
This algorithm is called Advanced Error Concealment (AEC) and is included as an 
informative paxt of the test model description. 
It is assumed that erroneous slices are not fed to the decoder but discarded before 
decoding. Neither error checking nor bit-integrity detection is performed at the decoder. 
The correctly received slices axe first decoded. The missing slices of one frame are then 
concealed using a MB map, stating if one MB has been correctly received or lost [16]. 
The order of processing differs from the classic left to right and top to bottom order. 
The frame is scanned column-wise from the left and right edges to the center of the 
image as shown in figure 4.21 (a) on the example of frames with 8 by 6 MBs. Consecutive 
lost MBs in a column are concealed starting from the top and bottom of the lost area 
toward the center of the areas as shown in figure 4.21(b) where three slices are missing. 
This processing order allows better concealment of the usually hard to conceal central 
part of the frame where most of the motion takes place. This ensures that lost MBs 
at the center of an image are concealed using as many neighboring concealed MBs as 
possible [34]. 
The INTRA concealment is based on weighted pixel value averaging. The weight 
used for averaging is simply the inverse distance between the source and destination 
pixels as shown in figure 4.4.4. Only MDs correctly received are used for this con- 
cealment if at least two of them are available. Otherwise already concealed MBs are 
used. 
The INTER concealment uses a boundaxy-matching-based motion vector recovery 
similar to the BMA algorithm detailed in section 4.3.3.4. Depending on the motion 
activity (average MVs) of the correctly received slices in the frame, different conceal- 
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1 13 25 37 43 31 19 7 
3 15 27 39 45 33 21 9 
5 17 29 41 47 35 23 11 
6 18 30 42 48 36 24 12 
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(a) Scanning order 
Figure 4.21: Order of Concealment 
Figure 4.22: Intra Spatial Concealment based on weighted pixel average 
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(b) Concealment order 
ments take place. If the activity is smaller than a threshold, a simple copy of the 
co-located MBs in the reference frame is performed on the missing slices. Otherwise, 
motion compensated error concealment is used [16,133]. The MV of the missing MBs 
is predicted from spatial neighbours. The decision on which neighbor motion vector 
to use as a prediction, is made based on the smoothness of the reconstructed image, 
especially at the MB boundaries [16]. The winning prediction MV is the one which 
minimises the side match distortion d,,,, similax to the one given in equation 4.11 for 
BMA. The AEC algorithm works on 8x8 blocks [34]. The motion of the 8x8 blocks 
is worked out as the average of the spatially corresponding 4x4 and/or 8x4 and/or 
4x8 blocks. 
The winning MV is taken from a set of candidate MVs formed by the MVs of the 
neighbouring MBs (top, bottom, left and right). Note that as the algorithm is 8x8 
block based, each the neighbor can have up to two MVs to be added in the set of 
candidate MVs. When the MB to conceal has correctly received neighbors MBs, their 
corresponding MVs are added to the set and are used to work out the side match dis- 
tortion with their corresponding reference pictures . Otherwise, concealed neighbours 
MBs are considered [16]. Note that the zero motion vector is always present in the set 
of candidate MVs and is always considered for prediction, corresponding then to PFC. 
4.5 Conclusions 
In this chapter, the basics of video coding have been reviewed, including a description 
of the reduction of temporal, spatial and entropy redundancies via motion predic- 
tion/compensation, transform coding, quantisation, and entropy coding respectively. 
The MPEG-2 video coding standard has been introduced with its coding features 
such as bi-directional motion compensation, frame types (I, P and B), 2D VLC entropy 
coding, and layered structure. The different scalability schemes available with MPEG-2 
have also been presented. 
Along with the coding features of MPEG-2, the MPEG-2 system layer has been 
described. This system defines how MPEG-2 video is first packetised into Packet Ele- 
mentary Stream (PES) packets and then into Program Stream (PS) packets for storage 
or Transport Stream (TS) for transmission. The standaxd also depicts how video pack- 
ets may be multiplexed with audio and other data. 
When a video is transmitted over an error-prone channel, due to the compression 
techniques, errors affect the decoding and the quality of the decoding video. A re- 
view of error resilience and robustness techniques has been carried out, including the 
partitioning of frame into smaller entities and the error concealment Block Matching 
Algorithm. 
Finally, the new H. 264 video standard has been presented with its new coding 
features. H. 264 has been designed so that the compression efficiency (coding and pre- 
diction) at Video Coding Layer (VCL) is greatly improved with the combinations of 
various techniques. H. 264 has also been designed so that it can be easily transmitted 
over many various systems. This section has included details on the error resilience 
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and robustness features, among them the Flexible MB Ordering (FMO) and multi- 
ple reference pictures selection can be highlighted. The VCL is then linked with a 
network-friendly layer, the Network Abstraction Layer (NAL) providing an interface 
with underlying networks. The concealment algorithm used as reference by the authors 
of the specifications and of the test model software is also presented. 
Due to its compression efficiency that out ranges the previous MPEG-2 and H. 263 
standards, and due to its error robustness features, H. 264 seems adapted to provide re- 
liable transmission. Moreover its flexibility with the Network Abstraction Layer allows 
transmission over various packet-based systems or bytes stream orientated networks. 




Video Transmission Enhancement 
over the IEEE802.11a PHY layer 
and the IEEE 802.1-1- MAC 
This chapter investigates the use of Forward Error Correction (FEC) and Space-Time 
Block Codes (STBC) on the PHY layer to minimise the use of the MAC layer ARQ for 
video transmission. It is organised as follows: section 5.1 introduces the chapter and de- 
fines the requirements and challenges of MPEG-2 transport strewn video transmission 
over the IEEE 802.11a/g PHY and the IEEE 802.11 MAC layer without strong reliance 
on ARQ as explained in chapter 3. Section 5.2 studies the use of Reed-Solomon codes 
implemented in a concatenated code to reduce the PER. Section 5.3 describes STBC 
spatial diversity techniques to enhance the PHY layer. It also presents performance 
results for such techniques. Section 5.4 studies a system combining RS concatenated 
coding with an enhanced Space Time Block Code PHY layer. Performance results in 
terms of PER, BER, use of ARQ, delay and throughput are presented in this section. 
Finally, section 5.5 concludes the chapter. 
5.1 Introduction 
Recently, there has been a growing interest in video streaming over Coded Orthogo- 
nal Frequency Division Multiplexing (COFDM) based Wireless Local Area Networks 
(WLANs), such as IEEE802.11a/g and Hiperlan/2 [134,135,1361. They provide data 
rates at layer 1 up to 54Mbits/s in a 20MHz bandwidth and are a possible solution 
for home entertainment, video on demand and other home multimedia communication 
products. Real-time video transmission is bounded by delay constraints and requires 
very low end-to-end delay [137]. As detailed in chapter 3, Retransmission with Au- 
tomatic Repeat reQuest (ARQ) introduces delay and its use should be avoided or at 
least limited. ARQ is however a mandatory feature of the IEEE 802.11 MAC layer as 
explained in chapter 3 and is used to correct errors [80,138]. In chapter 3, the effect 
of the number of ARQs on delay was studied and packets were seen to suffer 20 ms 
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of delay when a maximum of 8 ARQs per packet was allowed. For delay purposes, 
and in order to guarantee a video transmission without strong reliance on ARQ, the 
IEEE 802.11a/g performance may need to be enhanced so that the PER is reduced 
and the number of MAC retransmissions is limited. In this chapter, it is assumed that 
retransmission only happens when a packet is corrupted and that no collision occurs, 
corresponding to 'lightly loaded' network scenario. 
An alternative to ARQ and other error-resilience techniques is the use of Forward 
Error Correcting (FEC) codes [1371. FEC codes are commonly employed to add ro- 
bustness and to improve the PER/BER performance. More specifically, Reed Solomon 
codes (RS) [139) are particularly adapted for correcting burst of loss packets [140]. RS 
codes concatenated with convolutional codes have already been implemented in Digital 
Video Broadcasting Terrestrial and Satellite (DVB-T and DVB-S) [32,1411 systems, 
where ARQ is not employed. DV13 uses the MPEG-2 system [991 and allows several 
data streams to be multiplexed [138]. MPEG-2 Transport Stream [100] was described 
in section 4.2.2. DVB-T and S use MPEG-2 TS packets of 188 bytes and are deployed in 
outdoor envirom-nents that generally have Line of Sights (LOS). The study conducted in 
this chapter is following the DVB system but uses WLANs at 2.4 and 5.2GHz deployed 
in home and office environments with Non-LOS (NLOS). 
In order to enhance further the radio performance of the PHY layer, multiple trans- 
mit and receive antennas can be used to provide diversity. A simple and very attractive 
form of Space Time Block Coding (STBC) was proposed recently by Alamouti in [142] 
and generalised by Taxokh in [1431. It only requires a small degree of additional com- 
plexity and is suitable for the low mobility environments in which WLANs will be 
deployed. STBC can enhance performance by exploiting spatial diversity, rather than 
by using temporal diversity (retransmission). This chapter investigates the combination 
of both systems (concatenated coding and STBC) in order to enhance the performance, 
i. e. the PER of the PHY layer so that the transmission of MPEG-2 streams do not 
strongly rely on ARQ [138]. 
5.2 Use of Concatenated Coding Reed Solomon (outer 
code) with IEEE802. lla PHY 
To reduce the use of ARQ at the MAC level, the PER at the physical layer should 
be improved, so that fewer packets require retransmission. This can be achieved by 
implementing FEC at the physical layer. The IEEE 802.11a/g PHY already employs 
channel coding, however it can be combined with another outer code to perform a 
concatenated code with the inner code provided by IEEE 802.11a/g PHY layer. Con- 
catenated codes are commonly used in conjunction with outer and inner interleavers. 
This section examines the use of concatenated coding as implemented in DVB-T and 
DVB-S [32,1411 for MPEG-2 TS packets of 188 bytes. Both schemes implement a 
transport multiplex adaptation and randomisation for energy dispersal, an outer code 
using a RS code, a convolutional interleaver, and an inner punctured code from the 
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WLAN PHY layer [32,141]. RS are popular for transmission over bursty channel since 
it provides strong correction capability particularly adapted for correcting burst of loss 
packets [140]. Figure 5.1 shows the functional block diagram used for the study. 
............ Concatenated coding 
Video Encoder 
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Figure 5.1: Block Diagram of a Concatenated Code for MPEG-2 TS packets transmis- 
sion 
DVB-S and DVB-T employ a shortened Reed Solomon (RS) encoder for the outer 
code (RS (188,204, t=8) correcting up to 8 bytes) and a convolutional interleaver. A 
similar structure is adopted here, employing a RS code with two different correction 
capabilities of 8 and 32 bytes for study. Table 5.1 shows the different parameters 
used for the simulations and the corresponding coding rate and the video bit rate 
reduction due to the coding overheads. Decoding has been performed with the classical 
Berlekamp-Massey algorithm using hard-decisions [139]. 
Table 5.1: Reed Solomon CodinLr Parameters 
Code Input length Output length Correction Bit Rate Coding 
in bytes in bytes Capability Reduction Rate 
No RS 188 188 0 bytes 0% 1 
RS 188 204 8 bytes 7.84% 0.921 
RS 188 252 32 bytes 25.39% 0.746 
The BER and PER performance for mode 1 over the IEEE 802.11a/g standards 
is shown in figure 5.2 for RS(188,204, t=8) and RS(188,252, t=32). The channel used 
for these simulations is the ETSI - Channel A (NLOS offices with an rms delay spread 
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Figure 5.2: Performances for mode I with RS(188,204, t=8) RS(188,252, t=32) over 
IEEE802. lla 
of 50ns). We observe that, although the PER performance is improved (2dB gain 
for the 32 byte correction capability case at a PER of 10-2), the BER performance 
is not enhanced. The BER after the outer coder follows closely the BER after the 
inner coder. This is due to the fact that the outer convolutional decoder call correct 
packets containing a few errors (thus improving the PER) but it cannot correct packets 
containing a large number of errors, depending on the correction capability of the, code. 
These highly corrupted and hence uncorrectable packets contribute to the high BER. 
This is illustrated in figure 5.3, where the histograms of the distribution of bits and 
bytes in error per packet are given for the 32 byte correction capability. Tile outer 
decoder can correct packets containing up to 32 erroneous bytes, and the PER is thus 
significantly reduced. However, some channels in a WLAN transmission lead to errors 
which are uncorrectable by the decoder. Packets containing more bytes in error than 
the correcting capability of the code call not be corrected and the number of bits in 
error therefore remains very high. 
The DVB-T and DVB-S standards, which also employ an outer RS code with an 
OFDM based PHY layer, do not suffer as much as the home environment because 
they use directional antennas that guarantee near LOS channels, or at least channels 
with high K factors. This prevents deep fading and helps to ensure that errors are 
randomly distributed over packets, and not concentrated in a single and uncorrectable 
burst. To overcome highly corrupted packets, diversity techniques can be employed in 
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Figure 5.3: Error Distribution, with RS(188,252, t=32), mode 1, C/N=lldB, PDU size 
of 188 bytes 
5.3 Space Time Block Codes 
The radio performance of the WLAN PHY layer can be further enhanced using multiple 
transmit and receive antennas to provide spatial diverity. Alamouti in [142] derived 
a simple and attractive technique in the form of Space Time Block code (STBC), 
requiring only a small degree additional complexity [144]. This scheme was generalised 
by Tarokh in [143]. 
5.3.1 Mathematical Description of Space Time Block Codes 
In this section, details are provided for the case of 2 transmitters and I receiver (2Tx- 
1Rx). Similar calculations have been derived for the 2Tx-2Rx case. At the receiver, 
after the FFT, the received signal on each of the 48 sub-carriers is: 
A= Hk-Xk + nk (5.1) 
where Yk is the received signal on the kth sub-carrier, Hk represents the frequency 
response of the channel at the kth sub-caxrier and nk represents the complex Additive 
Do MM- al bft In ý 





White Gaussian Noise (AWGN). Xk is the transmitted signal on the kth subcarrier. 
In Alamouti's encoding scheme, two signals are transmitted simultaneously from two 
transmit antennas and received with one or two receive antennas. The transmission 
matrix is given by [142,1431: 
Xl, k -X*2, k (5.2) 
X2, k X*I, k 
I 
where X1, k and X2, A; axe the transmitted signals of two consecutive OFDM symbols 
respectively, at a given sub-carrier k, before being input to the IDFT and after the 
serial to parallel conversion (S/P). 
At transmit antenna 1, for the k1h sub-carrier, X1, k is transmitted during the first 
symbol period followed by -X*2, k in the second symbol period. At transmit antenna 2, 
X2, k is transmitted during the first symbol period followed by x*,,,, in the second symbol 
period. This is summarised in table 5.2. Each antenna transmits one OFDM symbol 
at half power compared to the standaxd IEEE 802.11a/g system. 
Table 5.2: Encodinz and Transmittina Seauence for the 2 Tx case 
ransmit Antenna I Ransmit Antenna 2 
First OFDM Period 






At receive antenna 1, after the DFT and the removal of the cyclical prefix, the 
received signal is given by [1421: 










X2, k X*, k n2, k 
where YI, k and y2, k represent the received signals during the first and second symbol 
period respectively. nl, k and n2, k represent the AWGN and HI, k and H2, k represents 
the frequency responses for sub-caxrier k of the channels between Tx 1 and Rx 1 and 
between Tx 2 and Rx 1 respectively. Equation 5.3 can be rewritten as [142,143]: 
Yl, k = Xl, k. Hi, k + X2, k-H2, k + ni, k (5.4) 
Y2, k = -X*2, k. Hi, k + X*I, k. H2, k + n2, k (5.5) 
It is assumed that the channel responses are uncorrelated and remain constant 
during the period of two OFDM symbols. IEEE and ETSI OFDM based WLAN use 
an ODFM period of 4jus, this assumption is reasonable for an indoor system. After 
channel estimation, channel parameters are known to the receiver and according to 
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[1441 and [1451, Yl, k and Y2, k can be combined into: 
Sl, k ý Yl, k-Hlk + Y2, k-H2, k (5.6) 
S2, k ` Yl, k'H2, k - Y2, k-Hl, k (5.7) 
By using equations (5.4) and (5.5), (5.6) and (5.7) are rewritten as: 
Sl, k " Xl, k(IHI, k 12 + IH2, k 12) + nj *, k + n* , k-Hl 2, k-H2, k 
(5.8) 
12 12) (5.9) 31, k : -- 12, k(IHI, k + II-12, k + nl, k'H2, k - n*2, k. Hi, k 
In order to perform Soft Decision Viterbi decoding, the Channel State Information 
(CSI) of both channels and for all the sub-carriers (Hl, k, H2, k) is Passed to the decoder 
in order to calculate the metric. Figure 5.4 describes the block diagram for a 2Tx-lRx 
STBC configuration that will be used as the inner part of the combined system. 
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Figure 5.4: 2Tx-1Rx STBC block diagram for IEEE802.11a PHY layer 
5.3.2 Performance Results 
In [1441, the authors showed that a 2Tx-2Rx system can achieve a gain of 8.5 dB for 
mode 1 compared to a standard 1Tx-1Rx system over IEEE802.11a for a PDU size 
of 54 bytes. Since, MPEG-2 TS packets are used here, in this section performance 
results with a PDU size of 188 bytes are presented. Figure 5.5 shows the PER and 
BER performance versus CIN for the IEEE 802.11a standard PHY layer, the 2Tx-1Rx 
case and the 2Tx-2Rx case. It can be observed that all the modes are improved, and 
the PER and BER are reduced for a given CIN. The throughput enhancements at the 
PHY are shown in figure 5.6. 
The BER, PER and throughput enhancements for mode 3 are shown in figure 5.7 
and summarised in table 5.3 for the 2Tx-1Rx and 2Tx-2Rx cases and for a packet size 
of 188 bytes. Significant improvements can be observed and a gain of 5dB is achieved 
by using 2 transmitters and one receiver over the legacy IEEE 802.11a/g PHY layer for 
a BER of 10-4. A further 5dB can be gained with two receivers. For a throughput of 
10Mbits/s with mode 3, two transmitters allow a gain of 6dB over the IEEE 802.11a/g 
PHY layer. Table 5.4 details the improvements for all modes for a PER of 10-2 for the 
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Figure 5.6: PHY Throughput Performances with STBC, PDU size of 188 bytes 
The performance of STBC schemes shows significant improvements over the stan- 
daxd IEEE 802.11a/g. In the case of 2Tx-2Rx, there are four sub-channels (Tx1 to 
Rx1, Tx1 to Rx2, Tx2 to Rx1 and Tx2 to R-x2). If one channel is faded, the signal 
is not necessarily corrupted, depending on the state of the other three channels. It is 
unlikely to have all the four channels in a bad state at the same time, and channels in 
a good state help to reduce the effect of bad channels. Figure 5.8 compares the bytes 
and bits in error per packet histogram distributions for the standard IEEE 802.11a/g 
PHY, the 2Tx-1Rx and the 2Tx-2Rx cases for a C/N of OdB with inode 1. As outlined 
by figures 5.5, the PER and BER are improved. Moreover, as previously explained in 
section 5.2, it can be observed from figures 5.8(a) and 5.8(d) that the PER and the 
BER can not be reduced with the use of FEC. However, due to the spatial diversity of 
STBC schemes, when a packet is corrupted, the number of bytes in error is significantly 
reduced. If combined with STBC, FEC would therefore correct much of the remaining 
corrupted packets. 
Table 5.3: STBC Improvements over IEEE 802.11a/a. for mode 3 
2Tx-lRx 2Tx-2Rx 
PER = 10-2 3.5 dB 8 dB 
BER = 10-4 5 dB 10 dB 
Throughput= 1 OMbits1s 2.7 dB 6 dB 
Table 5.4: 2Tx-2R-x STBC Lyaiii at PER=I% 
Mode 1234567 
Gain in dB 8 10 8 10 8.5 10 10 
Figure 5.9 shows the improvements of STBC in terms of use of retransmission and 
delay. It can be seen that a 2Tx-IRx reduces the number of ARQ, and the use of 
2Tx-2Rx reduces even further the number of retransmission. The delay introduced are 
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5.4 Combined FEC and STBC 
5.4.1 Overview 
As shown in section 5.2, a simple RS code applied with the IEEE 802.1la/g PHY 
layer does not alone provide an efficient means to reduce the use of ARQ. The STBC 
spatial diversity technique allows reduction of the number of highly corrupted packets 
that are uncorrectable. A system combining both systems (RS and STBC) would 
improve further the performance [138]. The proposed system is therefore composed of 
an outer RS code with two different correction capabilities (8 and 32 bytes) and with 
an outer interleaver combined with an STBC system (2Tx-lRx and 2Tx-2Rx) at the 
PHY layer, as shown in figure 5.10 for the 2Tx-1Rx case. The convolutional encoder 
and the interleaver of the PHY layer form the inner part of the concatenated code. The 
reference system for the simulation is the standard IEEE 802.11a PHY layer without 
the RS encoder and without STBC. TS packets are 188 byte long and are input to 
the outer RS encoder. The encoded packets, with a length of 204 bytes or 252 bytes 
depending on the correction capabilities chosen, are then input to the modified IEEE 
802.11a PHY layer implementing a 2Tx-1Rx or 2Tx-2Rx STBC (see Table 5.1). 
5.4.2 PER and BER Performance 
Figure 5.11 shows the PER performance of the system with a 2Tx-2Rx configuration 
for the different correction capabilities and for the 7 modes of IEEE 802.11a/g. The 
RS encoder improves further the PER performance. For example, at a PER of 10-2 
using mode 5, a CIN of 11dB is required without an RS code, whereas, it only requires 
9.5dB and 8dB for RS codes with correction capabilities of 8 and 32 bytes respectively 
[138]. 
The histogram distributions of the bytes and bits in error for mode 1 are shown 
in figure 5.12 and this illustrates the improvement over the standard IEEE 802.11a/g 
PHY layer with STBC 2Tx-2Rx and RS(188,204, t=8). The number of highly corrupted 
packets is greatly reduced with STBC, hence the RS code can further correct packets 
with only a few errors. However, the few packets with a large number of bits in 
error are still uncorrectable and still drive the BER. Figure 5.13 shows the PER and 
BER performance respectively for the combined system for mode 3 with the 2Tx-1Rx 
and 2Tx-2Rx STBC configurations and for the two correction capabilities. The BER 
is slightly improved. The 2Tx-1Rx and the 2Tx-2Rx STBC configurations without 
RS encoding provide an improvement of 3.5dB and 8dB respectively over the IEEE 
802.11a/g standard for a PER of 10-2. The proposed combined system using a 2Tx- 
1Rx configuration offers a further 1.5dB and 2.5dB gain with 8 and 32 byte correction 
capabilities respectively, leading therefore to a 5dB and 6dB gain over the standard 
[138]. The 2Tx-2Rx configuration offers 8.5dB and 1OdB gains over the standaxd with 
the 8 and 32 byte correction capabilities respectively. For a given CIN, the stronger 
RS code with a 2Tx-2Rx configuration will reduce considerably the PER and reduce 
therefore the undesirable use of ARQ for video time-bounded transmissions [138]. PER 
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Figure 5.11: PER performances for a 2Tx-2Rx STBC and different correction capa- 
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improvements are summarised in table 5.5. 
T. qhlp S IS- Gnin nt PFR=lc/'ý with Mnrln 'I 
Mode 2-1, No RS 2-1, t=8 2-1, t=32 2-2, No RS 2-2, t=8 2-2, t-32 
Gain in dB 3.5 5689.5 10 
5.4.3 ARQ and Delay Performance 
Figure 5.14 shows the probability density functions of the number of retransmissions 
and delays for mode 3 for a C/N of 2.5dB for the standard IEEE 802.11a compared 
to the combination of a 2Tx-2Rx STBC with RS(188,252, t=32). It can be seen that 
the proposed system considerably reduces the use of ARQ. 0 ARQ corresponds to the 
first transmission. Thanks to a reduced PER, packets are more likely to be received 
correctly after the first transmission with the proposed systein and the probability 
of using more than one ARQ is null with a C/N of 2.5dB. The delays are therefore 
considerably reduced as shown in figures 5.14(c) and 5.14(d). The proposed combined 
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5.4.4 Throughput Performance 
As mentioned in table 5.1, the 8 and 32 byte correction capabilities of the concatenated 
encoders lead to coding rates of 0.92 and 0.74 respectively. This will reduced the PHY 
layer nominal bit rate. Figure 5.15 shows the throughput performances for 0 the modes 
and for the 2Tx-2Rx configuration. The maximum link throughput, corresponding to 
an error free environment, is lower for RS(188,252, t=32) than for RS(188,204, t=8) 
since more PHY data is sent for the same amount of application data. For example, the 
nominal bit rate for mode 3 is 12 Mbits/s, and the maximum throughput achievable 
with this proposed system is around 9 Mbits/s for a correction capability of 32 bytes, 
whereas the 8 byte correcting code allows a maximum of 11 Mbits/s [1381. 
However, when the channel conditions are not good anymore, errors start occurring, 
influencing the throughput. Figure 5.16 shows the different throughputs achievable with 
2Tx-1Rx and 2Tx-2Rx and with the two correction capabilities for mode 3. This is 
also summarised in table 5.6. It can be seen that for a low CIN value, i. e. bad channel 
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Figure 5.15: Link Adaptation for a 2Tx-2Rx STBC and different correction capabilities 
STBC configuration, the RS code with the highest correction capability (32) provides 
the highest throughput for low C/N values. However, since this correction capability has 
a lower maximum throughput, smaller correction capabilities give better throughput 
as the C/N increases. This means that as the C/N increases, the PER decreases and 
a stronger RS code is not necessary any more. A lower correction capacity code would 
now provide better throughput performance. Finally, as the PER gets closer to zero, 
the use of RS codes are no longer needed to provide good throughput performance 
[138]. Ail adaptation algorithm would therefore switch oil RS and STBC in order to 
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5.5 Conclusion 
In this chapter, possible enhancements for MPEG-2 video transmission over the IEEE 
802. lla/g PHY layer were studied in order to reduce the use of layer 2 ARQ. Because 
of delays, real-time MPEG-2 video transmission cannot tolerate significant MAC level 
retransmission. ARQ is however a mandatory feature of the IEEE 802.11 MAC layer 
which sits on the top of the IEEE 802.11a PHY layer. To guarantee MPEG-2 streaming 
over COFDM based WLANs without a strong reliance oil tile MAC ARQ tile PER at 
the PHY layer must be reduced. 
A first approach using concatenated Reed Solomon codes (RS(188,204, t = 8) and 
RS(188,252, t = 32) with the convolutional code of the standard IEEE 802.11a PHY 
has been studied. This solution is very similar to the one successfully developed for 
the DVB-T and DVB-S standards, both using a COFDM based PHY layer. However, 
in all office environment, that does not provide Line of Sight and where WLANs are 
deployed, the conducted study showed that packets can get highly corrupted and cannot 
be corrected by the use of FEC. The PER is only slightly improved and the BER shows 
no improvement. The use of RS oil its own does not provide a suitable solution to 
significantly reduced the number of ARQs. 
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To reduce heavily corrupted packets, Space Time Block Code (STBC) providing 
spatial diversity rather than time diversity (ARQ) was introduced. STBC uses multiple 
transmit and receive antennas and is simple and attractive. Performance results and 
improvements in terms of PER, BER, throughput and the use of ARQs along with 
delays have been presented as well as bytes and bits in error per packet distributions. 
8dB gain is achievable for mode 3 with the 2Tx-2Rx case for a PER of 10-2. STBC 
allows to reduce the use of ARQ and therefore minimise delays. Moreover, the density 
of highly corrupted packets is reduced and this allows a RS code to be more effective. 
The second approach is thus developed using STBC combined with RS. As the 
density of highly corrupted packets after STBC is reduced, this allows the RS code 
to correct packets with up to 8 and 32 bytes in error. The analysis of the different 
combinations of STBC configurations (2Tx-lRx and 2Tx-2Rx) and the RS correction 
capabilities (8 and 32 byte) has shown considerable PER improvement over the simple 
IEEE 802.11a/g standard (around 10dB for a PER of 10-2). The number of packets to 
retransmit with the mandatory ARQ feature of the IEEE802.11 MAC is considerably 
reduced for a given CIN with the studied combined system. The reliance on ARQ is 
thus greatly diminished and the delay is minimised. The throughput evaluation showed 
that, because of the RS overheads, the error free transmission rate is lower. However, as 
the channel conditions get worse, the proposed scheme strongly improved the through- 
put since ARQ is reduced and less bandwidth is consumed for retransmission. STBC 
combined with RS outer codes are therefore a possible PHY layer enhancement for 
future multimedia transmission standards over WLANs. The proposed system enables 
reliable video transmission with a minimised use of ARQ by improving the performance 




This chapter investigates packetisation issues and provides a cross-layer analysis for 
robust video transmission with emphasis given to broadcast transmission to several 
handheld devices. The chapter is organised as follows. Section 6.1 introduces the chap- 
ter. Related work is presented in section 6.2. Section 6.3 gives a brief overview of 
the system and the protocol stack. The possible scenarios and simulation setups are 
defined in sections 6.4 and 6.5 respectively. Section 6.6 details the proposed packeti- 
sation strategies and the framework for the transmission of video sequences, including 
the proposed modifications to the current IEEE 802.11 MAC specifications, as well 
as simulation results. A cross-packet FEC strategy is detailed in section 6.7. Finally 
section 6.8 concludes the chapter. 
6.1 Introduction 
Home entertainment, video on demand and other home multimedia communication 
products axe now receiving considerable interest. New generations of handheld de- 
vices, such as personal digital assistants (PDAs), are now available to support good 
video resolution, and they provide connectivity that could be used for live video-like 
telesurveillance or live broadcast events. The IEEE 802.11 Medium Access Control 
layer (MAC) [39] is employed by all 802.11a/b/g products. This MAC has been stud- 
ied in detail in chapter 3. It uses the Distributed Coordination Function (I)CF), which 
is based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA), to 
gain access to the medium. Because of the high bit rates provided at the PHY layer (up 
to 54 Mbits/s), video over wireless LANs is about to become a reality. However, video 
is very sensitive to errors, and many problems remain, such as PHY performance and 
adaptation, variable end to end delay and jitter, and poor network Quality of Service 
(QoS) that may degradate the received video quality. Moreover, as already developed 
in 3, the IEEE 802.11 MAC has poor throughput efficiency, as shown in figure 6.1, and 
makes poor use of the high rate offered at the PHY layer. The throughput depends on 
the length of the MAC frame [80]. Small frames have a bad channel utilisation and, due 
to large overheads, they provide a very low throughput. Larger frames offer a better 
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Figure 6.1: MAC Frame length Dependent Throughput of the IEEE 802.11 MAC 
Because of its lack of QoS support[85,1461, the IEEE 802.11 task group is working 
on improvements under the IEEE 802.1le standard [40]. These include the enhanced 
DCF (EDCF), the use of frames transmitted in bursts and acknowledged using one 
single ACK frame (Block-Ack), as developed in [23], or the use of access categories 
(AC) with multiple queuing in order to differentiate services. The IEEE 802.11 task 
group is also currently in the process of proposing new MAC and PHY solutions in 
order to support higher bit rates (up to 216 Mbits/s) for the IEEE 802.11n standard 
[1471. The IEEE 802.11n MAC is expected to follow the basis of the IEEE 802.1le 
MAC with a Block-Ack-like scheme, but with the major addition of an aggregation 
mechanism. The final IEEE 802.11n standard is planned to be specified by the end of 
2006. 
The new H. 264/Advanced Video Coding (AVC) standard [36] has been detailed in 
chapter 4. The output of the H. 264/AVC is a Network Abstraction Layer (NAL) unit, 
containing a video slice. As previously explained, the slice structure is used for error 
resilience purposes. The concealment, or recovery, of a lost NAL unit (slice) is made 
easier if the NAL unit is small. Moreover, a smaller NAL unit contains less information 
and its loss is therefore less damaging, however this results in a higher slice overhead 
[771. Moreover, slices provide points of temporal and spatial resynchronisation, where 
the decoding can resume whenever the received video stream is corrupted. For video 
robustness purposes, it is preferable to have small sized NAL units [12]. However, Small 
NAL units encapsulate into small MAC frames, and, for MAC efficiency reasons, this 
is not desirable. 
Many papers in the literature focus on methods to improve QoS, such as traffic 
prioritisation or scheduled access for applications competing for a shared resource. 
These methods are also being developed within IEEE 802.1le and are supported by 
the Wi-Fi Alliance and the Wi-Fi Multimedia (WMM) certification process [62]. The 
Mode I 
Mode 2 
35- Mode 3 
Mode 4 
Mode 5 
30- Mode 6 
A Mode 7 
" Mocle 8 
5F 
/ on 44t4_4_tt_4_1_* 4--4-. -+* 
110 
study conducted in this chapter aims to improve real-time video transmission such 
that it can operate even with imperfect QoS. To overcome the poor throughput of 
the IEEE 802.11 MAC, mechanisms have been designed using aggregation [148], using 
modified acknowledgment policies to be integrated in IEEE 802.11e [23,381, or by 
using a combination of these techniques [146,149]. To support the very high data 
rates envisaged in 802.11n, aggregation mechanisms have already been proposed by 
TGnSync [147]. 
Previous aggregation schemes have not been specifically developed and deployed for 
video, and more importantly, they do not fully exploit the possibility of recovering error 
free IP packets in the aggregated MAC frames. An aggregation scheme, where multiple 
IP packets are aggregated into a single MAC frame, and where error-free IP Packets 
in the MAC frame are recovered, is proposed in this chapter. The proposed scheme 
allows the video application to support and tolerate poor PHY layer performance. The 
proposal: 
guarantees good MAC throughput efficiency by ensuring good channel utilisation 
(through the use of large MAC frames). 
guarantees good video quality by maintaining video robustness with the use of 
small NAL units, and by retrieving possible error-free IP packets packets from an 
aggregated MAC frame. 
Moreover, in order to offer robust video transmission and to support dropped or 
missing packets in the receiver, a packetisation strategy is developed at the application 
layer using cross-packet Forward Error Correction [50] to reconstruct missing NAL 
units. 
6.2 Related Work 
This work is motivated by the poor throughput efficiency of the 802.11 MAC, especially 
for small MAC frames, which lead to large overheads. Poor throughput efficiency is a 
major problem for video transmission, especially at higher bit rates where bandwidth 
starvation and excessive delay can occur. 
In [23] and [38], the authors desribe an optional No-ACK policy under development 
for the IEEE 802.1le MAC enhancement [40]. At the expense of greater degradations 
at high error rates, MAC frames are not acknowledged. This enhances the throughput 
performance of the system. In [150], the author tackles the problem of MAC efficiency 
by proposing a simple concatenation mechanism where multiple MAC frames are con- 
catenated and transmitted as a single (but longer) frame. This mechanism reduces 
overhead and therefore improves the MAC throughput. However, no recovery system 
is proposed, and whenever a longer frame is lost due to collision or channel error, 
the multiple concatenated MAC frames are all lost. In [148], the author proposes to 
concatenate PHY encoded MAC frames (with their header and CRC) in a so called 
PHYsuperf rame with only one PHY header and preamble in order to reduced the 
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overhead. The algorithm aims to achieve higher throughput by concatenating PHY 
packets and by transmitting the super frame when the link supports a high data rate 
transmission. Retrieval mechanisms for error free MAC frames within the super frame 
were not developed in [148]. 
In [146] and [149], the authors refer to MAC-level improvements to be added to 
a future version of the IEEE 802.11e MAC, where one IP packet is fragmented into 
several blocks, and then aggregated into a single MAC frame. Each of the IP fragments 
is FEC protected. The receiver keeps a copy of the correctly received IP fragments in 
the current frame after FEC decoding. The MAC frame is acknowledged by the receiver 
only if all the IP fragments of the MAC frame are reconstructed. If no acknowledgment 
is received, the transmitter reschedules the whole MAC frame and the receiver combines 
the stored blocks with error free blocks retrieved from the retransmitted frame. This 
mechanism therefore reduces the number of transmissions. However, this scheme only 
considered fragmented IP packets and there was no mechanism allowing for partial 
retransmission. 
The concept of aggregated frames is a core element in the enhanced IEEE 802.11 
Task Group n proposal for higher throughputs (proposed by TGn Sync) [147]. Two 
types of aggregation are proposed: the A- MSDU where multiple IP packets can be 
aggregated into a single MAC frame, and the A- MPDU where multiple MAC frames 
are aggregated into a single PHY packet. No mechanism is yet fully specified to retrieve 
error-free fragments, if any, in a corrupted MAC frame. 
The above techniques overcome the poor efficiency of the IEEE 802.11 MAC by 
using aggregation/concatenation. However, they do not allow the recovery of error free 
segments, they do not limit the retransmission process to errorred segments (i. e. partial 
retransmission). Moreover, these schemes axe not specially designed for video trans- 
mission. It should be noted that the RTP format for H. 264 [1301 offers an aggregation 
mechanism that allows larger RTP packets to be passed to the lower layers. This al- 
lows a higher throughput at the MAC layer. However, the MAC discards any corrupted 
MAC frames and the content of the aggregated RTP packets are lost at the RTP layer. 
It should also be noted that, while many papers in the literature use statistical error 
models for the IEEE 802.11 PHY, in this chapter a fully compliant 802.11a/g PHY 
layer simulator was used to recreate accurate bit and packet error patterns [44]. 
6.3 System Architecture 
This section provides an overview of the components required in the protocol stack 
to transmit real-time video over Wireless LANs and provides the background material 
necessary to understand this proposal. H. 264 video has been chosen with the packet- 
based RTP format 
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6.3.1 The Real-time Transport Protocol 
RTP (Request for Comment 3550) [131] was originally defined to enable real-time mul- 
timedia applications to be sent over the Internet by providing a thin transport layer 
that different applications can build upon to cater for their specific needs [12]. The core 
document of the RTP standard [1311 specifies those functions that are expected to be 
common amongst all applications where RTP is used. RTP Profiles define generals sets 
of variables and applications. Specific documents are then issued for all particular ap- 
plications. RTP has been widely and commonly used in conjunction with the UDP/IP 
underlying protocols. The RTP format for H. 264 [130] was designed so that the H. 264 
encoded output can be transmitted over packet-oriented networks and follows frame- 
works developed for H. 261 [1511, H. 263 [152] and H. 263+ [153] RTP specifications. In 
addition, the design of the H. 264 Network Abstraction Layer has been performed with 
IP-based transmissions in mind [35]. 
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Figure 6.2: General format of a RTP packet 
The general RTP packet format is described in figure 6.2. The payload has a variable 
length and no error correction or detection scheme is implemented. The RTP packet 
header comprises 12 fixed mandatory bytes and can be extended with optional fields. 
It is composed of: 
V: Version (2 bits) defines the version of RTP (2 is for the latest version, 1 is for 
the previous draft version, and 0 is for the original version). 
e P: Padding (1 bit). If set to 1, the packet contains padding bytes at the tail that 
are not part of the payload. 
* X: Extension (1 bit). If set to 1, the header is followed by exactly one header 
extension. 
CC: Contributing SouRCe (CSRC) Extension (4 bits) contains the number of 
CSRC identifiers following the fixed header. 
M: Marker (1 bit). Use is defined by a profile. It can be set to detect events such 
as frame boundaries. 
PT: Payload type (7 bits) identifies the format of the RTP structure. This may 
be set by profiles. 
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" Sequence Number (16 bits) is incremented by one for each RTP packet and may 
be used to detect packet loss and restore the original packet sequence. 
" Time Stamps (32 bits) Reflect the sampling instant of the first bytes of the RTP 
data packet. 
" Synchronisation Sources ID (32 bits) identifies the synchronisation sources. 
" Contributing Sources ID (integer number of 32 bits: nx 32, with n between 0 
and 15. ), identify the contributing sources for the payload in this packet. 
RTP does not implement any form of transport level ARQ. The RTP payload spec- 
ification for H. 264 describes several packetisation schemes from NAL units to RTP 
packets [30,130]. The basic mechanism is the mapping of one NAL unit to one RTP 
packet (Single NAL unit mode). The payload of the RTP packet is the NAL unit. 
The values of the RTP header axe set as specified in RFC 3550 [1311 and no provisions 
for the carriage of H. 264 are necessary. With very small NAL units, such as param- 
eters sets, the framework specifies an Aggregation Packet mode, where multiple NAL 
units can be aggregated into a single packet with four different versions [30]: Single- 
Time Aggregation Packet Type A (STAP-A), Single-Time Aggregation Packet Type B 
(STAP-B), Multi-Time Aggregation Packet with 16 bit offset (MTAP16) and Multi- 
Time Aggregation Packet with 24 bit offset (MTAP24). If its size is larger than the 
underlying maximum packet size allowed [301, the Fragmentation Unit mode allows a 
single NAL unit to be fragmented into multiple RTP packets with two different versions 
[30]: Fragmentation Unit Type A (FU-A) or Fragmentation Unit Type B (FU-B). 
The H. 264 RTP specification also defines three cases of packetisation mode: the 
single NAL unit mode, the non-interleaved mode and the interleaved mode. The non- 
interleaved and interleaved modes axe allowed (or not allowed) depending on the pack- 
etisation schemes. The interleaved packetisation mode allows the transmission order 
of NAL units to differ from the decoding order by using the Decoding Order Number 
(DON), a field in the payload structure that indicates the NAL unit decoding order 
[130]. For the remainder of the chapter, the simple RTP packetisation case is ap- 
plied, since with aggregation scheme combined with the IEEE 802.11 legacy MAC, the 
aggregated RTP packet would be missing if the MAC frame is missing. 
6.3.2 T! ransport Layer: User Datagram Protocol 
In an IP environment, the most common transport layer protocols are the Transport 
Control Protocol (TCP) [154] and the User Datagram, Protocol (UDP) [64]. TCP offers 
connection-oriented and byte-oriented transmission that guaxantees a reliable transport 
service. It is based on retransmission (ARQ) and time-out mechanisms [63][1541. How- 
ever, ARQ retransmission is not suitable for all forms of time-bounded application, 
such as real-time video transmission, where low latency is essential. 
UDP offers unreliable transport service without any retransmission mechanism 
(ARQ) at the transport layer. This provides a best-effort and connection-less ser- 
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vice. The general form of a UDP packet is shown in figure 6.3. The UDP header is 8 
bytes long and the payload is of variable length. The first four bytes of the header are 
defined for the source and destination ports. The length of the UDP packet, including 
the header and the payload, is present in the header. UDP implements a check sum over 
the UDP header, the data and a pseudo header of information from the IP header, in 
order to detect erroneous packet. The pseudo header conceptually prefixed to the UDP 
header contains information such as source and destination addresses, the protocol and 
the UDP length. This information gives protection against misrouted datagrams [64). 
This check sum is optional and can be turned off. A variant of UDP, called UDP-Lite 
implements a partial check sum that only covers as much of the user data that the 
sending application specifies as necessary [155,156] 
Only UDP will be considered in this chapter, in the context of a broadcast trans- 
mission, i. e. where no ARQ at any level can be used, and in the context of a low latency 
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32 bits -4 bytes 
Figure 6.3: General format of a UDP packet 
6.3.3 Network Layer: Internet Protocol 
The Internet Protocol (IP) has been designed for use in interconnected systems of 
packet-switched computer communication networks [9]. This version of IP is also known 
as IPA (version 4). IP provides an unreliable, best-effort, connectionless packet delivery 
service and gives no guaxantees on the actual delivery of the packet. The latest version 
of the protocol IPv6 (version 6) [157] enhances IPv4 by extending some addressing 
capabilities, simplifying the header format and by adding new security and privacy 
features. By IP, in this thesis IPv4 is assumed. 
IP can perform fragmentation and packets can have vaxiable length. If a packet 
coming from the transport layer is larger than the maximum permitted size at the IP 
layer (64kbytes) then it is fragmented. The fragmentation can however be tuned and 
is left to manufacturers. No ARQ is performed at the IP layer. The general IP packet 
format and its header axe described in figure 6.4. In an IP packet, only the integrity 
of the header is guaranteed by a header check sum. No protection of the payload is 
performed. The mandatory header is 20 byte long. In this chapter, the RTP/UDP/IP 
packet is the payload of the MAC frame. 
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Figure 6A General format of an IP packet 
6.3.4 IEEE 802.11 MAC and IEEE 802.11a/g PHY Layers 
The IEEE 802.11 MAC and the IEEE 802.11a/g PHY layers have been deeply detailed 
in chapters 3 and 2 respectively. It is however recalled that the throughput at the 
MAC is dependent on the length of the MAC frame. The IEEE802.11 MAC relies 
on a Stop and Wait ARQ retransmission scheme. Successfully transmitted frames 
are acknowledged and if the receiver does not receive the ACK within a Short Inter 
Rame Spacing (SIFS), the frame is rescheduled. If after the maximurn number of 
retransmissions allowed, the MAC frame is still not acknowledged, the frame is dropped. 
In this paper, we assume no collision, and the only scenario for which a frame needs 
to be rescheduled is that the received frame is erroneous. A 32 bit Rame Check Sum 
(FCS or CRC) calculated over the MAC header and the payload is appended at the 
tail of the body and is used to detect channel errors. The PHY BER performance is 
independent of the length of the PHY packet, whereas the PHY PER is PHY packet 
length dependent. A larger packet is more likely to be corrupted. 
6.4 Scenarios 
IEEE 802.11a/g has potential application in a number of scenarios, ranging from com- 
pressed HDTV redistribution in the home to high bit rate (and low delay) outdoor 
wireless cameras. More traditionally, this technology provides a data link for PDAs 
and laptops. In the latter case, bit rates per user are often low (: 5 Wbitsls) and 
a single channel is commonly shared between a large number of terminals; greatly in- 
creasing the likelihood of congestion and collision. For example, IEEE 802.11g provides 
only 3 channels, whereas IEEE 802.11a provides 12. Importantly, IEEE 802.11a/g is 
also likely to be used for Broadcast or Multicast applications, including live multimedia 
distribution or telesurveillance. In this case, no retransmission mechanism is allowed at 
either the transport or MAC layers. Moreover, the maximum number of ARQs allowed 
in the MAC is variable, with the exact number left to manufacturers. Values between 
1 and 128 axe permitted and 32 is commonly used as a default value by manufacturers. 
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This value will influence the data throughput and delivery delay (see section 3.2.6.2 of 
chapter 3). To illustrate these scenarios, results are presented for RTP/UDP/IP links 
with no MAC layer ARQ (Broadcast/Multicast), or a limited number of MAC layer 
ARQ retries (Unicast). 
6.5 Simulation Setups 
While many papers in the literature use statistical error models of IEEE 802.11a/g or 
IEEE 802.1 lb simulators, results presented in this chapter have been obtained presented 
using an IEEE 802.1 la/g PHY simulator. All results in sections 6.6 and 6.7 are obtained 
using error patterns generated by an IEEE 802.11a/g PHY simulator developed by Dr 
Angela Doufexi, Dr Michael Butler [44] and Dr Kamree Abul Aziz. The simulator 
supports all the operating modes and PHY layer packet lengths, and is capable of 
producing error patterns at any defined power level Caxrier-to-Noise ratio (CIN). The 
channel model conforms to ETSI-BRAN channel A specifications (Non Line-of-Sight 
offce envirom-nent), with an rms delay spread of 50ns. 
Figure 6.5(a) shows an example of the pdf distribution for the number of bits in 
error in the corrupted packets. Figure 6.5(b) shows PHY packet loss trace. Both 
results were generated using a PHY packet length of 256 bytes at a CIN of 11dB using 
mode 1 (PER=6.9 x 10-3, BER=2.3 x 10-4). Bit errors are clearly bursty within a 
packet, and it can be seen from the long distribution tail that a number of packets are 
heavily corrupted. In this case, the whole content of the PHY packet is lost. However, 
many PHY packets contain significant error free segments (especially those containing 
only a small number of errors). It should be noted that, in this study, uncorrelated 
channels have been used on a packet to packet basis at the PHY layer, meaning that 
each transmitted packet experiences a different channel. In practice, packets in error are 
correlated [158]. Because of the uncorrelated channel model, the packet loss trace shows 
a random distribution. A more realistic case with correlated channels was unfortunately 
not available. If it shows a random packet loss distribution, the uncorrelated channel 
however provides an accurate bits in error distribution within one packet. Analysis and 
integration of packet loss traces generated from real data measurements made using 
IEEE 802.11a/g cards has been carried out in chapter 8. 
For the simulations, the foreman sequence has been encoded with 300 frames, with 
the sequence IPPP..., at CIF resolution (352 x 288 pixels) and at a frame rate of 
3011z using a modified version of the H. 264 reference software version 7.3 [132]. At 
the encoder, the RTP format and a maximum fixed NAL unit size have been chosen. 
Generated slices are then encapsulated into UDP/IP packets. At the decoder, missing 
slices are concealed using the advanced error concealment algorithm of the reference 
software [16] as detailed in section 4.4.4. For a range of received CIN levels, the video 
sequence is sent 100 times in order to create statistical results. The PSNR values of the 
decoded sequences are then averaged. The 100 videos sequences were generated using 
different initialisation points in the error patterns. It is assumed that the sequence 
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Figure 6.5: Error Model at CIN = 11dB, packet length = 256 bytes, mode 1 
transmitted error-free using a TCP connection. Without this information, the decoder 
can not decode the received video sequence. In this chapter, mode 1 (BPSK 1/2 rate) 
is used. 
The results are also representative of simulations at higher operating modes, at 
higher rates, and with larger MAC retry limit. They demonstrate a need for an error- 
free packet retrieval mechanism as explained in section 6.1. 
6.6 Packetisation: From Video Packets to MAC frame 
In recent years, many papers have proposed various solutions to optimise independently 
the different layers highlighted in the previous section. However, it is highly desirable 
to improve a specific layer with full knowledge of how this will impact on the other 
layers [50]. This is especially true for video transmission, where the content has a 
strong influence on performance, on performance, and where errors (or missing units) 
do not necessarily have an equal impact on the decoded video quality. 
6.6.1 Transmission with the IEEE 802.11 Legacy MAC 
A simple data encapsulation scheme from the application layer to the MAC layer is 
shown in figure 6.6. The MAC frame is contending for transmission over the wireless 
channel. Table 6.1 provides a summary of the ARQ of the ARQ and Check Sum options 
in the protocol stack (including the case of TCP). The overheads from the NAL unit 
payload to the MAC frame with CRC axe in the order 75 bytes, with 40 bytes accounting 
for the RTP/UDP/IP layers [30,125]. The reception scenario of the legacy MAC with 
a UDP link is as follows: 
* The PHY layer decodes the received PHY packet. 
9 The MAC checks the FCS field to detect errors. 
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If the FCS is correct, the MAC sends back an ACK and the MAC frame is de- 
encapsulated and passed up through the IP, UDP, RTP, NAL and application 
layers. 
9 If the FCS is not correct, the MAC does not sent an ACK. After one SIFS 
interval, the transmitter checks the re-transmission status of the frame (layer 2 
ARQ algorithm): 
- If the number of retransmissions is less than or equal to the maximum retry 
count, then the frame is rescheduled. 
- If the number of retransmissions is greater than the maximum retry count, 
then the frame is dropped and the transmitter proceeds to the next frame. 
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Figure 6.6: Simple Packetisation 
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Using TCP, if the MAC frame is dropped, the TCP layer fails to receive an ACK 
for this packet. The TCP layer therefore reschedules the missing TCP packet, which 
once again will pass through the MAC and PHY layers. 
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6.6.2 Motivations 
The proposal of packetisation presented in this chapter is based on the fact that a 
MAC frame can carry more than one NAL unit [76,77]. To illustrate the benefits 
of multiple NAL units transmitted over a single MAC, as explained in the previous 
sections, the available throughput (or bit rate) available for different numbers of NAL 
units per MAC frame is shown in figure 6.7 (and table 6.2) for niode 1 of the IEEE 
802.11a PHY layer with the IEEE 802.11 legacy MAC. When only one small NAL 
unit (125 bytes) is carried over a MAC frame, a very low throughput is observed. 
However, throughput increases as the number of NAL units carried over a single MAC 
frame increases (because of the larger MAC frame). For example, a 50% increase in 
throughput efficiency is achieved by mapping 4 NAL units (rather than a single NAL 
unit). The size of a MAC frame, and therefore the number of NAL units mapped into 
a MAC frame, is seen to be very important when evaluating the system capacity. 
Cl 
NAL payload 125 bytes 
NAL payload 250 bytes 
NAL payload 500 bytes 
NAL payload 750 bytes 
NAL payload 1000 bytes 
NAL payload 1500 bytes 
NAL payload = 2000 toes 
NAL payload = 4000 bytes 
NAL payload ý 4096 Fragm required 
5 10 15 20 
Number of NAL units per MAC Frame 
Figure 6.7: Throughput available for different number of NAL units per MAC Frame - 
Mode I 
Table 6.2: Maximum Throughput Comparison - Mode 1- Fixed NAL Size - 125 bytes 
Number of NAL units Throughput 





The way the NAL units are handled at the MAC layer determines the overall quality 
of transmission. More specifically, figure 6.8 depicts the effect on the Peak Signal to 
Noise Ratio (PSNR) of varying the number of NAL units aggregated into a single MAC 
frame (using the legacy MAC) for different received C/N. In this study, corrupted MAC 
frames, are discarded, after a single MAC ARQ. As the number of mapped NAL units 
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Figure 6.8: PSNR with the IEEE 802.11 legacy MAC with I ARQ allowed 
increases, the PSNR decreases. This occurs since, when a MAC frame is lost, all the 
content, i. e. all the NAL units, is discarded. This result illustrates the need for ail 
error-free packet recovery mechanism when multiple NAL units are transmitted using 
a single MAC frame. 
In addition, as the frame length increases, a frame is more likely to be corrupted at 
the PHY layer. A MAC frame containing 10 NAL units is more likely to be received in 
error than a MAC frame containing 3 NAL units. It can be noted that with tile IEEE 
802.11 legacy MAC, the NAL unit Error Rate (NER) and the PHY packet error rate 
(PER) are the same. As explained in section 6.5 and in chapter 5, in wireless systems 
errors are bursty. Error-free and corrupted segments could alternate, in a PHY packet 
depending on the channel conditions. 
The main point of the proposal is to guarantee high throughput performance by 
mapping several small IP packets (NAL units) into a single larger MAC frame, as well 
as to guarantee video quality by recovering possible error-free IP packets in a corrupted 
MAC frame and maintaining the robustness of the video by using small NAL units. 
6.6.3 Proposal for Packetisation/Mapping 
A RTP/UDP/IP transmission is considered for a broadcast or unicast link. However, 
the presented mechanism remains valid for a TCP link. Mapping several NAL units 
(with RTP/UDP/IP encapsulation) allows higher throughput at tile IEEE 802.11 MAC 
layer. Unfortunately, as mentioned in section 6.1, the legacy MAC drops the whole 
corrupted packet, even if the MAC frame contains error-free segments. Tile legacy 
MAC does not allow the retrieval of such error-free NAL units. Here, modifications 
to the IEEE 802.11 MAC layer that allow the recovery of error-free NAL units are 
proposed and the improvements in terms of video quality are assessed. 
An IP packet carries a NAL unit with its RTP/UDP header. At the tail of each IP 
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packet a4 byte long check sum field is appended Lis in [1461 ind 11-191. These -(-Ii(-(-k 
summed' IP packets are then aggregated together into a single MAC fraine, Ii-. -; showil 
in figure 6.9. The MAC header is modified in a similar way as in [159], I)Y adding 
an aggregationfield, or directory, containing the number of IP packets apgregated 
and their respective length, all coded using two bytes. This allows the NIAC III ' 
yer to 
reconstruct the IP packets. Moreover, the CRC is applied to the modified NIAC IwItdcr 
only, instead of applying it to the entire MAC frame as in the IEEE 802.11 legilcy 
MAC. 
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After reconstructing the IP packets and checking their FCS, t he MAC at t he receiver 
has knowledge of which IP packets require retransmission and which 11' packets cmi bv 
passed to the upper layers. This proposal therefore uses a selective repeat ARQ scheme 
within a MAC fraine, which is similar to the Block-ACK of' ý231 and IEVE S02.11t, . 10i- 
The ACK frame should be modified so that it cmi incorporate a sqwcitic bit Imflern 
(or inap) describing the position of the IP packets to be retransmitted, again in a 
similar way to the Block-ACK policy. The modified ACK frame is shown ill figure 
6.10. A bit pattern is proposed with a '0' representing -N, ) Rctnmsmissiou Uctitilre'd' 
and a 'I' representing 'Reh-ansmission RequiTed'. The position of the bit correspoit(Is 
to the position of the IP packets within the NIAC frame (starting froln 0). A 16-bit 
long pattern allows up to 16 IP packets to be mapped. For example, the following bit 
pattern 0001 1110 0000 0000 would be used to indicate that 11) packets 3,4,5 mid 6 
require retransmission. 
The scenario at the receiver is as follows: 
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" The PHY layer decodes the received PHY packet. 
" The MAC checks the CRC of the MAC header to detect errors. 
If the MAC header is corrupted, then the frame is dropped (the MAC would not 
know if the destination and receive addresses are correction, or the start and the 
end of the aggregated IP packets). 
If the MAC header is not corrupted, each 'check summed' IP packet is identified 
and reconstructed using the directory in the modified MAC header. The MAC 
checks the FCS of each IP packet to determine whether it is corrupted or not: 
- If the IP packet is corrupted, then it is dropped (the IP layer would not 
know whether the destination and receive addresses are correct or not). 
- If the IP packet is not corrupted, the IP packet is passed through the IP, 
transport, RTP and application layers. 
o The modified ACK frame is generated and transmitted. 
The transmitter keeps a copy of all the IP packets mapped into each MAC frame 
in a buffer. The received ACK contains information on the position of the IP packets 
that require retransmission. The transmitter then updates its copy buffer by discarding 
correctly received IP packets, by keeping corrupted IP packets, and by including new 
IP packets. The tran mitter keeps the retransmission IP packet status up to date, and 
discards IP packets when the maximum retry count is reached. In the case of a TCP 
link, the TCP layer ARQ process would be used to reschedule TCP packets that have 
not been acknowledged. 
These modifications axe not standard-compliant and add some complexity to the 
MAC. The overheads introduced by the bytes in the modified MAC header, the 2 bytes 
in the ACK frame, and the 4 byte FCS on each IP packet are insignificant compared 
to the frame length. The method can result in out-of-order packet delivery at the RTP 
layer as shown in figure 6.11. The sequence numbering mechanism available within 
RTP can bring NAL units back into decoding order. At the receiver, a jitter buffer is 
used at the application layer to deliver video packets to the decoder at the correct rate. 
MAC Layý Tx MAC LAYW YX 
AnO 
102 
--------------- 0.1 4 
Figure 6.11: Out of Order Packet Reception 
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6.6.4 Improvements over the IEEE 802.11 Legacy MAC 
This section compares the IEEE 802.11 legacy MAC, where packets are aggregated 
without recovery, with the proposed scheme in terms of NAL unit Error Rate (NER), 
throughput and PSNR and studies the influence of the number of fixed length NAL 
units (blocks) mapped into a single MAC frame. This simulation assumes that the 
video is pre-encoded and stored in a remote server. Encoding parameters such as the 
maximum NAL unit size (188 bytes) and bit rate (550kbits/s) are therefore fixed and 
can not be adapted in real time. Figures 6.12(a) and 6.12(b) show how one picture 
frame is affected when one MAC frame containing 4 NAL units is corrupted (the legacy 
MAC and for the proposed scheme respectively). With the legacy MAC, 4 NAL units 
are dropped, whereas the proposed scheme retrieves 2 error-free NAL units (and hence 
drops only 2 NAL units). The green part of the figure is due to the Y, U and V 
components being set to zero for missing data. Figures 6.12(c) and 6.12(d) show the 
4dB of visual improvements on the received frames with the proposed system [76,77] 
with a PER of 9.5 x 10-3 (after concealment is applied). 
Figure 6.13 shows the achieved PSNR improvements for different CIN levels, over 
the legacy MAC, by using the modified MAC for the case of 3 and 10 NAL units 
aggregated respectively, and for the case of no ARQ (broadcast), and a maximum 
MAC layer retry limit of two (UDP Unicast). For a CIN of 4dB, the proposed scheme 
offers a 9dB gain in PSNR with 10 NAL units mapped and with two ARQs. Mapping 
3 NAL units with two ARQs shows a 4dB gain for a CIN of 4dB in PSNR. It can be 
noted that when ARQ is used, re-transmission helps to reduce the PER for a given 
CIN and the PSNR curves are therefore shifted to the left. 
Table 6.3 summarises the NAL Unit Error Rate (NER) and PSNR improvements 
achieved using the proposed scheme with 10 NAL units mapped into a MAC frame 
for Broadcast (i. e. no MAC layer retransmission). It can be seen that the proposed 
scheme improves the NER and the PSNR by up to 3dB for a PER of 10-2, when 10 
NAL units are mapped into one MAC frame [76]. 
Table 6.3: NER/PSNR Comparisons - 188 bytes per NAL units - 10 NAL units per MAC frame - Foreman - No ARO (Broadcast) 
Legacy MA C Proposed Scheme 
PER CIN NER PSNR NER PSNR 
10-2 11.47dB 10-2 30.79dB 3.9 x 10-3 33.89dI3 
5X 10-3 13.03dB 5x 10-3 33.76dB 1.6 X 10-3 35.82dB 
10-3 15.19dB 10-3 36.56dB 1.4 x 10-4 37.08d13 
Figure 6.14 compares the NER and the PSNR of the proposal with the legacy MAC, 
for no ARQ (Broadcast/Multicast), for different CIN levels in dB. With the legacy case, 
for a given CIN level, the NER is equal to the PHY PER, and, because the MAC frame 
length increases as the number of NAL units mapped increases, the NER therefore goes 
up. On the other hand, the proposed scheme offers an almost constant NER as the 
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Figure 6.13: PSNR comparison of the IEEE 802.11 legacy MAC and the Proposed 
MAC, Fixed NAL unit sizes 
one NAL unit is mapped. For a given C/N level, the PHY PER is MAC frame length 
dependent whereas the BER is not. With a constant NAL unit size, the NER remains 
therefore constant. This explains why the proposed scheme offers constant quality 
regardless of the number of NAL units in each MAC frame and why it provides better 
PSNR over the legacy IEEE 802.11 MAC. Using a constant NAL unit size, the NER 
remains constant, as does the resulting PSNR [76]. With the legacy case, the PSNR 
drops as the number of mapped NAL units increases. This is sunanarised in table 
6.4 for a C/N of lOdB. For the legacy MAC, to have similar PSNR performance. thall 
the proposed scheme, one NAL unit per MAC frame is required. This however leads 
to the lowest throughput performance as shown in table 6.5. Thanks to the recovery 
mechanism, the proposed scheme lim a NER and PSNR performance equivalent to a 
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Table 6.4: NER - PSNR Comparisons - Different Number of NAL units per AIAC frame 
- 188 bytes per NAL unit - Foreman - CIN = 1OdB - No ARQ (Broadcast) 
Number of NAL Legacy MAC Proposed Scheme 
units per MAC NER PSNR NER PSNR 
1 8.81 X 10-3 31.62dB 8.81 x 10-3 31.62dB 
3 1.26 x 10-2 30.15dB 8.51 x 10-3 31.57dB 
6 1.61 x 10-2 29.4ldB 8.79 x 10-3 31.9ldB 
10 2.29 x 10-2 27.16dB 8.75 x 10-3 31.39dB 
Table 6.5: Maximum Throughput Performance - Different Number of NAL units per 
MAC frame - 188 bvtes per NAL unit - Mode 1 





6.6.5 Robustness and Study with fixed MAC frame size 
The previous section showed the improvements over the legacy MAC by using the 
proposed modification. This section compares the proposal with the legacy MAC when 
the channel resources are fixed. The PHY packet size is set to 752 bytes and the MAC 
frame size is therefore fixed. The transmitter generates video sequences at bit rates of 
128,512 and 1024kbits/s and the influence of the number of NAL units mapped into 
each MAC frame is studied for a fixed PHY layer packet size. The legacy MAC case 
corresponds to one NAL unit mapped to each MAC frame. As the number of NAL units 
per MAC frame increases, the NAL unit size decreases (since the PHY packet length 
is fixed), and hence there are more slices per picture frame (and each slice contains a 
smaller part of the picture) as shown in figure 6.15(a). Thus, the percentage of slice 
header bits in the encoded video stream increases, as shown in figure 6.15(b) and table 
6.6 for the foreman sequence encoded at 128kbits/s. Increasing the number of NAL 
units per MAC frame reduces the NAL unit size and increases the robustness of the 
video at the expense of an increase in slice header. Similar figures are obtained with 
sequences encoded at 512 and 1024kbits/s. 
Table 6.6: Slice statistics for foreman at 128kbits/s 
Number of NAL 
Units per MAC 




1 1.19 1.19 
2 2.05 2.31 
4 4.09 4.87 
8 10.28 13.02 
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Figure 6.15: Influence of the number of NAL units per PHY packet, fixed PHY packet 
size = 752 bytes, Foreman 
NAL units per MAC frame but only on the C/N level. The NER does however depend 
on the number of NAL units mapped. Figure 6.16 shows the NER performance versus 
CIN and versus PER with no ARQ allowed. 
Because the system behaves as if NAL units are transmitted separately without 
using aggregation, it can be seen that for a given PHY PER, due to smaller NAL size, 
a NAL unit is less likely to be corrupted when a high number of NAL units are mapped 
into a single MAC frame. Moreover, the legacy case corresponds to the case of 1 NAL 
unit per MAC frame, leading to the highest NER. 
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Figure 6.16: NER Performance for Foreman at 128kbs for the proposed MAC with no 
ARQ allowed - Fixed PHY Size 
Figure 6.17(a) shows the PSNR for different C/N values for the forenian sequence 
encoded at 128kbits/s (transmitted with mode 1, see section 6.5) with the proposed 
MAC, and again with no use of ARQ. In the proposal, as the number of NAL units 
per MAC frame increases, the slice overhead increases (see table 6.6) and the error-free 
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PHY Packet E- Rote 
(b) NER versus PER 
PSNR is therefore lower (since it is encoded here to a fixed video rate). However, the 
resilience of the video to error (and thus missing slice) is enhanced with higher numbers 
of NAL units per MAC frame, since when a slice is lost, a smaller part of the video 
frame is lost and this is then easier to conceal. It can be seen that for low CINs, 
i. e. for a high PER, a greater number of NAL units per MAC frame provides better 
PSNR, especially when compared to the legacy MAC. This is explained by the fact 
that using smaller NAL units provides more robustness to errors as well as resulting 
in a smaller NER. A 2.5 dB gain in PSNR is achievable for a PER of 3x 10-2 with 8 
NAL units mapped into each MAC frame. However, since there are fewer errors with 
increasing CIN, a very robust video sequence is not required at high received power 
levels . Ultimately, in an error-free environment, the legacy MAC offers the best PSNR. 
This is summarised in table 6.7. 
Table 6.7: PSNR (in dB) COMDarison - Fixed PHY Size 
PER on the CIN NAL units 
channel (in dB) 1 4 8 
0 - 31.09 30.61 29.42 
10-3 14.67 30.76 30.53 29.32 
10-2 10.64 28.02 28.97 28.49 
3x 10-2 8.75 23.61 25.35 26.18 
Figure 6.17(b) depicts the PSNR for different CIN levels versus the number of NALs 
units mapped into each MAC frame for the sequence encoded at 128kbits/s. It can be 
seen that, due to slice overhead, the PSNR of the error-free video (top curve) decreases 
as more NAL units are mapped into a single MAC frame. The PSNR is maximised in 
the case of 1 NAL per MAC frame, which corresponds to the legacy case, i. e. where 
the slice overheads are minimal. In addition, for a particular CIN (and hence a given 
PER), the PSNR is now optimised when more than 1 NAL unit is mapped into each 
MAC frame. With a CIN of 10dB, the best mapping uses 4 NAL units per MAC frame. 
To the right of this optimal point, the greater number of NAL units per MAC frame 
offers more robustness than required (and lowers video quality given the additional 
overhead). To the left of the optimum point, the video is not robust enough compared 
to the level of error [76,77]. 
The cases of foreman encoded at 512 and 1024kbits/s lead to similar results, with 
similar curves. However, the impact of slice overheads on video quality reduces at 
higher bit rates and hence the curves tend to get closer, as shown in figure 6.18 for the 
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Figure 6.17: PSNR Comparison for Proposed MAC, Foreman at 128kbs, Fixed PHY 
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Figure 6.18: PSNR Comparison for Proposed MAC, Foreman, Fixed PHY packet size 
versus received power for different number of NAL Units, with no ARQ (Broadcwst) 
6.7 Cross-Packet Forward Error Correction 
6.7.1 Principles 
Further improvements can be obtained through the addition of Forward Error Correc- 
tion (FEC) at the application layer [10], in the form of shortened Reed Solonion (RS) 
codes with erasure decoding [50]. The legacy IEEE 802.11 MAC without aggregation 
is used in this section. The RS code should be applied across NAL units since with tile 
IEEE 802.11 legacy MAC, erroneous MAC frames are discarded. Moreover, in poor 
QoS networks, lost IP packets may occur. If RS is applied within a single video packet 
at the application layer, then the erroneous packet would not be available for error 
correction since the MAC will drop corrupted frames [50] [134]. MAC-level FEC is 
under review in the IEEE 802.11 Task Group e [1491 [146]. Chapter 5 however showed 
that packets could get heavily corrupted and FEC on a single packet basis might not 
be an appropriate solution if applied at the MAC level. 
To take advantage of the missing packets, a RS code with erasure decoding should 
be applied across NAL units at the application layer, as shown in figure 6.19, so that 
missing NAL units can be recovered [76,1341. For cross-packet FEC at the application 
layer, NAL units must all have the same size LN. To achieve fixed packet length, 
padding can be used, at the expense of around 1-2 % of overhead. The FEC system 
presented uses a RS(n, k) error correction and erasure scheme with a packet interleaver 
of depth n. 
As shown in figure 6.19, k data packets of length LN are buffered in the interleaver 
at the application level and n-k parity packets are generated by tile cross-packet RS 
encoder [134]. The interleaver is only used to generate the parity packets. Data packets 
are transmitted normally, i. e. non interleaved. The RS decoder can recover the k data 
packets if a maximum of t=n-k (correction capability) packets are missing [12,139]. 
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Transmitted 
I OrIstlittod 
transmitted packets. The main considerations in the choice of n and k are ([12]): 
Encoding: the interleaver depth n determines the encoding delay and the encod- 
ing complexity. 
9 Decoding: in the event of packet loss, the decoder has to wait at least k packets 
before decoding can be performed. In order to minimize the decoding delay, tile 
value of k should be small. 
The coding rate -ý determines the amount of overhead. n 
9 The correction capability t=n-k determines the robustness of the code to burst 
losses. 
The correction capability, coding rate and interleaver depth are closely linked as 
shown in figure 6.20. For example, for a given correction capability of 2 packets, an 
interleaver of depth 8 leads to a coding rate of 6/8 = 0.75 with 25% overhead. Ail 
interleaver depth of 16 leads to a coding rate of 14/16 = 0.875 with a 12% overlivad. 
6.7.2 Results 
In this section, the channel resources and the encoding parameters are fixed. Focus is 
given to the broadcast transmission, i. e. where no ARQ at any level can be used. The 
MAC payload size is fixed at 752 bytes and a single NAL unit (plus RTP/UDP/IP 
header) is mapped into each MAC frame. The PER is therefore equal to the NER. 
This section compares a standard H. 264 transmission (without FEC) with tile proposed 
cross-packet FEC. The parameters varied in this study include: the interleaver depth (8, 
16,32 and 64), the correction capability (1,2,4,8 and 16 packets) and the coding rate 
(1 - no FEC, 0.875 and 0.75). For a fixed transmission rate, and given the overheads 
introduced by the FEC, the encoded video bit rate drops from 715 kbits/s with no 
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Figure 6.20: Influence of the Interleaver depth 
FEC, to 625 kbits/s for a coding rate of 0.875, and 536 kbits/s for a coding rate of 
0.75, as shown in table 6.8. 
Table 6.8: FEC Comt)arisoil 
Coding Rate Overhead in Video Bit Rate Encoded PSNR 
I (No FEC) 0 715 kbit/s 37.92 dB 
0.875 12.5 625 kbit/s 37.66 (IB 
0.75 25 536 kbit/s 36.93 dB 
6.7.2.1 Cross-Packet FEC PER Performance 
Figure 6.21 shows the PER improvements after RS decoding for interleaver depths of 8 
and 32 and for different coding ratios (and therefore different correction capabilities). 
As expected, the use of RS enhances the PER performance. With a depth of 8, a 
coding rate of 0.875 offers a 2.25dB gain for a PER of 10-2, whereas a coding rate of 
0.75 offers 3.75 dB of improvement. Moreover, for a given coding rate, tile depth of the 
interleaver influences the performance as shown in figure 6.22. With a depth of 8, a 
coding rate of 0.75 offers 3.75dB gain for a PER of 10-2, whereas a depth of 32 offers 
5dB of improvement. This is explained by the fact that for a given coding rate (0.875), 
with the depth increasing from 8 to 32, the correction capability goes from I packet 
to 4 packets. RS(7,8, t=l) call recover the original packets when 1 packet out of 8 is 
missing, whereas RS(28,32, t=4) call recover tile original packets when 4 packets out of 
32 are missing. For a given coding rate, tile larger the depth, tile. more robust tile RS 
code. The C/N gains of the PER performance for a PER of 10-2 and 10- 3 for coding 
ratios of 0.875 and 0.75 and for depths of 8,16 32 and 64 are suininarised in table 6.9. 
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Figure 6.21: PER Comparison for Cross-Packet FEC with an interleaver with different 
depths and for different coding rates 
.2 & 
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Figure 6.22: PER Comparison for Cross-Packet FEC with an interleaver with different 
depths and for different coding rates 
Table 6.9: PER Performance - C/N Gains over No FEC 
Interleaver Coding Rate 0.875 Coding Rate 0. '15 
depth PER = 10-2 PER = 10-3 PER = 10-2 PER = 10-2 
8 2.25 dB 4 dB 3.75 dB 5.8 dB 
16 2.75 dB 5 dB 4.25 dB 6.7 (1 B 
32 3.2 dB 5.7 dB 5 dB 7.4 dB 
64 3.6 dB 6.6 dB 5.7 dB 8.6 dB 
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6.7.2.2 Cross-Packet FEC PSNR Performance 
Figure 6.23 shows the PSNR performance after RS decoding for interleaver depths of 
8 and 32. The PSNR in ail error-free environment (for example, at ail SNR of 18 dB) 
is optimised when no cross-packet FEC is used. However, as the C/N reduces (and 
hence the PER increases), from figure 6.23, it can be seen that cross-packet FEC call 
improve the overall PSNR. A less robust code is therefore preferred as C/N increases. 
In an almost error-free environment, using ail RS code provides too much robustness 
and no FEC gives better PSNR, since the bit rate is fixed. This is suinniarised in table 
6.10 for a depth of 8. The proposed FEC scheme provides a 6.1 dB PSNR gain (with a 
coding rate of 0.875) when the channel PER is 10-2. Note that from the relationship 
between coding rate, interleaver depth and correction capability, for a given interleaver 
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Figure 6.23: PSNR Comparison for Cross-Packet FEC with an interleaver of different 
depths for different coding rates 
Table 6.10: PSNR (in dB) Comparison - Cross-Packet FEC - Depth of 8 
PER on the 
channel 
CIN 
(in dB) 1 
Coding Rate 
0.875 0.75 
0 - 37.92 37.66 36.93 
2x 10-4 15.75 37.81 37.66 36.93 
10-3 14.10 37.21 37.65 36.92 
10-2 10.49 30.98 37.08 36.91 
10-1 6.46 21.30 23.80 29.23 
Figure 6.24 compares the PSNR of the foreman sequence for a coding rate of 0.875 
and for a number of different interleaver depths. For a given coding rate, the error 
correction capability is seen to improve with increasing interleaver depth. This explains 
the better PSNR values seen for higher interleaver depths. Table 6.11 sunimaxises the 
PSNR improvements over the no FEC case by using different interleaver lengths for 
a coding rate of 0.875. For a C/N of 8dB, no FEC offers a PSNR of 25dB. Using an 
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Figure 6.24: PSNR Comparison for Cross-Packet FEC with a coding rate of 0.875 for 
different interleaver depths 
Table 6.11: PSNR (in dB) Comparison - Cross-Packet FEC - Coding rate 0.875 
Interleaver Depth CIN=8dB CIN=lOdB 
no FEC 24.94 29.8 
8 30.8 36.63 
16 33 37.57 
32 36.12 37.66 
64 37.66 37.66 
6.7.2.3 Cross-Packet FEC Delay Performance 
Increasing the depth increases the correction capability for a given coding rate and 
improves both the PER and PSNR performance. However, it also increases the pack- 
etisation delay, as shown in figure 6.25. In order to deliver the received packets to tile 
video decoder, they are buffered prior to RS decoding. To deliver the first packet from 
this buffer, the RS decoder must wait for at least k packets to be received and pro- 
cessed. The delay is video bit rate rate dependent. The faster the data is transmitted, 
the shorter is the delay for a given depth. This only considers the delay incurred by tile 
cross-packet FEC and the interleaver and does not take into account MAC and trans- 
mission delays. This therefore does not represent tile end-to-end system delay. At low 
video bit rates, delays can exceed 50 ms if the depth is higher than 4, which call not be 
acceptable. As the video bit rate increases, tile delay decreases. However, for it depth 
of 64, the delay is always larger than 20 nis for video bit rates lip to 1 Mbits/s. Table 
6.12 summarises the delay with a coding rate of 0.875 at a video bit rate of 625kbits/s 
for different depths. A depth of 16 presents a delay of 17 nis in this case. Using a large 
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depth might increase the robustness and the PER and PSNR performance, however, it 
presents large delays. A trade-off has thus to be found. 
350- Depth =4 
Depth =8 
Depth = 16 
300- Depth = 32 Dept = 64 
Co 
Video Bit Rate in kbiWs 0 
Figure 6.25: Delay Comparison for Cross-Packet FEC with a coding rate of 0.875 for 
different depths 
Table 6.12: RS delay-Comparison for a coding rate of 0.875 at 625kbits/s 




32 33.64 ins 
64 67.28 ins 
Figure 6.26 compares the delay for different correction capabilities and different 
coding rates. It can be seen that as the correction capability increases, tile delay also 
increases. This is explained by the fact that for a given coding rate, a larger correction 
capability requires a larger depth. Nevertheless, for a given depth, decreasing the 
coding rate increases the overheads but decreases also the delay since fewer packets are 
required to perforin packet recovery with a lower coding rate, as shown in figure 6.26(c) 
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Figure 6.26: Delay Comparison for different Correction capabilities 
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6.8 Conclusions 
In this chapter, the low throughput efficiency of the IEEE 802.11 MAC layer and the 
need of a robust video transmission have been stressed. Two packetisation strategies 
have been proposed and characterised in order to offer enhanced H. 264 video transmis- 
sion over an IEEE 802.11 based MAC in a UDP/IP environment. The first strategy 
is performed at the MAC layer, while the second is applied at the application layer. 
Rather than improving network QoS, these schemes enable video to operate in poor 
channel conditions. Emphasis has been given to robust broadcast transmissions to 
several handheld devices sharing the same channel and to low latency unicast trans- 
missions, where retransmission is omitted in the former case, and severely limited in 
the latter case. After investigating the various error-recovery and ARQ mechanisms 
available across the layers, the proposed packetisation strategies have been discussed. 
The idea behind the first scheme was to provide good throughput for video trans- 
mission, as well as to guarantee video robustness. This is realised via an aggregation 
scheme at the MAC layer, where several IP packets (video packets) are aggregated into 
a single larger MAC frame. Video error resilience and robustness was ensured by using 
small NAL units (video packets) and by performing a recovery mechanism in order to 
retrieve error-free NAL units in the MAC frame. Some modifications were necessary 
in order to support this retrieval process, including 1) an aggregation field in the MAC 
header, 2) the addition of a Block-Ack-type acknowledgment scheme and 3) the use of 
selective repeat ARQ at the MAC frame level. The CRC is applied only across the MAC 
header and each aggregated packet is individually 'check-summed'. Enhancements to 
the MAC throughput were presented, as well as improvements in terms of NAL unit 
Error Rate (NER) and PSNR for H. 264 video transmission. Results were given for 
mode 1 of IEEE 802.11a for low video bit rates, for broadcast-type transmission, where 
no ARQ at any level can be used and for unicast with low latency transmission, i. e. 
with a low number of MAC ARQs. However, high bit rates at higher modes would 
provide similar results. Moreover, results are also representative of larger numbers of 
retransmission and they stressed the need of smart video packetisation strategies. 
The proposed system behaved as if single NAL units were being independently 
transmitted, therefore achieving a low NER for small NAL units. The use of multiple 
NAL units per MAC frame was shown to enhance the throughput. A 3dB gain in PSNR 
was reported at a PER of 10-2 when 10 NAL units were mapped into each MAC frame 
(broadcast scenario with no retransmission). Moreover, for a fixed PHY length, a 2.5 
dB gain in PSNR was observed for a PER of 3x 10-2 when 8 small NAL units were 
mapped into a single MAC frame. This gain is relative to the legacy MAC, where a 
single (and much larger) NAL unit is mapped to each MAC frame. 
The second scheme used an interleaved cross-packet FEC with an RS erasure cor- 
rection code at the application layer, in order improve the resilience of the system. RS 
parity packets were generated and used to recover missing packets at the application. 
The influence of different parameters, such as coding rate, interleaver depth and correc- 
tion capability on the received quality, as well as delay, were discussed for the specific 
139 
case of broadcast transmission. 
For a fixed coding rate, increasing the interleaver depth enhances the PER and 
PSNR performance, but also increases the delay. For a fixed depth, decreasing the 
coding rate enhances the PER, improves the robustness (a better PSNR is achieved 
in an error-prone transmission channel) and decreases the delay, but also increases 
overheads (with a fixed video bit rate, a worse PSNR is achieved in an almost error- 
free environment compared to the no FEC case). A6 dB gain in PSNR was observed 
using the cross-packet FEC (0.875 code rate and a depth of 8), compared to standard 
packetisation, at a PER of 10-2. 
In order to overcome the low throughput efficiency without losing visual quality, 
the first proposed system is a possible solution for robust video transmission and other 
multimedia services over an IP and IEEE 802.11-based network. Moreover, an opti- 
misation algorithm would be able to derive the best suitable mapping configuration 
for given channel conditions. The use of cross-packet FEC seems suited for broadcast 
usage. A combined scheme using multiple NAL units mapped into a single MAC frame 
with cross-packet FEC is possible, and this would further enhance system performance. 
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Chapter 7 
Investigation of a Cross Layer 
Link Adaptation Mechanism for 
Video Transmission over Wireless 
LANs 
7.1 Introduction 
Numerous transmission techniques axe available on a protocol stack and a wide range of 
optimisations can be found in the literature. Much of the research over the last decade 
has focused on the enhancement of each particular layer without considering adjacent 
layers. It is however preferable to improve one specific layer with the knowledge of its 
impact on the overall system performance [501. More specifically, layers may coordinate 
their efforts and share information in order to enhance the system performance. 
Adapting the video coding to the channel/network conditions and technologies (and 
vice versa) via the cross-layer exchange of information has not been extensively investi- 
gated until recent years. In [531, the authors describe channel-adaptive video strearning 
technologies. These include an Adaptive Media Play-out (AMP) in order to smooth 
out and reduce jitter and delay, an optimised packet scheduler with rate distortion 
in order to allocate resources and bandwidth among packets depending on the net- 
works resources. In [160], the authors develop the idea of inter-layer communications 
for multimedia delivery over 3G and 4G with the all IP concept. The Joint source- 
channel coding paradigm for QoS support over 4G is investigated, combining transport 
techniques, such as UDP-lite [155] and robust header compression (RoHC) [161] with 
channel diversity, entropy coding, error resilience and decoding techniques. In [50], the 
authors develop a cross-layer optimisation, combining application layer FEC, adaptive 
MAC retransmission and adaptive video packet size for the case of Fine Granular- 
ity Scalability (FGS) video transmission over an IEEE 802.11b network. In [1621, the 
authors discuss the challenges and principles of a cross-layer optimised multimedia 
transmission. The paper defines the vaxious; options to tackle the cross-layer optimisa- 
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tion (from the application layer at the top to the bottom, or from the PHY layer at the 
bottom to the top, or with a application-centric or MAC-centric approach). The choice 
of optimal modulation using Application/MAC/PHY interactions for FGS video over 
an IEEE 802.11b network is discussed as well as the choice of a modulation scheme 
for optimal power consumption. Moreover, the authors stress the fact that an optimal 
solution for throughput may not be appropriate for multimedia transmission. 
In [551, the author details the basis of a cross-layer framework where information 
is exchanged between layers. Their study allows the upper layer to better adapt their 
strategies to varying link and network conditions. This includes dynamic packet size 
adaptation, for a given link layer and channel condition, and, for a given packet length, 
the scheme optimises the link layer parameters, such as constellation and symbol rate, 
in order to optimise the throughput. Their study also investigates the joint allocation 
of capacity and flow, as well as smart packet scheduling and rate allocation in order to 
overcome network-congestion by assigning transmission priority to packets. However, 
apart from [551 and [1621, adaptive link and MAC layer techniques, such as coding 
rate and modulation scheme have rarely been considered in the design of cross-layer 
systems. 
In chapter 2, the PHY layer of COFDM-based WLANs at 2.4GHz and 5GHz was 
studied. Numerous modes are available, each providing different throughput and re- 
liability levels. Table 7.1 recalls the different operating modes available for the IEEE 
802.11a/g [3,41 PHY layer. They range from DPSK 1/2 rate (mode 1) which provides 
a nominal bit rate of 6 Mbits/s to 64 QAM 3/4 rate (mode 7), with a nominal bit rate 
of 54 Mbits/s. The BPSK 1/2 rate mode provides a more reliable transmission link 
than the 64 QAM 3/4 rate mode for a given receive power. Figure 7.1 recalls the PER 
performance of the 7 main modes of IEEE 802.11a/g. A Carrier to Noise Ratio (C/N) 
of 15dB provides error free transmission if mode 1 is used, whereas mode 7 presents a 
PER of 0.9 at this C/N value. The choice of the operating mode is therefore crucial to 
system performance. 
Table 7.1: Mode Dependent Parameters for IEEE802.11a/g 




1 BPSK 1/2 6 
2 BPSK 3/4 9 
3 QPSK 1/2 12 
4 QPSK 3/4 18 
5 16QAM (IEEE only) 1/2 24 
6 16QAM 3/4 36 
7 64QAM 3/4 54 
8 64QAM (IEEE only) 2/3 48 
Due to the numerous operating modes available at the PHY layer, each with their 
own unique characteristics, the ability for the system to adapt to the fluctuations of 
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Figure 7.1: IEEE 802-11a/g Characteristics. PER curves - ETSI-Bran Channel A- 
model - 188 byte packets 
the environment (mobility, interference and congestion) is critical to ensure overall 
performance optimisation. Many parameters call be varied at tile MAC and PHY 
levels, examples include the number of MAC level retries allowed, tile packet size, the 
mode (modulation and coding rate) and the type of antenna. Neither the IEEE 802.11 
[391, nor the IEEE802.11a/g standards specify all algorithm for dynamic rate switching. 
The IEEE 802.11 MAC only defines rules for tile mode selection of the management 
frames and declares the dynamic rate selection beyond the scope of tile specifications 
[39,163,164]. It is therefore up to the manufacturers and vendors to implement their 
own algorithms. 
The link adaptation mechanism enables the system to adapt the transmission mode 
according to a quality metric. The ability to change inodes is used to control tile re- 
liability of the system and provides the radio with tile capability to adapt to a better 
configuration to improve the QoS of the transmission. Common link adaptation algo- 
rithms have mainly focused on ulaxiiiiising the error-free throughput at tile higher ap- 
plication layer [1651. These do not take into account the nature of the application data. 
Moreover, they strongly rely oil the use of retransmission and therefore do not take 
into account transmission delays. Real-time video applications are tinie-bounded and 
require a strictly low latency transmission. In addition, completely error-free coininu- 
nication is not essential, especially if robust video compression techniques are applied. 
In such scenarios, improved decoded video quality call be obtained with a video stream 
transmitted at a higher bit-rate, but with some degree of transmission error, rather 
than an error free video stream at a lower bit-rate, as long as the level of errors allows 
the codec, to lie within its operating range. Existing algorithms are not designed, and 
are, most of the time, not suitable for low delay video applications. 
This chapter investigates heuristic link adaptation mechanisms appropriate for tile 
transmission of real-time video. Simulations are performed in order to evaluate the 
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viability of such mechanisms as well as to present a specific algorithm designed to 
optimise the perceptual video quality at the receiver via the exchange of information 
between the MAC and application layers. 
7.2 Existing Link Adaptation Algorithms 
In this section, existing link (or rate) adaptation algorithms are discussed. A simple way 
to adapt the rate is to collect and maintain statistics about the transmitted data. Such 
schemes are called Statistics- based automatic rate control algorithms [163,164]. These 
aim to provide the highest throughput [166] since the statistics are directly related 
to user-level throughput. They do not take into account the low delay requirements 
of the application. Moreover, their reliance on retransmission does not permit their 
implementation for broadcast transmission. 
Note that in this chapter, packet collision is not considered. This assumption is 
made because a collision is representative of the network status (congestion), rather 
than the PHY layer conditions. Down-scaling the modes would not improve the QoS 
of the transmission if two stations collide, i. e. with random backoffs equal to zero at 
the same time (see chapter 3). The rate adaptation algorithm should not therefore be 
influenced by collision and congestion statistics. 
7.2.1 Throughput based Rate Control 
In this algorithm, a constant (small) fraction of data (up to 10%) is sent at two adjacent 
mode rates (lower and higher than the current rate). At the end of a decision window, 
the transmitter computes the different throughputs and the switch is made to the 
rate that provides the highest throughput. In order to have meaningful statistics, the 
decision window must be long enough (about one second, based on 11641). 
7.2.2 Packet Error Rate based Control 
In this algorithm, the PER of the transmitted data is used for the selection of the mode. 
The PER can be determined by counting the ACKs of the IEEE 802.11 MAC frame 
received at the transmitter during a decision window (a missing ACK means that the 
corresponding packet has not been received correctly). The PER can be used for down- 
scaling the rate: if the PER exceeds a threshold, then the current mode is switched 
to a lower mode. Up-scaling is performed if the PER is below a second threshold and 
the system then switches to a higher mode. To prevent oscillation between two modes, 
the system is required to stay on the lower mode after down-scaling for a minimum 
amount of time. The accuracy of the thresholds will determine the performance and 
the reactivity of the system [163,164]. This algorithm has not been initially designed 
for video transmission and instead it optimises the PER for an improved throughput. It 
does not take into account the nature of the content and its time-bounded requirements. 
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7.2.3 Retry-based Control 
In these algorithms, the decision metric used is the number of failed ARQs. The 
decision is therefore made at the transmitter. If a transmission is unsuccessful after a 
certain number of retries Nfij, the mode is down-scaled. It offers a very short response 
time to channel changes. However, the up-scaling takes longer since the decision is 
performed with a PER-based control scheme using a decision window. This scheme 
has been developed under the name of AutoRate Fall Back (ARF) [167,168] and has 
been designed to optimise the application throughput [48]. However, if the channel 
conditions change quickly, the algorithm cannot adapt efficiently, and a short error 
burst will lead to a long drop in throughput. A simpler version would implement up- 
scaling after a certain number of successful transmissions in a row, [48,1481. 
7.2.4 SNR-based Control 
In this method, the Carrier to Noise Ratio (CIN) or Signal to Noise Ratio (SNR), 
which is directly linked to the PER, is used to determine the transmission rate. The 
throughput can be expressed as a function of the PER and can be estimated as in 
[26,44,74] using: 
Throughput =Rx (1 - PER) 
where R is the nominal bit rate of the link (see table 7-1). Note that since the link adap- 
tation takes place at the border between the MAC and the PHY, the MAC overheads 
and the packet length axe not taken into account in the calculation of throughput. As 
explained in chapter 3, the receiver checks the Frame Check Sum (FCS) field in order 
to detect an error. If the packet is correct, the receiver sends an ACK, otherwise it 
does nothing. The transmitter therefore knows if a packet is corrupted (no ACK or 
Timeout). A link adaptation based on throughput is presented in figure 7.2 for a MAC 
packet length of 188 bytes for the 7 operating modes of the IEEE 802.11a/g PHY layer. 
For such algorithm, the mode decision is as follows: 
For each power level CIN: 
ModeT(CIN) =mE {M} with Throughput(m, CIN) = maxiE{M) {Throughput(i, CIN)} 
(7.2) 
with M= {1,2,3,4,5,6,71 and ModeT being the wining mode.. The crossing 
Points of the curves define the switching points (in terms of CIN) at which the system 
should up-scale or down-scale. 
A simple and straight forward SNR-based algorithm would search in look-up tables 
available at the MAC for the best throughput for a given CIN. These tables could 
theoretically be generated prior to any transmission with different packet lengths for 
all the modes, CINs and different channel conditions. It should be noted that the 
formula assumes that ARQ is used for retransmitting packets until the packet is received 
correctly, or the maximum number of retries is reached (whatever comes first). Data 
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are therefore received error free and this method does not take into account the nature 
of the data or the delays incurred. 
It should be noted that the C/N switching levels can be converted into e(lifivalent 
PHY PER thresholds in the adjacent modes, defining therefore the acceptable level 
of channel errors before changing mode. This then defines a hybrid througliptit-based 
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Figure 7.2: Link Adaptation based on Throughput - IEEE 802.11a/g - 188 bytes 
7.2.5 Power-based Control 
In [169], the authors developed tile MiSer (IMininium energy transmission Strategy) 
scheme which minimises the communication energy consumption in all IEEE 802.11a 
PHY layer extension (IEEE 802.11h) by combining tile Transport Power Control (TPC) 
with the PHY rate adaptation. The set of optimal rate/transinission power pairs is cal- 
culated off-line with a specific wireless channel model [48] and tile transmitter searches 
in look-up tables and picks the optimal combinations. This algorithm assumes that 
the number of stations in the configuration is fixed. It uses the fact that the lower the 
transmit power (or the higher the PHY rate, i. e. the shorter the transmit duration), the 
less energy is consumed in one single transmission attempt; the transmission is more 
likely to fail and will be then be rescheduled, this consuming more energy [169,170]. 
In [171], the authors present an algorithm using network-assisted resource man- 
agement. The scheme enables both link adaptation and power control with EPGRS 
modulation and coding schemes. An optimal Power Operating Point (OPOP) is de- 
fined to manage the power control in addition to the Link Adaptation - Block Error 
Rate - Switching Point (LA-BLER-SP). A throughput-based control mechanism (using 
sigmoid and curvature functions) is first applied to choose the mode. Tile power level 
is then adjusted to the OPOP. 
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7.2.6 Other Rate Adaptation Algorithms 
Other rate adaptation algorithms combining different techniques have been presented in 
the literature. In [172], the authors design a Receiver-Based AutoRate (R-BAR) proto- 
col in order to optimise the application throughput [48], where the choice of transmitting 
rate is made at the receiver based on its own stored statistics [168]. The information 
on the chosen rate is then transfered back to the transmitter via the CTS frame of the 
hand-shaking RTS/CTS exchange [1481. The main drawback of this scheme is that it 
requires some modifications to the existing IEEE 802.11 MAC. In [1731, the authors 
define a combined variable data rate and variable frame size scheme to enhance the 
throughput performance of Wireless LANs. In [1741, the authors propose an algorithm 
to improve the data throughput by feeding back channel condition estimates at the 
receiver for ad-hoe networks. 
In [22], the authors develop a link adaptation scheme to optimise the throughput. 
The algorithm is based on the MAC frame payload length, channel condition and 
MAC frame retry count. It allows the mode to change from one transmission attempt 
to the next one. This mechanisms uses an off-line designed table with the system 
status (namely the payload length, the signal to noise ratio, and the retry number) 
associated with an operating mode. In [175], the authors propose the CLARA algorithm 
(Closed-Loop Adaptive Rate Allocation) where the best attributes of the ARF and 11- 
BAR algorithms are combined. By combining the RTS/CTS handshake with data 
fragmentation, MAC frame losses and collisions are differentiated. The main point of 
the scheme is that if a collision occurs, the transmitter would traditionally lower its 
rate and would therefore lower its throughput. This algorithm uses the exchange of 
feedback information with the reserved bits in the SERVICE field of the PHY headers. 
In [176,177], the authors develop a hybrid automatic rate controller, combining a 
throughput-based rate controller with a SNR-based approach. By using RSSI-look up 
tables, which can be dynamically adjusted, the algorithm selects the more appropriate 
rate. Not only the throughput is enhanced, the study also aims at reducing the delay 
and the PER. This work is adopted in [178] where a fast algorithm is designed. The 
resulting scheme uses the hybrid algorithm to determine the rate switching and then 
adjusts the transmitted video rate accordingly. A QoS negotiation approach is devel- 
oped in [179], describing coordination between layers for resource allocations. This 
algorithm also relies on thresholds that axe channel model dependent. In (481, the au- 
thors develop an Adaptive ARF (AARF) algorithm. In ARF, typically, the best rate 
optimising the application throughput is the highest rate whose PER is low enough 
such that the number of retransmissions is low. But the system also tries to use a 
higher rate every transmissions. Down-scaling occurs after NI. il failed trans- 
missions. The system is therefore oscillating when under steady channel conditions 
since it constantly tries a higher rate. AARF continuously varies N. uccess to reflect 
changing channel conditions and the system is then able to stabilise. 
In [180], the authors define the Opportunistic Auto Rate (OAR) algorithm to im- 
prove temporal fairness, where back-to-back packets are transmitted when the channel 
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quality is considered to be good, in order to better use the channel [148]. 
It should be noted that the majority of the described link adaptation algorithms 
aim to improve the throughput [162,166] and/or reduce the power consumption. They 
do not take into account the characteristics of the transmitted data. Moreover, in the 
case of multimedia transmission, they do not optimise the perceived quality [162]. 
7.3 Link Adaptation based on Video Quality 
7.3.1 Motivations 
The work in this chapter has been motivated by the fact that the previously presented 
algorithms do not take into account the nature of the transmitted data. Moreover, they 
strongly rely on retransmission and cannot therefore be deployed for video applications 
requiring very low latency. Encoded video should not be transmitted in the same way 
as normal data. Firstly, the packetisation at the output of the encoder is critical in 
order to offer robustness and error loss resilience, as shown in chapter 6. Secondly, 
the transmitted video cannot tolerate excessive delays for display purposes. This only 
allows a small number of ARQs to be implemented. Thirdly, video encoding exploits 
temporal redundancy and errors can propagate between frames. Extra care should 
therefore be made to minimise the resulting visual artifacts, either during the trans- 
mission (different levels of protection) or during the decoding and concealment process. 
The previous link adaptation schemes presented in section 7.2 were designed to provide 
the highest throughput and to maximise error-free data transfer without regard for de- 
lay and retransmission. These schemes implied a high dependency on ARQ at the MAC 
level and did not take into account the nature of the content. However, for multimedia, 
a strong reliance an ARQ is not desirable and completely error-free communication is 
not essential, especially if robust video compression techniques are applied [165]. In 
such scenarios, better decoded video can be obtained with a video stream transmit- 
ted at a higher bit-rate but with some degree of error, rather than an error-free video 
stream at a lower bit-rate as detailed in table 7.2. The overall quality of the received 
video sequence depends on a trade-off between video bit-rate and BER/PER as shown 
in figure 7.3. For a given power level (Carrier to Noise Ratio (CIN) = 18dB), mode 
1 provides an error free transmission at low video bit rates (MOkbits/s with a PSNR 
of 37.07dB), whereas mode 5 provides a transmission with a PER of 4x 10-2 with a 
higher video bit rate (4235kbits/s). However, figure 7.3(b) shows better resolution and 
presents a better PSNR (44.85dB) than figure 7.3(a). Impairments due to errors are 
almost insignificant and cannot be noticed visually thanks to robust concealment [165]. 
This study is also motivated by the fact that the vaxious operating modes of IEEE 
802.11a/g WLANs do not support the same bit rates. For example, High Definition 
video encoded at 10 Mbits/s cannot be transmitted on the BPSK 1/2 and 3/4 rates, 
and QPSK 1/2 rate that only allow 6,9 and 12 Mbits/s at the PHY layer. Limiting 
the transmission to the higher modes is risky since it reduces the reliability and the 
coverage of the transmission. It is therefore preferable to adapt the video bit rate 
148 
depending on the transmission link. 
Tý1,1.7 9- ViA. - 











(a) Nlode 1,700kbits/s, PER 0, PSNR (h) Mode 5,4235kbit-s/s, I)FIX, 1 1) SN I 
37.07dB = 4.1.85(113 
Figure 7.3: Foreman Sequence, Frame 30, C/N = IS(IR 
7.3.2 Scenarios 
As defined in section 6.4 of chapter 6, the range of applications where 11.26-1 could 
operate over a WLAN is very wide. In this chapter, the low number of' NIAC la , 
ver 
AB. Qs (0-2) and the relatively low bit rates (250 kbits/s-9000kbits/s) are exl4ained 
in a similar way to chapter 6, that is real-titne live video transmission allowing no 
retransmission (but with a feedback channel) over several handheld devices sharing the 
same channel, and low latency unicast transinission without reliance on Liver 2 APQ. 
The case with one ARQ is however given in order to provide a clear example. 
The case of link adaption with a broadcast link is difficult. As far its the alithor is 
aware, no cards or access points (APs) available in the market implement link adal)ta- 
tion for broadcast transmissions. There are several rewsons for this. Firstly, most oft he 
tinie, a broadcast link is characterised by the absence of a feedback channel. In IFEE 
802.11 networks, this inearis that the receiver does not acknowledge the receiv(, d frattles. 
This absence of a feedback channel does not allow the transmitter to comimte an form 
of statistics such as the Received Signal Strength Information (RSSI) or PER. Note, 
it is however possible to establish a feedback channel iii which the recci\-er caii send 
periodically 'duniiiiy' messages so that the transmitter (-, in compute the HS61. B, v as- 
suming a symmetrical channel, the transmitter has therefore knowledge of t1w chaimel 
conditions at the receiver. This solution is however not implemented in practice due to 
interoperability issues between manufact tire rs. Secondiv, I)v definition, on it broadcast 
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line the same data is transmitted transparently to a group of clients. These clients can 
be in different locations and experiencing different channel conditions, and because the 
transmission is transparent to the transmitter, it cannot adapt its transmission to each 
of them. Practically, when used in a broadcast mode, the cards and APs available in 
the marketplace use the lowest mode (the most reliable and with the widest coverage) 
to ensure that anyone within range can receive the transmitted data. The. case of link 
adaptation for a broadcast link is therefore not tackled in this thesis. 
7.3.3 System Description 
7.3.3.1 Basis and Assumptions 
At a given bit rate, the received video quality highly depends on the PER. As explained 
in chapter 2, the PER performance of the IEEE 802. lla/g is PHY packet length de- 
pendent. For a given mode, a larger packet is more likely to be corrupted. Thus, 
one way of modifying the perceptual quality is to vary the packet length at tile PHY 
layer at a given operating mode. However, as shown in figure 7.4, changing tile inode 
instead of the PHY packet size has a more dramatic effect oil tile PER performance 
at a given C/N level. For e. g., for a C/N of 5dB, mode 1 with a PHY packet size 
of 188 bytes shows a PER of 2.18 x 10-1, and a PHY packet size of 1128 bytes gives 
a PER of 2.91 x 10-1. Alternatively, a PHY packet size of 188 with niode 3 gives a 
PER of 5.00 x 10-1. This is suniluarised in table 7.3. Therefore, to vaxy tile PER, it 
is proposed to switch operating niodes rather than vary packet lengths. It should be 
noted however that fine PER control is possible using packet length adaptation within 
a mode (although this is not considered further in this thesis). 
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Figure 7.4: Influence of Packet Size and Mode on PER performance 
The main idea of this investigation is that higher modes (with higher nominal bit 
rates at the PHY layer) can transinit higher video bit rates and can therefore support 
better video quality if the PER is sufficiently low. The key point is that each mode will 
carry one video bit rate offering a scalable transmission depending on the mode chosen. 
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Table 7.3: Influence of Packet Size arid Mode on PER Derformance 
PER at CIN = 5dB PER at CIN =I OdB 
Mode 1- 188 bytes 2.18 x 10-1 1.52 x 10-2 
Mode 1- 564 bytes 2.71 x 10-1 2.52 x 10-2 
Mode 1- 1128 bytes 2.91 x 10-1 3.02 x 10-2 
Mode 3- 188 bytes 5.00 x 10-1 7.98 x 10-2 
Whenever the MAC layer adapts its link speed, the application layer also adapts its 
encoding video bit rate (via a rate control algorithm). For the simulations reported in 
the following sections, two main assumptions apply: 
9 The ratios between the bit rates carried on each mode follow the ratios of the 
nominal bit rates available at the PHY layer for each mode as shown in table 7.4. 
In order to have a fair usage of the channel resources, video packets generate 
similar numbers of OFDM symbols at the PHY layer. In this way, transmitted 
packets on each mode have the same use of the radio channel. This ensures that 
the channel occupancy remains constant irrespective of mode. The ratios between 
the MAC payload lengths for each mode also respect the ratios of the nominal 
bit rates available at the PHY layer [165]. This would allow to reduce the timing 
and delay problems highlighted in the DCF and PCF mode of the IEEE 802.11 
MAC (see chapter 3), with unknown time duration. Moreover, this constraint 
also provides a similar level of error resilience (in terms of slices per frame) at 
the video codec. Figure 7.5 shows the average number of slices per frame for 
the sets of video sequences as defined in table 7.10 of section 7.4.1. It can be 
seen that the average number of slices per frame is consistent from one mode to 
another for each set. Note that the number of OFDM symbols generated by the 
RTP/UDP/IP headers are marginal compared to the ODFM symbols generated 
by the video packets. 
It is also possible to assume a fixed video packet size (in bytes) for use with all 
modes, and this would result in shorter packet durations for higher operating modes. 
In this thesis, the first solution was adopted to maintain consistent channel usage. 
Table 7.4 details the equations used to derive the packet size and video bit rate for 
ea, ch mode. 
7.3.3.2 Empirical Study 
To determine the chosen mode, the following procedure was applied: 
For each mode, the PSNR curve of the received sequence is calculated over a 
large range of CIN levels. The PSNR was computed as explained in section 6.5 


















Figure 7.5: Average Number of Slices per Frame 
Table 7.4: Packet Length (P[, ) and Bit rate (BR) derivation 
Mode Packet Length Video Bit Rate 
I PLl = PL BRI = BR 
2 PL 2 = -"3 X PL 2 B R2 =IxBR 2 
3 PL3 = 2x PL BR: j =2x BR 
4 PL4 = 3x PI, BR4 =3x BR 
5 PL5 =4x PL BR5 ý4x BR 
6 PL6 = 6x PL BR6 =6x BR 
7 PL7 = 9X PL BR7 =9x BR 
" For each power level CIN, the mode that optimises the PSNR is chosen: 
ModevQ(CIN) =mC IMI with PSNR(m, CIN) = maxiEllj) JPSNR(i, CIN)) 
(7.3) 
with M= 11,2,3,4,5,6,71 and HodevQ being the willing mode. 
" The crossing points of the PSNR curves define the switching points in term of 
the CIN at which the system operating mode changes. 
Figure 7.6 shows the PSNR curves of the foreman sequence, for different CIN levels, 
with BR. = 500 kbits/s and PL = 188 bytes, and with one XIAC retransmission (one 
ARQ). The corresponding bit rates and packet lengths for each mode are shown in 
table 7.5. As C/N increases, changing to higher modes with a higher bit rate provides 
a better PSNR. For example, from figure 7.6, a higher PSNR is obtained with mode 
5 at a C/N of 20dB, than with mode 3. Mode 5 operates with some errors, whereas 
mode 3 is able to operate error-free as shown in figure 7.7, but delivers a lower PSNR. 
A natural and empirical switching point would therefore be based oil PSNR; effectively 
selecting the mode with the highest PSNR at any time and for any C/N level. Note 
that mode 2 (BPSK 3/4 rate) and mode 4 (QPSK 3/4 rate) will never be chosen for 
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transmission. This is explained by the fact that mode 2 has a worse PER performance 
than mode 3 and transmits at a lower video bit rate. Similar explanations apply with 
modes 4 and 5, which have similar PER performance but offer differing video rates. 
Table 7.5: Týansmission Parameters with PL = 188, BR = 500 




1 500 188 bytes 
2 750 282 bytes 
3 1000 376 bytes 
4 1500 564 bytes 
5 2000 752 bytes 
6 3000 1128 bytes 
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Figure 7.6: Video Quality based algoritlim - One ARQ 
It should be noted that switching on PSNR is not a practical inethod for the fol- 
lowing two reasons: 
The video quality is only perceived at the receiver. The PSNR calculation requires 
the original sequence in order to compute the Mean Square Error (NISE). In a 
realistic transmission, the receiver does not have access to the original sequence. 
It is therefore not possible for the receiver to compute the received PSNR. Also, 
the transmitter does not have knowledge of the received quality. 
The generation of curves similar to figure 7.6 as look-up tables at the transmitter 
is not possible since these curves depend on the content, oil the bit rate, oil the 
packet length, and oil tile concealment techniques employed. 
The transmitter can have knowledge of the PER either by using the feedback chan- 
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Figure 7.7: PHY PER performances for Foreman - Set 2 
packets (received ACK frames). Since the video encoder always contains a decoder, it 
is also possible to compute an estimated received PSNR by simulating several transinis- 
sions with the calculated PER. However, this solution requires encoding two other video 
sequences on adjacent modes and the computation of the estimated received PSNR for 
both modes. This will increase dramatically the complexity of the transmitter and is 
clearly not practical. 
7.3.3.3 Practical Switching Schemes 
A more practical approach would be to employ the PER at the PHY layer as the 
metric, i. e. without considering any retransmission. The transmitter lim knowledge of 
the C/N and the received PER (either with look-up tables, or via the feedback channel, 
or from the number of ACKs received, as explained in section 7.3.3.2). The PSNR and 
the PER are closely linked as shown in figure 7.8. Note that each mode has different 
packet lengths and a longer packet is more likely to be corrupted than a smaller packet. 
It should be noted that the curves of figure 7.8 do not relate to the same packet size. 
The following procedure applies for the choice of the operating mode: 
o PER(m, CIN) :! ý PER,, (m) : Up - scale if m j4 7 
9 PERd (M) < PER(m, CIN) : Down - scale if m j4 I 
9 PER,, (m) < PER(m, CIN) and PER (m, CIN) < PERd (M) : stay in the 
current mode 
where PER(m, CIN) defines the PHY PER with the current operating mode 7n at 
a given C/N level, and where PER,, (m) and PERd(m) define the PER thresholds to 
up-scale to a higher mode and down-scale to a lower mode respectively. If tile current 
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Figure 7.8: PSNR versus PER - Foreman - Set 2- No ARQ 
transmitter switches to a higher mode. If the current PHY PER is higher than a second 
predefined threshold PERd(M), then the transmitter switches to a lower mode. If the 
current PHY PER(m, CIN) lies between these two thresholds, then the transmitter 
stays with the same mode. Figure 7.9 and table 7.6 show the different up-scaling and 
down-scaling PER thresholds for the above example. These thresholds were obtained 
by converting the C/N of the crossing points of figure 7.6 into PER using figure 7.7. 
lo" lo-, 10 10- lo* PER 
Figure 7.9: Switching Points - Video Quality bmed - One ARQ 
Another possible switching metric for a link adaptation scheme would be to use 
the Error Vector Magnitude (EVNI), indicating the error margin of the received signal. 
PER is based on a symbol error rate (on the modulation constellation). It therefore 
defines the packet as correct or corrupted. The EVM gives soft information oil the 
value of the received symbol (i. e. prior to symbol detection) compared to the. correct 
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Table 7.6: PER Thresholds Video Quality Based - One ARQ 
(a) Up-Scaling 
From Mode 11 to 33 to 55 to 66 to 7 
Video Quality based 18.27 x 10-3 5.06 x 10-4 4.43 x 10-4 1.14 x 10-3 
(b) Down-Scaling 
From Mode 17 to 66 to 55 to 33 to 1 
Video Quality based 12.55 x 10-2 1.85 x 10-2 3.88 x 10-2 5.04 x 10-2 
one. The information can therefore determinate 'how bad' or 'how good' the channel 
currently is. This can be transfered back to the transmitter and a decision made before 
the PER degrades, thus offering predictive switching. 
7.3.4 A Comparison of Algorithms 
In this section, the presented algorithm is compared with two existing link adaptation 
algorithms implemented in IEEE 802.11 cards: 
0 SNR (CIN) and Throughput- based algo7ithm (see section 7.2.4): This algorithm 
opti. mises the error-free throughput (as expressed in equation 7.1) and makes 
an extensive use of MAC layer ARQ. Figure 7.10 shows the throughput-based 
algorithm applied with the PHY packet size being derived with PL, as defined in 
table 7.5. As explained, PER thresholds can be derived by converting the CIN 
switching points into PER using figure 7.7. 
PER-based algorithm (see section 7.2.2) with a PHY PER threshold of 10% for 
down-scaling, as it is often implemented. Using figure 7.7, PER thresholds for 
up-scaling are also derived with PERd(M) "' 10% VM E (1,2,3,4,5,6,7} 
7.3.4.1 PHY PER thresholds Comparison 
Figure 7.11 and figure 7.12 give a graphical view of the different PHY PER threshold 
points. Figure 7.11 shows the vaxiation of PHY PER. In figure 7.12, the x-coordinate 
defines the PHY PER at which switching occurs. The y-coordinate defines the current 
mode. 
By compaxing the PHY PERs, up-scaling and down-scaling are seen to occur at 
high and very high PHY PERs when the 10% PER-based approach and throughput 
based algorithm axe used respectively. Switches occur at lower PHY PERS for the 
video quality based algorithm as shown in figure 7.12. These figures show that a video 
application, which in the case is constrained to a single retransmission (one MAC 
ARQ), would up-scale from mode 3 to mode 5 when the PHY PER on mode 3 reaches 
4.5 x 10-2 and 2.23 x 10-3 if the system uses the throughput-based and 10% PER- 
based link adaptation schemes respectively. The empirical study conducted shows that 
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Figure 7.12: Switching Points Comparison - Foreman 
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other hand, down-scaling from mode 5 to mode 3 occurs when the PHY PER readies 
5x 10-1 and 1x 10-1 with the throughput and 10% PER-based scheme respectively. 
The studies also showed that the down-scaling shoud occur at a PHY PER of 4x 10-2 
for an application with a limited number of retransmissions. It can be seen that the 
algorithm based on video quality operates at lower PER than the throughput based 
and the 10% PER based algorithms. These two mechanisms have not been designed 
for such applications, and their thresholds axe independent of the application or data 
type. Threshold comparisons are summarised in table 7.7. 
Table 7.7: PHY PER Thresholds Comparison 
(a) Up-Scaling 
From Mode 1 to 3 3 to 5 5 to 6 6 to 7 
Video Quality based (one ARQ) 8.27 x 10-3 5.06 x 10-4 4.43 x 10-4 1.14 x 10-3 
Throughput based 3.67 x 10-1 4.56 x 10-2 4.44 x 10-2 2.94 X 10-2 
10% PER based 1.97 x 10-2 2.23 x 10-3 5.01 X 10-3 4.67 x 10-3 
(b) Down-Scaling 
Prom Mode 7 to 6 6 to 5 5 to 3 3 to 1 
Video Quality based (one ARQ) 2.55 x 10-2 1.85 x 10-2 3.88 x 10-2 5.04 X 10-2 
Throughput based 2.50 x 10-1 3.31 x 10-1 5.01 x 10-1 6.64 x 10-1 
10% Threshold based 1.00 x 10-1 1.00 x 10-1 1.00 x 10-1 1.00 x 10-1 
7.3.4.2 PSNR Comparison 
If one considers the case of unicast video transmission with a limited number of re- 
transmissions, the driver of the card or AP would apply its original algorithm with 
its pre-built PER thresholds as explained in the previous section. These schemes are 
developed for general data, and not for real-time video transmission. Figure 7.13 com- 
pares the PSNR of the received sequence for the throughput based algorithm with the 
empirical study conducted optimising the video quality with one retransmission per- 
mitted, along with picture snapshots. For both schemes, for a high CIN, mode 7 is 
chosen, providing the highest video quality. However, as the receive power decreases 
and the PHY PER increases, the throughput based algorithm remains with this mode, 
whereas the proposed algorithm switches earlier (at a lower PER) to a lower mode to 
maintain the video quality. 
Similax comments apply to figure 7.14 comparing the empirical video quality study 
with the 10% PER-based algorithm. The average received PSNR for the three studies 
are presented in table 7.8. It shows that a 7dB gain in average PSNR is possible when 
the PER thresholds are low. Because the PHY thresholds are lower for the 10% PER- 
based system than for the throughput-based case, the PSNR performance is better. 
Clearly, the high PHY PER thresholds do not allow good video quality reconstruction 
at the decoder and a lowering the PER thresholds puts the switching points in the 
operating range of the video codec for real-time applications that require low latency 
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Figure 7.13: Link Adaptation Video Quality/Throughput -based PSNR Comparison 
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Figure 7.14: Link Adaptation Video Quality/10% PER -based PSNR Comparison 
Table 7.8: Average Received PSNR Comparison 
Scheme Average PSNR 
Video Quality - based 37.56 dB 
Throughput - based 30.94 dB 
10% PER - based 36.60 dB 
The choice of these thresholds is therefore very critical. A PE& that is too large 
and a PERd that is too small would lead to up-scaling and down-scaling r(_ýspectively 
with bad visual quality. The PHY PER thresholds proposed by the. throughput Inetric 
are far too high for real-time video applications. Switching between niodes is particu- 
larly important for portable and mobile applications, where the user inaY experience a 
wide range of received signal levels. 
7.4 Results 
7.4.1 Simulation Conditions 
It was shown in the previous section that the optimum mode switching points that 
maximise video quality for low delay transmission are different from those that 111, LX- 
imise the error-free throughput. In this section, empirical simulation results obtained 
by modifying parameters such as the content of the video sequences, tile video bit 
rate, the packet length, the number of NIAC ARQ and the error resilience technique 
are presented. Results are obtained with the PSNR obtained by averaging over 100 
sequences for each point. The conditions for the simulations were presented in sections 
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6.5 and 7.3.3. Unless specified, the error concealment algorithm used at the decoder is 
the Advanced Error Concealment Algorithm (AEC) as described in section 4.4.4. 
In order to see how the video bit rates and the MAC payload length influence the 
proposed algorithm, severals sets have been defined as shown in table 7.10. Table 
7.9 summarises the specifications used for the different sets. For e. g., video sequences 
from set 2 in table 7.10(b) transmitted with mode 1 have been encoded with BRI 
= 500kbits/s and the MAC payload length PL"t1is 188 bytes. Mode 3 carries video 
encoded at BR3 = 10OOkbits/s with a MAC payload length Of PL3 = 376 bytes. Sets 1, 
2 and 3 use video bit-streams with the same PHY packet length, but with different video 
bit rates (set 1 having the lowest bit rates and set 3 having the highest). Sets 2,4 and 
5 use video bit-streams with the same video bit rate, but with different packet lengths 
(set 5 having the smallest packet length and set 4 having the largest). The influence of 
various other parameters such as video content, number of MAC retransmissions and 
the error concealment algorithm are also investigated. 
Table 7.9: Packet Length (PL) and Bit Rate (BR) Specifications 





Set 1 188 250 
Set 2 188 500 
Set 3 188 1000 
Set 4 376 500 
Set 5 94 500 
(b) Parameters Comparison 
psetl = pact2 = pLet3 LL 
pLqet4 < pLset5 < pLetS 
BRSetl < BR-, et2 < BR-"t3 
BR. qet2 = BRact4 = BRaets 
7.4.2 Influence of video content 
In this section, the effect of the video content on the switching points is studied. Pa- 
rameters of set 2 have been used to encode the akiyo (slow motion), foreman (medium 
motion), table (fast motion) and ste/an (very fast motion). The MAC payload length 
is the same for all four sequences, giving similar PER performances. Akiyo produces 
higher PSNRs than the three other sequences for a similar video bit rate. In contrast, 
stefan presents very high motion activity, and this results in the lowest PSNRS for 
a given bit rate (mode). From table 7.11, we can see that the switching levels for 
up-scaling and down-scaling respectively occur at almost the same PER for all the 
sequnences; using the Advanced Error Concealment(see section 7.4.6). 
Figures 7.15(a) and 7.15(b) plot the up-scaling and down-scaling switching points 
respectively for the four sequences along with the corresponding values for the through- 
put based algorithm. On these figures, the y-coordinate corresponds to the mode after 
switching. These figures show that switching (up-scaling and down-scaling) occurs at 
very similar PER for all the video sequences. It also confirms that the throughput 
162 
Table 7.10: Video Sets 
(a) Set 1- PL'Itl = 188, BRIIetI = 250 (b) Set 2- pLset2 = 188, BRset2 = 500 




1 250 188 bytes 
2 375 282 bytes 
3 500 376 bytes 
4 750 564 bytes 
5 1000 752 bytes 
6 1500 1128 bytes 
7 2250 1692 bytes_ 




1 500 188 bytes 
2 750 282 bytes 
3 1000 376 bytes 
4 1500 564 bytes 
5 2000 752 bytes 
6 3000 1128 bytes 
7 4500 1692 bytes 
(c) Set 3- pLjet3 = 188, BRset3 = 1000 (d) Set 4- pLt4 = 376, BR"'It" = 500 




1 1000 188 bytes 
2 1500 282 bytes 
3 2000 376 bytes 
4 3000 564 bytes 
5 4000 752 bytes 
6 6000 1128 bytes 
7 9000 1692 bytes 




1 500 376 bytes 
2 750 564 bytes 
3 1000 752 bytes 
4 1500 1128 bytes 
5 2000 1508 bytes 
6 3000 2256 bytes 
7 4500 3384 bytes 
(e) Set 5- pLsetS = 94, BRpet5 = 500 




1 500 94 bytes 
2 750 141 bytes 
3 1000 188 bytes 
4 1500 282 bytes 
5 2000 376 bytes 
6 3000 564 bytes 
7 4500 846 bytes 
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Table 7.11: Influence of Video Content - PER Thresholds - Set 2-1 ARQ 
(a) Up-Scaling 
From Mode 1 to 3 3 to 5 5 to 6 6 to 7 
Akiyo 8.17 x 10-3 5.29 x 10-4 4.89 x 10-4 1.48 x 10-3 
Foreman 8.27 x 10-3 5.07 x 10-4 4.43 x 10-4 1.15 x 10-3 
Table 6.09 x 10-3 6.01 x 10-4 3.64 x 10-4 8.59 x 10-4 
Stefan 1.05 x 10-2 6.41 x 10-4 5.98 x 10-4 1.34 x 10-3 
(b) Down-Scaling 
From Mode 7 to 6 6 to 5 5 to 3 3 tol 
Akiyo 3.05 x 10-2 2.13 x 10-2 3.80 x 10-2 4.93 x 10-2 
Foreman 2.55 x 10-2 1.85 x 10-2 3.88 x 10-2 5.04 x 10-2 
Table 1.99 X 10-2 1.63 x 10-2 4.26 x 10-2 3.72 x 10-2 
Stefan 2.83 x 10-2 2.60 x 10-2 4.43 x 10-2 6.14 X 10-2 
based algorithm switches at very high PERs. The fact that similar switching points 
are obtained for different sequences can be explained because even if PSNR curves are 
different from one sequence to another, switching points are obtained by comparing 
one sequence at one mode with the same sequence at another mode. 
7.4.3 Influence of the number of Layer 2 ARQs (MAC Iayer) 
In this section, the effect of the number of MAC layer ARQs on the mode switching 
points is studied. Parameters from set 2 have been used for the foreman sequence. 
Figure 7.16 shows the influence of ARQs on the PSNR performance. As the number 
of ARQs increases, the PSNR curves are shifted left and a given PSNR is achieved at 
a lower CIN. Switching from one mode to another is therefore influenced by ARQ as 
shown in figure 7.17. 
Note that, in the case of a unicast transmission with no ARQ, apart from switching 
from mode 1 to 3, an almost error free transmission channel is required in order to 
switch to higher modes. However, it can be seen that as the number of ARQs increases, 
switching (up or down) can be performed at higher PERs. This is also shown in figure 
7.18 by plotting the up and down-scaling points respectively. As more ARQs are 
allowed, the switching points move closer to those of the throughput based algorithm. 
The down-scaling PER threshold from mode 5 to mode 3 is at 1.5 X 10-3 with no ARQ, 
4x 10-2 with one ARQ, and 1x 10-1 with two ARQs. The number of ARQs that 
the application can tolerate therefore determines the switching thresholds. Table 7.12 
summarises the up and down-scaling PER thresholds for different numbers of ARQ' 
for foreman, set 2. Ultimately, as the number of ARQ increases up to a maximum of 
32, the switching points of the proposed algorithm would match the switching points 
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Figure 7.17: Foreman Sequence, Influence of ARQ on PER switching 
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PER Up Scaling 
(a) PER Switching: Up-scaling 
1 10- 10,10- PER Down Scaling 
(b) PER Switching: Down-scaling 
I 
Figure 7.18: Influence of ARQ - PER based Switching Points, Foreman, Set 2 
Table 7.12: Influence of ARQ on PER Thresholds - Foreman 
(a) Up-Scaling 
From Mode I to 3 3 to 5 5 to 6 6 to 7 
No ARQ 3.46 x 10-4 0 0 0 
OneARQ 8.27 x 10-3 5.06 x 10-4 4.43 x 10-4 1.14 x 10-: 3 
Two ARQs 2.82 X 10-2 2.78 x 10-3 3.92 x 10-3 4.89 x 10-: ' 
(b) Down-Scaling 
From Mode 7 to 6 6 to 5 5 to 3 3 to 1 
No ARQ 2.72 X 10-3 6.22 x 10-4 1.36 x 10-3 5.36 x 10-4 
One ARQ 2.55 X 10-2 1.85 x 10-2 3.88 x 10-2 5.04 x 10-2 
Two ARQs 7.97 X 10-2 6.82 x 10-2 1.13 x 10-1 1.40 x 10-1 
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7.4.4 Influence of Video Bit Rate 
This section studies the influence of the video bit rate on the switching points. The 
Akiyo, table and foreman sequences have been encoded with parameters from sets 1,2 
and 3. Video bit rates from set 1 are the lowest, whereas those of set 3 are the. highest. 
The packet length remains the same for each of these sets and the throughput based 
algorithm is therefore similar for all cases. Note that for memory usage reasons, lilode 
7 of set 3 (9Mbits/s) could not be simulated. Figure 7.19 shows the PER switching 
points for up-scaling and down-scaling for the table sequence with one ARQ and for 
all three sets (video bit rates). It can be observed that set 3 (highest video bit rate) 
requires switching at a lower PER than set 2, and that set 1 (lowest video bit rate) call 
tolerate higher PERs than set 2 before switching is required. 
PER Up SmIng 
(a) PER switching: Up-Scaling (b) PER switching: Down-scaling 
Figure 7.19: Influence of the Video Bit Rate - Mode vs PER - Table - One ARQ 
Figure 7.20 plots the PER switching point for up-scaling and down-scaling versus 
the video bit rate (the first video bit rate of the set corresponding to inode 1). As the 
video bit rate increases, i. e. as the quality of the transmitted video increases, tile PER 
switching points are seen to occur at lower values. This is suinmarised in table 7.13. 
Similar results were obtained with the foreman and akiyo sequences. 
7.4.5 Influence of MAC payload length 
In this section, the effect of the MAC payload length on the switching points is studied. 
Akiyo, table and foreman sequences have been encoded with parameters from sets 5,2 
and 4. Packet lengths from set 5 are the smallest, whereas packet lengths from set 4 
are the largest. Video bit rates remain the same. As the packet lengths are different, 
the PERs for a given C/N differ. However changes in thresholds for the througliput 
based algorithm are relatively insignificant, especially at such high PER as shown in 
table 7.14. 
Table 7.15 shows the PER switching points of tile proposed scheme for up and 
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Figure 7.20: Influence of the Video Bit Rate - Threshold vs Bit rate - Table - One AIIQ 
Table 7.13: Influence of Video Bit Rate on PER Thresholds - Table 
(a) Up-Scaling 
Fýom Mode 1 to 3 3 to 5 5 to 66 to 7 
Set 1 1.19 X 10-2 9.38 x 10-4 6.78 x 10-4 1.54 x 10-: 1 
Set 2 6.09 x 10-3 6.00 x 10-4 3.63 x 10-4 8.59 x 10-1 
Set 3 5.66 x 10-3 2.98 x 10-4 9.63 x 10-5 
(b) Down-Scaling 
From Mode 7 to 66 to 5 5 to 3 3 to I 
Set 1 2.74 x 10-2 2.96 x 10-2 5.35 x 10-2 6.84 x 10-2 
Set 2 1.99 X 10-2 1.63 x 10-2 4.26 x 10-2 3.72 x 10-2 
Set 3 5.98 x 10-: 3 2.67 x 10-2 3.54 x 10-2 
Table 7.14: Influence of MAC payload Length on PER Thresholds - Throughput based 
(a) Ul)--Scaliiig 
From Mode I to 3 3 to 5 5 to 6 6 to 7 
Set 5 3.35 x 10-1 4.50 x 10-2 4.48 x 10-2 3.22 x 10-2 
Set 2 3.67 x 10-1 4.56 x 10-2 4.44 x 10-2 2.94 x 10-2 
Set 4 3.86 x 10-1 4.47 x 10-2 5.57 x 10-2 2.51 X 10-2 
(b) Down-Scaling 
From Mode 7 to 6 6 to 5 5 to 3 3 to 1 
Set 5 2.63 x 10-1 3.29 x 10-1 4.95 x 10-1 6.42 x 10-1 
Set 2 2.50 x 10-1 3.31 x 10-1 5.01 x 10-1 6.64 x 10-1 
Set 4 2.39 x 10-1 3.46 x 10-1 5.14 x 10-1 6.85 x 10-1 
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lengths). This shows that the packet length does not influence considerably the thresh- 
olds. Similar results have been obtained with the table and akiyo sequences. 
Table 7.15: Influence of MAC payload Length on PER Thresholds - PSNR based - 
Foreman 
(a) Up-Scaling 
From Mode 1 to 3 3 to 5 5 to 6 6 to 7 
Set 5 8.34 x 10-3 6.03 x 10-4 2.34 x 10-4 1.12 x 10-3 
Set 2 8.27 x 10-3 5.06 x 10-4 4.43 x 10-4 1.14 x 10-3 
Set 4 8.17 x 10-3 3.74 x 10-4 5.23 x 10-4 6.37 x 10-4 
(b) Down-Scaling 
From Mode 7 to 6 6 to 5 5 to 3 3 to 1 
Set 5 2.29 x 10-2 1.58 x 10-2 3.77 x 10-2 5.11 X 10-2 
Set 2 2.55 x 10-2 1.85 x 10-2 3.88 x 10-2 5.04 x 10-2 
Set 4 2.15 x 10-2 2.81 x 10-2 3.92 x 10-2 4.73 x 10-2 
7.4.6 Influence of the Error Resilience techniques 
Error resilience features will determine how the quality of the received video is in- 
fluenced by channel errors. Techniques such as pre-processing error concealment as 
described in chapter 4 (layered/scalable coding with unequal protection, multiple- 
description coding, insertion Intra MBs, Forward Error Correction, and the use of 
Flexible Macroblock Ordering (FMO) in H. 264) will improve the robustness of the 
video. At the decoder, post-processing concealment techniques [11,102] will try to 
recover and minimise the visual artifacts of damaged and/or missing MBs as detailed 
in chapter 4. 
In this section, the effects of two post-processing error concealment algorithms are 
compared. In the current scenario, one MAC packet contains one video slice (plus 
the header). Any packet in error is re-transmitted at the MAC layer (with the ARQ 
mechanism) until the retry-limit is reach. If after the number of ARQs allowed, the 
packet has not been received correctly, the packet is dropped and the video decoder 
assumes that the slice has been lost. The decoder must therefore process the missing 
data to reduce visual artifacts. 
The basic and simplest error concealment algorithm replaces the missing MB by the 
corresponding MB in the previous frame for INTER concealment and weight-averages 
of the neighboring MBs for INTRA concealment [91]. This is the Previous Frume 
Copy (PFC) algorithm. The second concealment algorithm is the Advanced Error 
Concealment (AEC) algorithm and is defined in [133] and [16]. It has been adopted 
as the reference framework on which further concealment enhancement in the 11.264 
JVT standard would be based. Further details on error resilience and concealment 
techniques can be found in section 4.4.4. 
Parameters of set 2 have been used to encode akiyo, foreman, table and stefan. 
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Table 7.16 shows the switching points for up-scaling modes for the four sequences and 
compares the two algorithms when one ARQ is used. As akiyo contains very little 
motion, the predicted motion vector for compensation is always zero. Therefore the 
AEC and the PFC algorithms present the same chaxacteristics. Switching points for 
akiyo are then the same, regardless of the concealment algorithm. However, the three 
other sequences feature more significant motion and the AEC algorithm provides better 
PSNR results. Mode switching occurs at higher PER with the AEC compared to the 
PFC. The concealment algorithm at the video decoder therefore influences the choice of 
the threshold: the better the concealment, the higher the PER the sequence can support 
before switching is required. Figure 7.21 shows the switching points comparison for the 
foreman with one ARQ. 
Table 7.16: Influence of Error Concealment on PER Thresholds Up-Scaling- One ARQ 
- Set 2 
(a) Akiyo 
From Mode 1 to 3 3 to 5 5 to 6 6 to 7 
PFC 
AEC 
8.16 x 10-3 
8.16 x 10-3 
5.29 x 10-4 
5.29 x 10-4 
4.88 x 10-4 
4.88 x 10-4 
1.48 X 10-3 
1.48 X 10-3 
(b) Foreman 
From Mode 1 to 3 3 to 5 5 to6 6 to 7 
PFC 
AEC 
6.47 X 10-3 
8.27 x 10-3 
2.46 x 10-4 
5.09 X 10-4 
3.41 x 10-4 
4.43 x 10-4 
7.53 X 10-4 
1.14 X 10-3 
(c) Table 
From Mode 1 to 3 3 to 5 5 to6 6 to 7 
PFC 
AEC 
5.51 x 10-3 
6.09 x 10-3 
3.81 x 10-4 
6.00 x 10-4 
2.11 x 10-4 
3.63 x 10-4 
6.22 x 1()-4 
8.59 x 10-4 
(d) Stefan 
From Mode 1 to 3 3 to 5 5 to 6 6 to 7 
PFC 
AEC 
7.68 x 10-3 
1.04 x 10-2 
4.65 x 10-4 
6.40 x 10-4 
4.00 x 10-4 
5.98 X 10-4 
1.00 X 10-3 
1.33 x 10-3 
Strong concealment algorithms would be then very desirable when using off the 
shelf WLAN cards and link adaptation algorithms. Without, such concealment, the 
standard link adaptation will result in considerable video distortion unless the link 
adaptation algorithm is adjusted as mentioned earlier. 
7.4.7 Implementation Issues 
In this section, practical issues and recommendations for the implementation of the 
proposed algorithm are presented. The proposed approach uses PHY PER thresholds 
that have been shown to be much lower than traditional mechanisms. Results were 
shown in an empirical marmer, stressing the need for an appropriate algorithm designed 
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Figure 7.21: Influence of the Concealment technique - Foreman - One ARQ 
to optimise the received video quality rather than the throughput. The derivation of 
rigorous PER thresholds with an optimising algorithin is therefore not in the scope of 
this thesis and is left for future investigations. 
7.4.7.1 Latency Requirements 
In the case of a low latency system, per-packet adaptation is possible. Feedback infor- 
mation is available for each packet [48]. Per-packet adaptation is however not realistic 
nor necessary for video transmission. As the proposed scheme is based oil tile PER, the 
estimation of PER is critical. It is either estimated at the transmitter or alternatively 
at the receiver with the information being sent back to the transmitter. One solution is 
the use of C/N based look-up tables. The receiver and the transmitter have knowledge 
of the Received Signal Strength Indication (RSSI) and the PER call be computed frolil 
this value [181]. The main draw-back of this method is tile reliability of tile CIN value 
and the vaxiation of PER with channel type [26]. In this case, a hysteresis (or gliard 
zone) is required around the PER thresholds so that the system does not oscillate be- 
tween two adjacent modes. To prevent oscillation, the system might have to stay in 
the lower mode for a certain minimum time duration. Another solution is to estimate 
the PER through a decision window. For example, acknowledged packets at tile tralls- 
mitter (or corrupted packets at the receiver) are counted during this decision window 
and the PER is then computed. The size of the decision window will depend oil how 
fast the radio channel is changing. For a slow changing radio channel where users axe 
not moving, fast adaptation is not required. In this case, adapting the operating link 
mode at a rate of around once every few seconds is reasonable. It is not ileeded to up- 
date the transmission rate more often tinder steady channel conditions. This will allow 
the decision window to be large compared to packet duration and lience the gathered 
packet loss statistics can be accurate. 
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7.4.7.2 Design 
The proposed system uses different video bit rates for each mode. Once the decision 
is made to switch from one mode to another, the information needs to be sent to 
the video encoder so that the video bit rate and the slice length can be updated. 
On the other hand, the video codec: needs to specify to the MAC layer which error 
concealment techniques, which error resilient features and which video bit rate range 
(from mode 1 to 7) are used so that the PER thresholds can be updated. This requires 
a system allowing for cross layer exchange of information between the MAC layer and 
the application layer. One possibility is to use headers in the frame protocol exchange 
with particular fields that both the MAC and the application can read and write. An 
external device can also be designed for this purpose. 
In the case of a slow changing environment, another possible design for the studied 
algorithm is to use PER threshold tables. The implementation would progress as follows; 
assuming the MAC knows which threshold table to use (video bit rate, initial packet 
length, number of ARQs, concealment technique): 
1. Over a decision window of 5-10 seconds, at the transmitter, count the number 
transmitted packets Nt and the number of ACKs received N. ck. 
2. Compute the PER over this decision window: 
PER = 
(Nt - Nack) (7.4) 
Nt 
3. Compare the PER with PE&(m) and PERd(m), the up and down-scaling 
thresholds respectively, where m represents the current mode: 
9 If (PER < PER,, (m) and i0 7), up-scale to mode m+1 
9 If (PERd(M) !ý PER and i 54 1), down-scale to mode i-1 
* Stay in mode m otherwise. 
A pragmatic solution would be for the video codec to supply the appropriate switch- 
ing thresholds to the MAC layer. If this is not possible, then default values will be used. 
7.5 Conclusion 
In this chapter, a link adaptation strategy designed for H. 264 video transmission over 
the IEEE 802.11 MAC and IEEE 802.11a PHY layer has been investigated and char- 
acterised. Emphasis has been given to robust transmission to several handheld devices 
with no (or limited) retransmissions. Previous algorithms focused on maximising the 
error free data throughput. The study was motivated by the fact that these algorithms 
do not take into account the nature of the content and the low delay requirements 
for time-bounded applications. Since each transmission mode allows different nominal 
bit rates with different reliability, the investigated algorithm transmits the same video 
sequence at different video bit rates on each mode in a scalable manner. Video and 
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MAC layers axe required to exchange information so that each layer can up-date their 
respective parameters. This approach acknowledges that error resilient video codecs 
are capable of tolerating errors, up to a certain level. Moreover, it optimises the overall 
received video quality rather than the throughput. Since ideal adaptation based on 
received PSNR is not feasible, a more practical approach was proposed based on PER 
thresholds. The scheme is designed for low latency video transmission without strong 
reliance on ARQ and switches at fax lower PERs compared to the classic throughput 
based algorithm. Empirical results show that, practically, throughput based and tra- 
ditional PER based algorithms would switch down for PHY error rates greater than 
or equal to 0.1, whereas the proposed algorithm down-scales the mode for a PER of 
around 5X 10-2. Similarly, the throughput based algorithms would switch up for a PER 
of around 5x 10-2, whereas the presented scheme up-scales the operating mode for a 
PER of around 5x 10-4. Results shows that, since they use inappropriate thresholds, 
traditional link adaptation mechanisms deliver poor video quality when applied to a 
time-bounded video transmission requiring no (or limited) retransmissions. A gain of 7 
dB in PSNR was observed with the investigated algorithm, compared to the traditional 
throughput-based algorithm. The choice of up and down-scaling thresholds is therefore 
very critical for reliable low latency. 
Different paxameters that influence the switching thresholds were studied. A good 
concealment algorithm allowed switching at higher PERs, and with strong concealment 
the traditional data throughput thresholds were seen to become usable. Similarly, as 
the number of layer 2 ARQs increases, switching points were seen to move towards 
higher PERs and approached the throughput-based case. 
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Chapter 8 
Measurements and Performance 
Analysis 
This chapter investigates and studies video transmission over practical IEEE 802.11a/g 
wireless LANs, Section 8.1 introduces the chapter and describes the platform used in 
order to collect data. Processing of the measurement data is conducted in section 8.2. 
Loss patterns extracted from measurements axe used to simulate video transmissions. 
This section includes a comparison of a UDP and a TCP link transmission over IEEE 
802.1 1g, a study of the effect of the packet length. The two studies developed in chapter 
6 on packetisation strategies and in chapter 7 on Link Adaptation are also detailed. 
Finally section 8.3 concludes this chapter. 
8.1 Introduction 
Wireless LANs are now widely available in the market place. At the time of the writing, 
IEEE 802.11a at 5GHz is not available in Europe. However, IEEE 802.11b at 2.4GHz 
is widely available and deployed in public and private buildings, in schools, universities 
and institutions. Recently, IEEE 802.11g at 2.4GHz has been launched, enhancing the 
PHY bit rate relative to the 802.11b. If the technology follows the specifications of 
IEEE 801.11 and IEEE 802.11g [3,39], there are still a number of points that are left 
to manufacturers, where implementations are proprietary choices and solutions, and 
depending on the application, these can be very critical. The following items, that 
are not specified by standards, should be highlighted when designing a real-time video 
transmission system over video WLAN. 
0 The key feature of IEEE 802.11g is its backward compatibility with 802.11b. This 
means that the 802.11b MAC parameters have to be applied, resulting in lower 
throughput efficiency and larger delays (see chapter 3). IEEE 802.11g can operate 
in two mode. In b-backward compatible mode, performances are reduced. IEEE 
802.11a performance levels can be obtained only when no 802.11b compatibility 
is applied. 
* The choice of TCP/UDP determines the type of applications that the system 
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can support: time bounded and delay sensitive (for UDP) and time and delay 
independent (for TCP). 
9 The maximum number of retries at the MAC layer determines the inherent delay 
of the system (see chapter 3). 
Encapsulation: the way video packets are transmitted to the underlying networks 
determines the throughput performance of the system (see chapter 6). 
Link Adaptation: the way the system switches from one mode to another one 
depends on the application, its properties and its requirements. It determines the 
overall performance of the system (see chapter 7). 
In order to develop an understanding of the relevant influence of certain key param- 
eters, real data measurements have been conducted between two laptops, either static 
or mobile. The IEEE 802.11a and IEEE 802.11g/b performance was assessed with real 
cards via a client-server software tool developed by ProVision Communications Lim- 
ited, Bristol, UK, in the context of the FP6 WCAM European Project. The software 
allows to log the PER and delays taken at the top of the TCP or UDP layer and the 
RSSI and the link speed taken at the PHY layer. The software provides therefore a 
powerfull tool for a cross-layer analysis of the transmission for both UDP and TCP 
transmissions. A full description of the software is given in the appendix F. Logged 
data is used in order to generate loss patterns that can be used to simulate off-line 
video transmission over wireless LANs. 
8.1.1 Platform Description 
In this section, the platform used for the measurements is described. The platform 
consists of a client/server software pair running on two WindowXP-based laptops, 
where two PCMCIA Cardbus IEEE 802.11b/g or IEEE 802.11a devices are mounted 
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Figure 8.1: Platform Setup 
177 
8.1.2 Hardware 
The PUMCIA Cardbus devices used were: 
F51) 7010 Belkin 54G IEEE 802.11b/g: IEEE 802.11g chipsets back compatible 
with 802.11b manufactured by Belkin Tm as shown in figure 8.2 [1821. 
WLI - CB - G54A Buffalo 802.1 lb/g: IEEE 802. llg chipset backward compatible 
with 802.11b manufactured by Buff a1OTAf as shown in figure 8.2 [182]. 
9 AIR-CB21 CISCO: IEEE 802.11a chipsets manufactured I)y CISCOTAl 
The platform comprises two laptops. Hence, no collisions occur with other stations. 
The only possible cause for retransmissions is due to channel errors. The two cards arc 
connected in the form of an ad-hoc network. 
OR 
so-, 111) e 
+ 
F5D-0 It. ) BeWill 54(i IEEE 802 Ilb 
Figure 8.2: IEEE 802.11g configuration at 2.4GHz 
8.2 Measurements 
This section details measurements and H. 264 video transmission simulations imple- 
mented using error patterns generated from the practical logged cross-layer data nwa- 
surements (see appendix F). The video codec uses the Advanced Error Concealineut 
(AEC) algorithm presented in chapter 4. Note that, because of the lack flexibilitly of 
tile available cards, the maximum number of retransmission is not manually tuneable 
and is fixed to 32 by the manufacturers. 
8.2.1 TCP/UDP transmission comparisons 
In this section, transmissions over TCP and UDP links are studied. For these niva- 
surements, the IEEE 802.11g Buffalo TAI card was, used on the server. The client is 
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mounted with the IEEE 802.11g BelkinTm card. Note that these two cards are back- 
waxd compatible with IEEE 802.11b. The mobile client moves away from and back 
to the static server at a walking pace in a Line-of-Sight (LOS) outdoor environment 
over a period of 140 seconds. During this experiment, cards were pointing away from 
each other. The mode selection is left up to the cards internal algorithm, which is 
unfortunately unknown. The maximum number of retries at the MAC is set by the 
card and is fixed to 32. The taxget bit rate is set to 2000 kbits/s. TCP is implemented 
with a buffer of 125ms (250 kbits). The packet size is 1200 bytes. Figure 8.3 compares 
the performance of transmission with both UDP and TCP links [182]. 
For both cases, as the mobile terminal moves away from the server, the RSSI de- 
creases from -50 dBm to -90 dBm. The link speed varies, showing the link adaptation 
algorithm developed by the manufacturers. The link speed reduces as the mobile moves 
away, and then increases on returning to the server. This IEEE 802.11g card is back- 
ward compatible with IEEE 802.11b and can not be locked to 802.11g only. IEEE 
802.11b has 4 operating modes (1,2,5.5 and 11 Mbits/s), to be added to the 8 already 
existing in IEEE 802.11g. However, the server card does not use the 6,9 and 12 Mbits/s 
modes of the IEEE 802.11g card, but directly switches down to the four IEEE 802.11b 
modes. The number of link speeds available is nine and the speeds are: 1,2,5.5,11, 
18,24,36,48 and 54Mbits/s [182]. Note that due initialisation problem, the calculated 
UDP link starts with mode 6 at 36Mbits/s and never moves to the highest rate (54 
Mbits/s). 
The PER at the application layer is calculated by checking the received packet 
counter at the RTP-like layer. If after the maximum number of retries at the MAC, a 
packet is still not acknowledged, the MAC drops it. If UDP is used, no retransmission 
is attempted and the packet is then missing at the application layer. If TCP is used, the 
TCP retransmission mechanism takes over and retries to retransmit the packet until 
the packet is received correctly. It therefore re-enters the retransmission process at the 
MAC. TCP offers error-free transmission, whereas UDP presents lost packets when the 
client moves far from the server as shown in figure 8.3. It can be seen that the link is 
almost dead when the UDP PER reaches almost 60%. Note: with the use of UDP, the 
PER after the MAC is the same as the PER at the application layer. 
Delay represents the packet delay plotted against time, whereas Delay-Afean rep- 
resents the average of the packet delay within one second. Both are expressed in ms. 
Although TCP allows error-free transmission, it does however introduce large packet 
delays (up to 10000 ms; (10s) in this experiment), as shown in figure 8.3(a). The mean 
delay can be very high. These considerable delays are due to the TCP ARQ mechanism 
which accumulates the MAC ARQ delays at each TCP retransmission until the packet 
is received correctly. On the other hand, in this experiment, UDP presents only a 
maximum of packet delay of 250 ms, as shown in figure 8.3(b), which is entirely due to 
the MAC ARQ, occurring when the channel is bad. Note that before each session, the 
client sends messaging information using TCP packets in order to trigger clocks. TCP 
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delayed. The client and server clock axe therefore not synchronised. This explains the 
inherent system delay even when UDP is used with a good channel. When compared 
to the theoretical delay study conducted in section 3.2-6.2, the measured UDP delays 
are slightly lower. The mean delay offered by the UDP link has a maximum of 30 ms 
in this experiment, as shown in figure 8.3(b). Since some packets are received correctly 
(the PER is smaller than 60%) within one second, all the packets do not encounter 
the same number of ARQ. Morevoer, because it is averaged over one second, the mean 
delay is smaller than the maximum packet delay [182]. 
The buffer occupancy is calculated as the difference between the total number of 
bytes sent within a second and the total number of bytes received during the same 
second. It therefore takes into account all the buffers below the RTP-like layer. Both 
stacks implement a small buffer at the device level in order to support the MAC ARQs. 
TCP implements its own buffering for its own ARQ. This buffer is much larger than 
the device level one. UDP implements only buffering for one packet at its own level. 
The buffer for the UDP case is therefore minimal. No access to these buffers is granted. 
The bit rate is the received bit rate calculated as the number of bytes received 
per second [1821. For the TCP case, when the channel turns bad, packets can not 
be delivered on time through the asynchronous wireless connection. The delivery of 
the pending packet is delayed by the two ARQ mechanisms, delaying therefore all the 
subsequent packets as well. They are buffered, increasing the buffer occupancy. Fewer 
packets are received within one second, the packet delay builds up and the bit rate 
decreases (between the 15th and the 18th seconds of the experiment of figure 8.3). 
Because of prolonged bad channels conditions, severe delays occur, and the buffer fills 
up until it is full. The bit rate therefore drops down to almost 0 kbits/s (around 18-19s 
and around 35s), leading to an almost dead link. When channel conditions are less 
severe, the transmitter has to catch up with the target bit rate and the buffer can 
be emptied, increasing the bit rate [182]. However, the chaamel does not completely 
recover, explaining the bit rate fluctuations and the fast buffer occupancy variations 
close to the maximum capacity (between the 20 and 80s). The prolonged bad channel 
conditions fluctuate from: 
Bad: allowing the delivery of only a few packets, increasing slightly the bit rate, 
and decreasing a little the buffer occupancy and the packet delay, 
to 
e Very bad: bit rate decreasing, sometimes even to 0 kbits/s, with the buffer occu- 
pancy filling up to its maximum and packet delay increasing. 
At around 80s, the channel gets better and recovers. The server can then deliver 
the packets pending in the buffer. In order to keep up with the target bit rate, the 
buffer is emptied and the buffer occupancy decreases sharply, meanwhile the bit rate 
strongly increases until steady state good channel conditions are reached, allowing 
packet delivery without excessive delay and at the target rate. 
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In the UDP case of figure 8.3, the target bit rate is kept until the channel conditions 
degrade. When the channel gets bad, since there is no ARQ and no buffering at the 
UDP level, packets are dropped because either the device level buffer is full or they have 
not been received correctly after the MAC ARQs. The buffering is however minimal 
and the induced delays are small. A peak in the buffer occupancy occurs when the 
channel conditions turn from bad to not so bad [182]. Under good conditions, packets 
are transmitted without, or with very few, retransmissions. Under bad conditions, 
packets are not transmitted because the ARQ mechanism can not ensure error-free 
delivery. The bit rate therefore decreases. However, under intermediate conditions, 
packets are transmitted with many retries and with a 'larger' delay, explaining the 
packet delays even at a relatively low PER. Because the buffer is minimal, emptying is 
almost instantaneous, creating peaks in the bit rate. 
With the TCP case of figure 8.3, due to the excessive delays, the jitter buffer at the 
receiver should be large enough to smoothen out excessive delay jitter [182]. For low 
latency applications, such as real-time video transmission, TCP is not appropriate and 
UDP transfer is faster than ARQ-based TCP transmission [137]. 
When UDP is used, the application layer can not control and ensure that packets 
will not be dropped at the UDP level because of UDP buffer overflow due to bad channel 
conditions. This is because UDP does not have enough flexibility and it is not possible 
for the application to probe the UDP buffer to check whether it is full or not. This is 
a weakness of UDP. One solution is to allow low level MAC access in order to check 
whether the buffer at the MAC is capable of accepting another packets or not before 
sending the next UDP packet. 
8.2.2 Video Simulation Conditions 
The simulations have been performed using error patterns generated using the two 
IEEE 802.11a CISCOTM cards. Unless specified, both client and server are static in 
a Non Line-of-Sight (NLOS) indoor office environment during a period of 120 seconds. 
The automatic mode selection of the card is switched off and the 16 QAM 1/2 rate 
(mode 5) is chosen. The foreman video sequence is encoded with H. 264 at 1000 kbits/s 
with a packet length of 150 bytes and with an I frame every 90 frames. PSNR results 
have been obtained after being averaged over 20 runs by changing the initialisation 
point of the error patterns. The UDP transfer protocol is chosen. The PER after 
the MAC is then the PER seen by the application. Emphasis is generally given to a 
broadcast environment where no MAC retransmission is allowed. The case of a limited 
number of ARQs is also highlighted for time-bounded live video applications. Moreover, 
transmissions to over several handhled devices are highlighted, where the channel would 
be shared, restricting therefore the video bit rates. 
8.2.3 Different Packet Sizes 
The maximum number of retries at the MAC layer is set to two and the effect of the 
packet length on the transmission performance are studied. As explained in section 
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6.6.5, for a given bit rate, the smaller the slice, the more slices are present in a frame 
and the larger the headers . The different slice headers are presented in table 8.1. 
Table 8.1: Percentage Slice Header - 1000kbits/s 
Slice Size Percentage Slice header 
150 bytes 4.66% 
300 bytes 2.27% 
600 bytes 1.13% 
1200 bytes 0.59% 
Figures 8.4 and 8.5 show the PER and RSSI performances for the different packet 
sizes, two different locations respectively within the office. 
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Figure 8.4: Performances with Different Packet Sizes - Location I 
It can be seen that for both locations, the RSSI is almost constant for tile different 
packet sizes, at around -75 dBm for location 1 and -80 Min for location 2. The case of 
600 bytes per packet at location I however offers a better RSSI perforintuice (-70 (113m) 
during the second half of the measurements, and therefore it PER of 0. This is mainly 
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Figure 8.5: Performances with Different Packet Sizes - Location 2 
due to the change of positioning of people in the vicinity of the client. As explained 
in section 2.3.1, the PER performance is packet length dependent with larger packets 
leading to worse performance. 
Location 1: The cases of 150 and 300 bytes per packet lead to similar PER. 
Apart from the second half of the measurement with 600 bytes, it also offers 
similar performance. The PER degrades with the case of 1200 byte long packets. 
e Location 2: It can be seen that the PER degrades as the packet length increwses. 
Table 8.2 shows the average simulated PSNR and the average measured PER per- 
formance over 20 simulations for both locations. It can be seen that packet sizes of 150 
and 300 bytes lead to similar performance for both case. Due to the second error-free 
transmission part, the packet size of 600 bytes at location I offers a sinfilku- PS. NR 
performance to 150 and 600 bytes. However, when 1200 bytes per slice tire used, PHY 
packets are larger and are more likely to be corrupted. Therefore the PER degrades, it.,; 
does the PSNR. In this case, slices contain more NIBs, so when a slice is missing more 
MBs need to be concealed. These remarks are more obvious for Location 2, where the 
PER and the PSNR degrades as the packet size increases. 
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Table 8.2: Video Performance for Different Packet Sizes 
(a) Location I 
Slice Size Average Y PSNR Average PER 
150 bytes 30.49 dB 3.36 x 10-2 
300 bytes 31.95 dB 3.92 x 10-2 
600 bytes 31.27 dB 5.37 x 10-2 
1200 bytes 19.16 dB 4.18 x 10-1 
(b) Location 2 
Slice Size Average Y PSNR Average PER 
150 bytes 34.90 dB 1.28 x 10-2 
300 bytes 34.09 dB 1.86 x 10-2 
600 bytes 31.86 dB 3.69 x 10-2 
1200 bytes 26.62 dB 1.07 x 10-1 
Figure 8.6 shows the PSNR variation versus the frame for four particular cases at 
Location 2. Because of the very high PER, the video quality of the sequence with 1200 
byte packet lengths degrades almost immediately, and only recovers with the inserted I 
frame (if not corrupted). The sequence with 150 bytes per packet is the less corrupted 
and can be recovered without considerably affecting the quality. 
8.2.4 Study of the Packetisation Strategies 
In this section, the packetisation developed in chapter 6 is studied. The study focuses 
on the impact of the number of NAL units mapped onto one wireless packet when the 
NAL units size is fixed and when the wireless packets have a fixed size is investigated. 
It has been shown in chapter 6 that by increasing the packet size on the wireless MAC, 
the MAC overhead is reduced and the throughput increased. One suggested solution is 
to map/encapsulate several NAL units onto one IEEE 802.11 MAC packet. Because of 
the lack of flexibility, the modifications of the MAC in order to retrieve the error-free 
NAL units from one corrupted packet have not been implemented here. Instead, the 
impact of the encapsulation with the legacy IEEE 802.11 MAC on the decoded video 
is studied. For these measurements, the maximum number of retries at the MAC is set 
to two and the UDP transfer protocol is chosen. 
8.2.4.1 Fixed NAL unit Size 
In this section, the video is encoded with a fixed NAL unit length of 150 bytes. One, 
two, four and eight NAL units are mapped to one MAC frame/PHY packet of size 150, 
300,600 and 1200 bytes respectively. Figure 8.5 shows the PER performances used for 
the simulations. 
Table 8.3 shows the average simulated PSNR and average measured PER over 20 
runs and highlights the need for a system to retrieve possible error-free NAL units 
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Figure 8.6: PSNR for Packet Size Comparison - Location 2 
Table 8.3: Video Performance for Different Packet Mapping with Fixed NAL size 
Number of NAL Average Average 
Units per Packet PSNR PER 
1 34.90 dB 1.28 x 10-2 
2 34-30 dB 1.92 x 10-2 
4 33-11 dB 2.71 x 10-2 
8 26.61 dB 1.23 x 10-1 
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within one wireless packet. Larger packet lengths clearly increase the throughput but 
also are more likely to be corrupted. Moreover, more video data are lost when one 
packet containing encapsulated NAL units is lost. Concatenating NAL units at the 
RTP layer with the aggregation mechanism does not however provide any recovery 
system within the RTP packet. Figure 8.7 confirms for a particular run the fact that 
multiple NAL units per packet without any recovery mechanism degrades the quality 
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Figure 8.7: PSNR for Encapsulation Comparison - Fixed NAL Size 
8.2.4.2 Fixed Wireless Packet Size 
In this section, the wireless packet has a fixed size of 1200 bytes. One, two, four and 
eight NAL units of size 1200,600,300 and 150 bytes respectively are mapped to one 
packet. Because video sequences have different NAL unit sizes for a similar bit rate, 
the slice overhead influences the quality. Figure 8.5(d) shows the PER performances 
used for the simulations. Table 8.4 shows the average simulated PSNR and average 
measured PER performances. Similar PSNR values are achieved for different mappings. 
Recovering error-free NAL units, if there are any, will then improve the video quality. 
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Table 8.4: Video Performance for Different Packet Mapping with Fixed Wireless Packet 
Size 
Number of NAL Average Avemge 
Units per Packet PSNR PER 
1 26.18 dB 1.19 x 10-1 
2 25.94 dB 1.20 x 10-1 
4 26.31 dB 1.21 x 10-1 
8 26.41 dB 1 1.20 x 10-1 
8.2.5 Study of the Video Quality based Link Adaptation algorithm 
8.2.5.1 Description 
In this section, the throughput-based and the studied video quality-based link adapta- 
tion algorithms investigated in chapter 7 are compared using real measurement data. 
The IEEE 802.11g BELKINTM card is mounted on the client. The server, mounted 
with the IEEE 802.11g BuffaloTm card, is kept static while the client is moved away 
at walking pace in an outdoor LOS environment. The proposed link adaptation algo- 
rithm based on video quality could not be implemented in the chipset because of a lack 
of fle)dbility in the cards. By using the log files, error patterns have been generated for 
each mode with their respective packet size and have been used in order to simulate 
both algorithms. A 39s video sequence has been encoded with H. 264 at 3011z using 
parameters taken from Set 2 (see table 8.5). Moreover, the first frame of each encoded 
video is an IDR picture, meaning that it is INTRA coded, but also that the reference 
picture buffer is emptied. In this way no error can propagate over the IDR picture. 
This IDR picture has been ensured to be received error-free with a TCP link. Note 
that mode 2 and mode 4 have not been used since it appeared from chapter T that they 
are not operating in the algorithm. 
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1 500 188 bytes 
3 1000 376 bytes 
5 2000 752 bytes 
6 3000 1128 bytes 
7 4500 1692 bytes 
A unicast link with no ARQ has been used. Using PER thresholds as described 
in section 7.3.3.3 is unfortunately not practical in the case of these particular mea- 
surements since accuracy at such low PER could not be obtained. Instead, a simpler 
solution with CIN thresholds has been considered using figure 7.16(a). The CIN thresh- 
olds are given in table 8.6. CIN has been derived from the RSSI using equation 8.1 
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[461. 
CIN(dB) = RSSI(dBm) - (K. T. B(dBm) + NF(dB)) (8.1) 
where K is Boltzmann's constant, T is the temperature (290 OK) and B is the 
bandwidth. NF is the noise figure (8dB) and K. T. B(dBm) + NF(dB) is equal to -92 
dBm [461. 
Table 8.6: Mode Selection Based on CIN 
(a) Video Quality Algorithm (b) Throughput Algorithm 
CIN in dB 
Prom To Mode 
- 36 7 
36 29.5 6 
29.5 22 5 
22 15 3 
15 - 1 
8.2.5.2 Results 
CIN in dB 
From To Alode 
- 23 7 
23 16 6 
16 10.5 5 
10.5 2.5 3 
2.5 - 1 
Figure 8.8 shows the PER and RSSI for each mode along the route. The gaps in the 
PER graphs are due to a loss in connection. This could be attributed to pedestrians 
walking closely in front of the server antennas, losing therefore the LOS configuration. 
These losses also occur when the client reaches the limit of the coverage area of the 
server. It explains therefore the shorter logging duration for mode 7. 
It can be seen that as the client moves away from the server, the RSSI decreases. 
The PER is then naturally increasing. The PER for mode 1 is however increasing later 
(at around 50s) compared to mode 3 (at around 30s) and mode 5 (at around 40s). 
Mode 6 presents relatively bad PER performance, even when the client stands close to 
the server. This could be explained by the possible positioning of people in the vicinity 
of the server. Moreover, PER performance for Mode 7 decreases and drops rapidly, 
illustrating the small coverage range of the 3/4 rate 64 QAM mode. 
Using table 8.6 and figure 8.8, it is possible to determine the mode that one packet 
should be transmitted on, for both algorithms, as shown in figure 8.9. This figure also 
shows the missing packets. The video quality based algorithm switches down from one 
mode to a lower one quicker than the throughput-based algorithm. Figure 8.10 shows 
how the mode changes in time. It also shows which mode is used on a frame basis. 
This data is summaxised in table 8.7. 
Figure 8.11 shows the PER and received PSNR for both algorithms. The PER 
and the lost packets of figure 8.9(b) correspond to the error patterns applied to the 
encoded sequence. The video quality based algorithm switches from mode 7 to mode 
6 and from mode 6 to mode 5 quickly compared to the throughput based algorithm. 
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Table 8.7: Frame/Mode Repartition 
(a) Video Quality Algorithm 










7 43 0 526 1.43 1.4 x 10-2 
6 34 43 428 1.13 9.2 x 10-2 
5 61 77 784 2.03 5.4 x 10-3 
3 548 138 7437 18.26 2.2 x 10-2 
1 479 686 7721 15.96 9.9 X 10-3 
(b) Throughput Algorithm 
Mode Number of Starting Number of Duration Average 
Frames Rrumes Packets in s PER 
7 110 0 1342 3.66 1.3 x 10-2 
6 310 110 3843 10.33 4.3 x 10-1 
5 385 420 4866 12.83 1.2 x 10-1 
3 360 805 4860 12.00 1.9 x 10-1 
The video quality based algorithm stays a shorter time in mode 6. As mode 6 presents 
bad performance, the video quality based algorithm rapidly re-gains better quality 
by moving down to mode 5, whereas the throughput based algorithm stays longer 
in mode 6. The quality of the video is therefore badly affected. Note that when 
the throughput based algorithm switches to mode 5, it presents better quality than 
the proposed algorithm. The PSNR however quickly decreases due to the high PER. 
Figure 8.11 also compares frames 100,400 and 700 for both algorithms. It can be seen 
that the video quality based algorithm, even if operating at a lower resolution provides 
a better quality than the throughput based algorithm. With the throughput-based 
scheme, the video breaks up whenever the mode is about to change. However, with 
the suggested scheme smooth transmission can occur, thus enabling mobility. Table 8.8 
surnmarises the average PSNR improvement and shows that by using the video quality 
based algorithm almost 5 dB can be gained on this particular run. The results showed 
in chapter 7 were average over 100 transmitted sequences in order to have statistical 
relevance. The results presented in this section are however computed for only a single 
run. 
Table 8.8: Average PSNR for both algorithm 
Algo7ithm Average PSNR 
Throughput based 
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8.3 Conclusion 
In this chapter, data logging and WLAN measurements have been presented. A de- 
scription of a client/server software pair and an associated hardware platform has been 
presented. The softwaxe allowed the choice between three link types: TCP, UDP Uni- 
cast and UDP Broadcast. Among other input parameters, the packet length should 
be specified. The software logs data at an RTP-like layer on a time and packet basis. 
Rom the log file on a packet basis, error patterns were generated and were used to 
simulate video transmissions with different scenarios. 
The IEEE 802.11a and IEEE 802.11g/b performances were assessed in different 
scenarios. Because of its compatibility with 802.11b, IEEE 802.11g uses the MAC 
parameters of 802.11b. The contention window, the DIFS and the slot time are larger 
compaxed to IEEE 802.11a, reducing therefore the MAC throughput efficiency and 
increasing the delay. Moreover, the lowest rates of 802.11g (6,9 and 12) are not used, 
but rather the 802.11b modes axe used, providing 9 modes at 1,2,5.5,11,18,24,36, 
48 54 Mbits/s. 
Both TCP and UDP links with IEEE 802.11g/b were studied. Thanks to an ARQ 
mechanism, TCP provides error-free transmission, whereas UDP, without transport 
layer ARQ, can not recover missing packets above the MAC layer. On the other hand, 
the TCP ARQ mechanism introduces delays up to 10s or more. Each TCP retransmis- 
sion goes through the MAC retransmission, building up packet delays. In the presented 
experiment with 1200 byte long packet at transmitted at 2Mbits/s, UDP provides a 
delay-limited transmission with 250ms delay in the particular experiment. These UDP 
delays are slightly lower than the theoretical ones calculated out in chapter 3. Given 
the time-bounded requirements of real-time video transmission, it is clear that UDP 
should be implemented 
The need and use of flow control for the transmission rate has been highlighted, 
especially for transmission with a UDP link. To avoid lost packets at the transmitter 
when the channel conditions are bad, the transmitter should be able to buffer packets 
and control the flow. A buffer at the UDP level is not possible. UDP does not provide 
enough flexibility to control the transmission rate and the application can not probe 
the UDP buffer to check whether the buffer is ready to accept another packet or not. 
This is hence presented as a weakness of the UDP protocol. One way to control this 
transmission rate is that the application should have a low level MAC access in order 
to check the status of the MAC buffer and therefore adapt its flow. At the receiver, a 
buffer is needed in order to correct jitter delay at the decoder. 
Among several paraaneters that can be tuned for a real-time video transmission, 
the influence of packet size has been studied in terms of PER. The larger the packet, 
the more likely it is to be corrupted and the more penalised the video quality. The 
packetisation. study of chapter 6 has been investigated. The modifications to the MAC 
could not be implemented but the importance of a recovery scheme has been outlined 
when several NAL units are encapsulated into one packet for transmission. Concate- 
nating NAL units allows better throughput efficiency with smaller overheads. However, 
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larger packets are more likely to be corrupted, and within these corrupted packets, some 
NAL units may be error-free. If recovered, these error-free NAL units can enhance the 
video quality. The way NAL units are mapped onto the underlying network is critical 
and is not specified by any standards. Simulation results have been carried out in an 
environment where limited numbers of ARQs is a key requirement. 
Finally, the study of Link Adaption algorithms as described in chapter 7 has also 
been discussed in this chapter. The studied algorithm based on video quality could not 
be implemented because of a lack of flexibility in the card. Instead of using a PER 
threshold as recommended in chapter 7, a much simpler method has been adopted using 
CIN thresholds. Using the error pattern for each mode on a route in a LOS, the pro- 
posed rate and video adaptation algorithm switched down to lower modes earlier than 
the throughput based approach. It was seen that with the proposed algorithm the video 
quality remained better than the other algorithm, where the video quality degraded too 
much before switching down as the mobile moves away. With the throughput-based 
scheme, the video breaks up whenever the mode is about to change. However, with the 
suggested scheme smooth transmission can occur, thus enabling mobility. A 5dB gain 
was shown. Using a more accurate technique with PER thresholds as recommended 
should improve further the performance. The link adaptation algorithm is therefore a 
critical issue that needs to be addressed by manufacturers. To have good, reliable and 
efficient transmission, the algorithm needs to be adapted to the channel conditions, but 
more importantly, to the requirements and types of application. This is especially true 
for real-time video transmission with a limited number of ARQs. 
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Chapter 9 
Conclusions and Further Work 
This thesis has concentrated on the problem of multimedia transmission over COFDM- 
based Wireless LANs. Emphasis has been placed the specific cases of the PHY/MAC 
layers of IEEE 802.11a at 5.2GHz, IEEE 802.11g at 2.4GHz and the H. 264 video en- 
coder. A cross layer approach, where layers interact, coordinate their efforts and share 
information, was proposed. After a study of the COFDM-based physical layer and the 
IEEE 802.11 MAC, the H. 264 standard was presented. In order to reduce the use of 
ARQ for MPEG-2 system-like transmissions, enhancements to the PHY layer were pro- 
posed, using combined STBC and FEC. Packetisation strategies for mapping several 
NAL units into one MAC frame were devised. A new link adaptation algorithm was 
also presented, optimising the video quality rather than the error-free data through- 
put. Finally, an investigation and characterisation of performance using practical data 
measurements was reported. 
9.1 Summary 
The COFDM-based PHY layer of IEEE 802.11a/g was studied in chapter 2. Perfor- 
mance results were presented in terms of BER, PER and throughput. IEEE 802.11 a/g 
allows variable length PDUs (up to 4096 bytes) to be sent, whereas Hiperlan /2 uses 
a fixed PDU size of 54 bytes. The I3PSK 1/2 rate mode (mode 1) provides the most 
reliable transmission mode, at the expense of the lowest nominal bit rate, whereas the 
64 QAM 3/4 rate mode (mode 7) offers an unreliable transmission but with the high- 
est nominal bit rate. The throughput is PER and mode dependent. The higher the 
PER, the lower the throughput. PER performance is also packet size dependent for 
IEEE 802.11a/g. Larger packets are more likely to be corrupted than smaller ones and 
therefore results in a lower link throughput performance. The operating mode and the 
size of the transmit packets are critical for system performance. 
In chapter 3, the asynchronous IEEE 802.11 Medium Access Control based on 
CSMA/CA was studied. Emphasis was given to the mandatory DCF mode with its 
basic access and RTS/CTS schemes. The stop and wait ARQ is a mandatory feature 
used to retransmit corrupted packets. A random back-off mechanism is used in order 
to avoid collision. Throughput and delay studies were presented. The throughput Is 
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packet length dependent and the IEEE 802.11 MAC was shown to have a poor over- 
head efficiency. Long packets offer a better throughput than small packets because of 
the reduced overheads. With mode 1,500 byte long packets have a 25% overhead, 
whereas 1500 byte long packets only have a 10% overhead. Long packets at the MAC 
are therefore preferable for high bit rate applications, such as video applications. When 
combined with the PER, the throughput is further reduced. The ARQ mechanism in- 
troduces packet delays that increase with the number of retransmissions allowed. The 
trade-off between PER, delay and throughput has been highlighted. The maximum 
number of retries is not in the specification and is left to the manufacturers. Time 
bounded applications should limit the number of ARQs since a packet would suffer a 
20 ms delay if it is required to be retransmitted 8 times with the RTS/CTS scheme 
(assuming the IEEE 802.11a MAC parameters). The particular case of broadcast trans- 
mission does not allow retransmission. Because of its backward compatiblity with IEEE 
802.11b, IEEE 802.11g has larger overheads, smaller throughput and larger delays than 
IEEE 802.11a. By using a Markov Chain analysis with DCF, it was shown that as the 
number of users increases, the RTS/CTS scheme provides better throughput perfor- 
mance than the basic scheme since collisions occur on the RTS frame rather than on 
the data frame. However, with small packets, the basic access scheme has a better use 
of channel resources and offers a better throughput. The optional PCF access mode 
designed for time bounded applications was presented and the lack of QoS in the legacy 
IEEE 802.11 MAC support was highlighted. 
The basics of video coding were reviewed in chapter 4. The coding features of the 
MPEG-2 video standard were presented. MPEG-2 also incorporates a System Layer, 
defining the packetisation from MPEG-2 access units to transport strewn, as well as the 
multiplexing with audio streams. Error resilience and concealment techniques have been 
presented for video transmission over error-prone channels. These techniques include 
the partitioning of frames into smaller entities (frames, slices or group of blocks). The 
new H. 264 video standard has been presented with its new coding features. Its Video 
Coding Layer (VCL) has improved the compression efficiency with the combination 
of various techniques. H. 264 has been designed so that it can be easily transmitted 
over many types of system using its Network Abstraction Layer (NAL), providing an 
interface with underlying networks. Emphasis has been given to the error-resilience 
tools developed in the standards, including FMO, multiple reference pictures, slice 
and slice group structures. H. 264 compression efficiency out performs the previous 
MPEG2 and H. 263 standards, and due to its error robustness features and Its network 
abstraction flexibility, H. 264 is adapted to provide reliable transmission over error-prone 
channels such as those presented by WLANs. 
Possible enhancements for MPEG-2 video transmission over the IEEE 802.11a PHY 
layer were studied in chapter 5. Real-time video transmission cannot bear too many 
retransmissions and ARQ is a mandatory feature of the IEEE802.11 AIAC layer. In 
order to ensure MPEG-2 delivery without relying on the use of the AIAC ARQ, the PER 
at the PHY layer needs to be reduced. Similarly to DVB-T and DVB-S, the use of Reed 
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Solomon Codes with the COFDM-based IEEE 802.11a PHY has been investigated. 
However, packets can get highly corrupted, the PHY PER is improved in a small 
proportion, and the BER is almost unchanged. To reduce heavily corrupted packets, 
Space Time Block Codes (STBC) providing spatial diversity have been introduced. 
STBC uses multiple transmit and receive antennas and is simple and attractive. PER 
and BER performance as well as byte and bit in error distributions showed that a 8dB 
gain is achievable for mode 3 with a 2Tx-2Rx case for a PER of 10-2. STBC reduces the 
density of errors allowing the use of an RS code. Combinations of STBC and RS codes 
correcting up to 8 and 32 bytes have been studied. Results showed that the use of layer 2 
ARQ is considerable reduced. At the expense of a lower error-free transmission rate due 
to RS overheads, PHY PER performances are improved, thus minimising the number 
of MAC ARQ. However, under bad channel conditions, the proposed scheme strongly 
improved the throughput since ARQ is reduced and less bandwidth is consumed for 
retransmission. 1OdB gains were observed for a PER of 10-2 with a 32 byte correction 
code and a 2Tx-2Rx STBC case. STBC combined with RS is therefore a possible robust 
PHY layer enhancement for future multimedia transmission systems based on WLAN. 
The low throughput efficiency of the IEEE 802.11 MAC layer, as addressed in 
chapter 3, and the need for robust video transmission were stressed in chapter 6. Two 
packetisation strategies were proposed and characterised in order to offer enhanced 
H. 264 video transmission over an IEEE 802.11 based MAC in a UDP/IP environment. 
The first strategy is performed at the MAC layer, while the second is developed at the 
application layer. Emphasis has been given to robust broadcast transmissions to several 
handheld devices sharing the same channel and to low latency unicast transmissions 
without strong reliance on ARQ. The first proposed strategy provided good throughput 
for video transmission, as well as guaranteed video robustness. This was achieved 
via the design of an aggregation scheme at the MAC layer, where several IP packets 
(containing NAL units) were mapped into one single MAC frame. The robustness of 
'the video was ensured with the use of small video slices (NAL units), and by recovering 
any error-free IP packets in one MAC frame. The first strategy required the legacy 
MAC to be modified, including the design of a Block-Ack mechanism, an aggregation 
field in the MAC header and the addition of a selective-repeat ARQ at the MAC frame 
level. Each IP packet was individually 'check summed' and the CRC was applied to the 
MAC header only. Enhancements to the MAC throughput have been presented, as well 
as improvements in terms of NAL unit Error Rate (NER) and PSNR for 11.264 video 
transmission. The proposed system behaved as if single NAL units were transmitted one 
by one, therefore allowing a low NAL unit Error Rate for small NAL units. Multiple 
NAL units per MAC frame allowed throughput improvements and a3 dB gain in 
PSNR at a PER of 10-2 with the presented method when 10 NAL units were mapped. 
Moreover, for a fixed PHY length, a 2.5 dB gain at a PER of 3x 10-2 was achieved by 
mapping 8 small NAL units with the proposed method, compared to the legacy MAC 
case where using a single large NAL unit per MAC frame is used. This first proposed 
strategy guaxanteed MAC efficiency as well as good video quality. The second strategy 
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presented studied the use of an interleaved cross packet FEC at the application layer 
with a Reed-Solomon erasure correction code. Different paxameters, such as coding 
rate, interleaving depth and correction capability, were considered and their effects on 
the received video quality were studied. By using a coding rate of 0.875 with a depth 
of 8, a 6dB gain in PSNR could be achieved over the standard for a PER of 10-2. A 
combined scheme using multiple NAL units mapped into one MAC frame with a cross 
packet FEC is possible and would greatly enhance the system performance. 
A link adaptation strategy designed for H. 264 video transmission over the IEEE 
802-11 MAC and IEEE 802.11a PHY layers was presented and characterised in chapter 
7. The proposed approach was motivated by previous algorithms that focused on 
maximising the error free data throughput without taking into account the nature of 
the content and the time-bounded requirement of real-time video transmissions. 
For low latency video applications, extensive use of retransmission is not possible 
and the overall received video quality has to be optimised rather than the throughput. 
The main idea behind this study was that each PHY mode was carrying different video 
bit rates, and then video qualities. The video encoder therefore modifies its encoding 
paxameters depending on the transmission mode of the PHY. The chosen mode is the 
one that provides the best video quality. The investigation showed that a natural adap- 
tation based on PSNR was not feasible and a more practical approach was proposed 
based on PER thresholds. The choice of PER thresholds was shown to be critical. For 
time bounded video applications with a limited numbers of retransmission, APs and 
cards would however use traditional algorithms. Empirical results show that traditional 
algorithms use high PER thresholds that are not adapted to low latency requirements 
and switch down when the video is already heavily corrupted. The study based on 
video quality shows that lower PER thresholds are preferable and in this case the sys- 
tem switches down when the video is not yet corrupted. Practically, throughput based 
algorithms would switch down at a PER greater than 0.1, whereas the presented scheme 
switches down at a PER of axound 5X 10-2. Similarly, the throughput based algorithms 
would switch up at a PER of around 5X 10-2, whereas the presented scheme up-scales 
the operating mode at a PER of around 5x 10-4. Results showed that traditional al- 
gorithm thresholds are not appropriate for low latency video applications, and the use 
of adapted PER thresholds showed a gain a 7dB in PSNR over the throughput-based 
algorithms. A gain of 7dB in PSNR was obtained when appropriate PER threshold 
tables were chosen. The PER thresholds for up and down switching should be care- 
fully chosen for reliable video and multimedia transmission. The influence of various 
parameters on the PER threshold were studied, including the number of MAC ARQs, 
video bit rates, packet length, video content and error concealment techniques. As 
the number of MAC retransmission increases, the PER thresholds were seen to move 
towards higher PERs and were closer to the throughput-based scheme. 
In chapter 8, real measurements were discussed. These measurements were taken 
using client/server software and IEEE 802.11a and IEEE 802.11g/b cards. Logged 
data was processed and cross layer results such as PER, RSSI, delay, video bit rate, 
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link speed extracted in order to assess the transmission performance. A comparison 
between UDP and TCP was performed. Thanks to its ARQ mechanism, TCP pro- 
vides an error-free transmission, whereas UDP, without ARQ, can not recover missing 
packets above the MAC. This is however at the expense of large delays (up to 10s) due 
to the TCP ARQ building up ARQ delay for each retransmission. The need for flow 
control at the transmitter in order to limit lost packets due to bad channel conditions 
was highlighted. The influence of packet size has been studied in terms of PER. The 
packetisation studies of chapter 6 have also been investigated. The modifications of 
the MAC could not be implemented but the importance of a recovery scheme has been 
outlined when several NAL units are encapsulated into one packet for transmission. 
The importance of the way NAL units are mapped onto the underlying network has 
been stressed. The Link Adaption algorithm studied in chapter 7 has also been dis- 
cussed. The proposed algorithm based on video quality could not be implemented. 
Instead of using PER thresholds, CIN thresholds have been used to illustrate the need 
of an appropriate algorithm by comparing the throughput based algorithm with the 
proposed video quality based scheme. 5dB of gain was obtained, stressing therefore 
the importance of the link adaptation strategy on the system performance and video 
quality. 
9.2 Achievements 
In this thesis, the transmission of H. 264 video over IEEE 802.11a/g PHY layer was 
studied. A cross layer approach was adopted, where vaxious layers interacted, coordi- 
nated their efforts, and shared information in order to provide the best video QoS. The 
main achievements can be summarised as follows: 
40 The performance of the IEEE 802.11a/g PHY layer were investigated. The low 
throughput efficiency of IEEE 802.11 MAC and its dependency on the packet- 
length dependency were presented. Small packets lead to large overheads. More- 
over, the medium access scheme (CSMA/CA) and the mandatory retransmission 
algorithm were seen to generate delays at the application. The trade-off between 
PER, delay and throughput was stressed. Robust video encoding techniques were 
highlighted, with the focus given to the error resilient encoding features of 11.264. 
41 In order to minimise the use of ARQ for video transmission, enhancements to the 
IEEE 802.11a/g PHY layer were presented, combining Space Time Block Codes 
and concatenated Reed Solomon Codes. Results showed a 1OdB improvement for 
a PER of 10-2 when a 2Tx-2Rx STBC is combined with a RS(188,252, t=32) code 
correcting up to 32 bytes. Moreover, results showed that the number of ARQs is 
considerably reduced, improving the delay performance of the system. 
To overcome the low throughput efficiency of the IEEE 802.11 MAC without 
losing H. 264 video quality, modifications to the legacy MAC, using packet ag- 
gregation with an error-free packet recovery mechanism, were proposed. This 
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allows: 
- to maintain the throughput by using larger MAC frames, 
- robust video transmission by using small NAL units and by recovering error- 
free NAL units in a corrupted MAC frame. 
Results showed a gain of 3dB in PSNR for a PER of 10-2 with the proposed 
modification. In addition, the use of interleaved cross-packet FEC with an RS 
erasure correction code at the application layer was investigated and a gain of 
6dB in PSNR was obtained with a coding rate of 0.875 and a depth of 8 packets 
for a PER of 10-2. 
0 Traditional link adaptation algorithms use retransmission, optimise the error-free 
data throughput and do not take into account the nature of the transmitted data. 
In reality, they are applied even for transmission of time-bounded applications 
with limited of retransmissions. For low latency video applications, extensive 
use of retransmission is not possible and the overall received video quality has 
to be optimised rather than the throughput. By transmitting different video 
qualities on each PHY mode, empirical results showed that PER thresholds used 
by traditional algorithms axe not appropriate for real-time video transmission, 
and switchings occur are high PER with the traditional schemes, i. e. when the 
video is already heavily corrupted. Lower PER thresholds are preferable. 7dB 
gain in PSNR over throughput-based algorithms were noticed when using adapted 
thresholds. Influences of video content, number of retransmissions, packet length, 
and video bit rate were discussed. 
0 Real measurement data was collected for IEEE 802.11a/b/g at the PHY, MAC 
and transport layers. TCP and UDP links were studied. The lack of flow control 
was highlighted as a weakness of the UDP protocol. Data was used to simulate 
video transmission. The influence of packet length on the system performance 
was investigated. A study was conducted in order to stress the need for a smart 
packetisation strategy. Moreover, PSNR results showed a 5dB in PSNR gained 
when an appropriate link adaptation algorithm is employed. It clearly shows 
that, with traditional algorithms, the video applications with limited numbers of 
ARQs break up whenever the mode is about to change. The suggested algorithm 
smooths transitions, and thus enables mobility. 
9.3 Suggestions for Future Work 
There are numerous extensions to the work presented in this thesis. 
Following the discussion in chapter 7, a rigorous algorithm could be developed 
in order to define the PER thresholds for a video quality-based link adaptation 
scheme in the context of video transmission requiring a limited number of MAC 
ARQ. 
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IEEE 802.11g and b operate in the ISM 2.4GHz band. Due to its global avail- 
ability, popularity and suitability for low cost radios [183], the 2.4GHz band is 
now overcrowded. In addition to IEEE802.11g/b, the Wireless Personal Area 
Networks (WPAN) IEEE 802.15.1 [184] and Bluetooth [185,186,187], cordless 
telephones such as DECT as well as microwave ovens are also operating in this 
band. If deployed in the same environment, interferences may lead to signifi- 
cant performance degradation. Further work could concentrate on the impact of 
uncoordinated interference on video transmission in these ISM bands. 
In the near future, IEEE 802.11n will complete its specification process. One 
of the main features of IEEE 802.11n is that it should implement a PHY layer 
supporting up to 10OMbits/s. Multiple-Input-Multiple-Output (MIMO) will be 
used to reach such high rates. To support the PHY layer, the MAC shall be 
carefully designed. Because of the very poor overhead efficiency of the IEEE 
802.11 MAC, delivery at such speeds can not be guaranteed and a more efficient 
MAC, derived from 802.11e, is required. 
0 Following the discussion of chapter 8, further processing of data could be in- 
vestigated. Error models based on real-data measurements could be developed 
for various scenarios. Moreover, cross layering interactions could be investigated 
with the video coding adapting to channel bandwidth variations due to conges- 
tion. In order to support bandwidth reduction, the video encoder could reduce 
its bit rate by adapting the quantiser so that the received video quality does not 
degrade dramatically. Transcoding is another possible solution to avoid network 
congestion. 
As mentionned in chapter 8, the UDP transport layer does not allow flow control 
from the wired/ethernet world to the wireless world. In order to avoid data 
overflow when the channel conditions turn bad, a MAC level buffer could be 
developed to operate under the UDP protocol stack. 
Further work can combine scalable video encoding and WLANs. 11.264 is cur- 
rently developing scalability features to be incorporated in the standard. Data 
partitioning is already supported. IEEE 802.11a/g provides different operating 
modes with different reliabilities. Base layer data containing the most important 
information shall therefore be transmitted on the most robust modes in order to 
guaxantee a basic video quality. Enhancement layers containing refinement in- 
formation do not need such protection and can be transmitted with less resilient 
modes. 
A similar study could be performed with the use of the Metropolitan Area Net- 
work (MAN) IEEE 802.16, also known as Worldwide Interoperability for Mi- 




IEEE 802.11a/g and Hiperlan/2 
PHY layer Description 
A. 1 Convolutional Encoder with 1/2 rate 
The scrambled data are input to the convolutional encoder. It translates blocks of k 
bits into blocks of n bits. The output of the convolutional encoder depends on the 
input block of k binary elements and also on the m blocks present in the memory (shift 
register), as shown in figure A. 1 [140,188] 
- Block of 
levels 
Combinatory Logic 
Parallel I o/p -Block of H 
to Serial In binary elemer 
Figure A. 1: Principle of a convolutional encoder 
The register memorises the (m+l) blocks of k elements, the first block in the shift 
register being the current input. (m+l) is the constraint length of the encoder. The 
rate of the decoder is defined by: Rk In the case of Hiperlan/2 and IEEE802.11a, n 
the encoder is 1/2 rate with a constraint length of 7 (m=6). Thus n=2xk bits are 
output for every k input bits. Figure A. 2 shows the mother convolutional code with a 
rate of 1/2 used in Hiperlan/2 and IEEE802.11a. 
Tb represents a bit delay. The output X and Y are generally serialised after punc- 
turing. The sequence generator for X and Y are respectively: (133)8 = (1011011)2 
and (171)8 : -- (1111001)2 [3,4,6]. Thus the generator polynomials for X and Y are 
respectively: 
Gx(D) =1+D2 +D3+D5+D 6 (A. 1) 





Figure A. 2: Mother Convolutional Code (1/2 rate) 
If {dk} represent the values in the register, dk axe the current input, X and Y can 
be expressed as: 
X= dk + dk-2 + dk-3 + dk-5 + dk-6 (A. 3) 
Y= dk + dk-1 + dk-2 + dk-3 + dk-6 (A. 4) 
The decoding process at the receiver uses the Viterbi Algorithm and is based on 
minimum distance: the received codeword is compared with each of the possible code- 
words in a treillis diagram and the closest to the received codeword is chosen. In order 
to restore the shift register to its all zero intial state for the next message, m zeros bits 
are appended to the tail of the current message. For Hiperlan/2 and IEEE802.11a, 6 
bits are appended to the message before convolutional encoding. 
A. 2 Puncturing 
The puncturing is performed in two stages: P1 and P2. Given the use of a 1/2 rate 
code, the 6 tail bits generate 12 bits. Because Hiperlan/2 uses a fixed size of 54 bytes, 
these 12 bits are removed with P1. IEEE 802.11a/g does not perform PI since it allows 
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Figure A. 3: PI puncturing pattern 
This puncturing uses the parallel output data (X and Y) of the convolutional 
encoder and discards bits X7 and Y13 from 26 incoming bits. This puncturing pattern 
removes two bits and is therefore performed 6 times so that 12 bits are discarded. After 
204 
NEI' A 
conversion to a serial output, the 26 bits axe organised as: 
Xlyl X2y2X3y3X4y4X5y5X6y6y7X8y8X9y9XlOylOXl1 Y1 I X12y12X13 
In order to achieve the 3/4,9/16 and 2/3 rate codes, the second puncturing stage P2 
is required. Data are first converted to a paxallel form using the output of the serialised 
first puncturing stage. Then, different puncturing patterns axe applied depending on 
the coding rate [3,4,6] as shown in figure A. 4. The corresponding outputs for these 
puncture schemes axe (after serialisation): 
* For coding rate 3/4: XIYIX2Y3 
* For coding rate 9/16: XIYIX2Y2X3Y3X4Y4X5X6y6X7y7X8y8y9 
9 For coding rate 2/3: XjYjX2 
Figure A. 5 summarises the whole channel encoding process, including the punctur- 
ing. 
X XI X2 
y Y, Y3 
(a) Coding Rate 3/4 
x 
Y 
xi x2 X3 X4 x6 X, x8 
yl y2 y3 y4 y6 y7 y8 
(b) Coding Rate 9/16 
X X1 
Y Y, 
(c) Coding Rate 2/3 (IEEE only) 
Figure A. 4: Puncturing Patterns P2 
Scrambled ChannelCoded 
PIDU train Append 6 Convolutional Puncturing P1 Puncturing P2 PDU train 
tail bits nooder V. 4 rate) with serlal o/p with seriall olip 
x 
Figure A. 5: Channel Coding and Puncturing process 
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A. 3 Interleaving 
To Prevent burst errors from being input to the decoder at the receiver, data are 
interleaved. The decoding process uses the Viterbi algorithm with soft decisions, which 
works better with random errors. Coded data are interleaved with a block interleaver 
[3,4,6]. Coded data enter row by row into a memory buffer and when the buffer is 
filled, data are read column by column. 
If an error burst occurs and corrupts successive symbols sent over the channel, the 
de-interleaver spreads the errors among several coded symbols. The size of the buffer 
depends on the size (in bits) of an OFDM symbol (see section 2.2.2). The interleaving 
process in both standards is defined by a two-step permutation. The first permutation 
ensures that adjacent bits are mapped onto non-adjacent sub-carriers. The second 
permutation ensures that adjacent bits are mapped alternatively onto less and more 
significant bits, since bits in QAM do not have the same error probabilities [26,44]. 
A. 4 Mapping 
Interleaved data enter the 'mapper' and are divided into groups of NBpsc bits, where 
NBpsc represents the number of Bits Per Sub-Carriers [3,4,61. Depending on the 
modulation used, NBpSc takes different values: 
" NBpsc =1 bit for a BPSK modulation 
" NBpsc =2 bit for a QPSK modulation 
" NBpsc =4 bit for a 16QAM modulation 
" NBpsc =6 bit for a 64QAM modulation 
Each group is then converted into a complex number I+jQ representing the symbol 
from the corresponding modulation constellation. The conversion is performed accord- 
ing to a Gray coded constellation map. Table A. 1 [3,4,6] illustrates the different 
mapping from input bits to the I and Q values for all modulation schemes. A normali- 
sation factor KMOD is used to achieve the same average power for all mappings. Table 
A. 2 gives the different values of KVfOD. The output values d have the following form: 
d= (I+ jQ) x KMOD (A. 5) 
The 'mapper' generates symbols of the general form: A,, ejO- 
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Table A. 1: Encoding Tables for Mapping 
(a) BPSK (b) QPSK 
-, -k 















Input bit blb2 I-out Input bit b3b4 Q-Out 
00 -3 00 -3 
01 -1 01 -1 
11 1 11 1 
10 3 10 3 
(d) 64 QAM 
Input bit bjb2b3 I-out Input bit b4b5b6 Q-Out 
ow -7 000 -7 
001 -5 001 -5 
Oil -3 Oil -3 
010 -1 010 -1 
110 1 110 1 
ill 3 ill 3 
101 5 101 5 
100 7 100 7 
Table A. 2: Modulation dependent normalisation factor 
Modulation KMOD 
BPSK 1 
QPSK 11, r2 
16 QAM 1/v-IO 
64 QAM I 
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Appendix B 
Hiperlan/2 PHY Burst and 
Medium Access Control 
Hiperlan/2 implements three types of preambles for the physical burst (A, B and C) 
depending on the type of burst) and five types of bursts (Broadcast burst, Downlink 
burst, Uplink burst with short preamble, Uplink burst with long preamble, Direct link 
burst) [6]. Hiperlan/2 transmits PDU bursts or PDU trains coming from the MAC 
Layer. A PDU train is composed of several concatenated PDUs. Two types of PDUs 
are defined: short PDUs (C PDUs of 9 bytes) and long PDUs (U PDUs of 54 bytes). 
Figure B. 1 shows the long PDU format. The 54 bytes are composed of 49.5 bytes for 
the Data Link Control (DLC) Data Unit, 1.5 bytes for header and 3 bytes for a Cyclic 
Redundancy Check (CRC) used for error detection. The 49.5 bytes of the DLC data 
unit include 48 bytes payload and 1.5 bytes of Flags [441. 
4a 
PDU I SN Psykw 
Headar 
54 
Figure B. 1: Format of a long PDU in Iliperlan/2 
The protocol used in Hiperlan/2 Is TDD/TDMA (Time Division Duplex/Time Di- 
vision Multiple Access) and works in a synchronous mode 16,671. It provides therefore 
a guaranteed bandwidth with a contention free channel access. The MAC frame has 
a time-slotted structure. Communications are simultaneous In both downlink and up- 
link within the same frame. A MAC frame has a fixed duration of 2nis as shown In 
figure B. 2 and is composed of. Broadcast Cllannel (BC11), Frame Cllannel (FC11), 
Access Feedback Cllannel (ACII), Random Access ClIannel (RCH) and Down Link 
phase (DL), Uplink phase (UL), Direct Link phase (DiL). DLs, ULs and DiLs consist 
of PDU trains and each user is assigned a slot in the DiL, UL or DL phase where it is 
allowed to transmit. 
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MAC Frame MAC Frame MAC Frame 









Figure B. 2: Hiperlan/2 MAC frame 
B. 1 ARQ and Delay study 
Hiperlan /2 implements a selective repeat ARQs and ARQ delays are defined In terms 
of MAC frames. The extra ARQ processing delay in the transmit direction (dr, ) Is 
related to the minimum number of MAC frames the transmitter must wait to retransmit 
the packet once it receives at ARQ request. The extra ARQ processing delay in the 
receive direction (dRý, ) is the minimum number of MAC frames the receiver has to wait 
before it produces an ARQ feedback message. The round trip time (rti) In the downlink 
(DL) and uplink (UL) direction (in terms of the number of MAC frames) Is given by 
[6]: 
rte = di-,, + dju +1 
The round trip delay denotes the delay the receiver must wait for a packet In error 
to be resent using one ARQ cycle. Hiperlan /2 defines 4 classes of ARQ delay and these 
are shown in table B. 1 [6]. 
Table B. 1: Ifiverlan/2 ARQ delay Class 
Delay dT,,, dRý (in MAC Required Maximum 
Cass frames) for rig calculation Processing delay 
0 0 4014a 
1 1 2ms 
2 2 4nis 
3 3 Gm 
Figure B. 3 gives an example of the ARQ scheme with a class I delay. For this 
case, rit is 3 frames long. The delay the receiver must wait after one ARQ to get a 
packet retransmission is rtt +1 MAC frames, i. e. 8ms. For two and three ARQs, the 
delay increases to 16ms and 24ms respectively. In general terms, assuming n ARQs are 
required then the delay will be 8*n ms. Similarly, for a delay of class 2, the ril is equal 
to 5 MAC frames and the receiver must wait 12ms for the first ARQ, 24ms after two 
ARQs and 36 ms after three ARQs. In general terms, assuming n ARQs the delay will 
be 12*n ms. These delays are shown in table B. 2. 
Figure B. 4 compares the delay for up to 10 ARQ cycles for the 4 ARQ classes 






Down I mi IIIII MI IIII 
link 
Up link 
Tý NACK 1 s' ARO NACK 2' ARO 
I DQ I 
d, =2ms 
One Packet of the PDU train is corrupted 
Figure B. 3: ARQ in Hiperlail/2 with delay of Class 1 
Table B. 2: ARO Packet delavs 
Delay rtt Delay after n ARQ: 
Class in MACframes) 6 in ms 
0 1 2n 
1 3 8n 
2 5 12n 
3 7 16n 
propagation delay. However, as mentioned earlier this is ignored since it lies ill the 
order of tens of nanoseconds. We see that Class 0 devices show the best ARQ delay. 
Class 0 devices limit the time to process ARQ signals to 40 s. The other three chtsses' 













0---- 1 -- 
0123456789 ic 
Number of ARC)s 
Figure BA: ARQ classes-delay comparison 
If, for example, an ARQ latency of 50ins is required, it can be seen than a class 0 
device achieves a maximum of 25 retransmissions. Class 1,2 and 3 devices can achieve 
8,4 and 2 retransmission in this time window. Clearly it is important for a low delay 
class to be specified for a real-time video transmission. 
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The average packet delay introduced using ARQ is give by: 




where n is the number of ARQ. It has been assumed that the PER was the same 
for each ARQ and that all packets have received correctly after the n 1h ARQ. Figure 
B. 5 shows the average packet delay for the 7 modes, for on and two ARQs versus C/N. 
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(a) One ARQ (b) Two ARQs 
Figure B. 5: Average Packet Delay '. Nlo(l(, Comparison 
I 
With One ARO 
With Two AROs 
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Figure B. 6: Average Packet Delay AR. Q comparison for mode 1 
B. 2 ARQ and Throughput study 
The throughput at Hic video application is also a function of the ARQ strategy and is 
given by (for n ARQs): 
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1- PER 
Throughput =Rx1- PERn+1 
(B. 3) 
where R represents the nominal throughput, taking the MAC overheads into account 
(48 byte payload in 54 bytes paAckets). The throughput performance is expected to be 
higher with fewer ARQs. The greater the number of ARQs, the more of the bandwidth 
that is used for retransmissions and the longer the latency. Figure B. 7 shows the 












2- PERýO 2 
PER=0,5 
PER=O 7 
0 05 1 1,5 2 25 3 3,5 4 45 5 
ARO 
Figure B. 7: Throughput comparison for different number of AR. Qs, Mode I 
The maximum throughput at the application layer is obtained wheil no ARQ is used 
(where the value reaches the NIAC overhead only throughput). It should be noted that 
the PHY layer throughput remains unchanged with ARQ, however tile application liýyer 
throughput is reduced as a result of the required retransmissions. Figure B. 7 shows 
that at low PER the throughput is almost dictated by the Ist ARQ (beyond which tile 
throughput remains almost constant). At high PER, the throughput degrades strongly 
as a fuliction of ARQ. 
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Appendix C 
Markov Chain Study of the 
IEEE802.11 MAC 
This appendix details the study of Markov chains applied to IEEE 802.11 MAC with 
several users, and is mainly based on [25,87,88,89]. This study has been used in 
section 3.4. 
We consider n contending stations and we assume the saturation condition, i. e. 
the transmission queue is always non-empty. We also assume that there is no hidden 
station. We define: 
* a: the slot time. 
9T...... : Average time the channel is sensed busy due to one station transmitting 
successfully 
0 T, ýIjjj,, ý: Average time the channel is sensed busy due one collision occurring. 
0 b(t): the back-off time counter for a given station at time t. 
0 s(t): the 'back-off stage' of a given station a time t (s(t)=i meaning that the CW 
size is Wi = 2i x CW .. i,, ). 
0 Js(t), b(t)}: a bi-dimensional process with discrete-time Markov chain as depicted 
in figure C. 1. 
0 7-: the probability that a station transmits a packet in a generic slot time. 
0 p: the probability of collision seen by a packet being transmitted on the channel. 
0P Jil, ki/io, ko} =P js(t + 1) = ii, b(t + 1) = kils(t) = io, b(t) = L-O} is the prob- 
ability of having: 
- CW size of 2i, x CW,, i,, at time W 
- Back-off Counter of kI at time t+1 
knowing that: 
- CW size of 2iO x CW .. j,, at time t 
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- Back-off Counter of ko at time t 
C. 1 Probabilities of Transmission and Collision 
With these definitions, P ji, kli, k+ 11 is the probability of having: CW = 2'x CIVni,, 
and counter =k at time t+1 knowing that CW = 2' x CIVni,, and counter =k+1 
at time t. At the beginning of each slot, the back-off counter is decremented from k+1 
(at t+1) to k (at t). This leads to: 
[Pli, kli, k+11 =1 for kE (0, Wi -2) and iE (O, mý 
P [0, kli, 0} is the probability of having CW = CIVni,, = WO and counter =k at 
time t+1 knowing that CW = 2' x CWni,, and coutner =0 at time t. A new packet 
following a successful packet transmission starts with a back-off stage of CW,. in and 
the counter is uniformely chosen in the range [0, Wo - 1]. The probability of a packet 
transmitted without collision is 1-p. The probability of choosing k in [0, Wo - 11 is 1 WO_ I 
Therefore: 
t0, kli, 01 = e. 2 for kE (0, IVi - 0) and iE (0, m) (C. 2) 
P {i, k1i - 1,01 is the probability of having CIV = 2' x CIVi,, and counter =k at 
time t+I knowing that CW = 2'-' x CW .. j,, and counter =0 at time t. Because at t, 
the counter is equal to 0 and that the CW is incremented, we know that a collision has 
occurred. The probability of a collision occurring is p, and the probability of choosing 
k in (0, Wi-1) is Wi. Therefore: 
IP li, k/i - 1,01 for kE (0, IVi - 1) and iE (1, (C. 3) 
P Im, k/m, 0} is the probability of having CIV = 2' x CIV,. i,, = CIV,,,., and 
counter =k at time t+1 knowing that CW = 2' x CIV,,, i,, and counter =0 at time 
t. Similarly, we deduce that a collision has occurred at the stage m. The back-off stage 
can not be increased, so we stay in stage m. Therefore: 
jPjm, k/m, Oj=Tý-forkE(O, lVm 1 (C. 4) 
Let bi, k =Iimt--.,,,, P{s(t) = i, b(t) =k}, i E (o, m), k E (O, TVj-1) be the stationary 
distribution of the chain. We can work out that the following relationship: 
bi, o = pxbi-,, o=pxbi-l, o=p'xbo, oforiE[O, M-I[ (C. 5) 
bm, o = lpm px 
bo, o (C. 6) 
The regularities of the chain allows us to derive: 
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bi, k 2-- 
IVi -kXpX bi-1, o f or i E]0, m[ (C. 7) wi 
bo, k ý 
Wo -kx bo, o (C. 8) wo 
bk ý-- 
Wm -kx bo (C. 9) W. 
Thanks to C. 5 and C. 6, C. 6, C. 7 and C. 8 can be rewritten as: 
bi, k --": 
Wi -k foriE [O, m] andkE [0, Wi -11 (C. 10) wi 




which is developed in 
2x (1 -2p) x (1-p) (C. 12) 60'0 (1 - 2p) x (Mnin + 1) +P X CIVnin x (1 - (2p)-) 
For a collision to occur, at least one of the (n-1) other stations need to transmit in 
the same time slot. This gives us: 
ý=1-! E- ýT- (C. 13) 
Transmissions only occurs in stage (i, 0) for iE [0, m], J. e. when the counter has 
reached zeros. If -r defines the probability that a station transmit in a generic time slot, 
we can work out: 
m5- bo, o El i, o - (C. 14) 
i=O 
C. 12 and C. 14 are combined into 
2x(I-2p) 
Tl--2pTx-MWnjn+l)+px(; W,,, x (2p)-) 
C. 13 and C. 15 define a non linear system with two equations and two unknown: p 
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Figure CA: Markov Chain Model for the back-off window size 
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C. 2 Performances Derivation 
C. 2.1 Normalised Throughput 
The probability that a station does not transmit in a generic slot time is therefore 
1 -, r, and the probability that any station transmits in a generic slot time (1 -, r)n. 
The probability that at least one transmission occurs in the slot time is then: 
PT-- =1- (1 - -r)" 
The probability that an occurring transmission is successful (P. ) is the probabil- 
ity that a station transmits and the remaining n-1 remain silent (otherwise there is 
collision) conditioned on the fact that at least one station transmits, Le.: 
P. =n 
xr x (1 -, r)n-I 
-n 
xr x (I -, r)n-I (C. 17) 
PT. 1- (i - r)n 
Let S be the normalised throughput defined as the fraction of time used to success- 
fully transmit payload bits. S is expressed as: 
S- 
E [Payload Information Transmitted in a Slot Time] (C. 18) 
E [Length of a Slot Time] 
PT,, x P, is the probability of a successful transmission in a slot time. If E [P) denotes 
the average packet payload size. E [Payload Information Transmitted in a Slot Time] 
can be expressed as: 
E [Payload Information Transmitted in a Slot Time] =, Fý., x P. xE [P] (C. 19) 
E [Length of a Slot Time] is composed ofi. 
* Proportion of time where the slot time is empty: (1 - PT., ) x a. 
Proportion of time where the slot time is sensed busy because of a successful 
transmission: Fý,, x P, xT....... 
e Proportion of time where the slot time is sensed busy because of a collision: 
PT. X (1 - P. ) x Týalii. 
C. 18 can therefore be re-written as: 
Pr., x P. xE [P] s= (C. 20) 
(1 - PT., ý) xa+ Pr,, x P. x+ PT. x (i - P, ) x T,:. Iti. i,,. 
T,. ccess and are mode access dependent (basic access or RTS/CTS access) 
and are given in equation 3.5 and 3.7 for the basic access and in equations 3.6 and 3.8 
for the RTS/CTS access respectively. 
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C. 2.2 Average Delay 
The time needed for a frame to be transmitted is considered to start when a frame 
becomes head of the station's queue and is ended when an positive acknowledgment is 
received. The average frame delay can expressed as: 
E [D] =E [x] xE [Length of a Slot Time] (C. 21) 
where E [Xj is the average number of slot times required for successfully transmit- 
ting a new fraine and is given in [89] by: 
E [X] = 
(1 - 2p) X (CWmi + 1) +pX CWmi, X (1 - (2p)"n) (C. 22) 
2X (1-2p) X (1-p) 
E [Length of a Slot Time] is given by: 




IEEE 802.11e: Enhancements of 
the IEEE 802.11 MAC 
This section presents IEEE 802.11e and the main enhancements added to the IEEE 
802.11 so that QoS is supported. The IEEE 802.11 Task Group E is still in the process 
of developing and determining the specifications. Here, a general view of the enhance- 
ments is given. 
D. 1 IEEE 802.11 Limitations 
Even though the IEEE 802.11 PCF has been designed to support time-bounded services, 
there axe problems that constrain its use. One of them is the unpredictable beacon delay 
due to the unknown transmission time of the polled stations. At TBTT (see section 
3.3), the PC schedules the beacon as the next frame to be transmitted, but it can only 
be transmitted if the medium has been sensed as idle for at least PIFS. The medium 
may not be idle at this time and the beacon frame would then be delayed. This would 
automatically delay the time-bounded data frames that were set to be sent under the 
CF mode. Another problem is the unknown duration of the data frame transmitted 
by the polled stations. These frames may have variable lengths and can be sent with 
different transmission modes. This can not be controlled by the PC (23,85]. Moreover, 
data transmitted during CP with DCF is not controlled by the PC and this can delay 
further time bounded transmissions. 
In order to support QoS, the IEEE 802.11 Task Croup E is currently developing an 
enhanced version of the IEEE 802.11 MAC called IEEE 802.11e [40]. This enhanced 
version defines the Hybrid Coordination Function (HCF) to access the channel. IICF 
uses the Enhanced DCF (EDCF) also called Enhanced Distributed Channel Access 
(EDCA) [23] for the contention access period, CP, and the Hybrid Coordination Chan- 
nel Access (HCCA) for the controlled access and contention free period, CFP. As in 
the legacy IEEE802.11 MAC, EDCF and HCCA shall alternate in a super-frame and 
are coordinated by a Hybrid Coordinator (HC). Note that EDCF is not a separate 
coordination function, but is a part of a single coordination function HCF [38]. 
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D. 2 Service Differentiation in EDCF 
One major enhancement to support QoS is that the EDCF has the ability to differ- 
entiate data using different priorities with multiple queues, whereas the DCF only 
supported one single FIFO regardless of the priority. It provides a prioritised level of 
QoS [38,40,189]. Each station under EDCF defines 8 user priorities (UP) (also called 
traffic categories (TC)) and each frame from higher layers is mapped onto one of the 
four access categories (AC), as shown in figure D. 1 [37,40], by using a specific priority 
value. Table DA defines the mapping from UP to AC, depending on the type of data 
required for transmission [189,1901. 
Figure D. l: Four Access Categories for EDCF 
Table D. 1: User Priority to Access Category Mapping 
P7ioHty User PHoTity Access Category Designation 
Lowest 1 0- AC-BK BK - Background 
2 0- AC-BK BK - Background 
0 1- AC-BE BE - Best Effort 
3 1- AC-BE EE - Excellent Effort Video 
4 2- AC-VI CL - Control Load Video 
5 2- AC-VI VI - Video 
6 3- AC-VO VO - Voice 
Highest 7 3- AC-VO NC - Network Control Voice 
As shown in figure D. 1, a virtual collision handler is used whenever more than one 
AC finishes the back-off at the same time within one station [23,191]. The back-off 
and the contention window required for each packet are parameterised with AC specific 
parameters. DIFS timing is replaced by an Arbitrary Interframe, Spacing (AIFS), which 
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Figure D. 2: Multiple back-off Access for EDCF with different categories 
is at least as long as DIFS and can be enlarged individually for each AC as shown in 
figure D. 2. CW and AIFS are AC dependent and AIFS is given by: 
AIFS(AC) = SIFS + a(AC) x Slot Time 
where a(AC) is an integer depending on the AC. The smaller the a(AC)) and 
CW .. i,,, the shorter the channel access delay and the higher the priority. Note that 
PIFS and DIFS would correspond to a equal to 1 and 2 respectively. However, AIFS, 
is at least DIFS, so a is at least 2. With a small AIFS(AC), the waiting time for 
the medium to be idle is shorter. However, the probability of collision increases when 
operating with smaller CW,,, i,, [38]. Table D. 2 [1901 shows the derivation for typical 
contention window parameters. Table D. 3 shows the AC dependent parameters used 
for the IEEE 802.11a PHY and under a lightly loaded network. The ct values are not 
defined by the standard but by an external scheduler, carefully chosen depending on the 
relative priorities to be assigned. a(AC), CTV .. i,, (AC) and CIV,,. (AC) are announced 
by the HC in beacon frames. 
Table D. 2: Typical EDCF Contention Window Parameters for QoS Differentiation 
AC CIV. i. clv,,,,, ýý 
0- AC-BK cw .. i. cly ..... 
1- AC-BE CIV. i. clv,,,,, ý 
2- ACNI Cw-ý-+' 1 CIV,,, i,, 
3- AC-VO 1 Oyjý -I 
Table D. 3: EDCF Parameters for QoS Differentiation over IEEE802.11a PHY layer 
AC CWmi,,, CIV,,,,, a I AIFS ps Av. Backoff us 
0- AC-BK 15 1023 7 79 67.5 
1- AC-BE 15 1023 5 79 67.5 
2- ACNI 7 15 4 52 32.5 
3- ACNO 3 7 2 34 13.5 
The achievable throughput for the different access categories are shown in figure 
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Figure D. 3: Throughput for ACs in EDCF, mode 3 
window), AC-BK (0) and AC-BE (1) lead to worse performance relative to the legacy 
DCF scheme. On the other hand, AC-VI (2) and ACNO (3) offer better throughput 
performance, even if their AIFS is larger than DIFS (0.8 Mbit/s gain for AC 2 with 
500 byte long packets). This is due to their contention windows being much smaller, 
so stations need to wait for a smaller back-off to access the channel. However, EDCF 
on its own can not provide effective traffic protection and QoS guarantees. This would 
only be achievable with a polling scheme [80]. 
D. 3 Transmission Opportunities 
lEEE802.1le defines a transmission opportunity (TXOP) as the, interval of time when 
a particular station has the right to initiate transmissions. TXOPs are allocated during 
the contention period (EDCF TXOP) or granted through the controlled access HCCA 
(HCCA TXOP) by the HC. The EDCF TXOP is limited by the parameter TXOP 
Limit, which is regularly delivered by the HC in beacon frames along with a(AC), 
CW,,, i,, (AC) and CW,,,,,, (AC) for all the ACs. The. HCCA TXOP limit is specified 
by the duration field in poll frames (23,85]. During a TXOP, a station is allowed to 
transmit multiple frames from the same AC with a SIFS gap between an ACK and 
the subsequent frame in the TXOP ý37). This is referred to LS Contention Free Burst 
(CFB). Figure DA depicts an EDCF TXOP with 2 frames in the CFB. Each single 
data frame is acknowledged after a SIFS, and the transmitting station does not need 
to contend again for the channel. 
Note that the TXOP Limit is also defined to be AC dependent (and also PHY 
dependent) and the larger the TXOP Limit, the larger the share of capacity for the 
AC [23]. Table DA [40,192,193] shows the TXOP Limit for the 4 ACs and for the 
IEEE802. lla PHY Layer. The 802.1le protocol also defines a inaxiinuin fraine lifetime 
per AC, which specifies the maximurn tinie a franie, can remain in the NIAC before it 
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Figure DA: Contention Free Burst with EDCF TXOP 
is dropped. 
Table DA: AC Dependent TXOP Limit for the IEEE802. lla PHY 
AC TXOP Limit 
0- AC-BK 0 Ms 
1- AC-BE 0 ills 
2- ACNO 3.008 ms 
3 - AC-VI 1.504 ms 
Each station may ask for -a transmission opportunity with its starting time and 
its duration. These TXOPs improve the throughput performances since overhead are 
reduced for every transmission (37), as shown figure D. 5 for inode 3. With 500 byte 
long packets, using 10 fraines in CFB offers a 1.5Mbits/s gain over tile legacy DCF. 
Throughput improvements are explained by tile fact that a station can transmit inul- 
tiple frames from the same AC consecutively, with a SIFS and an ACK, without con- 
tending for the channel as long as the whole transmission time does not exceed tile 
TXOP limit determined by tile AP [801. Overheads are therefore reduced. 
F- 
DCF 
EDCF Access Category 2 
EDCF Access Category 2. CFB 2 frames 
EDCF Access Category 2. CFB 3 frames 
- EDCF Access Category 2. CFB 10 frames 
Packet Length (in bytes) 
Figure D. 5: Throughput with CFB, inode 3 
)0 
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DA HCCA: Controlled Access of HCF 
HCCA is a variation of the PCF and is based on a polling system. It extends the 
EDCF rules by allowing the highest priority medium access to the HC during CP and 
CFP. It adopts a poll and response protocol to control the access to the channel and 
makes use of the PIFS, which is shorter than AIFS. Once the HC has control of the 
medium, it transmits parameterised and contention free CF-poll frames (called QoS 
CF-poll frames) to stations that have required transmissions [381, as shown in figure 
D. 6 [23,85]. These QoS CF-poll frames include HCCA TXOP parameters such as the 
duration granted. Note that, differently from the PCF MAC, HCCA operates during 
both CFP and CF and the HC can grant TXOP and poll stations during both periods 
as shown in figure D. 6. During CFP, stations that are not polled can not use the 
channel since their NAV is indicating a busy medium. The HC has free access to the 
channel and polls stations. During CP, the HC can also use free access to the medium 
once it becomes idle for at least PIFS in order to deliver data or issue QoS CF-poll 
frames [38]. Stations require to be polled by sending Traffic Specification (TSPEC) 
elements to the HC. TSPEC contains the set of parameters that characterises the data 
stations wish to transmit. Once TSPEC is received and processed, the HC schedules 
the transmission and/or sends a QoS CF-poll frame with QoS requirements specified 
in TSPEC. Similarly to PCF, the CFP ends with a CF-End frame emitted by the HC 
or at the time announced in the beacon frame. 
802 1 le penoCic siperfraine 
ot, onal Contentioi Free Period Contention Period I 
(Dollinq throuqh HCF) (EDCA and polling through HCFý 
00S cl' poll clý FQq QoS CF Poll trarstrittei 
I fl n9n 11-n iLn O'n n -a- -EL q 








ACK (polleo by HC) RTS/CTS/data/ACK 
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Figure D. 6: Channel Acc 
RTSiCTS/ 
fragmented datalACK 
ýpollec Oy HC) 
time 
ess under HCF 
The transmission example depicted in figure D. 6 is as follows. At TBTT, the HC 
emits a beacon frame starting the CFP. Only polled stations are allowed to transmit. 
HC polls one station by sending a QoS CF-Poll frame. The polled station starts the 
transmission and then follows a RTS/CTS and a Fragment/ACK sequence. The CFP 
ends when the HC emits the CF-Frame. The CP of the super-frame then starts with 
the EDCF access. First, one station gains access after a random back-off and uses its 
EDCF TXOP as specified in the beacon frame to transmit the RTS/CTS/Data/ACK 
sequence. When the EDCF TXOP has expired, stations contend again until another 
one gains the channel. A similar exchange sequence is transmitted by the winning 
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station within its own EDCF TXOP. After one PIFS, the HC emits a QoS CF-poll 
frame to have control of the channel and poll one station. A HCCA TXOP is then 
granted to the poll station, which is now able to transmit. The polled transmission in 
CP finishes at the end of the HCCA TXOP. At TBTT, the CP ends and the HC einits 
a beacon frame to start a new super frame [23,38]. 
D. 5 ACK Policies 
Along with the Stop-and-Wait AR-Q scheme of the legacy IEEE802.11 MAC, where 
each transmitted packet shall be acknowledged, the IEEE 802.1 le is reviewing two other 
optional schemes to improve the efficiency. Tile first one is the NO-ACK policy where 
frames are transmitted without being accompanied by an ACK [38]. This provides 
considerable throughput enhancement since overheads are reduced at tile expense of 
potential performance degradation in high error rate conditions. It also provides no 
packet delivering delay in the context of a 'lightly loaded network'. Figure D. 7 shows 
the throughput improvements and the overhead gains for inode 3 for different packet 
lengths. When the channel gets closer to the error free condition, this scheme saves 
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Figure D. 7: Influence of the No ACK policy with the basic access, mode 3 
Another optional ACK feature, called Block ACK, allows a station to transinit a 
number of packets consecutively during one TXOP without individual ACK frames. 
Packets transmitted during the TXOP are referred to as a block [23]. At the end of 
the block, all the packets are acknowledged together with a single ACK fraille, where 
a bit pattern specifies which packets in the blocks need to be re-transmitted. Figure 
D. 8 shows an example where a block contains three packets. Figure D. 9 shows tile 
improvements in terms of throughput and overhead for mode 3, with ACNO (2) and 
three frames per block. For a packet length of 500 bytes, tile standard EDCF offers a 
throughput of 7.9 Mbits/s and a 34% overhead. The use of CFB with three packets 
decreases the overhead to 26% and increases the throughput to 8.8 Mbits/s. The. use of 
CFB with three packets and the Block ACK policy further decreases the overhead to 
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20% and the throughput is enhanced to 9.5Mbits/s. When fragmentation is used and 
when fragments are corrupted, this policy allows the retransmission of the erroneous 
fragments only, without the need of retransmitting all the blocks. 
3 Data Packets in the Block 
IN -I Bit Pattern 
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Figure D. 9: Influence of the Block ACK policy with the basic access - mode 3-3 
packets per block - Access Category AC-VO (2) 
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Appendix E 
MPEG-2: Video Access unit to 
PES/TS packets mapping 
The basic video access unit considered is a slice. A video access unit may start at 
any point in the payload of a PES packet. It is also possible for several small access 
units to be contained in a single PES-packet. Nevertheless it is assumed that a PES- 
packet would be aligned with a video start code prefix and a PES packet cannot contain 
data from two different pictures. This assumes that data encryption occurs after the 
PES/TS packetisation and not before. Figure E. 1 shows the number of PES packets 
per picture depending on the number of video access units (slices) included in a PIES 
packet. We can see that the minimum number of PES packets per frame is equal to 
one and is reached when all the slices of a frame are included in the PES packet. 
a- 
0 so 100 150 Number of Video Access Units per IDES 
Figure E. l: PES repartition per frame 
Depending on the number of PES packets per frame, the overhead introduced by 
the PES packet header will vary. The adaptation field control (AFC) field will also 
introduce extra overhead. Having more TS packets per PES packet will decrease the 
impact of the AFC overhead since all the TS packets minus one will be full payload. On 
227 
the other hand if there are fewer TS packets in a PES packet, the proportion of AFC 
overhead will increase. Figure E. 2 shows the percentage of video data in the output TS 
stream after the video packetisation versus the number of video access units per PES- 
packet. It can be seen that by mapping only one video access unit per PES packet, the 
resulting packetised TS stream will contain a large amount of overhead due to 4 bytes 
of TS header, 9 bytes of PES header and a variable length AFC overlie-ad (only 33% of 
data for a video encoded at 2Mbit/s and 55%, of data at 4Mbit/s). This is especially 
the case where a very small access unit (a couple of dozen bytes) will be inapped onto I 
PES packet and will lead to only one TS packet. The TS packet will therefore contain 
the PES header and the AFC field. As the number of video access units increases 
in the PES-packet, the PES packet length increases and therefore generates more TS 
packets. The efficiency is then improved. The theoretical maximum achievable would 
be 184/188 = 97.87%, where the amount of PES-packet headers and the AFC length 
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Figure E. 2: Percentage of video payload in the TS-stream 
It can be seen that the maximum is almost reached for 50 video access units per 
PES packet. It may also be noted from figure E. 2 that the efficiency differs for different 
video bit-rates since a higher bit-rate would generate longer video access units. It 
therefore leads to a larger number of TS packet per PES packet (see figure E. 3) and 
reduces the amount of PES-headers and AFC fields. 
Another option would be to do the packetisation with a fixed PES packet length, 
irrespective of the video access unit boundaries, so that tile length would all integer 
number of TS packets. This would ininimise the effect of AFC. The choice of the length 
would determine the number of TS packets in a PES packet as shown in igure EA(a). 
It therefore determines critical values where tile AFC length would be zero and where 
the efficiency would be maximal. This is shown in Figure EA(b). 
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Figure E. 3: Number of TS-packets per PES-packet 
bytes, 911 bytes, and so oil. These values, when added to tile 9 byte header, are an 
integer number of TS-payloads (184 bytes). The AFC length is minimum and equal to 
0. The choice of a long PES packet length will ensure that a greater proportion of TS 
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ProVision Communications Cross 
Layer Software Description 
The client/server software pair used in chapter 8 was developed by Tuan Kiang Chiew 
from ProVision Communication Technologies Ltd [182] with Visual Studio 6. OTM. Both 
client and server are using either the UDP/IP stack or the TCP/IP stack as shown in 
figure F. 1. UDP, TCP and IP were briefly described in section 6. Both TCP/IP and 
UDP/IP functionalities have been implemented with Microsof tTM Winsock32 API 
Version 2. For more details on the implementation of the protocol stack, please refer 
to [182]. Note that in this protocol stack, ARQ is present at the MAC layer requiring 
therefore a buffer, for both TCP and UDP cases. TCP implements another level of 
ARQ. The use of ARQ at the application layer is up to the application. A buffer is 
needed in order to control the transmission rate at the encoder and also to prevent 
overflow under bad channel conditions, and in order to correct out-of-order packets 
and jitter delay at the decoder. 
The software implements a RTP-like layer between the application layer (Network 
Abstraction Layer) and the UDP or TCP layers with a 16 byte header. Because TCP/IP 
is a stream-based protocol, it implements its own intrinsic packetisation, which removes 
the application packetisation structure based on NAL units. This RTP-like layer there- 
fore slightly differs for the UDP and TCP cases [182]. One laptop implements a static 
server while the other implements a static or mobile client used to collect transmission 
statistics in the form of log files. The inputs to the software include: 
" Packet Size at the application level (before UDP/IP or TCP/IP packetisation) 
" Link speed (fixed mode or automatic Link Adaptation). The link speed is man- 
ually set with the driver toolbox: at the server side to one specific mode or with 
the automatic Link Adaptation algorithm of the chipset. 
" Video transmission target rate, or as fast as possible. 
o' The choice between TCP, UDP-Unicast and UDP-Broadcast (with no MAC ARQ) 
Note that the IEEE 802.11a CISCOTM card allows to the maximum number of 
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Figure F. 1: Protocol Stack with UDP and TCP 
retries at the MAC to be altered. The IEEE 802.11b/g BelkinTm and Buff aloTmcards 
do not have such flexibility. The softwaxe logs the following data: 
* On a time basis (per second) (see sample in figure F. 2(a)) 
- Time in seconds 
- The target transmission bit rate in kbits/s 
- Average packet delay in ms 
- Jitter computed as the standard deviation of the delay in ms 
- Jitter computed as the Max-Min of the delay in ms 
- PER during a one second window 
- Instantaneous Received Signal Strength Information (RSSI) at the receiver 
in dBrn (at the time of sampling) 
- Instantaneous link speed (at the time of sampling) from the server in Mbits/s 
o On a packet basis (see sample in figure F. 2(b)) 
Packet arrival time in ms 
Packet counter (running number in the RTP-like packet header). 
Packet Size 
Packet delay in ms 
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- Offset of the total number of bytes sent (with an offset of 16 bytes per packet 
due to the RTP-like header) 
- RSSI of the receiver in dBm 
- The link speed from the server in Mbits/s 
T UDP 150)@200kbps Video=O. 9" Starts: Thu Jul 22 11,43: 26 2004 
t(sec) ps delay jitterl jitter2 PER RSSI LinkSpeed 
1.0 196.23 23.44 2.727 28.0 0.0000 -80 24 2.0 200.20 23.92 0.963 5.0 00000 -80 24 3.0 196.39 38.94 27.695 107.0 00181 -80 24 4.0 1918624.94 4.333 30.0 00417 -80 24 5.0 197.59 25.20 6.123 47.0 0.0120 -73 24 
e. o 196.19 32.57 21.586 100.0 0.0181 -75 24 7.1 165.70 53.96 58.045 217.0 0.0427 -80 24 8.0 216.06 55.71 44.404 155.0 0.0765 -80 24 9.0 198.60 14196 127.871 423.0 0.0119 -75 24 
10.2 143.33 37.58 34.155 2W. 0 0.0743 -62 24 
(a) Per second log 
*I*UDP(150)0200kbpS Video=O. 
t(msec) pkLcounter size delay 
0 00000000 150 0 
0 00000001 150 0 
35 00000002 150 23 
36 00DO0003 150 24 
48 00000004 150 24 
48 00000005 150 24 
60 00000006 150 24 
60 00000007 150 24 
71 00000008 150 23 
72 00000009 150 24 
Starts: Thu Jul 22 11: 43.26 2004 
offseLfrom_start RSSI LlnkSpd 
000000000000000 -78 24 000000000000134 -78 24 00000000DO00268 -78 24 000000000000402 -78 24 000000000000536 -80 24 00000000DO00670 -80 24 000000000000804 -80 24 OOOOODOO0000938 -80 24 000000000001072 -80 24 000000000001206 -80 24 
(b) Per packet log 
Figure F. 2: Samples of log files 
PER and delays are taken at the RTP-like layer. RSSI and link Speed are taken at 
the PHY layer. The software allows therefore a cross-layer analysis of the transmission 
for both UDP and TCP transmissions. The packet counter allows us to determine 
which packets are missing (a packet is missing if there is a gap between consecutive 
packet counter values). Note that with TCP, packets can not be out of sequence. 
Moreover, in a single hop network, UDP packets can not either be out of sequence. In 
addition, one packet can be duplicated when the packet is received correctly but the 
MAC ACK is received corrupted. The MAC therefore attempts another transmission. 
Error patterns at the RTP-like layer have been generated from the log of the packet 
counter (0 meaning packet received correctly and 1 meaning missing packet). 
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