Abstract-For the control of unmanned helicopters in full flight envelope, an active model based predictive control scheme is developed in this brief. Dynamics in full envelope is modeled, with uncertainties represented by the system model error and process noise. The model error depends on both helicopter dynamics and flight mode, and the process noise is assumed unknown but bounded. Based on the set-membership filter, an active modeling based stationary increment predictive control, based on the estimated model error and its boundary to optimally compensate the model error, as well as the aerodynamics time delay, is proposed. The proposed method has been implemented on the ServoHeli-40 unmanned helicopter platform and experimentally tested; the results have demonstrated its effectiveness.
I. INTRODUCTION
U NMANNED helicopters are increasingly popular platforms for unmanned aerial vehicles (UAVs). With the abilities such as hovering, taking off, and landing vertically, unmanned helicopters substantially extend the scope of potential applications of UAVs. However, due to the complex mechanism and complicated aerodynamics during flight, it is almost impossible to accurately model the dynamics of an unmanned helicopter in full flight envelope, and the model uncertainties associated with a nominal model may significantly degrade the performance and even stability of a model-based onboard controller.
Due to the difficulty in obtaining a high-fidelity full envelope model, the multimode modeling technique has been proposed for rotor aircraft, such as tilt-rotor aircraft XV-15 [1] , helicopter BO-105 [2] , UH-60 [3] , R-50 [4] , and X-Cell [5] . A mode-dependent model, which is simplified according to a specific flight mode, such as hovering, cruising, taking off, and landing, can be used for control design for the corresponding flight mode. However, the mode-dependent control suffers from at least two problems: 1) difficulty in accommodating the mode transition dynamics and 2) compensation of the "model shift" due to flight dynamics change within one particular mode. Up to now, in practical implementation, the mode transition problem has been partially dealt with by limiting the mode switching conditions [6] , e.g., mode change is made through the hovering mode.
Besides model uncertainties, another critical problem that limits the control system performance of a helicopter is the time delay between the actuator command and the generation of relative aerodynamic force/torque [7] , which is referred to as time delay in the following sections. Normally, such a time delay limits feedback gain and results in poor robustness [8] , [9] , i.e., sensitivity to disturbances.
It is well known that model predictive control (MPC) can potentially compensate for time delay, and it does not require a highly accurate nonlinear reference model [10] . Linear generalized predictive control (GPC) has become one of the most popular MPC methods, with applications in the industry and academia. However, normal GPC is sensitive to process noise and model errors [11] . In the case of helicopters with "mode change" and "model drift" in full flight envelope, the noise and model errors can make the prediction biased and deteriorate the optimal control
In recent years, the encouraging achievement in sequential estimation has made it an important direction for online modeling and model-reference control [12] . Among stochastic estimations, Kalman filters (KFs) [13] - [15] are popular. Although widely used under various assumptions of the system equations and noises, the KFs suffer from sensitivity to estimation bias, relying on assumptions on certain statistic distribution, such as white noise and known mean or covariance for optimal estimation. For unmanned helicopters, it is more practical to assume that the noises are unknown but bounded (UBB). In view of this, the set-membership filter (SMF) provides an attractive alternative [16] , [17] , which computes a compact set in which a system state or parameter lies only under the UBB noise assumption. The SMF provides a new method of online modeling for unmanned helicopters [18] .
In this brief, based on the online SMF modeling scheme [18] , our aim is to develop a predictive and adaptive control method to compensate for the influence of time delay, model drift, and mode change in aggressive flight control. An incremental prediction process and a dimension reduction method are integrated with traditional GPC to reduce the computation load and maintain unbiased prediction upon "model drift," and compensate for the time delay in actuation. Furthermore, a novel optimal strategy for online compensation of model errors is developed. Using an identified hovering dynamic model as a b Fig. 1 . Helicopter with body-fixed reference frame.
the nominal model, the proposed control system has been implemented on our UAV platform, and flight experiments in aggressive flight have been conducted. The experimental results have demonstrated the effectiveness of the proposed method.
II. REFERENCE MODEL OF HELICOPTER
A helicopter in flight is free to simultaneously rotate and translate in six degrees of freedom. Fig. 1 shows the helicopter variables in a body-fixed frame with the origin at the vehicle's center of gravity.
A semidecoupled linear model of unmanned helicopters in the hovering mode is derived in [19] ⎛
where u, v, and w are longitudinal (along x-axis), lateral (along y-axis), and heave (along z-axis) velocities, respectively; p, q, and r are roll, pitch, and yaw angular rates in the helicopter's reference frame; φ and θ are the angles of roll and pitch, respectively;ā andb are the lateral and longitudinal flapping angles of the main rotor;c andd are the lateral and longitudinal flapping angles of the stabilizer bar; r f b is the feedback control input from GV-1, an electronic device for yaw stability; δ lat is the lateral control input; δ lon is the longitudinal control input; δ ped is the yawing control input; and δ col is the heave control input. Definitions and meanings of the physical parameters in (1)-(3) are detailed in [4] . System state X (t), system output y(t), and control input U 0 (t) for (1)- (3) are defined as
System matricesĀ lon ,Ā lat , andĀ y−h and control matrixes B lon ,B lat , andB y−h for (1)- (3) are defined as
Based on the hovering model (1)- (3), with consideration of the time delay in the control input U 0 (t), a nominal model is formulated as
where
where I i×i stands for the i ×i unit matrix with i = {2, 3}, 0 i× j stands for the i × j zero matrix with j = {1, 2, 3}, W (t) ∈ R 13×1 is the white process noise for the nominal model, and k t ∈ R is the time delay in the actuating system. According to [20] , when control input U 0 (t) = 0, the model error in flight modes, such as the hovering mode, cruising mode, and turning mode, can be formulated as
whereX (t) ∈ R 13×1 is the state of actual dynamics in flight, B f ∈ R 13×13 is a parameter matrix, and can be selected by hand, f (t) ∈ R 13×1 represents the model error item, and h(t) ∈ R 13×1 is assumed to be UBB process noise for actuating the model error. According to (4) and (5), the actual system dynamics can be represented as
where Y (t) ∈ R 8×1 is the output of the actual dynamics and is measurable from the flight navigation system, and V (t) ∈ R 8×1 is the measurement noise. Here, the value and boundaries ofX (t), X (t), and f (t) at time t can be estimated by the SMF method [18] .
In the following sections, an active modeling predictive controller, based on the SMF estimation of the value and boundaries ofX (t), X (t), and f (t), has been developed. The developed controller consists of the nominal control U 0 (t) and an active control U (t), which is designed to compensate for the time delay k t and model error f (t). Some results of the SMF method are referred to directly in the following sections; please see [17] and [18] for details of the SMF method.
III. ACTIVE MODELING BASED PREDICTIVE CONTROL
FOR UNMANNED HELICOPTERS To compensate for the effects of model errors and control delay in flight, an effective control algorithm, based on the reference model of (4) while using the online estimation of f (t) in (6) as compensation, needs to be designed.
The discrete expression of the nominal model (4) is
where k indicates the sampling time, X k is the sampling value of X (t), y k is the sampling value of y(t), W k is the sampling value of
MPC, such as GPC [21] , is an effective technique for compensation of the time delay d in the nominal model (7) . However, with application to the unmanned helicopter dynamics (6), the traditional GPC algorithm has the following three disadvantages.
1) It cannot compensate for the effects of working point changes. Consider
where x 0 is the current working point for state, which is changing in flight, u 0 is the current working point for control input, andx k is the actual state at time k, and u k is the actual control input at time k. If
where π(x 0 , u 0 ) is the valid working margin for model linearization at the working point (x 0 , u 0 ). The prediction bias due to the variation of the working point may cause steady state error in the tracking control. 2) Traditional GPC is sensitive to mismatch of the nominal model, which means that changes in parameters
) may result in the prediction error and even instability.
3) The transient model errors f (t) of the nominal model from mode change, which is estimated by the SMF, cannot be completely eliminated. And this also results in the nonminimum variance of the tracking errors and instability of the closed-loop control system. In the following, the problems of 1) and 2) are both solved through stationary increment prediction, and a nominal controller is obtained in Section III-A; in Section III-B, an online strategy is developed to deal with model errors upon mode change, and a corresponding controller is derived.
A. Stationary Increment Predictive Control
The objective of this section is to compensate for the effects of working point deviation and model parameter uncertainty. We assume that the increment of process noise W k is a stationary random process, which means
has a normal distribution, where = 1−q −1 is the difference operator, and q −1 is the one-step delay factor. Thus, (7) can be rewritten as follows:
Consider
If behavior prediction is made based on (11), only the absolute statex k and control inputū k are used, and the current operation point (x 0 , u 0 ) disappears in reference model (11) . Let SP k ∈ R l×1 be the set-point input at time k, we have
where α is the cut-off frequency of the filter (12), the initial value r k+d =ŷ k+d|k , r k+d+i is the i th set point at future time k + d + i for predictive control, andŷ k+d+i|k is the prediction of output at time k + d + i . Thus, the set-point problem is solved and the output prediction, based on the increment model (11), can be implemented as follows.
If the prediction step is less than or equal to time delay d
k+i|k is defined as predicted stateŝ X k+i|k based on the history control input U 0 k+i−1−d . If the prediction step is larger than time delay d, then
where 1 ≤ i ≤ p andX 1 k+d+i−1|k is the value ofX k+d+i−1|k by setting U 0 k+m = 0, m ≥ 0. It should be noticed that x 0 is not involved in (13) and (14) . Hence, the above mentioned disadvantage 1) is avoided.
We can obtain the following prediction matrix for the output, which is often concerned in the helicopter tracking problem, from (13) and (14) Y k = ŷ k+d+1|kŷk+d+2|k · · ·ŷ k+d+ p|k
and matrix G has the following form:
Compared with the normal GPC, the incremental prediction, based on (11), has better characteristics, as stated in the following theorem, which can solve disadvantage 2).
Theorem: For the nominal model (7), when the model parameters change from (A d , B d ) to (A dr , B dr ) , and
obtained by (13) and (14) is unbiased.
Proof: See Appendix.
In order to reduce the computational burden of (15), we propose here a "step-plan" technique
where β is a 4 × 4 diagonal matrix representing the length of one step, which is a parameter to be selected. Then, we can simplify (15) by only calculating the unknown control at time k
The number of the unknown control input vector (from current time k to future time k + p − 1) is reduced from p to 1, and the dimension of predictive matrix G is reduced from 8 p × 4 p to 8 p × 4 as G 2 . This reduction brings down the computation load and simplifies the receding horizon optimization in the following calculation.
To complete the horizon optimization and obtain the control input, the cost function of the stationary increment predictive control is designed as
p×8 p is the weight matrix for tracking error, and λ ∈ R 4×4 is the weight matrix of the control increment.
In order to minimize the cost function of (18), we can calculate the control vector by ∂ J/∂ U 0 k = 0 as follows:
can be computed off-line. Consequently, the proposed stationary increment predictive controller (SIPC) for unmanned helicopters can be designed in the following steps.
Step 1 Make Increment Prediction: Based on the current state X k , use (13)- (15) to obtain the prediction of future outputŶ k , and initial reference point is set as r k+d−1 =ŷ k+d−1|k .
Step 2 Plan for the Set-Point Input: Use (12) to plan the future set points, and obtain
Step 3 Receding Horizon Optimization: Calculate the control increment U 0 k , based on (19).
Step 4 Control Application:
The current nominal control input is U 0 k = U 0 k−1 + U 0 k , which is used as the control to the actual plant, and go back to Step 1 at time k + 1.
U 0 k , obtained above, is compensated in Section III-B to deal with disadvantage 3).
B. Optimal Strategy for Model Error Compensation
In order to compensate the model error f (t) in (6) for the nominal predictive controller as disadvantage 3), and maintain the nominal performance in all flight modes, the control vector has to satisfy (20) , which can be directly obtained from (6) (20) where f k is the sampling value of f (t) at timek,X k is the sampling value ofX(t), U k is the sampling value of U (t), and B f d = T s B f . The control input U k at sampling time k cannot be solved directly from (20) because: 1) (20) is difficult to implement because the dimension of U k is less than that of f k and 2) f k is actually an uncertainty set estimated by the SMF method, and a static optimal problem must be considered.
We introduce the following cost function with a quadratic form to solve the above problem 1):
wheref k+d|k is the prediction of f k+d at time k, and H is a positive definite weight matrix with diagonal form, which can be selected by hand. On the other hand, f k is obtained from the SMF algorithm [18] , and its convergence is important for the validity of the whole controller. Actually, the convergence of the SMF algorithm is also influenced by the control action U k . This is because the stability of the ASMF can be represented by the filter parameter δ k , while δ k can be rewritten as
In [17] , it has been shown that the stability of the ASMF can be represented by the filter parameter δ k , i.e., the ASMF is stable when δ k > 0.
We define
From (22), in order to maintain δ k+1 > 0, the maximum value
Hence, we introduce the following cost functionJ k (U k ) with consideration of both (21) and (24) at the same time * U k = arg min
where α is a positive weight index, which can be selected by hand.
Based on dynamics (6), if h(t) is ignored in the prediction step, we can formulatef k+d|k asf k+d|k =f k , wheref k is the estimation of f k by the SMF.
The optimal control that minimizesJ
For the unknown system output Y k+1 at control time k in (27), we assume that
where (Y k+1|k ) is the elliptical domain of Y k+1|k , which can be predicted by the SMF. Because (24) is positive definite, its maximum value point must be on the boundary.
To optimize control input (25) based on the estimated boundaries of Y k+1 , we first define array S i k to include the estimate of the i th element's two boundary endpoints (EPs) as
where Y i k is the i th element in the vector Y k andŶ i k+1 is the corresponding output Y k+1 's EPs estimation. For set S i k , i ∈ {1, 2, . . . , 8} and h = {0, 1} for every S i k . |C d col{ j }| i is the operator for absolute value of the i th element in vector C d col{ j }, operator col{ j } is defined as col{ j } = j 1 · j 13 T , Fig. 2 . ServoHeli-40 small-size helicopter.
and P ll is the lth diagonal element of matrix P k+1|k , which is the predicted elliptical boundary matrix at time k in the SMF method. Then, we define a set S k to describe all possible EP vectors of Y k+1 as
whereŶ EP k+1 is the possible EP for output Y k+1 at sampling time k + 1.
The proposed active modeling-based SIPC (AMSIPC) can be implemented in the following steps.
Step 
Step 3 Receding Horizon Strategy: Let U k = * U k and go back to Step 1 at sampling time k +1.
IV. FLIGHT TESTS

A. Flight Test Platform
All flight tests are conducted on the ServoHeli-40 unmanned helicopter, which was developed in our laboratory (see Fig. 2 ). It is equipped with a three-axis gyro, a three-axis accelerometer, a compass, and a GPS. The sensory data can be sampled and stored into an SD card through an onboard DSP. The measurement accuracy of attitude is 0.1°, measurement accuracy of velocity is 0.01 m/s, measurement accuracy of position is 0.1 m, and measurement accuracy of acceleration is 0.01 m/s 2 . More details of this experimental platform can be found in [22] . 
C. Flight Experiment for Effective Compensation for Time Delay in Aggressive Flight
To verify the necessity of time-delay compensation in aggressive flights, we designed the following two controllers for comparison besides AMSIPC.
AMPIC: We implemented position and velocity tracking using the proportional-integral controller (PIC). Then, we obtain the PIC parameters based on the identified nominal model (4) by simulation. Clearly, the time delay is not considered in the AMPIC.
Non-K-AMSIPC: The Non-K-AMSIPC is a type of AMSIPC, which has the same controller structure with AMSIPC but only without consideration of time delay in prediction and modeling, e.g., d = 0. Fig. 4 shows the tracking results. The results show that the AMPIC and Non-K-AMSIPC performed poorly in high-speed turns, with a large lateral position error (both averaged more than 20 m). AMSIPC achieved the best trajectory tracking result (with position error averaged 1.4 m), with time-delay compensation in this aggressive flight.
The above experiment confirmed that the proposed AMSIPC is effective for aggressive flight control with time-delay compensation.
V. CONCLUSION
An active model based predictive control scheme was proposed in this brief to compensate model errors due to flight mode change and model uncertainties, enabling aggressive flight control without multimode models and mode-dependent controls. The proposed control scheme was implemented on our developed ServoHeli-40 unmanned helicopter. Experimental results demonstrated clear improvements over the normal GPC, without active modeling enhancement when a sudden mode change happened. The necessity of adopting incremental model based prediction to compensate for the time delay was also verified by turning with high speed in flight tests.
APPENDIX PROOF OF THE THEOREM
The actual dynamics can be modeled as
The one-step prediction, according to (A-1), can be obtained by (13)
and
Because finite prediction is bounded X k+1 −X k+1|k < +∞ and when the system of (A-1) works around a working point in steady state, the mean value of control inputs and states should be constant, so we can obtain Therefore, the prediction at time k + i is also unbiased.
