The remarkable number of real applications under dynamic scenarios is driving a novel ability to generate and gather information. Nowadays, a massive amount of information is generated at a high-speed rate, known as data streams. Moreover, data are collected under evolving environments. Due to memory restrictions, data must be promptly processed and discarded immediately. Therefore, dealing with evolving data streams raises two main questions: (i) how to remember discarded data? and (ii) how to forget outdated data? To maintain an updated representation of the time-evolving data, this paper proposes fading histograms. Regarding the dynamics of nature, changes in data are detected through a windowing scheme that compares data distributions computed by the fading histograms: the adaptive cumulative windows model (ACWM). The online monitoring of the distance between data distributions is evaluated using a dissimilarity measure based on the asymmetry of the Kullback-Leibler divergence. The experimental results support the ability of fading histograms in providing an updated representation of data. Such property works in favor of detecting distribution changes with smaller detection delay time when compared with standard histograms. With respect to the detection of concept changes, the ACWM is compared with 3 known algorithms taken from the literature, using artificial data and using public data sets, presenting better results. Furthermore, we the proposed method was extended for multidimensional and the experiments performed show the ability of the ACWM for detecting distribution changes in these settings.
Introduction
The most recent developments in science and information technology are spreading the computational capacity of smart devices, which are capable to produce massive amounts of information at a high-speed rate, known as data streams. A data stream is a sequence of information in the form of transient data that arrives continuously (possibly at varying times) and is potentially infinite. Therefore, it is unreasonable to assume that machine learning systems have sufficient memory capacity to store the complete history of the stream. Indeed, stream learning algorithms must process data promptly and discard it immediately. In this context, it is essential to create synopses structures of data, keeping only a small and finite representation of the gathered information and allowing the discarded data to be remembered.
Along with this, as data flow continuously for large periods of time, the process generating data is not strictly stationary and evolves over time. Therefore, it is of utmost importance to maintain a stream learning model consistent with the most recent data. When dealing with data streams in dynamics environments, besides remembering discarded data, it is necessary to forget outdated data. To accomplish such assignments, this paper advances fading histograms, which weight data examples according to their age. Thus, while remembering the discarded data, fading histograms gradually forget old data.
Moreover, the dynamics of environments faced nowadays raise the need of performing online change detection tests. In this context, the delay between the occurrence of a change and its detection must be minimal. When data flow over time and for large periods of time, it is unlikely the assumption that the observations are generated, at random, according to a stationary probability distribution [5] . As the underlying distribution of data may change over time, old observations do not describe the current state of nature and are useless. Therefore, it is of paramount interest to perceive if and when there is a change.
Despite aging, the problem of dealing with changes in a signal has caught the attention of the scientific community in recent years due to the emergence of real word applications. The online analysis of the gathered signals is of foremost importance, especially in those cases where actions must be taken after the occurrence of a change. From this point of view, it is essential to detect a change as soon as possible, ideally immediately after it occurs. Minimizing the detection delay time is of great importance in applications such as real-time monitoring in biomedicine and industrial processes, automatic control, fraud detection, safety of complex systems and many others. Widely used in the data stream context [7, 13, 25, 35] , windowing approaches for detecting changes in data consist of monitoring distributions over two different time-windows, performing tests to compare distributions and decide if there is a change. This paper proposes a windowing model for change detection, which evaluates, through a dissimilarity measure based on the asymmetry of the Kullback-Leibler divergence, the distance between data distributions provided by fading histograms.
Previous work, contributions and paper outline
A previous work [37] presented a detailed description of the construction of fading histograms and compared the performance of these with sliding histograms, both feasible approaches to cope with the problem of remember data in the context of high-speed and massive data streams and to forget outdated data when in dynamic scenarios. Other previous work [36] introduces an adaptive model for detecting changes in data distribution, employing this summarization approach to compute distributions.
The main contribution of this paper is the detailed description of the adaptive cumulative windows model (ACWM) for detecting data distribution and concept changes and the introduction of this model in multidimensional settings. Moreover, the experimental section evaluates the overall performance of the ACWM in detecting distribution changes in different evolving scenarios and it is compared with other algorithms when detecting concept drift.
This paper is organized as follows. It starts with the problem of constructing fading histograms from data streams. Section 3 addresses the problem of detecting distribution and concept changes. In Sect. 4 windowing schemes for change detection are presented and Sect. 5 proposes a windowing model to compare data for detecting changes in data distribution. Section 6 evaluates the performance of the ACWM with respect to the ability to detect distribution changes, in artificial and real-world data sets and compares results with those obtained with the Page-Hinkley Test (PHT). In Sect. 7, the ability to detect concept changes is assessed and the presented approach is compared with 3 algorithms: DDM (Drift Detection Method), ADWIN (ADaptive WINDdowing) and PHT. The performance of the ACWM when detecting changes in multidimensional data is also evaluated. Finally, Sect. 8 presents conclusions on the ACWM and advances directions for further research.
Data summarization
When very large volumes of data arrive at a high-speed rate, it is impractical to accumulate and archive in memory all observations for later use. Nowadays, the scenario of finite stored data sets is no longer appropriate because information is gathered assuming the form of transient and infinite data streams and may not even be stored permanently. Therefore, it is unreasonable to assume that machine learning systems have sufficient memory capacity to store the complete history of the stream.
This implies to create compact representations of data when dealing with massive data streams. Memory restrictions preclude keeping all received data in memory. These restrictions impose that in the data stream systems, the data elements are quickly and continuously received, promptly processed and discarded immediately. Since data elements are not stored after being processed it is necessary to use synopses structures to create compact summaries of data, keeping only a small and finite representation of the received information. As a result of the summarization process, the size of a synopsis structure is small in relation to the length of the data stream represented. Reducing memory occupancy is of utmost importance when handling a huge amount of data. Along with this, without the need of accessing the entire stream, data synopses allow fast and relative approximations to be obtained in a wide range of problems, such as range queries, selectivity estimation, similarity searching and database applications, classification tasks, change detection and concept drift.
As for the wide range of problems in which data synopses are useful, it is of paramount interest that these structures have broad applicability. This is a fundamental requirement for using the same data synopsis structure in different applications, reducing time and space efficiency in the construction process. The data stream context under which these synopses are used also imposes that their construction algorithms must be single pass, time efficient and have, at most, space complexity linear in relation to the size of the stream. Moreover, in most cases, data are not static and evolves over time. Synopses construction algorithms must allow online updates on the synopses structures to keep up with the current state of the stream.
Different kinds of summarization techniques can be considered in order to provide approximated answers to different queries. The online update of such structures in a dynamic scenario is also a required property. Sampling [39] , hot lists [11, 30] , wavelets [9, 18, 24] , sketches [10] and histograms [21] [22] [23] are examples of synopses methods to obtain fast and approximated answers.
Fading histograms
A histogram is a synopsis structure that allows accurate approximations of the underlying data distribution and provides a graphical representation of a random variable. Histograms are widely applied to compute aggregate statistics, to approximate query answering, query optimization and selectivity estimation [22] .
Consisting of a set of k non-overlapping intervals (also known as buckets or bins), a histogram is visualized as a bar graph that shows frequency data. The values of the random variable are placed into non-overlapping intervals, and the height of the bar drawn on each interval is proportional to the number of observed values within that interval.
To construct histograms in the stream mining context, there are some requirements that need to be fulfilled: The algorithms must be one-pass, supporting incremental maintenance of the histograms, and must be efficient in time and space [20, 21] . Moreover, the updating facility and the error of the histogram are the major concerns to embrace when constructing online histograms from data streams.
In the proposed histograms, the definition of the number of buckets is related with the error of the histogram: following the equi-width strategy, the number of buckets is chosen under error constraints [37] . Let ε be the admissible error for the mean square error of a histogram H k with k buckets. Then, considering that R is the admissible range of the variable under study, the mean square error of an equi-width histogram with at least
buckets is, at most, ε. With respect to the binning strategy, the equi-width histograms were chosen based on the following reasons: -The construction is effortless: It simply divides the admissible range R of the random variable into k nonoverlapping intervals with equal width. -The updating process is easy: Each time a new data observation arrives, it just identifies the interval where it belongs and increments the count of that interval. -Information visualization is simple: The value axis is divided into buckets of equal width.
Let i be the current number of observations of a given variable X from which a histogram is being constructed. A histogram H k is defined by a set of k buckets B 1 , . . . , B k in the range of the random variable and a set of frequency counts
Definition 1 Let k be the number of non-overlapping intervals of a histogram. For each time instance i, the histogram frequencies are defined as:
where C j is the count of bucket B j :
A standard histogram attributes the same importance to all observations. However, in dynamic scenarios, recent data are usually more important than old data. Therefore, outdated data can be gradually forgotten attributing different weights to data observations. In an exponential approach, the weight of data observations decreases exponentially with time. Exponential fading factors have been applied successfully in data stream evaluation [16] . Figure 1 illustrates the weight of examples according to their age, considering an exponential approach.
Following an exponential forgetting, histograms can be computed using fading factors, henceforth referred to as fading histograms. In this sense, data observations with high weight (the recent ones) contribute more to the fading histogram than observations with low weight (the old ones).
Definition 2
Let k be the number of buckets of a fading histogram. For each observation x i of a given variable X , the histogram α-frequencies are defined as: where α, real number parameter, is the exponential fading factor such that 0 α < 1.
According to this definition, old data are forgotten gradually, since it contributes less than recent data. Assuming that the observation x i belongs to bin m (with 1 ≤ m ≤ k), the recursive form enables the construction of the fading histograms counts in the flow:
To exemplify the forgetting ability of fading histograms with respect to histograms constructed over the entire stream, artificial data were generated from two normal distributions. The initial 2500 observations follow a normal distribution with mean 5 and standard deviation 1 and the remaining 2500 observations follow a normal distribution with mean 10 and the same standard deviation.
For illustrative purposes, the number of buckets in each histogram was set to 20 (considering an admissible error ε = 0.1 for the mean square error of the histograms and using the approach proposed in [37] ) and the value of the fading factor for the fading histograms was set to α = 0.997. Figure 2 (top) shows the artificial data with a change at observation 2500. The remaining plots display fading histograms and histograms constructed over the entire stream, at different observations: 2000, 3000 and 4000.
From the first representations, while in the presence of a stationary distribution, it turns out that both histograms produce similar representations of the data distribution. The second and the third representations present a different scenario. At observation 3000, after the change occurred at observation 2500, the representations provided by both histograms strategies become quite different. It can be observed that in the fading histogram representation, the buckets for the second distributions are reinforced, which does not occur on the histogram constructed over the entire stream. Indeed, contrary to the histograms constructed over the entire stream, fading histograms capture the change better as there is an enhancement of the fulfillment of the buckets for the second distribution. At observation 4000, it can be seen that the fading histogram produces a representation that keeps up with the current state of nature, forgetting outdated data (it must be pointed out that although they appear to be empty, the buckets for the first distribution present very low frequencies). At the same observation, in the histogram constructed over the entire stream, the buckets for the first distribution still quite filled, which is not in accordance with the current observations. From these representations, it can be observed the ability of fading histograms to forget outdated data, since the buckets from the initial distribution presented smaller values than the corresponding ones in the histogram constructed over the entire data, while the buckets from the second distribution have higher values. Indeed, fading histograms reinforces the capture of changes in evolving stream scenarios.
The change detection problem
A data stream is a sequence of information in the form of transient data that arrives continuously (possibly at varying times) and is potentially infinite. Along with this, as data flow for long periods of time, the process generating data is not strictly stationary and evolves over time.
Despite aging, the problem of detecting changes in a signal has caught the attention of the scientific community in recent years due to the emergence of real-world applications. Such applications require the online analysis of the gathered signals: especially in those cases where actions must be taken after the occurrence of a change. From this point of view, it is essential to maintain a stream learning model consistent with the most recent data, forgetting outdated data. Moreover, it is of utmost importance to detect a change as soon as possible, ideally immediately after it occurs. This reduces the delay time between the occurrence of the change and its detection. Minimizing the detection delay time is of great importance in applications such as real-time monitoring in biomedicine and industrial processes, automatic control, fraud detection, safety of complex systems and many others.
Distribution changes
In the dynamic scenarios faced nowadays, it is an unlikely the assumption that the observations are generated, at random, according to a stationary probability distribution [5] . Changes in the distribution of the data are expected. As the underlying distribution of data may change over time, it is of utmost importance to perceive if and when there is a change.
The distribution change detection problem is concerned with the identification of the time of occurrence of a change (or several changes) in the probability distribution of a data sequence. Figure 3 illustrates this problem. In this example, P 0 is the probability distribution of the observations seen in the past and P 1 is the probability distribution of the most recent observed data.
Consider that x 1 , x 2 , . . . is a sequence of random observations, such that x t ∈ R, t = 1, 2, . . . (unidimensional data stream). Consider that there is a change point at time t * with t * ≥ 1, such that the subsequence x 1 , x 2 , . . . , x t * −1 is generated from a distribution P 0 and the subsequence x t * , x t * +1 , . . . is generated from a distribution P 1 .
A change is assigned if the distribution P 0 differs significantly from the distribution P 1 . In this context, it means that the distance between both distributions is greater than a given threshold.
The change detection problem relies on testing the hypothesis that the observations are generated from the same distribution and the alternative hypothesis that they are generated from different distributions: H 0 : P 0 ≡ P 1 versus H 1 : P 0 ∼ = P 1 . The goal of a change detection method is to decide whether or not to reject H 0 .
Whenever the alternative hypothesis is verified, the change detection method reports an alarm. The correct detection of a change is a hit; a non-detection of an occurred change is a miss or a false positive. Incorrectly detecting a change that does not occur is a false alarm or false negative. An effective change detection method must present few false events and detect changes with a short delay time.
The essence of a distribution change can be categorized according to three main characteristics:
-Rate The rate of a change (also known as speed) is extremely important in a change detection problem, describing whether a signal changes between distributions suddenly, incrementally, gradually or recurrently. Besides the intrinsic difficulties that each of these kinds of rates impose to change detection methods, real data streams often present several combinations of different rates of change. -Magnitude The magnitude of change (also known as severity) is also a characteristic of paramount importance.
In the presence of a change, the difference between distributions of the signal can be high or low. Despite being closely related, the magnitude and the rate of a change describe a different pattern of a change. Abrupt changes are easily observed and detected. Hence, in most cases, they do not pose great difficulties to change detection methods. What is more, these changes are the most critical ones because the distribution of the signal changes abruptly. However, smooth changes are more difficult to be identified. At least in the initial phases, smooth changes can easily be confused with noise [14] . Since noise and examples from another distribution are differentiated by permanence, the detection of a smooth change in an early phase, tough to accomplish, is of foremost interest. -Source Besides other features that also describe a distribution of a data set (such as skewness, kurtosis, median, mode), in most cases, a distribution is characterized by the mean and variance. In this sense, a change in data Fig. 3 Illustration of a distribution change distribution can be translated by a change in the mean or by a change in variance. While a change in the mean does not pose great challenges to a change detection method, a change in the variance tends to be more difficult to detect (considering that both presented similar rate and magnitude).
Concept changes
The concept change problem is found in the field of machine learning and is closely related to the distribution change problem. A change in the concept means that the underlying distribution of the target concept may change over time [40] . In this context, concept change describes changes that occur in a learned structure. Consider a learning scenario, where a sequence of instances X 1 , X 2 , . . . is being observed (one at a time and possibly at varying times), such that X t ∈ R p , t = 1, 2, . . . is an instance p-dimensional feature vector and y t is the corresponding label, y t ∈ {C 1 , C 2 , . . . , C k }. Each example (X t , y t ), t = 1, 2, . . . is drawn from the distribution that generates the data P(X t , y t ). The goal of a stream learning model is to output the label y t+1 of the target instance X t+1 , minimizing the cumulative prediction errors during the learning process. This is remarkably challenging in environments where the distribution that is generating the examples changes: P(X t+1 , y t+1 ) may be different from P(X t , y t ).
For evolving data streams, some properties of the problem might change over time, namely the target concept on which data are obtained may shift from time to time, on each occasion after some minimum of permanence [14] . This time of permanence is known by context and represents a set of examples from the data stream where the underlying distribution is stationary. In learning scenarios, changes may occur due to modifications in the context of learning (caused by changes in hidden variables) or in the intrinsic properties of the observed variables.
Concept change can be formalized as a change in the joint probability distribution P(X, y):
Therefore, a concept change can be explained through a change in the class-conditional probability (conditional change) and/or in the feature probability (feature change) [17] .
Concept changes can be addressed by assessing changes in the probability distribution (class-conditional distributions or prior probabilities for the classes), changes due to different feature relevance patterns, modifications in the learning model complexity and increases in the classification accuracy [27] .
In a supervised learning problem, at each time stamp t, the class predictionŷ t of the instance X t is outputted. After checking the class y t , the error of the algorithm is computed. For consistent learners, according to the Probability Approximately Correct (PAC) learning model [31] if the distribution of examples is stationary, the error rate of the learning model will decrease when the number of examples increases.
Detecting concept changes under non-stationary environments is, in most of the cases, inferred by monitoring the error rate of the learning model [4, 15, 33] . In such problems, the key to figuring out if there is a change in the concept is to monitor the evolution of the error rate. A significant increase in the error rate suggests a change in the process generating data. For long periods of time, it is reasonable to assume that the process generating data will evolve. When there is a concept change, the current learning model no longer corresponds to the current state of the data. Indeed, whenever new concepts replace old ones, the old observations become irrelevant and thus the model will become inaccurate. Therefore, the predictions outputted are no longer correct and the error rate will increase. In such cases, the learning model must be adapted in accordance with the current state of the phenomena under observation.
As well as for the distribution changes, concept change can also be categorized according to the rate, magnitude and source of concept change. Although, regarding the source, a change in the concept can be translated as a change in the mean, variance and correlation of the feature value distribution. Moreover, the literature categorizes concept changes into concept drift and concept shift according to the rate and magnitude of the change. A concept drift occurs when the change presents a sudden rate and an high magnitude, while a concept shift designates a change with gradual rate and low magnitude.
Windowing methods for change detection
A windows-based change detection method consists of monitoring distributions over two different time-windows, performing tests to compare distributions and decide if there is a change. It assumes that the observations in the first window of length L 0 are generated according to a stationary distribution P 0 and that the observations in the second window of length L 1 are generated according to a distribution P 1 . A change is assigned if the distribution P 0 differs significantly from the distribution P 1 :
where λ is known as the detection threshold. The method outputs that distribution changes at the change point estimate t * . In this context, it means that the distance between both distributions is greater than a given threshold.
In such models, the data distribution on a reference window, which usually represents past information, is compared to the data distribution computed over a window from recent examples [13, 25, 35] . Within a different conception, Bifet and Gavaldà [7] propose an adaptive windowing scheme to detect changes: the ADaptive WINDdowing (ADWIN) method. The ADWIN keeps a sliding window W with the most recently received examples and compares the distribution in two sub-windows (W 0 and W 1 ) of the former. Instead of being fixed a priori, the size of the sliding window W is determined online according to the rate of change observed in the window itself (growing when the data are stationary and shrinking otherwise). Based on the use of the Hoeffding bound, whenever two large enough sub-windows, W 0 and W 1 , exhibit distinct enough averages, the older sub-window is dropped and a change in the distribution of examples is assigned. When a change is detected, the examples inside W 0 are thrown away and the window W slides keeping the examples belonging to W 1 . With the advantage of providing guarantees on the rates of false positives and false negatives, the ADWIN is computationally expensive, as it compares all possible sub-windows of the recent window. To cutoff the number of possible sub-windows in the recent window, the authors have enhanced ADWIN. Using a data structure that is a variation of exponential histograms and a memory parameter, ADWIN2 reduces the number of possible sub-windows within the recent window.
The windows-based approach proposed by Kifer et al. [25] provides statistical guarantees on the reliability of detected changes and meaningful descriptions and quantification of these changes. The data distributions are computed over an ensemble of windows with different sizes, and the discrepancy of distributions between two pairs of windows (with the same size) is evaluated performing statistical hypothesis tests, such as Kolmogorov-Smirnov and Wilcoxon, among others. Avoiding statistical tests, the adjacent windows model proposed by Dasu et al. [13] measures the difference between data distributions by the Kullback-Leibler distance and applies bootstrapping theory to determine whether such differences are statistically significant. This method was applied to multidimensional and categorical data, showing to be efficient and accurate in higher dimensions.
Addressing concept change detection, the method proposed by Nishida and Yamauchi [33] detects concept changes in online learning problems, assuming that the concept is changing if the accuracy of the classifier in a recent window of examples decreases significantly compared to the accuracy computed over the stream hitherto. This method is based on the comparison of a computed statistic, equivalent to the Chi-square test with Yates's continuity correction and the percentile of the standard normal distribution. Using two levels of significance, the method stores examples in short-term memory during a warning period. If the detection threshold is reached, the examples stored are used to rebuild the classifier and all variables are reset. Later, Bach and Maloof [3] propose paired learners to cope with concept drifts. The stable learner predicts based on all examples, while the active learner predicts based on a recent window of examples. Using differences in accuracy between the two learners over the recent window, drift detection is performed and whenever the target concept changes the stable learner is replaced by the reactive one.
The work presented in Kuncheva [27] goes beyond the methods addressed in this section. Instead of using a change detector, it proposes an ensemble of windows-based change detectors. Addressing adaptive classification problems, the proposed approach is suitable for detecting concept changes either in labeled and unlabeled data. For the labeled data, the classification error is recorded and a change is signaled comparing the error on a sliding window with the mean error hitherto. For labeled data, computing the classification error is straightforward; hence, it is quite common to monitor the error or some error-based statistic to detect concept drift on the assumption that an increase in the error results from a change. However, when the labels of the data are not avail-able, the error rate cannot be used as a performance measure of drifts. Therefore, changes in unlabeled data are handled by comparing cluster structures from windows with different length sizes. The advantage of an ensemble of change detectors is disclosed by their ability to effectively detect different kinds of changes.
The evaluation of the performance of change detection methods in time-changing environments is quantitatively assessed by measuring the following standard criteria:
-Detection delay time The number of examples required to detect a change after the occurrence of one. -Missed detections Ability to not fail the detection of real changes. -False alarms Resilience to false alarms when there is no change, which means that the change detection method is not detecting changes under static scenarios.
Adaptive cumulative windows model (ACWM)
The ACWM for change detection is based on online monitoring of the distance between data distributions (provided by fading histograms), which is evaluated using the KullbackLeibler divergence (KLD) [26] . Within this approach, the reference window (RW) has a fixed length and reflects the data distribution observed in the past. The current window (CW) is cumulative, and it is updated sliding forward and receiving the most recent data. The evaluation step is determined automatically depending on the data similarity.
In change detection problems, it is mandatory to detect changes as soon as possible, minimizing the delay time in detection. Along with this, the false and the missed detections must be minimal. Therefore, the main challenge when proposing an approach for change detection is reaching a trade-off between the robustness to false detections (and noise) and sensitivity to true changes.
It must be pointed out that the ACWM is a nonparametric approach, which means that it makes no assumptions on the form of the distribution. This is a property of major interest, since real data streams rarely follow known and wellbehavior distributions. Figure 4 shows the workflow of the ACWM for change detection. The histograms representations were constructed from the observed data, with different number of observations. At every evaluation step, the data distribution in the Current Window (CW) is compared with the distribution of the data in the Reference Window (RW). If a change in the distribution of the data in the CW with respect to the distribution of the data in the RW is not detected, the CW is updated with more data observations. Otherwise, if a change is detected, the data in both windows are cleaned, new data are used to fulfill both windows and a new comparison starts.
Distance between distributions
From information theory [6] , the relative entropy is one of the most general ways of representing the distance between two distributions [13] . Contrary to the mutual information, this measure assesses the dissimilarity between two variables. Also known as the Kullback-Leibler divergence, it measures the distance between two probability distributions and therefore is suitable for use in comparison purposes.
Assuming that the data in the reference window have distribution P RW and that data in the current window have distribution P CW , the Kullback-Leibler divergence (KLD) is used as a measure to detect whenever a change in the distribution has occurred.
Considering two discrete distributions with empirical probabilities P RW (i) and P CW (i), the relative entropy of P RW with respect to P CW is defined by:
Since it is asymmetric, the Kullback-Leibler divergence is a quasi-metric:
Nevertheless, it satisfies many important mathematical properties: is a nonnegative measure, it is a convex function of P RW (i) and equals zero only if P RW (i) = P CW (i).
Consider a reference window with empirical probabilities P RW (i), and a current sliding window with probabilities P CW (i). Taking into account the asymmetric property of the Kullback-Leibler divergence and that the minimal value of the absolute difference between K L D(P RW ||P CW ) and K L D(P CW ||P RW ), which is zero, is achieved when P=Q: Smaller values of this difference correspond to smaller dispersion between both data distributions, meaning that the data are similar; and higher values of this difference suggest that distributions are further apart. Other metrics, namely the entropy absolute difference and the cosine distance, were considered in Sebastião and Gama [35] . When compared with the Kullback-Leibler divergence, this measure outperforms the others.
Decision rule
Consider a reference window with empirical probabilities P RW (i) and a current sliding window with probabilities P CW (i): Lower values of K L D(P RW ||P CW ) correspond to smaller dispersion between both data distributions, meaning that the data are similar. A higher value of K L D(P RW ||P CW ) suggests that distributions are further apart. Therefore, due to the asymmetric property of the KLD, if the distributions are and K L D(P CW ||P RW ) is small. In the ACWM, the decision rule used to assess changes in data distribution is a dissimilarity measure based on the asymmetry of the Kullback-Leibler divergence. It is defined that a change has occurred in the data distribution of the current window relatively to the data distribution of the reference window, if:
where δ is a user defined threshold, empirically defined and that establishes a trade-off between the false alarms and the missed detections. Increasing δ will entail fewer false alarms, but might miss or delay some changes.
If a change in the distribution of the data in the CW with respect to the distribution of the data in the RW is not detected, the CW is updated with more data observations. Otherwise, if a change is detected, the data in both windows are cleaned, new data are used to fulfill both windows and a new comparison starts. Figure 5 presents the dissimilarity measure against the detection threshold to detect a change. As desired, it can be observed that this dissimilarity highly increases in the presence of a change.
Evaluation step for data distributions comparison
In the ACWM, the evaluation step is the increment of the cumulative current window. When comparing data distributions over sliding windows, at each evaluation step the change detection method is induced by the examples that are included in the sliding window. Here, the key difficulty is how to select the appropriate evaluation step. A small evaluation step may ensure fast adaptability in phases where the data distribution changes. However, a small evaluation step implies that more data comparisons are made. Therefore, it tends to be computationally costly, which can affect the overall performance of the change detection method. On the other hand, with a large evaluation step, the number of data distribution comparisons decreases, increasing the performance of the change detection method in stable phases but not allowing quick reactions when a change in the distribution occurs. Therefore, the a priori definition of the evaluation step to perform data distribution comparisons is a compromise between computational costs and detection delay time. In the proposed approach, the evaluation step, instead of being fixed and selected by the user, is automatically defined according to the data stationarity and to the distance between data distributions. Starting with an initial evaluation step of I ni Eval Step, the step length is increased if the distance between distributions is small (which suggests that data are generated according to a similar distribution, hence it is a stationary phase) and is decreased if the distance between distributions is high (which means that data from both windows are further apart), according to the following relation: Figure 6 illustrates the dependency of the evaluation step on the distance between data distributions of an artificial data set (for a change detection threshold δ = 0.1).
Pseudocode
The presented adaptive cumulative windows model (ACWM) was designed to detect changes online in the distribution of streams of data. The data distribution is computed by the histograms presented in Sect. 2. In order to detect changes, the data distributions in two time-windows are compared using the Kullback-Leibler divergence. Algorithm 1 presents the pseudocode for this ACWM. 
Compute the next evaluation point: 
Complexity analysis
The complexity of the proposed CWM is linear with the number of observations (n). To show that the CWM is O(n), experiments were performed using artificial data with and without changes. The data set without change was generated according to a normal distribution with zero mean and standard deviation equals to 1. The data set with changes (which was forced at the middle of the data set) was generated from a normal distribution with standard deviation equals to 1 and with zero mean in the first part and with mean equals to 10 in the second part. For both cases, with and without changes, the size was increased from 1.000 to 10.000.000 examples, and 10 different data streams were generated with different seeds. Table 1 shows that the execution time increases linearly with the size of the data (average and standard deviation of 10 runs on data generated with different seeds), either for the cases with or without changes and using a fixed or an adaptive evaluation step. Moreover, it can be observed that the execution time when using fixed or adaptive evaluation step is similar.
Multidimensional setting
The proposed approach for detecting changes in multidimensional data assumes the independence between the features. For multidimensional data sets, the ACWM is computed as follows:
-For each dimension:
-computes the probabilities P RW (i) and P CW (i) in the reference and in the current sliding windows, respectively; -computes
-Computes the mean of the abs K L D d , considering all the dimensions:
where D is the number of dimensions. -Signals a change if M_abs K L D > δ , where δ is the change detection threshold.
Results on distribution change detection
This section presents the performance of the cumulative windows model (CWM) in detecting distribution changes, using a fixed and an adaptive evaluation step. To detect distribution changes, the model is evaluated using artificial data, presenting distribution changes with different magnitudes and rates, and using real-world data from an industrial process and a medical field. The efficiency of ACWM is also compared with the PHT when detecting distribution changes on a real data set. The artificial data were obtained in MATLAB [29] . All the experiments were implemented in MATLAB, as well as the graphics produced.
Experiments with artificial data
The data sets and the experimental designs were outlined in order to evaluate the overall performance of the ACWM in detecting distribution changes in different evolving scenarios, namely to:
1. Evaluate the advantage of using an adaptive evaluation step instead of a fixed one. 2. Evaluate the benefit, in detection delay time, of using fading histograms when comparing data distributions to detect changes. 3. Evaluate robustness to detect changes against different amounts of noise. 4. Evaluate the stability in static phases with different lengths and how it affects the ability to detect changes.
The data sets were generated according to a normal distribution with certain parameters. Both the mean and the standard deviation parameters were varied, generating 2 different problems according to the source of the change. Each data stream consists of 2 parts, where the size of the second is N .
Two data sets were generated. In the first data set, the length of the first part of data streams was set to N . In the second data set, the length of the first part was set to 1N , 2N , 3N 4N and 5N , in order to simulate different lengths of static phases.
The first data set was used to carry out the first, the second and the third experimental designs, and the second data set was used to perform the fourth experimental design, 
evaluating the effect of different extensions of the stationary phase on the performance of the ACWM in detecting changes.
Within each part of the data streams, the parameters stay the same, which means that only 1 change happens between both parts and different changes were simulated by varying among 3 levels of magnitude (or severity) and 3 rates (or speed) of change, obtaining a total of 9 types of changes for each changing source (therefore, a total of 18 data streams with different kind of changes). Although there is no golden rule to classify the magnitude levels, they were defined in relation to one another, as high, medium and low according to the variation of the distribution parameter, as shown in Table 2 . For each type of changes, 30 different data streams were generated with different seeds.
The rates of change were defined assuming that the examples from the first part of data streams are from the old distribution and the N − ChangeLength last examples are from the new distribution, where ChangeLength is the number of examples required before the change is complete. During the length of the change, the examples from the new distribution are generated with probability p new (t) = t−N ChangeLength and the examples from the old distribution are generated with probability p old (t) = 1 − p new (t), where N < t < N + ChangeLength. As for the magnitude levels, the rates of change were defined in relation to one another, as sudden, medium and low, for a ChangeLength of 1, 0.25N and 0.5N , respectively. The value of N was set to 1000.
Therefore, the first data set is composed by a total of 540 data streams with 2000 examples each, and the second data set consists of a total of 2700 data streams with five different lengths, 540 data streams of each length.
Setting the parameters of the CWM and of the online histograms
The CWM and the online histograms require the setting of the following parameters:
-L RW Length of the reference window (CWM); -I ni Eval Step Initial evaluation step (CWM); -δ Change detection threshold (CWM); -ε Admissible mean square error of the histogram;
As stated before, the number of buckets is chosen under error constraints [37] and is computed as k =
, where R is the admissible range of the variable and ε is the admissible mean square error of the histogram. It was established that 5% was an admissible mean square error of the histogram. To investigate the values for the remaining parameters, an experiment was performed on a training data set with the same characteristics as the first data set, varying the L RW within 1k, 2k, . . . 10k (where k is the number of buckets in the online histograms) and δ within 0.01, 0.05, 0.1, 0.2. However, in this training data set, only 10 data streams were generated with different seeds for each type of drift, obtaining a total of 118 data streams with length 2N (N = 1000). In this experiment, the CWM was performed with a unitary evaluation step and the summary results were analyzed. Table 3 presents the precision, recall and F 1 score for a reference window of length 50k and 10k and for a change detection threshold of 0.05 and 0.1, for a total of 180 true changes. Although compromising the delay time in change detection, the best F 1 score is obtained for a reference window of 10k examples and a change detection threshold of 0.05. Figure 7 shows the detection delay time (average of 10 runs) and the total number of false alarms (FA) and missed detections (MD), for a total of 180 true changes, depending on the length of reference window of length (L RW ) and on the change detection threshold (δ). It can be observed that an increase in the detection delay time, controlled by the value of δ, is followed by a decrease in the number of false alarms (and an increase in the number of missed detections). However, for L RW = 10k and δ = 0.05, the false alarm rate (3/180) and the miss detection rate (5/180) are admissible.
From now forward, unless otherwise stated, the settings for the parameters of the CWM were the following: 
-The length of the reference window was set to 10k (L RW = 10k); -The initial evaluation interval was set to k (I ni Eval
Step = k); -The threshold for detecting changes was set to 5% (δ = 0.05);
Evaluate the advantage of using an adaptive evaluation step instead of a fixed one
This experiment was designed to study the advantage of performing the CWM with an adaptive evaluation step (ACWM) against a fixed evaluation step (FCWM). Figure 8 shows the advantage, in detection delay time, of an adaptive evaluation step over the fixed one (average results for 30 runs on data generated with different seeds). Except for the distribution change in the mean parameter, with low magnitude and sudden rate, the detection delay time is shorter when performing the ACWM. This decrease in the detection delay time, when performing ACWM, is obtained without compromising the false alarm and miss detection rates (except for one case: change with low magnitude and sudden rate, in the mean parameter, see Table 4 ).
Using the results of the 30 replicas of the data, a paired, two-sided Wilcoxon signed-rank test was performed to assess the statistical significance of the comparison results. It was tested the null hypothesis that the difference between the detection delay times of the ACWM and the FCWM comes from a continuous, symmetric distribution with zero median, against the alternative that the distribution does not have zero median. For all types of changes in both mean and standard deviation parameters, the null hypothesis of zero median in the differences was rejected, at a significance level of 1%. Therefore, considering the very low p values obtained, there is strong statistical evidence that the detection delay time of ACWM is smaller than of FCWM.
In Table 4 , besides the detection delay time using the CWM with an adaptive and a fixed evaluation steps, the total number of missed detections and the total number of false As expected, greater distribution changes (high magnitudes and sudden rates) are easier to detect by the CWM, either using an adaptive or a fixed evaluation step. On the other hand, for smaller distribution changes (low magnitudes and low rates) the detection delay time increases. The decrease in the detection delay time in this experiment sustains the use of an adaptive evaluation step, when performing the CWM. Although the decrease in detection delay time is small, these results must be taken into account that the length of the data was also small. With data with higher length, the decrease in detection delay time will be reinforced. Moreover, for both strategies, the execution time of performing the CWM is comparable.
Evaluate the advantage, in detection delay time, of using fading histograms when comparing data distributions to detect changes
As stated before, fading histograms attribute more weight to recent data. In an evolving scenario, this could be a huge advantage since it enhances small changes. Therefore, when comparing data distributions to detect changes, the detection of such changes will be easier. This experimental design intends to evaluate the advantage of using fading histograms as a synopsis structure to represent the data distributions that will be compared, for detecting changes, within the ACWM (which will be referred to as ACWM-fh). Thus, data distributions, within the reference and the current windows, were computed using fading histograms with different values of Using the results of the 30 replicas of the data, a paired, two-sided Wilcoxon signed-rank test (with Bonferroni correction for multiple comparisons) was performed to assess the statistical significance of differences between ACWM and ACWM-fh. With the exception of the change in the mean parameter with high magnitude and sudden rate (for the fading factors tested except 0.997), for all the other types of changes in both mean and standard deviation parameters, the null hypothesis of zero median in the differences between detection delay times was rejected, at a significance level of 1%. Therefore, considering the very low p values obtained, there is strong statistical evidence that the detection delay time of ACWM-fh is smaller than of ACWM. Table 5 presents a summary of the detection delay time (average and standard deviation from 30 runs on data generated with different seeds) using the ACWM-fh for comparing the data distributions. The total number of missed detections and the total number of false alarms are also presented. This experiment underlines the advantage of using fading histograms to compute the data distributions: The detection delay time decreases by decreasing the fading factor and without compromising the number of missed detections and false alarms (except when using a fading factor of 0.997). The increase in false alarms when using a fading factor of 0.997 suggests that fading histograms computed with this value are over reactive; therefore, fading factors of values equal or smaller than 0.997 are not suitable for use in this data set.
The detection delay time (average of 30 runs on data generated with different seeds) of this experimental design is shown in Fig. 9 . It can be observed that the advantage of using fading histograms is strengthened when detecting small changes, which is explained by the greater importance attributed to recent examples that enhances a change and eases its detection by the ACWM.
Evaluate the robustness to detect changes against different amounts of noise
Within this experimental design, the robustness of the ACWM against noise was evaluated. Noisy data were generated by adding different percentages of Gaussian noise with zero mean and unit variance to the original data set. Figure 10 shows the obtained results by varying the amount of noise from 10% to 50%.
The detection delay time (average of 30 runs on data generated with different seeds) of this experimental design is shown in Fig. 10 . The ACWM presents a similar performance along the different amounts of noise, with the exception of a change in the standard deviation parameter with high magnitude and medium and sudden rates (for a level of noise of 30%). In these cases, the average detection delay time Table 5 Detection delay time (average and standard deviation), using the ACWM and computing data distributions with fading histograms (with different fading factors) Parameter changed increases when compared with other amounts of noise. This experiment sustains the argument that the ACWM is robust against noise while effectively detects distribution changes in the data. Table 6 presents a summary of the detection delay time (average and standard deviation from 30 runs on data generated with different seeds) using the ACWM for comparing the data distributions in the first data set. The total number of missed detections and the total number of false alarms are also presented. Regarding the total number of missed detections and false alarms, with an amount of 50% of noise a slight increase is noticeable for both, mainly for changes in the mean parameter.
To assess the statistical significance of differences between the detection delay time of the ACWM when performed on data without and with different amounts of noise, a paired, two-sided Wilcoxon signed-rank test (with Bonferroni correction for multiple comparisons) was performed. For most of the cases, at a significance level of 1%, there are no statistical evidence to reject the null hypothesis of zero median in the differences (exceptions are indicated in Table 6 with **). This experiment sustains the argument that the ACWM is robust against noise, while effectively detects distribution changes in the data.
Evaluate the stability in static phases with different lengths and how it affects the ability to detect changes
This experiment was carried out with the second data set. The performance of the ACWM was evaluated varying the length of stationary phases from 1N to 5N (N = 1000).
Overall, it can be observed that the detection delay time for the ACWM increases within the increase in the stationary phase. This is even more evident in distribution changes with sudden rates. Indeed, the stability of the ACWM in stationary phases compromises the ability to effectively detect changes. However, this can be overthrown by using fading histograms to compute the data distributions, as shown in Fig. 11 .
Actually, in stationary phases, the ability of the fading histograms to forget outdated data works in favor of the change detection model, by decreasing the detection delay time. However, a decrease in the value of the fading factor results in the increase in the number of false alarms. Table 7 presents the detection delay time (average and standard deviation of 30 runs on data generated with different seeds for the 9 types of changes for each source parameter) using the ACWM-fh in different stationary phases. The total number of missed detections and the total number of false alarms are also presented. From the results presented, it can be noted that a decrease in the detection delay time is achieved, establishing a commitment with respect to the number of false alarms and missed detections.
Experiments with an industrial data set
This industrial data set was obtained within the scope of the work presented in Correa et al. [12] , with the objective of designing different machine learning classification methods for predicting surface roughness in high-speed machining. Data were obtained by performing tests in a Kondia HS1000 machining center equipped with a Siemens 840D openarchitecture CNC. The blank material used for the tests was 170 × 100 × 25 aluminum samples with hardness ranging from 65 to 152 Brinell, which is a material commonly used in automotive and aeronautical applications. These tests were done with different cutting parameters, using sensors for registry vibration and cutting forces. A multi-component dynamometer with an upper plate was used to measure the inprocess cutting forces and piezoelectric accelerometers in the X and Y axis for vibrations measures. Each record includes Table 6 Detection delay time (average and standard deviation), using the ACWM with different amounts of noise The results report the average and standard deviation of 30 runs for the 9 types of changes for each source parameter. In parenthesis is the number of runs, if any, where the ACWM-fh misses detection or signals a false alarm: They are in the form (Miss; False Alarm) Fig. 12 The cutting speed on X axes from 7 tests sequentially joined information on several variables used in a cutting process, and the measurements for each test were saved individually. For change detection purposes, the measurements of the cutting speed on X axes from 7 tests were joined sequentially in order to have only one data set with 6 changes with different magnitudes and sudden and low rates. Figure 12 shows this data set.
The goal of this experiment is to evaluate the feasibility of the proposed ACWM with an industrial problem and comparing the advantage of using fading histograms. To this end, data distributions, within the reference and the current windows, were computed using fading histograms with different values of fading factors: 1 (no forgetting at all), 0.999994 and 0.99999. Furthermore, the ability for detecting changes in data distribution of the ACWM-fh was also compared with the Page-Hinkley Test (PHT) [34] .
The PHT is a sequential analysis technique typically used for monitoring change detection in the average of a Gaussian signal [32] . The two-sided PHT tests increases and decreases in the mean of a sequence. For testing online changes, it runs two tests in parallel, considering a cumulative variable U T defined as the accumulated difference between the observed values and their mean until the current moment. The tests performed are the following:
At every observation, the two P H statistics (P H U and P H L ) are monitored and a change is reported whenever one of them rises above a given threshold λ. The threshold λ depends on the admissible false alarm rate. A higher λ will guarantee few false alarms, but it may lead to missed detections or delay them.
For increase cases:
For decrease cases:
To adjust the PHT input parameters, an analysis was previously conducted on collected data with similar characteristics. From that the parameters δ and λ were set equal to 1 and 1000, respectively.
The ACWM-fh is able to detect the 6 changes in the data with smaller detection delay time than when using histograms constructed over the entire data. Moreover, with both approaches for data representations, the model did not miss any change. Although data have different kinds of changes, either ACWM or ACWM-fh presented a performance which was highly resilient to false alarms. Although detecting all changes, the PHT presented 18 false alarms in this experiment. Moreover, the average detection delay time obtained with the PHT is greater than when performing the ACWM-fh. Concerning the fourth change, all methods require too much examples to detect it. This is reasonable since before and after the fourth change, the average of the data is similar and the change in the standard deviation is also small. Therefore, all methods analyzed several examples before signed a change. Although, it should be noticed that the PHT detected this change with almost half the examples than the others. With respect to the third and the fifth change, the PHT required much more examples than ACWM or ACWM-fh to detect these changes, which are similar: The average of data before and after the change is similar and the standard deviation slightly increases. Therefore, the high delay in detecting these kind of changes is due to the design of the PHT.
Regarding the delay between the occurrence of changes and the detections, the number of false alarms and the missed detections, the ACWM-fh outperforms the ACWM and the PHT. Table 8 presents the detection delay time of the compared methods when applied to this industrial data set. It can be observed that ACWM presents a high delay time when detecting the fourth change (with low magnitude).
Experiments with a medical data set-CTGs
The CWM was evaluated on five fetal cardiotocographic (CTG) problems, collected at the Hospital de São João, in Porto. Fetal cardiotocography is one of the most important methods of assessment of fetal well-being. CTG signals contain information about the fetal heart rate (FHR) and uterine contractions (UC). Five antepartum FHR with a median duration of 70 min (min-max: 59-103) were obtained and analyzed by the SisPorto® system. These cases corresponded to a median gestational age of 39 weeks and 5 days (min-max: 35 weeks and 4 days-42 weeks and 1 day).
The SisPorto® system, developed at INEB (Instituto Nacional de Engenharia Biomédica), starts the computer processing of CTG features automatically after 11 min of tracing acquisition and updates it every minute [2] , providing the FHR baseline estimation, identifying accelerations and decelerations and quantifying short-term and long-term variability according to algorithms described in Ayres-de Campos et al. [1] . Along with these features, the system also triggers alerts, such as "Normality criteria met alert", "Nonreassuring alerts" and "Very non-reassuring alerts" (further details can be founded in Ayres-de Campos et al. [1] ). However, the system usually takes about 10 min to detect these different behaviors. In the "Normal" stage of FHR tracing four different patterns may be considered [19] :
-A Corresponding to calm or non-eye movement (REM) sleep; -B Active or rapid eye movement (REM) sleep; -C Calm wakefulness; -D Active wakefulness; Figure 13 shows an example of the analysis of a CTG exam exactly as it is produced by the SisPorto® system. The FHR and UC tracings are represented at the top and at the bottom, respectively. The FHR baseline estimation, accelerations and decelerations and different alerts stages also can be observed in this figure. The "Normal" stage is represented with a green bar in between the FHR and UC tracings. The "Suspicious" stage is represented with yellow and orange bars and the "Problematic" stage with a red bar.
The aim is to apply the FCWM and the ACWM for this clinical data and assess whether the changes detected are in accordance with the changes identified by the SisPorto® system. Ideally, these changes should be detected earlier with CWM. The CWM was applied to the FHR tracings.
The achieved results are consistent with the system analysis and the CWM detects the changes between the different stages earlier than the SisPorto® system. Further than the analysis of this program, the method is able to detect some changes between different patterns of the "Normal" stage. Due to difficulties in ascertaining the exact change points between these behaviors it is not possible to perform a detection delay evaluation. However, the preference of the ACWM is again supported by the detections results in this data set.
Results on concept change detection
Concerning the detection of concept changes, a comparison of the ACWM with three well-known methods taken from the literature was undertaken, namely: -Drift Detection Method (DDM), presented by Gama et al. [15] ; -ADaptive WINDdowing (ADWIN) method, introduced by Bifet and Gavaldà [7] ; -Page-Hinkley Test (PHT), described in Page [34] ; Such comparison was done using artificial data and public data sets. This section ends presenting results on the ability to detect changes of the ACWM under multidimensional settings.
The artificial data were obtained in MATLAB, and all the experiments were implemented in MATLAB, as well as the graphics produced.
Drift Detection Method (DDM)
This online drift detection method monitors the trace of the error rate of an online classifier, for streaming observations, and considers that the error rate follows the binomial distribution. At each time t, the error rate of the online classifier is the probability of misclassifying, p t , with a standard deviation
According to the Probability Approximately Correct (PAC) learning model, this method assumes that in a stationary concept, the error rate decreases with the number of observations. Therefore, an increase in the error rate indicates a change in the concept. While monitoring the error rate, the DDM stores p min and s min , which correspond to the minimum probability and minimum standard deviation (respectively), and are obtained when p t + s t reaches its minimum value. Based on these minimum values, the DDM establishes two levels as follows: -The warning level: when p t + s t ≥ p min + 2s min ; -The drift level: p t + s t ≥ p min + 3s min ; When the error rate exceeds the lower threshold, the system enters in a warning mode and stores the observations within the warning level in a short-term memory. If the error drops below the threshold again, the warning mode is canceled. However, if the error increases reaching the second (higher) threshold, a change in the concept is assigned. The online classifier is retrained using only the observations in the buffer and reinitializes the variables.
ADaptive WINdowing (ADWIN)
The ADaptive WINDdowing method keeps a sliding window W (with length n) with the most recently received examples and compares the distribution on two sub-windows of W . Whenever two large enough sub-windows, W 0 and W 1 , exhibit distinct enough averages, the older sub-window is dropped and a change in the distribution of examples is assigned. The window cut threshold is computed as follows: Table 9 Average detection delay time (DDT), number of false alarms (#FA) and the number of missed detections (#MD), for the four methods, using the data streams with lengths 2.000, 5.000 and 10.000 and with different slopes in the Bernoulli parameter distribution For slope = 0 (no change) the measurements DDT and #MD are not applicable
, where n 0 and n 1 denote the lengths of W 0 and W 1 .
A confidence value D is used within the algorithm, which establishes a bound on the false positive rate. However, as this first version was computationally expensive, the authors propose to use a data structure (a variation of exponential histograms), in which the information on the number of 1's is kept as a series of buckets (in the Boolean case). It keeps at most M buckets of each size 2 i , where M is a user defined parameter. For each bucket, two (integer) elements are recorded: capacity and content (size or the number of 1s it contains).
Page Hinkley Test (PHT)
To detect increases, the Page-Hinkley Test (PHT) computes the minimum value of cumulative variable: m T = min(U t , t = 1 . . . T ) and monitors the difference between U T and m T : P H T = U T − m T . When the difference P H T is greater than a given threshold (λ) a change in the distribution is assigned. Controlling this detection threshold parameter makes it possible to establish a trade-off between the false alarms and the missed detections.
Experiments with artificial data
To assess the performance of these methods in detecting concept changes in different scenarios, different experiments were carried out. The number of false alarms, the missed detections and detection delay time were evaluated using data underlying a Bernoulli distribution and public data sets.
This set of experiments uses data streams of lengths L = 2.000, 5.000 and 10.000, underlying a stationary Bernoulli distribution of parameter μ = 0.2 during the first L − 1.000 examples. During the last 1.000 examples, the parameter is linearly increased to simulate concept drifts with different magnitudes. The following slopes were used: 0 (no change), 10 −4 , 2.10 −4 , 3.10 −4 and 4.10 −4 . For each type of simulated drift, 100 data streams were generated with different seeds.
These experiments also allow to analyze the influence, in the delay time until detections, of the length of the stationary part (the first L − 1.000 samples). With respect to the ACWMfh, since in this experiment data were binary, the number of bins in the histograms is k = R 2 √ ε = 3 and, therefore, the length of the reference window was set as L/5 (instead as k) and the initial evaluation step (I ni Eval Step) was set to 50. Note that the choice of I ni Eval Step does not great affect the detection delay time results. The change detection threshold (δ) was set to 10 −4 . The parameters δ and λ of the PHT were set equal to 0.05 and 10, respectively. For the ADWIN, the values of 5 and 0.05 were used for the parameters M and δ, in order to present similar false alarm rates to DDM. These parameters values were decided using similar training data. Table 9 shows a summary of the performance of the four methods compared: ADWIN, DDM, PHT and ACWM-fh (with fading factor α = 0.9994). The rows are indexed by the value of L and corresponding slope, presenting the delay time (DDT) until the detection of the change that occurs at Fig. 14 Evolution of the error rate and the delay times in drift detection using the four presented methods (ACWM was performed using fading factors-α = 0.9994). Vertical dashed lines indicate drift in data, and vertical solid lines indicate when drift was detected time stamp L − 1.000 (averaged over the 100 runs), the total number of missed detections (#MD) and the total number of false alarms (#FA).
For different stream lengths, the first row (slope 0) gives the number of false alarms. The PHT tends to present more false alarms than any of the other methods. The ACWM-fh only presents false alarms for streams with a length of 10.000. For these cases, the number of false alarms of ACWM-fh and ADWIN is similar.
In general, the increase in the data streams length leads to an increase in the number of false alarms and missed detections. As is reasonable for all the methods, the increase in the slope of Bernoulli's parameter contributes to a decrease in the time until the change is detected. Fewer false alarms and missed detections resulted also from slope increases. For all the streams and looking at the detection delay time, the ADWIN wins over DDM, presenting a similar number of false alarms and missed detections. For detection delay time, in all the cases, the PHT outperforms the ADWIN. Additionally, in most cases, PHT does not miss changes. However, PHT results are compromised with the highest number of false alarms among the four methods. In a concept drift prob- lem, when a change detector is embedded in a learning algorithm, this is a huge drawback. The occurrence of a concept drift implies the relearning of a new model in order to keep up with the current state of nature. In the presence of a false detection, the model, which is updated, will be unnecessarily replaced by a new one. On the other hand, in learning scenarios, missed detections are also harmful. They entail outdated models that are not describing the new evolving data.
Regarding this trade-off between false alarms and missed detections, the ACWM-fh presents the best results, with detection delay times almost as low as the ADWIN.
Experiments on a public data set
In the previous experiment, the data set did not allow the performance of the different change detection methods to be evaluated in large problems, which is important since concept drift mostly occurs in huge amounts of data arriving in the form of streams. To overcome this drawback, an evaluation of the change detection algorithms was performed using the SEA concepts data set [38] , a benchmark problem for concept drift. Figure 14 shows the error rate (computed using a naive-Bayes classifier), which presents three drifts. The drifts and the corresponding detections, signed by the analyzed methods, are represented by dashed and solid lines, respectively. Concerning the ACWM-fh, since k = 3 and considering the length of the stream, the length of the reference window was set as 1000k (instead as k) and the initial evaluation step (I ni Eval Step) was set to 100k. The change detection threshold (δ) was set to 10 −4 . The input parameters for the other three methods remain the same as in the previous experiment. Table 10 presents the delay time in detecting concept drifts in this data set. In can be seen that all the algorithms require too many examples to detect the first drift. The exception is ACWM-fh (α = 0.9994), which takes only almost half the examples of the second "best" method (ADWIN) to detect the first drift. For all the methods, the resilience to false alarms and the ability to reveal changes without missing detections must be stressed.
Comparing the results in detecting the first drift, the ACWM-fh has a clear advantage, significantly reducing the Concerning the third drift, the performance of ADWIN, PHT and ACWM-fh is similar. These three methods clearly perform better than DDM. It must be pointed out that, with the exception of PHT (which presents 1 false alarm), the other three methods were resilient to false alarms. In evolving learning scenarios, the time required to process examples plays an important role. When comparing the MATLAB execution time of these methods, the ACWM-fh presents smaller execution time against the other methods (for the three drifts), as shown it Table 11 . It must be pointed out that ADWIN was performed in MATLAB, but the code was implemented in JAVA, which may increase the execution time.
Experiments on generated data streams
To compare the performance of the different change detection methods in drift scenarios, several data streams were generated. The data stream generators are Waveform, LED, RT and RBF as implemented in MOA [8] . The Waveform stream is a three class problem defined by 21 numerical attributes, the RBF and the RT streams are two-class problems defined by 10 attributes. The data were generated by emulating a concept drift event as a combination of two distributions. For the Waveform and RBF data sets, the first distribution was generated with the WaveformGenerator and the RandomRBFGenerator (respectively) and the second distribution was generated with the WaveformGeneratorDrift and the RandomRBFGeneratorDrift (respectively). For second stream of Waveform data set, the number of attributes with drift was set to 21. The second RBF stream was generated setting the seed for the random generation of the model to 10 and adding speed drift to the centroids of the model (0.01). For the RT data set, both distributions were generated with the RandomTreeGenerator, varying the seed of the second concept. For all the streams, the change occurs at example 32k. The learning algorithms are VFDT majority class (VFDT-MC) and VFDT Naive-Bayes adaptive (VFDTNBa) as implemented in MOA. Figure 15 presents, for both Fig. 15 Prequential error, for VFDT-MC and VFDT-NBa learning algorithms, for the 3 data sets considered learning algorithms, the prequential error in each data set. After an initial and abrupt decrease, it is possible to observe that around example 32k, the prequential error increases as expected and as a result of the concept drift emulated. Table 12 presents a summary of the performance of the four methods compared: ADWIN, DDM, PHT and ACWMfh (with fading factor α = 0.9994). Besides the detection delay time and the execution time, the total number of missed detections and the total number of false alarms are also shown. The results report the average and standard deviation of 5 runs.
From Table 12 it can be noticed that the drift in the RBF data set is the most difficult to detect, since when using the error from both the learning algorithms, all the 4 methods presented higher detection delay time (with the exception of the ACWM-fh, with fading factor α = 0.9994, when applied to the error of the VFDT-NBa algorithm). It also be stressed out the ability of the 4 change detection methods in detecting drifts and their resilience to false alarms (only the DDM presented 3 false alarms when detecting drifts on the waveform error of the VFDT-NBa algorithm). It can also be observed that for the 3 data sets and both learning algorithms, the ADWIN outperforms the other 3 methods, presenting smaller detection delay time. However, it requires more time to process the data than the other 3 methods (it must be pointed out that ADWIN was performed in MATLAB, but the code was implemented in JAVA, which may increase the execution time). With respect to the other 3 methods, regarding the detection delay and execution times, the ACWM-ff presents the smallest results.
Moreover, as stated before, when learning in dynamic scenarios, the time required to process examples is of utmost importance. When embedding a change detection method in a learning algorithm it must be taking into account the tradeoff between detection delay and execution times. The overall accuracy of the learning algorithm will depend of the earlier adaptation in the presence of drifts. On the other hand, the time required to process examples must be minimal to The results report the average and standard deviation of 5 runs. In parenthesis is the number of runs, if any, where the algorithm misses detection or signals a false alarm: They are in the form (Miss; False Alarm) Fig. 16 Data distribution of each attribute in the MAGIC gamma telescope data set guarantee that the process is performed at the arrival rate of data. Considering the results from this experiment, it seems that the ACWM is the best method to embed in a learning algorithm.
Numerical high dimensional data set: MAGIC gamma telescope benchmark
To evaluate the performance of the ACWM in multidimensional data, the UCI MAGIC gamma telescope [28] data set was used. The use of such data set has the advantage of consisting of two known classes, allowing an easy validation of the splits. This data set, which consists of 19,020 data points in 2 classes with 10 numerical (real) attributes ('fLength', 'fWidth', 'fSize', 'fConc', 'fConc1', 'fAsym', 'fM3Long', 'fM3Trans', 'fAlpha' and 'fDist'). To transform this data set into a data stream with a change, the data set was split on class label, simulating a single stream composed first by the examples of class 'gamma' (12,332 data points) and followed by the examples of class 'hadron' (6688 data points), and the class labels were removed. Figure 16 shows the modified data for each attribute in this data set, in some attributes the change is easily observed, while for other is not noticeable. Since the data are not 'time labeled' and to obtain results independent from the examples order, for each attribute, the examples within each class were shuffled. This strategy was repeated obtaining 100 different ordered data sets.
This approach for detecting changes was evaluated in all these simulated data sets. Performing the change detection test (using ACWM and FCWM), it was expected to detect changes around the class change point (12, 332) . In multidimensional settings, the comparison of distributions must be performed at the same evaluation point for each attribute. Therefore, the initial evaluation step was set to I ni Eval Step = min i=1,...D (k i ), where D is the number of dimensions. In this experiment, the length of the reference window needed to be adjusted because the range of attribute 'fAsym' was around 1000. Therefore, the L RW was set to 3k. The remaining parameters were not adjusted.
Figures 17 and 18 present the detection delay time (average results for 100 runs) and execution time, respectively, of the CMW when performed in this multidimensional data set. It can be observed that, along the different fading factors used in the histograms, the ACWM outperforms FCWM (with similar execution time, as show in Fig. 18 ). The use of fading factors reveals to be advantageous, significantly reducing the detection delay time. It must be pointed out that this decrease in the detection delay time was obtained in similar execution time as presented in Fig. 18 . The resilience to false alarms and the ability to reveal changes without missing detections must be stressed (only in the ACWM-fh with α = 0.9994 was obtained 2 false alarms and 2 missed detections).
Conclusions and further research
This paper presents a windowing scheme to detect distribution and concept changes. The ACWM is based on the online monitoring of the distance between data distributions, Fig. 18 Execution time (over 100 runs) in the MAGIC gamma telescope data set which is evaluated through a dissimilarity measure based on the asymmetry of the Kullback-Leibler divergence. The novelty relies on the approach that provides the representation of the data distribution. The fading histograms provide a more updated representation of the data since outdated data are gradually forgotten. The advantage of such a representation structure works in favor of the detection of changes.
The experimental results on artificial and real data show that when using fading histograms to represent data instead of standard histograms, the time to detect a change is significantly reduced. The obtained results also sustain that the ACWM to detect distribution changes is robust to noise and exhibit a good performance under several stationary phases. Moreover, the experiments carried out with respect to the detection of concept changes show that, considering both the false alarms and the missed detections, the ACWM-fh outperforms the other methods and presents detection delay times similar to ADWIN. The advantage of using fading histograms to compare data distributions is also disclosed in a multidimensional data set. Overall, the ACWM-fh presented a performance which was highly resilient to false alarms, under different kinds of distribution changes. However, this windowing model detects changes but does not provide insights on the description of a change. Nowadays, data are becoming increasingly evolved, making mandatory to go beyond the detection of changes and performing change analysis. For instance, it is important to identify if a change is an increase or a decrease and explore if there are relations or explanations on the occurrence of changes. Furthermore, the construction of the fading histograms must take into consideration that in dynamic scenarios, the range of the variable may shrinks or stretches over time. Therefore, the intervals must be adaptive, evolving over time. Moreover, when embracing the multidimensional data, the ACWM must take into consideration possible correlations between features.
