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Abstract
A variety of modiﬁcations has been employed to Learning Vector Quantiza-
tion (LVQ) algorithms using either crisp or soft windows for selection of data.
Although these schemes have been shown in practice to improve performance, a
theoretical study on the inﬂuence of windows has so far been limited. Here we
rigorously analyse the inﬂuence of windows in a controlled environment of Gaus-
sian mixtures in high dimensions. Concepts from statistical physics and the theory
of on-line learning allow for an exact description of the training dynamics, yield-
ing typical learning curves, convergence properties and achievable generalization
abilities. We compare the performance and demonstrate the advantages of var-
ious algorithms, including LVQ 2.1, Generalized LVQ (GLVQ), Learning From
Mistakes (LFM) and Robust Soft LVQ (RSLVQ). We ﬁnd that the selection of
the window parameter highly inﬂuences the learning curves, but surprisingly not
the asymptotic performances of LVQ 2.1 and RSLVQ. Although the prototypes
of LVQ 2.1 exhibit divergent behavior, the resulting decision boundary coincides
with the optimal decision boundary thus yielding optimal generalization ability.
1 Introduction
Learning Vector Quantization (LVQ) constitutes a family of learning algorithms for
nearest prototype classiﬁcation of potentially high dimensional data (Kohonen, 2001).
The intuitive approach and computational efﬁciency of LVQ classiﬁers have motivated
itsapplicationinvariousdisciplines(seee.g.NeuralNetworksResearch Centre, Helsinki,
2002). Prototypes in LVQ algorithms represent typical features within a data set usingthe same feature space instead of the black-box approach practiced in many other clas-
siﬁers, e.g. feedforward neural networks or support vector machines. This makes them
attractiveto researchers outside the ﬁeld of machine learning. Other advantages of LVQ
algorithmsare(1)theyareeasy toimplementformulti-classclassiﬁcationproblemsand
(2) the algorithm complexity can be adjusted during training as required.
Numerous variants of the original LVQ prescriptions have been proposed towards
achieving better performance, such as LVQ 2.1 (Kohonen, 1990, 2001), LVQ 3 (Koho-
nen, 1990, 2001), Generalized LVQ (GLVQ) (Hammer and Villmann, 2002; Sato and
Yamada, 1995) and Robust Soft LVQ (RSLVQ) (Seo and Obermayer, 2003). Common
themes of these modiﬁcations include an additional parameter which controls the selec-
tion of data to which the system is adapted and variation of the magnitude of prototype
updates. We refer to these in general as window schemes. In the limiting case of hard
or crisp learning schemes, updates are restricted only to examples which fall into this
window. For instance, LVQ 2.1 allows updates as long as the example is in the vicinity
of the current decision boundary. Alternatively, learning schemes can implement a soft
window, e.g. RSLVQ and GLVQ, which considers all examples but adapts the magni-
tude of the update according to their relative distances to the current decision boundary.
In general, the learning behavior of these strategies is not well understood. It is
unclear how the convergence, stability and achievable generalization ability compare
for the different strategies. Fortunately, methods from statistical physics and theory of
on-line learning recently allowed a systematic investigation of very large systems in
the so-called thermodynamic limit. This has been successfully applied in, among oth-
ers, feedforward neural networks, perceptron training and principal component analysis
(Biehl and Caticha, 2003; Engel and van den Broeck, 2001; Saad, 1999). A similar ap-
proach to LVQ-type algorithms, e.g. LVQ 1, unsupervised VQ and rank-based Neural
Gas, was treated in (Biehl et al., 2007; Witoelar et al., 2008).
In this work, we closely examine the inﬂuence of window schemes for LVQ algo-
rithms. Typical learning behavior is studied within a model situation of high dimen-
sional Gaussian clusters and competing prototypes. From this analysis, we can observe
typical learning curves and the convergence properties, i.e. the asymptotic behavior in
the limit of an arbitrarily large number of examples.
Typically the window parameters are selected either heuristically or derived from
prior knowledge of the data and kept ﬁxed during training. The optimal parameter
settings are chosen according to a computationally expensive validation procedure. It
is also possible to treat the hyperparameters as dynamic properties during learning, e.g.
by means of an annealing schedule (Seo and Obermayer, 2006) or a gradient-based
optimization method (Bengio, 2000). Using the model described in this paper, one
can investigate the optimality of the parameters for both ﬁxed and dynamic settings in
representative model situations.
2 Model
Throughout the paper, we study LVQ algorithms in a model situation: high dimen-
sional data are generated from a mixture of M Gaussian clusters and presented to a
system of two or three prototypes. We restrict ourselves to the analysis of isotropic
2and homogeneous clusters, i.e. each cluster ￿ generates only data with one of the class
labels y￿ = {1,2,...,Nc} where Nc is the number of classes. Examples {￿￿,y￿
￿} with
￿￿ ∈ I RN are drawn independently according to the probability density function
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M X
￿=1
p￿P(￿∣￿) with P(￿∣￿) =
1
(2￿v￿)N/2 exp
￿
−
1
2v￿
(￿ − ℓ￿B￿)
2
￿
(1)
where p￿ are the cluster-wise prior probabilities and
P
￿ p￿ = 1. The components of
vectors ￿￿ from cluster ￿￿ are random numbers with mean vectors ℓ￿B￿ and variance
￿￿. The unit vectors B￿ determine the orientation of cluster centers. Similar densities
have been studied in (Barkai et al., 1993; Biehl, 1994; Biehl et al., 2007; Meir, 1995).
In this framework we formally exploit the thermodynamic limit N → ∞ corre-
sponding to very high dimensional data. This has simplifying consequences which will
be present throughout the paper. Note that on random subspace projections, data from
different clusters completely overlap and are not separable. The clusters become ap-
parent only in the, at most, M-dimensional space spanned by vectors {B￿}M
￿=1. The
non-trivial goal is to identify this subspace from the N-dimensional data.
We bring attention to the readers on the scaling of the model. The anisotropy of this
data distribution is very weak: while the mean of cluster ￿, given by ℓ￿B￿, is a vector
of length O(1), the average squared length of the data vectors (￿)2 is in the order O(N).
Obviously,thismodelis greatlysimpliﬁedfrompractical situations. Howeveritrep-
resents an ideal scenario to analyse the considered learning algorithms using Gaussian
modeling of feature vectors, which is a common technique in many practical scenar-
ios. We can expect that algorithms which do not perform well on this idealized model
will also be inappropriate for real life problems. While more complex behaviors are
expected in practical applications, the non-trivial effects already observed in this model
will clearly inﬂuence the outcome under more general circumstances.
3 Algorithms
We shortly review LVQ algorithms and their corresponding window schemes. For the
two-class model deﬁned in Section 2, we deﬁne an LVQ system as a set of K prototypes
W = {wS,cS}K
S=1 with wS ∈ I RN and cS = {1,2,...,Nc}. Classiﬁcation is imple-
mented through a nearest prototype scheme: novel examples will be assigned to the
class of the closest prototype according to a dissimilarity measure. Here we restrict the
measure to the squared Euclidean distance d
￿
S = (￿￿ − wS)
2 for a given novel example
￿￿. In the on-line algorithm, examples are presented sequentially to the system and the
prototypes are adapted by the following update step
w
￿
S = w
￿−1
S +
￿
N
fS [d
￿
1,...,d
￿
K,y
￿
￿,...]
￿
￿
￿ − w
￿−1
S
￿
, (2)
where w
￿
S denotes the prototype after presentation of ￿ examples and the learning rate
￿ is rescaled with N. We use the shorthand fS for the modulation function which
controls, along with the learning rate ￿, the magnitude of the update of wS towards or
away from the current example. In this work, we investigate several LVQ prescriptions
which include window schemes.
33.1 LVQ 2.1
LVQ 2.1 was proposed by Kohonen aiming at efﬁcient separation between prototypes
of different classes and has been shown to provide good classiﬁcation results (Kohonen,
1990; Neural Networks Research Centre, Helsinki, 2002). Given an example ￿￿, two
nearest prototypes wS and wT are updated if the following conditions are met: (i) the
classes cS and cT are different, and (ii) either cS or cT is equal to y￿
￿. The prototypewith
the correct class is moved towards the data while the other is moved farther away with
fS = 1,fT = −1 if cS = y￿
￿; fS = −1,fT = +1 else.
It is well known that such learning rule has stability problems for unbalanced data
sets, resulting in diverging prototypes with deteriorating performance (Kohonen, 1990).
Therefore, LVQ 2.1 restricts updates to examples ￿￿ which fall into a window around
the decision boundary.
min
￿
d
￿
T
d
￿
S
,
d
￿
S
d
￿
T
￿
> ￿, with ￿ =
1 − !
1 + !
(3)
where ! is a window parameter, 0 < ! ≤ 1 and therefore 1 > ￿ ≥ 0. However,
this window is ineffective for very high dimensional data, as we obtain limN→∞(￿￿ −
wS)2 ≈ (￿￿)
2 because (￿￿)
2 = O(N) terms dominate the other O(1)-terms, i.e.
(wS ⋅ ￿￿) and (w2
S). Consequently, this window deﬁnition does not work in very high
dimensions, evidenced by
lim
N→∞
min
 ￿
￿￿ − w
￿−1
T
￿2
￿
￿￿ − w
￿−1
S
￿2,
￿
￿￿ − w
￿−1
S
￿2
￿
￿￿ − w
￿−1
T
￿2
!
= 1, (4)
which implies that every example falls into the window. Therefore, in the following we
implement the constraint
￿ ￿(￿
￿ − wT)
2 − (￿
￿ − wS)
2￿ ￿ ≤ k min
￿
(￿
￿ − wS)
2,(￿
￿ − wT)
2￿
(5)
where k is a small positive number. Note that the term (￿￿)2 = O(N) cancels out on
the left hand side, while it dominates on the right hand side for N → ∞. Thus, the
right hand side becomes k ⋅ (￿￿)2 and the condition is non-trivial only if k = O(1/N).
We introduce the rescaled window parameter ￿ = k ⋅ (￿￿)2 = O(1) so that the window
scheme is −￿ ≤ (d
￿
T − d
￿
S) ≤ ￿; ￿ is positive. We describe these rules as the following
modulation function
fS = ￿(cS,y
￿
￿)
X
T:cT∕=cS
￿
Θ
−￿
ST − Θ
+￿
ST
￿ Y
U∕=S,T
ΘSUΘTU (6)
with ￿(cS,y￿
￿) = 1 if cS = y￿
￿ and ￿(cS,y￿
￿) = −1 else. We use the shorthand notations
Θ￿
ji ≡ Θ(d
￿
i − d
￿
j − ￿) and Θji ≡ Θ0
ji = Θ(d
￿
i − d
￿
j), where Θ(x) is the Heaviside
function Θ(x) = 1 if x > 0;0 else.
We sum over prototypes {wT∣cT ∕= cS} and terms
￿
Θ
−￿
ST − Θ
+￿
ST
￿
= Θ(d
￿
T − d
￿
S +
￿)−Θ(d
￿
T −d
￿
S −￿) enforce the window condition. The product term
Q
U∕=S,T ΘSUΘTU
singles out instances where wS and wT are the two closest prototypes. This form of fS
allows for the analysis given in Section 4.
43.2 LFM-W
A simple modiﬁcation to overcome the stability problems of LVQ 2.1 is restricting
updates only on misclassiﬁed examples. Analogous to perceptron learning, we term
this update rule as Learning From Mistakes (LFM). Here, the closest prototype wJ
with the same class cJ = y￿
￿ (correct winner) and closest prototype wK with a different
class cK ∕= y￿
￿ (incorrect winner) are updated with fJ = +1 and fK = −1, if the
example is misclassiﬁed. On the contrary, if the winning prototype is already correct,
the conﬁguration is left unchanged. This prescription can be interpreted as a limiting
case of cost function based Robust Soft LVQ (RSLVQ), which will be explained later
in this section. Because the cost function of RSLVQ is bounded from below, stability
can also be expected in LFM.
The performance of LFM can be improved by including data selection of data using
thewindowrulein Eq. (5). Werefer tothis algorithmas LFM witha window(LFM-W),
represented by the modulation function
fS =
⎧
  ⎨
  ⎩
X
K:cK∕=y￿
￿
ΘKS − Θ
￿
KS
￿
 (S,K) if cS = y￿
￿
X
J:cJ=y￿
￿
ΘSJ − Θ
￿
SJ
￿
 (J,S) else.
(7)
with  (J,K) =
Q
T:cT=y￿ ΘJT
Q
U:cU∕=y￿ ΘKU which identiﬁes cases with wJ being the
correct winner and wK being the incorrect winner:  (J,K) = 1 if this condition is
fulﬁlled and  (J,K) = 0 else. Terms in parentheses single out misclassiﬁed examples
which fall into the window.
3.3 GLVQ
Earlier LVQ prescriptions, including LVQ 2.1, were based on heuristic grounds. In
contrast, a popular variant termed the Generalized LVQ was proposed in (Sato and
Yamada, 1995) which introduced the cost function
E =
X
￿
Φ(￿(￿
￿)) with ￿(￿
￿) = C ⋅
d
￿
J − d
￿
K
d
￿
J + d
￿
K
(8)
where Φ(￿) is a (usually non-linear) monotonically increasing function, wJ is the near-
est correct prototype and wK is the nearest incorrect prototype to the example ￿￿. We
insert the scaling parameter C which will be required for high dimensions. Stochastic
gradient procedure on (8) yields the learning rule
fJ = 2C
∂Φ(￿)
∂￿
d
￿
K
(d
￿
J + d
￿
K)
2 , fK = −2C
∂Φ(￿)
∂￿
d
￿
J
(d
￿
J + d
￿
K)
2 . (9)
Here the usefulness of selecting a non-linear Φ(￿) is shown. For instance, in (Hammer
and Villmann, 2002; Sato and Yamada, 1995), the sigmoid function is chosen: Φ(￿) =
1/(1 + exp(−￿)). The form of ∂Φ(￿)/∂￿, which has a single peak at ￿ = 0, can be
interpreted as a soft window around the decision boundary.
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Figure 1: Left panel: The form of the chosen Φ(￿) in GLVQ, in comparison to the
sigmoidal function Sig(￿). The derivatives produce a soft window. Middle and right
panel: The RSLVQ modulation function fS for class 1 (∘) when presented with data
from class 1. The ﬁgures display the difference between smaller vsoft (left) and larger
vsoft (right).
In the high dimensional limit, we notice that (d
￿
J + d
￿
K) is dominated by (￿￿)2-
terms and, effectively, becomes a constant O(N)-term: 1/N(d
￿
J +d
￿
K) = 1+O(1/N).
Therefore the denominator term in (8) becomes constant:
lim
N→∞
E = lim
N→∞
X
￿
Φ
￿
C
d
￿
J + d
￿
K
(d
￿
J − d
￿
K)
￿
=
X
￿
Φ
￿
1
vG
(d
￿
J − d
￿
K)
￿
. (10)
To obtain a non-zero argument, C must also be in the order O(N), and we rescale
using vG = (d
￿
J + d
￿
K)/C = O(1). The parameter vG determines the softness of the
window, provided that an appropriate non-linear Φ(￿) is chosen. Note that GLVQ can
be simpliﬁed to LVQ 2.1 without a window using the identity function Φ(￿) = ￿.
The cost function in (8) becomes E =
P
￿ (d
￿
J − d
￿
K)/vG, where vG could be set to
1 without changing its learning behavior. The modulation function is then reduced to
fJ = +1, fK = −1.
In this paper, we choose the cumulative normal distribution
Φ(￿) =
Z ￿
−∞
1
√
2￿
exp
￿
−
t2
2
￿
dt (11)
where ∂Φ(￿)/∂￿ = ￿(￿) =
￿
1/
√
2￿
￿
exp(−￿2/2). Note that this form implements
a Gaussian window similar to the sigmoidal cost described in (Hammer and Villmann,
2002; Sato and Yamada, 1995) and therefore produces a qualitatively similar behavior,
see Figure 1 for the comparison.
Plugging in the form of (10), we obtain the learning rules
fJ = +
2
vG
￿
￿
dJ − dK
vG
￿
, fK = −
2
vG
￿
￿
dJ − dK
vG
￿
(12)
6We can write the modulation function as
fS =
⎧
   ⎨
   ⎩
X
K:cK∕=y￿
￿
2
vG
￿
￿
dS − dK
vG
￿￿
 (S,K) if cS = y￿
￿
−
X
J:cJ=y￿
￿
2
vG
￿
￿
dJ − dS
vG
￿￿
 (J,S) else.
(13)
with  (J,K) =
Y
T:cT=y￿
ΘJT
Y
U:cU∕=y￿
ΘKU.
3.4 RSLVQ
The Robust Soft LVQ algorithm (Seo and Obermayer, 2003) was derived using a sta-
tistical modeling of the data and designed to overcome the stability problem of LVQ
2.1. RSLVQ introduces soft prototype assignments which act similarly to a soft win-
dow around the decision boundary. This algorithm minimizes a bounded cost function
E = −ln(L) where L is based on a likelihood ratio function of a mixture model, de-
scribed as
L =
Y
￿
p(￿￿,y￿
￿∣W)
p(￿￿∣W)
with
⎧
     ⎨
     ⎩
p(￿
￿,y
￿
￿∣W) =
K X
{S:cS=y
￿
￿}
PS p(￿
￿∣S),
p(￿
￿∣W) =
Nc X
y￿=1
K X
{S:cS=y
￿
￿}
PS p(￿
￿∣S),
(14)
where p(￿￿∣W) approximates the actual probability density P(￿), c.f. (1). It is assumed
that every component wS of the mixture generates examples which belong to one class,
viz. cS. N￿ is the number of classes and PS is the probability that the examples are
generated by a particular component wS and p(￿￿∣S) is the conditional probability that
wS generates a particular example ￿￿.
The learning rule is obtained by performing stochastic gradient descent on the cost
function E with respect to wS. We examine it for a Gaussian mixture ansatz as in
(Seo and Obermayer, 2003), where it is chosen p(￿￿∣S) = (2￿vS)(N/2) exp(−d
￿
S/2vS).
Furthermore, every component is assumed to have equal probability P(S) = 1/K, ∀S
and equal variance vS = vsoft, ∀S where vsoft is called the softness hyperparameter. This
gives the following modulation function
fS =
1
vsoft
￿
P￿(S∣￿￿) − P(S∣￿￿), if cS = y￿
￿
−P(S∣￿￿), else.
with the assignment probabilities
P￿(S∣￿
￿) =
exp(−d
￿
S/2vsoft)
P
j:cj=￿￿ exp
￿
−d
￿
j/2vsoft
￿ , P(S∣￿
￿) =
exp(−d
￿
S/2vsoft)
P
j exp
￿
−d
￿
j/2vsoft
￿, (15)
see (Seo and Obermayer, 2003) for the derivations. P￿(S∣￿￿) describes the posterior
probabilitythat￿￿ isassignedto thecomponentS ofthemixture, giventhattheexample
7is generated by the correct class. P(S∣￿￿) describes the posterior probability that ￿￿ is
assigned to thecomponent S of the completemixtureusing all classes. As vsoft becomes
smaller, the updates become smaller for correctly classiﬁed examples and larger for
incorrectly classiﬁed examples, see Fig. 1.
Note than the limiting case of vsoft is particularly simple. The assignments of Eq.
(15) become hard assignments, i.e.
P￿(S∣￿
￿) =
(
1, if d
￿
S = min
{j:cj=￿￿}
￿
d
￿
j
￿
0, else
, P(S∣￿
￿) =
(
1, if d
￿
S = min
{j}
￿
d
￿
j
￿
0, else
(16)
Plugging the above into (15), we obtain the learning rule for learning from mistakes
(LFM), described in section 3.2.
4 Analysis
In this section we describe the methods to analyse the learning dynamics in LVQ al-
gorithms. Following the lines of the theory of on-line learning (see e.g. Biehl and
Mietzner, 1993; Biehl and Schwarze, 1993; Engel and van den Broeck, 2001; Saad,
1999), the system can be fully described in terms of a few characteristic quantities, so-
called order parameters, in the thermodynamic limit N → ∞. A suitable set of order
parameters for the considered learning model is:
R
￿
S￿ = w
￿
S ⋅ B￿ Q
￿
ST = w
￿
S ⋅ w
￿
T. (17)
Note that RS￿ are the projections of prototype vectors w
￿
S on the center vectors B￿
and Q
￿
ST correspond to the self- and cross- overlaps of the prototype vectors. From the
generic update rule deﬁned above, Eq. (2), we can derive the following recursions in
terms of the order parameters:
R
￿
S￿ − R
￿−1
S￿
1/N
= ￿fS
￿
b
￿
￿ − R
￿−1
S￿
￿
Q
￿
ST − Q
￿−1
ST
1/N
= ￿
￿
fT
￿
ℎ
￿
S −Q
￿−1
ST
￿
+ fS
￿
ℎ
￿
T −Q
￿−1
ST
￿￿
+ ￿
2fSfT(￿￿)2
N
+O
￿
1
N
￿
(18)
where the input data vectors ￿￿ enter the system as their projections ℎ
￿
S and b￿
￿, deﬁned
as
ℎ
￿
S = w
￿−1
S ⋅ ￿
￿ b
￿
￿ = B￿ ⋅ ￿
￿. (19)
In the limit N → ∞, the O(1/N) term can be neglected and the order parameters
self average (Reents and Urbanczik, 1998) with respect to the random sequence of ex-
amples. This means that ﬂuctuations of the order parameters vanish and the system
dynamics can be described exactly in terms of their mean values. Also for N → ∞, the
rescaled quantity ￿ ≡ ￿/N can be conceived as a continuous time variable. Accord-
ingly, the dynamics can be described by a set of coupled ordinary differential equations
8(ODE) (Ghosh et al., 2006)after performing an average overthe sequence of input data:
dRS￿
d￿
= ￿
￿
⟨b￿fS⟩ − ⟨fS⟩RS￿
￿
dQST
d￿
= ￿
￿
⟨ℎSfT⟩ − ⟨fT⟩QST + ⟨ℎTfS⟩ − ⟨fS⟩QST
￿
+ ￿
2X
￿
p￿￿￿⟨fSfT⟩￿ (20)
where ⟨.⟩ and ⟨.⟩￿ are the averages over the density P(￿) and P(￿∣￿). To simplify the
last term of Eq. (20), we used
lim
N→∞
⟨fSfT￿
2⟩/N = lim
N→∞
X
￿
p￿(￿￿N + ℓ
2)⟨fSfT⟩￿/N =
X
￿
p￿￿￿⟨fSfT⟩￿.
In various sections in this paper, we investigate learning behaviors using small learning
rates ￿ → 0 and neglect the ￿2 terms in Eq. (20). Non trivial behavior is only expected
by taking the simultaneous limit ￿ → 0,￿ → ∞ and rescaling e ￿ = ￿￿ in Eq. (20).
Exploiting the limit N → ∞ once more, the quantities ℎ
￿
S,b￿
￿ become correlated
Gaussian quantities by means of the Central Limit Theorem. Therefore, they are fully
speciﬁed by ﬁrst and second moments, detailed in Appendix A:
⟨ℎ
￿
S⟩￿ = ℓ￿R
￿−1
S￿ , ⟨b
￿
￿⟩￿ = ℓ￿￿￿￿, ⟨ℎ
￿
Sℎ
￿
T⟩￿ − ⟨ℎ
￿
S⟩￿⟨ℎ
￿
T⟩￿ = ￿￿Q
￿−1
ST
⟨b
￿
￿b
￿
￿⟩￿ − ⟨b
￿
￿⟩￿⟨b
￿
￿⟩￿ = ￿￿T￿￿, ⟨ℎ
￿
i b
￿
￿⟩￿ − ⟨ℎ
￿
i ⟩￿⟨b
￿
￿⟩￿ = ￿￿R
￿−1
i￿ . (21)
where S,T are prototypeindices, ￿,￿,￿ are cluster indices, ￿ is the Kronecker delta and
T￿￿ ≡ B￿ ⋅ B￿ is an overlap measure between clusters.
Thus, the above averages ⟨fS⟩, ⟨ℎTfS⟩ and ⟨bTfS⟩ reduce to Gaussian integrations
inK+M dimensionsandcanbeexpressedin{RS￿,QST}, seeAppendixB. Forvarious
algorithms and a system with two competing prototypes, the averages can be calculated
analytically. For three or more prototypes, the mathematical treatment becomes more
involved and requires multiple numerical integrations.
Given the averages for a speciﬁc modulation function fS, we obtain a closed set
of ODE. Using initial conditions {RS￿(0),QST(0)}, we integrate this system for a
given algorithm and obtain the evolution of order parameters in the course of train-
ing, {RS￿(￿),QST(￿)}. The generalization error ￿g, i.e. the probability of the closest
prototype wS carrying an incorrect label, is determined by considering the contribution
from each cluster separately:
￿g =
M X
￿=1
p￿￿g,￿ with ￿g,￿ =
K X
S:cS∕=y￿
￿ K Y
T∕=S
ΘST
￿
￿
, (22)
which can be calculated from {Ri￿(￿),Qij(￿)}. For instance, for the simplest system
with two clusters ￿ = {+,−} and prototypes w+ and w−, the generalization error is
written explicitly in terms of order parameters as
￿g,￿= Φ
 
Q￿￿−Q−￿,−￿−2ℓ￿(R￿,￿−R−￿,￿)
2
√
v￿
p
Q￿￿ − 2Q￿,−￿ + Q−￿,−￿
!
, (23)
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Figure 2: Left panel: Evolution of the order parameters {RS￿,QST} for LVQ 2.1 with
K = 2, M = 2, ℓ1 = ℓ2 = 1,p1 = 0.7,v1 = v2 = 1 and learning parameters ￿ = 0.1
and ￿ = 1. Solid lines represent {RS￿,QST} obtained from the theoretical analysis,
while bars represent the variance as produced by Monte Carlo simulations for N = 100
over 100 independent runs. Right panel: Inﬂuence of a window on LVQ 2.1 at learning
time ￿ = 40. Prototypes are projected on the (B+,B−) subspace for ￿ = 1 (∘), ￿ = 5
(△) and unrestricted LVQ 2.1 (□). In the latter, one prototype strongly diverges. The
resulting decision boundaries are indicated by chained lines. The origin is marked by
(⋅) and the cluster centers are marked by (∗).
with Φ(x) =
R x
−∞ dt
1 √
2￿ exp(−t2/2), detailed in Appendix D. The form of ￿g,￿ for
systems with more prototypes is more involved, and we refer the ﬁnal result of the
calculations to Appendix D. We obtain the learning curve ￿g(￿) which quantiﬁes the
success of training. This method of analysis shows excellent agreement with Monte
Carlo simulations of the learning system for dimensionality as low as N = 100, as
demonstrated in Fig. 2.
5 A simple case: two prototypes, two clusters
In this section we discuss in detail the results of the analysis for the simplest non-trivial
problem: two-prototype LVQ 2.1, GLVQ, LFM-W and RSLVQ systems and M = 2
withoneGaussian clusterperclass. Themodeldatais givenin section 2. Forsimplicity,
we denote the two clusters as ￿ = {+,−} and without loss of generality can choose
ℓ+ = ℓ− = ℓ and orthonormal B￿, i.e. Bi ⋅ Bj = 1 if i = j; 0 else.
We place an emphasis on the asymptotic behavior in the limit ￿ → ∞, i.e. the
achieved performance for an arbitrarily large number of examples. The asymptotic
generalization error ￿g(∞) scales with the learning rate, analogous to minimizing a cost
function in stochastic gradient descent procedures. For LVQ 2.1 and RSLVQ, the best
achievable generalization error is obtained in the simultaneous limit of small learning
rates ￿ → 0, ￿ → ∞ and rescaling e ￿ = ￿￿ → ∞. Howeverthis limit is not meaningful
for LFM, as will be explained later.
In this simple scenario, it is possible to exactly calculate the best linear decision
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Figure 3: Generalization error ￿g for LVQ 2.1 with K = 2,M = 2,ℓ = 1,p+ =
0.8,p− = 0.2 and ￿ → 0. Left panel: ￿g vs e ￿ using ￿ = 1,5,20 and without a
window. Note the logarithmic scaling on the horizontal axis. The asymptotic errors for
all settings of ￿ converge at ￿g
bld, indicated by the dotted line. Right panel: ￿g at ﬁxed
learning times e ￿ = 2,5 and 20 as a function of ￿.
boundaries (BLD) by linear approximation of the Bayesian optimal decision boundary,
see (Biehl et al., 2004) for thecalculations. We compare theresults from each algorithm
to the best linearly achievable error ￿g
bld.
5.1 LVQ 2.1
We ﬁrst examine two-prototype systems, i.e. K = 2. Figures 2 illustrate the evolution
of order parameters under the inﬂuence of a window and the trajectories of the proto-
types projected onto the (B+,B−) subspace. Without additional constraints, LVQ 2.1
with two prototypes displays a strong divergent behavior in a system with unbalanced
data, i.e. p+ ∕= p−. The repulsion factor dominates for the prototype representing the
weaker cluster, here w2. The order parameters associated with this prototype increase
exponentially with e ￿. As e ￿ → ∞, w2 will be arbitrarily far away from the cluster
centers and the asymptotic generalization error is trivial, ￿g(∞) = min(p+,p−).
Implementing the window scheme, w2 is repulsed until the data densities of both
classes within the window become more balanced. Subsequently, the order parameters
changewithmorebalancebetween bothprototypes. Therepulsionfactorstilldominates
its counterpart, therefore both prototypes still diverge, viz. RS￿ for both prototypes
display a linear change with e ￿ at large e ￿, but the decision boundary remains stable.
Trivial classiﬁcation is prevented, see the generalization error curves ￿g vs. e ￿ in the
left panel of Fig. 3. Obviously, for smaller ￿ a considerable amount of data is ﬁltered
out and the initial learning stages slow down signiﬁcantly. Meanwhile for large ￿, ￿g
becomes non-monotonic and converges more slowly.
Hence the performance at ﬁnite e ￿ is dependent on ￿, displayed in Fig. 3, and pa-
rameter settings are highly critical in practical applications. Given learning time e ￿,
an optimal choice of ﬁxed ￿ exists, which clearly depends on the properties of the data.
Withlarger e ￿, ￿g becomes lesssensitivetowards￿ and theoptimalsettingof￿ is smaller.
Surprisingly, ￿ only inﬂuences the convergence speed while the non-trivial asymptotic
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Figure 4: LFM-W with p+ = 0.6,ℓ = 1,v+ = v− = 1. Left: Asymptotic prototype
conﬁguration for LFM and LFM-W ￿ = 5 and 4.5, projected on {B+,B−}. Cluster
centers ℓB+,ℓB− are indicated by ∗. The projection of w1,w2 lie parallel to the sym-
metry axis ℓ(B+ −B−), although they retain components orthogonal to the {B+,B−}
subspace. Right: ￿g(∞) as a function of the window size ￿. The lines correspond to
learning rates ￿ = 0.2,0.5 and 1.0.
generalization error ￿g(∞) is insensitive to the choice of ￿ and equals the best achiev-
able error ￿g
bld for each setting. This can be explained as follows. We can compare the
asymptotic decision boundary to the BLD: the angle between them is equal to the angle
between (w1 − w2) and (B+ − B−). This is calculated, using (17) and the orthonor-
mality of B+ and B−, as
' = arccos
￿
R1+ + R1− − R2+ + R2− √
2(Q11 − 2Q12 + Q22)
￿
, (24)
which is found to be zero for large e ￿. Hence, the decision boundary becomes parallel
to the BLD and only its offset produces the difference between ￿g(∞) and ￿g
bld. In low
dimensions, this offset oscillates around zero due to the window rule. In the thermody-
namic limit, the ﬂuctuations vanish and the LVQ 2.1 decision boundary coincides with
the BLD.
5.2 LFM-W
The LFM scheme performs updates identical to LVQ 2.1 with the condition that the
example is misclassiﬁed. A detailed investigation into the characteristics of K = 2 un-
restricted LFM has been presented in (Biehl et al., 2007). There, it was shown that LFM
producesstableprototypeconﬁgurationsforﬁnitelearningrates ￿. Theprojectionofthe
prototypes lies parallel to the symmetryaxis ℓ(B+−B−), displayed in Fig. 4. However
the prototypes w1 and w2 retain components orthogonal to the two dimensional sub-
space spanned by the cluster centers, indicated by QST > RS+RT+ + RS−RT− which
implies
∣wS∣
2 > ∣RS+B+ + RS−B−∣
2.
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Figure 5: Left panel: Q11 and Q22 for GLVQ (solid lines), compared to unrestricted
LVQ 2.1 (dashed lines). The soft window of GLVQ slows down the repulsion of one
prototype, but the prototypes remain divergent. Here p+ = 0.7,ℓ = 1,v+ = 2,v− = 5,
￿ = 0.25. Right panel: Learning curves ￿g vs. ￿ for softness vG = 2,5 and 50, note the
logarithmic horizontal axis. The learning rates are maintained at ￿/vG = 0.1. Large vG
produces better asymptotic generalization error, but may exhibit non-monotonic behav-
ior and require very long learning times.
The asymptotic generalization error ￿g(∞) is suboptimal and insensitive to ￿: the
asymptotic decision boundary remains at an angle ' from the optimal hyperplane, c.f.
Eq. (24), independent of ￿. The Euclidean distance between prototypes is given by the
quantity
Δq =
p
(w1 − w2)2 =
p
Q11 − 2Q12 + Q22 , (25)
which is found to be proportional to ￿ for ￿ → ∞. At ￿ → 0, Δq → 0 and the
prototypes coincide, and this limit is not meaningful in LFM.
In this analysis, we observe that window schemes can dramatically improve per-
formance of LFM. Using a window, the tilt of the decision boundary from the optimal
hyperplane, i.e ' in (24), is reduced, resulting in lower ￿g(∞). We observe that ￿g(∞)
decreases along with reducing ￿, displayed in the right panel of Fig. 4. However, a
critical window size ￿c exists where the LFM unexpectedly becomes divergent and no
stationary state exists. Smaller windows ﬁlter examples which produce more repulsion
in the orientation of the cluster centers, and we observe asymptotically larger Δq as ￿
decreases. This is clearly observed in Fig. 4. Given a sufﬁciently small ￿, it is possible
that the repulsion factor entirely outweighs the attractive factor. At ￿ < ￿c, it performs
similar to LVQ 2.1: the angle ' becomes zero and ￿g(∞) is close to the best achievable
error.
Unlike the unrestricted case, the learning rate ￿ can inﬂuence the asymptotic perfor-
mance. The learning rate and window size are indirectly related, as shown in the right
panel of Fig. 4. For example, learning with small learning rates requires smaller win-
dows to achieve optimal asymptotic error. Note that the inﬂuence of the window size
depends heavily on the structure of the data. For various data models, efﬁcient window
settings may only exist on a very limited range and window schemes may be ineffective
to improve generalization performance while still maintaining stability.
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5.3 GLVQ
Apart from the inﬂuence of vG to the overall learning rate, small vG corresponds to a
sharp peak around the decision boundary while large vG corresponds to a very large
window. Figure 5 displays the prototype lengths while using GLVQ: the soft window
slows down the strong repulsion of the prototype of the weaker cluster, as opposed to
unrestricted LVQ 2.1. While both prototypes still diverge because the cost function at
N → ∞ is not bounded, c.f. (10), the asymptotic ￿g remains non-trivial, see Fig. 5.
Note that vG directly relates to the overall learning rate ￿/vG, refer to Eq. (13),
which inﬂuences the level of noise in stochastic gradient procedures. We compare re-
sults with respect to vG, while maintaining at equal overall learning rate by keeping
￿/vG constant, in Fig. 5. Performance deteriorates at smaller vG, where training slows
down at intermediate stages and converges at a higher error. However, very large vG
allows strong repulsion of the weaker prototype which results in non-monotonic ￿g and
long learning convergence times. Surprisingly, the soft GLVQ window is outperformed
by the simple hard or crisp window of LVQ 2.1. This is caused by the long tail of the
modulationfunction which sums up into a large repulsion, whereas in the crisp window,
only data near the decision boundary are considered.
Figure 6 displays the cost function during learning. In the initial learning stages,
the minimization of the cost function E leads to fast decrease of ￿g. However, while
the cost function continues to decrease monotonically, ￿g behaves non-monotonically.
While many techniques are developed to improve minimization procedures of E, it is
important to evaluate the choice of E and its correlation to the desired generalization
performance.
5.4 RSLVQ
Finally in this section, we study the inﬂuence of the softness parameter vsoft in the
RSLVQ algorithm. Note that in (Seo and Obermayer, 2003), the learning rate ￿ and
softness parameter vsoft are treated independently using separate annealing schedules.
14In this section, we assume ￿ decreases proportionally with vsoft, i.e. a ﬁxed overall
learning rate ￿/vsoft is maintained, as in (Seo and Obermayer, 2006).
We ﬁrst investigate model scenarios with equal variance clusters v+ = v− and un-
balanced data p+ ∕= p−. We observe the inﬂuence of vsoft on the learning curves, dis-
played on the left panel of Figure 7. The generalization error curve depends on vsoft: at
large vsoft, ￿g may exhibit non-monotonic behavior, reminiscent of LVQ 2.1. Because
of this behavior, the learning process may require long learning times before reaching
the asymptotic conﬁguration. This is an important consideration for practical applica-
tions which often uses early stopping strategies to avoid overtraining. Meanwhile, the
algorithm minimizes the cost function E in (14) monotonically, see Fig. 6. Thus, the
decrease in E does not always result in a decrease of ￿g.
A major advantage of the RSLVQ algorithm is the convergence of prototypes, i.e. a
stationary conﬁguration of order parameters exists for ﬁnite vsoft. The asymptotic con-
ﬁguration of prototypes are displayed in Fig. 8. At e ￿ → ∞, the softness parameter
controls only the distance between the two prototypes: Δq as deﬁned in Eq. (25), de-
creases linearly with vsoft. Note that under the conditions p+ = 0.5,vsoft = v+ = v− and
initialization of prototypes on the symmetry axis, each prototype is located at its cor-
responding cluster center, i.e. the RSLVQ mixture model matches exactly to the actual
input density.
Figures 7 compare the asymptotic errors in the case of ￿/vsoft = 1 (left panel) and
smalllearning rates ￿/vsoft → 0 (right panel). In theformer case, performance improves
with large vsoft: at small vsoft, the system converges at high ￿g similar to LFM, while at
larger vsoft, it approaches the best linear decision. Meanwhile, at small learning rates,
the asymptotic error becomes independent to vsoft. Therefore, given sufﬁciently small
learning rates, RSLVQ becomes robust wrt. its softness parameter.
In the equal variance scenario, the asymptotic decision boundary always converges
tothebestlineardecisionboundaryforallsettingsof{p+,p−} andRSLVQ outperforms
both LFM and LVQ 2.1, as it provides robustness, stability and low generalization error.
On the other hand, a scenario with unequal class variances presents an interesting
case where RSLVQ with global vsoft fails to match the model. RSLVQ remains robust,
i.e. the decision boundary converges to identical conﬁgurations for all settings of vsoft,
see Fig. 8. However, theasymptoticresultsare suboptimal. WhileRSLVQ isinsensitive
to the priors of the clusters, its performance wrt. the best achievable error is sensitive
to the cluster variances, e.g. at highly unbalanced ￿+/￿−, RSLVQ generalizes poorly
and is outperformed by the simpler LVQ 2.1. In practical applications, vsoft may be
set locally for each prototype to accommodate such scenarios, but this case cannot be
treated along the lines of the present analysis in a straightforward way.
6 Optimal window schedules
We have observed in sections 5.1 and 5.2 the learning curves and asymptotics of LVQ
2.1 and LFM-W wrt. ﬁxed window parameters. Although small windows allow optimal
￿g(￿ → ∞), their obvious disadvantages are slower initial learning and convergence
speed. Thissuggeststhaton-lineperformancecanbeimprovedbyadjustingthewindow
along with the number of examples presented. In this section we treat the window
150 50 100 150
0.2
0.22
0.24
0.26
0.28
α
ǫ
g
10
−2
10
0
10
2
10
4 0.24
0.25
0.26
0.27
0.28
0.29
0.3
e α
ǫ
g
v
soft=1
v
soft=2
v
soft=10
v
soft=20
bld
v
soft=1
v
soft=2
v
soft=10
v
soft=20
bld
Figure 7: Learning curves ￿g for RSLVQ using softness parameter vsoft = 1,2,10 and
20. Left: p+ = 0.7 and equal variance v+ = v− = 1 with ﬁxed overall learning rate
￿/vsoft = 1. Right: p+ = 0.6 and unequal variance v+ = 1,v− = 4 with ￿/vsoft → 0.
The asymptotic errors is independent of vsoft at small learning rates, but at a suboptimal
value. Note the the logarithmic scale of e ￿.
parameter as dynamic properties during learning, viz. ￿(￿), similar to the annealing
method in (Seo and Obermayer, 2006) or the gradient-based optimization in (Bengio,
2000). In contrast to the proposed methods, we can formally minimize d￿g(￿)/d￿ with
respect to ￿ using the knowledge of the input density. Hence we calculate the locally
optimal ￿∗(￿)-schedule by ﬁnding the condition
￿
∗(￿) = argmin
￿
￿
u(￿) ⋅
dO(￿)
d￿
￿
= 0 with u(￿) =
M X
￿=1
p￿
d￿g,￿(￿)
dO
(26)
where we use the shorthand O for the set of order parameters. For a system with two
prototypes{w+.w−}andtwoclusters￿ = {+,−}, O = {R++,R+−,R−+,R−−,Q++,
Q+−,Q−−}T and derivating from (23), we obtain
d￿g￿(￿)
dO
=
1
2
√
v￿Δq
￿
￿
Z￿
2
√
v￿Δq
￿
.A￿ with
A+ =
⎡
⎢
⎢
⎢ ⎢
⎢
⎢
⎢ ⎢
⎣
−2ℓ
0
+2ℓ
0
1 − Z+/(2Δ
2
q)
Z+/Δ
2
q
−1 − Z+/(2Δ
2
q)
⎤
⎥
⎥
⎥ ⎥
⎥
⎥
⎥ ⎥
⎦
, A− =
⎡
⎢
⎢
⎢ ⎢
⎢
⎢
⎢ ⎢
⎣
0
+2ℓ
0
−2ℓ
−1 − Z−/(2Δ
2
q)
Z−/Δ
2
q
1 − Z−/(2Δ
2
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⎤
⎥
⎥
⎥ ⎥
⎥
⎥
⎥ ⎥
⎦
with Z￿ = Q￿￿ −Q−￿,−￿ −2ℓ(R￿￿ −R−￿￿) and Δq deﬁned in Eq. (25), see Appendix
D for the calculations.
We plug in dO/d￿ for the corresponding algorithm and numerically calculate ￿∗(￿)
from Eq. (26) at each learning step. We ﬁnd that the learning curve is improved with
initially large ￿ which is decreased during training, following the curve in Fig. 9. This
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Figure 8: Trajectories of prototypes of the system in the left panel of Fig. 7. Proto-
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suggests that practical schedules with gradual reduction of window sizes are indeed
suitable for this particular learning problem.
Whilethisapproach locallyminimizesgeneralization error, thisstrategydoes not al-
ways lead tominimizationof￿g overa timespan, i.e. a globallyoptimalschedule, which
requires calculations along the lines of variational optimization (see e.g. Biehl, 1994;
Saad and Rattray, 1997) for its application of optimal learning rates in multilayered
neural networks. Obviously, a priori knowledge of the input density is not available in
practical situations. Nevertheless, this minimizationtechnique provides an upper bound
of the achievable performance of the learning scheme for a given model.
Figure 7 displays that althoughlarge vsoft for RSLVQ allows for a faster initiallearn-
ing, it also can yield non-monotonic learning curves. We can avoid the non-monotonic
behavior and maximize the decrease of ￿g by applying a variational approach analogous
to (26) in order to calculate the locally optimal softness parameter schedule v∗
soft(￿).
While ﬁxing the value of ￿/vsoft, we produce the locally optimal softness schedule
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v∗
soft(￿) in Fig. 9, where v∗
soft(￿) is initially large and decreases to saturate at a con-
stant value. Note that this value depends on the learning rate, e.g. it decreases with
￿/vsoft. In calculations with ￿ → 0, we obtain the limit v∗
soft(∞) → 0, which is the
clearly suboptimal LFM. Therefore an analysis of optimal RSLVQ schedule requires
￿ > 0.
7 Three-prototype systems
In this section we look at more generic analyses of LVQ algorithms by extending the
previous systems to K = 3 prototypes and M clusters, requiring a much larger set
of order parameters. This allows an initial study on two important issues concerning
practical applications of LVQ: multi-class problems and the use of multiple prototypes
within a class.
We ﬁrst look at multi-class problems with Nc = 3 classes, an example is shown in
Fig. 10 for LVQ 2.1 with M = 6 clusters selected with random variances and random
deviation from the original class centers. The clusters are separable only in M out of
N dimensions. In all our observations, we ﬁnd that the behaviors of K = 3 systems
are qualitatively similar to K = 2 systems. For LVQ 2.1, the learning curves vary
according to the window sizes, but its asymptotic generalization error is independent of
￿. Due to the presence of other prototypes, therepulsion on a weaker class prototypeare
reduced. However, the prototypes remain divergent, e.g. Fig. 10. Meanwhile for LFM-
W, the asymptotic performance is sensitive to ￿ whose range of effective window sizes
depend strongly on the learning parameters. For GLVQ, the prototypes are divergent
with a higher asymptotic error than LVQ 2.1, and thus it performs poorly. Finally, for
RSLVQ, the prototypes remain stable and the asymptotic generalization performance is
robust wrt. settings of vsoft, but it is outperformed by LVQ 2.1. Hence, the results are
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Figure 11: Unspecialized phase induces long learning plateaus, shown with LFM-W
K = 3,cK = {±1} and input density M = 6 and Nc = 2,c￿ = {±1}. Left panel:
Several order parameters display a specialization phase between prototypes of same
class. Right panel: Generalization error.
consistent with the K = 2 system and the preceding analysis is valid qualitatively to, at
least, systems of M clusters and one prototype per class within the model restrictions.
To allow more complex decision boundaries, practical LVQ applications frequently
employ several prototypes within a class. We investigate a two-class system Nc =
2,y￿ = {+,−} using K = 3 prototypes with labels cS = {+,+,−} and observe the
non-trivial interaction between similarly labeled prototypes, here w1 and w2. While
prototypes of different classes immediately separate in the initial training phase, pro-
totypes of the same class remain identical in the M dimensional space, see Fig. 11.
The latter prototypes differ only in dimensions which are not related for classiﬁcation
and produce a suboptimal decision boundary. This may proceed for a long learning
period before these prototypes begin to specialize, i.e. each prototype produces a big-
ger overlap RS￿ with a distinct group of clusters. The specialization phase produces
a sudden decrease of ￿g, displayed in the right panel of Fig. 11. This phenomenon is
highly reminiscent of symmetry breaking effects observed in unsupervised learning,
such as Winner-Takes-All vector quantization (VQ) (Biehl, 1994; Witoelar et al., 2008)
or multilayer neural networks (Saad and Solla, 1995).
Learning parameters highly inﬂuence the nature of the transition, e.g. large learn-
ing rates and smaller windows prolong the unspecialized phase, and therefore they are
critical to the success of learning. Symmetry breaking may require exceedingly long
learning times, resulting in learning plateaus which dominate the training process and
present a challenge in practical situations with very high dimensional data. In more
extreme circumstances, the system may not escape the unspecialized state at all and the
optimal classiﬁcation cannot be obtained. Details of the symmetry breaking properties
wrt. parameters will be investigated in following publications.
19Table 1: Asymptotic properties of LVQ algorithms
LVQ 2.1 LFM-W GLVQ RSLVQ
Stability divergent convergent* divergent convergent
Sensitivity wrt. parameters robust dependent dependent robust
Gen. ability optimal suboptimal suboptimal suboptimal
* under the condition that ￿ is larger than critical window size ￿c.
8 Conclusion
We have investigated the learning behavior of LVQ 2.1, GLVQ, LFM-W and RSLVQ
using window schemes which work in high dimensions. The analysis is based on the
theory of on-line learning on a model of high dimensional isotropic clusters. Our ﬁnd-
ingsdemonstratethat theselectionofproperwindowsizes iscriticaltoefﬁcient learning
for all algorithms. Given more available data and allowance for costly learning times,
parameter selection becomes much less important.
Our analysis demonstrates the inﬂuence of windows on the learning curves and the
advantages and drawbacks of each algorithm within the model scenarios. A summary is
described in Table 1. Asymptotically, LVQ 2.1 achieves optimal performance in all sce-
narios, but stability remains an issue in terms of diverging prototypes. LFM-W shows a
remarkable improvement in performance over LFM. Unfortunately, the introduction of
a window may also inﬂuence its stability, and therefore it is highly parameter sensitive,
i.e. only a narrow range of window size can improve the overall performance. GLVQ
behaves similarly to LVQ 2.1. While GLVQ reduces the initial strong overshooting of
LVQ 2.1, the prototypes remain divergent and GLVQ produces higher generalization
errors or long convergence times. RSLVQ attempts to combine the advantages of both
LFM and LVQ 2.1 by providing both stability and optimal performance. However, an
important issue of RSLVQ lies on its approximation of the data structure, e.g. it per-
forms well when the actual input density are isotropic Gaussian clusters with equal
variance. If the assumptions depart from the input density, the results become subopti-
mal and RSLVQ can even be outperformed by the simpler LVQ 2.1 and LFM-W. In all
scenarios, RSLVQ displays robustness of its classiﬁcation behavior with respect to the
softness parameter, given sufﬁciently low learning rates.
This analysis also allows a formal optimization of the window size during learning
toensurefastconvergence. Whileingeneral, variouswindowsizesforLVQ2.1produce
equal asymptotic errors, initial window sizes should be chosen large for faster conver-
gence speed and decreased in the course of learning. Similarly, an optimal schedule
for RSLVQ points to a gradual decrease of the softness parameter to a particular sat-
uration value, which agrees well with many practical scheduling schemes. However,
locally optimal schedules do not always lead to the globally optimal schedules(see, for
instance, Saad and Rattray, 1997). In further work, we will develop efﬁcient dynamic
parameter adaptations, i.e. optimal window schedules during on-line training along the
lines of variational optimization.
We show that the analysis remains valid for multi-class systems and arbitrary num-
ber of isotropic clusters. Additionally, using multiple prototype assignments within a
20class, we already observe the presence of learning plateaus in this highly simpliﬁed
scenario. These phenomena carry on and could dominate the training process in any
practical situations with high degrees of freedom. Further investigations of more com-
plex network architectures and non-trivial input distributions may also yield additional
phenomena, e.g. competing stationary states of the system, and provide further insights
to general LVQ behaviors.
A Statistics of the projections
For convenience, we combine the projections ℎS = wS ⋅ ￿ and b￿ = B￿ ⋅ ￿ deﬁned in
(19) into a D-dimensional vector, where D = K + M, as
x =
￿
ℎ
￿
1 ℎ
￿
2 ... ℎ
￿
K b
￿
1 b
￿
2 ... b
￿
M
￿T (27)
In our analysis of on-line learning, we assume that ￿ is statistically independent from
wS, because ￿￿ is uncorrelated to all previous data and w
￿−1
S . Therefore we observe
that ℎS and b￿ become correlated Gaussian random quantities following the Central
Limit Theorem and can be fully described by their ﬁrst and second moments, i.e. its
conditional averages ￿￿ = ⟨x⟩￿ and conditional covariance matrix C￿ = ⟨x⋅xT⟩￿. We
compute these averages in the following.
A.1 First order statistics
We compute the averages of the components of x as follows:
⟨ℎi⟩￿ =
Z
ℝN
￿ ⋅ wip(￿∣￿)d￿ = wi ⋅
Z
ℝN
￿p(￿∣￿)d￿ = wi ⋅ ℓ￿B￿ = ℓ￿Ri￿ (28)
⟨b￿⟩￿ =
Z
ℝN
￿ ⋅ B￿p(￿∣￿)d￿ = B￿ ⋅
Z
ℝN
￿p(￿∣￿)d￿ = B￿ ⋅ ℓ￿B￿ = ℓ￿T￿￿ (29)
with T￿￿ = B￿ ⋅ B￿. To a large extent, we utilize orthonormal cluster center vectors,
i.e. B￿ ⋅ B￿ = ￿￿￿ where ￿ is the Kronecker delta. The conditional ﬁrst order moments
￿￿ = ⟨x⟩￿ can be expressed in terms of order parameters as
￿ = ℓ￿
￿
R1￿ R2￿ ... RK￿ T1￿ T2￿ ... TM￿
￿T (30)
21A.2 Second order statistics
To computetheconditionalvariance ⟨xnxm⟩￿−⟨xn⟩￿ ⟨xm⟩￿ weﬁrst lookat theaverage
⟨ℎiℎj⟩￿ =
* 
N X
k=1
(wi)k(￿)k
! 
N X
l=1
(wj)l(￿)l
!+
￿
=
*
N X
k=1
(wi)k(wj)k(￿)k(￿)k +
N X
k=1
N X
l=1,l∕=k
(wi)k(wj)l(￿)k(￿)l
+
￿
=
N X
k=1
(wi)k(wj)k ⟨(￿)k(￿)k⟩￿ +
N X
k=1
N X
l=1,l∕=k
(wi)k(wj)l ⟨(￿)k(￿)l⟩￿
=
N X
k=1
(wi)k(wj)k
￿
￿￿+ℓ
2
￿(B￿)k(B￿)k
￿
+
N X
k=1
N X
l=1,l∕=k
(wi)k(wj)lℓ
2
￿(B￿)k(B￿)l
= ￿￿
N X
k=1
(wi)k(wj)k + ℓ
2
￿
N X
k=1
N X
l=1
(wi)k(wj)l(B￿)k(B￿)l
= ￿￿wi ⋅ wj + ℓ
2
￿(wi ⋅ B￿)(wj ⋅ B￿) = ￿￿Qij + ℓ
2
￿Ri￿Rj￿ (31)
Here we exploit the following
⟨(￿)k(￿)k⟩￿ = ￿￿ + ⟨(￿)k⟩￿ ⟨(￿)k⟩￿ = ￿￿ + ℓ
2
￿(B￿)k(B￿)k
and ⟨(￿)k(￿)l⟩￿ = ⟨(￿)k⟩￿ ⟨(￿)l⟩￿ = ℓ
2
￿(B￿)k(B￿)l
Hence we obtain the conditional second order moment, from Eqs. (31) and (28),
⟨ℎiℎj⟩￿ − ⟨ℎi⟩￿ ⟨ℎj⟩￿ = ￿￿Qij + ℓ
2
￿Ri￿Rj￿ − ℓ￿Ri￿ℓ￿Rj￿ = ￿￿Qij (32)
Analogously, we get the second order statistics of b and the covariance as follows:
⟨b￿b￿⟩￿ − ⟨b￿⟩￿ ⟨b￿⟩￿ = ￿￿T￿￿ + ℓ
2
￿T￿￿T￿￿ − ℓ￿T￿￿ℓ￿T￿￿ = ￿￿T￿￿ (33)
⟨ℎib￿⟩￿ − ⟨ℎi⟩￿ ⟨b￿⟩￿ = ￿￿Ri￿ + ℓ
2
￿Ri￿T￿￿ − ℓ￿Ri￿ℓ￿T￿￿ = ￿￿Ri￿ (34)
The conditional covariance matrix C￿ = ⟨x ⋅ xT⟩￿ can be written in terms of order
parameters as
C￿ = ￿￿
⎛
⎜
⎜
⎜ ⎜
⎜
⎜
⎜
⎝
Q11 ⋅⋅⋅ Q1K R11 ⋅⋅⋅ R1M
. . . ... . . .
. . . ... . . .
Q1K ⋅⋅⋅ QKK RK1 ⋅⋅⋅ RKM
R11 ⋅⋅⋅ RK1 T11 ⋅⋅⋅ T1M
. . . ... . . .
. . . ... . . .
R1M ⋅⋅⋅ RKM TM1 ⋅⋅⋅ TMM
⎞
⎟
⎟
⎟ ⎟
⎟
⎟
⎟
⎠
(35)
B Form of the Differential Equations
In order to perform the ordinary differential equations described in (20), we need to
plug in the values of
⟨fS⟩, ⟨xnfS⟩ and ⟨fSfT⟩ (36)
22Note that ⟨fSfT⟩ is not required in the limit ￿ → 0, where terms proportional to ￿2
can be neglected. We write the forms for the following algorithms: LVQ 2.1, LFM-W,
GLVQ and RSLVQ.
LVQ 2.1
The general modulation function for LVQ 2.1 is described in Eq. (6) as
fS = ￿(cS,y
￿
￿)
X
T:cT∕=cS
￿
Θ
−￿
ST − Θ
+￿
ST
￿ Y
U∕=S,T
ΘSUΘTU,
with ￿(cS,y￿
￿) = 1 if cS = y￿
￿ and ￿(cS,y￿
￿) = −1 else. We can rewrite
Θ
￿
ST = Θ(dT − dS − ￿)
= Θ
￿
−2wT ⋅ ￿
￿ + w
2
T + 2wS ⋅ ￿
￿ − w
2
S − ￿
￿
= Θ(−2ℎ
￿
T + 2ℎ
￿
S + QTT − QSS − ￿)
= Θ
￿
￿ST ⋅ x − ￿
￿
ST
￿
, (37)
with ￿ST = (0,..., +2 |{z}
at S
,..., −2 |{z}
at T
,...,0) and ￿
￿
ST = QSS − QTT − ￿ .
For two prototype systems with labels wS and wT, we can simplify the above as
fS = ￿(cS,y
￿
￿)
￿
Θ
−￿
ST − Θ
+￿
ST
￿
. (38)
And the required averages over the joint density (36) are calculated as
⟨fS⟩ =
￿
￿(cS,y
￿
￿)
￿
Θ
−￿
ST − Θ
+￿
ST
￿￿
=
M X
￿=1
p￿￿(cS,y￿)
￿
Θ
−￿
ST − Θ
+￿
ST
￿
￿
⟨xnfS⟩ =
M X
￿=1
p￿￿(cS,y￿)
￿
xn(Θ
−￿
ST − Θ
+￿
ST)
￿
￿
⟨fSfS⟩ =
D
￿(cS,y
￿
￿)
2 ￿
Θ
−￿
ST − Θ
+￿
ST
￿2E
=
M X
￿=1
p￿
￿
Θ
−￿
ST − Θ
+￿
ST
￿
￿
⟨fSfT⟩ =
D
￿(cS,y
￿
￿)￿(cT,y
￿
￿)
￿
Θ
−￿
ST − Θ
+￿
ST
￿2E
= −
M X
￿=1
p￿
￿
Θ
−￿
ST − Θ
+￿
ST
￿
￿ (39)
The quantities ⟨(Θ
−￿
ST − Θ
+￿
ST)⟩￿ and ⟨xn(Θ
−￿
ST − Θ
+￿
ST)⟩￿ are calculated in Appendix C.
LFM-W
The general modulation function for LFM-W is described in Eq. (7) as
fS =
⎧
  ⎨
  ⎩
X
K:cK∕=y￿
￿
ΘKS − Θ
￿
KS
￿
 (S,K) if cS = y￿
￿
X
J:cJ=y￿
￿
ΘSJ − Θ
￿
SJ
￿
 (J,S) else.
(40)
23with  (J,K) =
Q
T:cT=y￿ ΘJT
Q
U:cU∕=y￿ ΘKU. With only two prototypes, both wS and
wT are winners of their respective class, thus  (.) = 1 and the averages are
⟨fS⟩ =
M X
￿:y￿=cS
p￿⟨ΘTS − Θ
￿
TS⟩￿ +
M X
￿:y￿∕=cS
p￿⟨ΘST − Θ
￿
ST⟩￿
⟨xnfS⟩ =
M X
￿:y￿=cS
p￿⟨xn(ΘTS − Θ
￿
TS)⟩￿ +
M X
￿:y￿∕=cS
p￿⟨xn(ΘST − Θ
￿
ST)⟩￿ (41)
GLVQ
The general modulation function for GLVQ is described in Eq. (13) as
fS =
⎧
   ⎨
   ⎩
X
K:cK∕=y￿
￿
2
vG
￿
￿
dS − dK
vG
￿￿
 (S,K) if cS = y￿
￿
−
X
J:cJ=y￿
￿
2
vG
￿
￿
dJ − dS
vG
￿￿
 (J,S) else.
(42)
For two prototypes,
⟨fS⟩ =
M X
￿:y￿=cS
p￿
2
vG
⟨￿(￿ST ⋅ x − ￿ST)⟩￿ −
M X
￿:y￿∕=cS
p￿
2
vG
⟨￿(￿ST ⋅ x − ￿ST)⟩￿
⟨xnfS⟩ =
M X
￿:y￿=cS
p￿
2
vG
⟨￿(￿ST ⋅ x − ￿ST)⟩￿ −
M X
￿:y￿∕=cS
p￿
2
vG
⟨￿(￿ST ⋅ x − ￿ST)⟩￿
(43)
with ￿ST = {...,−
2
vG |{z}
at S
,...,+
2
vG |{z}
at T
,...0,0}, ￿ST = −
QSS − QTT
vG
.
The quantities ⟨￿(￿ST ⋅ x − ￿ST)⟩￿ are found in Eq. (54) in Appendix C.
RSLVQ
With one prototype representing each class, (15) become
P￿(S∣￿
￿) =
exp(−(￿￿ − w
￿
S)2/2vsoft)
exp(−(￿￿ − w
￿
S)2/2vsoft)
= 1
P(S∣￿
￿) =
exp(−(￿￿ − w
￿
S)2/2vsoft)
PK
T=1 exp(−(￿￿ − w
￿
T)2/2vsoft)
=
1
1 +
PK
T∕=S exp
￿
1
2vsoft (−2￿￿w
￿
S + (w
￿
S)2 + 2￿￿w
￿
T − (w
￿
T)2)
￿
=
1
1 +
PK
T∕=S exp
￿
1
2vsoft (−2ℎS + QSS + 2ℎT − QTT)
￿
=
1
1 +
PK
T∕=S exp(￿ST ⋅ x − ￿ST)
(44)
24where we deﬁned
￿ST = {...,−
1
vsoft | {z }
at S
,...,+
1
vsoft | {z }
at T
,...0,0}, ￿ST = −
QSS − QTT
2vsoft
Therefore the RSLVQ modulation function becomes
fS =
1
vsoft
(￿(cS,y
￿
￿) − ΩS) (45)
where ￿(x,y) is the Kronecker delta and
ΩS =
1
1 +
PK
T∕=S exp(￿ST ⋅ x − ￿ST)
(46)
We obtain the averages
⟨fS⟩ =
1
vsoft
⟨￿(cS,y￿) − ΩS⟩ =
1
vsoft
 
X
￿:y￿=cS
p￿ −
X
￿
p￿ ⟨ΩS⟩￿
!
⟨xnfS⟩ =
⎧
⎨
⎩
1
vsoft
￿P
￿:y￿=cS p￿⟨ℎn⟩￿ −
P
￿ p￿ ⟨xnΩS⟩￿
￿
if n ≤ K
1
vsoft
￿P
￿:y￿=cS p￿⟨bn−K⟩￿ −
P
￿ p￿ ⟨xnΩS⟩￿
￿
if n > K
=
⎧
⎨
⎩
1
vsoft
￿P
￿:y￿=cS p￿ℓ￿Rn￿ −
P
￿ p￿ ⟨xnΩS⟩￿
￿
if n ≤ K
1
vsoft
￿P
￿:y￿=cS p￿ℓ￿T(n−K)￿ −
P
￿ p￿ ⟨xnΩS⟩￿
￿
if n > K
(47)
The required quantities ⟨ΩS⟩￿ and ⟨xnΩS⟩￿ are supplied in Appendix C.
C Gaussian Averages
C.1 Two prototypes
For generic functions fab ≡ f (￿ab ⋅ x − ￿ab), the quantities ⟨fab⟩￿ and ⟨xnfab⟩￿ are
required.
⟨fab⟩￿ =
1
(2￿)D/2(det(C￿))1/2
Z
ℝD
f (￿ab ⋅ x − ￿ab)
exp
￿
−
1
2
(x − ￿)
TC
−1
￿ (x − ￿)
￿
dx
=
1
(2￿)D/2(det(C￿))1/2
Z
ℝD
f (￿ab ⋅ x
′ + ￿ab ⋅ ￿ − ￿ab)
exp
￿
−
1
2
(x
′)
TC
−1
￿ (x
′)
￿
dx
′
=
1
(2￿)D/2
Z
ℝD
f
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
exp
￿
−
1
2
y
2
￿
dy (48)
25with e ￿ab,￿ = ￿ab ⋅ x − ￿ab. Rotating the coordinate system, we obtain
⟨fab⟩￿ =
1
√
2￿
Z
ℝ
f
￿
∥￿abC
−1/2
￿ ∥e y + e ￿ab,￿
￿
exp
￿
−
1
2
e y
2
￿
de y
=
1
√
2￿
Z
ℝ
f
￿
e ￿ab,￿e y + e ￿ab,￿
￿
exp
￿
−
1
2
e y
2
￿
de y (49)
with e ￿ab,￿ = ∥￿abC
−1/2
￿ ∥. Next we calculate the quantity
⟨xnfab⟩￿ =
1
(2￿)D/2(det(C￿))1/2
Z
ℝD
xnf (￿ab ⋅ x − ￿ab)
exp
￿
−
1
2
(x − ￿)
TC
−1
￿ (x − ￿)
￿
dx
=
1
(2￿)D/2
Z
ℝD
￿
C
1/2
￿ y + ￿
￿
n f
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
exp
￿
−
1
2
y
2
￿
dy
=
1
(2￿)D/2
Z
ℝD
￿
C
1/2
￿ y
￿
n f
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
exp
￿
−
1
2
y
2
￿
dy
+ (￿)n ⟨fab⟩￿ (50)
LVQ 2.1, LFM-W
The following quantities are required for two prototype LVQ2.1 and LFM-W:
￿
Θ
￿
ab − Θ
￿
ab
￿
￿ = Φ
 
e ￿￿
ab,￿
e ￿ab,￿
!
− Φ
 
e ￿
￿
ab,￿
e ￿ab,￿
!
(51)
￿
xn
￿
Θ￿
ab − Θ
￿
ab
￿￿
￿ =
(C￿￿ab)n √
2￿e ￿ab,￿
⎧
⎨
⎩
exp
⎡
⎣−
1
2
 
e ￿￿
ab,￿
e ￿ab,￿
!2⎤
⎦ − exp
⎡
⎣−
1
2
 
e ￿
￿
ab,￿
e ￿ab,￿
!2⎤
⎦
⎫
⎬
⎭
+(￿￿)n
"
Φ
 
e ￿￿
ab,￿
e ￿ab,￿
!
− Φ
 
e ￿
￿
ab,￿
e ￿ab,￿
!#
(52)
GLVQ
For GLVQ, the quantities ⟨￿ab⟩￿ and ⟨xn￿ab⟩￿ are required.
⟨￿ab⟩￿ =
1
√
2￿
Z
ℝ
￿
￿
e ￿ab,￿e y + e ￿ab,￿
￿
exp
￿
−
1
2
e y
2
￿
de y
=
1
√
2￿
exp
￿
−
1
2
e ￿
2
ab,￿
￿Z
ℝ
1
√
2￿
exp
￿
−
1
2
(e ￿
2
ab,￿ + 1)e y
2 − e ￿ab,￿e ￿ab,￿e y
￿
de y
(53)
26Here we can use the substitution
R ∞
−∞
dx √
2￿ exp
￿
−1
2ax2 + bx
￿
= 1 √
a exp
￿
b2
2a
￿
to obtain
⟨￿ab⟩￿ =
1
√
2￿
exp
￿
−
1
2
e ￿
2
ab,￿
￿
1
q
e ￿2
ab,￿ + 1
exp
 
e ￿2
ab,￿e ￿2
ab,￿
2(e ￿2
ab,￿ + 1)
!
=
1
√
2￿
1
q
e ￿2
ab,￿ + 1
exp
 
−
1
2
e ￿
2
ab,￿
 
1 −
e ￿2
ab,￿
(e ￿2
ab,￿ + 1)
!!
=
1
√
2￿
1
q
e ￿2
ab,￿ + 1
exp
 
−
1
2
e ￿2
ab,￿
e ￿2
ab,￿ + 1
!
(54)
RSLVQ
For RSLVQ, the quantities ⟨Ωab⟩￿ and ⟨xnΩab⟩￿ are required.
⟨Ωab⟩￿ =
1
√
2￿
Z
ℝ
1
1 + exp(e ￿ab,￿e y + e ￿ab,￿)
exp
￿
−
1
2
e y
2
￿
de y (55)
This one-dim. integration has to be solved numerically.
⟨xnΩab⟩￿ =
1
(2￿)D/2
Z
ℝD
￿
C
1/2
￿ y
￿
n
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
exp
￿
−
1
2
y
2
￿
dy
+ (￿)n ⟨Ωab⟩￿
=
1
(2￿)D/2
D X
j=1
Ij + (￿)n ⟨Ωab⟩￿ (56)
where
Ij =
1
(2￿)D/2
Z
ℝ
(C
1/2
￿ )nj(y)n
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
exp
￿
−
1
2
(yj)
2
￿
d(y)j (57)
Applying integration by parts
R
udv = uv −
R
vdu with
u =
1
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
v = (C
1/2
￿ )nj exp
￿
−
1
2
(yj)
2
￿
du = −
exp(￿abC
−1/2
￿ y + e ￿ab,￿)
￿
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
￿2
∂
∂(y)j)
￿
￿abC
−1/2
￿ y
￿
d(y)j
dv = −(C
1/2
￿ )nj(y)j exp
￿
−
1
2
(yj)
2
￿
d(y)j, (58)
27we obtain
Ij =
"
1
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
(C
1/2
￿ )nj exp
￿
−
1
2
(yj)
2
￿#∞
−∞
−
Z
ℝ
(C
1/2
￿ )nj exp(￿abC
−1/2
￿ y + e ￿ab,￿)
￿
1 + exp(￿abC
−1/2
￿ y + e ￿ab,￿)
￿2
∂
∂(y)j)
￿
￿abC
−1/2
￿ y
￿
exp
￿
−
1
2
(yj)
2
￿
d(y)j
(59)
⟨xnΩab⟩￿ = −
1
(2￿)D/2
D X
j=1
Z
ℝ
(C
1/2
￿ )nj exp
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
￿
1 + exp
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿￿2
∂
∂(y)j
￿
￿abC
−1/2
￿ y
￿
exp
￿
−
1
2
(yj)
2
￿
d(y)j + (￿)n ⟨Ωab⟩￿
= −
1
(2￿)D/2 (Ck￿ab)n
Z
ℝ
exp
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
￿
1 + exp
￿
(￿abC
−1/2
￿ y + e ￿ab,￿
￿￿2
exp
￿
−
1
2
(yj)
2
￿
d(y)j (60)
After applying rotation,
⟨xnΩab⟩￿ = −
(Ck￿ab)n √
2￿
Z
ℝ
exp∥￿abC
−1/2
￿ ∥e y + e ￿ab,￿)
￿
1 + exp
￿
∥￿abC
−1/2
￿ ∥e y + e ￿ab,￿
￿￿2
× exp
￿
−
1
2
e y
2
￿
de y + (￿k)n ⟨Ωab⟩￿
= −
(Ck￿ab)n √
2￿
Z
ℝ
exp
￿
e ￿ab,￿e y + e ￿ab,￿
￿
￿
1 + exp
￿
e ￿ab,￿e y + e ￿ab,￿
￿￿2 exp
￿
−
1
2
e y
2
￿
de y
+ (￿k)n ⟨Ωab⟩￿ (61)
which is also solved numerically.
C.2 Three prototypes
Forgenericfunctionfabfcd ≡ f (￿ab ⋅ x − ￿ab)f (￿cd ⋅ x − ￿cd), thequantities⟨fabfcd⟩k
and ⟨xnfabfcd⟩k are required.
⟨fabfcd⟩￿ =
1
(2￿)D/2
Z
ℝD
f
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
f
￿
￿cdC
−1/2
￿ y + e ￿cd
￿
× exp
￿
−
1
2
y
2
￿
dy (62)
28Next we calculate the quantity
⟨xnfabfcd⟩￿ =
1
(2￿)D/2
Z
ℝD
￿
C
1/2
￿ y
￿
n f
￿
￿abC
−1/2
￿ y + e ￿ab,￿
￿
f
￿
￿cdC
−1/2
￿ y + e ￿cd
￿
× exp
￿
−
1
2
y
2
￿
dy + (￿)n ⟨fabfcd⟩￿ (63)
The quantities ⟨ΘabΘcd⟩￿ and ⟨xnΘabΘcd⟩￿ have been calculated in (Witoelar et al.,
2008), as follows:
⟨ΘabΘcd⟩￿ =
1
√
2￿
Z ∞
−
e ￿ab,￿
e ￿ab,￿
exp
￿
−
1
2
y
′2
1
￿
Φ
⎛
⎝
e ￿cd,￿e ￿ab,￿ + (￿cdC￿￿ab)y′
1 q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠dy
′
1
(64)
⟨(x)nΘabΘcd⟩￿ =
(C￿￿ab)n p
(2￿)e ￿ab,￿
exp
 
−
1
2
e ￿2
ab,￿
e ￿2
ab,￿
!
Φ
⎛
⎝
e ￿cd,￿e ￿2
ab,￿ − e ￿ab,￿(￿cdC￿￿ab)
e ￿ab,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
+
(C￿￿cd)n p
(2￿)e ￿cd,￿
exp
 
−
1
2
e ￿2
cd,￿
e ￿2
cd,￿
!
Φ
⎛
⎝
e ￿ab,￿e ￿2
cd,￿ − e ￿cd,￿(￿abC￿￿cd)
e ￿cd,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
+ (￿￿)n⟨ΘabΘcd⟩￿. (65)
With the addition of a window, these quantities are required:
⟨(Θ
￿
ab − Θ
￿
ab)Θcd⟩￿ =
1
√
2￿
Z −
e ￿￿
ab,￿
e ￿ab,￿
−
e ￿￿
ab,￿
e ￿ab,￿
exp
￿
−
1
2
y
′2
1
￿
Φ
⎛
⎝
e ￿cd,￿e ￿ab,￿ + (￿cdC￿￿ab)y′
1 q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠dy
′
1
⟨(x)n(Θ
￿
ab − Θ
￿
ab)Θcd⟩￿
=
(C￿￿ab)n p
(2￿)e ￿ab,￿
exp
 
−
1
2
(e ￿￿
ab,￿)2
e ￿2
ab,￿
!
Φ
⎛
⎝
e ￿cd,￿e ￿2
ab,￿ − e ￿￿
ab,￿(￿cdC￿￿ab)
e ￿ab,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
+
(C￿￿cd)n p
(2￿)e ￿cd,￿
exp
 
−
1
2
e ￿2
cd,￿
e ￿2
cd,￿
!
Φ
⎛
⎝
e ￿￿
ab,￿e ￿2
cd,￿ − e ￿cd,￿(￿abC￿￿cd)
e ￿cd,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
−
(C￿￿ab)n p
(2￿)e ￿ab,￿
exp
 
−
1
2
(e ￿
￿
ab,￿)2
e ￿2
ab,￿
!
Φ
⎛
⎝
e ￿cd,￿e ￿2
ab,￿ − e ￿
￿
ab,￿(￿cdC￿￿ab)
e ￿ab,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
−
(C￿￿cd)n p
(2￿)e ￿cd,￿
exp
 
−
1
2
e ￿2
cd,￿
e ￿2
cd,￿
!
Φ
⎛
⎝
e ￿
￿
ab,￿e ￿2
cd,￿ − e ￿cd,￿(￿abC￿￿cd)
e ￿cd,￿
q
e ￿2
cd,￿e ￿2
ab,￿ − (￿cdC￿￿ab)2
⎞
⎠
+ (￿￿)n⟨(Θ
￿
ab − Θ
￿
ab)Θcd⟩￿. (66)
29For LVQ 2.1, the following average is required:
⟨(Θ
￿
ab − Θ
￿
ab)ΘacΘbc⟩￿ =
1
√
2￿
Z y1,max
y1,min
exp
￿
−
1
2
y
′2
1
￿
Φ(−y2
∗)dy1 (67)
with y1,min = −
e ￿￿
ab,￿
e ￿ab,￿
, y1,max = −
e ￿
￿
ab,￿
e ￿ab,￿
y2
∗ = min(
−e ￿ac − (￿acC
1/2
￿ e1)y1
￿acC
1/2
￿ e2
,
−e ￿bc − (￿bcC
1/2
￿ e1)y1
￿bcC
1/2
￿ e2
) (68)
⟨xn(Θ
￿
ab − Θ
￿
ab)ΘacΘbc⟩￿ = Iab + Iac + Ibc + (￿)n⟨xn(Θ
￿
ab − Θ
￿
ab)ΘacΘbc⟩￿ (69)
where
Iab =
(C￿￿ab)n √
2￿e ￿ab,￿
￿
exp
⎛
⎝−
1
2
 
−
e ￿￿
ab,￿
e ￿ab,￿
!2⎞
⎠
￿
Φ(−y
￿
2,min) − Φ(−y
￿
2,max)
￿
−exp
⎛
⎝−
1
2
 
−
e ￿
￿
ab,￿
e ￿ab,￿
!2⎞
⎠
￿
Φ(−y
￿
2,min) − Φ(−y
￿
2,max)
￿
￿
(70)
Iac =
(C￿￿ac)n √
2￿e ￿ac,￿
￿
exp
￿
−
1
2
(z)
2
￿
(Φ(−y2,min) − Φ(−y2,max))
−exp
￿
−
1
2
(z)
2
￿
(Φ(−y2,min) − Φ(−y2,max))
￿
(71)
with y1,min = −
e ￿￿
ab,￿
e ￿ab,￿
, y1,max = −
e ￿
￿
ab,￿
e ￿ab,￿
y2
∗ = min(
−e ￿ac − (￿acC
1/2
￿ e1)y1
￿acC
1/2
￿ e2
,
−e ￿bc − (￿bcC
1/2
￿ e1)y1
￿bcC
1/2
￿ e2
) (72)
D Generalization error
Two prototypes
We compute the generalization error from Eq. (22) as follows. For two prototypes w+
and w−, we calculate ￿g =
P
p￿￿g,￿ with
￿g,￿ = ⟨Θ−￿￿⟩+ = Φ
 
e ￿−￿￿,￿
e ￿−￿￿,￿
!
(73)
30with e ￿ST,￿ =
√
￿STC￿￿ST and e ￿ST,￿ = ￿ST￿￿ − ￿ST. We refer the calculations to
(Biehl et al., 2004). Plugging in the values, we obtain
￿g,￿= Φ
 
Q￿￿−Q−￿,−￿−2ℓ￿(R￿,￿−R−￿,￿)
2
√
v￿
p
Q￿￿ − 2Q￿,−￿ + Q−￿,−￿
!
(74)
By using Z￿ = Q￿￿ − Q−￿,−￿ − 2ℓ(R￿￿ − R−￿￿) and Δq =
√
Q++ − 2Q+− + Q−−,
we can calculate the derivative of the generalization error with respect to the order
parameters O = {R++,R+−,R−+,R−−,Q++,Q+−,Q−−}T as follows:
d￿g￿
dO
=
1
√
2￿2
√
v￿
exp
 
−
1
2
￿
Z￿
2
√
v￿Δq
￿2!
d
dO
Z￿
Δq
(75)
where we used dΦ(￿)/d￿ = 1 √
2￿ exp(−1
2￿2). Derivations with respect to the order
parameters yield
d
dO
Z+
Δq
=
⎡
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
−2ℓ/Δq
0
+2ℓ/Δq
0
1/Δq − Z+/(2Δ
3
q)
Z+/Δ
3
q
−1/Δq − Z+/(2Δ
3
q)
⎤
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
,
d
dO
Z−
Δq
=
⎡
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
0
+2ℓ/Δq
0
−2ℓ/Δq
−1/Δq − Z−/(2Δ
3
q)
Z−/Δ
3
q
1/Δq − Z−/(2Δ
3
q)
⎤
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
(76)
In the special case of p+ = p− = 0.5 and v+ = v− = v, one obtains
d￿g￿
dO
=
X
￿
d￿g￿
dO
=
1
2
√
2￿
√
v
exp
 
−
1
2
￿
Z
2
√
vΔq
￿2!
⎡
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
−ℓ/Δq
+ℓ/Δq
+ℓ/Δq
−ℓ/Δq
−Z/(2Δ
3
q)
Z/Δ
3
q
−Z/(2Δ
3
q)
⎤
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
. (77)
Three prototypes
To compute the generalization error in systems with three prototypes wS,wT,wU, we
require the quantity
￿g,￿ =
K X
S:cS∕=y￿
⟨ΘSTΘSU⟩￿ , (78)
where the averages are written in Eq. (64).
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