Abstract. For a self-adjoint Laplace operator on a finite, not necessarily compact, metric graph lower and upper bounds on each of the negative eigenvalues are derived. For compact finite metric graphs Poincaré type inequalities are given.
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Laplace operators on finite metric graphs
The notation is borrowed from the article [9] and it is summarized here briefly. A graph is a 4-tuple G = (V, I, E, ∂), where V denotes the set of vertices, I the set of internal edges and E the set of external edges, where the set E ∪ I is summed up in the notion edges. The boundary map ∂ assigns to each internal edge i ∈ I an ordered pair of vertices ∂(i) = (v 1 , v 2 ) ∈ V × V , where v 1 is called its initial vertex and v 2 its terminal vertex. Each external edge e ∈ E is mapped by ∂ onto a single, its initial, vertex. A graph is called finite if |V | + |I| + |E| < ∞ and afinite graph is called compact if E = ∅ holds.
The graph is endowed with the following metric structure. Each internal edge i ∈ I is associated with an interval [0, a i ] with a i > 0 such that its initial vertex corresponds to 0 and its terminal vertex to a i . Each external edge e ∈ E is associated to the half line [0, ∞), such that ∂(e) corresponds to 0. The numbers a i are called lengths of the internal edges i ∈ I and they are summed up into the vector a = {a i } i∈I ∈ R |I| + , and one sets a min := min i∈I a i and a max := max i∈I a i .
The 2-tuple consisting of a finite graph endowed with a metric structure is called a metric graph (G, a). The metric on (G, a) is defined via minimal path lengths. Given a metric graph (G, a) one considers the Hilbert space
where H j = L 2 (I j ) with
To provide suitable domains of definition for operators and forms one introduces appropriate Sobolev spaces. By W j with j ∈ E ∪I one denotes the set of all ψ j ∈ H j such that ψ j is absolutely continuous and ψ ′ j is square integrable. On the whole metric graph one considers the direct sum
By D j with j ∈ E ∪ I denote the set of all ψ j ∈ H j such that ψ j and its derivative ψ Let be ∆ be the differential operator Self-adjoint extensions can be discussed in terms of boundary conditions. For this purpose one defines the auxiliary Hilbert space
For ψ ∈ D one defines the vectors of boundary values
and denotes by the redoubled space K 2 = K ⊕ K the space of boundary values. Let be A and B be linear maps in K. By (A, B) one denotes the linear map from
With any subspace M ⊂ K 2 of the form (2) one can associate an extension ∆(M) of ∆ 0 which acts as ∆ on the domain
For M = M(A, B) an equivalent description is that Dom(∆(M)) consists of all functions ψ ∈ D that satisfy the boundary conditions
and one also writes ∆(M) = ∆(A, B). All self-adjoint extensions of ∆ 0 can be parametrized by matrices A, B ∈ End(K), with (1) (A, B) :
see [8] and the references therein. The parametrization by the matrices A and B is not unique, since two parametrisations A, B and A ′ , B ′ describe the same operator if and only if the Lagrangian subspaces M(A, B) and M(A ′ , B ′ ) agree. In [10, Corollary 5] a unique way to parametrize self-adjoint Laplacians in terms of an orthogonal projection P acting in K and of a self-adjoint operator L acting in the subspace Ker P is given. For any self-adjoint Laplacian one has −∆(A, B) = −∆(A ′ , B ′ ) with A ′ = L + P and B ′ = P ⊥ , where the change over is given by
and P denotes the orthogonal projector onto Ker B ⊂ K and P ⊥ = 1 − P is the complementary projector. The strictly positive part of the operator L is denoted by L + , its strictly negative part by L − and the orthogonal projector onto the kernel of L as a map in the space Ran P ⊥ ⊂ K is denoted by L 0 .
Negative eigenvalues
The negative spectrum of a self-adjoint Laplace operator −∆(A, B) consists of only finitely many eigenvalues of finite multiplicity, because the minimal operator −∆ 0 has only finite deficiency indices. A fundamental system of the equation
is given by the functions e −κx and e κx . For κ > 0 only the first mentioned function e −κx is square integrable on the half line [0, ∞) and hence on the external edges. Consequently an Ansatz for a square integrable eigenfunction to a negative eigenvalue −κ 2 is
The function ψ(·, iκ) has the traces
where
are given with respect to the decomposition
. Here e ±κa denote |I| × |I|-diagonal matrices with entries {e ±κa } i,j = δ i,j e ±κai . The function ψ(·, iκ) is indeed an eigenfunction to the eigenvalue −κ 2 < 0 if and only if one has ψ(·, iκ) ∈ Dom(−∆ (A, B) ), where κ > 0 is the positive square root of κ 2 . This is the case if and only if the Ansatz function ψ(·, iκ) satisfies the boundary conditions, which are encoded into the equation
The matrices X (iκ, a) and Y (iκ, a) are invertible for κ > 0. Hence equation (5) has non-trivial solutions if and only if
The operator M (κ, a) has the diagonalisation
are |I| × |I|-diagonal matrices with entries
respectively. Note that the operator Q is a symmetry, since Q 2 = 1 and Q * = Q hold. One sets
Consider instead of the parametrization by A, B the equivalent boundary conditions which are defined by A ′ , B ′ , where A ′ = L + P and B ′ = P ⊥ with P the orthogonal projector onto Ker B and L the Hermitian operator in Ran P ⊥ which is given by (4). The decomposition
induces in (6) the block structure
Consequently −κ 2 is a negative eigenvalue of −∆(A, B) if and only if the Hermitian operator
considered as an operator in the space Ran P ⊥ is not invertible. The multiplicity 
has a unique non-trivial solution, which is denoted by η(l, a). 
The lower bound on the spectrum
is optimal if and only if 
where 1 is the largest positive eigenvalue of L = 1.
gives the lower bound −η (1, a) 2 < −ν(1, a) 2 and therefore less accurate information on the bottom of the spectrum.
An example for the optimality of the lower bound given in Theorem 3.1 is 
where one has
As long as c− 2 a > 0 holds, there exists exactly one negative eigenvalue of −∆(L c , 1), which is the solution of κ tanh(κa/2) = c.
The lower bound given in Theorem 3.1 is optimal, whereas the lower bound of Theorem 3.2 predicts a smaller lower bound below zero, even in the case when the operator −∆(L c , 1) is non-negative. Therefore Theorem 3.2 provides less information in this case. holds for |E| + |I| ≥ 2. This is the lower bound on the spectrum given in [10, Corollary 10] . It has been proven there using quadratic forms associated with selfadjoint Laplace operators. The proof given here exhibits that this lower bound can be re-obtained from the bound given in The bounds given in Theorem 3.1 and in Theorem 3.2 can be coarsened in order to obtain estimates in terms of affine linear functions. Consider the linear operator
as an operator in the space Ran P ⊥ . Since M (0, a) ≤ 0 and 0 ≤ M 1 (a) in the sense of quadratic forms one has
Denote by r 1 ≥ . . . ≥ r n > 0 the n largest positive eigenvalues of R(0, a) (counted with multiplicities). 
Both estimates from below and from above are optimal for star graphs, that is for graphs with I = ∅, since then R(κ, a) = L(κ, a) = L−κP ⊥ holds. The estimates given in Theorem 3.6 are compared to the ones given in Theorems 3.1 and 3.2 easy to compute.
When a i → ∞, uniformly for all i ∈ I the lower and upper bounds obtained in 3.6 converge from below and from above to the positive eigenvalues of L. This follows from Hence the bounds are improving for large internal edge lengths. In the limit the negative eigenvalues behave like on the disconnected graph on which each internal edge has been replaced by two external edges. 
As already remarked for a → ∞ the negative eigenvalues resemble the behaviour of the negative eigenvalues of an operator on a disjoint union of star graphs. Here this means that For small edge length the behaviour is more complicated. Since
and lim
one has on the one hand that 
Poincaré type inequalities on compact graphs
Assume now that (G, a) is a compact metric graph, that is E = ∅, and let −∆(A, B) be a self-adjoint Laplace operator on this graph. It turns out that the eigenvalue zero of this operator is again related to the operator L(·, a), which appeared in the study of the negative eigenvalues. As a consequence of Proposition 4.1 one can prove a criterion for having a Poincaré type inequality on certain subspaces of the Sobolev space W. Theorem 4.2. Let (G, a) be a compact metric graph and let P be an orthogonal projector in K. Whenever Ker P ⊥ M (0, a)P ⊥ + P = {0} holds, there exists a constant C > 0, where C = C(P, a), such that
Consider for example a compact metric graph with at least one vertex of degree one. Impose at all vertices of degree larger than one the so-called Kirchhoff or standard boundary conditions, see for example [9, Example 2.4] and Dirichlet boundary conditions on the vertices of degree one. Then the corresponding Laplacian is strictly positive and consequently a Poincaré type inequality holds.
Proof of Theorem 4.2. The operator −∆(A, B) with A = P and B = P ⊥ is selfadjoint, compare for example [10] and since L(0, a) = P ⊥ M (κ, a)P ⊥ ≤ 0 it follows from Theorem 2.1 that there are no negative eigenvalues. Since one has E = ∅ the metric space (G, a) is compact and from the Sobolev embedding theorem it follows that the spectrum of −∆ (A, B) is purely discrete. Hence under the assumption Ker P ⊥ M (0, a)P ⊥ + P = {0} the operator −∆(A, B) is even strictly positive by Proposition 4.1 and the infimum of the numerical range is attained by the lowest eigenvalue A, B) ) > 0.
Consequently one has
−∆(A, B)u, u ≥ λ 1 u, u , for all u ∈ Dom(−∆ (A, B) ).
The operator −∆(A, B) is uniquely defined by the sesquilinear formδ P which is given byδ P [u, v] = u ′ , v ′ on the form domain domδ P = {φ ∈ W | P φ = 0}, see [10, Theorem 9] . Since domδ P is the form closure of the operator domain of −∆(A, B) the inequality
holds even for all u ∈ domδ P = W P . The positive square root k 1 of the smallest positive eigenvalue λ 1 = k 
Consequently zero is an eigenvalue of the self-adjoint operator −∆(A, B) if and only if det (AX 0 (a) + BY 0 (a)) = 0.
As X 0 (a) is invertible this condition is equivalent to
is exactly M 0 (a) = M (0, a), the operator from equation (7). Hence −∆(A, B) has eigenvalue zero if and only if zero is an eigenvalue of L(0, a) considered as an operator in Ran P ⊥ and the multiplicities of both agree. Combining this with Proposition 2.1 one obtains that −∆(A, B) is strictly positive if and only if zero is no eigenvalue and there are no negative eigenvalues, this is the case if and only if L(0, a) is strictly negative.
Variational methods and proofs
An appropriate method to deal with the negative eigenvalues of −∆ (A, B) is the variational principle developed by P. A. Binding, D. Eschwé and H. Langer in [3] , which has been extended by D. Eschwé and M. Langer in [6] . It has been successfully applied in the article [1] to compute the number of negative eigenvalues. Some facts are going to be revisited here as far as necessary.
Let I := [α, β) ⊂ R be a real (not necessarily bounded) interval and and X a finite dimensional Hilbert space. Denote by Herm (X) the set of all Hermitian operators in X. The spectrum of a function
The variational principle for operator valued functions is inspired by the minmax principle for the linear eigenvalue problem. It has been exhibited in [3] that spectral points of more general operator valued functions can be found similarly to eigenvalues of linear self-adjoint operators as long as some key-properties are assumed. The results obtained in [6] are reduced and reformulated for the purpose of this work.
(1) norm-continuous and (2) assume that for each x ∈ X \ {0}, the function
is decreasing at value zero, which means that from t[x](λ 0 ) = 0 it follows that for λ < λ 0 , t[x](λ) > 0 and for λ > λ 0 , t[x](λ) < 0 holds.
Denote by N − the number of negative eigenvalues of T (α), by N + the number of positive eigenvalues of T (α) and by N 0 the dimension of Ker T (α). Assume furthermore that
Then σ(T (·)) consists of N + eigenvalues λ 1 ≤ . . . ≤ λ n ≤ . . . ≤ λ N+ (counted with multiplicities), λ n > α and α is an eigenvalue with multiplicity N 0 . The eigenvalues λ n are given by
where the generalized Rayleigh functional ρ(x) is the unique solution of
and if there is no solution one sets ρ(x) = −∞.
The proof of the above theorem is based on the study of the function
where T − (λ) denotes the strictly negative part of T (λ). This function is monotone decreasing and left continuous and the height of jumps of κ gives the multiplicity of an eigenvalue of T (·). An important corollary for the construction of appropriate comparison operators is the following theorem, which allows to compare two operator valued functions to each other whenever an inequality in terms of quadratic forms holds. (α, β) , respectively. Assume that
holds for all x ∈ X and all λ ∈ [α, β). Then one has N + ≤ M + and for the N + largest eigenvalues of S(·) and T (·) (counted with multiplicities) it follows that
defined by L(κ, a), satisfies the assumptions of Theorem 5.1.
Multiplying L(κ, a) from both sides with the symmetry Q one obtains the unitarily equivalent operator
which is considered as an operator in the space Ran QP ⊥ Q. The operator P Q := QP Q is an orthogonal projector with orthogonal complement P
⊥ Q and L Q := QLQ defines an operator in the space Ran P ⊥ Q , which is isometrically isomorphic to Ran P ⊥ .
Proof. The function L(·, a) is norm-continuous, because the function D(·, a) is already norm-continuous. It remains to prove that the function
is decreasing at the point zero for all x ∈ Ran P ⊥ . This is implied by the statement that the function l Q [x](·) = L Q (·, a)x, x is strictly decreasing for all x ∈ Ran P ⊥ Q with x = 1. Since D(·, a) is a diagonal matrix with strictly decreasing functions on the diagonal, the function defined by (P Q + L Q + D(·, a))x, x is strictly decreasing for any x ∈ K, in particular for all x ∈ Ran P ⊥ Q . Furthermore for any x ∈ Ran P ⊥ Q \ {0} one has L(k, a)x, x → −∞ for k → ∞ and therefore also Assumption (3) of Theorem 5.1 is fulfilled.
Proof. The function − tanh(y) is strictly decreasing for y ≥ 0. Therefore plugging in
and multiplying with κ ≥ 0 yields inequality (8) . With a similar calculation one obtains (9) . Note that the function −y tanh(y) + 1 is strictly decreasing for y ≥ 0 and hence one obtains with (13) and by multiplying with 2 a min ≥ 2 a i the inequality (10) . Inequality (11) follows already from the inequality tanh(y) < 1. The last inequality (12) is equivalent to −y tanh 2 (y) ≤ −y+tanh(y) for y ≥ 0, which in turn is true, because one has for the derivatives
and
and for the initial values at y = 0 the equality −0 tanh 2 (0) = 0 = −0 + tanh(0).
Proof of Theorem 3.1. Taking into account
one considers the operator valued functions
as comparison operators. One has by (10) and (12) that
and hence
By definition the first n positive eigenvalues of L 2 (κ) are l i , for i = 1, . . . , n and the first n positive eigenvalues of L 1 (κ) are η(l i , a min ), for i = 1, . . . , n. The operator valued functions L 1 (·) and L 2 (·) are strictly decreasing and continuous. The proof of this is analogue to the one of Lemma 5.3. Theorem 5.2 delivers the estimates for the numbers κ i . To prove the optimality of the resulting lower bound on the spectrum one considers the spaces
which is the eigenspace of L Q (0, a) to its largest positive eigenvalue l 1 . One proves that the bound η(l i , a min ) is optimal if and only if there is a vector x = 0 with
Assume that x ∈ Ker(L Q (0, a) − l 1 ) ∩ E amin with x = 1. Then one has
.
Denote the unique zero of this function by κ 0 , and observe that κ 0 = η(l 1 , a min ).
Assume that y = 0 and denote furthermore by ρ(y) the solution of l Q [y](·) = 0 or if there is no solution of this one sets ρ(y) = −∞. Note that ρ(y) ≤ ρ(x) holds for all y ∈ Ran P ⊥ Q with y = 1, because on the one hand l 1 ≥ y, L Q (0, a)y holds and on the other hand for the inequalities (8), (10) and (11)
holds. Since there is equality for y = x one concludes
By the variational characterization of the eigenvalues given in Theorem 5.1 it follows that κ 0 is indeed a zero of det L Q (·, a) and hence −κ 2 0 is the lowest eigenvalue of −∆(A, B). Conversely assume that the bound η(l 1 , a min ) is taken, which means that there exists a vector
for κ ≥ 0 it would follow that the unique solution of l Q [x](κ) = 0 is smaller than η(l 1 , a min ), which is a contradiction to the assumption. Assume conversely that l Q [x](0) > l 1 . This is a contradiction to the inequality L Q (κ, a) ≤ L 1 (κ) for κ ≥ 0 and the claim follows.
Since
y, L(0, a)y it follows from l Q [x](0) = l 1 by the classical min − max-principle that x ∈ Ker(L Q (0, a) − l 1 ).
Assume now that x / ∈ E amin . One has by (10) and (12) would hold for κ > 0 and it would follow that the unique solution of l Q [x](κ) = 0 was smaller than η(l 1 , a min ). This is a contradiction and hence x ∈ E amin . Note that To prove the optimality of the resulting lower bound on the spectrum one considers the spaces Applying Theorem 5.2 yields the claim.
