Segmentação bilingue com base na marker hypothesis by Simões, Alberto
Segmentac¸a˜o Bilingue com base na
Marker Hypothesis?
Alberto Simo˜es
Departamento de Informa´tica, Universidade do Minho
Campus de Gualtar, 4710-057 Braga, PORTUGAL
ambs@di.uminho.pt
Resumo A existeˆncia de exemplos de traduc¸a˜o e´ imprescind´ıvel para
traduc¸a˜o assistida por computador bem como para traduc¸a˜o automa´tica
baseada em dados (EBMT e SMT). No entanto, o uso de unidades de
traduc¸a˜o de corpora paralelos directamente na traduc¸a˜o na˜o e´ eficaz ja´
que estas unidades sa˜o demasiado grandes, e portanto, torna-se pouco
prova´vel que uma mesma unidade de traduc¸a˜o tenha de ser traduzida
mais do que uma vez.
Para colmatar este problema ha´ necessidade de explorar outras metodo-
logias para a divisa˜o de unidades de traduc¸a˜o em segmentos paralelos
mais pequenos. Uma das abordagens que tem vindo a ser utilizada e´ a
segmentac¸a˜o baseada em marcadores (Marker Hypothesis). Este do-
cumento pretende documentar as experieˆncias realizadas na utilizac¸a˜o
deste me´todo para a segmentac¸a˜o de texto portugueˆs (paralelo com o
ingleˆs).
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1 Introduc¸a˜o
A traduc¸a˜o assistida por computador e a chamada traduc¸a˜o automa´tica baseada
em dados (onde se incluem a traduc¸a˜o automa´tica baseada em exemplos (EBMT)
e a traduc¸a˜o automa´tica estat´ıstica (SBMT)) tiram partido de corpora paralelos
no sentido de reutilizar traduc¸o˜es realizadas previamente.
Um tradutor, enquanto utilizador de uma ferramenta de traduc¸a˜o assistida,
consegue gerir de forma mais ou menos controlada o tamanho das unidades das
suas memo´rias de traduc¸a˜o, quando se extrai unidades de traduc¸a˜o de forma
? Este trabalho e´ parte integrante do doutoramento que visa a extracc¸a˜o de recursos
bilingues (diciona´rios de traduc¸a˜o, terminologia bilingue, exemplos de traduc¸a˜o) para
a traduc¸a˜o assistida por computador. Optou-se por na˜o apresentar todo o trabalho
de doutoramento ja´ que o mesmo se encontra para publicac¸a˜o [7].
automa´tica isto na˜o e´ poss´ıvel. Basta analisar alguns dos corpora paralelos dis-
pon´ıveis, como sejam o EuroParl [5] ou o JRC-Acquis [10], para se verificar que
as unidades de traduc¸a˜o sa˜o muito grandes (acima das 20 palavras).
Dado o tamanho destas unidades de traduc¸a˜o, a sua reutilizac¸a˜o e´ dif´ıcil
(pouco prova´vel que um sistema precise de traduzir uma frase similar a uma
outra de 25 palavras que esta´ num dos corpora base). Para resolver este pro-
blema sa˜o habitualmente empregues te´cnicas de chunking para a divisa˜o destas
unidades de traduc¸a˜o em segmentos mais pequenos com uma maior taxa de
reutilizac¸a˜o.
No aˆmbito deste doutoramento te-se vindo a fazer algumas propostas para
segmentac¸a˜o de texto, gerac¸a˜o combinato´ria de exemplos [6] e extracc¸a˜o de ter-
minologia bilingue. No entanto, na˜o extrai segmentos a que se possam chamar
“lingu´ısticos” [9], pelo que se decidiu investir no estudo de um outro me´todo.
Esta abordagem dupla na˜o se prendeu com a falta de qualidade do me´todo ori-
ginal, mas pelo interesse dos dois tipos de resultados, ja´ que e´ defendido [9]
que os exemplos na˜o “lingu´ısticos” sa˜o mais ricos para a traduc¸a˜o automa´tica,
nomeadamente, traduc¸a˜o automa´tica baseada em exemplos.
Assim, e com base em trabalho ja´ realizado por outros grupos de investigac¸a˜o
[11] decidiu-se analisar a Marker Hypothesis1 [4] para a segmentac¸a˜o de texto
bilingue em que uma das l´ınguas e´ o portugueˆs, e extracc¸a˜o de segmentos pa-
ralelos de tamanhos reduzidos para uso na traduc¸a˜o automa´tica. Embora este
me´todo tenha vindo a ser utilizado durante alguns anos, desconhecemos alguma
ana´lise da sua aplicabilidade a` l´ıngua portuguesa.
2 A Marker Hypothesis
A Marker Hypothesis defende que existe um conjunto fechado de palavras que
sa˜o usadas na construc¸a˜o de frases e que servem como delimitadores de segmen-
tos/sintagmas. Em [4] e´ tambe´m defendida uma visa˜o psico-lingu´ıstica destas
marcas, em que se apresentam estudos sobre a facilidade de aprendizagem de
uma l´ıngua de acordo com a existeˆncia ou na˜o de marcas nessa linguagem.
As marcas de determinada l´ıngua incluem habitualmente as artigos, con-
junc¸o˜es, preposic¸o˜es, pronomes, locuc¸o˜es, numerais e alguns adve´rbios. Por exem-
plo, na seguinte frase,
O Joa˜o passou toda a tarde a brincar com os colegas.
as marcas sa˜o os artigos “o”, “a” e “os”, a preposic¸a˜o “com” e o pronome “toda”:
O Joa˜o passou toda a tarde a brincar com os colegas.
Se considerarmos todos os segmentos que comec¸am por uma ou mais marcas, e
terminam antes do pro´ximo conjunto de marcas, obtemos os seguintes segmentos:
(O Joa˜o passou) (toda a tarde) (a brincar) (com os colegas.)
1 Dada a falta de uma traduc¸a˜o “oficial” para a l´ıngua portuguesa optou-se pelo uso
da sua forma original.
que embora na˜o correspondam aos verdadeiros sintagmas da frase, correspondem
a uma boa aproximac¸a˜o (um bom ponto de partida).
A lista de marcadores para a l´ıngua portuguesa foi constru´ıda com base na
lista inglesa usada no projecto MaTrEx[1], a` qual se juntaram outras marcas
que foram vindo a ser reconhecidas em corpora. A tabela 1 mostra um excerto
desta lista. E´ interessante reparar que a lista portuguesa e´ razoavelmente maior
devido a` flexa˜o de ge´nero e nu´mero que na˜o se verifica em ingleˆs (um total de
398 marcas para a l´ıngua inglesa e de 596 marcas para a l´ıngua portuguesa).
Dada a lista de palavras, a segmentac¸a˜o em qualquer uma das l´ınguas e´
realizada do seguinte modo:
– anotar todas as marcas existentes na frase;
– cada segmento comec¸a com uma marca e aglutina todas as marcas adjacen-
tes;
– cada segmento termina numa palavra que na˜o e´ marca e que esta´ imedia-
tamente antes de uma marca (transic¸a˜o na˜o marca – marca) ou no final da
frase;
– em cada segmento e´ anotada a parte correspondente a`s marcas para que se
possam agrupar por tipo de marca;
A tabela 2 mostra alguns segmentos (entre os mais comuns) extra´ıdos a partir
do corpus EuroParl PT:EN. A lista de segmentos diferentes extra´ıdos do lado
portugueˆs tem 3 070 398 segmentos, enquanto que a lista para o lado ingleˆs tem
3 103 797 segmentos.
3 Alinhamento de Segmentos
Enquanto que a segmentac¸a˜o monolingue usando a Marker Hypothesis tem um
algoritmo bem definido, o mesmo na˜o acontece para a extracc¸a˜o de segmentos
bilingues alinhados. Embora se pudesse esperar que tendo uma frase e a sua
traduc¸a˜o, o nu´mero de segmentos fosse o mesmo e a ordem dos mesmos fosse
muito pro´xima, a verdade e´ que tal na˜o acontece: na˜o so´ as traduc¸o˜es sa˜o dema-
siado livres, como a diferenc¸a entre l´ınguas leva a que a quantidade de segmentos
em cada l´ıngua seja diferente. Um exemplo t´ıpico entre a l´ıngua portuguesa e
inglesa e´ o uso de adjectivo:
(o casaco) (de peles) // (the fur coat)
Para ajudar no alinhamento de segmentos entre l´ınguas foram usados di-
ciona´rios probabil´ısticos de traduc¸a˜o (ver secc¸a˜o 3.1). Estes diciona´rios permitem-
nos obter medidas de “tradutibilidade” entre dois segmentos, ja´ que incluem
probabilidades de traduc¸a˜o entre palavras de diferentes l´ınguas.
O algoritmo compreende os seguinte passos:
– segmentac¸a˜o da unidade de traduc¸a˜o em cada uma das l´ınguas usando o
algoritmo da Marker Hypothesis;
Ingleˆs Portugueˆs
most maior; maioria
much muito
my meu; minha; meus; minhas
near perto; pro´ximo; quase
nearby perto; pro´ximo
neither ta˜o-pouco; tambe´m na˜o
next seguinte; pro´ximo; pro´xima
nigh pro´ximo
no na˜o
nor nem
now agora; uma vez que; considerando que
of de; por; em
off de; fora
on em; sobre; em cima de; de; relativa
once desde que; uma vez que; se
one um; uma
only todavia; mas; contudo
onto para; para cima de; em direcc¸a˜o a
or ou; se na˜o
other outro; outra; outras; outros
our nosso; nossa; nossos; nossas
ours o nosso; a nossa; os nossos; as nossas
out fora
over sobre; em cima de; por cima de
owing to devido a: por consequeˆncia de; por causa de
own pro´prio; ser proprieta´rio
past por; para ale´m disso; fora de
pending durante; ate´
per por; atrave´s de; por meio de; devido a acc¸a˜o de
plus mais; a acrescentar a; a adicionar a
round em torno de; a` volta de
same mesmo; mesma
several va´rios
sort of espe´cie de; ge´nero de; tipo de; de certo modo
since desde; desde que; depois que
so portanto; por isso
some algum; alguns; alguma; algumas
subject to sujeito a
such este; esse; aquele; isto; aquilo
supposing supondo; se; no caso de; dada a hipo´tese de
than de; que; do que; que na˜o
that aquele; aquela; aquilo; esse; essa; isso; . . .
the o; a; os; as
Tabela 1. Excerto de marcadores EN:PT.
34 137 da comissa˜o 13 566 and gentlemen
17 277 do conselho 11 466 the commission
16 891 da unia˜o europeia 9 182 to make
11 379 em mate´ria 8 712 to be
9 880 de trabalho 8 356 to do
9 850 da unia˜o 7 992 of the european union
9 479 no sentido 7 941 of the committee
5 332 em primeiro lugar 7 814 to say
3 245 no que diz respeito 7 574 with regard
2 214 para o desenvolvimento 3 749 in the european union
Tabela 2. Segmentos que mais ocorrem no EuroParl (PT e EN).
– ca´lculo de uma matriz de correspondeˆncias entre segmentos utilizando o
diciona´rio probabil´ıstico de traduc¸a˜o;
– selecc¸a˜o das ce´lulas relevantes para o alinhamento dos segmentos;
– extracc¸a˜o das correspondeˆncias bilingues entre segmentos;
– “generalizac¸a˜o” e acumulac¸a˜o dos resultados obtidos;
Este algoritmo e´ detalhado na secc¸a˜o secc¸a˜o 3.2 com um exemplo. Na secc¸a˜o 3.3
sa˜o discutidos os resultados obtidos.
3.1 Diciona´rios Probabil´ısticos de Traduc¸a˜o
Os diciona´rios probabil´ısticos de traduc¸a˜o (PTD2) [8] sa˜o diciona´rios que asso-
ciam a palavras de determinada l´ıngua Lα um conjunto de palavras numa outra
l´ıngua Lβ , juntamente com uma probabilidade de traduc¸a˜o:
PTD(Lα,Lβ) = wLα ⇀
(
occ(wLα)×
(
wLβ ⇀ P
(T (wLα) = wYβ)))
A figura 1 mostra duas entradas de um PTD. E´ importante realc¸ar que estes di-
ciona´rios na˜o podem ser vistos como diciona´rios de traduc¸a˜o t´ıpicos ja´ que como
sa˜o extra´ıdos automaticamente, alguns dos relacionamentos na˜o sa˜o verdadei-
ras traduc¸o˜es. De notar que estes diciona´rios teˆm o tamanho correspondente ao
nu´mero de palavras existente no corpus, pelo que quanto maior for a diversidade
le´xica de um corpus, maior sera´ tambe´m a diversidade do diciona´rio extra´ıdo.
3.2 Algoritmo de Alinhamento
A segmentac¸a˜o de uma unidade de traduc¸a˜o resulta num conjunto de segmentos
para cada uma das l´ınguas. O alinhamento destes segmentos pode ser visto
como um caso particular do alinhamento de frases [3], e portanto com uma
soluc¸a˜o conhecida baseada em programac¸a˜o dinaˆmica. A abordagem proposta
baseia-se no uso de diciona´rios probabil´ısticos de traduc¸a˜o para o alinhamento de
europe => { count => 42853,
trans => { europa => 0.9471,
europeus => 0.0339,
europeu => 0.0081,
europeia => 0.0011,
},
},
stupid => { count => 180,
trans => { estu´pido => 0.1755,
estu´pida => 0.1099,
estu´pidos => 0.0741,
avisada => 0.0565,
direita => 0.0558,
impasse => 0.0448,
},
},
Figura 1. Extracto de um Diciona´rio Probabil´ıstico de Traduc¸a˜o.
segmentos, associando assim ao cada par de segmentos um valor probabil´ıstico
correspondente a uma valorac¸a˜o qualitativa do alinhamento.
O processo baseia-se na construc¸a˜o de uma matriz de alinhamento em que
cada segmento da l´ıngua Lα corresponde a uma linha da matriz, e cada seg-
mento da l´ıngua Lβ corresponde a uma coluna da matriz. Cada ce´lula (i, j) e´
preenchida com uma medida da probabilidade do segmento sβ,j ser traduc¸a˜o do
segmento sα,i. Segue-se a selecc¸a˜o das ce´lulas com maior probabilidade e que cor-
respondem ao alinhamento pretendido. Embora a abordagem seja extremamente
simples, na˜o e´ igualmente simples a definic¸a˜o de uma fo´rmula para o ca´lculo da
probabilidade de traduc¸a˜o entre dois segmentos.
Um dos problemas na construc¸a˜o desta fo´rmula e´ a baixa probabilidade de
traduc¸a˜o que existe habitualmente entre marcas: dada a profusa flexa˜o da l´ıngua
portuguesa, as probabilidades associadas a` traduc¸a˜o de um artigo da l´ıngua in-
glesa para a l´ıngua portuguesa sa˜o bastante baixas (considerando um caso o´ptimo
de “the” traduzido por “a”, “o”, “as” e “os” ter´ıamos 25% de probabilidade para
cada uma destas traduc¸o˜es). Embora o mesmo va´ acontecendo com o resto do
le´xico, as probabilidades na˜o sa˜o ta˜o baixas como as dos marcadores, pelo que
dar mais peso a`s palavras que na˜o sa˜o marcas devera´ ser suficiente.
Por outro lado, se um segmento em determinada l´ıngua corresponder a va´rios
segmentos na outra l´ıngua, so´ algumas palavras do primeiro segmento va˜o ter
uma traduc¸a˜o va´lida em cada um dos segmentos da outra l´ıngua. Assim, a pro-
babilidade de traduc¸a˜o na˜o deve ser vista como “a probabilidade de sα e sβ serem
traduc¸o˜es mu´tuas” mas antes, considerando que size(sα) > size(sβ), como “a
probabilidade de a traduc¸a˜o de sβ estar contida em sα.”
2 Probabilistic Translation Dictionaries
Data: Sejam sα e sβ dois segmentos, na l´ıngua Lα e Lβ respectivamente,
tal que sα < sβ e, Dα,β e Dβ,α os diciona´rios probabil´ısticos de
traduc¸a˜o entre essas l´ınguas.
SomaProbs←− 0
for wα ∈ marcas (sα) do
Tradswα ←− TDα,β (wα)
for wβ ∈ Tradswα do
if wβ ∈ marcas (sβ) then
SomaProbs←− SomaProbs + P (wβ ∈ Tradswα)
ProbMarcas←− SomaProbssize(marcas(wα))
SomaProbs←− 0
for wα ∈ texto (sα) do
Tradswα ←− TDα,β (wα)
for wβ ∈ Tradswα do
if wβ ∈ texto (sβ) then
SomaProbs←− SomaProbs + P (wβ ∈ Tradswα)
ProbTexto←− SomaProbssize(texto(wα))
Prob = 0.1× ProbMarcas + 0.9× ProbTexto
Algoritmo 1: Ca´lculo (simplificado) de probabilidade de traduc¸a˜o entre dois
segmentos.
O algoritmo 1 mostra de forma simplificada o processo de ca´lculo da probabi-
lidade de traduc¸a˜o entre dois segmentos tendo em conta os detalhes discutidos.
Utilizando esta fo´rmula em cada combinac¸a˜o de dois segmentos e´ preenchida
uma matriz de alinhamento (ver exemplo na tabela 3).
O passo seguinte e´ encontrar as ce´lulas com maiores probabilidades e fazer
o alinhamento entre segmentos. Do exemplo apresentado seriam extra´ıdos os
seguintes exemplos de traduc¸a˜o:
– a presente decisa˜o produz efeitos / this decision shall take effect
– em 16 de setembro de 1999 / on 16 september 1999
Depois de ordenados e de calcular as contagens de ocorreˆncias por traduc¸a˜o,
chegamos a exemplos como os que se apresentam na tabela 4.
3.3 Ana´lise de Resultados
Uma ana´lise aos resultados mostra que exemplos com mais de 50 ocorreˆncias
(cerca de 2000 exemplos para o EuroParl) sa˜o traduc¸o˜es fia´veis, havendo apenas
necessidade de filtrar algumas traduc¸o˜es de nu´meros e de pontuac¸o˜es, que embora
correctas sa˜o de pouca utilidade.
this decision shall take effect on 16 september 1999
a presente decisa˜o produz efeitos 23.18% 5.86%
em 16 0.00% 76.41%
de setembro 0.00% 85.60%
de 1999 0.00% 84.10%
Tabela 3. Matriz de alinhamento.
Ocorreˆncias Portugueˆs Ingleˆs
22 653 senhor presidente mr president
4 380 senhora presidente madam president
2 293 da unia˜o europeia of the european union
2 274 , em nome , on behalf
1 980 espero i hope
1 932 da comissa˜o of the committee
1 855 gostaria i would like
1 848 na europa in europe
1 691 o debate the debate
1 530 do conselho of the council
1 501 penso i think
1 460 da comissa˜o of the commission
1 390 esta´ encerrado is closed
1 367 penso i believe
1 335 da europa of europe
1 235 gostaria i should like
1 178 em segundo lugar secondly
305 dos direitos do homem of human rights
242 dos direitos da mulher on women ’s rights
192 a proposta da comissa˜o the commission ’s proposal
Tabela 4. Exemplos mais ocorrentes no EuroParl.
Embora estas traduc¸o˜es sejam correctas na˜o podem ser vistas como u´nica
fonte para a traduc¸a˜o automa´tica. O problema da junc¸a˜o de segmentos numa
traduc¸a˜o que tiveram origem em frases diferentes (problema conhecido como
Boundary Friction [2]) na˜o e´ de todo resolvido. Inclusive, e´ defendido que seg-
mentos lingu´ısticos como os obtidos por este me´todo na˜o teˆm resultados bons
na traduc¸a˜o baseada em exemplos. Neste sentido, a avaliac¸a˜o deste recurso deve
ser feita na˜o como um recurso isolado mas como parte integrante de um sistema
de traduc¸a˜o automa´tica.
4 Concluso˜es
A Marker Hypothesis tem resultados igualmente interessantes na l´ıngua inglesa
e portuguesa. A verdade e´ que existindo um maior nu´mero de marcadores e de
uso bastante mais intensivo para a l´ıngua portuguesa, a quantidade de segmentos
extra´ıdos e´ maior do que a quantidade de segmentos extra´ıdos da l´ıngua inglesa.
Esta desproporc¸a˜o leva a que o alinhamento entre segmentos na˜o seja trivial. O
uso de diciona´rios probabil´ısticos de traduc¸a˜o mostrou-se imprescind´ıvel para o
alinhamento eficaz destes segmentos.
No entanto, e em paralelismo com o que acontece no alinhamento de corpora
ao n´ıvel da frase, o alinhamento obtido nunca corresponde a um alinhamento
ao n´ıvel do elemento mais pequeno. Ou seja, nem sempre e´ poss´ıvel alinhar
apenas um segmento com um segmento, obtendo-se frequentemente relac¸o˜es de
n : 1, 1 : n e ate´ mesmo n : m.
Embora nem todos os exemplos extra´ıdos usando esta metodologia possam
ser considerados correctos para uso na traduc¸a˜o, os que ocorrem um maior
nu´mero de vezes sa˜o correctos. A acumulac¸a˜o de exemplos extra´ıdos de dife-
rentes corpora levara´ a que a quantidade de exemplos de qualidade seja maior.
Como trabalho futuro pretende-se comparar a qualidade dos resultados ob-
tidos com este me´todo de segmentac¸a˜o com o apresentado em [6]. Esta´ tambe´m
em estudo a possibilidade de se cruzarem os algoritmos.
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