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Abstract 
 
Seismic anisotropy has widely been used for the characterization of fractures in a reservoir. 
Recent work has demonstrated the effect of seismic dispersion on producing a frequency-
dependent reflection coefficient, which can be important in fracture characterization since large 
fractures often lead to frequency-dependent anisotropy. In this paper, we examine the impact 
of anisotropic dispersion on P-wave reflections based on an HTI sand model overlaid by VTI 
shale. Although VTI in the overburden does not lead to azimuthal anisotropy, its effect on angle 
dependence could significantly affect the azimuthal AVO responses at far offsets. We show a 
modest effect on the amplitude and large effect on the phase, the latter of which could even be 
mistaken for azimuthal velocity variations. We present a Bayesian inversion based on a forward 
modelling technique aimed at recovering water saturation, fracture density and fracture length 
of a HTI sand. Our results show potential of using seismic dispersion in azimuthal AVO 
analysis to discriminate large-scale fractures from micro-scale cracks. 
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Introduction 
 
The detection of fractures in a reservoir is of great interest because fracturing can significantly 
affect fluid flow during hydrocarbon production. Studies on the variation of P-wave reflectivity 
with azimuth and offset have gained much attention since it can be analysed to determine the 
orientation and density of fractures (e.g., Lynn et al. 1995, Rüger 1998, Hall and Kendall 2003). 
However, the estimation of fracture sizes from azimuthal P-wave reflection remains a challenge 
since conventional seismic anisotropy is assumed insensitive to the fracture length (Hudson 
1981, Liu et al. 2000). 
 
It is known that the presence of fractures in a reservoir often leads to frequency-dependent 
anisotropy (FDA), which has been observed by Marson-Pidgeon and Savage (1997), 
Chesnokov et al. (2001) and Al-Harrasi et al. (2011). A large amount of literature also exits on 
the development of rock physics theories that describe such fracture-induced dispersion (e.g., 
Chapman 2003, Gurevich 2003, Brajanovski et al. 2005, Liu et al. 2006, Chapman 2009, 
Jakobsen and Chapman 2009, Guo et al. 2016, Collet and Gurevich 2016). During the past 
decade, attention has increasingly been paid to the effect of seismic dispersion on reservoir 
characterization, emphasising the potential importance of frequency-dependent reflection 
coefficients (Chapman et al. 2006, Odebeatu et al. 2006, Ren et al. 2009, Innanen 2011, Liu et 
al. 2018).  Particularly, attention has been focused on the detection of fluid saturation. Wu et 
al. (2014) proposed a method to estimate gas saturation from pre-stack seismic data in a 
partially saturated sand based on frequency-dependent reflectivity and rock physics theory. Jin 
et al. (2017) extended the method to a thin-layer case by incorporating frequency-dependent 
reflectivity into convolutional modelling, which allows them to synthesize forward seismic 
traces from well logs and investigate the effects of seismic dispersion on waveforms. These 
studies assumed the absence of fractures and therefore are limited to isotropic reservoirs.  
 
In the presence of fractures, the use of anisotropic dispersion has shown potential for accurately 
characterizing fracture properties. However, the impact of FDA on azimuthal P-wave reflection 
appears to be less well understood; indeed a majority of studies take advantage of shear-wave 
splitting (e.g., Maultzsch et al. 2003a, Al-Harrasi et al. 2011) and attenuation (e.g., Chapman 
2003, Chichinina et al. 2006, Liu et al. 2007, Wang et al. 2015, Ekanem et al. 2016). Moreover, 
most of current theories have been limited to the single fluid assumption, despite the fact that 
almost all reservoirs are partially saturated. Considering these issues, in this paper we 
investigate the impact of partial saturation on anisotropic P-wave dispersion using a theory 
developed by Jin et al. (2018), which quantitatively describes the coupled “squirt” and “patch” 
effects on FDA in a fractured rock saturated by two immiscible fluids. We also study how such 
effects influence azimuthal P-wave reflections, as deviations from the elastic assumption could 
potentially affect the interpretation of seismic data and the accuracy of fracture characterization. 
 
In this paper, we develop a convolutional FDA modelling framework by extending the method 
of Jin et al. (2017) to anisotropic case and investigate the effects of FDA on azimuthal P-wave 
reflection based on an HTI sand model overlaid by an elastic shale. Our results suggest that the 
main impact of FDA is on azimuthal phase, and the presence of transverse isotropy with vertical 
symmetry axis (VTI) in the overlying shale could significantly affect the azimuthal behaviour 
of frequency-dependent AVO responses. Recognizing the impact of seismic dispersion in 
fractured media could potentially help differentiate between large-scale and micro-scale 
fractures. 
 
We start by introducing the calculation of frequency-dependent reflection coefficient in 
partially saturated rock with aligned fractures modelled by the theory of Jin et al. (2018). We 
then review the convolutional modelling generalized by Jin et al. (2017) for the computation 
of synthetic seismic traces. We base the frequency-dependent azimuthal AVO study on the 
Class I model of Rutherford and Williams (1989) where we consider the overlying shale being 
either isotropic or anisotropic (VTI). Phase variations with both incidence angle and azimuth 
are particularly investigated. Finally, we consider a model-based Bayesian inversion to recover 
the water saturation, fracture density, and fracture length of the dispersive target. Our results 
show potential of using pre-stack reflection data to recover water saturation and to differentiate 
between large-scale and micro-scale fractures. 
 
Methods 
 
We calculate the reflection coefficient from Zoeppritz equations generalized by Schoenberg 
and Protazio (1992). Considering that the anisotropic medium has a horizontal plane of 
symmetry parallel to the 𝑥" − 𝑥$ plane, let 𝑥% = 0 be the horizontal interface between two half 
spaces. We assume the horizontal components of slowness are all real (i.e., the source being 
placed in an elastic layer), and specify the incident wave with angle of incidence 𝜃 and azimuth 𝜑. The direction of propagation can be expressed as 
𝐧 = +sin 𝜃 cos𝜑sin 𝜃 sin 𝜑cos 𝜃 1.                                                            (1) 
The slowness 𝜉 of this incident wave is given by 
𝜉 = 345,                                                                  (2) 
where 𝜌 is the density of the rock, and 𝜒 is the smallest eigenvalue of the matrix 𝑐9:;<𝑛9𝑛; 
(Chapman and Liu 2003) where 𝑐9:;<  represent the elements of the stiffness tensor. The 
horizontal slowness components 𝑠" and 𝑠$ are therefore 𝑠" = 𝜉 sin 𝜃 cos𝜑,						𝑠$ = 𝜉 sin 𝜃 sin𝜑.                                     (3) 
Keeping 𝑠" and 𝑠$ constant for all waves interacting at the interfaces, we then calculate the 
vertical slowness and polarizations of the ray in the dispersive medium by solving the 
Christoffel equation |𝜌𝛿9; − Γ9;| = 0,                                                          (4) 
where 𝛿9; is the Kronecter parameter, and Γ9; = 𝑐9:;<𝑠<𝑠: is defined as the Christoffel matrix. 
The eigenvalues of equation (4) are squared solutions of vertical slowness 𝑠%D, 𝑠%E and 𝑠%F for 
quasi-P wave, the first arriving quasi-S wave and the last arriving quasi-S wave, respectively. 
The associated eigenvectors are corresponding polarizations 𝐞𝐩, 𝐞𝐬 and 𝐞𝐭. With the solutions 
of vertical slowness, we can apply the continuities of displacement and traction at the interface 𝑥% = 0 to the wave equations to solve for the reflection coefficients corresponding to angle of 
incidence 𝜃 and azimuth 𝜑 from Zoeppritz equations generalized by Schoenberg and Protazio 
(1992). 
 
We then describe the frequency-dependence of the reflection coefficient by using the theory of 
Jin et al. (2018), which is an extension of the model of Papageorgiou and Chapman (2017) to 
the anisotropic case. The theory models coupled “squirt” and “patch” effects on seismic 
anisotropy in a fractured rock saturated by two immiscible fluids. It considers the fractured 
rock as an effective medium consisting of an isotropic collection of grain-scale pores and 
cracks and a set of aligned meso-scale fractures. The resulting medium is transversely isotropic. 
During the passage of a seismic wave, the induced unrelaxed fluid pressure gradient between 
the inclusions gives rise to squirt flow. By considering the effect of relative permeability and 
allowing for pressure variations between the two fluids, they derived the frequency-dependent 
stiffness tensor as 𝑐9:;<(𝜔) = 𝑐9:;<N − 𝜙D𝑐9:;<" (𝜔) − 𝜀Q𝑐9:;<$ (𝜔) − 𝜀R𝑐9:;<% (𝜔),                           (5) 
where 𝜔 is frequency, 𝜙D is the porosity of the spherical pores, 𝜀Q is the microcrack density, 
and 𝜀R is the fracture density. The results are consistent with the form of Chapman (2003) in 
that 𝑐9:;<N  is the isotropic elastic tensor of the mineral matrix specified by the lame parameters 𝜆 and 𝜇. 𝑐9:;<" , 𝑐9:;<$ , and 𝑐9:;<%  are corrections associated with spherical pores, microcracks, and 
meso-scale fractures, respectively. These corrections would depend on the effective bulk 
modulus of the two-fluid mixture and two characteristic frequencies associated with grain-scale 
cracks and meso-scale fractures. Following Jin et al. (2018), the effective fluid bulk modulus 𝐾R is derived as 
"VW = XYZ[VY + ("]XY)ZZ[V^ ; 𝑞[ = 𝑆a + 𝑞(1 − 𝑆a),                                      (6) 
where 𝑆a is the water saturation, 𝐾a and 𝐾c are the bulk moduli of the saturating fluids. The 
subscripts 𝑤  and 𝑔  denote the fluid types. 𝑞  is a non-dimensional parameter defined by 
Papageorgiou and Chapman (2017) that quantifies the variation of induced pressures between 
the two fluids. It lies within the range 
V^VY ≤ 𝑞 ≤ 1. 𝑞 = 1 corresponds to the isostress condition 
in which the two fluids are mixed uniformly at a fine scale. This simplifies the effective fluid 
modulus as a Reuss average "VW = XYVY + "]XYV^  that is known as Wood’s equation.  Values less 
than 1 represent pressure variation within fluids which could give rise to the so-called “patch” 
effects. Particularly, at the extreme value 𝑞N = V^VY, the effective fluid modulus can be expressed 
by the volume average 𝐾R = 𝑆a𝐾a + (1 − 𝑆a)𝐾c , which is often referred to as the Voigt 
approximation to the patchy-saturation upper bound.  
 
The theory takes into account of the relative permeability effects on reducing the fluid mobility 
of the two-fluid mixture. This further lowers the microcrack-scale characteristic frequency 𝜔g 
and the fracture-scale characteristic frequency 𝜔R , which are two important parameters 
determining the frequency regime where dispersion occurs (equivalent to "h  defined by 
Chapman (2003)). Following Jin et al. (2018), we can express the relationship between 𝜔g and 𝜔R  by iWijk = ilij = mWmY,                                                             (7) 𝜔R = noW 𝜔g,                                                               (8) 
where 𝑀R is the effective fluid mobility that can be derived as 𝑀R = qYZ[ 𝑀a + Zq^Z[ 𝑀c;    𝑀a = qrY;    𝑀c = qr^,                                  (9) 
where 𝜂  is the viscosity, 𝜅  is the absolute permeability, 𝜅a  and 𝜅c  are the relative 
permeabilities of water and gas. 
 
In the above equations, 𝜔N and 𝜔Nu  are the values of 𝜔g and 𝜔R  at full water saturation, 𝜍 is the 
grain size that is assumed to be identified with the radii of the pore and cracks but much smaller 
than the fracture length 𝑎R. We would therefore expect the fracture-scale 𝜔R  to be smaller than 
the microcrack-scale 𝜔g. In this model, the patch parameter 𝑞, the relative permeability and 
the length of fractures all contribute to lowering the characteristic frequency, which could 
potentially lead to frequency-dependent anisotropy in the seismic frequency band. The 
reflection coefficient is therefore calculated to be frequency dependent and complex in this 
case.  
 
Jin et al. (2017) proposed a method to incorporate frequency-dependent reflectivity into 
convolutional modelling for the calculation of synthetic angle-domain seismic traces. 
Following Jin et al. (2017), in this paper we model seismic traces in the angle- and azimuth-
time domains according to the equation 𝑥(𝜃, 𝜑, 𝑡) = ℱ]"[𝑊(𝜔)𝑅(𝜃,𝜑, 𝜔)],                                         (10) 
where 𝑊(𝜔) is the source wavelet 𝑤(𝑡) in frequency domain, 𝑅(𝜃,𝜑, 𝜔) is the frequency-
dependent reflection coefficient at the interface, and ℱ]" denotes the inverse Fourier transform. 
 
 
Saturation effects on P-wave anisotropy 
 
Jin et al. (2018) have studied the effects of patchy saturation and squirt dispersion on frequency-
dependent S-wave anisotropy. They show that the influence of relative permeability and patchy 
saturation on lowering the characteristic frequency at intermediate saturations could lead to 
non-monotonic behaviour of S-wave splitting with respect to changes in water saturation. Here 
we study how such effects could also affect P-wave anisotropy based on a porous rock saturated 
by water and supercritical CO2. The parameters are listed in Table 1, in which the bulk and 
shear moduli represent measurements in the absence of fractures. 
 
Figure 1 displays the variation of quasi P-wave velocity with water saturation at various 
frequencies and patch parameters 𝑞. The propagation is along the direction of the fracture 
normal. In the low frequency limit, the uniform saturation (𝑞 = 1) case corresponds to an 
abrupt increase of P-wave velocity as it approaches full water saturation. The presence of 
patchy saturation tends to stiffen the rock, leading to a smoother variation of velocity with 
water saturation. In the high frequency limit (e.g. 100𝜔Nu ), the dependence of P-wave velocity 
on water saturation becomes less significant, and the introduction of patchy saturation only 
slightly increases the velocity. At intermediate frequencies (e.g., 𝜔Nu ), however, we show non-
monotonic variation of P-wave velocity with water saturation. Conventionally, we might 
expect the introduction of gas to lead to a drop in P-wave velocity since gas has smaller bulk 
modulus and viscosity than water. Our results indicate that such velocity drop may not always 
occur as the effects of relative permeability and patchy saturation could significantly lower the 
characteristic frequency. This results in stronger dispersion at intermediate saturations, leading 
to higher P-wave velocity compared to that at full water saturation.  
 
Figure 2 shows the variation of frequency-dependent quasi P-wave velocities with direction of 
propagation. For both full water saturation and partial saturation cases, quasi P-wave velocities 
show cos4𝜃 angular variation at very high frequencies and cos2𝜃 angular variation at lower 
frequencies. This is consistent with Thomsen (1995) and Chapman (2003). At zero water 
saturation, however, we may no longer observe the cos4𝜃 angular variation even at very high 
frequencies (Figure 2d). While the introduction of CO2 leads to a drop in P-wave velocity due 
to the stiffening effect of the two-fluid mixture (Figure 2b), the presence of patchy saturation 
gives rise to stronger dispersion which could make up such velocity drop (Figures 2a and 2c). 
 
Table 1. The parameters of a fractured rock saturated by water and supercritical CO2. 
Dry frame bulk modulus (Pa) 1.40 × 10"N Porosity 10% 
Dry frame shear modulus (Pa) 7.29 × 10 Crack density 0.02 
Mineral bulk modulus (Pa) 2.20 × 10"N Fracture density 0.05 
Mineral shear modulus (Pa) 9.31 × 10 Fracture length (m) 1 
Solid density (kg/m3) 2650 Aspect ratio 1.0 × 10] 
Relative permeability of water 𝑆a% Relative permeability of CO2 (1 − 𝑆a)$ 
Water viscosity (Pa.s) 6.0 × 10] CO2 viscosity (Pa.s) 2.1 × 10] 
Water density (kg/m3) 1000 CO2 density (kg/m3) 240 
Water bulk modulus (Pa) 2.4 × 10 CO2 bulk modulus (Pa) 1.1 × 10 
 
 
Figure 1. The variation of quasi P-wave velocity with water saturation for a range of patch 
parameters 𝑞 and frequencies. The propagation is along the fracture normal. 
 
  
(a) full water saturation (b) 𝑆a = 80%; 𝑞 = 1 
  
(c) 𝑆a = 80%; 𝑞 = 𝑞N (d) 𝜔 = 100𝜔Nu ; 𝑞 = 𝑞N 
Figure 2. The angular variation of quasi P-wave velocity for (a) the full water saturation case, 
(b) the 80% uniform saturation case with 𝑞 = 1, (c) the 80% patchy saturation case with 𝑞 =𝑞N , at various frequencies, and (d) the patchy saturation case with 𝑞 = 𝑞N  at very high 
frequency 100𝜔Nu . 
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Frequency-dependent azimuthal AVO 
 
We study the effect of FDA on azimuthal P-wave reflection by considering the Class I example 
of Rutherford and Williams (1989). Table 2 displays the parameters for the model, which 
consists of a fractured sand reservoir overlaid by shale. We saturate the sand using the same 
fluids in Table 1. The velocities represent the measurements from the unfractured rock. We 
choose this model because Sayers and Rickett (1997) showed that the fractures have the 
strongest effect when the sand has higher acoustic impedance than the overlying shale. They 
investigated the azimuthal variation of AVO response based on this model by introducing 
anisotropy in the sand while assuming the shales being isotropic. They characterized the 
fractures by using the normal and tangential compliances 𝑍 and 𝑍 (Schoenberg and Sayers 
1995), which allowed the calculation of frequency-independent reflectivity parallel and 
perpendicular to the strike of fractures. The results suggested that the effect of fractures only 
becomes noticeable at very large angles. 
 
Table 2. The modified Class I model of Rutherford and Williams (1989) characterized by 
Thomsen’s parameters and Jin et al.  (2018) model. 
Layers Vp (m/s) 
Vs 
(m/s) 
Density 
(kg/m3) Elasticity Model parameters 
Shale 3300 1700 2350 
Elastic 
(Frequency-
independent) 
Thomsen’s parameters (VTI) 𝜖 = 0.1     (a) 𝛿 = 0.1     (b) 𝛿 = −0.1 
Sand 4200 2700 2490 
(a) Elastic  
 
(b) 
Frequency-
dependent 
Jin et al.  (2018) model (HTI) 
Porosity Crack density 
Fracture 
density 
Fracture 
length 
(m) 
0.1 0.1 0.05 1 
 
In reality, shale often shows intrinsic anisotropy due to preferentially alignment of clay 
particles. It is also known that the presence of large fractures in a reservoir often leads to FDA. 
Under these circumstances, we consider scenarios where the elastic shale is transversely 
isotropic with vertical axis of symmetry (VTI) and the dispersive sand has vertically aligned 
fractures which show transverse isotropy with horizontal axis of symmetry (HTI). We use 
Thomsen’s parameters 𝜖 and 𝛿 to characterize the VTI shale and use Jin et al. (2018) model to 
describe frequency-dependence of the HTI sand. Figure 3 shows the effects of VTI in the 
overlying shale on elastic azimuthal AVO curves under various Thomsen’s parameters. Both 
shale and sand are assumed to be elastic. The blue solid curves represent the results for the 
isotropic overlying shale, which are consistent with Sayers and Rickett (1997). In the following 
studies, we characterize the VTI shale by using two sets of Thomsen’s parameters 𝜖 =0.1; 	𝛿 = 0.1  and 𝜖 = 0.1; 	𝛿 = −0.1  respectively and compare to the results based on the 
isotropic shale assumption. 
 
  
(a) 0-degree azimuth (b) 90-degree azimuth 
Figure 3. Azimuthal AVO responses at an interface separated by VTI shale and HTI sand for 
a range of Thomsen’s parameters. (a) The azimuth is 0 degree; (b) The azimuth is 90 degrees. 
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Figure 4. The impact of fracture length on frequency-dependent P-wave reflection at the 
interface between isotropic shale and fractured sand with HTI anisotropy. The angle of 
incidence is 45 degrees, and the azimuth is 0 degree. 
 
Our approach of calculating reflection coefficient from Zoeppritz equations and Jin et al. (2018) 
theory allows the parameterisation of fracture density and fracture length. In current literature 
(e.g., Chapman 2003), the timescale parameter 𝜏 was used as 2 × 10]	s, which corresponds 
to a characteristic frequency 𝜔N = 5 × 10	Hz. Assuming the grain size  𝜍 = 2 × 10]	m and 
the fracture size 𝑎R = 1	m, the fracture-scale characteristic frequency 𝜔Nu  is calculated as 10 
Hz. We would therefore expect velocity dispersion to occur within the seismic frequency range 
in the presence of large fractures. The model by Jin et al. (2018) also suggests that the fracture 
length plays an important role in controlling the range where dispersion occurs. Figure 4 
demonstrates this effect on frequency-dependent P-wave reflection by varying the fracture 
length in the sand from 0.1 mm to 10 m. The P-wave reflection is calculated at the incidence 
angle of 45 degrees and azimuth of 0 degree. For grain-scale microcracks (e.g., 1 mm), there 
is no dispersion in the seismic frequency range, and the fractured gas sand is equivalent to the 
elastic medium considered by Sayers and Rickett (1997). For large-scale fractures (e.g., 1 m), 
the gas sand exhibits strong FDA in the seismic frequency range. 
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To demonstrate the azimuthal dependence of P-wave reflections. We first consider the case 
where the fractured sand is elastic (i.e. frequency-independent microcrack case). Figure 5 
displays the influence of VTI anisotropy in the overlying shale to the AVO responses for 
acquisitions with azimuth varying from 0 to 90 degrees. In the case of isotropic shale, the results 
are consistent with Sayers and Rickett (1997), where polarity changes of reflection occur at 
certain angles of incidence which we call reversal angles. The amplitude of reflectivity 
becomes zero and the phase jumps between 0 degree and 180 degrees discontinuously at the 
reversal point. The introduction of VTI influences the dependence of reflectivity on the angle 
of incidence (Rüger 1997, Tsvankin 2012). Figure 5b compares the AVO responses at zero 
azimuth for various Thomsen’s parameters of the shale. The presence of VTI anisotropy 
changes both reversal angles and the far-offset reflectivities. Such difference can be well 
illustrated by the corresponding angle-domain seismic traces in Figure 8a where the source is 
a Ricker wavelet with 40 Hz peak frequency. The red line represents the location of the 
interface. Although VTI does not give rise to azimuthal anisotropy in the overlying shale, its 
effect on angle dependence could further affect the azimuthal anisotropy of AVO responses at 
the VTI-HTI interface. As a result, we may no longer observe the multiple polarity changes as 
the azimuthal angle increases (Figure 5c). Although our results in Figure 5a agree with Sayers 
and Rickett (1997) in that the azimuthal anisotropy only become noticeable at very large angles, 
the presence of VTI in the overlying shale could lead to a much weaker azimuthal variation of 
reflectivity compared to results based on the isotropic shale assumption (Figures 5d and 5e). 
 
We now investigate the effects of frequency-dependence in the HTI sand on the azimuthal 
AVO responses. Both isotropic and VTI overlying shales are considered. Figure 6 displays the 
variation of P-P reflectivity, which is the norm of the complex-valued reflection coefficient, 
with angle of incidence and azimuth at various frequencies. Again, significant azimuthal effects 
only occur at large angles of incidence. In the isotropic and VTI (𝜖 = 0.1; 	𝛿 = −0.1) shale 
cases shown in Figures 7a and 7b, the reflectivities at various frequencies do not reduce to zero, 
and the phase variations appear to be continuous. The corresponding pre-stack seismic traces 
therefore show strong phase variations with the increase of incidence angle (Figure 8b). The 
influence of dispersion is negligible at small angles. For angles larger than 30 degrees, a more 
gradual variation in both amplitude and phase can be observed from the frequency-dependent 
case. In comparison to results shown in Figures 7a and 7b, phase variation in the VTI (𝜖 =0.1; 	𝛿 = 0.1) case (Figure 7c) becomes less significant at large angles, as we can hardly 
observe noticeable phase effects on the seismic traces shown in the bottom of Figure 8b. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)  
  
(b) 0-degree azimuth (c) 90-degree azimuth 
  
(d) 30-degree angle (e) 50-degree angle 
Figure 5. (a) The variation of P-P reflectivity with angle of incidence and azimuth for a 
range of Thomsen’s parameters of the VTI shale. (b) The variation of reflection coefficient 
with angle of incidence at 0-degree azimuth. (c) The variation of reflection coefficient with 
angle of incidence at 90-degree azimuth. (d) The variation of reflection coefficient with 
azimuth at 30-degree angle. (e) The variation of reflection coefficient with azimuth at 50-
degree angle. The HTI sand is frequency independent. 
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(a) 10 Hz 
 
(b) 50 Hz 
 
(c) 90 Hz 
Figure 6. The variation of P-P reflectivity with angle of incidence and azimuth at the 
interface separated by VTI shale and frequency-dependent HTI sand for a range of 
frequencies at (a) 10 Hz (b) 50 HZ and (c) 90 Hz.  
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(a) isotropic shale 𝜖 = 0; 	𝛿 = 0 
  
(b) VTI shale 𝜖 = 0.1; 	𝛿 = −0.1 
  
(c) VTI shale 𝜖 = 0.1; 	𝛿 = 0.1 
Figure 7. The frequency-dependent AVO curves and phase variations from acquisition 
perpendicular to fractures (zero azimuth) for (a) the isotropic shale case with 𝜖 = 0; 	𝛿 = 0; 
(b) the VTI shale case with 𝜖 = 0.1; 	𝛿 = −0.1; (c) the VTI shale case with 𝜖 = 0.1; 	𝛿 =0.1. 
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(a) elastic case (b) frequency-dependent case 
Figure 8. The pre-stack angle domain seismic traces from acquisition perpendicular to 
fractures (zero azimuth) for (a) the frequency-independent HTI sand overlaid by VTI shale 
and (b) the frequency-dependent HTI sand overlaid by VTI shale. Various Thomsen’s 
parameters are used to characterize the VTI shale. The red line represents the location of 
the interface. 
 
Since the azimuthal variation becomes obvious only when the angle of incidence is large, now 
we take the angle as 50 degrees and demonstrate the elastic and frequency-dependent 
behaviours of P wave reflections as a function of azimuth in Figure 9. In the frequency-
independent case (Figure 5a), polarity change occurs at the reversal azimuth where the 
amplitude reduces to zero and the phase jumps from 180 degrees to 0 degree. The introduction 
of dispersion leads to different behaviours regarding to phase reversal as Figures 9a and 9b 
demonstrate that the frequency-dependent reflection coefficient becomes non-zero and the 
phase varies continuously. Seismic dispersion is strong at small azimuths and becomes much 
weaker as the propagation approaches the direction parallel to fractures. This effect is clearly 
illustrated by comparing the azimuth-domain waveforms in Figures 10a and 10b. FDA plays 
an important role in reshaping the reflected waveforms in terms of amplitude and phase, and 
this phenomenon is particularly obvious for azimuth angles smaller than 60 degrees in this 
example. 
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(a) isotropic shale 𝜖 = 0; 	𝛿 = 0 
  
(b) VTI shale 𝜖 = 0.1; 	𝛿 = −0.1 
  
(c) VTI shale 𝜖 = 0.1; 	𝛿 = 0.1 
Figure 9. The frequency-dependent variation of reflectivities and phases with azimuth at 
50-degree angle of incidence for (a) the isotropic shale case with 𝜖 = 0; 	𝛿 = 0; (b) the VTI 
shale case with 𝜖 = 0.1; 	𝛿 = −0.1; (c) the VTI shale case with 𝜖 = 0.1; 	𝛿 = 0.1. 
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(a) elastic case (b) frequency-dependent case 
Figure 10. The azimuth domain seismic traces from acquisition at 50-degree angle of 
incidence for (a) the frequency-independent HTI sand overlaid by VTI shale and (b) the 
frequency-dependent HTI sand overlaid by VTI shale. Various Thomsen’s parameters are 
used to characterize the VTI shale. The red line represents the location of the interface. 
 
 
We now consider the VTI shale being characterized by 𝜖 = 0.1; 	𝛿 = 0.1. The reflectivity 
curves are shown in Figure 9c. In this case, polarity change can no longer be observed as the 
reflections are negative for all azimuths. The introduction of seismic dispersion in the HTI sand 
leads to weaker amplitudes of reflected waves (comparing Figures 10a and 10b), but minimal 
phase effects can be expected on the reflected waveforms as suggested by the phase curves in 
Figure 9c. The presence of VTI in the overlying shale could therefore significantly change the 
azimuthal behaviour of frequency-dependent AVO responses in terms of both amplitude and 
phase variations. 
 
We further investigate the potential impacts of azimuthal phase effects on amplitude and 
apparent arrival time. We do this by considering the VTI shale case with 𝜖 = 0.1; 	𝛿 = −0.1 
where phase reversal occurs. Figure 11 displays the amplitude picking results from the first 
horizon. For the elastic case in Figure 11a, the picked amplitude at each azimuth fits well with 
the reflection coefficient curve at zero frequency, and clearly approaches zero when the 
azimuth is around 60 degrees. For the frequency-dependent case in Figure 11b, the amplitudes 
vary more gradually and never reduce to zero. They are approximately proportional to the 
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reflection coefficients at the peak frequency. In the elastic case, the peak locates exactly in the 
horizon, while in the FDA case there is a difference which we refer to as the apparent azimuthal 
residual. Figure 12 shows this apparent azimuthal residual between the time depths of the 
waveform peak and the first horizon. We note that failure to recognize this effect during 
velocity analysis could potentially give rise to incorrect estimate of azimuthal velocity 
variations. 
  
(a) (b) 
Figure 11. The amplitude picking of azimuth-domain seismic traces for (a) the elastic case 
and (b) the frequency-dependent case. The angle of incidence is 50 degrees. Curves 
represent the reflection coefficients. Squares represent the picked amplitudes. 
 
 
Figure 12. The variation of traveltime residual with azimuth for the seismic traces shown in 
Figure 10 (𝜖 = 0.1; 	𝛿 = −0.1). The blue line indicates the residual for the elastic case. The 
red circle represents the residual for the frequency-dependent case. 
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Bayesian inversion for fluid and fracture properties 
 
Bayesian inversion has been widely used for estimating rock properties from seismic data 
(Mavko and Mukerji 1998, Spikes et al. 2007, Wu et al. 2014). Jin et al. (2017) proposed a 
Bayesian scheme aimed at recovering water saturation from pre-stack seismic data using a 
modelling technique that incorporates frequency-dependent reflection coefficients. In this 
paper, we extend previous technique to anisotropic case with a particular focus on the 
estimation of water saturation, fracture density, and fracture length. We consider a single 
interface example with the upper layer being VTI shale and the lower layer being a partially 
saturated sand with aligned vertical fractures. Based on the inversion scheme proposed by Jin 
et al. (2017), the main steps in this study are as follows: 
 
(i) Forward modelling the seismic trace 𝑓(𝑠a, 𝜀R, 𝑎R), as written from equation (10), for various 
values of water saturation 𝑠a, fracture density 𝜀R and fracture length 𝑎R by assuming all other 
background parameters are known. 
 
(ii) Calculating the misfits between the observed data 𝑑  (pre-stack seismic traces) and the 
forward model responses at (𝑠a, 𝜀R, 𝑎R) by using equation ∆𝐸 = ∑𝑑 − 𝑓(𝑠a, 𝜀R, 𝑎R)$.                                              (11) 
 
(iii) Calculating the likelihood function 𝑃𝑑𝑠a, 𝜀R, 𝑎R from exponentially transforming the 
misfit: 𝑃𝑑𝑠a, 𝜀R, 𝑎R ∝ exp	(−𝑏 ∙ ∆𝐸),                                             (12) 
where 𝑏 is a constant, the determination of which has been discussed by Jin et al. (2017). In 
this paper, we choose value of 20 for illustration purposes. 
 (iv) Obtaining prior information 𝑃(𝑠a, 𝜀R, 𝑎R) from well-log analysis, and the posterior 
probability of inversion targets 𝑠a, 𝜀R, and 𝑎R can be calculated by 𝑃𝑠a, 𝜀R, 𝑎R𝑑 = ¦(§|EY,¨W,oW)¦(EY,¨W,oW)¦(§) ,                                      (13) 
where 𝑃(𝑑) is a constant that normalizes the final results. 
 
We use same parameters in Table 2 to perform a synthetic study. The overlying VTI shale is 
characterized by Thomsen’s parameters 𝜖 = 0.1; 	𝛿 = −0.1. The HTI sand is saturated by 60% 
water and 40% CO2, and the patch parameter 𝑞  is assumed to be 10𝑞N . We consider two 
fracture cases with the same density 0.05 but different sizes, i.e., grain-scale with length of 1 
mm and meso-scale with length of 1 m. Figure 13 shows the pre-stack data in both angle and 
azimuth domain with 10% Gaussian noise added to the synthetic seismic traces computed by 
equation (10).  
  
(a) micro-scale crack (b) meso-scale fracture 
Figure 13. Synthetic angle- and azimuth-domain seismic data for (a) the microcrack case and 
(b) the meso-scale fracture case. For the angle-domain data, the acquisition is at zero 
azimuth. For the azimuth-domain data, the angle of incidence is fixed at 50 degrees. 
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Following the above steps, we first derive the forward seismic model as a function of 𝑠a, 𝜀R, 
and 𝑎R  assuming that all other parameters are known. The likelihood function can then be 
obtained from the misfits between the observed data and model responses by scanning through 
the combinations of 𝑠a, 𝜀R, and 𝑎R. Assuming a unit probability distribution 𝑃(𝑠a, 𝜀R, 𝑎R) as 
prior information, we can finally calculate the posterior probability distribution 𝑃𝑠a, 𝜀R, 𝑎R𝑑 
from equation (13). 
 
Figure 14 displays the marginal distribution of the posterior probability 𝑃𝑠a, 𝜀R, 𝑎R𝑑 for the 
grain-scale crack and large-scale fracture cases, respectively. It is clear that these two cases can 
be well distinguished. The fracture length for the large-scale case is accurately recovered, while 
a range of lengths smaller than 1 cm appear to satisfy the micro-scale case. This is because 
seismic dispersion is controlled by the fracture size, and could be negligible as the size 
approaches grain-scale. The effects of seismic dispersion associated with large-scale fractures 
also contribute to an accurate estimation of water saturation and fracture density. However, for 
the micro-scale crack case where seismic dispersion is negligible, it is unlikely to accurately 
recover the water saturation. Figure 15 shows the estimation of 𝑠a and 𝑎R at fixed 𝜀R = 0.05. 
The results demonstrate that a more accurate estimation of water saturation can be achieved if 
we can effectively constrain the model. The consideration of seismic dispersion in azimuthal 
AVO analysis has therefore shown potential of discriminating large-scale fractures from micro-
scale cracks. 
 
 
  
(a) micro-scale crack (b) meso-scale fracture 
Figure 14. Marginal distribution of the posterior probability for water saturation, fracture 
density, and fracture length, respectively. (a) The microcrack case with true fracture length 
1 mm; (b) The large-scale fracture case with true fracture length 1 m. 
 
  
(a) (b) 
Figure 15. The estimation of water saturation and fracture length based on the fracture 
density being determined as 0.05. (a) The microcrack case; (b) The large-scale fracture 
case. The true fracture length and water saturation is marked with white circle. 
 
 
Discussion 
 
The potential importance of FDA to seismic fracture characterization is clear. Techniques 
based on shear-wave splitting have been particularly studied, while less attention has been paid 
to the impacts of fracture-related dispersion on P-wave reflections. In this paper, we examined 
the effect of FDA on azimuthal P-wave reflection based on a forward convolutional modelling 
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strategy and a specific rock physics theory. According to the theories of Chapman (2003) and 
Jin et al. (2018), the frequency regime where the fracture-related dispersion occurs is 
determined by the length scale of the fractures and a timescale parameter 𝜏 (or characteristic 
frequency 𝜔N) that is directly related with fluid mobility. The behaviour of seismic dispersion 
is controlled by the value of 𝜏, the impact of which on FDA has been studied by Maultzsch et 
al. (2003a). In our numerical example, we only choose 𝜏 = 2 × 10] as used in Chapman 
(2003), although other values have also been considered in current literature (e.g. Amalokwu 
et al. 2016) for FDA inversions. In a real data application, 𝜏 acts as a parameter that has to be 
calibrated from available wells (Wu et al. 2014).  
 
The fractured sand layer described by Chapman (2003) theory is modelled as an HTI medium, 
which contains only one set of aligned fractures in an isotropic background. Although 
considering such a model is simple and sufficient to model azimuthal anisotropy, fractured 
reservoirs can be orthorhombic and even triclinic in the presence of multiple sets of fractures 
(Grechka and Kachanov 2006a,b; Tsvankin and Grechka 2011), the influence of which on FDA 
would be worth investigating in future research since a lower symmetry could complicate both 
angle and azimuth dependences of seismic reflections. 
 
The forward modelling method by Jin et al. (2017) calculates waveforms only based on 
frequency-dependent P-P reflection coefficients. The use of such a convolutional model with 
anisotropic reflectivity to interpret azimuthal amplitude variations is simple and convenient, 
but potentially problematic. Anisotropy in the overburden can lead to distortions in the 
amplitudes from transmission, spreading and attenuation (Maultzsch et al., 2003b), and these 
are not accounted for in the modelling. Methods which can be applied to data to correct for such 
effects have been discussed by Tsvankin (1995) and Xu and Tsvankin (2006). 
 In the numerical example presented, frequency-dependent effects on azimuthal AVO become 
significant at wide angles of incidence where azimuthal phase reversal occurs. The variation of 
amplitude with azimuth does not deviate far from corresponding reflection coefficients 
calculated from anisotropic Zoeppritz equations, but the phase variation could become obvious 
as the apparent azimuthal traveltime residuals are non-zero due to the presence of FDA. We 
demonstrate this by using only one model in which the overlying VTI shale is characterized by 
Thomsen’s parameters 𝜖 = 0.1; 	𝛿 = −0.1 . It should be noted that such azimuthal phase 
variations should also be expected in other models such as an isotropic overlying shale as long 
as the phase reversal occurs. Such effects could be mistaken for azimuthal moveout, which 
may have implications for seismic velocity analysis. 
 
The fracture length in reservoirs is usually several centimetres to meters, which is much larger 
than the length of the micro-scale cracks. While the inversion for microcracks may not be 
relevant to seismic exploration, we do this to show the discrimination between these two scales. 
The study of fracture-induced dispersive effects on AVO responses can be considered as an 
extension of previous technique by Jin et al. (2017) to anisotropic case. Current inversion 
scheme by Jin et al. (2017) was based on an idealized forward convolutional modelling and 
might not be realistic for immediate practical application. Nevertheless, the technique 
incorporates frequency-dependent reflectivities and could in principle handle more complex 
models (e.g. multiple layers). The numerical results indicate potential importance of our 
concepts to interpretation of azimuthal seismic response in field data, and application to 
particular datasets will form the focus of future work. Workflows for field data application of 
isotropic FAVO techniques have been presented by Wu et al. (2014). Robust inversion methods 
for fracture characterization from seismic reflections would require appropriate regularization 
strategies which will be addressed in future research. 
 
Conclusions 
 
We have studied the effect of frequency-dependent anisotropy on azimuthal AVO response in 
a fractured Class I HTI sand overlaid by VTI shale. For acquisitions perpendicular to fractures, 
the frequency-dependent AVO behaviour shows a gradual continuous phase variation in 
contrast to the discontinuous phase reversal from the elastic case. The principal qualitative 
difference between frequency-dependent and frequency-independent responses lies in the 
azimuthal phase variation at wide angles of incidence. Such difference is visible on the 
synthetic seismograms calculated from a generalised convolutional modelling. We show 
modest effects on the picked amplitude but large effects on the apparent azimuthal traveltime 
residual. Failure to recognize this effect during velocity analysis could potentially give rise to 
incorrect estimate of azimuthal velocity variations. Fracture-induced dispersion influences both 
amplitude and phase variations of the interfering reflections, leading to the possibility of using 
frequency-dependent azimuthal AVO to distinguish between micro-cracks and large-scale 
fractures. 
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