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Preface 
Beginning with Volume XX, the Deep Space Network Progress Report changed from 
the Technical Report 32- series to the Progress Report 42- series. The volume number 
continues the sequence of the preceding issues. Thus, Progress Report 42-20 is the 
twentieth volume of the Deep Space Network series, and is an uninterrupted follow-on to 
Technical Report 32-1526, Volume XIX. 
This report presents DSN progress in flight project support, tracking and data 
acquisition (TDA) research and technology, network engineering, hardware and software 
implementation, and operations. Each issue presents material in some, but not all, of the 
following categories in the order indicated. 
Description of the DSN 
Mission Support 
Ongoing Planetary/Interplanetary Flight Projects 
Advanced Flight Projects . 
Radio Astronomy 
Special Projects 
Supporting Research and Technology 
Tracking and Ground-Based Navigation 
Communications-Spacecraft/Ground 
Station Control and Operations Technology 
Network Control and Data Processing 
Network and Facility Engineering and Implementation 
Network 
Network Operations Control Center 
Ground Communications 
Deep Space Stations 
Quality Assurance 
Operations 
Network Operations 
Network Operations Control Center 
Ground Communications 
Deep Space Stations 
Program Planning 
TDA Planning 
In each issue, the part entitled "Description of the DSN" describes the functions and 
facilities of the DSN and may report the current colifiguration of one of the seven DSN 
systems (Tracking, Telemetry, Command, Monitor & Control, Test & Training, Radio 
Science, and Very Long Baseline Interferometry). 
The work described in this report series is either performed or managed by the 
Tracking and Data Acquisition organization of JPL for NASA. 
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The objectives, functions, and organization of the Deep Space Network are 
summarized;deep space.station, groundcommunication,and network operationscontrol 
capabilitiesare described. 
The Deep Space Network was established by the National 
Aeronautics and Space Administration (NASA) Office of 
Space Tracking and Data Systems and is under the system 
management and technical direction of the Jet Propulsion 
Laboratory (JPL). The network is designed for two-way 
communications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest 
planets and to the edge of our solar system. It has provided 
tracking and data acquisition support for the following NASA 
deep space exploration projects: Ranger, Surveyor, Mariner 
Venus 1962, Mariner Mars 1964, Manner Venus 1967, Mariner 
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury 
1973, for which JPL has been responsible for the project 
management, the development of the spacecraft, and the 
conduct of mission operations; Lunar Orbiter, for which the 
Langley Research Center carried out the project management, 
spacecraft development, and conduct of mission operations; 
Pioneer, for which Ames Research Center carried out the 
project management, spacecraft development, and conduct of 
mission operations; and Apollo, for which the Lyndon B. 
Johnson Space Center was the project center and the Deep 
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight 
Center. The network is currently providing tracking and data 
acquisition support for Helios, a joint U.S./West German 
project; Viking, for which Langley Research Center provides 
the project management, the Lander spacecraft, and conducts 
mission operations, and for which JPL provides the Orbiter 
spacecraft; Voyager, for which JPL provides project manage­
ment, spacecraft development, and conduct of mission 
operations; and Pioneer Venus, for which the Ames Research 
Center provides project management, spacecraft development, 
and conduct of mission operations. The network is adding new 
capability to meet the requirements of the Jupiter Orbiter 
Probe Mission, for which JPL provides the project manage­
ment, spacecraft development and -conduct of mission 
operations. 
The Deep Space Network (DSN) is one of two NASA 
networks. The other, the Spaceflight Tracking and Data 
Network (STDN), is under the system management and 
technical direction of the Goddard Space Flight Center 
(GSFC). Its function is to support manned and unmanned 
Earth-orbiting satellites. The Deep Space Network supports 
lunar, planetary, and interplanetary flight projects. 
From its inception, NASA has had the objective of 
conducting scientific investigations throughout the solar sys­
tem. It was recognized that in order to meet this objective, 
significant supporting research and advanced technology devel­
opment must be conducted in order to provide deep space 
telecommunications for science data return in a cost effective 
manner. Therefore, the Network is continually evolved to keep 
pace with the state of the art of telecommunications and data 
handling. It was also recognized early that close coordination (4) The DSN Radio Science System generates radio science 
would be needed between the requirements of the flight data, i.e., the frequency and amplitude of spacecraft 
projects for data return and the capabilities needed in the transmitted signals affected by passage through media 
Network. This close collaboration was effected by the appoint- such as the solar corona, planetary atmospheres, and 
ment of a Tracking and Data Systems Manager as part of the plantetary rings, and transmits this data to Mission 
flight project team from the initiation of the project to the Control. 
end of the mission. By this process, requirements were 
identified early enough to provide funding and implementa- The data system configurations supporting testing, training, 
tion in time for use by the flight project in its flight phase. and network operations control functions are as follows: 
As of July 1972, NASA undertook a change in the interface (1) The DSN Monitor and Control System instruments,
between the Network and the flight projects. Prior to that (1) T D M or and Corlyste rume nts,transmits, records, and displays those parameters of the 
time, since 1 January 1964, in addition to consisting of the DSN necessary to verify configuration and validate the 
Deep Space Stations and the Ground Communications Network. It provides the tools necessary for Network 
Facility, the Network had also included the mission control Operations personnel to control and monitor the Net­
and computing facilities and provided the equipment in thework and interface with flight project ission control 
mission support areas for the conduct of mission operations. 
The latter facilities were housed in a building at JPL known as 
the Space Flight Operations Facility (SFOF). The interfacechage as o acomodaeinerfce etwen heaharwarchange was to accommodate a hardware interface between the 
support of the network operations control functions and those 
of the mission control and computing functions. This resulted 
in the flight projects assuming the cognizance of the large 
general-purpose digital computers which were used for both 
network processing and mission data processing. They also 
assumed cognizance of all of the equipment in the flight 
operations facility for display and communications necessary 
for the conduct of mission operations. The Network then 
undertook the development of hardware and computer soft-
ware necessary to do its network operations control and 
monitor functions in separate computers. A characteristic of 
the new interface is that the Network provides direct data flow 
to and from the stations; namely, metric data, science and 
engineering telemetry, and such network monitor data as are 
useful to the flight project. This is d6ne via appropriate ground 
communication equipment to mission operations centers, 
wherever they may be. 
The principal deliverables to the users of the Network are 
carried out by data system configurations as follows: ­
(1) 	The DSN( TrackingT, Tr hcDiS g SystemS gegeneratese a e radio i metrs e 	  ric data, 
i.e., 	angles, one- and two-way doppler and range, andtransmits raw data to Mission Control. 
(2) 	 The DSN Telemetry System receives, decodes, records, 
and retransmits engineering and scientific data gener-
ated in the spacecraft to Mission Control. 
(3) 	 The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com­
mands via the Ground Communication Facility to a 
Deep Space Station. The commands are then radiated 
to the spacecraft in order to initiate spacecraft func-
tions in flight, 
personnel. 
(2) 	 The DSN Test and Training System generates and
controls simulated data to support development, test, 
training and fault isolation within the DSN. It partis­
ta in mission simulation with flight projects. 
The capabilities needed to carry out the above functions 
have evolved in the following technical areas: 
(1) 	The Deep Space Stations, which are distributed around 
Earth and which, prior to 1964, formed part of the 
Deep Space Instrumentation Facility. The technology 
involved in equipping these stations is strongly related 
to the state of the art of telecommunications and 
flight-ground design considerations, and is almost com­
pletely multimission in character. 
(2) 	 The Ground Communications Facility provides the 
capability required for the transmission, reception, and 
monitoring of Earth-based, point-to-point communica­
tions between the stations and the Network Operations 
Control Center at JPL, Pasadena, and to the JPL Mis­
sion 	n s Operations Centers.e : t l tFour communications dis­.l a e p o i p , v i e i h s e d n 
ciplines are provided: teletype, voice, high-speed, and 
wideband. The Ground Communications Facility uses
the 	capabilities provided by common carriers through­
out the world, engineered into an integrated system by 
Goddard Space Flight Center, and controlled from the 
communications Center located in the Space Flight 
Operations Facility (Building 230) at FL. 
The Network Operations Control Center is the functional 
entity for centralized operational control of the Network and 
interfaces with the users. It has two separable functional 
elements; namely, Network Operations Control and Network 
2 
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DSN Radio Science System, Mark 111-78 
A. L. Berman 
TDA Engineering Office 
The DSN Radio Science System was createdin February1977,following a successful 
review of radio science requirements. This article describes the DSN Radio Science 
System, Mark 111-78, as it has evolved in the eighteen months following its inception. 
Included in the articleare the system definition, key characteristics,functionaldescrip­
ion, and functions of the Deep Space Stations, Ground CommunicationsFacility,Net
work OperationsControlCenter,andNetwork. 
Implementation of the "real-time bandwidth reduction," "widebandrecording," and 
"non-real-time bandwidth reduction" capabilitiesin support of Pioneer Venus Orbiter, 
Voyager (Jupiter Encounter), and Pioneer Venus Multiprobe is nearing completion. 
Implementation of the "medium bandwidth recording" capabilityin support of Voyager 
(SaturnRing Experiment) is under way, andis scheduledfor completion in May of1979. 
I. Introduction A. DSN Definition of Radio Science 
The DSN Radio Science System, Mark 111-78, is one of The formal DSN definition ofRadio Science is as follows: 
eight DSN Data Systems which provide major data types and 
functional capabilities to the flight projects. In the broadest The acquisition and extraction of information from 
sense, the DSN Data Systems encompass the equipment, spacecraft transmitted signals which have been direct­
software, personnel, documentation, procedures, and resources ly affected by passage through: 
-necessary to deliver the required data to the flight projects. 
The Radio Science System was brought into existence on 
February 4, 1977, when the system requirements were re- (1) Planetary neutral atmospheres 
viewed and accepted by the Radio Science Review Board. The 
February 4, 1977 Radio Science Requirements Review has (2) Planetary ionospheres 
been described by Mulhall (Ref. 1). (3) Planetary magnetospheres 
This article describes the DSN Radio Science System as it (4) Solar corona (plasma) 
has evolved in the eighteen months since its inception. (5) Gravitation (relativity) 
Included in this article are the system definition, key char­
acteristics, functional description, system configuration, test­
ing, implementation status, and system schedule. (7) Planetary rings (particles) 
4 
Data Processing. The functions of the Network Operations 
Control are: 
(1) Control 	and coordination of Network support to meet 
commitments to Network users. 
(2) 	Utilization of the Network data processing computing 
capability to generate all standards and limits required 
for Network operations. 
(3) 	 Utilization of Network data processing computing 
capability to analyze and validate the performance of 
all Network systems. 
The personnel who carry out the above functions are located 
in the Space Flight Operations Facility, where mission opera-
tions functions are carried out by certain flight projects. Net-
work personnel are directed by an Operations Control Chief. 
The functions of the Network Data Processing are: 
(1) 	Processing of data used by Network Operations Control 
for control and analysis of the Network. 
(2) 	Display in the Network Operations Control Area of 
data processed in the Network Data Processing Area. 
(3) 	 Interface with communications circuits for input to 
and.output from the Network Data Processing Area. 
(4) 	Data logging and production of-the intermediate data 
records.
 
The personnel who carry out these' functions are located 
approximately 200 meters from the Space Flight Operations 
FAcility. The equipment consists of minicomputers for real­
time data system monitoring, two XDS Sigma 5s, display, 
magnetic tape recorders, and appropriate interface equipment 
with the ground data communications. 
3 
and 	 indirectly affected by forces acting upon the 
spacecraft: 
(8) 	 Gravity waves 
(9) 	 Gravitational fields 
(10) 	 Planetary atmospheric winds (eg., Pioneer 
Venus wind experiment) 
(11) 	 Solar radiation (solar sailing) 
It should be noted that the DSN Radio Science System 
specifically excludes the often confused Radio Astronomy 
functions which are, according to the formal DSN definition, 
as follows: 
The acquisition and extraction of information from 
signals emitted or reflected by natural sources (i.e., all 
sources other than spacecraft), such as: 
(1) 	 Planetary radar 
(2) 	 Planetary and lunar observations 
(3) ' Discrete radio sources (pulsars, quasars, 
K-band, X-ray burst, etc.) 
(4) 	Interstellar observations (formaldehyde, 
molecular lines, dark cloud recombination 
lines, etc.) 
B. 	 Origins of the DSN Radio Science 

System
 
The DSN Radio Science System traces its roots to the 
Pioneer Venus Mission, which includes two radio-science 
on the DSN. A brief descrip-experiments with major impact 
tion of.these experiments and their resulting impact ensues. 
In December 1978 the Pioneer Venus Multiprobe Mission 
Spacecraft will encounter the planet Venus. At that time, the 
Differential Long Baseline Interferometry (DLBI) experiment 
will attempt to measure wind velocities in the atmosphere of 
Venus as four probes descend through the atmosphere. Also 
starting in December 1978, the Pioneer Venus Orbiter will 
undergo daily occultations by Venus for a period of approx­
- imately three months. In addition, a smaller period of occul-
tations occurs in May 1979. 
As the Pioneer Venus Mission planning evolved, it became 
clear that the DLBI experiment would require that the sig-
nals from the four descending probes and the spacecraft be 
received on one high-phase stability, wideband (-2 MHz) 
open-loop receiver, and that the output of this receiver be 
recorded on a high-precision, very high-rate recorder. In 
addition, it was also clear that costs associated with process-
ing approximately 100 S- and X-band occultations of the 
Pioneer Venus orbiter by previously used techniques would be 
quite burdensome. To reduce these costs, the idea was con­
ceived of driving the open-loop receiver first local oscillator 
with the predicted (atmospherically refracted) frequency, so 
that only a very narrow open-loop receiver output bandwidth 
would need to be recorded. Since processing costs are approx­
imately linear with recorded bandwidth, this procedure would 
be expected to result in substantial savings. 
As a result of these new radio science experiment require­
ments it became apparent that it would be appropriate for the 
DSN to create a Radio Science System. The equipment which 
will perform "real-time bandwidth reduction"' and wideband 
recording was combined to form the DSS Radio Science 
Subsystem (DRS) at 64-meter subnet stations. 
In addition, it was decided that non-real-time bandwidth 
reduction of the wideband radio science data (DLBI data) 
would be performed at the Jet Propulsion Laboratory, Pasa­
dena. The necessary equipment was located at the Compatibil­
ity Test Area (CTA 21), and constitutes the CTA 21 Radio 
Science Subsystem (CRS). 
It should be emphasized that although the initial implemen­
tation of the Radio Science System is geared toward the 
Pioneer Venus mission, the Radio Science System provides 
multimission radio science capabilities, and will be extensively 
utilized in fulfillment of the radio science requirements of 
other projects, such as Viking, Voyager, Galileo, etc. 
C. 	 Flight Project Users of the DSN Radio 
Science System 
Flight projects with active spacecraft which will be sup­
ported by the Radio Science Sysiem are as follows: 
(1) 	Viking 
(2) 	Pioneer Venus 
(3) 	 Voyager 
(4) 	Pioneer Saturn 
New or anticipated flight projects which can be expected to 
utilize the Radio Science System are: 
(1) 	 Galileo 
(2) 	 Solar Polar 
1The expression "real-time bandwidth reduction" is defined as the 
process of driving the open-loop receiver local oscillator with fre­
quency predictions, and subsequently filtering, digitizing, and record­
ing a narrow bandwidth containing the (mixed) signal. 
5, 
II.Radio Science System Definition 
The DSN Radio Science System is defined as follows: 
The DSN Radio Science System generates radio 
science data (digitized amplitude samples) from 
spacecraft signals which are both left circularly 
polarized (LCP) and right circularly polarized (RCP) 
and are at S-band and X-band frequencies. The radio 
science data bandwidth is reduced in either real-time 
or non-real-time via differenc'g with a predicted sig-
nal profile. Bandwidth reduced radio science data 
are delivered to the project .via computer compatible 
magnetic tape (Intermediate Data Record). 
The DSN Radio Science System additionally provides 
graphical displays in real-time of both radio metric 
and radio science data. 
It should be noted that radio metric data (Doppler, Range, 
etc.) constitutes prime radio science information. However, all 
radio metric data is and will continue to be delivered by the 
DSN Tracking System. 
Figure 1 presents the Radio Science System functions 
and interfaces. The Radio Science System functional block 
diagram is presented in Fig. 2. Note that Fig. 2 also includes 
DSN Tracking System functional capabilities which deliver the 
closed-loop radio science (radio metric) data. Finally, Fig. 3 
presents the Radio Science System functions and data flow. 
Ill. Radio Science System Key 
Characteristics 
The key characteristics of the DSN Radio Science System, 
Mark 111-78, are as follows: 
(1) 	 Acquires left and right circularly polarized space-
craft signals at S-and X-bands. 
(2) 	 Digitizes and bandwidth reduces up to four open-loop 
receiver channels simultaneously via use of automati-
cally controlled programmed oscillator, 
(3)Digitizes ad records wideband open-loop receiver 

output. 

(4) 	 Generates programmed oscillator frequency pre-
dictions which incorporate effects due to plane-

(5) 	Performs real-time system performance monitor-
ing and provides system performance data in real-
time to the project. 
(6) 	 Provides transmission of radio science data from 
Deep Space Station (DSS) to Network Operations 
Control Center (NOCC) via High-Speed Data Line 
(HSDL). 
(7) 	 Performs non-real-time bandwidth reduction of wide­
band radio science data. 
(8) 	 Provides wideband back-up of all unique radio science 
events. 
(9) 	 Provides radio, science data to the project via Interme­
diate Data Record (IDR). 
W. 	 Radio Science System Functional
 
Description
 
Major functional capabilities of the DSN Radio Science 
System, Mark 111-78, can be conveniently categorized as 
follows: 
(1) 	 Wideband recording and subsequent non-realtime band-
Width recon(ine nusDLBI Exprimen 
width reduction (PioneerVenus DLBI Experiment).
 
(2) 	 Real-time bandwidth reduction (planetary occulta­
tions and solar corona operations). 
(3) 	 Medium bandwidth recording (planetary ring 
operations). 
(4) 	 System performance validation. 
These are described in detail below. 
A 	 Wideband Recording and Subsequent 
Non-Real-Time Bandwidth 
Reduction 
Multiple probe signals are -acquired by the Wideband 
(-2 MHz) Multimission Open-Loop Receiver (MMR). These 
signals are digitized and recorded on a high-rate, high-precision 
digital recorder (the Digital Recording Assembly, or DRA).ThDR reoddtpsaehi dvaNwrkIfmaoi
The DRA recorded tapes are shipped via Network Informationi Control (NIC) to CTA 21, where the (radio science) data band­
width is reduced via CTA 21 Radio Science Subsystem (CRS) 
processing. The final digital, bandwidth-reduced data are 
supplied to the project on computer compatible magnetic 
tape ("Wideband Radio Science" IDR). References 2, 3, and 
4 describe in detail the MMR, DRA, and CRS, respectively. 
B. 	 Real-Time Bandwidth Reduction 
Real-time bandwidth reduction starts with provision of a 
spacecraft state vector to the "POEAS" software program. The 
output of the POEAS program is a Polynomial Coefficient 
Tape (PCT), which includes the frequency-independent, 
planetary atmosphere-refracted spacecraft observables. The 
6 
PCT is input to the Network Control (NC) Support Subsystem 
software program "PREDIK.' The output of PREDIK is 
radio science formatted d6wnlink frequency predictions, 
which are transmitted to the appropriate 64-m DSS via High-
Speed Data Line (HSDL). The predictions are received by the 
Occultation Data Assembly (ODA) of the DSS Radio Science 
Subsystem (DRS). The ODA processes the predictions and 
provides them to the Programmed Oscillator Control Assembly 
(POCA). The POCA drives a Programmed Oscillator (P0), the 
output of which is multiplied up to S-band and X-band in a 
two-channel open-loop receiver (either the Block III OLR at 
DSSs 14 and 43, or the new narrow bandwidth MMR at DSS 
63) and mixed with the two (S- and X-band) spacecraft down­
links. The open-loop receiver flters 
of the mixing, and provides the filtered signals to the ODA. 
The baseband signals are digitized and recorded on magnetic 
tape along with the counted output of the PO. During actual 
operations, the ODA recorded data are validated-via usage of 
the Signal Spectrum Indicator (SSI). After data acquisition is 
complete, the ODA formats the data for HSDL transmission to 
the GCF Data Records Subsystem (GDR). The real-time band-
width reduced data are supplied on computer compatible tape 
("Radio Science" IDR) to the appropriate flight project. 
Radio science predictions are further described in Ref. 5, 
while Ref. 3 describes ODA operations in detail. 
C. Medium Bandwidth Recording 
Generation of radio science predictions and subsequent 
handling by the ODA, POCA, and PO are the same as 
described in Subsection B. In this case, however, four space-
craft signals (permutations of LCP and RCP, and S- and X-
band) are acquired by the four-channel Narrow Bandwidth 
MMR, and mixed with appropriate PO frequencies. The mixed 
product(s) are filtered and provided to the DRS. Within the 
DRS, the signals are digitized and recorded on the DRA. Dur-
ing data acquisition, the recorded signals are verified via use of 
the SSI. Subsequent to data acquisition, the ODA reformats 
the DRA recorded data and re-records it on computer corn-
patible tape. The data are finally provided to the project via 
computer compatible tape ("Medium Bandwidth Radio 
Science" IDR). 
D. System Performance Validation 
Digital spectrum (radio science) data from the Spectral Sig-
nal indicator (SSI) are provided to the Occultation Data 
Assembly (ODA), where they are formatted for HSDL trans­
mission to the NOCC. The digital spectrum data are routed to 
the NC Radio Science Subsystem (NRS) which processes the 
data to form a replica of the original (SSI) spectral display. 
The NC Display Subsystem (NDS) displays the spectra in the 
Network Operations Control Area (NOCA) and, additionally, 
provides the displays to the appropriate project area(s) for 
viewing by radio science experimentors. Additionally, the, 
NRS provides displays of the DRS status and configuration. 
Display of radio science data and radio science equipment 
status is described in greater detail in Ref 6. 
V. Deep Space Station Functions 
A. DSS Antenna Mechanical Subsystem (ANT) 
The DSS Antenna Mechanical Subsystem points the 
antenna at spacecraft via NOCC generated tracking predic­
tions, and collects and focuses spacecraft signal energy at 
S- and X-band frequencies. 
B. DSS Antenna Microwave Subsystem (UWV) 
The DSS Antenna Microwave Subsystem performs low 
noise amplification of left and right circularly polarized signals 
at both S- and X-band frequencies. 
C. DSS Receiver-Exciter Subsystem (RCV) 
The DSS Receiver-Exciter Subsystem acquires via open­loop receivers left and right circularly polarized signals at both 
S- and X-band frequencies. The signals are hetrodyned down 
to baseband via use of automatically controlled Programmed 
Oscillators, filtered, and provided to the DSS Radio Science 
Subsystem (DRS). The RCV displays DRS provided signals on 
the Spectrum Signal Indicator (SSI) for purposes ofvalidation 
of DRS operations. 
D. 	 DSS Radio Science Subsystem (DRS) 
The DSS Radio Science Subsystem digitizes, bandwidth 
reduces and records radio science data, and digitizes and 
records wideband radio science data. The DRS receives radio 
science predictions from NOCC, configuration and control 
data from the DSS Monitor and Control Subsystem, and sig­
nals from the DSS Receiver-Exciter Subsystem. The DRS 
provides radio science data and wideband radio science data to 
NOCC, status and configuration data to the DSS Monitor and 
Control Subsystem, and Programmed Oscillator frequencies to 
the Receiver-Exciter Subsystem. 
E. DSS Monitor and Control Subsystem (DMC) 
The DSS Monitor and Control Subsystem provides control 
data to the DRS, receives and displays DRS status data, and 
transmits DRS status data to NOCC. 
7 
VI. 	 Ground Communications Facility(GCF) Functions 
A. 	High-Speed Data Subsystem (HSDS) 
The High-Speed Data Subsystem transmits radio science 
predictions from the NOCC to the DSS aad CTA 21, and radio 
science data from the DSS to NOCC. 
B. 	GCF Data Records Subsystem (GDR) 
The GCF Data Records Subsystem generates and provides 
to the flight projects radio science Intermediate Data Records 
(IDRs). 
VII. 	 Network Operations Control 
Center Functions 
A. 	NC Radio Science Subsystem (NRS) 
The NC Radio Science Subsystem generates open- and 
closed-loop radio science DTV graphics displays, and DRS 
status and configuration displays. 
B. 	 N ICDisplay Subsystem (NDS) 
The NC Display Subsystem provides NRS generated radio 
science displays to th9 Network Operations Control Area 
(NOCA) and project radio science areas, and provides con-
trol data to the NRS. 
C. 	 NC Support Subsystem (NSC) 
The NC Support Subsystem generates radio science predic-
tions for transmission to the CTA 21 and DSS Radio Science 
Subsystems. 
VIII. 	 Network Functions 
A. 	CTA 21 Radio Science Subsystem (CRS) 
The 	CTA 21 Radio Science Subsystem bandwidth reduces 
wideband radio science data recorded at the DSS. The CRS 
receives digital wideband radio science data from the DSS 
Radio Science Subsystem and provides bandwidth reduced 
radio science data to the flight projects via wideband radio 
science Intermediate Data Records (IDRs). 
IX. 	 Radio Science System
Performance Testing 
Radio Science end-to-end system performance testing will 
be accomplished by comparing open-loop frequency data gen­
erated by the Radio Science System to closed-loop frequency 
data generated by the Tracking System, These tests are 
described in detail in Ref. 7. 
X 
mplementation Status 
The real-time bandwidth reduction and wideband recording 
capabilities have been implemented at DSSs 14 and 43, and 
NOCC. Non-real-time bandwidth reduction capability has 
been implemented at CTA 21. Major (planned) implementa­
tion milestones in the coming year are as follows: 
(1) 	December 1, 1978
 
Real-time bandwidth reduction at DSS 63.
 
(2) 	 February 1, 1979 
Wideband recording at DSS 63. 
(3) 	May 1,1979 
Four channel open-loop receiving capability at DSS 14, 
medium bandwidth recording capability at DSSs 14, 
43, and 63, and remote spectrum display in NOCC. 
8 
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This articlecovers the periodfrom May 1 throughJune 30, 1978. It reportson DSN 
support of Viking spacecraft activities during the periodand continues reportingon the 
DSN Viking Command and Trackingsupport. 
1.Introduction 
A. status 
The Viking Orbiter 1 (VO-1) spacecraft continued to 
operate as expected during this reporting period as it collected . 
and returned to Earth weather data and Mars photos as well as 
relaying to Earth data from the two Viking Landers. 
Due to serious gas leaks in the roll-axis control jets the 
Viking Orbiter 2 (VO-2) spacecraft continued, during the 
major portion of this reporting period, in a roll drift mode of 
operation. In the roll drift mode of operation the roll control jets are disabled, allowing the spacecraft to slowly roll as it 
revolves around Mars. During the roll drift mode the VO-2 
spacecraft cannot observe Mars with its science instruments, 
However, engineering data monitoring the status of the space-
craft continues to be transmitted to Earth. 
On June 17 and continuing for an eight-day period, the 
VO-2 spacecraft was brought out of the roll drift mode of 
operation to obtain water vapor and temperature measure-
ments in a high latitude region of Mars. VO-2 was returned to 
a roll drift mode of operation to conserve its nearly exhausted 
supply of attitude-stabilizing gas for one more science 
sequence, starting 20 July. 
Both Viking Lander spacecrafts (VL-1 and VL-2) were 
placed in a six-month automatic mode of operation (VL-1May 25 and VL-2 on on June 15 during this reporting period). 
During this six-month period few or no instructions will be 
sent from Earth. Both Landers will send periodic information 
about weather, soil chemistry calibrations and some photos, 
mainly to check hazes and clouds in the martian sky. 
B. First Commanding from On-Board 
Telemetry Processing 
On March 23, 1978, VO-2 developed a major leak in one of 
the yaw axis control gas jets. Attempts to clear the leak were 
unsuccessful and, within a 12-h period, over 6 months supply 
of gas was lost. To reduce gas consumption, thereby making it 
possible to save the spacecraft for its final science observations 
during June and late July, the spacecraft was placed in the roll 
drift mode of operation. 
During roll drift, various stimuli such as solar pressure and 
gravity gradients during periapsis gradually build up the roll 
rate to a point where attitude control gas is used at high rates. 
As a result, periodic roll maintenance is required to slow the 
rate down. Roll maintenance consists of going to roll inertial 
Peeing rag:blanpk.1
 
mode of control to stabilize the roll axis with a probable 
recurrence of another roll valve leak. Because round trip signal 
times are in excess of 30-in, it is possible to have a leak occur 
during roll drift maintenance, depleting the remaining gas 
supply prior to discovery and corrective action by ground 
command. 
To solve this probleni"the Viking Orbiter flight software in 
the Computer Command Subsystem (CCS) was updated to 
provide for downlink telemetry monitoring. During roll ­
maintenance on May 8 and June 1 the Orbiter 2 spacecraft 
Computer Command Subsystem successfully issued a series of 
commands to the Attitude Control Subsystem as a result of 
the onboard telemetry monitoring. Both the May 8 and June 1 
operations were successful on the first try. Backup procedures 
were available to clear the valve by a series of ground corn-
mands if necessary, but they were not needed. The spacecraft 
automatically terminated roll drift, sampled the data, checked 
for leaks and returned the spacecraft from roll inertial to roll 
drift mode. 
These operations were the first JPL nboard processing of 
telemetry data which resulted in spacecraft commanding and 
as such they represent a milestone in spacecraft operations. 
Until this time all responses to unusual circumstances have 
been specified prior to launch and implemented with either 
subsystem internal design or hardwired interrupts from the 
to the CCS. Using telemetry monitoring, a large
subsystem tnext 
number of parameters or functions of sets of parameters can 
be usedto control the spacecraft autonomously. 
C. Viking Continuation Mission 
The primary missions of Viking were terminated on Novem­
ber 15, 1976, at the time of solar conjunction because of the 
imminent loss of the communication links between Mars and 
Earth. By December 15, 1976, communication was reestab-
lished and the "Extended Mission" commenced. 
The Viking Extended Mission terminated on May 31, 1978. 
Since both Orbiters and'anders were still operational, funding 
During the Continuation Mission both Landers will be in 
the automatic mission mode, performing repetitive observa­
tions. Data will be acquired from imaging, meteorology and 
seismology experiments. The Lander loaded science missions 
will terminate on or before December 1, 1978, but at least one 
Lander will be left in a state such that its data can be read out 
over the direct link occasionally, and range measurements to it 
can-continue to be made for at least another year. 
All three Orbiter science experiments will be continued, but 
their observational sequences will be simpler and more repeti­
tious than previously. After December 1, 1978, their operation 
will either be terminated or still further reduced. The opera­
tional aspects of the Viking Mission are currently planned to 
terminate on February 28, 1979. Figure 1 shows the Viking 
Continuation Mission Profile strategy. 
D. Radio Science 
Radio science activities and experimentation continued dur­
ing May and June. These'activities include near-simultaneous 
Lander/Orbiter ranging, VO-1 and -2 Earth occultation cover­ae n h rvt il xeiet 
During the Viking Continuation Mission radio science in­
vestigations, including the occultation experiment, the local 
gravity anomaly experiment, and Lander ranging, will con­
tinue, and in December, January and February, which is the
solar conjunction period, the solar corona and relativity 
experiments will be repeated. 
II Network Support 
Table 1shows the DSN tracking support for January 
through June,1978. During the May and June period over 75% 
of the DSN support was from the 64-m network. This is 
primarily due to the Earth-Mars distance, which requires the 
additional 8-dB antenna gain to obtain the Viking high-rate 
telemetry data. Noticeable also during the May and June 
period is the reduction in total DSN tracking support, which 
was approved for a continuation. of the Viking mission sforafollows the basic guidelines of a reduced level of operations 
another nine months at a reduced level and with a much 
smaller flight team. The Viking Continuation Mission (VCM) 
project will be managed by JPL. 
The objectives of the Viking Continuation Mission are 
essentially the same as those of Extended Mission, but with a 
shift of emphasis more toward Orbiters than Landers. The 
major goal is to complete one full Mars year of observation of 
the planet, including filling in the season that was obscured by 
solar occultation at the end of the Primary Mission, and to 
make a start on determining the extent to which weather 
conditions repeat themselves in succeeding years. 
during the Continuation Mission. 
Table 2 gives the total number of commands transmitted by 
the DSN for the Viking Project during January through June 
1978. The reduction in number of commands transmitted in 
May and June again reflects the reduction in Viking operations 
for the Continuation Mission. 
Figure 2 shows the performance of the DSN delivery of the 
telemetry Intermediate Data Record (IDR) during the Viking 
Extended Mission. The IDR is a magnetic tape of digital 
telemetry data produced by the DSN. As a goal, within exist­
16 
ing time constraints, the DSN attempts to provide fOO% gf the 
data recorded at the Deep Space Station on the Digital Origi-
nal Data Record (DODR) magnetic tape. IDR's are required to 
be delivered within 24-h following -the end of a stations pass. 
During the Viking Extended Mission the data content of 
the IDR exceeded 99.5%. Average delivery time was between 
4 to I 0-h until February 1978, at whichtime the IDR delivery 
time. steadily increased but never exceeded the committed 
24-h delivery requirement. Several reasons contribute to the 
increase in delivery times. Primarily the change was due to the 
increased work load in the Network Data Processing Area 
(NDPA) brought on by the Voyager and Pioneer Venus Project 
priorities and the new radio metric IDR requirements. Another 
major contributing factor was the change in the maintenance 
and operations contract changeover, resulting in the loss of 
qualified personnel and the need to train their replacements. 
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Table 1. VEM Tracking Support, 1978 
DSS Jan Feb Mar Apr May Jun Jul Aug Sept Oct Nov Dec 
Tracks/Hours
 
11 8/72 - 19/167 - 18/164 1/1
 
12 - 4/13 5/22 1/8 - ­
14 40/319 25/218 37/272 47/365 25/231 34/242
 
42 22/166 23/76 30/201 30/192 2/4 ­
43 57/294 14/207 15/68 27/163 40/281 46/346
 
44 - 11/51 6/43 - 11/77 3/17
 
61 10/88 38/243 25/281 151159 2/26 ­
62 6/27 2/25 3/22 3/29 8/75 3/33
 
63 13/101 21/181 30/293 42/440 26/206 41/343
 
Total 156/1067 138/1014 170/1369 165/1356 132/1064 128/982
 
Note: Numbers of tracks represent the summation of all Viking spacecraft tracked. Track times, in hours, represent scheduled station
 
support.
 
Table 2. Number of commands transmitted In
 
Viking extended mission during
 
January through June 1978
 
DSS Jan Feb Mar Apr May Jun 
11 1947 - 119 - 1628 6 
12 - 1 1 374 - ­
14 4565 1079 1326 3032 2845 1214
 
42 1447 1305 261 1079 0 0
 
43 1593 1732 124 275 1326 1567
 
44 - 255 3 - 373 0 
61, 992 3548 1073 1503 0 0 
62 1 1006 461 73 0 960 
63 895 128 2597 4005 669 2451 
Total 11440 9054 5965 10341 6841 3198 
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The currentestimates of the Deep Space Network performancecapability in tracking 
Pioneer 10 to the telecommunications limit and for Honeer 11 Saturn encounter are 
discussed. 
I. Introduction 
The topic discussed here was previously discussed in a 1976 
DSN Progress Report article (Ref. 1). Since the time of that 
article, the Pioneer 10 spacecraft has thresholded on the DSN 
26-meter stations and considerable in-flight measured per-
formance data have been gathered. New estimates of expected 
performance capability, based on the measured performance, 
indicate that for a 64-meter station with a 22-deg system noise 
temperature tracking above 30-deg elevation it should be pos-
sible to track Pioneer 10 spacecraft out to 34 AU, which will 
be reached by the spacecraft in the first part of 1985. This is 
over 5 AU farther than earlier estimates. 
Unfortunately, revision of the Pioneer 11 expected per-
formance at Satun encounter, based on in-flight experience, 
hasresuane a atureucnt on in-estimatedperforma t Srne, resulted in a red ction in estimat d p rform nce at aturn 
which makes the Project's desired objective of 1024 b/s at 
Saturn appear to be out of reach with any practical perfor-
mance improvements that could be achieved in the time avail-
able. It now appears that the new low-noise cones which will 
be installed prior to Saturn encounter (and were planned with 
the intention of trying to achieve 1024 b/s will be required 
just to make 512 b/s marginally possible. 
II.Projected Spacecraft Life 
The Pioneer 10 spacecraft is projected to have sufficient 
attitude control propellant (necessary for antenna pointing) 
out to 1989. The end-of-life projected by the Project is based 
on when the radioisotope thermoelectric generators (RTG) are 
expected to have degraded beyond the point where six science 
instruments can be operated (94.6 W). The new project esti­
mate for reaching the 94.6-W point is late 1985 to mid 1986. 
If the instrument load were reduced fo two instruments, only 
90 W would suffice, which level the RTG's are projected to 
reach by the end of 1987. 
The Pioneer 11 RTG prediction is to reach the minimum 
power for six science instruments in late 1986. (There are still 
some practical problems which must be solved by the Project 
in maintaining control of the spacecraft attitude with such alagron-ipihtiminheatrprtftemsin. 
large round-trip light time in the latter part of the mission.) 
Ill. Expected Telecommunications 
Performance for Pioneer 11 
Saturn Encounter 
At the closest approach to Saturn, the first week of 
September 1979, Pioneer 11 will be only 8 deg from the Sun, 
21 
heading into conjunction. The desired bit rate by the Project is 
1024 b/s, which is the lowest bit rate at which full imaging 
capability can be achieved. For a description of the imaging 
instrument and the origin of its data rate requirement, see 
Ref. 2. Reference 1 had projected that 1024 bits would be 
marginally possible utilizing the listen-only mode of the new 
low-noise cones at a system temperature of 14.5 K. Figure 1 
shows the updated estimates of Pioneer 10 and 11 downlink 
performance from the current time through 1983. Using 
Fig. 1, it can be seen that utilizing the existing 22 K system 
temperature in the diplex mode capability of the 64-meter 
stations, only 256 b/s is possible. The 18.5 K system tempera- 
ture in the diplex mode of the low-noise cones which will be 
installed at all 64-meter stations prior to Saturn encounter will 
give a 0.75-dB improvement. From the chart it is seen that 
18.5 K system temperature will make 512 b/s possible only 
near zenith. The listen-only capability of the new cones pro-
vides a 14.5 K system temperature, which represents a gain of 
1.8 dB over the currently existing 22 K system temperature 
cones. The 1.8-dB improvement will make 512 b/s possible 
above about 15-deg elevation. Figure 1 assumes that the space-
craft antenna Earth-pointing is being maintained to within 
±0.5 deg, which represents a 0.4-dB loss due to spacecraft 
antenna-pointing. With more frequent spacecraft precession 
manuevers to reduce this 0.4-dB loss, it should be possible to 
achieve the 512 bfs, continuously utilizing the listen-only mode. 
The Pioneer 11 spacecraft will require extensive real-time 
commanding in order to execute its encounter sequence. Uti-
lizing the listen-only mode will therefore require that a 
26-meter station be scheduled simultaneously with the 
64-meter station in order to handle the uplink. At the time of 
Saturn encounter, the Voyager and Pioneer view periods have 
considerable overlap, and Pioneer 10 and the Pioneer Venus 

Mission will also require continued attention. Therefore, as a 
practical matter, it will probably be possible to utilize the 
listen-only mode only for one or two weeks of the 60-day 
Saturn encounter period- Unfortunately, at the moment it 
looks like 1024 b/s will not be achievable even with the 
listen-only mode. At 512 b/s, pictures of 7-deg height instead 
of 14 deg would be possible at full resolution (7 deg being the 
look angle from the spacecraft perpendicular to the spin axis). 
The spacecraft does have a half-resolution mode which would 
make reduced-resolution 14-deg look angle pictures possible. 
The effects of the solar conjunction are not accounted for in 
Fig. 1, and it is expected that because the sunspot cycle was at 
its peak, significant effects in the telemetry performance 
would start occurring about 6 deg from the Sun. 
IV. The Telecommunications Limit of 
Pioneer 10 
Reference I had predicted the telecommunications limit for 
Pioneer 10 using the 'existing 64-meter configuration as 
24.6 AU, or 28.4 AU if tracking above 30-deg elevation. Fig­
ure 2 shows the geocentric range of the Pioneer 10 spacecraft 
from 1983 through the start of 1990 and contains the revised 
performance estimates based on in-flight experience since the 
time of writing Ref. 1. The dB scale on the lefthand edge 
represents the received carrier power from Pioneer 10 space­
craft for the 64-meter antenna. The sloping curve, labeled 
64-meter, 22-deg SNT (system noise temperature) represents 
the current best estimate of the threshold limit for Pioneer 10 
with the existing 64-meter configuration. All the performance 
numbers on Fig. I assume that the spacecraft pointing is 
maintained within ±0.5 deg, which corresponds to a maximum 
loss due to spacecraft antenna-pointing of 0.4 dB. One-in-a­
thousand deletion rate and the use of the 3-Hz loop in the 
Block IV receiver are also assumed. The curve for the 64-meter 
22-deg SNT case represents the effect of ground antenna 
elevation. The elevation curve shows that the predicted thresh­
old is 29 AU if tracking is desired as low as 10-deg elevation. 
Similarly, if tracking is restricted to above 30 deg elevation, 
the threshold is reached at 34 AU. However, if tracking were 
limited to above 30-deg elevation, it can be seen that the 
telecommunications limit is 34 AU, which would not be 
reached until the first of 1985. Tracking above 30-deg eleva­
tion is what has been used in estimating the telecommunica­
tions limit for Pioneer 10 for each of the possible performance 
improvements that will be discussed. The new low-noise cones 
that will be installed prior to Pioneer 11 Saturn encounter give 
an 18.5 K system noise temperature in the diplex mode, and 
from, Fig. I it is seen that for tracking above 30-deg elevation 
the telecommunications limit is placed at slightly more than 
37 AU, which is not reached until the first part of 1986. 
If the listen-only mode were practical for support of 
Pioneer 10, the resulting 14.5 K system noise temperature
would give a capability out to 42 AU, which is not reached 
until early 1988. Use of the listen-only mode for support of 
Pioneer 10 for extensive cov&age is probably not practical 
because of the requirement to have a second antenna sched­
spacecraft. The 70-meter extension of the 64-meter antenna in 
the diplex mode with the 18.5-deg cone would give a capabil­
ity out to almost 41 AU, which would be reached in the first 
half of 1987. Use of the diplex mode at 14.5 deg at the 
70-meter would give coverage capability out to 46 AU, which 
would be reached in the first part of 1989. Of interest is a 
100-meter antenna with 18.5 K system noise temperature 
(note that the currently discussed large-aperture antenna sys­
tem of the DSN does not have an S-band capability) which 
would give a capability with the Pioneer 10 spacecraft design 
of 58 AU. Pioneer 10 would clearly be out of power but the 
spacecraft will reach 58 AU sometime in 1993. Figure 2 shows 
that the orbit of Neptune is at approximately 30 AU and the 
mean orbit of Pluto at 40 AU. Actually, Pluto is currently 
22 
closer to the Earth than Neptune, and its apoapsis range is as 
far as 49 AU. 
Two cautions are in order with regard to estimating the end 
of the Pioneer 10 mission. The first is that the end of RTG life 
is only an estimate, and although the RTG performance has 
been following the updated prediction of its degradation for 
the, past two years, it is possible for the rate of its degradation 
to change. The second is to notice the tremendous leverage 
that a small uncertainty in dB has in both range and time for 
the telecommunications limit. At the area of the currently 
projected telecommunications limit of 37 AU, 1 dB uncer­
tainty represents more than 4 AU and almost 2 years of time. 
At this point, -0.5-dB uncertainty in the performance values 
shown in Fig. 2 would probably be prudent. 
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This articlereportson activitiesof the DSN Network Operationsorganizationin sup­
portofthe Helios Projectfrom 15June through 15 August 1978. 
I. Introduction 
This article is the twenty-third in a continuing series of 
reports that discuss Deep Space Network suppdrt of Helios 
Mission Operations. Included in this article is information on 
the Helios 1, 7th aphelion, Helios 2, 5th aphelion, science 
experiments, 22-bit error polynomial code (EPC) testing, and 
other mission-related activities. 
II. Mission Operations and Status 
On 23 July 1978, during a DSS 44 (Honeysuckle Creek, 
Australia) track, the downlink from Helios 1 was lost at 
00:53 Universal 'Time, Coordinated (UTC). Shortly before 
that, an unexpected increase of the regulator output power 
suggested that another switch of the regulator (Ref. 1) had 
occurred. A spacecraft emergency was declared and 64-m 
DSS coverage requested from DSS 43 (Canberra, Australia). 
Helios 1 was acquired by DSS 43 at 03:24:45 UTC. As a result 
.of 	the regulator switch, the high-gain antenna was off point 
and had to be commanded back to Earth point before normal 
operations could resume. Over 600 discrete commands were 
required to accomplish this pointing. The spacecraft emer-
gency was subsequently lifted at 09:20 UTC. Since all space-
craft systems appeared operational, it was decided to leave 
Helios I in telemetry format 4 (no science data) and to moni­
tor it 2 to 6 h per day, and further, to place the remaining 
available tracking coverage onto Hellos 2 for science data 
collection. 
On 2 August 1978, Helios I passed through its 7th aphelion 
at 08:11 UTC. No station coverage was provited because all 
experiments were turned off following the regulator switch 
on 23 July 1978. Five hours after aphelion, DSS 67/68 (Well­
heim, Germany) tracked Helios I at a bit rate of 32 bits per 
second (bps) coded, in format 4. 
On 2 July 1978, a regulator switch occurred on Helios 2 
prior to an acquisition of signal (AOS) over DSS 67/68. As 
result, the AOS was not successful and at.07:00 UTC a space­
craft emergency was declared and 64-m DSS coverage 
requested by the Project. At 08:20 UTC, DSS 63 (vladrid, 
Spain) was released from Pioneer support to acquire Helios 2. 
DSS 63 had AOS at 10:24:47 UTC with a bit rate of 8 (bps) 
coded, fornmat 4 (safe mode). 
Spacecraft telemetry indicated that several bits had 
changed. Ground commanding set these status bits back to 
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normal configuration by 15:15 UTC. The spacecraft experi- enhafnced turbulance existed. Last year, a similar solar wind 
ments were then turned on, and at 22:00 UTC the emergency experiment was conducted and was highly successful (Ref. 3). 
was lifted. 
The Helios 2,5th aphelion occurred on 1August 1978. The B. German Space Operations Center (GSOC) 
spacecraft was at a bit rate of 32 bps coded with experiments Conversion to the 22-Bit-Error Polynomial Code 
El, E6, and E8 on and all others off. On 10 August 1978, (EPC) and the Mark III Command System: 
additional experiments were turned on. Overall coverage ofboth Helios spacecraft for this period is listed in Table 1. On 31 July 1978, the Helios Network Operations ProjectEngineer (NOPE) conducted a highly successful data flow test 
between the DSN Compatibility Test Area-21 (CTA-21) at 
Ill. Special Activities JPL and GSOC, while in the 22-bit EPC. This test verified
that 22-bit interface between the DSN and GSOC is func-
A. Support of On-Board and Ground Experiments tional and that the conversion to flight operation support in 
As reported in the last article (Ref. 2), Faraday rotation October 1978 would go smoothly. 
data were collected over 64-rn stations from 9 June 1978 The first attempt to link up the Remote Command Termi­
through 28 June 1978. These data are still being collected nal (RCT) at GSOC with the Mission Control and Computing
and analysis has not yet begun. Following this period, we Center (MCCC) Mark III Command System and with the DSN 
have retumed to the 2-h, biweekly 64-m polarimetry-MMA (CTA-21) was accomplished on 3 August 1978. All interfaces 
training periods mentioned previously (Ref. 2). were validated and GSOC, via the RCT, was able to send com­
mand files to CTA-21's Command Processor Assembly (CPA),Also, during the period of June through August 1978, a control the active/idle state of the Command Modulation 
series of solar wind experiment tracks was scheduled. This 
experiment involves DSS 11, DSS 13, and DSS 14 at Gold- Assei 
stone, California, in addition to DSS 61 and 62 in Spain.. messages. 
The objective of this experiment is to measure the solar More tests are scheduled between now and October to 
wind velocity near the Sun. This period has been designated further verify and refine interfaces and procedures. During 
STIP (Study of Traveling Interplanetary Phenomena) Inter- this interval, telemetry, monitor, and Mark III Command 
val'V. The Helios 2 trajectory during this time presented a System data will be tested. All tests will be conducted using 
unique opportunity to study a region of solar wind in which the 22-bit EPC configuration. 
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Table 1. Hellos tracking coverage 
Month Spacecraft 
Station 
type 
Number 
of 
tracks 
TrackinmA time 
(h, min) 
June Helios 1 
Helios 2 
26 meter 
64 meter 
26 meter _ 
64 meter 
50 
0 
0 
36 
320:21 
00:00 
00:00 
142:19 
July Helios 1 
Helios 2 
26 meter 
64 meter 
" 26 meter 
64 meter 
47 
2 
2 
27 
269:26 
6:47 
14:49 
120:50 
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Hydrogen Maser Frequency Standard Computer Model for 
Automatic Cavity Tuning Servo Simulations 
P. D. Potter and C. Finnie 
Radio Frequency and Microwave Subsystems Section 
A computer model of the JPL hydrogen maser frequency standard has been devel­
oped. This model allowsfrequency stability data to be generated,as a function of various 
maser parameters, many orders of magnitudefaster than these data can be obtained by 
experimental test. In particular,the maser performance as a function of the various 
automatic tuningservo parametersmay be readilydetermined. 
I. Introduction The kth average value of y(t), y;, over a time interval of 
length r is given byHydrogen maser frequency standards generally display fre-
quency stability characteristics which are strong functions of tk+r 
the observation period over which the stability is measured. As I t 
k f y(t) dt (3)long-term (hours to weeks) stability is of great interest in DSN 
tracking, testing periods for hydrogen masers are lengthy. In k 
some cases a computer simulation may expeditiously provide 
performance data which would be impractical to obtain ex- The Allan variance ay 
2 (r) is defined as 
perimentally. 
A convenient and widely accepted characterization ofGre- (7) - k+ 2h- k)2 > (4) 
quency stability is the Allan Variance Chart (Ref. 1). Given a 
frequency standard whose output voltage V(t) may be ex- where ( ) denotes an infinite time average. In practice a2 (r) is 
pressed as estimated as 
2 1 - +IY - ))V(t) = [vo + e(t)] sin [21Tvot + 0(t)] (1) 
2 
The fractional instantaneous frequency deviation y(t) may be k=1 
defined as In this article a hydrogen maser computer model is described 
Y m 

which generates the y(t) and a2(r) corresponding to the se­
y 1 dO(t) (2) lected values of noise sources and the autotuner (if used)\27re) dt parameters. 
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II. The Hydrogen Maser Autotuner Servo counts, a first-order correction is made for frequency shifts 
which are not caused by the flux level modulation. 
The maser cavity autotuner system has been previously 
described (Refs. 2, 3, 4). The purpose of the autotuner is to Figure 3 (from Ref. 3) is the autotuner servo diagram, 
electronically bring the cavity resonant frequency f, into align- where the four-position switches schematically represent the 
ment with the atomic hydrogen transition frequency f."The four counting periods shown in Fig. 2. The summing counter 
effect of cavity pulling on the maser output frequency fo is is a perfect integrator, resulting in a first-order servo loop 
given by (Ref. 2) with the 6nly adjustable parameter being the loop gain fac­
tor K s . Performance of this servo loop and also possible 
second-order loop designs are discussed in Sections V and VI 
-fn- fo (fn) (6) below. 
where Ill. Hydrogen Maser Computer Model 
Q = loaded cavity quality factor (- 3.5 X 104) Noise Sources 
atomichydrogen transition quality factor (109) The computer model operates as a sampled-data system in 
the same fashion as experimental setups, except the sampling 
rate is many orders of magnitude greater than with the 
The basic principle of operation of the autotuner is to experimental system, thus allowing for expeditious evalua­
periodically change QL and to electronically adjust fC until the tion of the effects of maser parameters upon the Allan 
change of QL does not affect 4e. In this way changes in the Variance Chart. 
maser output frequency fo due to mechanical changes in the 
cavity may be eliminated. Four different types of noise are presently available in the 
computer model: (1) oscillator shot noise, (2) flicker noise,
Figure 1 (from Ref. 4) shows the block diagram of the (3) linear drift and (4) sinusoidally varying drift. Each of 
cavity tuning servo system. The atomic quality factor QL is these types of noise has a characteristic slope relationship to 
varied by an atomic hydrogen beam flux chopper. Variations the averaging period r on an Allan Variance Chart (Ref. 1).' 
in the maser output frequency relative to a reference fre- For the oscillator shot noise, the square root of the Allan 
quency standard are measured by the zero crossing detector variance a(7) decays as 1,r l l2 and is typically only signifi­
and are used to generate a correction voltage on a varactor in cant for - values less than approximately 103 s. The theoreti­
the cavity output circuit. The maser fractional frequency cal value for this type of noise for the JPL maser is (Ref. 5) 
deviation Af/fo is related to the time deviation A7 in the zero 
crossing detector by 
Af AFiQc) L) (i1/ 2.3 X 10-' 4 
- - o(r)=\k J - (8)(7) e 
wherewhere 
- 3.5 X 104QC = loaded cavity Q 

To = nominal beat period = 100 s Qe = external cavity Q - 9.6 X 104
 
= fo frequency= 100 MHz Q = hydrogen line Q - 109 
-Thus, for example, a beat period change of 0.1 s corresponds So = thermal power spectral density -4.4 X 10 2 1 W]Hz 
13 to a fractional frequency variation of 10- . a power spectra destX1 1 0 WPs = cavity power output 'sl.5 X 10- 1 2 W 
Figure 2 (from Ref. 4) shows the method used to develop 
the cavity tuninj error signal. In the period r1 the up count This type of noise has a flat frequency spectrum and is 
is during a time of high beam flux, and during the period 73 obtained in the computer model from a pseudorandom num­
the down count is during a period of low flux. During the ber generator. 
7 s and 77 periods the up-down count has a reversed relation­
ship to the flux level. By subtracting these two up-down The flicker noise has no theoretical basis. This type of 
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noise has a 1If spectral density and results in an -Allan vari-
ance which is independent of i. An algorithm for generating 
this type of noise with a computer has been published 
(Ref. 6); however, the required computer time for this algo-
ritlim is proportional to the square of the -number of data 
points, resulting in unreasonable execution times. The 
method used in the computer model described here is as 
follows. A set of 2M data points is obtained from a pseu-
dorandomn number generator and then transformed to thefrequency domain by a fast Fourier transform (FFT). The 
resulting spectral components are multiplied by a 1/fi 12 fae-
tor nd nvere-tansormetothe imedomin. he ime 
required for N data points is approximately proportional to 
.NLOGN for this algorithm. Figure 4 shows an Allan Variance 
Chart for flicker noise generated by this algorithm; also 
shown are the 1-sigma error bars for the square root of the 
The linear drift noise is characteristic of aging and/or 
mechanical creep in the maser cavity and has a characeristic 
slope of unity on the Allan Variance Chart. The sinusoidal 
noise typically results from diurnal variations in the tempera- 
ture and barometric pressure environment of the maser. Fig-
ure 5 is an Allan Variance Chart of computed performance 
for typical values of shot noise, flicker noise and diurnal 
noise. 
IV. Autotuner Computer Model 
The autotuner is a sampled-data servo loop (Ref. 7) which 
performs the operations shown in Figs. 2 and 3. For such 
systems the signal exists only at discrete times, separated by 
the switching interval r. The S-plane response of such sys-
tems is repetitive at frequencies of c = ±2rir/r.For purposes 
of analysis it is convenient to use the Z-transform, defined 
by 
Z - ers = ea7rwr (9) 
Using this transform, the central S-plane strip defined by 
-(nrlr) < c < (7r/r), -- o<a CO is mapped into a unit circle 
in the Z-plane. The other repetitive strips of the left half of 
the S-plane are mapped into this same unit circle in the 
Z-plane. 
A general second-order sampled-data servo loop is shown 
V. First-Order Autotuner Loop 
For the existing autotuner with a first-6rder loop, the
 
loop gain is the only servo parameter which is available for 
optimization. Presently available values for loop gain with 
the JPL maser nominal 10% line Q modulation (a ratio of 
0.9) are approximately 0.001, 0.01 and 0.1; these corre­
spond to autotuner noise gain settings of 0.01, 0.1 and 1 
respectively. Figure 8 shows the computer model responses 
to step inputs of 10- 12, for noise gain settings of 0.1 and 
1.0. In normal usage the 0.1 setting is used to prevent exces­
sive noise on the varactor as shown in Fig. 8. The responsetime for this setting is approximately 10 hours, which is too 
time for ts settin apomtew 
Figure 9 shows the computer model Allan Variance Chart 
for a noise gain setting of 1.0 and various flux modulation 
ratios and illustrates the effect of beam modulation noise. 
Also shown in Fig. 9 is a set of experimental data, confirm­ing the high noise level associated with the 1.0 gain setting. 
Figure 10 shows a comparison of computed and measured 
data for the normally used noise gain setting of 0.1. Fig­
ure 11 shows the expected autotuner response for various 
values of the Q ratio. The- improved performance for in­
creased Q modulation is clearly evident. This parameter is 
fixed by the maser cavity coupling design, however; substan­
-tial redesign would be necessary to reduce the Q ratio to 
0.4- 0.6. 
Vi. Second-Order Autotuner Loop 
Using the computer model, a second-order autotuner loop 
was investigated. With reference to Fig. 6, the closed loop 
response, H(Z) may be expressed as 
K$ Z - Ks) 
H(Z)(Z Z 1 )(Z- Z2 ) (10) 
where 
1 + K2 - K, 
Z Z2 = 2
 
in Fig. 6. A first-order loop such as the existing autotuner is/4(K 
a special case with K3,= K2.= 0. Figure 6 is easily imple-
mented in the comhputer model with each of the "7"boxes 
representing a storage register. Figure 7 is a simplified flow­
chart for the hydrogen maser computer model including the 
autotuner servo. 
-
' ( 
2 
- KIK3 ) - (1 +K 
2 
C 
- K 1)2 1) 
31 
cos a = loop damping 	 optimal 0.707 critical damping; a time constant value of ap­
o r sin c = co,, loop natural frequency 
With the second-order loop, the natural frequency (band-
width) and the damping may be independently selected. Fig-
ure 12 shows the loop response as a function of damping for 
a loop natural frequency of 8.7 X 10-5 rad/s (20-h time con-
stant); a damping value of 0.707 (1/N/2) critical is optimal, a 
result generally obtained in servo design. Figure 13 shows the 
performance as a function of loop'time constant for the 
proximately 20 h appears optimal. 
VII. 	 Comparison of Second- and 
First-Order Loops 
Figure 14 shows a comparison 'of optimal second- and 
first-order loops, for 10% Q modulation. It is concluded 
from this study that for the present JPL maser parameter 
values, the additional complexity of a second-order loop is 
not warranted. 
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Fig. 3. Cavity tuner servo diagram 
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A Prototype DSN X-S Band Feed: 
DSS 13 Application Status (Second Report) 
W. F. Williams 
Radio Frequency and Microwave Subsystems Section 
This article, the second in a series discussing a rewprototypeX-S bandhornfeed for 
future use at various DSN sites, deals with the combiner which was designed andfabri­
cated for injectingX- and S-band into the horn. It also discusses predictedperformance 
at DSS 13 by the calculated scatteringof the model radiationpatternsfrom theDSS 13 
hyperbola. 
The results indicate that the present version of the S-band combiner is much too 
narrow for use in both receiving and transmitting and that the horn patterns, when 
scattered,yield an improved efficiency over thepresenthorn-hyperbolasystem. 
I. Introduction 
The first status report (Ref. 1) of this series discusses the 
design of a dual-band (X-S) corrugated horn for DSN applica­
tions. A half-scale model of the design was fabricated and 
measured. It fulfilled the requirements of the X-S feed horn 
program. The radiation patterns and efficiencies of this horn 
were presented in Ref. 1. 
Since this horn is to perform at both X- and S-band simul-
taneously, a diplexer or X-S combiner must be developed 
which can inject these signals into the horn. The most impor- 
tant requirement or characteristic of this combiner is that it 
does not contribute any significant additional loss to the 
X-band signal. A 0.02-dB X-band loss in this combiner would 
add 1.4 kelvin to the system noise temperature and this 
amount is significant in DSN low noise systems. Therefore, 
it was concluded that the combiner should add less than 
0.02 dB to any existing losses in the presently used horn at 
X-band. 
A design technique for satisfying such a difficult require­
ment was provided by a consultant to JPL (S. B. Cohn, Sey­
mour Cohn Associates, Encino, Calif.). This technique con­
sists of an outer radial waveguide line concentric with the 
horn and terminating (at the line inner radius) in the horn. 
The radial line has two circumferential slot chokes to reject 
any X-band passage. The outer radius of the radial line is 
excited with the S-band signal, which then passes through 
and into the X-S feed horn. The theory is discussed in Sec­
tion H. This technique was used in a full-scale design and the 
combiner was fabricated. The combiner performed very well 
at X-band; loss or additional noise from the unit was immea­
surably low. However, it suffers from being extremely narrow­
band in the S-band. The bandwidth (about 50 MHz) is only 
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sufficient for one function, and in this case the receiving 
function (2.295 GHz) is chosen. Future additional work Will 
be directed toward increasing the bandwidth to encompass the 
transmit band also. The final design is discussed in Section Ill. 
A half-scale model of this combiner was fabricated and 
used with the half-scale model X-S horn (Ref. 1). S-band 
pattern measurements indicated that the horn was satisfac-
torily excited through the combiner. X-band was also 
unaffected. 
It then remained to theoretically scatter these measured 
horn patterns from a computer model of the Venus site 
(DSS 13) subreflector. This subreflector is a 96-inch 
(243.84 cm) diameter hyperboloid, whose central region 
(25.4 cm diameter) is cone shaped, acting as a vertex plate. 
The hyperboloid is surrounded by a circumferential flange 
which deflects most of the forward spillover back into the 
main paraboloid. This flange is about 30.48 cm wide, making 
the total subreflector 120 inches (304.8 cm) in diameter. A 
JPL symmetrical scattering computer program was used to 
calculate the scattering of the horn patterns from the sub-
reflector at selected frequencies in S-band and X-band. This 
theoretical scattering is discussed in Section IV. 
II. The Combiner 
The general specifications that were used to define an X-Scombiner are as follows: 
Frequency 
2.1 to 2.3 GHz at S-band (9.09%) 
8.4 to 8.55 GHz at X-band (1.77%) 
Output Polarization 
RCP at S-band 
RCP and LCP simultaneous at X-band 
Losses 
S-band, < 0.2 dB 
< 0.02 dB (relative to horn without comniner)
-band, 02 roX-band 
Power 
S-band, 20 kW CW 
X-band, receive only 
Growth Potential 
S-band from 2.1 to 2.4 GHz at 200 kW CW 
X-band from 7.1 to 8.55 GHz with 200 kW CW at 
7.1 GHz 
The technique chosen for this combiner is to feed the 
S-band into the horn through a circumferential slot that is 
designed to stop the X-band with a choke or band stop filter. 
This is illustrated in Fig. 1. The radial line injection region is 
shown within the horn proper at a position to obtain good 
impedance matching. The dimension b' is chosen at less than 
one-half wavelength at the highest X-band frequency. This 
limits any attempts at X-band propagation within the line to 
TM o radial modes, where m = number of X/2 variations 
around the circumference, and there are no X/2 variations in 
b" direction. The TE'0 (m=2) radial mode is excited by the 
X-band HE 1 wave. Therefore, the radial line band stop 
filter is designed to stop X-band in the TE radial line mode, 
and also to present a short circuit looking into the annular 
opening at X-band. This will result in negligible effect on the 
X-band HE1 1 wave, i.e., negligible leakage, reflection, or 
mode conversion. 
The S-band signals S, and S2 are fed inward with 180-deg 
phase difference to yield the horizontal HE, S-band wave 
phase dice l izotalSHEan avehor S-
in the conical horn, and similarly with S3 and 54 for vertical 
HE1 polarization. Waveguide T-hybrids are used, for exam­
ple, to achieve the equal amplitude, 180-deg power splits and 
a waveguide 3-dB quadrature coupler to excite these T 
hybrids. Then one input will yield RCP and the other LCP at 
S-band. 
The design of the I-band choke slots is illustrated inTedsg fteXbn hk lt silsrtdi 
Fig. 2. Dimension b of Fig. 2(a) is chosen at 0.35 in., about 
1/4 a guide wavelength in X-band. Using handbook formulas 
(Ref. 2) the remaining dimensions for the choke are obtained 
and are indicated in Fig. 2(b). A second choke was added 
according to the dimensions of 2(c). Beyond these X-band 
chokes, the radial line continues for a short distance, and is 
then terminated in four places with step junction transformers. 
These transformers have four steps and terminate in standard 
WR430 waveguide. 
A photograph of this combiner is shown in Fig. 3. The unit 
has been separate.d into two sections for viewing. The section 
on the right is the input side, showing the taper to a smallinput end. On the left is the section with the pair of 
X-band chokes. The addition of four plugs in the second choke 
was made to improve matching. 
Ill. Combiner Operation 
Figure 4 is a block diagram of the laboratory measurement 
arrangement used to perform the final design development 
of the combiner. A unit was constructed to the dimensions of 
the preceding section and used in this measurement to deter­
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mine the final required input transformer design and other 
final details. 
Opposite pairs of S-band inputs ((D and (D, Fig. 4) 
must be measured and developed together since they are used 
together to create a linear polarization (a HE,1 circular wave­
guide mode) and there is significant cross-coupling between 
them. The other terminals ((D and (@) are decoupled from 
the first pair and used to create the orthogonal linear mode. 
The two pairs, taken together, will generate circular polari-
zation. These opposite pairs must be excited in phase opposi-
tion, i.e., 180 deg out of phase with each other, in order to 
properly generate this TE1 1 mode instead of the next higher 
mode, the TMo1 . 
The S-band test generator is therefore fed into an E-H plane 
tee (180-deg hybrid). This will immediately develop the 
180-deg phase difference when using the E-plane input arm. 
The arm lengths to the combiner inputs must then be equal in 
order to maintain this 180-deg phase differential. A slotted 
line is used to perform the measurement on an input arm, and 
therefore a straight waveguide section of the same phase 
length is used in the other input arm to maintain this exact 
phase relationship. In this manner the mutual coupling 
between opposite arms is "tuned out" as though part of a 
mismatch reflection. 
It was determined by these measurements that an induc-
tive iris was needed at the waveguide inputs to the combiner. 
This S-band waveguide is only 0.89 cm (0.35 in.) high and the 
standard 10.92 cm (4.3 in.) wide. This matched input in 
narrow waveguide was then transformed up to the standard 
WR430 size using a 5-step, 4-section, waveguide transformer. 
Below are tabulated the final voltage standing wave ratios 
(VSWR) for this combiner. 
Frequency,GHz VSWR 
2.100 9.5 
2.150 4.5 
2.20 2.685 
2.225 2.014 
2.250 1.501 
2.275 1.237 
2.300 1.045, 
2.325 1.195 
2.350 1.54 
2.375 2.110 
2.400 2.940 
2.450 6.2 
2.5 16.5 
The graph of these numbers is shown in Fig. 5. From this 
it is noted that the bandwidth is only 100 MHz for a VSWR of 
less than 1.5. This will be suitable for the receive-only opera­
tion; however, another solution must be found for future use 
of the horn for S-band transmission also. 
A final and most important characteristic of the combiner 
is that it must have extremely low loss at X-band, i.e., that it 
not contribute any more noise to the system than does the 
existing 22-dB standard being used at 64- and 34-m stations. 
This noise was measured by using the combiner and a partial 
full-scale horn; one being fabricated for final use. The X-band 
first section, horn input was used with the combiner and a 
s~cond section of the new hom. This was used with the 
X-band maser for measuring total noise temperature by 
comparing it with an identical system using the 22-dB standard 
X-band horn. The standard horn has a certain measurable 
noise level when looking to the open sky. The new horn, and 
combiner, are then substituted to determine a different noise 
level as caused by this different configuration. A long sequence 
of these substitution measurements was made. The result of 
all measurements indicated that essentially no difference 
existed between the two systems. If some small noise was 
added by the combiner, then it was cancelled by a slightly 
lower horn loss. This indicates that when this horn-combiner 
replaces the present horn-reflex plate, the figure of merit will 
improve by at least a value equivalent to degradation caused 
by the reflex plate. 
IV. Calculated DSS 13 Performance 
Figure 6 depicts the subreflector used on the Venus site 
antenna, DSS 13. This hyperboloid with vertex plate was 
originally sized and designed for use with the S-band feed 
horns typical at the DSN. The outer rim or flange is used 
to capture energy beyond the normal hyperboloid edge and 
hence reduce forward spillover. The captured energy is then 
reflected back into the paraboloid at random phases. The 
result is a very slight degeneration of phase across the main 
aperture but a large reduction in rear spillover and hence in 
noise temperature. The vertex plate, which is a simple conical 
section in the hyperboloid center, scatters energy away from 
the center of the paraboloid, thus reducing reflection back 
into the feed horn and also reducing the amount of energy 
to be finally blocked by the subreflector. This energy also 
finds its way onito the main parabola at random phases, thus 
causing a further slight degeneration of the phase pattern 
across the main aperture face. 
JPL has a computer program (Ref. 3) which calculates the 
scattered or reflected electric field of an incident field from 
any symmetric reflective surface. The measured radiation 
patterns of the X-S band model feed horn were scattered 
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from the Venus site subreflector using this symmetric scatter-
ing program. These resulting scattered patterns are used in a 
]PL efficiency program to determine the final microwave 
efficiency of the new X-S feed horn at DSS 13. 
Figure 7 is typical- of the X-band scattering results. This 
pattern is obtained by assuming that the half-scale pattern at 
17.0lGHz is identical to a full scale pattern of 8.5 GHz. Note 
the very deep nulls in the shadow region caused by the vertex 
plate of the subreflector. This shadow area is broader than it 
needs to be for X-band operation. The vertex plate was devel­
oped for S-band use, explaining the less than ideal X-band 
pattern. 
It is interesting to compare this scattering with that of the 
DSN standard X-band horn scattered from the same subre-
flector. Figure 8 depicts the result. Note that the null central 
region (±10 deg) is about the same as Fig. 7. The significant 
difference is in the middle region, from 30 to 45 deg. Here 
the energy tapers off somewhat (Fig. 8) while in Fig. 7 a more 
constant illumination is maintained due to the, "squareness" 
of the new horn pattern at X-band. This will result in a higher 
illumination efficiency for the new horn. 
The following is a tabulation of efficiencies for these two 
cases: 
Frequency =8.5 0Hz 
Efficiency 22 dB Standard New X-S Dual Band 
Forward spillover 0.9707 0.9897 
Rear spillover 0.9968 0.9956 
Illumination 0.8019 0.8480 
Phase 0.8894 0.9005 
Blockage 1.0000 1.0000 
Cross-polarization 0.9990 0.9990 
Total 0.6894 0.7517 
The result is an approximate increase in efficiency of 6%, 
or about 0.38 dB. Nearly 5% of this is from illumination effi-
cierlcy (more nearly uniform illumination), while the 
remainder is from forward spillover and phase. The DSN 22-dB 
standard horn has some sidelobe energy in the form of 
shoulders on the main lobe while the new X-S horn is com-
pletely free of sidelobe energy. These shoulders represent 
nearly 2% more spillover than occurs with the new horn. 
The S-band pattern of the new horn was'also scattered from 
the Venus site subreflector. Figure 9 depicts this scattering 
for the new horn at S-band. The 4.6-GHz pattern of the half­
scale model is used at 2.3 GHz on the subreflector. Figure 10 
depicts the 22-dB standard when scattered at 2.295 GHz. 
The general shapes of these patterns are, much alike. This 
subreflector with vertex plate was designed to fit the pattern 
of the 22-dB standard at S-band. 
Below is a tabulation of these two S-band pattern effi­
ciencies when scattered from the Venus subreflector. 
Frequency = 2.295 
Efficiency 22-dB standard New X-S band 
Forward spillover 0.9707 0.9420
 
Rear spillover 0.9943 0.9960
 
Illumination 0.8654 0.8430
 
Phase 0.9637 0.9120
 
Blockage 0.9741 0.9690
 
Cross-polarization 0.9998 0.9998
 
C - r o99 
Total 0.7839 0.6988 
The result for S-band has been a drop in efficiency of 
8.5%t or about 0.5 dB. The most significant difference is in 
phase efficiency. This is due in part to the S-band displaced 
phase center from the X-band phase center in the new X-S 
horn. It is also due in part to the vertex plate and subreflector 
flange, which were specifically designed for the S-band 22-dB 
standard horn, and which result in some phase error, as dis­
cussed above. 
Forward spillover and illumination are also poorer in the 
new hom at S-band. An investigation of the radiation patterns 
(Ref. 1) will indicate the reason. 
The very slow falloff of energy beyond the -10 dB level 
contributes to excessive spillover and the "triangular" shaped 
beam gives more illumination taper and hence a lower illumi­
nation efficiency. If the new X-S horn is made larger (larger 
aperture at the same flare or cone angle) the S-band perfor­
mance will slowly improve, approaching X-band performance. 
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Addendum 
Since this second report was originally prepared, the full-scale X-S horn has been 
fabricated and its radiation patterns were measured. Some significant differences were 
noted from the patterns of the half-scale model discussed in this article. At the upper end 
of the X-band frequency range, the E and H plane patterns of the new horn were notice­
ably different from each other and not the near overlays as were those of the half-scale 
model. It is expected that this is due to some additional hybrid mode generation in the 
horn because of the combiner input slot or because of the change of flare angle in this 
slot region. 
In any event, these full-scale patterns were scattered from the Venus site subreflector 
in the manner of the above Section IV with the following results: 
Frequency = 8.5 GHz 
Efficiency New X-S dual band 
Forward spillover 0.9670
 
Rear spillover 0.9958
 
Illumination 0.8410
 
Phase 0.8980
 
Blockage 1.0000
 
Cross-polarization 0.9920
 
Total 	 0.7214 
We observe about 3% less in efficiency than anticipated from the half-scale model; 2% 
of this occurs in forward spillover while the remainder is divided among the other factors. 
This occurs because one plane (E-plane) is broadened in this upper frequency region and 
results in the additional forward spillover. The expected 0.38 dB improvement, for this 
particular version of the new horn, is therefore reduced to 0.2 dB improvement. Effects 
during subsequent development of this horn may regain the full improvement potential. 
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An Iterative Algorithm for Decoding Block Codes 
Transmitted Over a Memoryless Channel 
H. Greenberger
 
Communications Systems Research Section
 
An algorithm has been developed which optimally decodes a block codefor minimum 
probabilityof symbol errorin an iterativemanner. The initialestimate is made by looking 
at each bit independently and is improved by consideringbits related to it through the 
parity check equations. The dependentbits are considered in orderof increasingprobabil­
it) of error. Since the computationproceeds in a systematic way with the bits havingthe 
greatest effect beingusedfirst, the algorithm approachesthe optimum estimateafter only 
a fraction of the parity check equations have been used. This decodingalgorithmwill be 
tested via simulations of the (128, 64, 22) BCHcode over the deep space channel. 
I. Introduction 
The measure of performance most commonly used in corn-
paring error-correcting codes for transmitting binary informa-
tion over noisy channels is the information bit probability of 
error. When block codes are used, an alternative measure is the 
code word probability of error. An optimum decoding algo-
rithm which minimizes the probability of error for one mea-
sure is not optimum for the other; however, they are very 
close and become asymptotically equal at very high signal-to-
noise ratios. Isought 
anThe optimum algorithm, under either measure, requires 
amount of computation proportional to the number of pos­
sible code words that can be transmitted, thus limiting the size 
of the code for which such algorithms can be used. This 
problem can be bypassed at high signal-to-noise ratios where 
one can use nonoptimum decoders having simple decoding 
-algorithms and make up the loss by using larger codes with 
greater minimum distance. At low signal-to-noise, however, 
there is an absolute limit to the minimum probability of error,
depending only upon the decoding algorithm but not upon the 
code used. In this region, if algebraic decoding is used, the 
minimum probability of error is greater than what is currently 
realizable using convolutional coding with an optimum decod­
ing algorithm. The bound for optimum decoding, however, is 
considerably lower, and worthwhile improvement in perfor­
mance can-be achieved if this limit can be approached. For this 
reason, approximations to optimum algorithms are being 
whose complexities are very much less but whose 
performances are close to optimum. 
The approximations that can be made are of two types. 
First, some of the information available at the receiver can be 
ignored. An example is to decode each bit of the received code 
word independently, disregarding the dependence between the 
bits of each code word. This approach is called hard decision 
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decoding and is equivalent to approximating the channel by a 
binary symmetric one. Second, an incomplete algdrithm can 
be used. Optimum decoding of block codes is equivalent to 
calculating the distance, according to some metric, between 
the received vector and all possible code words and selecting as 
the best estimate of the transmitted code word that one which 
is "closest" to it. Examples of incomplete algorithms for block 
codes are those which search for code words only within a 
certain distance of the received vector or select, in some other 
way, a subset of all possible code words among which the best 
estimate of the full decoding algorithm has a high probability 
of being found (Refs. 1-3). 
II.An Iterative Algorithm 
Rather than selecting a set of candidate code words accord-
ing to some scheme as those mentioned above, 'an alternate 
approach is to disregard some of the channel information and 
make an optimum decision on what remains. This method 
works well at low signal-to-noise ratios where many bits have a 
high probability of error and can be disregarded with only a 
small penalty in performance. Such an algorithm can be put 
into an iterative form. Starting with an independent estimate 
of each received bit, the estimate can be improved by succes­
sively looking at bits related to it through the parity check 
equations of the code. These redundant bits are examined in 
order of increasing probability error. Each bit, as it is exam-
ined, improves the estimate of the other bits, the ones with a 
higher probability of error having a smaller effect than those 
with a lower probability of error. As poorer and poorer bits 
are examined, they perturb the previous estimate less and less, 
and a point is reached where the algorithm may be stopped 
with a high probability of being close to the optimum 
estimate. 
As each symbol is~received, the likelihood ratio 
Pr(rm [ Cm = 0) 
, Pr(rM IC = I) 
is calculated and mapped into the region (-1, +1) by the 
transformation 
I -
Pm i + 4 m 
When the entire code word has been received, the symbols are 
sorted according to increasing probability of error (or equiva-
lently, magnitude of Pr) so that the least reliable bits are to 
the right. The columns of the parity check matrix of the code 
are then permuted to the same order as the symbols have been. 
By using row operations only, the permuted parity check 
matrix can be reduced to a form which has a triangle of zeros 
in the upper-right-hand comer. The first P rows of this matrix 
represent the dependency among the k + p symbols with the 
least probability of error. If the remaining n - (k + p) symbols 
are considered erased, then an "optimum" decision, in the 
sense of minimum probability of symbol error, can be made 
using only this portion of the matrix. This form of the matrix 
also leads to an iterative algorithm. Starting with p = 0 and 
increasing p by one each iteration, successively poorer received 
bits are considered in estimating the transmitted symbols, until 
forp = n - k the "true" optimum estimate is reached. 
The decoding rule, for minimum probability of symbol 
error, using the method of decoding in the dual space of the 
code, is (see appendix) 
H. 
A 'ZHt I (' > 0 
, I He 
C' is the lth bit of the fth code word in the dual code, that 
i 
is, one formed by a linear combination of the rows of the 
,parity check matrix; 6. - 1 if m =1 and 0 if m =l. Thus 
when estimating the mth bit, the term P, is included in the 
product if the Ith bit of Cf = 1 and m A1, or the Ith bit of 
C'O0andmL=I 
As an initial estimate of the transmitted symbols (p = 0), 
=let Cm = 1 if Pm > 0 and C. 0 if Pm < 0. The first itera­
tion uses only a single parity check equation so that there 
are only two words in the dual code, the all-zero code word 
and the one equal to the first row of the parity check 
matrix. The all-zero vector contributes to Am the term Pm, 
which is the initial estimate, and the single parity check
equation contributes a single product term of the P,'s. 
The algorithm is then iterated, each time adding another 
parity check equation and taking into consideration the 
"best" of the remaining received bits. At each iteration the 
number of terms in the sum is doubled. Because of the 
reduced form of the parity check matrix, with zeros in the 
upper-right-hand comer, the terms Am from previous itera­
tions are not changed when a new row of the matrix is 
added and the new terms can be added directly to the previ­
ous stages' estimate. At each iteration the estimate of each 
bit is improved and the bit probability of error decreases. 
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A detailed example of this algorithm will be given for the 
(23,11) Golay code. The block length of this code is long 
enough to see the convergence of the algorithm to the Am 1.86 .71 2.87 1.73 
optimum solution as the number of iterations increases and 
yet short enough so that a complete decoding can be done m 
in a reasonable, time. In order to estimate the performance PM .98 .75 .99 .97 
of the algorithm at a given SNR, a large number of received 
vectors was generated and fully decoded. Only the 12 most m = bit number. 
reliable bits are estimated by the algorithm; the remainder 
are calculated through the parity check matrix. This forces A. = amplitude of mth bit. 
the estimate of the transmitted vector to be a code word. A = likelihood ratio ofmth bit.In 
The estimates of these bits were stored after each iteration, P = transformed likelihood ratio of mth bit. 
and the code word was considered to be correctly decoded m 
when the 12 bits indicated as most reliable were estimated 
correctly. The first step of the algorithm is to sort the bits accord­
ing to the absolute values of the transformed likelihood 
ratios Pro" The sorted order is 
Since the code is linear, the code space looks 
the same 
when viewed from any code word. Therefore, in an example, 
it can be assumed without loss of generality that the all-zero 
Sorted bit order 
Sorted bit order 
1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7
7 
&8 99 
code word is transmitted. The received word can be repre- Original bit order 22 20 23 2 11 15 8 1 19 
sented by a vector of dimension 23, y = (Y,Y2 ... Y23)" SortedP .99 .98 .97 .92 .90 .90 .86 .86 .85 
Each element of the vector is of the form y, = 1 +n,, where 
n, is a sample of a zero mean gaussian process of variance 
1/23, where Sorted bit order 10 11 12 13 14 15 16 17 
Original bit order 21 10 5 17 3 12 9 16 
1 E Sorted P .75 -. 70 .64 -. 59 .59 .56 .52 .50 
fl rate 
Sorted bit order 18 19 20 21 22 23 
As a numerical example, consider a received code word Original bit order 4 6 13 14 7 18 
which contains four hard errors and therefore cannot be Sorted-P, -. 50 .42 .28 .24 .17 -. 11 
decoded correctly using algebraic decoding. In addition, one 
of the errors is among the 12 best bits so that the initial 
estimate of this algorithm would also be in error. A received The original parity check matrix for this, code is 
vector (SNR = 1.0 dB) and the corresponding likelihood 
ratios are tabulated below 
"10100100111110000000000
 
n 1 2 3 4 5 6 7 8 9 10 01010010011111000000000
 
A .99 1.25 .44 -.63 .52 .25 .01 .97 .36 -.90 00101001001111100000000 
Am .074 .041 .26 3.04 .22 .41 .70 .080 .32 5.62 00010100100111110000000
 
P .86 .92 .59 -.50 .64 .42 .17 .86 .52 -.70 00001010010011111000000 
m 
00000101001001111100000
 
00000010100100111110000 
m 11 12 13 14 15 16 17 18 19 0000000101001001111100 
A 1.13 .41 .11 .06 1.1-2 .33 -.74 -.24 .94 00000000101001001111100 
In 
A .054 .28 .56 .62 .054 .33 3.90 1.24 .083 00000000010100100111110
 
m
 
P .90 .56 .28 .24 .90 .50 -.59 -.11 .85 6oo1ooooolbooloollll1 
m 
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The columns are permuted to the same order s the received 
symbols to yield 
00001010001001110011000 

00011000001000101001110 

00001 101000101100001100 

00000100000000111111100 

00000100001110000101110
 
00001101000010000110101 

00000100100010110100011 

01000001101010000101001 

01001000110010010000101 

11000100111000100000001
 
11101000110000000101000 

Reducing this matrix by row operations to form-.a triangle 
of zeros in the upper-right-hand comer yields 
00111010110110000000000 

11110000011101000000000 

01101101100010100000000 

11001001010001110000000
 
10000101100100111000000 

11001101001100000100000 

01000101110000010110000 

10000101010010100101000
 
10001100001010110000100 

11000000011010010100010 

11000100111000100000001 

The estimator A = SrI p0i"®5 m1 (/= iteration num­i IC' 
ber) will be used with this matrix and the sorted PM's. For 
the ith iteration the code words C are formed by all linear 
combinations of the first i rows of the matrix. 
The initial estimate can be thought of as using the esti-
mator with a dual code consisting of the all-zero vector 
alone. The index j, which indicates the Jth code word in the 
dual code, has only the value 1, and C is zero for all values 
of . In this case AM = IIPtm since 5mr= 0 form #:1land 
m I I 
1 for m=I, AM =Pm. When the only code word in the 
dual code is the all-zero one, the code itself contains all 
possible binary n-tuples. All the bits are independent, and 
the best estimate of any bit depends only upon the likeli­
hood ratio of that bit itself. 
The first iteration begins to use the dependence between 
the bits as expressed by the first parity check equation (the 
first row) of the H matrix 
hi = 00111 01011 01100 00000 000 
There are only two code words in the dual code, the all-zero 
code word and h1 , so that 
pppppgpop a 
A M + 3 4
 
for m = 3,4,5,7,9,10,12,13 
= PM+ P mP3P4P5PA IP 
otherwise. 
Note that each term corresponds to a code word in the 
dual. code. Each term contains the product of the trans­
formed likelihood ratios of all the bits in the code word 
which are equal to one multiplied or divided by the ratio of 
the mth bit. 
The second iteration uses two parity check equations Al1 
and h2
 
h2 = 11110 00001 11010 00000 000 
The four code words in the dual code are 
C' = Oh + Ohl 00000 00000 00000 00000 000 
C 2 1
 
C2 = Oh2 + lhl = 00111 01011 01100 00000 000 
= li + Ohl 11110 00001 11010 00000 000 
3 2 1 
C4 = lh2 + lh1 = 11001 01010 10110 00000 000 
At this step the purpose of permuting the columns of the 
H matrix and reducing it to one with all zeros in a triangle 
in the upper-right-hand comer becomes clear. First, the code 
words in the dual code at the Ith iteration contain all the 
code words of the I- 1th iteration so that A(')= A([-1) + m m
 
-21 1 new products. These new products are formed from the 
code words generated by adding modulo 2, the new parity 
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check equation h1, to all the code words of the previous 
iteration. Second, all the new products include the trans-
formed likelihood ratio of'the (k+0th bit but not of bits 
less reliable than this. Thus the lth iteration uses the previ-
ous estimate and the parity check equation containing the 
best bit not yet used to obtain an improved estimate. 
At each iteration the estimate as to which bits are bestmAy ch isatisn sheeiate aistowhemay change. itAs areesThis is seen in Fig'l, where the A(t)'s are 
tm 
plotted as a function of iteration number. As more parity
check equations are used, the absolute value of A (which is a 
measure of goodness) of the bits whose initial estimate was 
wrong decreases relatively rapidly. At the seventh iteration 
the best 13 bits are correct and the code word would be 
decoded correctly if the algorithm would be stopped at this 
point. At the final iteration, using the full decoding, algo-
rithm (equivalent to maximum likelihood), the best 17 bits 
are correct. Of the four bits whose initial estimate was 
wrong, only the one with the poorest initial estimate was 
corrected. In cases where there are few errors or the likeli-
hood ratios of the correct bits are initially higher, the wrong 
bits are also corrected, but this is not necessary for correct 
decoding using this algorithm. 
The performance of this code as a function of number of 
iterations is shown in Fig. 2. The zero iteration curve illus­
trates the performance possible by assuming there are no 
errors in the best 12 bits, while the 11th iteration curve 
represents the performance using the full decoding algorithm.
Note that at the sixth iteration using 26 = 64 terms in the 
sum of the estimator, the performance is almost equivalentto the full decoding algorithm which requires 2 = 2048 
terms in the sum. 
1ll. Conclusion 
This algorithm is unique among those which approximate 
-maximum likelihood decoders since it is not based upon 
generating a set of candidate code words. Its performance, in 
terms of probability of error for a given amount of computa­
tion, is comparable to these techniques and may be the basis 
of more efficient algorithms to be developed in the future. 
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Appendix 
Minimum Probability of Symbol Error Decoding in the Dual Space 
of the Code (Ref. 4) 
The decision rule which minimizes the error probability 
of the ith symbol is 
Ho 

Pr(C'= 01 y) > Pr(c.= I Iy) 

< 

H1 

where the hypotheses are 
He: The ith symbol of the transmitted code word Ci = 0 
H: The ith symbol of the transmitted code word C. = 
In terms of the set of possible transmitted code words 
CmEC 
H0 
Pr(CIY) > S r(CmIY) 
cMEC H, cmcmc 
O .=0 C .=1
Fnr cmi~l 
If the code words are equally likely, using Bayes rule yields 
Ho 
SNY IC) > 5 JyyIC)Ceo C eH 1C CSI 
C .=0 C .=l
 
Both sides of the inequality can be combined so that the 
sum is over the entire set of code words 
5 C He 
CmGC Pry ,H 1
 
This decision rule requires calculating the probability 
of a 
given received vector for all words in the code. The estimate 
of the ith bit is found by summing separately all the prob- 
abilities for which the ith bit is equal to I and those for 
which the bit equals 0. The estimate is that value for which 
the sum is greater. The amount of computation required is 
proportional to 2 k, the number of words in the code. This 
decision rule can be transformed to a sum over the code 
words in the dual codes where the number of calculations 
.required is proportional to 2 n-k This in itself is not of 
much help when 2 n-k is also very large; however, this form 
of the decision rule can be converted to an approximate 
decoding algorithm where the sum is over only a small num­
ber of code words in the dual code. Such a decoding algo­
rithm is useful if, for a large reduction in the amount of 
computation, only a small increase in the bit probability of 
error results, which indeed is the case. 
To convert the decision rle to a sum over the dual code, 
the finite Fourier transform is used. Defining the input
points as the elements of VN, where VN is the vector space 
of the 2N possible binary vectors of dimension N, the 
Fourier transform of the function f(t) defined on these 
points is 
vF)= f(v)(-) 
VGVN 
Summing F(g) over all g G C 
f (v)(-l) "E S~) V 
jjec pEC VEVN 
Interchanging the order of summation 
vS Fz)= 5 f(v) (1r1) 
pEC VEVNV pEC 
Representing the code by a set of basis vectors b, which 
may be the rows of the generator matrix, 
=albl+ a 2 + ••+ abk(wherea8{0,l}) 
All possible code words are generated as the a. take on the 
2 k possible values so that 
( 1)(albi+a 2 b2+....... +akb )-v
 
t t F(U) = f6') L ­
yE=C VEVN al a2...ak 
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1 ab I .v\ 
= K f(v)( (-I)" 

VEVN a=o ) 

2t b k b 
Any term, and therefore the efitire expression equals zero if 
vbj * 0. The only nonzero case is when v - b- = 0 for all i, 
that is for those v which are in the null space of the code C 
These vectors are the elements of the dual code C' and the 
sum over g for these vectors is ICI = the number of vectors 
in C. The sum over C therefore reduces to 
E FOp)=1C Ecf(v)
AEC vEC" 
For convenience the names of the code and its dual may beinterchanged so that 
Kf(v)~ r F(p) 
veC' 
This expression can now be used to simplify the decision 
rule. Letting 
f(v) = Pr(yl v)(- 1)' 
the decision rule can be written asPr(iI 
Ho 
Kf(v) Z 0 
vCC 
 H i 
or 
HoF Pz) > o 
Ec' H1 
FQg) may be calculated from the definition of the Fourier 
transform 
K Pr(yv)(-1)i(-1)v < 0 
IEC' VE VN H 
The inner sum is over all possible vectors in the space VN. In 
2Nthe general case this requires a summation over terms. 
However, if the channel is memoryless, this can be reduced to 
only 2Nterms. In this case, 
Pr(yI v) = N rv,, 
j=1I 
So that the decision rule becomes 
N 1 Ho 
) EmH E Pr( Ii )(-1) i'VI(-I ' > 0 
AEC j=1 VI=o H1 
Note that the term (-) is included only in the product for 
.. ) is inlue onl intepodc.oi by representing it as (-I)V I. Expanding the inner sum 
N A+ Z 
EK hIlfI[Pr(yV1=:0)+ Pry.IV.= 1)(-1 sii1 0 
AEC "=i H1 
This expression can be written in terms of the likelihood ratio 
=vI.0) 
i ht'YII.=1) 
by dividing by 
IV -=)P 1IVI., 
=1 
The decision rule is then 
[1+ j(_lI)Y #] o 0 
gEc' j=1 H1 
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N or inits simplest form 
Simplifying even further by dividing by (I + 0i) 
1=1zH +'t~_l) q H0 	 peciN,,/-j 1 8l 
AEC j=-1 + H, 	
-I\ H,1 
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Soft Decision Decoding of Block Codes 
L. D. Baumert and R. J. McEliece 
Communications Systems Research Section 
The performance of certain block codes on a gaussian channel is evaluated. Two of 
these codes, the BCH codes of rates1/2 and 1/3 and length 128, are markedly superiorto 
the constraint length 7 rate 1/2 convolutional code currently used for deep space 
missions. The algorithm used to derive these resultsprovides a basisfor a simple, almost 
optimum procedurefor decoding these codes. 
I:Introduction 
If one wishes to improve the performance of deep space 
telemetry beyond the capabilities of short constraint length 
convolutional codes currently in use, perhaps the most promis-
ing approach involves the soft decision decoding of block 
codes. With this in mind we have employed a general decoding 
process of Solomon, called "decoding with multipliers" 
(Ref. 1), to evaluate the performance of certain block codes 
on a gaussian channel. Two of these codes, the BCH codes of 
length 128 and rates 1/2 and 1/3, show marked superiority 
over the constraint length 7 rate 1/2 convolutional code 
currently in use. 
Earlier block code simulations for a gaussian channel are 
described in Refs. 2-4. 
I. Soft Decision Decoding 
If a binary quantizer is added to a gaussian channel its 
capacity is diminished by a factor of 7r/2(-2 dB). Thus, 
optimal code performance on a gaussian channel cannot be 
achieved by a hard limiting decoding process. 
By soft decision decoding we mean any decoding process 
which makes use of the relative magnitudes of the received 
code symbols. In this article we use a particular soft decision 
decoding process of Solomon which applies to all linear codes 
and has the advantage that it does not require the use of a 
binary decoding algorithm. Thus, it is perfectly general and 
can be used, for example, to decode the 'quadratic residue 
codes. 
Suppose a codeword w = wl, ... , w. from a binary (n,k) 
linear code is transmitted over a memoryless zero mean gaus-
Sian channel. The code symbols are assumed to be ±1. Thus a 
received codeword is a sequence of n real numbers, each 
number representing the integrated value of Wi + 77,over one 
symbol time - 77ibeing the noise. Since the noise is zero mean, 
the absolute value of these real numbers is a measure of their 
reliability (the larger the absolute value, the higher the proba­
bility that the hard limited version of the real number actually 
is wi). In the decoding technique used, the j least probably 
correct symbols are determined and excluded from considera­
tion. Then k of the remaining n - "symbols are assumed to 
have proper sign and all codewords (if any) of the code whose 
signs agree in these k places are constructed. The codewords so 
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constructed are correlated with the sequence of real numbers 
from the receiver. Several choices of k of the remaining n - i 
symbols are made. Among all the codes words thus generated, 
that one having the maximum correlation value is assumed to 
have been sent. 
Ill. Simulation Results 
The number Q = (k/n) - d, where d is the minimum dis-
tance of a linear code, is a measure of its asymptotic decoding 
behavior, since 
him -logPe=-Q
e 
where y is the bit signal-to-noise ratio and Pe is the bit error 
probability. Thus, the bigger Q is the better the code should 
perform, at least for large y 
As a point of reference our performance graphs show 
curves for "no coding" and for the maximum likelihood per-
formance of the 7, 1/2 convolutional code being used on 
NASA's Mariner-class spacecraft (Ref. 5). 
A. The (48,24) Quadratic Residue Code 
This code is a 5-error-correcting block code with Q= 6.0. 
Two different decodings of this code were simulated. The first 
of these had j = 8, and 130 k-tuples of positions were selected 
from the remaining n -/" = 40 positions in such a way that all 
(n J) of the 4-tuples were omitted from at least one of these 
k-tuples. Thus, if there were no more than four hard decision 
errors among the 40 positions most probably correct, the 
decoding process would necessarily construct the correct code-
word. So, in that instance, the only possible errors would also 
be made by a maximum likelihood decoder. 
The second decoding was done forj = 16 with 124 k-tuples 
such that all 3-tuples from the n - / = 32 remaining positions 
were excluded from at least one of the 124. This performedwereexcudeatleat frmoe o th 124 Ths prfoned 
better, as is shown in Fig. 1. In fact, since about 90% of the 
n this simulation were identiably maximum likelihood 
errors,errors, it is reasonable to conclude that this decoding is essen-
tially a maximum likelihood decoding of the (48,24) quadratic 
residue code. 
mrr 
B. The (80,40) Quadratic Residue Code 
This code is a 7-error-correcting code with Q = 8.0. Five 
decodings were simulated for this code. The best performance 
occurred for two different decodings. The first of these had 
j = 28 and 130 k-tuples from the remaining 52 positions such 
that all (52) triples of positions were omitted from k-tuple. 
The other used j = 36 and 165 k-tuples from the remaining 44 
positions such that all pairs of positions were omitted from 
some k-tuple. Figure 2 shows the performance curve for these 
two decodings as well as our estimate of the maximum likeli­
hood behavior of the code. This estimate is based on the 
identifiably maximum likelihood errors which occurred during 
the simulation. 
C. The (128,64) BCH Code 
This is a 10-error-correcting block code with Q= 11.0. 
Several different decodings were tried here. We tried k-tuples 
for ]= 40, 55 and 56 such that 3, 2 and 2 errors would be 
allowed among the 88, 73 and 72 remaining most reliable 
positions. The results were not very good. Note that this kind 
of selection of the k-tuples really divides the received symbols
into two classes: n - f symbols among which k are sought with 
the correct sign and the other j. Within these classes, all 
symbols are treated the same - juit as if they were equally 
likely to be in error. This is, of course, not a valid assumption. 
We tried a further breakdown of the n - j symbols in one 
decoding as follows: j = 40, n - j = 88 and these 88 symbols 
were ordered by magnitude to establish their relative error 
probability. The 16 most likely correct were assumed to be 
correct; two errors were allowed among the next 40 most 
likely correct positions and four errors were allowed among 
the remaining 32. This performed better than the simpler 
collections of k-tuples mentioned above. 
The improved performance in this last decoding suggested 
that we might try to match the finer gradations of error 
probability among the symbols a little more closely. We did 
this by gathering (at 1.5 dB's) the error frequencies of the least 
likely correct,..., most likely correct symbols. Then we 
constructed k-tuples by a random placing of I's approximately 
in-accordance with the entropy of these error frequencies. Thiscollection of k-tuples performed much better than the preyi­
ous collections, and when 1500 of them were used, the iden­
tifiably maximum likelihood errors predominated; so much sota ti esnbet sueta h efrac civ~
 
(Pig.3) is within 0 o aium likeiood behvo
 
(Fig. 3) is within 0.1 dB of maximum likelihood behavior.
 
As a by-product of this simulation we also determined that 
the number of minimum weight (=22) codewords of this code 
is almost certainly 243,840 (see Ref. 6 for details of this 
determination). 
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D. The (128,43) BCH Code 
= 10.75. It wasThis is a 15-error-correcting code with Q 
decoded using 1500 k-tuples selected to fit the observed error 
statistics at 1.5 dB, as described in more detail above for the 
(128,64) code. Within the accuracy of this simulation the 
performance of this code (Fig. 4) is the same as the (128,64) 
code and seems also to be within 0.1 dB of its maximum 
likelihood behavior. 
Much of the analysis of Ref. 6 applies to this code also, and 
using it we can conclude that the number of minimum weight 
(=32) codewords of this code is almost certainly 124,460. 
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Radio Science Requirements and the End-to-End
 
Ranging System
 
A. L. Berman
 
TDA Engineering Office
 
Radio science ranging requirements negotiated between past and presentflight pro­
jects and the DSN have generally focused on just the DSS and spacecrafthardware. All 
elements in the end-to-end rangingsystem must be analyzed and considered in terms of 
an errorhierarchy before reasonableand cost-effective requirements can be levied upon 
any individual element. This article defines and examines the end-to-end rangingsystem 
as it applies to the generationof radio science rangingrequirements.Particularlyempha­
sized isthe variabilityof the performance levels of certain of the system elements with 
respect to the type of radio science experimentbeingperformedand the DSN-spacecraft 
frequency band configuration. 
I. Introduction 
To date, negotiations between flight projects and the Deep 
Space Network (DSN) have assumed that ranging system'
"errors" occur primarily in the Deep Space Station (DSS) and 
spacecraft (S/C) hardware, and, therefore, radio science rang-
ing' requirements were generally levied solely on these ele-
ments. Conversely, the radio science experimenter is typically
most concerned with the total data "noise" and "accuracy" of 
'The expression "ranging system" is being used generically in this 
article, and is specifically not meant to imply the more formal DSN 
"System." 
Although this article deals solely wvith
the rado science applications of 

ranging data, it is considered entirely likely that the methodology 
being here proposed is equally valid in the case of the navigational 
applications of ranging data. 
the final processed radio science ranging data. It would thus 
seem immediately apparent that an end-to-end systems
approach to radio science ranging requirements would be more
 
appropriate; this article further suggests that without such an 
approach, requirements levied on a partial subset of elements 
(i.e., DSS and S/C hardware) as per the current practice will 
not produce the data quality desired by radio science experi­
menters, nor will it produce the cost-effective employment of 
resources. 
To illustrate the problem, consider the ranging accuracy 
level of 2 to 10 centimeters being projected for the Mark IV 
DSN (1980s). Preliminary calculations (see the appendix), 
assuming the "ultimate" DSN configuration of S- and X-band 
simultaneously on uplink and downlink,suggest that for con­
ditions of very dense plasma (i.e., as will apply during relativ­
ity experiments), the plasma error after calibration will be 
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significantly larger than 10 centimeters! Should this prove, 
true, further consideration of a 2- to 10-centimeter ranging 
system (at least for relativity experiments) would have to be 
considered as unrealistic. 
In the following sections, this article will attempt to define 
the "end-to-end radio science ranging system," and will ex-
plore how such a system description and analysis provides the 
proper framework for the levying 6f cost effective and justifi-
able requirements on both the flight projects and the DSN. 
II. The End-to-End Radio Science 
Ranging System 
The end-to-end radio science ranging system is schemati-
cally illustrated in Fig. 1. Ranging signals which have been 
modulated onto a carrier are transmitted from the DSS to the 
spacecraft, are transponded and retransmitted by the space-
craft, and are received by the DSS, where the range delay 
information is extracted. During this operation, the ranging 
signals pass through various interactive media, including the 
troposphere, ionosphere, and solar wind, which all induce 
additional and either partially or wholly unknowii range delays 
in the signals. The ranging data are passed from the DSS to the 
Orbit Determination Program (ODP), alongFwith DSS calibra-
tions consisting of antenna structure measurements and rang­
ing system internal (electrical) delay measurements. In the 
ODP, both the DSS and spacecraft calibrations (made prior to 
launch) are applied to the data. In the case of relativity and 
celestial mechanical experiments, the data are directly refer-
enced to the spacecraft ephemeris, the accuracy of which is 
determined by the various ODP internal models. An additional 
error source is the spacecraft unmodeled (or nongravitational) 
forces. One is now in a position to identify the major elements 
of the end-to-end radio science ranging system, as follows: 
(1) 	 DSS ranging system hardware 
(2) 	 Spacecraft Radio Subsystem hardware 
(3) 	 Unmodeled spacecraft forces 
(4) 	 Interactive media, including 
(a) Troposphere 
(b) 	 Ionosphere 
(c) Solar Wind 
(6) 	 DSS internal range delay calibrations 
(7) 	 Spacecra lbratosSpacecraft 
(8) 	 Orbit Determination Program, including 
(a) Heliocentric Cruise Models 
(b) Planetary Orbiter Models 
(c) Planetary Lander Models 
Ill. 	Development of a Radio Science 
Ranging Error Hierarchy 
With the identification of the major elements of the end-to­
end radio science ranging system, one wishes to assess the 
current or projected performance of each element, with the 
goal being the ranking of the error contributions from largest
to smallest. Obviously, it would hardly be cost-effective to 
levy a performance requirement on a given element which is 
more stringent than an "inherent" limitation of one or more 
of the other system elements (unless such a requirement can 
be levied with little attendant impact on resources). To illus­
trate with the example of Section I, if there exists an "in­
herent" plasma limitation of approximately 1 meter, it surely 
makes little sense to levy the exceedingly difficult requirement 
of 10-centimeter accuracy on the DSS ranging (hardware) 
system. What is not generally recognized is that certain of the 
ranging system elements are variable with regard to: 
(1) 	The type of radio science experiment being considered 
(2) 	 The DSN and spacecraft configuration 
and that these elements are in no way directly related to the 
DSS and spacecraft hardware performance! Further, it is here 
suggested that these "other" elements are frequently the 
dominant error sources in radio science ranging experiments. 
One can first consider the case of (uncalibrated) plasma 
errors. Although both single- and dual-frequency plasma range 
measurements themselves constitute a prime radio science ex­
periment (solar corona/solar wind), plasma becomes a difficult 
"error" for all other radio science ranging experiments. Al­
though some celestial mechanics experiments may be fortu­
nate in that they are capable of being performed at large 
Sun-Earth-probe (SEP) angles (i.e., minimum plasma condi­
tions), radio science relativity ranging experiments must al­
ways be performed under conditions of very dense plasma. For 
instance, a very preliminary estimate of the plasma "error" 
during the 1976 Viking ranging relativity experiment is a 
ranging data noise of about lu - 15 meters (Ref. 1), over a 
time scale of several months. The important point here is that 
this error contribution is a direct function of the (frequency 
band) configuration of the DSN and spacecraft. Should the 
S-band uplink be replaced with X-band, one would expect this 
error source to immediately drop from the 15-meter level to 
about 1 meter, due simply to the inverse frequency squared 
plasma dependence. If simultaneous dual-frequency (uplink 
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and downlink) capability is achieved, this improvement could 
be expected to be even better. 
The Orbit Determination Program (ODP) provides a good 
example as to how the type (or phase) of a mission directly 
influences the total end-to-end radio science ranging system 
performance. It is considered that the ODP modeling of 
planetary landers has the smallest error, followed by planetary 
orbiters, and, finally, the worst case, heliocentric cruise. 
Unfortunately, ODP performance numbers for the three 
mission phases over the several month time scales of interest 
are not well known. At any rate, one could generate a 
hypothetical ranging system error hierarchy by making some 
guesses as to the relative size of the ranging error contribution 
of plasma, ODP, unmodeled forces, etc. The point of the 
exercise is to underscore the need to consider the type of the 
radio science experiment, the DSN and spacecraft frequency 
band configuration, and spacecraft unmodeled forces, long 
before one attempts to levy the appropriate requirements on 
the DSN and spacecraft ranging system hardware performance' 
Let one assume the following error sources (time scales of 
several months): 
(1) Plasma 
(a) S-Band Uplink 15 meters 
(b) X-Band Uplink 1 meter 
(2) Orbit Determination Program 
(a) Heliocentric Cruise 30 meters 
(b) Planetary Orbiter 10 meters 
(c) Planetary Lander 3 meters 
(3) Unmodeled S/C forces 
(a) Heliocentric Cruise 20 meters 
(b) Planetary Orbiter 20 meters 
(4) DSS ranging hardware 5 meters 
(5) Spacecraft ranging hardware 0.5 meters 
The error hierarchy for these assumptions is presented as a 
function of mission type and frequency band configuration in 
Fig. 2. The important point of Fig. 2 is that the dominant 
ranging system errors vary greatly as a function of the mission 
type or phase and the DSN-spacecraft frequency band configu-
ration, and these are parameters not generally addressed in 
the generation of radio science ranging requirements. 
As an example of the type of decision which might emerge 
after an end-to-end system error hierarchy is constructed, con-
sider the case of the hypothetical planetary lander of Fig. 2. 
Normally, if one wanted to achieve a substantial increase in 
ranging accuracy, one would straightforwardly consider imple­
menting a new generation of DSS ranging hardware. In this 
particular case, however, it would appear far more cost­
effective to stay with the current DSS ranging hardware and 
implement X-band uplink capability instead. 
Celestial mechanics ranging experiments would require a 
similarly complex error hierarchy. On the other hand, (dual­
frequency) plasma experiments are much simpler in that they 
do not depend on the ODP (models), the uplink frequency 
band, or spacecraft unmodeled forces. Obviously, the end-to­
end ranging system for this type of radio science ranging 
experiment is vastly simpler, and the appropriate requirements 
are expected to be generated with far less difficulty. 
IV. Performance Validation 
As was already- mentioned, the only performance of vital 
interest to the radio science experimenter is the total data 
accuracy and noise of the final (ODP) processed data. This is 
the end-to-end system product, and examination and evalua­
tion of such (actual in-flight) data can represent the only true 
measure of how well radio science ranging requirements are 
being met. It is true, of course, that individual elements can be 
tested in stand-alone (DSS hardware) or laboratory (spacecraft 
hardware) environments, or possibly via simulation (ODP soft­
ware); however, final processed in-flight data over time scales 
of several months must be considered the final standard by 
which the success in meeting radio science ranging require­
ments for relativity and celestial mechanics experiments is 
gauged. 
Dual-frequency downlink plasma experiments are an en­
tirely different case, however; here the major determinant of 
accuracy is the DSS hardware and calibrations, and these can 
be routinely validated for time scales under 12 hours via the 
dual-frequency equivalent of the "pseudo-DRVID" scheme 
(Ref. 2). In this approach differenced dual-frequency range 
measurements are compared to (integrated) dual-frequency 
doppler measurements. Also, single-frequency range measure­
ments can be used in the same fashion to check a subset of the 
end-to-end radio science ranging system elements (DSS and 
spacecraft hardware, DSS calibrations) over time scales of less 
than 12 hours. 
One finally concludes that the only pertinent tests of the 
end-to-end ranging system for the relativity and celestial me­
chanics experiments are: 
evaluation of processed in-flight data 
and for dual-frequency downlink plasma experiments: 
dual-frequency pseudo-DRVID 
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V. Summary 
Radio science ranging requirements negotiated between 
past and present flight projects and the DSN have generally 
focused on just the DSS and spacecraft hardware. All elements 
in the end-to-end system must be analyzed and considered in 
terms of the error hierarchy before reasonable and cost-
effective requirements can be levied upon any individual de-
ment. Quite important to this process are plasma and ODP 
software considerations, which are shown to be especially 
complex in that their performance level depends on the type 
of radio science experiment to be performed and the DSN­
spacecraft configuration. Finally, it is noted that while labora­
tory or stand-alone type tests of individual elements may be 
possible and useful in an interim sense, the final validation of 
radio science ranging system performance can only be achieved 
via evaluation of the final processed in-flight radio science 
ranging data themselves. 
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Appendix 
Inherent Ranging Accuracy Limitations Under Conditions 
of Dense Plasma 
One would like to know what the residual (i.e., uncali-
brated) plasma errors might be when X-band uplink capability 
is achieved. Two very preliminary methods of calculating the 
expected error for near sun ranging both yield err6rs at about 
the 1-meter level. The calculations are described below. 
A. 	 X-Band Uplink; S- and X-Band Downlink 
The simplest method of producing plasma corrections when 
dual-frequency downlink is available is to "double" the down-
link dual-frequency (differenced) range. Assuming that the 
range delay is induced at the signal path closest approach point 
and given a signal Round-Trip-Light-Time (RTLT) and closest 
approach distance, one can use the Solar Wind Phase Fluctua-
tion Spectrum (Ref. 3) to deduce the expected range error. 
Assuming an RTLT of 4000 seconds (which yields apprQxi-
mately 3000 seconds as the time between uplink and downlink 
closest approach) and a closest approach distance of 10 solar 
radii, one expects a range error of about 20 meters at S-band. 
To translate this error to X-band uplink, one simply scales by 
the square of the ratio of S-band to X-band (3/11-), which 
immediately yields an "inherent" plasma limitation for near 
sun ranging with X-band uplink of approximately 1.5 meters. 
B. 	 Simultaneous S- and X-Band Uplink and 
Downlink 
Theoretically, round-trip dual-frequency range measure­
ments should provide "perfect" plasma calibrations. Unfortu­
nately, the X-band uplink being implemented is in a slightly 
different ratio to the S-band uplink than is the X-band down­
link as compared to S-band downlink (i.e., the spacecraft S­
and X-band turnaround ratios will be slightly different). This 
effect will cause an error in the round trip plasma measure­
ment of perhaps 1 to 10 percent. Again assuming a closest 
approach distance of 10 solar radii, one has (Ref. 4) an S-band 
plasma, delay of 1200 meters, or, scaling to X-band, 90 meters. 
If one bptimistically assumes that the round-trip plasma mea­
surement is good to 1 percent, one is still left with an error of 
approximately 0.9 meter for near sun ranging with simul­
taneous S- and X-band on both uplink and downlink. 
In conclusion, even assuming the 1980s implementation of 
X-band uplink, it is difficult to see that near Sun ranging (as is 
required by relativity experiments) can be achieved beyond 
about the 1-meter accuracy level. 
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Fig. 1. The end-to-end radio science ranging system 
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Fig. 2. Hypothetical error matrix for a radio science relativity experiment 
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Detailed wet troposphericfluctuation information will be required to support pro­
posals to search for gravitationalwaves in ultra-precise Doppler data. In this article, 
similarities between the solar wind and tropospheric effects on apparentsignal path 
length ("signal delay") are used to hypothesize the following parametric model for 
low-frequency wet troposphericpath length fluctuation (with 0Rpw = RMS signal'delay 
fluctuation, Rwz = total zenith signal delay, 0 ' elevation angle, and T. = averaging 
time): 
oZ (RWZ, 0,7-a )=2X 10- 2 Rwz (Sin 0)-1(71000)06 
W 
Recent experimental observations of wet troposphericsignal delay fluctuations can be 
interpreted as confirming this parametric form. The model is used to suggest the 
appropriateconditionsfor collection ofexperimentalttropospheicfluctuationdata. 
I. Introduction 
"gravi-Proposals have recently been advanced to search for gai-
tational waves" in ultra-precise two-way Doppler data. Pre-
liminary estimates of gravitational wave characteristics indicate 
that a total measurement system fractional frequency fluctua­
tion (u (AF/,), where F is an S- or X-band frequency) of 
1 X 10-15 over the time scales of interest (50 to 5000 
seconds) will be required (Ref. 1). At this level, fluctuations in 
the wet (water vapor) component of the tropospheric signal' 
delay (R.) will surely constitute a major error source. Unfor-
tunately, little work has been done to date on the (complete) 
parametric form of the wet tropospheric fluctuation spectrum. 
This article hypothesizes a tropospheric fluctuation model 
based on observed functional similarities in the tropospheric 
and solar wind effects on microwave frequency propagation. 
The derived model is then utilized to suggest appropriateconditions for the acquisition of experimental tropospheric 
fluctuation data. 
II Derivation of a Tropospheric 
Fluctuation Model 
The recent past has seen a considerable effort expended in 
the parametric modeling of the solar wind fluctuation spec­
trum (for example, Refs. 2 and 3). In light of functional simi­
larities between the troposphere and solar wind, it seems 
reasonable to investigate whether this recently acquired knowl­
edge might be useful in understanding and modeling tropo­
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spheric fluctuations. Although the solar wind is composed of where 
charged particles, in contrast t9 the neutral particles of the wet R = total wet tropospheric path length at zenith, centi­
troposphere, there are two very basic similarities between the meters 
solar wind and the troposphere: 
0 = elevation angle 
(1) 	The apparent signal path length ("signal delay")
 
to the total columnar particu- so that one has a parametric form as follows:
increases in proportion 

late matter. )
 
OW(RWZ,0,T.) ( )=KoRwz (sin(2) 	 The particulate matter convects as a "wind" across and 
along the signal path. 
It would now be appropriate to inquire as to expected 
The recently found significant features of the solar wind values for the coefficients K o and K- Thompson (Ref. 4) 
fluctuation spectrum (for instance, Refs. 2 and 3) are as determined a value of -2.6 for the wet tropospheric columnar 
follows: fluctuation spectral index. This directly yields a value for K1 
of 0.8, which, rather interestingly, happens to be very close to(1) 	The fluctuations are power law with time scale. 
the numerical value for the 	columnar solar wind fluctuation 
(2) The fluctuations are proportional. to the total particu- (-0.7). A value for Ko cannot be obtained directly from 
late density along the signal path. Ref. 4 since total wet tropospheric signal delay values are not 
indicated for the phase spectral density measurements; how-
Experimental evidence that wet tropospheric signal delay ever, Ref. 7 provides a very tentative estimate of:
 
fluctuations are power law with time scale has been obtained
 
by Thompson et al., (Ref. 4). Further, Thompson is quoted aR - 2 X 10- 2 (R ); ra = 1000 seconds
 
(Ref. 5) as stating: "The RMS phase fluctuation is propor- w
 
tional to the total path length." Since the test paths utilized
 
by Thompson are line-of-sight between surface (Hawaiian) These estimates for K o and K, yield:
 
stations, one expects a nearly constant water vapor density per

unit path length, and hence a total columnar density nearly 0 R (RwzO,r ) = 2 X 10-2 R (sin ) 1 
proportional to the total path length. Thompson's statement W
 
would certainly appear to imply experimental confirmation The model is tested for reasonableness by computing the
 
that wet tropospheric signal delay fluctuations are (approxi- averaging time for which:
 
mately) proportional to total (particulate) columnar density.
 
oR /R =0.5
 
If one were to use these relationships in hypothesizing a w
 
wet tropospheric fluctuation model, the result would be:
 The value of 0.5 (UR ,/R) is chosen as an upper bound for 
K the very low frequency fluctuations. With this model a value 
oR (Rw yr) = KORw(Ta) r of 0.5 is achieved for averaging times of about 16 hours. This 
w (averaging time) value seems somewhat small; one might ex­
pect the lowest frequency 	fluctuations to be related to the where 
movement of large scale air masses occurring over periods of 
a =RMS wet tropospherc path length fluctuation several days, at least for temperate, semi-arid Deep Space 
R 	 Station (DSS) locations like Goldstone, California (one could 
expect a substantially different very low frequency wet tropo­
r = averaging time, seconds spheric fluctuation spectrum for radically different climatic 
environments; for example, 	near ocean, tropical, and polar).
R w = total wet tropospheric path length, centimeters To accommodate the expected DSS climatic environment, a 
value of 0.5 (aiRw/Rw) will be adopted for -'a = 260,000Ko, K 1 = coefficients 
seconds (approximately 3.0 days); this yields a somewhat 
smaller value for K1 ( 0.6). The final hypothesized wet 
One further models (Ref. 6) the wet tropospheric signal tropospheric model then becomes: 
delay variation with elevation angle as: 
Rw 	- Rwz (sin 0) - OR w(RWZO,r)= 2 X 10- 2 R (sin 0) 
1 (/1000)06 
73 
Ill. Model Results 
Two bounding cases are briefly considered as follows: 
(1) Desert winter (cold and dry) 
R - 2 centimeters 
WZ
 
(2) Desert summer (warm and humid) 
R 20 centim'eters 
These assumptions translate to fractional frequency fluctua-
tion as follows (with a (AF/F) - aR /], - c; c = speed of 
light): w 
R 
100 seconds 1000 seconds 
( 
-2 centimeters 3.3 X 10 - is (sin 0) - 1 1.3 X 10 15 (sin 0) -
14 20 centimeters 3.3 x 10- 14 (sin O)- 1 1.3 x 10 - (sin 0) 
The above data are graphically illustrated in Fig. 1. The 
significance of these very preliminary estimates is that for the 
following conditions: 
(1) Winter climatic conditions 
(2) Longer averaging times 
(3) Near zenith observations 
wet tropospheric signal delay fluctuations may not pose too 
serious an error source for the gravitational wave detection 
experiment. On the other hand, the following conditions: 
(1)Summer climatic conditions 
(2) Shorter averaging times 
(3) Low elevation observations 
will most certainly present a very difficult error source for the 
gravitational wave detection experiment. 
IV. Discussion and Summary 
Knowledge of low frequency wet tropospheric fluctuation 
will be very important to the suggested use of ultra-precise 
Doppler data in the search for gravitational waves. By noting 
the similarities between the solar wind and the troposphere, 
one can hypothesize a parametric model for the tropospheric 
path length fluctuations. In addition, recent experimental 
observations of the wet tropospheric signal delay fluctuation 
spectrum can be interpreted as confirmation of the hypothe­
sized model. 
The hypothesized model immediately suggests certainbounding conditions under which experimental tropospheric 
fluctuation data should be acquired. These are as follows 
(chosen to maximize the expected parametric variations): 
(1) Climatic conditions 
(a) Winter (cold and dry) 
(b) Summer (warm and humid) 
(2) Elevation angle 
(a) Zenith 
(b) Near horizon 
(3) Averaging times 
(a) 60 seconds 
(b) 260,000 seconds 
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Fig. 1. Wet tropospheric signal delay fluctuation versus averaging time 
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This article presents new Z-corrections which resulted from recent translatorpath 
delay calibrationsmade at DSS 14, 43, and 63 with newly developedDSNPortable Zero 
Delay Assemblies. 
I. Introduction 
In recent months, new Portable Zero Delay Assemblies 
(PZDA) were developed for the DSN (Ref. 1). These PDZAs 
were shipped to DSS 14, 43, and 63 for purposes of making 
calibrations of the Block IV translator paths. Each of the 64-m 
antenna stations is now equipped with its own calibrated 
PDZA and is therefore capable of making translator path 
delay calibrations upon request. 
The purpose of this article is to provide the necessary 
information and data required by Network Operations to 
make future Z-correction calculations based upon the trans­
lator delay values furnished by each 64-m Deep Space Station. 
It is also the purpose of this article to show that the tech- 
nology for the "Translator Method" (Ref. 2) has been success-full trasferedo Ntwor Opratins.point 
fully transferred to Network Operations. 

II. Z-Correction Equation 
As discussed in Ref. 2, Z-corrections are necessary for 
correcting the measured ground station delays and referring 
them to the DSS reference location. This information is 
needed for determining the true range to the spacecraft. The 
Z-corrections for 64-m Deep Space Stations are determined 
from the basic equation derived in Ref. 2 for the Block 4 
Translator Method. This equation is: 
6 
=
Z TXLTR - 7i (1) 
i=3 
where sXaTR is the delay of the translator path between the 
upl k sampling point and the downlnk injection point. The 
term to is the microwave delay from the uplink samplingto the transmit horn phase center and 74 is the micro­
wave delay from the receive horn phase center to the down­
link injection point. The terms T. and T6 are, respectively, 
the uplink and downlink airpath delays from the horn phase 
centers to the DSS reference location via the convoluted 
Cassegrain antenna optics paths. These terms are defined 
more clearly and precisely in Ref. 2. 
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As may be seen in Eq. (1), one of the terms-needed to 
determine the Z-correction is the translator path delay 
TXLTR- This term includes the delays of the Level Set Atten-
uator Assembly, Block IV Translator Assembly, Test Signal 
Control Assembly, and interconnecting cables. Because of 
the complexity of this path, this delay is measured rather 
than calculated, 
The procedure for the measurement of TXLT? has been 
described previously in Refs. 3 and 4 and repeated here for 
convenience. A portable Zero Delay Device (ZDD) and its 
cables are substituted for the Block IV translator path and the 
range delay RZDD is measured. Then the ZDD cables are 
inserted in series with the Block IV translator path and the 
range delay is again measured and denoted as RXLTR. The 
measured translator delay is calculated from (see Ref. 3 for 
derivation) 
(XL TR)m = RXLTR- RZDD + TZD D (2) 
where TZDD is the delay of the portable ZDD without its 
external cables. This value of rZDD is known and had been 
precisely precalibrated in the laboratory. For future reference 
purposes, the values of TZDD for the PDZA at each 64-m 
DSS is tabulated in Table 1. It should be pointed out that 
i
the terms RZDD and RXLTR n Eq. (2) are symbols used in 
DSN test procedures. They are the same as the terms DZDD 
and D L TR defined in Refs. 3 and 4. 
Equation (2) results in a measured value of the translator 
path between coaxial connection points to which the ZDD 
cables can be conveniently connected. This is the value fur-
nished by the station using DSN Test Procedures 853-100. 
However, the actual translator path must be defined internal 
to the waveguide system to points common to the "range on 
S/C path." Therefore, small corrections need to be applied to 
the measured values for the additional lengths of coax to wave-
guide paths involved. The true translator path delay is deter-
mined fromthe expression 
7XLTR m (TYLTR). ' TWG,up + TWG,down (3) 
The term W is- a small correction term needed to go 
from the actual measurement uplink sampling point to the 
same point where T3 is defined. The term rWOdown is a small 
correction term needed to go from the actual measurement 
downlink sampling point to the same point where r4 is 
defined. 

The current values of constants needed to calculate 
Z-corrections from Eqs. (1) and (3) are tabulated in Table 2. 
It should be pointed out that the S-band constants at DSS 14 
are different from those of DSS 43 and 63 because of a dual 
coupler configuration which was implemented in June 1977. 
The terms 3,r4 , T XLTR at DSS 14 are defined at a common 
reference plane where the WR430 flange on the dual coupler 
assembly connects to the WR430 switch SW3. The terms 
TWG,u and TWG,down are the delays between the coaxial p 

sampling-injection ports on the dual coupler and the described 
common reference plane. For the X-band downlink path, 
r4 and TXL TR are defined up to the midpoint of the X-band 
waveguide coupler installed directly in front of the XRO 
maser. For X-band the last coaxial connection point is the 
input to the XRO noise box, and the correction term 
"WGdow, is the additional delay of the waveguide run 
through the XRO noise box assembly to the midpoint of the 
X-band waveguide coupler. 
At DSS 43 and 63, TxLTR for the (S,S) path is defined 
between a high-power WR430 coupler (located in the Mod III 
Section) and the midpoint of a WR430 crossguide coupler 
installed in front of the SPD maser. At these two overseas 
stations, the term r, value is assumed to be negligiblyp 

down for S-band 
negligible) delay between (1) a 7/8 coaxial port on the 7/8­
to-WR430 transition connected to the SPD maser WR430 
crossguide coupler and (2) the midpoint of the SPD maser 
crossguide coupler. The TWGdown value for X-band is defined 
between the same points described above for DSS 14. 
small. The term aIVG is the small (but non-
The constants given in Table 2 may undergo changes in 
the future if any changes are made in the S/X feed system for 
the SPD and XRO cones. It is expected that if new configura­
tions affect these tabulated constants, the JPL section respon­
sible for the redesign and implementation will provide new 
values to Network Operations. 
III. Measured Values 
During the period of May through July 1978, at the request 
of Network Operations, measurements were made by the 64-in 
stations to calibrate the translator path delays using the new 
PDZAs. Some difficulties were experienced at some of the 
stations, and therefore reliable test data was not obtained until 
July 31. The test procedures have since been revised to help 
overcome some of the problems experienced by station 
personnel. 
The final measured translator path delays and new Z-correc­
tions for DSS 14, 43, and 63 are presented in Tables 3-5. The 
Z-corrections are average values for the frequencies of Chan­
nels 5 through 25. (The relationship of channel numbers to 
frequency may be found in Table I of Ref. 3.) It should be 
pointed out that at both DSS 14 and DSS 43, the Z-correction 
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for X-band appears to be frequency-sensitive. For critical 
experiments involving interstation ranging comparisons, it is 
recommended that instead of using the average X-band value, 
Z-corrections be determined specifically for the channel 
frequencies involved. All of the necessary values for recalcu-
lating Z-corrections at a particular channel are supplied in this 
article. 
For comparison purposes, the old and new translator path 
delays and Z-corrections for all 64-m DSS are shown in 
Table 6. Examination of the data for DSS 14 shows that the 
old and new Z-correction values agree to within 0.2 m at both 
S- and X-band. For DSS 43 and 63, the old and new Z-correc-
tion values agree to within 2.2 m at S-band and ±1.0 m at 
X-band. Causes of the disagreement for DSS 43 and 63 values 
are difficult to determine. It is possible that since the calibra- 
tions at these two overseas stations were last performed about 
2.5 years ago, cable and component changes might have been 
made in the translator paths without our knowledge*. At DSS 
14, the last calibration was performed about 1year ago and 
*After submitting this article for publication, investigations made of 
past ECOs revealed that new cables and components had been added 
to the (S,S) translator path at the overseas stations. These additions 
account for most of the changes observed in the (S,S) translator path 
values shown inTable 6. 
the configuration remained basically unchanged. It is recom­
mended that Network Operations have these calibrations 
performed more often (on a 6-month periodic basis) or when­
ever a major known configuration change is made in the 
translator path. 
IV. Concluding Remarks 
New Z-corrections for 64-m stations have been derived. 
These new values are based upon translator path delay mea­
surements made with'a new PDZA supplied to each 64-m DSS. 
In the case of DSS 14 measurements, the values of old and 
new Z-corrections agreed within 0.2 m. Considering that the 
old values at DSS 14 were obtained with the use of an R&D 
portable ZDD and new values were obtained with a DSN 
PDZA having different cables and internal mixers and compo­
nents, the results are very encouraging and lend confidence to 
the measurement technique. 
The test results indicate a successful transfer of technology 
from development to implementation and finally to the 
operations phase. Each 64-m station is now capable of makingthese measurements upon request, and constants have been 
supplied to Network Operations for making future Z-correc­
tion calculations. It is recommended that Z-correction deter­
minations be repeated on a periodic 6 month basis. 
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Table 1. Calibrated delays for DSN portable zero delay assemblies 
rZDD, ns 
Serial 
DSS number (S,S) path (SX) path 
14 2 18.84 14.28 
43 3 18.13 14.18 
63 4 18.24 13.93 
Table 2. Constants for Z-correction calculations, 
(S,8) patha 
Airpath 
WG, up' rWG,down' r3' r4' r6'r 5 

DSS ns ns ns ns ns ns
 
14 0.42 0.41 22.18 19.66 102.56 102.56 
43 - 1.05 62.00 45.44 102.56 102.56 
63 - 1.05 62.00 45.44 102.56 102.56 
(S,X) pathb 
14 0.42 6.01 22.18 5.34 102.56 93.42 
43 - 6,01 62.00 5.34 102.56 93.42 
63 - 6.01 62.00 5.34 102.56 93.42 
aDSS 14 only has the dual coupler configuration. The constants for 
DSS 14 are the same as given in Ref. 4. 
bsome of the values for DSS 43 and 63 have been changed from pre­
viously reported values in JPL internal memos because of improved 
S- and X-band horn delay values and XRO cone updates at the over­
seas stations. 
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Table 3. DSS 14 calibrations (July 30,1978) 
Measured translator path delays 
('XL TR)m us 
, 
Channel Comments 
(S,S) (SX) 
path path 
5 203.7 173.7 	 S-band measurement corrected 
for missing cable 
9 204.0 168.5 
14 206.4 170.3 
17 209.0 173.0 
21 206.7 170.0 
25 207.1 158.4 X-band delay is about 10 ns 
shorter than average 
Average 206.15 168.98 
±0.82(la) ±2.26(1a) 
Corrected translator path delays and Z-corrections 
Average 6 
, Z, Z, 
Path (rXLTR)m, rWG up, rWG,down, rXLTR, ,=3 
us ns ns as ns ns m 
(SS) 206.15 0.42 0.41 206.98 246.96 -39.98 -5.99 
(SX) 168.98 0.42 6.01 175.41 223.50 -48.09 -7.21 
aSee Table 2 
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Table 4. DSS 43 calibrations (May 26, 1978) 
Measured translator path delays 
(rXLTR), ns 
Channel Comments 
(ss) (SX) 
path path
 
5 181.1 183.8 
9 184.8 186.6 
14 r84.71 179.8
 
L185.6J L181.7] 
18 185.5 175.9 Delay at X-band is about 5.6 ns 
lower than average21 189.2 178.7 
25 187.2 184.2 
Average 185.44 181.53 
-'0.94(la) ±1.39(lu) 
Corrected translator path delays and Z-corrections 
Avenge 6 
Path (TXLTR)m rWG up' rWG,down, rXLTR" i-3 ,, A 
ns ns ns ns ns ns m 
(8,8) 185.44 1.[5b] 189.42 312.56 -123.14 -18.46L 2.93 
(SX) 181.53 - 6.01 187.54 263.32 -75.78 -11.36 
asee Table 2. 
bActual measurement point used was not as specified in DSN test procedures. Therefore additional 
correction of 2.93 ns was required. 
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Table 5. DSS 63 calibrations (May 10, 1978 and July 31, 1978) 
Measured translator path delays 
(rXLTR)m as 
Channel 
, 
Comments 
(SS) (SX) 
path path 
S 184.1 173.6 
9 187.8 174.0 
14 '193.3] 170.71 Second row numbers at this chan­
186.7L 171.0] nel are from the May 10, 1978, 
measurement
 
17 188.5 171.5
 
21 188.4 171.6
 
25 192.1 169.2
 
Average 188.70 171.66 
±1.18(la) ±0.63(lo) 
Corrected translator path delays and Z-corrections 
Average 6 
Path ("XLTR)m, rWGup rWGddown, TXLTR, i=3 Z, Z,
, 
ns ns fl ns as ns In 
(S,S) 188.70 - 1.05 189.75 312.56 -122.81 -18.41 
(SX) 171.66 - 6.01 177.67 263.32 -85.65 -1284 
asee Table 2. 
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Table 6. Comparisons of old and new values of corrected 
translator path delays and Z-corrections for 64-m DSS 
Old values 
DSS Band "XLTR' 
ns 
Z,W Z,In Approx. date of cahbration 
14 
43 
63 
S 
X 
S 
X 
S 
X 
208.13 
174.83 
176.95 
'183.41 
176.02 
184.31 
-38.83 
-48.67 
-136.37 
-81.17 
-137.30 
-80.27 
-5.82 
-7.30 
-20.46 
-12.18 
-20.60 
-12.04 
June 15, 1977 
Dec. 3, 1975 
Dec. 19, 1975 
Jan. 20, 1976 
New values 
DSS Band rXL TR'ns Z,ns Zal Date of calibration 
14 
43 
63 
S 
X 
S 
X 
S 
X 
206.98 
175.41 
189.42 
187.54 
189.75 
177.67 
-39.98 
-48.09 
-123.14 
-75.78 
-122.81 
-85.65 
-5.99 
-7.21 
-18.46 
-11.36 
-18.41 
-12.84 
July 30, 1978 
May 26, 1978 
July 31, 1978 
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Dual-Frequency Feed Cone Assemblies for 
34-Meter Antennas 
R.W.Hartop
 
Radio Frequency and Microwave Subsystems Section
 
New Cassegraincone assemblieshave been designed-for the upgrade of three 26-meter­
diameter antennas to 34-meter diameter with improved performance. The new dual
frequency feed cone (SXD) provides both S- andX-band feed systems andtravelingwave 
masers with a reflex reflector system to permit simultaneous operation analogousto the 
64-meter antennas. One cone assembly has been completed and two more are in 
fabrication,with deliveriesset for early and midyear1979. 
I. Introduction 
In order to extend the capabilities of a subnet of 26-m 
antennas, three stations are being upgraded to 34-m diameter 
with improved structural and microwave performance. The 
early design and performance goals have been reported in 
earlier articles (Refs. 1and 2). 
II. SXD Cone Assembly for DSS 12 
Since the last reporting, the first SXD cone has been fabi-i 
cated, assembled, tested at high power, and transferred to 
operations for installation on the upgraded DSS 12 antenna 
during August 1978. The cone exterior is shown in Fig. 1. The 
S-band hom is in the foreground and the X-band horn is atop 
the cone extension. 
Figure 2 shows the S-band diplexer and low-noise (receive-
only) bypass loop of waveguide that connect to the switches. 
Part of the S-band feed horn can be seen behind the diplexef. 
Figure 3 shows the lower portions of the S-band feed, 
including the polarizer and rotary joints. To the left of thepicture is the transmitter waveguide run and transmit filter. 
Figure 4 shows the X-band monitor receiver and maser 
support racks during the final stages of assembly and cabling. 
This is the first installation and use of the new traveling wave 
maser package design. 
During June the first SXD cone assembly was transported 
to the Microwave Test Facility at Goldstone and connected to 
the test transmitter. Repeated tests at 20 to 24 kW CW showed 
no significant noise bursts or system noise temperature in­
crease while diplexing the cone-mounted maser. With the 
ellipsoidal reflector and dichroic plate mounted atop the cone, 
the same results were obtained. Measured system temperatures 
at S-band were approximately 14 kelvins in the low-noise 
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receive-only configuration (diplexer bypassed) and .22 kelvins 
in the diplexed configuration. It is expected that each of these 
figures will increase about 4 kelvins when the cone is mounted 
on -the DSS 12 antenna due to quadripod scatter and spillover. 
At X-band the system temperature was 17.5 K without the 
dichroic plate installed. Because of backscatter reaching the 
ground when the cone is not on the antenna, the installation 
of the dichroic plate caused a 3.6-K increase in noise tempera-
ture. This is expected to be reduced to less than 2.5 K on the 
antenna which, with the other contributions, should make thi 
final X-band temperature about 24 K. 
IV. Overseas SXD Cone Assemblies 
Fabrication of all parts is nearly complete for two more 
SXD cones, and assembly of the second unit is beginning. 
Assembly of the third unit is expected to begin in September. 
When completed, these cone assemblies will also be tested at 
Goldstone prior to overseas shipment. 
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Stable Low Noise Voltage Source 
G. F. Lutes
 
Communications Systems Research Section
 
Hum and noise on power sources can have a significant effect on system noise, and 
because it is predominately low frequency, 60 or 120 Hz, it is extremely difficult to 
reduce to levels in the order of 1 p VI/NVH, particularlyathigh currentlevels. Filteringto 
achieve low hum and noise is best accomplishedat low currentlevels and shouldtherefore 
be done locally. The diode regulatorcircuitdescribedin thisarticleis nearly idealfor this 
type of localfiltering. 
I.-Introduction 
A stable low noise voltage source has been designed for use 
in the Very Long Baseline Interferometry (VLBI) phase cali-
brator in order to reduce the hum and noise associated with 
typical power supplies to a level that results in a sufficiently 
small contribution to the phase noise on the output signal. 
II.Effect of Hum and Noise 
The hum and noise on the power supplies used in the phase 
c ibrator is specified at 250 piV and is predominately at 
60 Hz and 120 Hz. This noise is translated by the circuitry to 
phase noise on the output signal. The voltage-controlled oscil­
lator (VCO), voltage-controlled phase shifter (VCS) and re-
lated circuitry are most susceptible to power supply hum and 
noise. The rest of the circuitry contributes relatively little 
phase noise. 
If the 15-volt power supply voltage is applied to the bias 
input to the voltage variable capacitance diode in the VCO 
through a 3:1 voltage divider to provide 5 V bias, the hum and 
noise on the power supply is translated to sidebands at '" band equal in amplitude to the desired calibration signal. 
It is necessary to have at least a 40-dB ratio between the 
calibration signal and the hum and noise sidebands at X-band. 
To achieve this ratio, hum and noise on the power supply must 
be reduced by more than 50 dB before it is applied to the 
critical circuitry. 
IW.Method Used 
A voltage source to supply the critical circuitry was needed 
with the following requirements. 
(1) Low noise down to dc. 
(2) Low temperature coefficient. 
(3) Physically small. 
(4) Low cost. 
(5) Reliable. 
(6) High rejection of power supply hum and noise. 
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Circuits were designed using constant current diodes in achieved by maximizing the impedance ratio between the 
series with low-voltage avalanche diodes, taking advantage of constant current diodes and the LVA. The diode impedance 
-the large difference in dynamic impedance of the two types of curves show that for a given current, higher dynamic imped 
diodes to obtain a very high rejection ratio to power supply arice with constant current diodes may be obtained by parallel­
hum and noise. The rejection ratio is essentially the ratio of ing lower current diodes and that LVA diodes with about a 
dynamic impedances of the two diodes. 6-V avalanche voltage have the lowest impedance for a given 
current. Hum and noise rejection > 110 dB can be achieved. 
IV. Example The best temperature cciefficient will be achieved using an 
LVA 347A (4.7-V) avalanche diode. Any constant current 
An example of a practical circuit is shown in Fig. 1. It diode which supplies 470 pA or more when used with an 
consists of a 1N5314 (4.7-mA) constant current diode in series LVA 347A, which has a nearly zero temperature coefficient, 
with an LVA 347A (4.7-V) low-voltage avalanche diode. A should result in a temperature coefficient <0.015%/°C. An 
general-purpose rectifier is placed in series with the constant order-of-magnitude improvement over this should be possible 
current diode to protect the circuit from an inadvertent appli- by selecting diodes. 
cation of a negative voltage, in which case the circuit would 
probably be damaged. Available output current can be increased by paralleling 
constant current diodes. This will result in less hum and noise 
This circuit will supply about 2 mA to a load at 4.7 V and rejection provided the current through the avalanche diode is 
meet the following specifications: not increased. 
(1) Output noise < g/V/I/' See Figs. 3 through 6 for typical parameter curves for (2) Temperature coefficient ±0.01%/°C constant current diodes and low-voltage avalanche diodes. 
(3) Size 0.01 in. 3 
(4) Cost <$10 VI. Conclusion 
(5) Reliability > 50,000 h MTBF Extremely low noise voltages are difficult to achieve at the 
(6) Hum and noise rejection > 85 dB level of a systems primary power supply. The large currents at 
this level would necessitate the use of large and expensive 
components.wasthe in the calibration generatorThe power to VCO 
conditioned as shown in Fig. 2 with a primary regulator sup- -Even if low noise voltages were achieved at this level, great 
plying power to the VCO and a secondary regulator in series care would be required in the form of careful shielding and 
with it to supply the varactor bias. grounding techniques to prevent excessive degradation of these 
voltages. Local filtering of the supply to critical circuits is a 
more practical approach. 
V. Tradeoffs The diode regulator circuit described herein works very well 
It is possible to make tradeoffs between hum and noise in this application. It achieves excellent hum and noise rejec­
rejection, desired output current and temperature coefficient. tion, with good output voltage stability in a small, low-cost, 
If maximum hum and noise rejection is desirable it can be reliable circuit. 
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Automated Radio Astronomy Operations 
R.W. Livermore
 
Tidbinbilla Deep Space Communications Complex
 
This article describes improvements in using a computer to drive a DSN 64-meter 
antenna. The purpose of the development has been to simplify operation, improve 
antenna safety, reduce antenna wear, prevent the abuse of antenna by mis-operation, 
increasequantity and quality ofdatagathered,andgive users agreaterchoice ofautomatic 
operations. 
I. Introduction 
The normal startrack methbd used in DSN operations has 
been retained. The year, station number, right ascension, 
declination, azimuth, and elevation are calculated and used to 
point the antenna. Many improvements have been added. The 
major additions are: 
(1) 	 Rates and acceleration are program controlled, 
(2) 	 Automatic boresite in hour angle, declination, azimuth, 
and elevation. Method used is to scan through a source 
while sampling data from an analog-to-digital con-
verter. A curve fit of the data is used to calculate the 
pointing error. 
(3) 	 Limits of elevation are monitored and alarms given on 
the typewriter. 
(4) 	 A schedule of sources can be prepared on paper tape. 
Selection of tape drive will automatically steer the 
antenna from source to source at pre-set times. 
(5) 	 Data may be recorded on magnetic tape for post-track 
data reduction. 
II. 	Controlled Rates 
Increasing antenna drive velocity is performed by an addi­
tion of 0.010 degrees per second until maximum velocity of 
0.200 degrees per second is reached. Table 1 shows the rela­
tionship between time, distance in degrees, and velocity in 
degrees per second. Figure 1 is a graph of distance in degrees 
versus time in seconds. Decreasing drive velocity is determined 
by subtraction of actual position from desired position. If the 
difference is greater than 2.090 degrees and'maximum velocity 
has not been reached, the increase in velocity is maintained. If 
the difference is greater than 2.090 degrees and maximum 
velocity has been reached, maximum velocity is maintained. 
If the difference is less than 2.090 degrees, decreasing drive 
velocity is performed by using a, look-up table derived from 
Table 1, velocity versus distance. A second-degree polynomial 
may be used instead of a look-up table. The coefficients have 
been calculated as follows: 
v = 0.024944 + 0.141604d - 0.028102d2 
where 
v = velocity in degrees per second 
d = distance in degrees from desired position 
Also, d is <2.090 degrees. 
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Ill. Calculating Offsets 
The pointing accuracy of the antenna can be determined 
by scanning through hour angle, declination, azimuth, or ele-
vation. The length of scan is selected from the control panel 
switches. To obtain very accurate pointing data, it is necessary 
to scan completely through a source. Consider examining a 
source at an elevation of 20 degrees - the data gathered from 
the source could look like Fig. 2. Before curve-fitting, the base 
and slope are subtracted from the detected output samples. 
Subtracting the base (a) produces Fig. 3. Subtracting the slope
produces Fig. 4. Consider the original data being taken as 
162 one-second samples. The slope is subtracted from every
sample in the following manner: 
Sample 
SY- b 
f161 b 
2 Y2 -162X bj 
(160 b 
Y33- 162 Xj 
162 2162 0 
The maximum point of the curve is found by fitting to a 
second-degree polynomial. The actual formula used is: 
3 3y 1 + 2Y2 + Y3 - Y5 - 2y 6 - 3Y7 
= + y - 3y _ 4y - 3y s - 5y 7 
Seven points are required, and an illustration of typical sam-
ple points is given in Fig. 5. Figure 5 is a graph of a declina­
tion scan at 0.005 degrees per second through source 4C12.6. 
The receiver was tuned for S-band. At nominal maximum 
the azimuth was 332.2 degrees and elevation 34.1 degrees. 
The graph of Fig. 5 shows the seven sample points. The pro-
gram performs a running mean of the one-second samples 
from the detector. Each running mean sample is the mean 
of seven one-second samples. The points used for the second-' 
degree fit are seven seconds apart so all the data points are 
actually used. Care is needed when choosing rates and dis­
tances to scan. Useful figures are tabulated in Table 2. Shorter 
scans are only possible if the errors are small. Offsets from pre­
vious scans can remain in the program so that the nominal 
maximum occurs near the center of the scan. 
IV. Schedule on Paper Tape 
A program has been written for 910/920/930 computers 
that produces a punched paper tape of schedules for VLBIs 
or any other radio astronomy experiment such as Quasar 
Patrol. The tape can be edited, listed, or copied in advance of 
the experiment. A conversion routine has been included to 
change TTY code to the XDS code. The schedule can then 
be sent by line and converted to the correct format for driving 
the antenna. The data on the tape have a format close to the 
binary-coded decimal input to the Antenna Pointing Subsys­
tem from the control panel. Parameters used are right ascen­
sion, declination, and end time of the source. Tape samples are 
read into the program by selecting tape drive. RA, DEC, and 
end time are output on the typewriter. Long schedules of over 
12 hours and 100 sources have been, used in practice, and 
proved to be more efficient and easier to run than the manual 
method. 
V. Recording on Magnetic Tape 
A 480-word record is written once per minute. Each 8-word 
' line is one second's worth of data, consisting of day of year, 
time, hour angle, declination, azimuth, elevation, and sample 
value. The magnetic tape facility has proved to be very success­
ful in an intensive observing period using the DSS 42/43 short­
baseline interferometry. Over 350 sources were observed, andfringes have been observed in all sources. 
VI. Conclusion 
Using software techniques it is possible to control the 
64-meter antenna safely and automatically. Wear and tear are 
greatly reduced. Better use is made of scheduled time, thus 
increasing productivity. 
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Table 1. Time, distance, and velocity from static start 
Time, s 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Distance, deg 0.01 0.03 0.06 0.10 0.15 0.21 0.28 0.36 0A5 0.55 0.66 0.78 0.91 1.1 1.2 1.4 1.5 1.7 1.9 2.1 
Velocity, deg/s 0.01 0,02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20 
Table 2. Time required for various scans (distance must be exactly 
divisible by rate) 
Band Rate,deg/s Distance 
off,
deg 
Time required, 
min:s 
S 0.005 0,300 2:32 
S 0.004 0.244 2:22 
S 0.003 0.090 1:08 
X 0.001 0.083 2:54 
X 0.001 0.034 1:15 
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Fig. 3. Bias subtracted from gathered data 
0.8 
0.6 
0.4 -
0.2­
0 2 4 6 8 10 12 14 16 18 
TIME, seconds 
Fig. 1. Distance from static position versus time 
20 
Fig. 4. 
TIME 
Slope and bias subtracted from gathered data 
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Y2 z Y 
• a 0Z 
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Fig. 2. Square law detector output versus time (S-band total scan 
is 0.5 deg at 0.004 deg/s) 0.2 degrees 
Fig. 5. Actual graph of a declination scan through source 4C12.6 
at rate of 0.005 deg/s (slope and bias have been subtracted by 
pointing program) 
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