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QUANTIFIED VERSIONS OF INGHAM’S THEOREM
RALPH CHILL AND DAVID SEIFERT
Abstract. We obtain quantified versions of Ingham’s classical Taube-
rian theorem and some of its variants by means of a natural modification
of Ingham’s own simple proof. As corollaries of the main general results,
we obtain quantified decay estimates for C0-semigroups. The results re-
produce those known in the literature but are both more general and,
in one case, sharper. They also lead to a better understanding of the
so-called “fudge factor” appearing in proofs based on estimating contour
integrals.
1. Introduction
Ingham’s theorem [9], recently also called the Ingham-Karamata theorem
since Karamata proved a very similar theorem around the same time [10],
is a cornerstone of modern Tauberian theory. It leads to an elementary
proof of the prime number theorem and also forms the starting point for
many important results at the intersection of complex analysis and operator
theory, such as the ABLV stability theorem for operator semigroups and
results of Katznelson-Tzafriri type, with applications in partial differential
equations and dynamical systems; see [7] for an overview. The version of
Ingham’s theorem most suitable for the purposes of this article is stated as
Theorem 1.1 below. Here, given a Banach space X, the Laplace transform
f̂ of a bounded measurable function f : R+ → X is defined by
f̂(λ) =
∫ ∞
0
e−λtf(t) dt, Reλ > 0,
and the Fourier transform Ff of a function f ∈ L1(R;X) is defined by
(Ff)(s) =
∫
R
e−istf(t) dt, s ∈ R.
The notation used for classical function spaces is standard.
Theorem 1.1. Let X be a Banach space and let f ∈ BUC(R+;X). Suppose
there exists a function F ∈ L1loc(R;X) such that
(1.1) lim
α→0+
∫
R
f̂(α+ is)ψ(s) ds =
∫
R
F (s)ψ(s) ds
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for all ψ ∈ Cc(R). Then f ∈ C0(R+;X).
The point of departure for all that follows here is a variant of Ingham’s
original proof of Theorem 1.1, which is presented below in full. An alterna-
tive argument was given by Newman and Korevaar in [11, 13], and indeed
the Newman-Korevaar proof is now more well-known than Ingham’s due to
its use of contour integrals involving an ingenious “fudge factor”. Whereas
Newman and Korevaar’s proof is based on properties of the Laplace trans-
form, the calculation in (1.2) below shows that the function F can be viewed
as the distributional Fourier transform of f ; see also [6].
Proof of Theorem 1.1. Given a function φ ∈ L1(R) such that the Fourier
transform ψ := Fφ of φ lies in Cc(R), it follows from the dominated conver-
gence theorem and Parseval’s identity that
(1.2)
f ∗ φ(t) =
∫ ∞
0
f(s)φ(t− s) ds
= lim
α→0+
∫ ∞
0
e−αsf(s)φ(t− s) ds
= lim
α→0+
1
2pi
∫
R
eistf̂(α+ is)ψ(s) ds
=
1
2pi
∫
R
eistF (s)ψ(s) ds
for all t ≥ 0. Hence f ∗φ(t)→ 0 as t→∞ by the Riemann-Lebesgue lemma.
Now let φ ∈ L1(R) be as above and such that ∫R φ(s) ds = 1. For R > 0,
let φR(t) = Rφ(Rt), t ∈ R. By uniform continuity of f , given any ε > 0,
there exists δ > 0 such that
‖f(t)− f ∗ φR(t)‖ =
∥∥∥∥∫
R
(f(t)− f(t− s))φR(s) ds
∥∥∥∥
≤ ε‖φ‖1 + 2‖f‖∞
∫
|s|≥Rδ
|φ(s)|ds
for all t ≥ 1 and R > 0. Here the function f has been extended by zero to
R. Thus ‖f(t) − f ∗ φR(t)‖ → 0 as R → ∞ uniformly for t ≥ 1, and the
result follows. 
Ingham’s theorem can be generalised in a number of directions, for ex-
ample by assuming that F ∈ L1loc(R\Σ;X) and that (1.1) is satisfied only
for all ψ ∈ Cc(R\Σ), where Σ ⊆ R is some closed set. In what follows,
a function F ∈ L1loc(R\Σ;X) satisfying (1.1) for all ψ ∈ Cc(R\Σ) will be
said to be a boundary function of the Laplace transform f̂ of f . Such gen-
eralisations have been applied extensively in the study of the asymptotic
behaviour of C0-semigroups and other solution families of linear evolution
equations; see [1, Chapter 4] for an overview, especially when the singular
set Σ is countable.
However, even the simple version in Theorem 1.1 with Σ = ∅ has inter-
esting applications to operator semigroups. For instance, if f(t) = T (t)x,
where T is a bounded C0-semigroup with generator A on a Banach space X
and x ∈ X, then Theorem 1.1 implies that ‖f(t)‖ → 0 as t → ∞ provided
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σ(A) ∩ iR = ∅. Moreover, noting that
T (t)A−1x = A−1x+
∫ t
0
T (s)x ds, t ≥ 0,
for all x ∈ X, it follows from Theorem 1.1 that, under the same spectral
assumption, ‖T (t)A−1‖ → 0 as t → ∞. The latter fact is of central impor-
tance in the study of energy decay for damped wave equations. Given the
recent interest in obtaining rates for this energy decay, it is natural to ask
whether there exist quantified versions of Ingham’s theorem. In particular,
the task becomes to estimate the rate of decay of f(t) as t→∞ given infor-
mation about how the boundary function F of f̂ behaves near the singular
points in Σ and near infinity.
The three cases of interest here are, in terminology similar to that of [2],
when the boundary function F has a ‘singularity at infinity’, when F has a
‘singularity at zero’ and when F has ‘singularities at zero and infinity’. In
the first case we assume that Σ = ∅ and that the boundary function F (s)
has controlled growth as |s| → ∞. This case is treated in Section 2.1. Some
related results in the case where f̂ extends analytically beyond the imagi-
nary axis were obtained in [3] by carefully estimating the contour integrals
appearing in Newman and Korevaar’s proof. In the case of a singularity
at zero, we assume that Σ = {0}, that the boundary function F (s) has
controlled growth as |s| → 0 and, by requiring the function f to be ‘asymp-
totically regular’, that the behaviour of F (s) for large values of |s| need not
be taken into consideration when estimating integrals of the form appear-
ing on the right-hand side of (1.2). This case is treated in Section 2.2. The
main arguments in this part of the paper resemble the approach taken in [2],
which ultimately goes back to Ingham’s proof of Theorem 1.1; see also [15].
However, our main result is sharper than [2, Theorem 6.15]. Finally, in the
case of singularities at zero and infinity we again assume that Σ = {0} but
this time without the assumption of asymptotic regularity. Consequently it
will be necessary to assume that the boundary function F (s) has controlled
growth both as |s| → 0 and as |s| → ∞. This case is treated in Section 2.3.
Some related results in this case were obtained in [12] in the setting where f̂
has an analytic extension, again by an argument based on contour integrals.
The purpose of this article is to address all of the above cases in a unified
way and to give quantified versions of Ingham’s theorem by extending the
technique used in [2]. In each case we use the general result to deduce
estimates on the rate of decay of C0-semigroups. In particular, this approach
recovers the results in [3] and [12], and leads to an improvement of the result
in [2] when Σ = {0} and f is asymptotically regular. All of the main results
are formulated in the more general setting in which the Laplace transform
f̂ of f is not assumed to possess a holomorphic extension but merely a
boundary function. The new method also leads to a better understanding
of the so-called “fudge factor”.
Throughout, all Banach spaces are assumed to be complex and the no-
tation will be standard. In particular, R+ = [0,∞), R− = (−∞, 0] and,
given a Banach space X, Cb(R+;X) := C(R+;X)∩L∞(R+;X), Cc(R+;X)
denotes the space of compactly supported continuous functions f : R+ →
X, C0(R+;X) the space of continuous functions f : R+ → X such that
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‖f(t)‖ → 0 as t→∞, BUC(R+;X) the space of bounded and uniformly con-
tinuous functions f : R+ → X, all endowed with the supremum norm, and
Lip(R+;X) denotes the space of Lipschitz continuous functions f : R+ → X.
For f ∈ Lip(R+;X), let
‖f‖Lip = sup
{‖f(s)− f(t)‖
s− t : s > t ≥ 0
}
.
Given a closed operator A on X, the spectrum of A is denoted by σ(A), its
resolvent set by ρ(A) and, for λ ∈ ρ(A), we write R(λ,A) for the resolvent
operator (λ−A)−1.
2. Main results
As in Section 1, let X be a Banach space, let f ∈ L∞(R+;X) and
suppose that the Laplace transform f̂ of f admits a boundary function
F ∈ L1loc(R\Σ;X), where Σ is a closed subset of R. The following sections
treat in turn the cases Σ = ∅ with F having a singularity at infinity, Σ = {0}
with F having a singularity at zero, and Σ = {0} with F having singularities
at zero and infinity.
2.1. Singularity at infinity. The main result in this section is Theorem 2.1
below, which is a quantified version of Theorem 1.1. The result also extends
[3] by giving an estimate on the rate of decay even if the boundary function
F has only finitely many derivatives. Given a function M : R+ → [1,∞)
and k ≥ 1, define the function Mk : R+ → (0,∞) by
(2.1) Mk(R) = M(R)
(
(1 +R)2M(R)
)1/k
, R ≥ 0,
and let Mlog : R+ → (0,∞) be given by
(2.2) Mlog(R) = M(R)
(
log(1 +R) + logM(R)
)
, R ≥ 0.
Note that if M is non-decreasing then Mk, for each k ≥ 1, and Mlog are
strictly increasing, and hence both possess inverse functions M−1k and M
−1
log
defined on the ranges of Mk and Mlog, respectively.
Theorem 2.1. Let X be a Banach space and let f ∈ Cb(R+;X)∩Lip(R+;X).
Suppose that f̂ admits a boundary function F ∈ L1loc(R;X). Then f ∈
C0(R+;X). Moreover, given a continuous non-decreasing function M :
R+ → [1,∞) , the following hold.
(a) Suppose that F ∈ Ck(R;X) and that
(2.3) ‖F (j)(s)‖ ≤ CM(|s|)j+1, s ∈ R, 0 ≤ j ≤ k,
for some constant C > 0. Then, for any c > 0,
(2.4) ‖f(t)‖ = O
(
1
M−1k (ct)
)
, t→∞,
where M−1k is the inverse of the function Mk defined in (2.1).
(b) Suppose that F ∈ C∞(R;X) and that
(2.5) ‖F (j)(s)‖ ≤ Cj!M(|s|)j+1, s ∈ R, j ≥ 0,
QUANTIFIED VERSIONS OF INGHAM’S THEOREM 5
for some constant C > 0. Then, for any c ∈ (0, 1/2),
(2.6) ‖f(t)‖ = O
(
1
M−1log (ct)
)
, t→∞,
where M−1log is the inverse of the function Mlog defined in (2.2).
Remark 2.2. If F ∈ C∞(R;X) and the estimate (2.5) holds, then F has a
holomorphic extension to the region {λ ∈ C : | Imλ| < M(|Reλ|)−1}. Fur-
thermore, if F is the boundary function of f̂ for some f ∈ L∞(R+;X), then
f̂ extends to the region {λ ∈ C : Reλ > −M(| Imλ|)−1}, by an application
of the ‘edge-of-the-wedge theorem’; see for instance [14, §2 Theorem B].
The proof of Theorem 2.1 requires the following elementary lemma.
Lemma 2.3. Suppose that ϕ : (0,∞) → R+ is a decreasing continuous
function such that
∫∞
t ϕ(s) ds < ∞ for all t > 0. Given α > 0, let the
function Φα : (0,∞)→ R be defined by
Φα(t) =
∫ ∞
t
ϕ(s) cos(αs) ds, t > 0.
Then |Φα(t)| ≤ 4αϕ(t) for all t > 0, and in particular
∫∞
t |Φα(s)|ds <∞ for
all t > 0.
Proof. Let α > 0. Given t > 0, let n0 be the least odd integer n ∈ N such
that npi2α ≥ t and set t0 = n0pi2α . Furthermore, for j ≥ 0, let sj = jpiα . Since ϕ
is decreasing and ϕ(s)→ 0 as s→∞ by the integrability assumption on ϕ,
Φα(t) ≤
∫ t0
t
ϕ(s)| cos(αs)|ds
+
∞∑
j=0
(∫ t0+s2j+1
t0+s2j
−
∫ t0+s2j+2
t0+s2j+1
)
ϕ(s)| cos(αs)| ds
≤ ϕ(t)
∫ t0
t
| cos(αs)|ds+ 2
α
∞∑
j=0
(
ϕ (t0 + s2j)− ϕ (t0 + s2j+2)
)
≤ 2
α
(
ϕ(t) + ϕ(t0)
)
,
and hence Φα(t) ≤ 4αϕ(t). An analogous argument shows that Φα(t) ≥
− 4αϕ(t), t > 0. Thus |Φα(t)| ≤ 4αϕ(t) for all t > 0, as required. 
Proof of Theorem 2.1. The first statement follows from Theorem 1.1, so it
remains only to establish the quantified statements in parts (a) and (b).
Let φ be an element of the Schwartz class S(R) whose Fourier transform
ψ := Fφ satisfies ψ(s) = 1 for |s| ≤ 1/2, 0 ≤ ψ(s) ≤ 1 for 1/2 ≤ |s| ≤ 1 and
ψ(s) = 0 for |s| ≥ 1. For r > 0, let φr(t) = rφ(rt) (t ∈ R) so that ψr := Fφr
satisfies ψr(s) = ψ(s/r), s ∈ R.
Let R > 0. Since
∫
R φ(t) dt = ψ(0) = 1,
f(t)− f ∗φR(t) =
(∫ 0
−∞
+
∫ Rt
0
+
∫ ∞
Rt
)(
f(t)− f(t− s/R))φ(s) ds, t ≥ 0,
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where f has been extended by zero to R. For t ∈ R±, respectively, let
Φ+(t) = −
∫ ∞
t
φ(s) ds and Φ−(t) =
∫ t
−∞
φ(s) ds,
noting that Φ± are both primitives of φ and that Φ± ∈ L1(R±) since φ ∈
S(R). Now∥∥∥∥∫ 0−∞ (f(t)− f(t− s/R))φ(s) ds
∥∥∥∥ ≤ ∥∥∥∥[(f(t)− f(t− s/R))Φ−(s)]s=0s=−∞
∥∥∥∥
+
∥∥∥∥∫ ∞
t
Φ−(R(t− s)) df(s)
∥∥∥∥
≤ ‖Φ−‖L1(R−)‖f‖Lip
R
by properties of the Riemann-Stieltjes integral; see for instance [1, Sec-
tion 1.9]. Similarly, using the fact that |φ(t)| . t−2 and hence |Φ+(t)| . t−1
for all t > 0,∥∥∥∥∫ Rt
0
(
f(t)− f(t− s/R))φ(s) ds∥∥∥∥ ≤ ∥∥(f(t)− f(0))Φ+(Rt)‖
+
∥∥∥∥∫ t
0
Φ+(R(t− s)) df(s)
∥∥∥∥
. ‖f‖∞
Rt
+
‖Φ+‖L1(R+)‖f‖Lip
R
.
Here and in what follows, the statement p . q for real numbers p and q
indicates that p ≤ Cq for some constant C > 0 which is independent of all
the parameters that are free to vary in the given situation, in this case of R
and t. Finally,∥∥∥∥∫ ∞
Rt
f(t)φ(s) ds
∥∥∥∥ ≤ ‖f‖∞ ∫ ∞
Rt
|φ(s)|ds . ‖f‖∞
Rt
.
Thus
(2.7) ‖f(t)− f ∗ φR(t)‖ . 1
R
, t ≥ 1.
Since suppψR ⊂ [−R,R] for each R > 0, a calculation as in (1.2) using
the fact that F is a boundary function for f̂ shows that
(2.8) f ∗ φR(t) = 1
2pi
∫ R
−R
eistF (s)ψR(s) ds, t ≥ 0.
Let k ≥ 1 and suppose that F ∈ Ck(R;X). Integrating by parts k times
and estimating crudely by means of (2.3), it follows that
‖f ∗ φR(t)‖ . 1
tk
k∑
j=0
1
Rk−j
∫ R
−R
‖F (j)(s)‖ ds
. 1
tk
k∑
j=0
RM(R)j+1
Rk−j
. RM(R)
k+1
tk
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for all t > 0 and all R ≥ 1. Combining this estimate with (2.7) gives
‖f(t)‖ . 1
R
+
RM(R)k+1
tk
, R, t ≥ 1,
and (2.4) follows on setting R = M−1k (ct) for t ≥ 1 sufficiently large.
Now suppose that F ∈ C∞(R;X). In order to obtain (2.6) it is necessary
to make an explicit choice of the function φ. Thus let φ ∈ L1(R) be given
by φ(0) = 3/2 and
(2.9) φ(t) = 4
cos(t/2)− cos(t)
t2
, t 6= 0.
Then the Fourier transform ψ of φ satisfies ψ(s) = 1 for |s| ≤ 1/2, ψ(s) =
2(1−|s|) for 1/2 ≤ |s| ≤ 1 and ψ(s) = 0 for |s| ≥ 1. For r > 0, let φr and ψr
be defined as before. The estimate (2.7) still holds and follows by the same
argument, except that the fact that Φ± ∈ L1(R±) is now a consequence of
Lemma 2.3. Moreover, (2.8) still holds, and integrating by parts k times
gives
f ∗ φR(t) = (−1)
k
2pi(it)k
∫ R
−R
eistF (k)(s)ψR(s) ds
+ k
(−1)k+1
Rpi(it)k
∫
R
2
≤|s|≤R
eistF (k−1)(s) sgn(s) ds
+ (k − 1)
k−2∑
j=0
(−1)j
Rpi(it)j+2
[
eistF (j)(s)− e−istF (j)(−s)
]R
R/2
for all R, t > 0 and k ≥ 1. For R ≥ 1, it follows that
(2.10) ‖f ∗ φR(t)‖ . k!RM(R)
k+1
tk
+ k
M(R)
Rt2
k−2∑
j=0
j!
M(R)j
tj
,
the contribution from the second integral being dominated by that from the
first. Let k0 = b2ct/M(R)c and set k = k0 in (2.10). Since c ∈ (0, 1/2) and
therefore k! . (k/2ce)k for all k ≥ 0 by Stirling’s formula, the first term on
the right-hand side can be estimated as
k0!
RM(R)k0+1
tk0
. RM(R)
(
k0M(R)
2cet
)k0
. RM(R)e−2ct/M(R).
By estimating the ratio of consecutive terms in the sum, it follows from the
definition of k0 that the second term on the right-hand side in (2.10) satisfies
k0
M(R)
Rt2
k0−2∑
j=0
j!
M(R)j
tj
≤ k0M(R)
Rt2
k0−2∑
j=0
(2c)j . k0
M(R)
Rt2
≤ 1
Rt
.
Thus combining (2.7) and (2.10) with k = k0 gives
‖f(t)‖ . 1
R
(
(1 +R)2M(R)2e−2ct/M(R) + 1
)
for all R, t ≥ 1. Setting R = M−1log (ct) for sufficiently large t ≥ 1 gives (2.6),
thus completing the proof. 
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Remark 2.4. (a) The estimates in the above proof suggest that, instead of
(2.3) and (2.5), it might be more natural to require control over certain
integral norms of F . For instance, replacing (2.5) with∫ R
−R
‖F (j)(s)‖ ds ≤ Cj!M(R)j+1, R ≥ 0, j ≥ 0,
leads to (2.6) for any c ∈ (0, 1).
(b) The choice of k0 just after the estimate (2.10) is motivated by the fact
that, for any constant C > 0, the function t 7→ (Ct)t (t > 0) attains its
global minimum at t = (Ce)−1.
(c) A simple estimate using Cauchy’s integral formula shows that condition
(2.5) is satisfied if the Laplace transform f̂ of f extends holomorphically
to the region ΩM := {λ ∈ C : Reλ ≥ −M(| Imλ|)−1} and satisfies
|f̂(λ)| ≤ M(| Imλ|) for all λ ∈ ΩM . This establishes the connection
with the results in [3, Section 4].
(d) There is some freedom in the choice of the function φ in the above proof.
Essentially the same argument works, in particular, for the choice
φ(t) =
4
t2
(
sin(t)
t
− cos(t)
)
, t ∈ R,
and in this case ψR(s) = 1 − s2R2 for |s| ≤ R and ψR(s) = 0 otherwise,
so ψR is precisely the “fudge factor” appearing in [3].
The following example illustrates how the quality of the estimates in The-
orem 2.1 tends to improve with the smoothness of the boundary function
F if the function M grows only moderately fast, but that the rate of decay
can become independent of the smoothness of F if M grows very rapidly.
Example 2.5. Let f : R+ → X and F : R → X be as in the statement of
Theorem 2.1 and consider the function M : R+ → [1,∞) given by M(R) =
(1 + R)α for some α > 0. If F ∈ Ck(R;X) for some k ≥ 1 and (2.3) holds,
then (2.4) becomes
‖f(t)‖ = O
(
t
− k
α(k+1)+2
)
, t→∞,
and if F ∈ C∞(R;X) and (2.5), (2.6) becomes
‖f(t)‖ = O
((
log t
t
)1/α)
, t→∞.
Thus the rate of decay improves with the smoothness of F .
On the other hand, if M(R) = exp(Rα) for some α > 0, then (2.4) for
any k ≥ 1 and (2.6) all become
‖f(t)‖ = O
(
(log t)−1/α
)
, t→∞,
so the quality of the estimate is independent of the smoothness of F .
Corollary 2.6 below provides a uniform rate of decay for smooth orbits
of bounded C0-semigroups whose generator has no spectral points on the
imaginary axis. The result was first obtained in [3] by means of a contour
integral argument involving the “fudge factor” appearing in Newman and
Korevaar’s proof of Ingham’s theorem; see Remark 2.4.(d) above. See also [2,
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Section 5] for further discussion, and [8] for a related but different argument.
Here the result is a straightforward consequence of Theorem 2.1.
Corollary 2.6. Let T be a bounded C0-semigroup with generator A on a
Banach space X and suppose that σ(A) ∩ iR = ∅. If M : R+ → [1,∞) is a
continuous non-decreasing function such that
‖R(is,A)‖ ≤M(|s|), s ∈ R,
then, for any c ∈ (0, 1/2),
‖T (t)A−1‖ = O
(
1
M−1log (ct)
)
, t→∞.
Proof. For each x ∈ X, the function fx ∈ BUC(R+;X) given by fx(t) =
T (t)A−1x (t ≥ 0) satisfies the assumptions of Theorem 2.1 for Fx(s) =
R(is,A)A−1x, s ∈ R. Moreover,
F (k)x (s) = (−i)kk!R(is,A)k+1A−1x
for all k ≥ 0 and s ∈ R, so (2.5) holds. Thus, for each c ∈ (0, 1/2) and
any x ∈ X with ‖x‖ = 1, ‖T (t)A−1x‖ = O(M−1log (ct)−1) as t → ∞, and the
implicit constant is independent of x. Hence the result follows. 
Remark 2.7. It is shown in [5] that Corollary 2.6 is optimal in the case
where M(R) = C(1 + R)α for some constants C ≥ 1, α > 0. It follows, in
particular, that part (b) of Theorem 2.1 is optimal.
2.2. Singularity at zero. In this section we obtain a quantified version
of Theorem 1.1 in the case where Σ = {0}. In this case it is necessary to
impose an additional ergodicity assumption, namely that f has bounded
primitive; see also Remark 2.10 below. The rate of decay of f(t) as t→∞
will be determined by the rate of growth of the boundary function F (s)
as |s| → 0. As the proof of Theorem 2.1 shows, it is in general necessary
also to take into consideration the growth of F (s) as |s| → ∞. This will
be done in Section 2.3 below, but here we make an additional assumption
on the function f which ensures that the behaviour of F (s) for large values
of |s| can be neglected. Thus a function f ∈ Cb(R+;X) will be said to be
asymptotically regular if
(2.11) ‖f(t)− f ∗ φ(t)‖ ≤ C
t
, t > 0,
for some φ ∈ W 1,1(R) such that Fφ ∈ W 1,1c (R) := W 1,1(R) ∩ Cc(R) and
Fφ ≡ 1 near 0. The following simple lemma shows that if f is asymptotically
regular then (2.11) is in fact satisfied for all suitable φ ∈ L1(R) provided
that F ∈W 1,1loc (R\{0};X).
Lemma 2.8. Let X be a Banach space and suppose that f ∈ Cb(R+;X) is
asymptotically regular. If f̂ admits a boundary function F ∈W 1,1loc (R\{0};X),
then (2.11) holds for all φ ∈ W 1,1(R) such that Fφ ∈ W 1,1c (R) and Fφ ≡ 1
in a neighbourhood of 0.
Proof. If φ1, φ2 ∈W 1,1(R) are such that the Fourier transforms ψk := Fφk,
k = 1, 2, satisfy ψ1, ψ2 ∈ W 1,1c (R) and ψ1, ψ2 ≡ 1 in a neighbourhood of
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0, then ψ1 − ψ2 ∈ W 1,1c (R) has compact support in R\{0}, and since F
has a locally integrable derivative the product G := F · (ψ1 − ψ2) lies in
W 1,1c (R;X). Integrating by parts once and using the fact that F coincides
with the distributional Fourier transform of f on R\{0}, it follows that
‖f ∗ (φ1 − φ2)(t)‖ =
∥∥F−1G(t)∥∥ . 1
t
, t > 0,
as required. 
Theorem 2.9 below, the main result of this section, is an analogue of
Theorem 2.1 in the setting where the boundary function F is allowed to
have a singularity at zero. Given a continuous non-increasing function m :
(0, 1]→ [1,∞), define the map mk : (0, 1]→ (0,∞) for each k ≥ 1 by
(2.12) mk(r) = m(r)
(
m(r)
r
)1/k
, 0 < r ≤ 1,
and define mlog : (0, 1]→ (0,∞) by
(2.13) mlog(r) = m(r) log
(
1 +
m(r)
r
)
, 0 < r ≤ 1.
Theorem 2.9. Let X be a Banach space and let f ∈ Cb(R+;X) be an
asymptotically regular function such that
(2.14) sup
t≥0
∥∥∥∥∫ t
0
f(s) ds
∥∥∥∥ <∞.
Suppose that f̂ admits a boundary function F ∈ L1loc(R\{0};X). Then
f ∈ C0(R+;X). Moreover, given a continuous non-increasing function
m : (0, 1]→ [1,∞), the following hold.
(a) Suppose that F ∈ Ck(R\{0};X) and that
(2.15) ‖F (j)(s)‖ ≤ C|s|k−jm(|s|)k+1, 0 < |s| ≤ 1, 0 ≤ j ≤ k,
for some constant C > 0. Then, for any c > 0,
(2.16) ‖f(t)‖ = O
(
m−1k (ct) +
1
t
)
, t→∞,
where m−1k is the inverse of the function mk defined in (2.12).
(b) Suppose that F ∈ C∞(R\{0};X) and that
(2.17) ‖F (j)(s)‖ ≤ Cj!|s|m(|s|)j+1, 0 < |s| ≤ 1, j ≥ 0,
for some constant C > 0. Then, for any c ∈ (0, 1),
(2.18) ‖f(t)‖ = O
(
m−1log(ct) +
1
t
)
, t→∞,
where m−1log is the inverse of the function mlog defined in (2.13).
Proof. Let φ ∈ W 1,1(R) be as in the definition of asymptotic regularity, so
that the Fourier transform ψ := Fφ of φ satisfies ψ ∈W 1,1c (R) and ψ ≡ 1 in
a neighbourhood of 0, and for r > 0 let φr(t) = rφ(rt), t ∈ R. Moreover, let
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g(t) =
∫ t
0f(s) ds (t ≥ 0) denote the primitive of f . By assumption (2.14),
integrating by parts gives
(2.19) ‖f ∗ φr(t)‖ = r
∥∥∥∥∫ ∞
0
g(s/r)φ′(rt− s) ds
∥∥∥∥ . r, t ≥ 0.
Since the Fourier transform ψr := Fφr satisfies ψr(s) = ψ(s/r) for s ∈ R,
the function ψ − ψr vanishes in a neighbourhood of 0 for each r > 0. It
follows from a calculation as in (1.2) that
(2.20) f ∗ (φ− φr)(t) = 1
2pi
∫
R
eistF (s)
(
ψ(s)− ψr(s)
)
ds, t ≥ 0,
and hence f ∗ (φ−φr) ∈ C0(R+;X) for all r > 0, by the Riemann-Lebesgue
lemma. Using the fact that r > 0 can be chosen arbitrarily small, we see
from the definition of asymptotic regularity that f ∈ C0(R+;X).
Now suppose that F ∈ Ck(R\{0};X) for some k ≥ 1. By Lemma 2.8,
we may assume that φ ∈ W 1,1(R) is such that ψ is a smooth function
satisfying ψ(s) = 0 for |s| ≥ 1, ψ(s) = 1 for |s| ≤ 1/2, and 0 ≤ ψ(s) ≤ 1 for
1/2 ≤ |s| ≤ 1. For r ∈ (0, 1/4], we have that
(2.21) f ∗ (φ− φ2r)(t) = 1
2pi
∫
r≤|s|≤1
eistF (s)
(
ψ(s)− ψ2r(s)
)
ds, t ≥ 0.
Integrating by parts k times and estimating crudely by means of (2.15) gives
(2.22) ‖f ∗ (φ− φr)(t)‖ . m(r)
k+1
tk
, t > 0.
By asymptotic regularity of f , the estimate (2.16) follows from (2.19) and
(2.22) on setting r = m−1k (ct) for sufficiently large t > 0.
Suppose finally that F ∈ C∞(R\{0};X). In order to obtain (2.18), let
φ ∈W 1,1(R) be defined as in (2.9). With the same notation as above, (2.21)
again holds. Integrating by parts k times and estimating gives
‖f ∗ (φ− φ2r)(t)‖ . 1
tk
∫
2r≤|s|≤ 1
2
‖F (k)(s)‖ ds
+
k
tk
(
1
r
∫
r≤|s|≤2r
+
∫
1
2
≤|s|≤1
)
‖F (k−1)(s)‖ds
+ k
k−2∑
j=0
j!
tj+2
(
m(r)j+1 +m(1/2)j+1
)
for all t > 0. Setting k = bct/m(r)c, it follows as in the proof of Theorem 2.1
that
(2.23) ‖f ∗ (φ− φ2r)(t)‖ . m(r)e−ct/m(r) + 1
t
for all t > 0 and r ∈ (0, 1/4]. Not set r = m−1log(ct) for sufficiently large
t > 0. Then
m(r)e−ct/m(r) =
rm(r)
r +m(r)
≤ r,
and the result follows from (2.19) and asymptotic regularity of f . 
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Remark 2.10. (a) Theorems 2.1 and 2.9 can be regarded as dual to one
another in a certain sense. In particular, the condition f ∈ Lip(R+;X)
in the former, which is close to requiring a bounded derivative, is re-
placed in the latter by condition (2.14), requiring f to have a bounded
primitive. Note that the latter assumption implies that f is uniformly
mean ergodic with mean 0 in the sense that
lim
λ→0+
λ
∫ ∞
0
e−λsf(t+ s) ds = 0
uniformly for t ≥ 0. This condition is required in Ingham’s theorem in
the case when F has a singularity at 0; see [1, Chapter 4].
(b) As in [12], it is possible to extend Theorem 2.9 to the case where F ∈
L1loc(R\Σ;X) for an arbitrary finite set Σ ⊂ R of singularities. The case
Σ = ∅ is included here but is of no real interest.
The following example is analogous to Example 2.5.
Example 2.11. Let f : R+ → X and F : R\{0} → X be as in the statement
of Theorem 2.9, and consider the function m : (0, 1] → [1,∞) given by
m(r) = r−α for some α ≥ 1. If F ∈ Ck(R\{0};X) for some k ≥ 1 and (2.15)
holds, then (2.16) becomes
‖f(t)‖ = O
(
t
− k
α(k+1)+1
)
, t→∞,
and if F ∈ C∞(R\{0};X) and (2.17) holds, (2.18) becomes
‖f(t)‖ = O
((
log t
t
)1/α)
, t→∞.
Thus the rate of decay improves with the smoothness of F .
On the other hand, if m(r) = exp(r−α) for some α > 0, then (2.16) for
any k ≥ 1 and (2.18) all become
‖f(t)‖ = O
(
(log t)−1/α
)
, t→∞,
so the quality of the estimate in this case, where m(r)→∞ very rapidly as
r → 0+, is independent of the smoothness of F .
The following result is a direct consequence of Theorem 2.9 and is an
improvement of [2, Theorem 6.15]. Recall from [4] the definition of the
non-analytic growth bound ζ(T ) for a C0-semigroup T on a Banach space X,
ζ(T ) := inf
{
ω ∈ R : ‖T (t)− S(t)‖ ≤Meωt for some M ≥ 1, all t > 0 and
some analytic S : Σθ → B(X) with 0 < θ ≤ pi
}
.
Here Σθ := {z ∈ C : | arg z| < θ}, for 0 < θ ≤ pi, denotes a sector in
the complex plane. It follows from properties of the Laplace transform of
analytic functions that if ζ(T ) < 0, then σ(A) ∩ iR is compact and
(2.24) sup
|s|≥R
‖R(is,A)‖ <∞
for any sufficiently large R > 0. For bounded C0-semigroups on Hilbert
spaces, this condition is even equivalent to ζ(T ) < 0; see [4]. Following the
terminology of [15], we call a bounded C0-semigroup T satisfying ζ(T ) < 0
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asymptotically analytic. Note that in the following result for C0-semigroups
the t−1-term appearing in Theorem 2.9 is not required.
Corollary 2.12. Let T be a asymptotically analytic C0-semigroup with gen-
erator A on a Banach space X and suppose that σ(A) ∩ iR = {0}. If
m : (0, 1]→ [1,∞) is a continuous non-increasing function such that
‖R(is,A)‖ ≤ m(|s|), 0 < |s| ≤ 1,
then, for any ω > 0 and c ∈ (0, 1),
‖T (t)AR(ω,A)‖ = O(m−1log(ct)), t→∞.
Proof. Let x ∈ X, ω > 0, and let fx(t) = T (t)AR(ω,A)x, t ≥ 0. Then the
primitive gx of fx is given, for t ≥ 0, by
gx(t) =
∫ t
0
fx(s) ds = A
∫ t
0
T (s)R(ω,A)x ds = (T (t)− I)R(ω,A)x, t ≥ 0,
so gx ∈ BUC(R+;X). Furthermore,
f̂x(λ) = λĝx(λ) =
(
λR(λ,A)− I)R(ω,A)x, Reλ > 0,
and hence (1.2) is satisfied for the function F = Fx given by
Fx(s) =
(
isR(is,A)− I)R(ω,A)x, s ∈ R\{0}.
Now
F (k)x (s) = (−i)kk!
(
isR(is,A)− I)R(is,A)kR(ω,A)x
for all s 6= 0 and all integers k ≥ 0. Since ‖R(λ,A)‖ ≥ dist(λ, σ(A))−1 for
all λ ∈ ρ(A), (2.17) is satisfied.
Let φ ∈ W 1,1(R) be such that Fφ ∈ C∞c (R) and Fφ ≡ 1 in a neighbour-
hood of 0. By an argument as in the proof of [15, Theorem 3.4] using [4,
Theorem 3.6], hx := fx − fx ∗ φ is measurable and
(2.25)
∫
R
‖hx(t)‖ dt . ‖x‖, x ∈ X,
were fx has been extended by zero to R. Using the semigroup property,∫ t
0
T (t− s)hx(s) ds =
∫ t
0
(
fx(t) ds−
∫ s
−∞
fx(t− r)φ(r) dr
)
ds
= thx(t) +
∫ t
0
fx(t− r)rφ(r) dr.
for all x ∈ X and t ≥ 0 and, by (2.25) and boundedness of T ,∥∥∥∥∫ t
0
T (t− s)hx(s) ds
∥∥∥∥ . ‖x‖, x ∈ X, t ≥ 0.
Moreover, since Fφ ∈ C∞c (R), the function r 7→ rφ(r) is integrable, and
therefore ∥∥∥∥∫ t
0
fx(t− r)rφ(r) dr
∥∥∥∥ . ‖x‖, x ∈ X, t ≥ 0.
Thus (2.11) is satisfied. Since the implicit constants can be taken to be
independent of x ∈ X with ‖x‖ = 1, (2.18) holds for the function f(t) =
T (t)AR(ω,A), t ≥ 0.
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To finish the proof, note that mlog(r) & m(r) ≥ 1/r for all sufficiently
small r ∈ (0, 1], and hence, given c > 0, t−1 . m−1log(ct) for all sufficiently
large t > 0. 
2.3. Singularities at zero and infinity. In this brief final section we
formulate a result analogous to Theorems 2.1 and 2.9 in which Σ = {0} but
f is not assumed to be asymptotically regular. Consequently, the boundary
function F (s) is assumed to have controlled growth both as |s| → 0 and as
|s| → ∞. The proofs are similar to those given in Sections 2.1 and 2.2, and
hence are omitted.
Theorem 2.13. Let X be a Banach space and let f ∈ Cb(R+;X)∩Lip(R+;X)
be such that
sup
t≥0
∥∥∥∥∫ t
0
f(s) ds
∥∥∥∥ <∞.
Suppose that f̂ admits a boundary function F ∈ L1loc(R\{0};X). Then
f ∈ C0(R+;X). Moreover, given a continuous non-increasing function
m : (0, 1]→ [1,∞) and a continuous non-decreasing function M : [1,∞)→
[1,∞), the following hold.
(a) Suppose that F ∈ Ck(R\{0};X) for some k ≥ 1 and that
‖F (j)(s)‖ ≤
{
C|s|k−jm(|s|)k+1, 0 < |s| ≤ 1, 0 ≤ j ≤ k,
CM(|s|)j+1, |s| ≥ 1, 0 ≤ j ≤ k,
for some constant C > 0. Then, for any c > 0,
‖f(t)‖ = O
(
m−1k (ct) +
1
M−1k (ct)
)
, t→∞,
where m−1k and M
−1
k are the inverse of the functions mk and Mk defined
as in (2.12) and (2.1), respectively.
(b) Suppose that F ∈ C∞(R\{0};X) and that
‖F (j)(s)‖ ≤
{
Cj!|s|m(|s|)j+1, 0 < |s| ≤ 1, j ≥ 0,
Cj!M(|s|)j+1, |s| ≥ 1, j ≥ 0,
for some constant C > 0. Then, for any c ∈ (0, 1/2),
‖f(t)‖ = O
(
m−1log(ct) +
1
M−1log (ct)
+
1
t
)
, t→∞,
where m−1log and M
−1
log are the inverse of the functions mlog and Mlog
defined as in (2.13) and (2.2), respectively.
The following result is an application of Theorem 2.13 to C0-semigroups.
The same result is obtained in [12, Proposition 3.1] by means of a contour
integral argument; see also [2, Section 8].
Corollary 2.14. Let T be a bounded asymptotically analytic C0-semigroup
with generator A on a Banach space X and suppose that σ(A) ∩ iR = {0}.
Suppose further that m : (0, 1] → [1,∞) is a continuous non-increasing
function such that
‖R(is,A)‖ ≤ m(|s|), 0 < |s| ≤ 1,
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and that M : [1,∞) → [1,∞) is a continuous non-decreasing function such
that
‖R(is,A)‖ ≤M(|s|), |s| ≥ 1.
Then, for any ω > 0 and c ∈ (0, 1/2),
‖T (t)AR(ω,A)2‖ = O
(
m−1log(ct) +
1
M−1log (ct)
)
, t→∞.
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