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Abstract
Let R be a commutative principal ideal domain (PID) with char(R) /= 2, n  2. Denote by Sn(R)
the set of all n × n symmetric matrices over R. If ϕ is a Jordan automorphism on Sn(R), then ϕ is an
additive rank preserving bijective map. In this paper, every additive rank preserving bijection onSn(R) is
characterized, thus ϕ is a Jordan automorphism onSn(R) if and only if ϕ is of the form ϕ(X) = αtPXσP
where α ∈ R∗, P ∈ GLn(R) which satisfies t PP = α−1I , and σ is an automorphism of R. It follows that
every Jordan automorphism on Sn(R) may be extended to a ring automorphism on Mn(R), and ϕ is a
Jordan automorphism onSn(R) if and only if ϕ is an additive rank preserving bijection onSn(R) which
satisfies ϕ(I) = I .
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1. Introduction
Throughout this paper, all rings are associative, with a unit element 1 /= 0 which is preserved
by homomorphisms, inherited by subrings.
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Let  be a ring. An additive subgroup L ⊆  is called a Jordan subring [4] of  if a, b ∈ L
implies that a ◦ b :=ab + ba ∈ L. A Jordan subring is also called a Jordan ring. A Jordan ring L
is called 2-torsion free if in L 2x = 0 implies that x = 0. An additive map (additive bijection) ϕ
from L to L′ is called a Jordan homomorphism (Jordan isomorphism) [4] if ϕ(a2) = (ϕ(a))2 and
ϕ(aba) = ϕ(a)ϕ(b)ϕ(a) for all a, b ∈ L. A Jordan automorphism on L is a Jordan isomorphism
from L to itself.
Lemma 1.1 (Herstein [4]). A map ϕ is a Jordan homomorphism from a Jordan ring L to L′
which is 2-torsion free if and only if ϕ is additive and ϕ(ab + ba) = ϕ(a)ϕ(b) + ϕ(b)ϕ(a) for
all a, b ∈ L.
LetR be a commutative principal ideal domain (PID for short). The set of all invertible elements
in R is denoted by R∗, and R× = R\{0}. Denote by char(R) the characteristic of R. Let Rm×n be
the set of all m × n matrices over R, Mn(R) = Rn×n. Let GLn(R) be the set of n × n invertible
matrices over R. If σ is a map from R to R′, A = (aij ) ∈ Rm×n, let Aσ = (aσij ). Let Ir be the
r × r identity matrix. Let tA be the transpose matrix of A ∈ Rm×n.
Denote by Sn(R) the set of all n × n symmetric matrices over R. Clearly, Sn(R) is a Jor-
dan ring with respect to the addition of matrices and the symmetrized multiplication A ◦ B →
AB + BA. This Jordan ring is called the Jordan ring of symmetric matrices over R.
The study of Jordan isomorphisms of rings and algebra, primarily concerned with their rela-
tions to a ring isomorphism or a ring anti-isomorphism. Herstein [4] proved that every Jordan
isomorphism of prime rings is either a ring isomorphism or a ring anti-isomorphism. Recently,
some further progress has been made by some mathematicians [1,5–10]. For Jordan rings which
are not associative ring or algebra, the study of their Jordan isomorphisms is difficult. However,
Sn(R) is an important Jordan ring which is not associative ring or algebra, thus we are interested
in the study of its Jordan isomorphisms.
Let F and F ′ be two fields of characteristic not two and n  2, ϕ be a Jordan isomorphism
fromSn(F ) toSn(F ′). By using the geometry of symmetric matrices, Wan [11,12] showed that
ϕ preserves the ranks of matrices, and hence, ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(F ), (1.1)
where α ∈ F ′∗, P ∈ GLn(F ′) which satisfies tPP = α−1I , and σ is an isomorphism from F to
F ′. Thus ϕ may be extended to a ring isomorphism of Mn(F) to Mn(F ′). In this paper, we shall
extend Wan’s result to the case of PID. Thus, we need study the additive rank preserving map on
Sn(R).
Let R and R′ be two PIDs, ϕ be an additive map from Sn(R) to Sn(R′). Then ϕ is said to
be an additive rank-1-preserving map if rank(X) = 1 implies rank(ϕ(X)) = 1; it is said to be an
additive rank-1-preserving map in both directions if rank(X) = 1 if and only if rank(ϕ(X)) = 1;
it is said to be an additive rank preserving map if rank(ϕ(X)) = rank(X) for all X ∈Sn(R). The
forms of the additive rank preserving surjective map onSn(F ) have been determined by Cao [3]
and Zhang [3,13,14] as follows.
Proposition 1.2 [13,14]. Let F be any field, ϕ be an additive rank preserving surjective map on
Sn(F ) (n  2). Then ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(F ), (1.2)
where α ∈ F ∗, P ∈ GLn(F ), and σ is an automorphism of F.
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When char(F ) /= 2, 3 andn  2, Cao and Zhang [3] proved that any additive rank-1-preserving
surjective map onSn(F ) is of the form (1.2), and any additive rank-n-preserving surjective map
onSn(F ) is also of the form (1.2). Thus an additive rank preserving surjective map onSn(F )
is bijection.
In this paper, we shall extend Proposition 1.2 to the case of PID, and prove that every Jordan
automorphism onSn(R) is an additive rank preserving bijective map. Thusϕ is a Jordan automor-
phism onSn(R) if and only if ϕ is of the form (1.1). It follows that every Jordan automorphism
onSn(R) may be extended to a ring automorphism on Mn(R). Also, ϕ is a Jordan automorphism
on Sn(R) if and only if ϕ is an additive rank preserving bijection on Sn(R) which satisfies
ϕ(I) = I . Here, R is a PID with char(R) /= 2, n  2.
The present paper is organized as follows. In Section 2, we discuss the maximal set of rank 1
inSn(R). In Section 3, we study the additive rank preserving bijection onSn(R). In Section 4,
we prove that every Jordan automorphism onSn(R) preserves the rank of matrices, hence it is
of the form (1.1).
2. Maximal set of rank 1 inSn(R)
From now on we assume that R is a PID. Let E(n)ij be the n × n matrix whose (i, j)-entry is
1 and all other entries are 0’s (Eij for short), Dij = Eij + Eji , i /= j . Let 〈n〉 = {1, . . . , n}. For
any r ∈ 〈n〉, let
Sn〈r〉 = {diag(Xr, 0) : Xr ∈Sr (R)}. (2.1)
ThenSn〈r〉 ⊆Sn(R). For Q ∈ GLn(R), let tQSn〈r〉Q = {tQXQ : X ∈Sn〈r〉}.
Two symmetric matricesA,B ∈Sn(R) are said to be cogradient if there exists aQ ∈ GLn(R)
such that A = tQBQ. We write A ≈ B if A and B are cogradient. A matrix over R is said to be
non-singular if it is neither 0 nor a zero-divisor.
For any 0 /= M ∈ Rm×n, there are two invertible matrices P,Q over R such that
M = tP diag(e1, . . . , er , 0, . . . , 0)Q, (2.2)
where ei /= 0, i = 1, . . . , r , and r is unique. We define rank(M) = r and rank(0) = 0. If 0 /=
A ∈Sn(R), it is easy to see that
A = tP
(
A1
0
)
P, (2.3)
where A1 ∈Sr (R) is non-singular.
The arithmetic distance between two n × n symmetric matrices S1 and S2 over R, denoted
by ad(S1, S2), is defined to be rank(S1 − S2). When ad(S1, S2) = 1, S1 and S2 are said to be
adjacent, and denoted by S1 ∼ S2. Let ϕ be a map from Sn(R) to Sn(R′). Then ϕ is said to
preserve the adjacency if A ∼ B implies ϕ(A) ∼ ϕ(B). If ϕ is an additive rank-1-preserving map,
then clearly ϕ(0) = 0, ϕ(X − Y ) = ϕ(X) − ϕ(Y ), hence ϕ preserves the adjacency.
A non-empty subset M in Sn(R) is called a maximal set of rank 1 if any pair of distinct
elements ofM are adjacent and there is no other element ofSn(R) outsideM, which is adjacent
to each element ofM.
Let
Mi = {xEii : x ∈ R}, i = 1, . . . , n. (2.4)
Lemma 2.1. Let A ∈Sn(R), 1  r < n. If there exist two distinct matrices B1, B2 ∈Sn〈r〉
such that A ∼ Bi, i = 1, 2, then A ∈Sn〈r〉.
314 L.-P. Huang et al. / Linear Algebra and its Applications 419 (2006) 311–325
Proof. Let A =
(
A11 A12
t A12 A22
)
∈ Sn(R), where A11 ∈Sr (R). Assume that A22 /= 0, then we have
rank(A22) = 1. By (2.3), A22 ≈ diag(λ1, 0), where λ1 ∈ R×. Thus
(
A11 − Bi A12
tA12 A22
)
≈

A11 − Bi A13
tA13
(
λ1
0
) :=A′.
There exist two distinct 2 × 2 submatrices
(
d1 a1
a1 λ1
)
and
(
d2 a1
a1 λ1
)
ofA′ such that rank
(
di a1
a1 λ1
)
=
1, thus det
(
di a1
a1 λ1
)
= 0, i = 1, 2. It follows that d1λ − a21 = d2λ − a21 , which implies that d1 =
d2, a contradiction. Thus we must have A22 = 0, which implies that A12 = 0. 
By Lemma 2.1, it is not hard to see that the following results hold.
Lemma 2.2. AllMi’s, i = 1, . . . , n, are maximal sets of rank 1. Moreover, any maximal set of
rank 1 can be put into the following general form:
M = {tPXP + H0 : X ∈M1} := tPM1P + H0, (2.5)
where P ∈ GLn(R), H0 ∈Sn(R).
LetM be a maximal set of rank 1 inSn(R). By Lemma 2.1, if X ∈Sn(R) is adjacent with
two distinct points inM, then X ∈M. Thus, we have the following results.
Lemma 2.3. If there are two distinct maximal sets of rank 1 whose intersection is non-empty,
then their intersection contains a single point.
Corollory 2.4. Let S1 and S2 be two adjacent points ofSn(R). Then there is a unique maximal
set of rank 1 containing both S1 and S2.
Lemma 2.5. Let i be an integer, 1  i  n. LetM be a maximal set of rank 1 in Sn(R) such
that 0 ∈M andMSn〈i − 1〉. Then there are two n × n invertible matrices Pi =
(
Ii−1
Ti
)
,
Si =
(
Qi
In−i
)
over R, where Ti ∈ GLn−i+1(R) and Qi = (qst ) ∈ GLi(R) with qii /= 0, such
thatM = t (SiPi)MiSiPi .
Proof. Let 0 /= A =
(
A11 A12
t A12 A22
)
∈ M and A /∈Sn〈i − 1〉, where A11 ∈Si−1(R). Then
rank(A) = 1. Clearly, rank(A22) = 1. By (2.3), there exists a Ti ∈ GLn−i+1(R) such that
A22 = t Ti diag(aii , 0, . . . , 0)Ti , where aii /= 0. Let Pi =
(
Ii−1
Ti
)
. Then A = tPi
(
A33
0
)
Pi
where A33 = (ast ) ∈Si (R). Again by (2.3), there exists a Qi = (qst ) ∈ GLi(R) with
qii /= 0 such thatA33 = tQi diag(0, . . . , 0, λi)Qi , whereλi /= 0. LetSi =
(
Qi
In−i
)
∈ GLn(R).
Then
A = t (SiPi)diag(0, . . . , 0, λi, 0, . . . , 0)SiPi ∈ t (SiPi)Mi (SiPi).
By Corollary 2.4, we haveM = t (SiPi)Mi (SiPi). 
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3. Additive rank preserving maps onSn(R)
Theorem 3.1. Let R be a PID with char(R) /= 2, n  2. Then ϕ is an additive rank-1-preserving
bijective map in both directions onSn(R) if and only if ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(R), (3.1)
where α ∈ R∗, P ∈ GLn(R), and σ is an automorphism of R.
Proof. It is clear that map (3.1) is an additive rank-1-preserving bijection in both directions on
Sn(R). Conversely, let ϕ be an additive rank-1-preserving bijection in both directions onSn(R).
We prove that ϕ is of the form (3.1) as follows.
Step 1. Clearly, ϕ carries maximal sets of rank 1 to maximal sets of rank 1. By Lemma 2.2
and ϕ(0) = 0, there exists a P1 ∈ GLn(R) such that ϕ(M1) = tP1M1P1. After applying the
transformation of the form ϕ(X) −→ tP−11 ϕ(X)P−11 , we can assume that
ϕ(M1) =M1. (3.2)
By Lemma 2.5, we can assume that ϕ(M2) = t (Q2P2)M2Q2P2, where P2 =
(
1
P22
)
, Q2 =(
Q22
In−2
)
∈ GLn(R). Let Q22 =
(
q1 q2
q3 q4
)
, q4 /= 0. After applying the transformation
ϕ(X) −→ tP−12 ϕ(X)P−12 , we have (3.2) and
ϕ(M2) =



x
(
q23 q3q4
q3q4 q24
)
0

 : x ∈ R

 . (3.3)
For any x11, x22 ∈ R×, since x11E11 + x22E22 is adjacent with both x11E11 and x22E22,
Lemma 2.1 and (3.2) imply that ϕ(x11E11 + x22E22) ∈Sn〈2〉. For any x12 ∈ R×, we have(
x11 x12
x12 x22
)
∼
(
x11 ± x12
x22 ± x12
)
.
Thus, by Lemma 2.1 and the result above, we get ϕ(x11E11 + x12D12 + x22E22) ∈Sn〈2〉. Then
we have ϕ(Sn〈2〉) ⊆Sn〈2〉. Similarly, there exists a P2 ∈ GLn(R) such that ϕ−1(Sn〈2〉) ⊆
tP2Sn〈2〉P2. Then Sn〈2〉 ⊆ ϕ(tP2Sn〈2〉P2), which implies that Sn〈2〉 ⊆ tP2Sn〈2〉P2. It is
easy to check thatSn〈2〉 = tP2Sn〈2〉P2. Hence
ϕ(Sn〈2〉) =Sn〈2〉. (3.4)
For any X ∈Sn〈2〉, (3.4) implies that rank(ϕ(X))  2. Thus we have
rank(ϕ(X)) = rank(X) ∀X ∈Sn〈2〉. (3.5)
LetX∈Sn(R) and rank(X)=2. Then there exists aP ∈ GLn(R) such thatX = tP diag(X1, 0)P ,
where X1 ∈S2(R) is non-singular. Let ψ(X) = ϕ(tP−1XP−1), X ∈Sn(R). Then ψ is an
additive rank-1-preserving bijection in both directions onSn(R). Similar to the proof above, we
can prove that rank(ψ(X)) = rank(X) for all X ∈Sn〈2〉. It follows that
rank(ϕ(X)) = rank(X) ∀X ∈Sn(R) with rank(X)  2. (3.6)
Note that ϕ−1 is also an additive rank-1-preserving bijection, both ϕ and ϕ−1 preserve the rank 1
and 2.
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Step 2. By (3.2)–(3.4), we assume that
ϕ(xE11) = xσ1E11 ∀x ∈ R, (3.7)
ϕ(xE22) = xτ2
(
q23E11 + q3q4D12 + q24E22
) ∀x ∈ R, (3.8)
ϕ(xD12) = xσ11E11 + xσ12D12 + xσ22E22 ∀x ∈ R, (3.9)
where σ1, τ2 are additive bijective maps from R to itself. By ϕ is additive and (3.9), we have
(x + y)σij = xσij + yσij for all x, y ∈ R, 1  i, j  2.
Since rank(E11 ± xD12 + x2E22) = 1, rank[ϕ(E11) ± ϕ(xD12) + ϕ(x2E22)] = 1. Thus
det
(
1σ1 ± xσ11 + (x2)τ2q23 ±xσ12 + (x2)τ2q3q4±xσ12 + (x2)τ2q3q4 ±xσ22 + (x2)τ2q24
)
= 0. (3.10)
Let
f (x) = xσ11q24 + xσ22q23 − 2xσ12q3q4, x ∈ R. (3.11)
Then (3.10) implies that
1σ1(x2)τ2q24 + xσ11xσ22 − (xσ12)2 = 0 ∀x ∈ R, (3.12)
and
1σ1xσ22 + (x2)τ2f (x) = 0 ∀x ∈ R. (3.13)
Substituting x = x ± 1 in (3.13), we get ±1σ1 1σ22 ± (x2)τ2f (1) ± 2xτ2f (x) + 2xτ2f (1) +
1τ2f (x) ± 1τ2f (1) = 0 for all x ∈ R. Thus
(x2)τ2f (1) + 2xτ2f (x) = 0 and 2xτ2f (1) + 1τ2f (x) = 0, ∀x ∈ R. (3.14)
Since rank(x2E11 ± xD12 + E22) = 1, we have
rank
[
ϕ(x2E11) ± ϕ(xD12) + ϕ(E22)
]
= 1.
Thus
det
(
(x2)σ1 ± xσ11 + 1τ2q23 ±xσ12 + 1τ2q3q4±xσ12 + 1τ2q3q4 ±xσ22 + 1τ2q24
)
= 0. (3.15)
It follows that
(x2)σ1 1τ2q24 + xσ11xσ22 − (xσ12)2 = 0 ∀x ∈ R, (3.16)
and
(x2)σ1xσ22 + 1τ2f (x) = 0 ∀x ∈ R. (3.17)
By (3.12) and (3.16), we have 1τ2(x2)σ1 = 1σ1(x2)τ2 for all x ∈ R. Substituting x = x ± 1, we
obtain that
1τ2xσ1 = 1σ1xτ2 ∀x ∈ R. (3.18)
Substituting x = x ± 1 in (3.17), note that (3.13), we have ±2xσ1xσ22 + 1σ1xσ22 ± (x2)σ1 1σ22 +
2xσ1 1σ22 = 0, it follows that
1σ1xσ22 + 2xσ1 1σ22 = 0 ∀x ∈ R, (3.19)
2xσ1xσ22 + (x2)σ1 1σ22 = 0 ∀x ∈ R. (3.20)
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By (3.13) and (3.17), we have
(x2)σ1(x2)τ2xσ22 = 1σ1 1τ2xσ22 ∀x ∈ R. (3.21)
Case 2.1. Assume thatxσ22 /=0 for allx /=0, then (3.21) implies that (x2)σ1(x2)τ2 = 1σ1 1τ2∀x /=
0. By (3.18), we have (1σ1)2 = [(x2)σ1 ]2, and hence, x2 = ±1 for all x ∈ R×. It follows that
R× = R∗ and R is a field. For any y ∈ R and x ∈ R×, by rank(yE11 + xD12) = 2, we have
rank[ϕ(yE11) + ϕ(xD12))] = 2, and hence
det
(
yσ1 + xσ11 xσ12
xσ12 xσ22
)
= (yσ1 + xσ11)xσ22 − (xσ12)2 /= 0. (3.22)
Since R is a field, there exists a y0 such that (yσ10 + xσ11)xσ22 − (xσ12)2 = 0, a contradiction.
Therefore Case 2.1 cannot happen.
Case 2.2. Assume that there exist an x0 /= 0 such that xσ220 = 0, then (3.19) implies that 1σ22 =
0. Thus by (3.19) again, we have 1σ1xσ22 = 0 for all x ∈ R, which implies that xσ22 = 0 ∀x ∈ R.
Then
ϕ(xD12) = xσ11E11 + xσ12D12 ∀x ∈ R, (3.23)
By (3.12), we have
1σ1(x2)τ2q24 = (xσ12)2 ∀x ∈ R. (3.24)
Let
L
(r)
1 =

x11E11 +
r∑
j=2
x1jD1j : x1j ∈ R

 , r = 2, . . . , n. (3.25)
By (3.7) and (3.23), we have ϕ(L(2)1 ) ⊆ L(2)1 . Considering ϕ−1, we have similarly ϕ−1(L(2)1 ) ⊆
L
(2)
1 . Thus ϕ
(
L
(2)
1
) =L(2)1 . It follows that there exists an x1 ∈ R such that (x1)σ12 ∈ R∗. Then
(3.24) implies that 1σ1(x21)τ2q24 = (xσ121 )2 ∈ R∗, hence 1σ1 , q4 ∈ R∗. Let
P33 =
(
1 0
q−14 q3 1
)
, P3 =
(
P33
In−2
)
∈ GLn(R).
By Corollary 2.4, we have
ϕ(M2) = tP3M2P3.
It is clear thatM1 = tP3M1P3. By the transformationϕ(X) −→ tP−13 ϕ(X)P−13 , we have xσ22 ≡
0 and
ϕ(Mi ) =Mi , i = 1, 2. (3.26)
By rank(E11 ± xD12 + x2E22) = 1 again, we have similarly xσ11 = 0 for all x ∈ R. Thus
ϕ(xD12) = xσ12D12 ∀x ∈ R, (3.27)
where σ12 : R → R is an additive bijection.
Let
Dij = {xDij : x ∈ R}, 1  i, j  n, i /= j. (3.28)
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By (3.27),ϕ(D12) ⊆ D12. Similarly, there exists a fixed invertible matrixP3 such thatϕ−1(D12) ⊆
tP3D12P3. It follows that D12 ⊆ ϕ(tP3D12P3), hence D12 ⊆ tP3D12P3. It is easy to prove that
D12 = tP3D12P3. Thus we have proved that
ϕ(D12) = D12. (3.29)
Step 3. Assume that 3  r  n and
ϕ(Mi ) =Mi , ϕ(Dij ) = Dij , i = 1, . . . , r − 1, 1  i < j  r − 1. (3.30)
We are going to prove that After applying a bijection ϕ(X) −→ tQ−1r ϕ(X)Q−1r we have
ϕ(Mi ) =Mi , ϕ(Dij ) = Dij , i = 1, . . . , r, 1  i < j  r. (3.31)
By (3.30), it is clear that ϕ(Sn〈r − 1〉) =Sn〈r − 1〉, thus ϕ(Mr )Sn〈r − 1〉. By Lemma 2.5,
there are two n × n invertible matrices Pr =
(
Ir−1
Tr
)
, Sr =
(
Q′r
In−r
)
over R, where Tr ∈
GLn−r+1(R) and Q′r = (qij ) ∈ GLr(R) with qrr /= 0, such that ϕ(Mr ) = t (SrPr)MrSrPr .
After passing the bijection ϕ(X) −→ tP−1r ϕ(X)P−1r , we have (3.30) and
ϕ(Mr ) = t SrMrSr = {x(qriqrj ) : x ∈ R} ⊂Sn〈r〉. (3.32)
Clearly xDir ∼ ±(xEii + xErr) for all x ∈ R× and 1  i  r − 1, so by Lemma 2.1 and
ϕ(xEii + xErr) ∈Sn〈r〉 we have ϕ(xDir) ∈Sn〈r〉 for all x ∈ R. Let
ϕ(xDir) =
(
(xσuv )r×r 0
0 0
)
, x ∈ R, (3.33)
where σuv is an additive map from R to itself. By (3.30), we have
ϕ
({
x11E11 +
r−1∑
j=2
x1jD1j : x11, x1j ∈ R
})
=
{
x11E11 +
r−1∑
j=2
x1jD1j : x11, x1j ∈ R
}
. (3.34)
Since ad(xD1r , Y ) = 2 for all Y = x11E11 +∑r−1j=2 x1jD1j and ϕ preserves the rank 1 and 2, we
have
ad(ϕ(xD1r ), Y ) = 2 ∀Y = x11E11 +
r−1∑
j=2
x1jD1j , (3.35)
for all x11, x1j ∈ R, x ∈ R×. It follows that
rank


y1 y2 y3 · · · yr−1 xσ1r
y2 xσ22 xσ23 · · · xσ2,r−1 xσ2r
y3 xσ23 xσ33 · · · xσ3,r−1 xσ3r
...
...
... . . .
...
...
yr−1 xσ2,r−1 xσ3,r−1 . . . xσr−1,r−1 xσr−1,r
xσ1r xσ2r xσ3r · · · xσr−1,r xσrr


= 2, (3.36)
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for all y1, . . . , yr−1 ∈ R and x ∈ R×. It is easy to prove that xσij = 0 for all 2  i  j  r and
all x ∈ R×. Thus
ϕ(xD1r ) = xσ11E11 +
r∑
j=2
xσ1j D1j ∀x ∈ R. (3.37)
Similarly, we have
ϕ(xDir) = xσiiEii +
r∑
j=1,j /=i
xσij Dij ∀x ∈ R, 2  i  r − 1. (3.38)
By (3.32), let
ϕ(xErr) = xτr
(
(qriqrj )r×r 0
0 0
)
, x ∈ R, (3.39)
where τr is an additive bijective map from R to itself. By (3.30), let
ϕ(xEii) = xσiEii , x ∈ R, i = 1, . . . , r − 1, (3.40)
where σi is an additive bijection on R. By rank(xE11 ± xD1r + xErr) = 1, we have
rank(xσ1E11 ± ϕ(xD1r ) + ϕ(xErr)) = 1 for all x ∈ R×. Thus
det
(
xσ1 ± xσ11 + xτr q2r1 ±xσ1r + xτr qr1qrr±xσr1 + xτr qr1qrr xτr q2rr
)
= 0 ∀x ∈ R×.
It follows that
xσ1xτr q2rr − (xσ1r )2 = 0, (3.41)
xσ11xτr q2rr − 2xσ1r xτr qr1qrr = 0, (3.42)
for all x ∈ R×.
By (3.37) and (3.30), we have ϕ(L(r)1 ) ⊆L(r)1 . Considering ϕ−1, similarly, we can prove
that there are an n × n invertible matrices P ′r =
(
Ir−1
T ′r
)
such that ϕ−1
(
L
(r)
1
) ⊆ tP ′rL(r)1 P ′r .
Thus L(r)1 ⊆ ϕ
(
tP ′rL
(r)
1 P
′
r
)
, which implies that L(r)1 ⊆ tP ′rL(r)1 P ′r . It is not difficult to prove
L
(r)
1 = tP ′rL(r)1 P ′r . Then we have
ϕ
(
L
(r)
1
) =L(r)1 . (3.43)
Note that by (3.34), there exists an x0 ∈ R such that ϕ(x0D1r ) = xσ110 E11 +
∑r
j=2 x
σ1j
0 D1j and
x
σ1r
0 ∈ R∗. Then (3.41) implies that xσ10 xτr0 q2rr =
(
x
σ1r
0
)2 ∈ R∗, thus qrr ∈ R∗.
Let Dr = ∑ri=1 E(r)ii +∑r−1j=1 q−1rr qrjE(r)rj ∈ GLr(R), and let
Q
′′
r =
(
Dr
In−r
)
∈ GLn(R).
Then ϕ(xErr) = tQ′′r xτr q2rrErrQ′′r . By Corollary 2.4, we have ϕ(Mr ) = tQ′′rMrQ′′r . Clearly,
Mi = tQ′′rMiQ′′r , i = 1, . . . , r − 1. After subjecting ϕ to the bijective map ϕ(X) −→ tQ′′r
−1
ϕ(X)Q
′′
r
−1
, we have (3.30), (3.43) and
ϕ(Mi ) =Mi , i = 1, . . . , r. (3.44)
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By (3.43), assume that ϕ(xD1r ) = xσ11E11 +∑rj=2 xσ1j D1j again, where σ1j is an additive
map on R. Since rank(xE11 ± xD1r + xErr) = 1 for all x ∈ R×, rank(ϕ(xE11) ± ϕ(xD1r ) +
ϕ(xErr)) = 1 for all x ∈ R×. By (3.44), it is easy to prove that xσ12 = · · · = xσ1,r−1 = 0 and
xσ11 = 0 for all x ∈ R×. Therefore ϕ(xD1r ) = xσ1rD1r for all x ∈ R×. Similarly, we have
ϕ(xDir) = xσirDir ∀x ∈ R×, i = 1, . . . , r − 1, (3.45)
where σir is an additive bijection on R. Similar to the proof of (3.29), we can prove that
ϕ(Dir ) = Dir , i = 1, . . . , r − 1. (3.46)
Then we have proved (3.31).
Taking r = n in (3.31), after subjecting ϕ to ϕ(X) −→ tQ−1ϕ(X)Q−1 where Q ∈ GLn(R)
is fixed, we have{
ϕ(Mi ) =Mi , i = 1, . . . , n,
ϕ(Dij ) = Dij ∀1  i < j  n. (3.47)
Step 4. By (3.47), let
ϕ(xEii) = xρiEii ∀x ∈ R, i = 1, . . . , n, (3.48)
ϕ(xDij ) = xτij Dij ∀x ∈ R, i /= j, (3.49)
where ρi, τij are additive bijective maps from R to itself.
Since rank(xEii + xDij + xEjj ) = 1 for all x ∈ R× and i /= j , we have rank(xρiEii +
xτij Dij + xρj Ejj ) = 1 for all x ∈ R× and i /= j . Thus
xρi xρj − (xτij )2 = det
(
xρi xτij
xτij xρj
)
= 0 ∀x ∈ R, i /= j. (3.50)
Since rank(Eii + xDij + x2Ejj ) = 1 for all x ∈ R× and i /= j , we have similarly
1ρi (x2)ρj − (xτij )2 = 0 ∀x ∈ R, i /= j. (3.51)
Clearly, there exists an xij ∈ R such that xτijij = 1, then (3.51) implies that 1ρi
(
x2ij
)ρj = 1, thus
1ρi ∈ R∗, i = 1, . . . , n. Clearly, (1τij )2 = 1ρi 1ρj ∈ R∗, thus 1τij ∈ R∗. By Dij = Dji , we have
xτij = xτji . From (3.50) and (3.51), we have
(xτij )2 = xρi xρj = 1ρi (x2)ρj = 1ρj (x2)ρi ∀x ∈ R, i /= j. (3.52)
Taking x = x + 1 in (3.52), we get that
1ρi xρj = 1ρj xρi , 1τij xτij = 1ρj xρi . (3.53)
Since rank
(∑n
i=1 Eii +
∑
1i<jn Dij
) = 1, so
rank

 n∑
i=1
1ρiEii +
∑
1i<jn
1τij Dij

 = 1,
which implies that det
(
1τi1 1τij
1τj1 1ρj
)
= 0 for all 2  i < j  n. Thus 1τi11ρj = 1τj11τij , which
implies that 1τ1i 1ρj = 1τ1j 1τij , 2  i < j  n. Let τ11 = ρ1, α = (1ρ1)−1 ∈ R∗. Then we have
xρi = (1ρ1)−11ρi xρ1 = α2(1τ1i )2xρ1 ∀x ∈ R, i = 1, . . . , n, (3.54)
xτij = (1τij )−11ρj xρi = α21τ1i 1τ1j xρ1 ∀x ∈ R, i /= j. (3.55)
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Let T = diag(1τ11 , 1τ12 , . . . , 1τ1n) ∈ GLn(R), and let xσ = αxρ1 for all x ∈ R. Then σ is an
additive bijection on R and 1σ = 1. By (3.52) and (3.54), we get
(x2)σ = (xσ )2 ∀x ∈ R. (3.56)
By (3.54) and (3.55), we have ϕ(xEii) = αtT (xσEii)T , ϕ(xDij ) = αtT (xσDij )T for all x ∈
R, i /= j . For any X = ∑ni=1 xiiEii +∑1i<jn xijDij ∈Sn(R), we obtain
ϕ(X) =
n∑
i=1
ϕ(xiiEii) +
∑
1i<jn
ϕ(xijDij ) = αtT XσT . (3.57)
By (3.56), we have 2(xy)σ =[(x + y)2 − x2 − y2]σ =(xσ + yσ )2 − (xσ )2 − (yσ )2 = 2xσ yσ
for all x, y ∈ R, thus (xy)σ = xσ yσ for all x, y ∈ R. It follows that σ is an automorphism of R.

Without essential difficulty Theorem 3.1 can be generalized to the following result.
Theorem 3.2. Let R R′ be two PIDs with char(R) /= 2 and char(R′) /= 2, n  2. Then ϕ is an
additive rank-1-preserving bijective map in both directions fromSn(R) toSn(R′) if and only if
R and R′ are isomorphic and ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(R), (3.58)
where α ∈ R′∗, P ∈ GLn(R′), and σ is an isomorphism from R to R′.
By Theorem 3.2, we have clearly the following corollary.
Corollory 3.3. Let R R′ be two PIDs with char(R) /= 2 and char(R′) /= 2. Then ϕ is an additive
rank-1-preserving bijective map in both directions fromSn(R) toSn(R′) if and only if ϕ is an
additive rank preserving bijective map fromSn(R) toSn(R′).
There is a natural question here. In Theorem 3.1, can we replace the assumption of rank-1-
preserving bijective map in both directions by a weaker assumption of rank-1-preserving bijective
map (in one direction) only?
4. Jordan isomorphisms on symmetric matrices
Letα = {α1, α2, . . . , αk} ⊆ 〈n〉,Aα be the k × k matrix whose (i, j)th element is the (αi, αj )th
element of A. Aα is called the principal submatrix of A of order k. For any i, j = 1, . . . , n, let
det(Ai¯j¯ ) be the (n − 1) × (n − 1) minor of A formed by deleting the ith row and j th column of
A. Let adj(A) = (bij ) ∈ Rn×n, where bij = (−1)i+jdet(Aj¯ i¯ ). The matrix adj(A) is called the
classical adjoint matrix of A.
If 0 /= A ∈Sn(R) and A2 = A, then A is called an idempotent matrix. Two matrices A1 and
A2 over R are said to be orthogonal, if A1A2 = A2A1 = 0.
Lemma 4.1 (cf. [2]). Let R be a PID, A ∈ Rn×n. Then
(i) A adj(A) = adj(A)A = det(A)In.
(ii) rank(A) = n − 1 if and only if rank(adjA) = 1.
(iii) rank(A) < n − 1 if and only if rank(adjA) = 0.
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By Lemma 4.1, we can prove the following lemma.
Lemma 4.2. Let R be a PID, 0 /= A ∈Sn(R). If rank(A) = r, then there exists a non-singular
principal submatrix of A of order r.
By (2.3), it is not hard to prove the following lemma (cf. [5]).
Lemma 4.3. Let R be a PID, A ∈ Rn×n. Then A is an idempotent matrix if and only if there
exists a P ∈ GLn(R) such that A = P diag(Ir , 0)P−1.
Lemma 4.4. Let R be PID, n be integer  2, A,B ∈Sn(R). If A and B are orthogonal and B
is idempotent, then rank(A + B) = rank(A) + rank(B).
Proof. By Lemma 4.3, we assume that B = P diag(Ir , 0)P−1. Since AB = BA = 0, we have
rank(A) < n and diag(Ir , 0)P−1AP = P−1AP diag(Ir , 0) = 0, which implies that A = P diag
(0, A1)P−1, where A1 ∈ R(n−r)×(n−r). Then
A + B = P
(
Ir 0
0 A1
)
P−1.
It follows that rank(A + B) = rank(A1) + r = rank(A) + rank(B). 
Lemma 4.5. Let R be PID with char(R) /= 2, n be integer  2. If ϕ is a Jordan automorphism
onSn(R), then ϕ preserves the ranks of matrices.
Proof. Clearly,ϕ−1 is also a Jordan automorphism onSn(R). For anyX, Y ∈Sn(R), by Lemma
1.1 we deduce we have ϕ(0) = 0, ϕ(X2) = (ϕ(X))2. ϕ(XYX) = ϕ(X)ϕ(Y )ϕ(X). Thus ϕ(X) =
ϕ(I)ϕ(X)ϕ(I). Since ϕ is bijective, ϕ(I) is invertible. It is easy to see that ϕ(I) = ϕ(I)2, thus
ϕ(I) = I .
If A and B are orthogonal, then ϕ(AB + BA) = ϕ(A)ϕ(B) + ϕ(B)ϕ(A) = 0. Thus 0 =
ϕ(BAB) = ϕ(B)ϕ(A)ϕ(B) = −(ϕ(B))2ϕ(A) = −ϕ(A)(ϕ(B))2, hence
ϕ(A)(ϕ(B))2 = (ϕ(B))2ϕ(A) = 0, if AB = BA = 0. (4.1)
Since ϕ carries idempotent matrices into idempotent matrices, Lemma 4.4 and (4.1) implies that
rank[ϕ(A + B)] = rank[ϕ(A)] + rank[ϕ(B)], if AB = BA = 0, B2 = B. (4.2)
If 0 /= A ∈Sn(R) and rank(A) = r < n, let A = tP diag(A1, 0)P , where P ∈ GLn(R) and
A1 ∈Sr (R) is non-singular. Let B = P−1 diag(0, In−r )tP−1 /= 0. Then AB = BA = 0, thus
ϕ(A)ϕ(B)ϕ(A) = ϕ(ABA) = 0. Since ϕ(B) /= 0, we have rank[ϕ(A)] < n. Considering ϕ−1,
we have that rank(A) < n if and only if rank[ϕ(A)] < n. In other words,
rank(A) = n ⇐⇒ rank[ϕ(A)] = n. (4.3)
Since
∑n−1
i=1 Eii and Enn are orthogonal idempotent matrices, ϕ
(∑n−1
i=1 Eii
)
and ϕ(Enn) are also
orthogonal idempotent matrices. Thus (4.2) implies that
rank[ϕ(In)] = rank
[
ϕ
(
n−1∑
i=1
Eii
)]
+ rank[ϕ(Enn)].
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Similarly,
rank
[
ϕ
(
n−1∑
i=1
Eii
)]
= rank
[
ϕ
(
n−2∑
i=1
Eii
)]
+ rank [ϕ(En−1,n−1,)] , . . . ,
hence, rank[ϕ(In)] = ∑ni=1 rank[ϕ(Eii)] = n. By rank[ϕ(Eii)]  1, we obtain that
rank[ϕ(Eii)] = 1, i = 1, . . . , n. (4.4)
For any r , 1  r  n, 1  i1 < · · · < ir  n, we have similarly
rank
[
ϕ
(
r∑
t=1
Eit it
)]
=
r∑
t=1
rank
[
ϕ
(
Eit it
)] = r. (4.5)
Since
∑n−1
i=1 Eii and λEnn are orthogonal and
∑n−1
i=1 Eii is idempotent matrix, where λ ∈ R×,
we have that ϕ
(∑n−1
i=1 Eii
)
and ϕ(λEnn) are also orthogonal and ϕ
(∑n−1
i=1 Eii
)
is idempotent.
By (4.2) again, we have
n = rank
[
ϕ
(
n−1∑
i=1
Eii + λEnn
)]
= rank
[
ϕ
(
n−1∑
i=1
Eii
)]
+ rank [ϕ(λEnn)].
Thus (4.5) implies that rank[ϕ(λEnn)] = 1 for all λ ∈ R×. Similarly, we have
rank[ϕ(λEii)] = 1 ∀λ ∈ R×, i = 1, . . . , n. (4.6)
For any A ∈Sn(R) and rank(A) = n − 1, by Lemma 4.2, there exists a non-singular principal
submatrix of A of order n − 1. Without loss of generality, we assume that A =
(
A11 A12
t A12 ann
)
where
A11 ∈Sn−1(R) is non-singular. Then
det(A + λEnn) = det(A) + det
(
A11 A12
0 λ
)
= λdet(A11) /= 0.
Thus there exists a λ ∈ R× such that A + λEnn is of rank n. By (4.3) and (4.6), we have n =
rank[ϕ(A + λEnn)]  rank[ϕ(A)] + rank[ϕ(λEnn)] = rank[ϕ(A)] + 1, thus rank[ϕ(A)]  n −
1. Then (4.3) implies that rank[ϕ(A)] = n − 1. Similarly, rank[ϕ−1(A)] = n − 1. Therefore we
have proved that
rank(A) = n − 1 ⇐⇒ rank[ϕ(A)] = n − 1. (4.7)
For any A ∈Sn(R) and rank(A) = n − 2, by Lemma 4.2, there exists a non-singular principal
submatrix of A of order n − 2. Without loss of generality, we assume that
A =

A11 A12 A13tA12 an−1,n−1 A23
tA13 tA23 ann

 ,
where A11 ∈Sn−2(R) is non-singular. Similarly, there exists a λ ∈ R× such that
rank
(
A11 A12
tA12 λ + an−1,n−1
)
= n − 1.
Thus A + λEn−1,n−1 is of rank n − 1. By (4.7) and (4.6), we have
n − 1 = rank[ϕ(A + λEn−1,n−1)]  rank[ϕ(A)] + 1,
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thus rank[ϕ(A)]  n − 2. Then (4.3) and (4.7) implies that rank[ϕ(A)] = n − 2. Similarly,
rank[ϕ−1(A)] = n − 2. Therefore we have
rank(A) = n − 2 ⇐⇒ rank[ϕ(A)] = n − 2. (4.8)
Proceeding in the way, we have
rank(A) = r ⇐⇒ rank[ϕ(A)] = r, r = 1, . . . , n. (4.9)
This concludes the proof. 
By Lemma 4.5, Theorem 3.1 and Corollary 3.3, we have immediately the following result.
Theorem 4.6. LetR be PID with char(R) /= 2, nbe integer 2.Thenϕ is a Jordan automorphism
onSn(R) if and only if ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(R), (4.10)
where α ∈ R∗, P ∈ GLn(R) which satisfies tPP = α−1I , and σ is an automorphism of R.
Corollory 4.7. Let R be PID with char(R) /= 2, n be integer  2. Then ϕ is a Jordan automor-
phism onSn(R) if and only if ϕ is an additive rank preserving bijection onSn(R) which satisfies
ϕ(I) = I.
Corollory 4.8. Let R be PID with char(R) /= 2, n be integer  2. Then every Jordan automor-
phism onSn(R) may be extended to a ring automorphism on Mn(R).
Without essential difficulty Theorem 4.6 can be generalized to the following result.
Theorem 4.9. LetR andR′ be two PIDs with char(R) /= 2 and char(R′) /= 2, n and n′ be integers
 2. If ϕ is a Jordan isomorphism fromSn(R) toSn′(R′), then n = n′, R and R′ are isomorphic,
and ϕ is of the form
ϕ(X) = αtPXσP ∀X ∈Sn(R), (4.11)
where α ∈ R′∗, P ∈ GLn(R′) which satisfies tPP = α−1I, and σ is an isomorphism from R to
R′. Conversely, map (4.11) is a Jordan isomorphism.
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