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Abstract
Let H be the 16-dimensional nontrivial (namely, noncommutative and noncocom-
mutative) semisimple Hopf algebra Hb:1 appeared in Kashina’s work [28]. We obtain
all simple Yetter-Drinfeld modules over H and then determine all finite-dimensional
Nichols algebras satisfying B(V ) ∼=⊗i∈I B(Vi), where V =⊕i∈I Vi, each Vi is a simple
object in HHYD. Finally, we describe all liftings of those B(V ) over H.
1 Introduction
Let k be an algebraically closed field of characteristic zero. In 1975, Kaplansky [27] posed
ten conjectures including the number of iso-classes of finite-dimensional Hopf algebras over
k. Until now, although there are many classification results, there are no standard methods,
except that in 1998, Andruskiewitsch and Schneider [10] put forward the lifting method which
later on plays a very important role in the classification of finite-dimensional (co-)pointed
Hopf algebras.
Actually, the lifting method works well for those classes of finite-dimensional Hopf algebras
with Radford biproduct structure or their deformations by certain Hopf 2-cocycles. Let A
be a Hopf algebra. If the coradical A0 is a subalgebra, then the coradical filtration {An}n≥0
is a Hopf algebra filtration, and the associated graded coalgebra grA =
⊕
n≥0An/An−1 is
∗E-mails: nhhu@math.ecnu.edu.cn, ygao@yorku.ca, zhengyiwei12@foxmail.com
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also a Hopf algebra, where A−1 = 0. Let π : grA → A0 be the homogeneous projection.
By a theorem of Radford [31], there exists a unique connected graded braided Hopf algebra
R =
⊕
n≥0R(n) in the monoidal category
A0
A0
YD such that grA ∼= R♯A0. We call R or R(1)
the diagram or infinitesimal braiding of A, respectively. Moreover, R is strictly graded, that
is, R(0) = k, R(1) = P(R) (see Definition 1.13 [12]).
The lifting method has been applied to classify some finite-dimensional pointed Hopf
algebras such as [3], [4], [5], [6], [9], [13], [17], [20], etc., and copointed Hopf algebras [14], [26],
etc. Nevertheless, there are a few classification results on finite-dimensional Hopf algebras
whose coradical is neither a group algebra nor the dual of a group algebra, for instance, [7],
[16], [19], [24], [25], [33], [34], etc. In fact, Shi began a program in [33] to classify the objects
of finite-dimensional growth from a given nontrivial semisimple Hopf algebra A0 = H8 via
some relevant Nichols algebras B(V ) derived from its semisimple Yetter-Drinfeld modules
V ∈ A0A0YD.
The classification of finite-dimensional Hopf algebras A whose coradical A0 is a (Hopf)
subalgebra needs the following main steps:
(a) Determine those V in A0A0YD such that the Nichols algebra B(V ) is finite-dimensional
and present B(V ) by generators and relations.
(b) If R =
⊕
n≥0R(n) is a finite-dimensional Hopf algebra in
A0
A0
YD with V = R(1), decide
if R ∼= B(V ).
(c) Given V as in (a), classify all A such that grA ∼= B(V )♯A0. We call A a lifting of B(V )
over A0.
In this paper, we fix a 16-dimensional non-trivial semisimple Hopf algebra H = Hb:1,
which appeared in [28], and study these questions. For the definition of Hopf algebra H , see
Definition 3.1. We first determine the Drinfeld double D := D(Hcop) of Hcop and describe
the simple D-modules. In fact, we prove in Theorem 3.6 that there are 32 one-dimensional
simple objects kχi,j,k,l with 0 ≤ i, k, l < 2, 0 ≤ j < 4, and 56 two-dimensional simple objects
Vi,j,k,l,m,n with (i, j, k, l,m, n) ∈ Ω, Wi,j,k,l with (i, j, k, l) ∈ Λ1, Ui,j,k,l with (i, j, k, l) ∈ Λ2.
Using the fact that the baided categories DM and HHYD are monoidally isomorphic (see [29]),
we actually get the simple objects in HHYD. Furthermore, we get all the possible finite-
dimensional Nichols algebras of semisimple objects satisfying B(V ) ∼= ⊗i∈I B(Vi). Here is
our first main result.
Theorem A Let V =
⊕
i∈I Vi, each Vi be a simple object in
H
HYD. Then the Nichols algebra
B(V ) satisfying B(V ) ∼=⊗i∈I B(Vi) is finite-dimensional if and only if V is isomorphic to
one of the following Yetter-Drinfeld modules
(1) Ω1(n1, n2, n3, n4, n5, n6, n7, n8) ,
⊕8
j=1 Vj with
∑8
j=1 nj ≥ 1.
(2) Ω2(n1, n2, n3, n4) , V
⊕n1
3 ⊕ V ⊕n24 ⊕ V ⊕n37 ⊕ V ⊕n48 ⊕M1 with
∑4
j=1 nj ≥ 0.
(3) Ω3(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n22 ⊕ V ⊕n35 ⊕ V ⊕n46 ⊕M2 with
∑4
j=1 nj ≥ 0.
(4) Ω4(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n23 ⊕ V ⊕n35 ⊕ V ⊕n47 ⊕M3 with
∑4
j=1 nj ≥ 0.
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(5) Ω5(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n24 ⊕ V ⊕n35 ⊕ V ⊕n48 ⊕M4 with
∑4
j=1 nj ≥ 0.
(6) Ω6(n1, n2, n3, n4) , V
⊕n1
2 ⊕ V ⊕n24 ⊕ V ⊕n36 ⊕ V ⊕n48 ⊕M5 with
∑4
j=1 nj ≥ 0.
(7) Ω7(n1, n2, n3, n4) , V
⊕n1
2 ⊕ V ⊕n23 ⊕ V ⊕n36 ⊕ V ⊕n47 ⊕M6 with
∑4
j=1 nj ≥ 0.
(8) Ω8(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n22 ⊕ V ⊕n35 ⊕ V ⊕n46 ⊕M7 with
∑4
j=1 nj ≥ 0.
(9) Ω9(n1, n2, n3, n4) , V
⊕n1
3 ⊕ V ⊕n24 ⊕ V ⊕n37 ⊕ V ⊕n48 ⊕M8 with
∑4
j=1 nj ≥ 0.
(10) Ω10(n1, n2, n3, n4) , V
⊕n1
2 ⊕ V ⊕n24 ⊕ V ⊕n36 ⊕ V ⊕n48 ⊕M9 with
∑4
j=1 nj ≥ 0.
(11) Ω11(n1, n2, n3, n4) , V
⊕n1
2 ⊕ V ⊕n23 ⊕ V ⊕n36 ⊕ V ⊕n47 ⊕M10 with
∑4
j=1 nj ≥ 0.
(12) Ω12(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n23 ⊕ V ⊕n35 ⊕ V ⊕n47 ⊕M11 with
∑4
j=1 nj ≥ 0.
(13) Ω13(n1, n2, n3, n4) , V
⊕n1
1 ⊕ V ⊕n24 ⊕ V ⊕n35 ⊕ V ⊕n48 ⊕M12 with
∑4
j=1 nj ≥ 0.
(14) Ω14 ,M1 ⊕M1, Ω15 ,M1 ⊕M2, Ω16 , M1 ⊕M7, Ω17 ,M3 ⊕M3, Ω18 , M3 ⊕M5,
Ω19 , M3 ⊕ M9, Ω20 , M4 ⊕ M4, Ω21 , M4 ⊕ M6, Ω22 , M7 ⊕ M7, Ω23 , M7 ⊕ M8,
Ω24 ,M13⊕M13, Ω25 ,M13⊕M14, Ω26 ,M15⊕M15, Ω27 ,M15⊕M16, Ω28 ,M17⊕M17,
Ω29 ,M17 ⊕M18.
(15) Ω30 ,M2⊕M2, Ω31 ,M2⊕M8, Ω32 ,M4⊕M10, Ω33 ,M5⊕M5, Ω34 ,M5⊕M11,
Ω35 , M6 ⊕M6, Ω36 , M6 ⊕M12, Ω37 , M8 ⊕M8, Ω38 , M9 ⊕M9, Ω39 , M9 ⊕M11,
Ω40 ,M10⊕M10, Ω41 ,M10⊕M12, Ω42 ,M11⊕M11, Ω43 ,M12⊕M12, Ω44 ,M14⊕M14,
Ω45 ,M16⊕M16, Ω46 ,M18⊕M18, Ω47 ,M19⊕M19, Ω48 ,M19⊕M20, Ω49 ,M20⊕M20.
Remark 1.1 We point out which of the Yetter-Drinfeld modules have principal realizations
and which not, since the liftings are known when there exist principal realizations [1, Sub-
section 2.2]. Let (h) and (δh) be dual bases of H and H
∗. Define
χ :=δ1 + δx2 + (−1)i(δx + δx3) + (−1)j(δy + δx2y) + (−1)i+j(δxy + δx3y)
+ (−1)k(δt + δx2t) + (−1)i+k(δxt + δx3t) + (−1)j+k(δyt + δx2yt)
+ (−1)i+j+k(δxyt + δx3yt) ∈ Alg(H,k),
then (xjyl, χ) is a YD-pair [2] if and only if kχ
xjyl
is a one-dimensional Yetter-Drinfeld
module. So only Ω1(n1, .., n8) has a principal realization.
Based on the principle of the lifting method, we classify the finite-dimensional Hopf alge-
bras over H such that their infinitesimal braidings are those Yetter-Drinfeld modules listed
in Theorem A. Here is the second main result.
Theorem B Let A be a finite-dimensional Hopf algebra over H such that its infinitesi-
mal braiding is isomorphic to one of the Yetter-Drinfeld modules in Theorem A, then A is
isomorphic either to
(1) U1(n1, n2, . . . , n8; I1), see Definition 6.4;
(2) U2(n1, n2, n3, n4; I2), see Definition 6.7;
(3) U4(n1, n2, n3, n4; I4), see Definition 6.11;
(4) U5(n1, n2, n3, n4; I5), see Definition 6.12;
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(5) U8(n1, n2, n3, n4; I8), see Definition 6.9;
(6) U14(I14), see Definition 6.14; U15(λ, µ), see Definition 6.15;
U16(λ, µ), see Definition 6.16; U17(I17), see Definition 6.17;
U18(I18), see Definition 6.18; U19(λ, µ), see Definition 6.19;
U20(I20), see Definition 6.21; U21(λ, µ), see Definition 6.22;
U22(I22), see Definition 6.23; U23(I23), see Definition 6.24;
U24(λ), see Definition 6.26; U26(I26), see Definition 6.27;
U27(λ, µ), see Definition 6.28; U28(I28), see Definition 6.31;
U29(λ, µ), see Definition 6.32.
(7) B(Ω25)♯H, see Proposition 6.30.
Except for the case (7), the remaining families of Hopf algebras contain non-trivial lifting
relations.
Remark 1.2 Note that (1) dimU1(n1, n2, . . . , n8; I1) = 2
4+
8∑
i=1
ni
;
(2) For k ∈ {2, 4, 5, 8}, dimUk(n1, n2, n3, n4; Ik) = 2
6+
4∑
i=1
ni
;
(3) For i ∈ {14, 17, 18, 20, 22, 23, 26, 28}, dimUi(Ii) = 256;
(4) For i ∈ {15, 16, 19, 21, 27, 29}, dimUi(λ, µ) = dimU24(λ) = 256.
The paper is organized as follows. In section 2, we recall some basics and notations
of Yetter-Drinfeld modules, Nichols algebras, Radford biproduct and Drinfeld double. In
section 3, we describe the structures of H and present the Drinfeld double D = D(Hcop)
by generators and relations. We also determine the simple D-modules. In section 4, we
describe the simple objects of HHYD by using the monoidal isomorphism of braided categories
H
HYD ∼= DM. In section 5, we obtain all the possible finite-dimensional Nichols algebras of
semisimple modules satisfying B(V ) ∼= ⊗i∈I B(Vi). In section 6, based on the principle of
the lifting method, we classify the finite-dimensional Hopf algebras over H such that their
infinitesimal braidings are those Yetter-Drinfeld modules listed in Theorem A. Then we get
Theorem B.
2 Preliminaries
Conventions. Throughout the paper, the ground field k is an algebraically closed field of
characteristic zero and we denote by ξ a primitive 4-th root of unity. For the references of
Hopf algebra theory, one can consult [30], [29], [32], [35], etc.
If H is a Hopf algebra over k, then △, ε, S denote the comultiplication, the counit and
the antipode, respectively. We use Sweedler’s notation for the comultiplication and coaction,
e.g. , △(h) = h(1) ⊗ h(2) for h ∈ H . We denote by Hop the Hopf algebra with the opposite
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multiplication, by Hcop the Hopf algebra with the opposite comultiplication, and by Hbop
the Hopf algebra Hop cop. Denote by G(H) the set of group-like elements of H .
Pg,h(H) = {x ∈ H | △(x) = x⊗ g + h⊗ x}, ∀ g, h ∈ G(H).
In particular, the linear space P(H) = P1,1(H) is called the set of primitive elements.
If V is a k-vector space, v ∈ V, f ∈ V ∗, we use either f(v), 〈f, v〉 or 〈v, f〉 to denote the
evaluation. Given n ≥ 0, we denote Zn = Z/nZ and I0,n = {0, 1, · · · , n}. It is emphasized
that the operations ij and i±j are considered modulo n+1 for i, j ∈ I0,n when not specified.
2.1 Yetter-Drinfeld modules and Nichols algebras
Let H be a Hopf algebra. A left Yetter-Drinfeld module V over H is a left H-module (V, ·)
and a left H-comodule (V, δ) with δ(v) = v(−1) ⊗ v(0) ∈ H ⊗ V for all v ∈ V , satisfying
δ(h · v) = h(1)v(−1)S(h(3))⊗ h(2) · v(0), ∀ v ∈ V, h ∈ H.
We denote by HHYD the category of finite-dimensional left Yetter-Drinfeld modules over H .
It is a braided monoidal category: for V, W ∈ HHYD, the braiding cV,W : V ⊗W → W ⊗ V
is given by
cV,W (v ⊗ w) = v(−1) · w ⊗ v(0), ∀ v ∈ V, w ∈ W. (2.1)
In particular, (V, cV,V ) is a braided vector space, that is, c := cV,V is a linear isomorphism
satisfying the braid equation
(c⊗ id)(id⊗ c)(c⊗ id) = (id⊗ c)(c⊗ id)(id⊗ c).
Moreover, HHYD is rigid. Denote by V ∗ the left dual defined by
〈h · f, v〉 = 〈f, S(h)v〉, f(−1)〈f(0), v〉 = S−1(v(−1))〈f, v(0)〉.
Definition 2.1 [12, Definition 2.1] Let H be a Hopf algebra and V a Yetter-Drinfeld module
over H. A braided N-graded Hopf algebra R =
⊕
n≥0R(n) in
H
HYD is called a Nichols algebra
of V if
k ≃ R(0), V ≃ R(1), R(1) = P(R), R is generated as an algebra by R(1).
For any V ∈ HHYD there is a Nichols algebra B(V ) associated to it. It is the quotient of
the tensor algebra T (V ) by the largest homogeneous two-sided ideal I satisfying:
• I is generated by homogeneous elements of degree ≥ 2.
• △(I) ⊆ I ⊗ T (V ) + T (V )⊗ I, i.e., it is also a coideal.
In such case, B(V ) = T (V )/I. See [12, Section 2.1] for details.
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Remark 2.2 As well known, the Nichols algebra as an algebra and a coalgebra is completely
determined by the braided space. If W ⊆ V is a subspace such that c(W ⊗W ) ⊆ W ⊗W ,
then dimB(V ) = ∞ if dimB(W ) = ∞. In particular, if V contains a non-zero element v
such that c(v ⊗ v) = v ⊗ v, then dimB(V ) =∞.
Lemma 2.3 [21, Theorem 2.2] Let (V, c) be a braided vector space, V =
⊕n
i=1 Vi, such
that each B(Vi) is finite-dimensional. Then dimB(V ) ≥
∏n
i=1 dimB(Vi). Furthermore, the
equality holds if and only if bij = b
−1
ji for all i 6= j (bij = c |Vi⊗Vj ).
2.2 Bosonization and Hopf algebras with a projection
Let R be a Hopf algebra in HHYD and denote the coproduct by △R(r) = r(1) ⊗ r(2) for
r ∈ R. We define the Radford biproduct or bosonization R♯H as follows: as a vector space,
R♯H = R⊗H , and the multiplication and comultiplication are given by the smash product
and smash-coproduct, respectively:
(r♯g)(s♯h) = r(g(1) · s)♯g(2)h, △(r♯g) = r(1)♯(r(2))(−1)g(1) ⊗ (r(2))(0)♯g(2).
Clearly, the map ι : H → R♯H, h 7→ 1♯h, ∀ h ∈ H is injective and the map
π : R♯H → H, r♯h 7→ εR(r)h, ∀ r ∈ R, h ∈ H
is surjective such that π ◦ ι = idH . Moreover, it holds that
R = (R♯H)coH = {x ∈ R♯H | (id⊗ π)△(x) = x⊗ 1}.
Conversely, if A is a Hopf algebra with bijective antipode and π : A → H is a Hopf
algebra epimorphism admitting a Hopf algebra section ι : H → A such that π ◦ ι = idH .
Then R = Acoπ is a braided Hopf algebra in HHYD and A ∼= R♯H as Hopf algebras. See [31]
and [32] for more details.
2.3 The Drinfeld double
Let H be a finite-dimensional Hopf algebra over k. The Drinfeld double D(H) = H∗cop⊗H
is a Hopf algebra with the tensor product coalgebra structure and algebra structure defined
by
(p⊗ a)(q ⊗ b) = p〈q(3), a(1)〉q(2) ⊗ a(2)〈q(1), S−1(a(3))〉b, ∀ p, q ∈ H∗, a, b ∈ H.
Proposition 2.4 [30, Proposition 10.6.16] Let H be a finite-dimensional Hopf algebra.
Then the Yetter-Drinfeld category HHYD can be identified with the category D(Hcop)M of left
modules over the Drinfeld double D(Hcop).
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3 The Hopf algebra H and its Drinfeld double
In this section, we will recall the structure of the 16-dimensional non-trivial semisimple
Hopf algebra H = Hb:1 in [28] and present the Drinfeld Double D = D(H
cop) by generators
and relations. Then we will determine all simple left D-modules.
Definition 3.1 As an algebra H is generated by x, y, t satisfying the relations
x4 = 1, y2 = 1, t2 = 1, xy = yx, tx = x−1t, ty = yt, (3.2)
and its coalgebra is given by
△(x) = x⊗ x, △(y) = y ⊗ y, ε(x) = ε(y) = 1, (3.3)
△(t) = 1
2
[(1 + y)t⊗ t + (1− y)t⊗ x2t], ε(t) = 1, (3.4)
and its antipode is given by
S(x) = x−1, S(y) = y, S(t) =
1
2
[(1 + y)t+ (1− y)x2t].
Remark 3.2 1. G(H) = 〈x〉 × 〈y〉, P1,g(H) = k{1− g} for g ∈ G(H) and a linear basis of
H is given by {xi, xiy, xit, xiyt, i ∈ I0,3}.
2. Denote by {(xi)∗, (xiy)∗, (xit)∗, (xiyt)∗, i ∈ I0,3} the the dual basis of Hopf algebra
H∗. Let
a = [(1− x+ x2 − x3)(1 + y)(1 + t)]∗, b = [(1 + x+ x2 + x3)(1− y)(1 + t)]∗,
c = [(1 + x+ x2 + x3)(1− y)(1− t)]∗, d = [(1 + ξx− x2 − ξx3)(1 + y)(1 + t)]∗.
Then using the multiplication table induced by the relations of H, it follows that
a2 = b2 = c2 = 1, ab = ba, ac = ca, bc = cb,
d2 = a, da = ad, db = cd, dc = bd,
△(a) = a⊗ a, △(b) = b⊗ b, △(c) = c⊗ c,
△(d) = 1
2
(d+ bcd)⊗ d+ 1
2
(d− bcd)⊗ ad.
3. The automorphisms of H are given in Table 1.
x y t x y t x y t x y t
τ1 x y t τ9 x
3 y t τ17 xy y t τ25 x
3y y t
τ2 x y xt τ10 x
3 y xt τ18 xy y xt τ26 x
3y y xt
τ3 x y x
2t τ11 x
3 y x2t τ19 xy y x
2t τ27 x
3y y x2t
τ4 x y x
3t τ12 x
3 y x3t τ20 xy y x
3t τ28 x
3y y x3t
τ5 x y yt τ13 x
3 y yt τ21 xy y yt τ29 x
3y y yt
τ6 x y xyt τ14 x
3 y xyt τ22 xy y xyt τ30 x
3y y xyt
τ7 x y x
2yt τ15 x
3 y x2yt τ23 xy y x
2yt τ31 x
3y y x2yt
τ8 x y x
3yt τ16 x
3 y x3yt τ24 xy y x
3yt τ32 x
3y y x3yt
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Table 1. Automorphisms of H
Now we describe the Drinfeld Double D(Hcop) of Hcop.
Proposition 3.3 D := D(Hcop) as a coalgebra is isomorphic to tensor coalgebra H∗bop ⊗
Hcop, and as an algebra is generated by the elements a, b, c, d, x, y, t such that x, y, t
satisfying the relations of Hcop, a, b, c, d satisfying the relations of H∗bop and
xa = ax, xb = bx, xc = cx, xd = bcdx,
ya = ay, yb = by, yc = cy, yd = dy,
ta = at, tb = bx2t, tc = cx2t, td = adyt.
Proof. After a direct computation, we have that
△2Hcop(x) =x⊗ x⊗ x, △2Hcop(y) = y ⊗ y ⊗ y,
△2H∗bop(a) =a⊗ a⊗ a, △2H∗bop(b) = b⊗ b⊗ b, △2H∗bop(c) = c⊗ c⊗ c,
△2Hcop(t) =
1
4
[t⊗ (1 + y)t⊗ (1 + y)t+ x2t⊗ (1− y)t⊗ (1 + y)t
+ x2t⊗ x2(1 + y)t⊗ (1− y)t+ t⊗ x2(1− y)t⊗ (1− y)t],
△2H∗bop(d) =
1
4
[d⊗ (d+ bcd)⊗ (d+ bcd) + ad⊗ (d− bcd)⊗ (d+ bcd)
+ ad⊗ a(d+ bcd)⊗ (d− bcd) + d⊗ a(d− bcd)⊗ (d− bcd)].
It follows that
xa =〈a, x〉ax〈a, S(x)〉 = ax, ya = 〈a, y〉ay〈a, S(y)〉 = ay,
xb =〈b, x〉bx〈b, S(x)〉 = bx, yb = 〈b, y〉by〈b, S(y)〉 = by,
xc =〈c, x〉cx〈c, S(x)〉 = cx, yc = 〈c, y〉cy〈c, S(y)〉 = cy,
xd =
1
4
[〈d, x〉(d+ bcd)x〈d+ bcd, S(x)〉+ 〈ad, x〉(d− bcd)x〈d+ bcd, S(x)〉] = bcdx,
yd =
1
4
[〈d, y〉(d+ bcd)y〈d+ bcd, S(y)〉+ 〈ad, y〉(d− bcd)y〈d+ bcd, S(y)〉] = dy,
ta =
1
4
[〈a, t〉a(1 + y)t〈a, S(t+ yt)〉+ 〈a, x2t〉a(1− y)t〈a, S(t+ yt)〉] = at,
tb =
1
4
[〈b, x2t〉bx2(1 + y)t〈b, S(t− yt)〉+ 〈b, t〉bx2(1− y)t〈b, S(t− yt)〉] = bx2t,
tc =
1
4
[〈c, x2t〉cx2(1 + y)t〈c, S(t− yt)〉+ 〈c, t〉cx2(1− y)t〈c, S(t− yt)〉] = cx2t,
td =
1
16
[〈ad, t〉a(d+ bcd)(1 + y)t〈d− bcd, S(t+ yt)〉
+ 〈ad, x2t〉a(d+ bcd)(1− y)t〈d− bcd, S(t+ yt)〉
+ 〈d, t〉a(d− bcd)(1 + y)t〈d− bcd, S(t+ yt)〉
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+ 〈d, x2t〉a(d− bcd)(1− y)t〈d− bcd, S(t+ yt)〉] = adyt.
This completes the proof. 
We begin by describing the one-dimensional D-modules.
Lemma 3.4 There are 32 non-isomorphic one-dimensional simple modules kχi,j,k,l given by
the characters χi,j,k,l, 0 ≤ i, k, l < 2, 0 ≤ j < 4, where
χi,j,k,l(x) = (−1)i, χi,j,k,l(y) = (−1)j , χi,j,k,l(t) = (−1)k,
χi,j,k,l(a) = (−1)j , χi,j,k,l(b) = (−1)l, χi,j,k,l(c) = (−1)l, χi,j,k,l(d) = ξj.
Moreover, any one-dimensional D-module is isomorphic to kχi,j,k,l for some 0 ≤ i, k, l <
2, 0 ≤ j < 4.
Proof. Let λ : D → k be a character and write
λ(x) = λ1, λ(y) = λ2, λ(t) = λ3, λ(a) = λ4, λ(b) = λ5, λ(c) = λ6, λ(d) = λ7.
Since x4 = 1, y2 = t2 = a2 = b2 = c2 = 1, it follows that
λ41 = 1, λ
2
2 = λ
2
3 = λ
2
4 = λ
2
5 = λ
2
6 = 1.
By tx = x−1t, we have λ1 = λ
3
1, that is λ
2
1 = 1. As db = cd, dc = bd, then λ5 = λ6. Because
td = adyt, it follows that λ2λ4 = 1, i.e., λ2 = λ4. From d
2 = a, we get λ27 = λ4. Hence, λ is
completely determined by λ(x), λ(y), λ(t), λ(b). Let
λ(x) = (−1)i, λ(y) = (−1)j , λ(t) = (−1)k, λ(b) = (−1)l.
It is clear that these modules are pairwise non-isomorphic and any one-dimensionalD-module
is isomorphic to some kχi,j,k,l , where 0 ≤ i, k, l < 2, 0 ≤ j < 4. 
Next we describe the simple D-modules of dimension two. For convenience, let
Ω1 = {(0, j, k, l,m, n) | j, k, l,m, n ∈ Z2, m+ n = 1},
Ω2 = {(i, j, 0, l, m, n) | i, j, l,m, n ∈ Z2, m+ n = 0, j + l = 1}, Ω = Ω1 ∪ Ω2,
Λ1 = {(1, j, k, l) | k ∈ Z4, j, l ∈ Z2}, Λ2 = {(1, j, k, l) | j ∈ Z4, k, l ∈ Z2}.
Clearly, |Ω| = 24, |Λ1| = |Λ2| = 16.
Lemma 3.5 For any 6-tuple (i, j, k, l,m, n) ∈ Ω, there exists a simple left D-module Vi,j,k,l,m,n
of dimension 2 with the action on a fixed basis given by
[x] =
(
(−1)i 0
0 (−1)i+m+n
)
, [y] =
(
(−1)j 0
0 (−1)j
)
,
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[t] =
(
(−1)k 0
0 (−1)j+l+k
)
, [a] =
(
(−1)l 0
0 (−1)l
)
,
[b] =
(
(−1)m 0
0 (−1)n
)
, [c] =
(
(−1)n 0
0 (−1)m
)
, [d] =
(
0 1
(−1)l 0
)
.
For any 4-tuple (i, j, k, l) ∈ Λ1, there exists a simple left D-module Wi,j,k,l of dimension 2
with the action on a fixed basis given by
[x] =
(
ξ 0
0 ξ−1
)
, [y] =
(
(−1)j 0
0 (−1)j
)
, [t] =
(
0 1
1 0
)
,
[a] =
(
(−1)k 0
0 (−1)k
)
, [b] =
(
(−1)l 0
0 (−1)l+1
)
,
[c] =
(
(−1)l 0
0 (−1)l+1
)
, [d] =
(
ξk 0
0 (−1)j+kξk
)
.
For any 4-tuple (i, j, k, l) ∈ Λ2, there exists a simple left D-module Ui,j,k,l of dimension 2
with the action on a fixed basis given by
[x] =
(
ξ 0
0 ξ−1
)
, [y] =
(
(−1)j 0
0 (−1)j
)
, [t] =
(
0 1
1 0
)
,
[a] =
(
(−1)k 0
0 (−1)k
)
, [b] =
(
(−1)l 0
0 (−1)l+1
)
,
[c] =
(
(−1)l+1 0
0 (−1)l
)
, [d] =
(
0 ξj
(−1)j+kξj 0
)
.
Moreover, if V is a simple D-module of dimension 2, then V is isomorphic to Vi,j,k,l,m,n for
some (i, j, k, l,m, n) ∈ Ω or Wi,j,k,l for some (i, j, k, l) ∈ Λ1 or Ui,j,k,l for some (i, j, k, l) ∈ Λ2
and Vi,j,k,l,m,n ∼= Vp,q,r,κ,µ,ν if and only if (i, j, k, l,m, n) = (p, q, r, κ, µ, ν), Wi,j,k,l ∼= Wp,q,r,κ if
and only if (i, j, k, l) = (p, q, r, κ), Ui,j,k,l ∼= Up,q,r,κ if and only if (i, j, k, l) = (p, q, r, κ).
Proof. Since the elements x, y, a, b, c commute each other and x4 = 1, y2 = a2 = b2 =
c2 = 1, the matrices defining D-action on V can be of the form
[x] =
(
x1 0
0 x2
)
, [y] =
(
y1 0
0 y2
)
, [t] =
(
t1 t2
t3 t4
)
,
[a] =
(
a1 0
0 a2
)
, [b] =
(
b1 0
0 b2
)
, [c] =
(
c1 0
0 c2
)
, [d] =
(
d1 d2
d3 d4
)
,
where x41 = x
4
2 = y
2
1 = y
2
2 = a
2
1 = a
2
2 = b
2
1 = b
2
2 = c
2
1 = c
2
2 = 1. Since ty = yt, dy = yd, it
follows that
t2(y1 − y2) = 0, t3(y1 − y2) = 0, d2(y1 − y2) = 0, d3(y1 − y2) = 0.
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If y1 6= y2, then t2 = t3 = d2 = d3 = 0 and whence V is not simple D-module, a contradiction.
Thus we have y1 = y2. Similarly, the relations ta = at, da = ad give a1 = a2.
Since t2 = 1, tx = x−1t, it follows that
t21 + t2t3 = 1, t
2
4 + t2t3 = 1, t2(t1 + t4) = 0, t3(t1 + t4) = 0, (3.5)
t1x1(1− x21) = 0, t4x2(1− x22) = 0, t2(x2 − x31) = 0, t3(x1 − x32) = 0. (3.6)
From the relations tb = bx2t, tc = cx2t, td = adyt, we have the relations
t1b1(1− x21) = 0, t4b2(1− x22) = 0, t2(b2 − b1x21) = 0, t3(b1 − b2x22) = 0, (3.7)
t1c1(1− x21) = 0, t4c2(1− x22) = 0, t2(c2 − c1x21) = 0, t3(c1 − c2x22) = 0, (3.8)
t1d1 + t2d3 = a1y1(t1d1 + t3d2), t1d2 + t2d4 = a1y1(t2d1 + t4d2), (3.9)
t3d1 + t4d3 = a1y1(t1d3 + t3d4), t3d2 + t4d4 = a1y1(t2d3 + t4d4). (3.10)
By the relations d2 = a, db = cd, dc = bd, xd = bcdx, it follows that
d21 + d2d3 = a1, d
2
4 + d2d3 = a1, d2(d1 + d4) = 0, d3(d1 + d4) = 0, (3.11)
d1(b1 − c1) = 0, d2(b2 − c1) = 0, d3(b1 − c2) = 0, d4(b2 − c2) = 0, (3.12)
d1(b1 − c1) = 0, d2(c2 − b1) = 0, d3(c1 − b2) = 0, d4(b2 − c2) = 0, (3.13)
x1d1(1− b1c1) = 0, x2d4(1− b2c2) = 0, d2(x1 − b1c1x2) = 0, d3(x2 − b2c2x1) = 0. (3.14)
If x21 = 1, x
2
2 6= 1, then by (3.6) we have that t4 = 0 and whence from (3.5) we get that
t2t3 = 1. Thus by relation (3.6), it follows that x2 = x1, contradiction. Similarly, the case
x21 6= 1, x22 = 1 doesn’t appear.
If x21 6= 1, x22 6= 1, then by (3.6) we have that t1 = t4 = 0 and whence by (3.5) we get
t2t3 = 1. From the relations (3.6)− (3.10), it follows that
x2 = x
3
1, b2 = −b1, c2 = −c1, d4 = a1y1d1, t2d3 = a1y1t3d2.
If d2 = d3 = 0, then by relations (3.11)− (3.14), we get that
d21 = a1 = d
2
4, b1 = c1, b2 = c2.
Whence the matrices defining the action on V are of the form Wi,j,k,l, where i ∈ {1, 3}, 0 ≤
k < 4, 0 ≤ j, l < 2. If d1 = d4 = 0, then
d2d3 = a1, b2 = c1, b1 = c2.
Whence the module is isomorphic to Ui,j,k,l, where i ∈ {1, 3}, 0 ≤ j < 4, 0 ≤ k, l < 2. If
d1d4 6= 0, d2d3 6= 0, then b1 = b2, a contradiction. Other conditions are contained in the
above conditions. A direct computation shows that
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when j + k = 0, Wi,j,k,l ∼= W−i,j,k,l+1, Ui,j,k,l ∼= U−i,j,k,l+1;
when j + k = 1, Wi,j,k,l ∼= W−i,j,k+2,l+1, Ui,j,k,l ∼= U−i,j+2,k,l+1.
If x21 = 1, x
2
2 = 1, suppose that t1t4 6= 0, t2 = t3 = 0, then it is clear that V is simple
if and only if d2d3 6= 0, whence by (3.11) we have that d1 + d4 = 0. By (3.5), (3.9), (3.10),
(3.12), (3.14) we have that
t21 = t
2
4 = 1, (1− a1y1)t1d1 = 0, (1− a1y1)t4d4 = 0,
t4 = a1y1t1, b2 = c1, b1 = c2, x2 = b2c2x1.
If d1 = d4 = 0, then the matrices defining the action on V are of the form Vi,j,k,l,m,n, where
i, j, k, l, m, n ∈ {0, 1}; If d1 6= 0, d4 6= 0, the module is not simple. Suppose that
t1 = t4 = 0, then by (3.5)-(3.14), we get that
t2t3 = 1, x1 = x2, b1 = b2, c1 = c2 t2d3 = a1y1t3d2, d4 = a1y1d1.
Whence the module is isomorphic to Vi,j,k,l,m,n. Similarly, for the case
t1 + t4 = 0, t1 6= 0, t4 6= 0, t2 6= 0, t3 6= 0,
the module is isomorphic to Vi,j,k,l,m,n. It is clear that Vi,j,k,l,m,n is simple if and only if
m+ n 6= 0 or j + l 6= 0. A direct computation shows that
when m+ n = 0, j + l = 1, Vi,j,k,l,m,n ∼= Vi,j,k+1,l,n,m;
when m+ n = 1, j + l = 0, Vi,j,k,l,m,n ∼= V−i,j,k,l,n,m;
when m+ n = 1, j + l = 1, Vi,j,k,l,m,n ∼= V−i,j,k+1,l,n,m.
Obviously, Vi,j,k,l,m,n with (i, j, k, l,m, n) ∈ Ω is not isomorphic to the above two modules
and Wi,j,k,l ≇ Ui′,j′,k′,l′ for (i, j, k, l) ∈ Λ1, (i′, j′, k′, l′) ∈ Λ2.
We claim that Vi,j,k,l,m,n ∼= Vi′,j′,k′,l′,m′,n′ if and only if (i, j, k, l,m, n) = (i′, j′, k′, l′, m′, n′)
in Ω. Assume that Φ : Vi,j,k,l,m,n → Vi′,j′,k′,l′,m′,n′ is an isomorphism of D-modules. Denote
by [Φ] = (pi,j)i,j=1,2 the matrix of Φ with respect to the given basis. Since
[y][Φ] = [Φ][y], [a][Φ] = [Φ][a], [d][Φ] = [Φ][d],
we have that j = j′, l = l′, p1 = p4, p3 = (−1)lp2. Since
[x][Φ] = [Φ][x], [t][Φ] = [Φ][t], [b][Φ] = [Φ][b],
we have that
[(−1)i′ − (−1)i]p1 = 0, [(−1)i′ − (−1)i+m+n]p2 = 0, (3.15)
[(−1)i′+m′+n′ − (−1)i]p2 = 0, [(−1)i′+m′+n′ − (−1)i+m+n]p1 = 0, (3.16)
[(−1)k′ − (−1)k]p1 = 0, [(−1)k′ − (−1)j+l+k]p2 = 0, (3.17)
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[(−1)m′ − (−1)m]p1 = 0, [(−1)m′ − (−1)n]p2 = 0, (3.18)
[(−1)n′ − (−1)m]p2 = 0, [(−1)n′ − (−1)n]p1 = 0. (3.19)
If m+n = 0, then k = k′ = 0 and by (3.15), (3.16) we have that i = i′, m′+n′ = 0. Whence
by (3.18), (3.19), it follows that m′ = m, n′ = n. If m + n = 1, suppose m′ + n′ = 0, then
by (3.15), (3.16) we have that i = −i, contradiction. So m′ + n′ = 1. Whence i = i′ = 0,
p2 = 0. Then by (3.17)-(3.19), k = k
′, m = m′, n = n′. Thus the claim follows.
Similarly, we have that Wi,j,k,l ∼= Wi′,j′,k′,l′ if and only if (i, j, k, l) = (i′, j′, k′, l′) in Λ1;
Ui,j,k,l ∼= Ui′,j′,k′,l′ if and only if (i, j, k, l) = (i′, j′, k′, l′) in Λ2. 
Theorem 3.6 There are 88 simple left D-modules up to isomorphism, among which 32 one-
dimensional objects given by Lemma 3.4 and 56 two-dimensional objects given by Lemma
3.5.
Proof. Assume there is a simple module of dimension d > 2 and let n denote the number of
simple d-dimensional modules pairwise non-isomorphic. By Lemmas 3.4 & 3.5, we have
32 · 12 + 56 · 22 + nd2 = 256 + nd2 ≤ dim(D∗)0 = dimD∗ = 256.
Then n = 0. 
4 The category HHYD
In this section, by using the monoidal isomorphism HHYD ∼= DM, we will describe the
simple objects in HHYD and determine their braidings.
Proposition 4.1 Let kχi,j,k,l = k{v} be a one-dimensional D-module with i, k, l ∈ I0,1, j ∈
I0,3. Then kχi,j,k,l ∈ HHYD with its module and comodule structure given by
x · v = (−1)iv, y · v = (−1)jv, t · v = (−1)kv, δ(v) = xjyl ⊗ v.
Proof. The action is given by the restriction of the action given in Lemma 3.4. Since kχi,j,k,l
is one-dimensional, we must have that δ(v) = h ⊗ v with h ∈ G(H) = 〈x〉 × 〈y〉. As
f · v = 〈f, h〉v for all f ∈ H∗, it follows that δ(v) = xjyl ⊗ v. 
Proposition 4.2 The braiding of the one-dimensional Yetter-Drinfeld module kχi,j,k,l is
c(v ⊗ v) = (−1)(i+l)jv ⊗ v.
Proof. By formula (2.1) and Proposition 4.1, we have that
c(v ⊗ v) = xjyl · v ⊗ v = (−1)(i+l)jv ⊗ v.
This completes the proof. 
13
Proposition 4.3 Let Vi,j,k,l,m,n = k{v1, v2} be a two-dimensional simple D-module with
(i, j, k, l,m, n) ∈ Ω, then Vi,j,k,l,m,n ∈ HHYD with its action given by
x · v1 = (−1)iv1, y · v1 = (−1)jv1, t · v1 = (−1)kv1,
x · v2 = (−1)i+m+nv2, y · v2 = (−1)jv2, t · v2 = (−1)j+l+kv2,
and its coaction by
1. for l = m = n = 0,
δ(v1) =
1
2
(1 + x2)⊗ v1 + 12(1− x2)⊗ v2, δ(v2) = 12(1 + x2)⊗ v2 + 12(1− x2)⊗ v1;
2. for l = 0, m = n = 1,
δ(v1) =
1
2
(1 + x2)y ⊗ v1 + 12(1− x2)y ⊗ v2, δ(v2) = 12(1 + x2)y ⊗ v2 + 12(1− x2)y ⊗ v1;
3. for l = m = 0, n = 1,
δ(v1) =
1
2
(1 + x2)t⊗ v1 + 12(1− x2)yt⊗ v2, δ(v2) = 12(1 + x2)yt⊗ v2 + 12(1− x2)t⊗ v1;
4. for l = 0, m = 1, n = 0,
δ(v1) =
1
2
(1 + x2)yt⊗ v1 + 12(1− x2)t⊗ v2, δ(v2) = 12(1 + x2)t⊗ v2 + 12(1− x2)yt⊗ v1;
5. for l = 1, m = n = 0,
δ(v1) =
1
2
x(1 + x2)⊗ v1 + 12ξx(1− x2)⊗ v2, δ(v2) = 12x(1 + x2)⊗ v2 − 12ξx(1− x2)⊗ v1;
6. for l = m = n = 1,
δ(v1) =
1
2
xy(1+x2)⊗ v1+ 12ξxy(1−x2)⊗ v2, δ(v2) = 12xy(1+x2)⊗ v2− 12ξxy(1−x2)⊗ v1;
7. for l = 1, m = 0, n = 1,
δ(v1) =
1
2
xt(1+x2)⊗v1+ 12ξxyt(1−x2)⊗v2, δ(v2) = 12xyt(1+x2)⊗v2− 12ξxt(1−x2)⊗v1;
8. for l = m = 1, n = 0,
δ(v1) =
1
2
xyt(1+x2)⊗v1+ 12ξxt(1−x2)⊗v2, δ(v2) = 12xt(1+x2)⊗v2− 12ξxyt(1−x2)⊗v1.
Proof. We just need to describe the coaction. Denote by {hi}1≤i≤16 and {hi}1≤i≤16 a basis
of H and its dual basis, respectively. Then the comodule structure is given by δ(v) =
16∑
i=1
hi ⊗ hi · v, it follows that
δ(v1) =
1∑
i=0
1∑
j=0
1∑
k=0
1∑
l=0
(aibjckdl)∗ ⊗ aibjckdl · v1
=[1∗ + (−1)la∗ + (−1)mb∗ + (−1)nc∗ + (−1)m+l(ab)∗ + (−1)l+n(ac)∗ + (−1)m+n(bc)∗
+ (−1)l+m+n(abc)∗]⊗ v1
+ [(−1)ld∗ + (ad)∗ + (−1)m+l(bd)∗ + (−1)n+l(cd)∗ + (−1)m(abd)∗ + (−1)n(acd)∗
+ (−1)m+n+l(bcd)∗ + (−1)m+n(abcd)∗]⊗ v2,
δ(v2) =
1∑
i=0
1∑
j=0
1∑
k=0
1∑
l=0
(aibjckdl)∗ ⊗ aibjckdl · v2
=[1∗ + (−1)la∗ + (−1)nb∗ + (−1)mc∗ + (−1)n+l(ab)∗ + (−1)l+m(ac)∗ + (−1)m+n(bc)∗
+ (−1)l+m+n(abc)∗]⊗ v2
+ [d∗ + (−1)l(ad)∗ + (−1)n(bd)∗ + (−1)m(cd)∗ + (−1)n+l(abd)∗ + (−1)m+l(acd)∗
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+ (−1)m+n(bcd)∗ + (−1)m+n+l(abcd)∗]⊗ v1.
By discussing the possible situations, the claim follows. 
Using the same method, we have the following propositions.
Proposition 4.4 LetWi,j,k,l = k{v1, v2} be a two-dimensional simpleD-module with (i, j, k, l) ∈
Λ1, then Wi,j,k,l ∈ HHYD with its action given by
x · v1 = ξv1, y · v1 = (−1)jv1, t · v1 = v2,
x · v2 = ξ−1v2, y · v2 = (−1)jv2, t · v2 = v1,
and its coaction by δ(v1) = x
kyl ⊗ v1,
1. for (k, j, l) = (0, 0, 0), δ(v2) = y ⊗ v2; (k, j, l) = (2, 0, 0), δ(v2) = x2y ⊗ v2;
2. for (k, j, l) = (0, 1, 0), δ(v2) = x
2y ⊗ v2; (k, j, l) = (2, 1, 0), δ(v2) = y ⊗ v2;
3. for (k, j, l) = (0, 0, 1), δ(v2) = 1⊗ v2; (k, j, l) = (2, 0, 1), δ(v2) = x2 ⊗ v2;
4. for (k, j, l) = (0, 1, 1), δ(v2) = x
2 ⊗ v2; (k, j, l) = (2, 1, 1), δ(v2) = 1⊗ v2;
5. for (k, j, l) = (1, 0, 0), δ(v2) = x
3y ⊗ v2; (k, j, l) = (3, 0, 0), δ(v2) = xy ⊗ v2;
6. for (k, j, l) = (1, 1, 0), δ(v2) = xy ⊗ v2; (k, j, l) = (3, 1, 0), δ(v2) = x3y ⊗ v2;
7. for (k, j, l) = (1, 0, 1), δ(v2) = x
3 ⊗ v2; (k, j, l) = (3, 0, 1), δ(v2) = x⊗ v2;
8. for (k, j, l) = (1, 1, 1), δ(v2) = x⊗ v2; (k, j, l) = (3, 1, 1), δ(v2) = x3 ⊗ v2.
Proposition 4.5 Let Ui,j,k,l = k{v1, v2} be a two-dimensional simpleD-module with (i, j, k, l) ∈
Λ2, then Ui,j,k,l ∈ HHYD with its action same as Wi,j,k,l and its coaction by
1. for (j, l, k) = (0, 0, 0),
δ(v1) =
1
2
(1 + x2)t⊗ v1 + 12(1− x2)yt⊗ v2, δ(v2) = 12(1 + x2)yt⊗ v2 + 12(1− x2)t⊗ v1;
for (j, l, k) = (2, 0, 0),
δ(v1) =
1
2
(1 + x2)t⊗ v1 − 12(1− x2)yt⊗ v2, δ(v2) = 12(1 + x2)yt⊗ v2 − 12(1− x2)t⊗ v1;
2. for (j, l, k) = (0, 1, 0),
δ(v1) =
1
2
(1 + x2)yt⊗ v1 + 12(1− x2)t⊗ v2, δ(v2) = 12(1 + x2)t⊗ v2 + 12(1− x2)yt⊗ v1;
for (j, l, k) = (2, 1, 0),
δ(v1) =
1
2
(1 + x2)yt⊗ v1 − 12(1− x2)t⊗ v2, δ(v2) = 12(1 + x2)t⊗ v2 − 12(1− x2)yt⊗ v1;
3. for (j, l, k) = (0, 0, 1),
δ(v1) =
1
2
(1 + x2)xt⊗ v1 + ξ2(1− x2)xyt⊗ v2, δ(v2) = 12(1 + x2)xyt⊗ v2− ξ2(1− x2)xt⊗ v1;
for (j, l, k) = (2, 0, 1),
δ(v1) =
1
2
(1 + x2)xt⊗ v1− ξ2(1− x2)xyt⊗ v2, δ(v2) = 12(1 + x2)xyt⊗ v2 + ξ2(1− x2)xt⊗ v1;
4. for (j, l, k) = (0, 1, 1),
δ(v1) =
1
2
(1 + x2)xyt⊗ v1 + ξ2(1− x2)xt⊗ v2, δ(v2) = 12(1 + x2)xt⊗ v2− ξ2(1− x2)xyt⊗ v1;
for (j, l, k) = (2, 1, 1),
δ(v1) =
1
2
(1 + x2)xyt⊗ v1− ξ2(1− x2)xt⊗ v2, δ(v2) = 12(1 + x2)xt⊗ v2 + ξ2(1− x2)xyt⊗ v1;
5. for (j, l, k) = (1, 0, 0),
δ(v1) =
1
2
(1 + x2)t⊗ v1 − ξ2(1− x2)yt⊗ v2, δ(v2) = 12(1 + x2)yt⊗ v2 + ξ2(1− x2)t⊗ v1;
for (j, l, k) = (3, 0, 0),
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δ(v1) =
1
2
(1 + x2)t⊗ v1 + ξ2(1− x2)yt⊗ v2, δ(v2) = 12(1 + x2)yt⊗ v2 − ξ2(1− x2)t⊗ v1;
6. for (j, l, k) = (1, 1, 0),
δ(v1) =
1
2
(1 + x2)yt⊗ v1 − ξ2(1− x2)t⊗ v2, δ(v2) = 12(1 + x2)t⊗ v2 + ξ2(1− x2)yt⊗ v1;
for (j, l, k) = (3, 1, 0),
δ(v1) =
1
2
(1 + x2)yt⊗ v1 + ξ2(1− x2)t⊗ v2, δ(v2) = 12(1 + x2)t⊗ v2 − ξ2(1− x2)yt⊗ v1;
7. for (j, l, k) = (1, 0, 1),
δ(v1) =
1
2
(1 + x2)xt⊗ v1 + 12(1− x2)xyt⊗ v2, δ(v2) = 12(1 + x2)xyt⊗ v2 + 12(1− x2)xt⊗ v1;
for (j, l, k) = (3, 0, 1),
δ(v1) =
1
2
(1 + x2)xt⊗ v1− 12(1− x2)xyt⊗ v2, δ(v2) = 12(1 + x2)xyt⊗ v2 − 12(1− x2)xt⊗ v1;
8. for (j, l, k) = (1, 1, 1),
δ(v1) =
1
2
(1 + x2)xyt⊗ v1 + 12(1− x2)xt⊗ v2, δ(v2) = 12(1 + x2)xt⊗ v2 + 12(1− x2)xyt⊗ v1;
for (j, l, k) = (3, 1, 1),
δ(v1) =
1
2
(1 + x2)xyt⊗ v1− 12(1− x2)xt⊗ v2, δ(v2) = 12(1 + x2)xt⊗ v2− 12(1− x2)xyt⊗ v1.
5 Nichols algebras in HHYD
Let V =
⊕
i∈I Vi, where Vi is a simple object in
H
HYD. In this section we will try to
determine all the finite-dimensional Nichols algebras satisfying B(V ) ∼= ⊗i∈I B(Vi). We
begin by studying the Nichols algebras of simple Yetter-Drinfeld modules.
Lemma 5.1 Let (i, j, k, l) ∈ I0,1×I0,3×I0,1×I0,1. The Nichols algebras B(kχi,j,k,l) associated
to kχi,j,k,l = kv are
B(kχi,j,k,l) =
{
k[v], if (i+ l)j = 0, 2,
k[v]/(v2) =
∧
kχi,j,k,l, if (i+ l)j = 1, 3.
Proof. The claim follows by Proposition 4.2. 
Remark 5.2 B(kχi,j,k,l) is finite-dimensional if and only if kχi,j,k,l is isomorphic either to
V1 := kχ1,1,0,0 , V2 := kχ1,1,1,0 , V3 := kχ0,1,0,1 , V4 := kχ0,1,1,1 ,
V5 := kχ1,3,0,0 , V6 := kχ1,3,1,0 , V7 := kχ0,3,0,1 , V8 := kχ0,3,1,1 .
For the convenience of our statements, we let
M1 = V0,1,0,0,1,1, M2 = V1,1,0,0,1,1,, M3 = V0,0,1,0,0,1, M4 = V0,1,1,0,0,1,
M5 = V0,0,1,0,1,0, M6 = V0,1,0,0,1,0, M7 = V1,0,0,1,0,0, M8 = V1,0,0,1,1,1,
M9 = V0,1,1,1,0,1, M10 = V0,0,1,1,0,1, M11 = V0,1,0,1,1,0, M12 = V0,0,1,1,1,0,
M13 = W1,1,0,1, M14 = W1,1,2,0, M15 =W1,0,2,0, M16 =W1,0,2,1,
M17 = U1,2,0,0, M18 = U1,2,0,1, M19 = U1,0,1,0, M20 = U1,0,1,1.
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Lemma 5.3 Let Vi,j,k,l,m,n ∈ HHYD with (i, j, k, l,m, n) ∈ Ω. Then
(1) dimB(Vi,j,k,l,m,n) =∞, for Vi,j,k,l,m,n /∈ {M1,M2, . . .M12}.
(2) ∀ V ∈ {M1,M2, . . .M12}, dimB(V ) = 4 and relations of B(M4), B(M6), B(M9),
B(M11) are given by v21 = 0, v22 = 0, v1v2 − v2v1 = 0, others are given by v21 = 0, v22 =
0, v1v2 + v2v1 = 0.
Proof. If Vi,j,k,l,m,n /∈ {M1,M2, . . .M12}, then the braiding has an eigenvector v1 ⊗ v1 of
eigenvalue 1, hence (1) follows by Remark 2.2. For (2), the braiding is of type A1×A1, then
we can get the relations of Nichols algebras. 
Using the same method, we have the following Lemmas.
Lemma 5.4 Let Wi,j,k,l ∈ HHYD with (i, j, k, l) ∈ Λ1. Then
(1) dimB(Wi,j,k,l) =∞, for Wi,j,k,l,m,n /∈ {M13,M14,M15,M16}.
(2) ∀ V ∈ {M13,M14,M15,M16}, dimB(V ) = 4 and the relations are given by v21 = 0, v22 =
0, v1v2 + v2v1 = 0.
Lemma 5.5 Let Ui,j,k,l ∈ HHYD with (i, j, k, l) ∈ Λ2. Then
(1) dimB(Ui,j,k,l) =∞, for Ui,j,k,l /∈ {M17,M18,M19,M20}.
(2) ∀ V ∈ {M17,M18,M19,M20}, dimB(V ) = 4 and the relations of B(M17), B(M18) are
given by v1v2 = 0, v2v1 = 0, v
2
1 + v
2
2 = 0, the relations of B(M19), B(M20) are given by
v1v2 = 0, v2v1 = 0, v
2
1 − v22 = 0.
Proof. (1) is similar to Proposition 5.3 (1).
(2) For V ∈ {M17,M18,M19,M20}, it belongs to the case R1,4 in [8]. Then the assertion
follows by [8, Proposition 3.15]. 
Proposition 5.6 (1) Let V, W be simple objects in HHYD. Finite-dimensional B(V ⊕W ) ∼=
B(V )⊗ B(W ) for the following cases
(a) V, W ∈ {V1, V2, . . . V8};
(b) V ∈ {V3, V4, V7, V8}, W ∈ {M1,M8};
(c) V ∈ {V1, V2, V5, V6}, W ∈ {M2,M7};
(d) V ∈ {V1, V3, V5, V7}, W ∈ {M3,M11};
(e) V ∈ {V1, V4, V5, V8}, W ∈ {M4,M12};
(f) V ∈ {V2, V4, V6, V8}, W ∈ {M5,M9};
(g) V ∈ {V2, V3, V6, V7}, W ∈ {M6,M10};
(h) V = M1, W ∈ {M2,M7}; V =M3 or M11, W ∈ {M5,M9};
(i) V = M4 or M12, W ∈ {M6,M10};
(j) (V,W ) ∈ {(M2,M8), (M7,M8), (M13,M14), (M15,M16), (M17,M18), (M19,M20)};
(k) V = W =Mi for i ∈ I1,20.
(2) For W ∈ {M13,M14,M15,M16}, V ∈ {V1, . . . , V8}, dimB(V ⊕W ) =∞.
(3) For W ∈ {M17,M18,M19,M20}, V ∈ {V1, . . . , V8}, dimB(V ⊕W ) =∞.
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Proof. The part (1) is a direct result of Lemma 2.3.
(2) Let M3 = k{v1, v2}, kp = kχi,j,k,l ∈ {V1, . . . , V8}, then
c(p⊗ v1) = (−1)lξjv1 ⊗ p, c(p⊗ v2) = −(−1)lξjv2 ⊗ p,
c(v1 ⊗ p) = −p⊗ v1, c(v2 ⊗ p) = p⊗ v2.
The generalized Dynkin diagram associated to the braiding is given by
v1
−1 (−1)l+1ξj −1 (−1)l+1ξj −1
p v2
Then by [22] we know that the Nichols algebra B(kχi,j,k,l ⊕M13) is infinite-dimensional. The
proofs for M14, M15, M16 are completely analogous.
(3) Let M17 = k{v1, v2}, kp = kχi,j,k,l ∈ {V1, . . . , V8}, then
(id− c2)(p⊗ v1) = [1− (−1)kξj]p⊗ v1, (id− c2)(p⊗ v2) = [1− (−1)kξj]p⊗ v2.
Thus ad(kχi,j,k,l)(M17) = (id− c2)(kχi,j,k,l⊗M17) ∼= kχi,j,k,l⊗M17. Let u = p⊗ v1, v = p⊗ v2,
then
x · u = (−1)iξu, y · u = −u, t · u = −(−1)kv,
x · v = −(−1)iξv, y · v = −v, t · v = −(−1)ku,
δ(u) =
1
2
xjyl(1 + x2)t⊗ u− 1
2
xjyl(1− x2)yt⊗ v,
δ(v) =
1
2
xjyl(1 + x2)yt⊗ v − 1
2
xjyl(1− x2)t⊗ u.
Whence by Lemma 5.5, we have that dimB(ad(kχi,j,k,l)(M17)) = ∞. As ad(kχi,j,k,l)(M17) is
the Yetter-Drinfeld submodule of B(kχi,j,k,l⊕M17) [23], then dimB(kχi,j,k,l⊕M17) =∞. The
proofs for M18, M19, M20 are completely analogous. 
Proof of Theorem A. The claim follows by Remark 5.2, Lemmas 5.3, 5.4, 5.5 and
Proposition 5.6.
6 Hopf algebras over H
In this section, based on the principle of the lifting method, we will determine finite-
dimensional Hopf algebras over H such that their infinitesimal braidings are those Yetter-
Drinfeld modules listed in Theorem A. We first show that the diagrams of these Hopf algebras
are Nichols algebras.
Theorem 6.1 Let A be a finite-dimensional Hopf algebra over H such that its infinitesimal
braiding is isomorphic to a Yetter-Drinfeld module V in Theorem A. Then gr(A) ∼= B(V )♯H.
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Proof. Let S be the graded dual of the diagram R of A. By [12, Lemma 2.4], S is generated
by W = S(1). Since R(0) = k, V := R(1) = P(R), there exists an epimorphism S ։ B(W ).
We know that R is a Nichols algebra if and only if P(S) = S(1), that is, S is also a Nichols
algebra. It is enough to show that the relations of B(W ) also hold in S. If V is a simple
object in HHYD, then W must be simple as an object in HHYD.
Assume W = Ω2(n1, n2, n3, n4). Then W is generated by
p1, p2, {Ck}k=1,.,n1, {Dℓ}ℓ=1,.,n2, {Gs}s=1,..,n3, {Hr}r=1,..,n4
with M1 = k{p1, p2}, kCk ≃ V3, kDℓ ≃ V4, kGs ≃ V7, kHr ≃ V8, and the defining ideal of
the Nichols algebra B(W ) is generated by the elements
p21, p
2
2, p1p2 + p2p1, {Ck1Ck2 + Ck2Ck1}1≤k1,k2≤n1 , {Dℓ1Dℓ2 +Dℓ2Dℓ1}1≤ℓ1,ℓ2≤n2 ,
{Gs1Gs2 +Gs2Gs1}1≤s1,s2≤n3, {Hr1Hr2 +Hr2Hr1}1≤r1,r2≤n4, CkDℓ +DℓCk,
CkGs +GsCk, CkHr +HrCk, DℓGs +GsDℓ, DℓHr +HrDℓ, GsHr +HrGs,
p1Ck + Ckp1, p2Ck + Ckp2, p1Dℓ +Dℓp1, p2Dℓ +Dℓp2, p1Gs +Gsp1,
p2Gs +Gsp2, p1Hr +Hrp1, p2Hr +Hrp2.
Since S is finite-dimensional, it is enough to show that c(r ⊗ r) = r ⊗ r for all generators
given in above for the defining ideal. By [18, Theorem 6], all those generators are primitive
elements. As δ(Ck) = xy ⊗ Ck, δ(Dl) = xy ⊗Dl,
δ(p1) =
1
2
(1 + x2)y ⊗ p1 + 1
2
(1− x2)y ⊗ p2,
δ(p2) =
1
2
(1 + x2)y ⊗ p2 + 1
2
(1− x2)y ⊗ p1,
we have that
δ(p21) =
1
2
(1 + x2)⊗ p21 +
1
2
(1− x2)⊗ p22,
δ(p22) =
1
2
(1 + x2)⊗ p22 +
1
2
(1− x2)⊗ p21,
δ(CkDl +DlCk) = x
2 ⊗ (CkDl +DlCk),
δ(p1p2 + p2p1) =
1
2
(1 + x2)⊗ (p1p2 + p2p1) + 1
2
(1− x2)⊗ (p1p2 + p2p1),
δ(p1Ck + Ckp1) =
1
2
x(1 + x2)⊗ (p1Ck + Ckp1) + 1
2
x(1 − x2)⊗ (p2Ck + Ckp2).
Then by the definition of the braiding in HHYD, the claim follows. We leave the rest to the
reader. 
Lemma 6.2 [11, Lemma 6.1] Let H be a Hopf algebra, ψ : H → H an automorphism of
Hopf algebra, and V, W Yetter-Drinfeld modules over H.
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(1) Let V ψ be the same space as that of the underlying V but with action and coaction
h ·ψ v = ψ(h) · v, δψ(v) = (ψ−1 ⊗ id)δ(v), h ∈ H, v ∈ V.
Then V ψ is also a Yetter-Drinfeld module over H. If T : V → W is a morphism in HHYD,
so is T ψ : V ψ → W ψ. Moreover, the braiding c : V ψ ⊗W ψ → W ψ ⊗ V ψ coincides with the
braiding c : V ⊗W →W ⊗ V .
(2) If R is an algebra (resp., a coalgebra, a Hopf algebra) in HHYD, so is Rψ, with the same
structural maps.
(3) Let R be a Hopf algebra in HHYD. Then the map ϕ : Rψ♯H → R♯H given by ϕ(r♯h) =
r♯ψ(h) is an isomorphism of Hopf algebras.
Corollary 6.3 (1) V τ171 ≃ V3, V τ172 ≃ V4, V τ175 ≃ V7, V τ176 ≃ V8, M τ172 ≃ M1, M τ177 ≃M8.
(2) V τ51 ≃ V2, V τ53 ≃ V4, V τ55 ≃ V6, V τ57 ≃ V8, M τ53 ≃ M5, M τ511 ≃ M9, M τ54 ≃ M6,
M τ512 ≃M10, M τ517 ≃M18, M τ913 ≃M14, M τ915 ≃M16.
(3) M τ23 ≃ M10, M τ24 ≃M9, M τ25 ≃M12, M τ26 ≃M11, M τ217 ≃ M19, M τ218 ≃M20, V τ21 ≃ V2,
V τ25 ≃ V6, V τ2i ≃ Vi for i ∈ {3, 4, 7, 8}.
(4) B(Ωi(n1, n2, n3, n4))♯H ≃ B(Ωj(n1, n2, n3, n4))♯H for
(i, j) ∈ {(2, 3), (4, 6), (5, 7), (8, 9), (10, 12), (11, 13), (4, 11), (5, 10)}.
(5) B(Ωi)♯H ≃ B(Ωj)♯H for
(i, j) ∈ {(14, 30), (16, 31), (19, 32), (17, 33), (19, 34), (20, 35), (32, 36),
(22, 37), (20, 38), (21, 39), (17, 40), (18, 41), (38, 42), (40, 43),
(24, 44), (26, 45), (28, 46), (28, 47), (29, 48), (46, 49)}.
Let i, j, k, ℓ, m, q, s, r ∈ N∗, denote
kAi ≃ V1, kBj ≃ V2, kCk ≃ V3, kDℓ ≃ V4,
kEm ≃ V5, kFq ≃ V6, kGs ≃ V7, kHr ≃ V8.
Definition 6.4 For n1, n2, .., n8 ∈ N∗ with
∑8
i=1 ni ≥ 1 and
I1 ={(αi1,i2)n1×n1, (βj1,j2)n2×n2 , (γk1,k2)n3×n3, (ηℓ1,ℓ2)n4×n4,
(ζm1,m2)n5×n5 , (θq1,q2)n6×n6, (λs1,s2)n7×n7 , (µr1,r2)n8×n8}
with entries in k, let us denote by U1(n1, n2, . . . , n8; I1) the algebra that is generated by x, y, t,
{Ai}i=1,.,n1, {Bj}j=1,.,n2, {Ck}k=1,..,n3, {Dℓ}ℓ=1,..,n4, {Em}m=1,..,n5, {Fq}q=1,..,n6, {Gs}s=1,..,n7,
{Hr}r=1,..,n8 satisfying the relations (3.2), (3.3), (3.4) and
xAi = −Aix, yAi = −Aiy, tAi = Aix2t, (6.20)
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xBj = −Bjx, yBj = −Bjy, tBj = −Bjx2t, (6.21)
xCk = Ckx, yCk = −Cky, tCk = Ckx2t, (6.22)
xDℓ = Dℓx, yDℓ = −Dℓy, tDℓ = −Dℓx2t, (6.23)
xEm = −Emx, yEm = −Emy, tEm = Emx2t, (6.24)
xFq = −Fqx, yFq = −Fqy, tFq = −Fqx2t, (6.25)
xGs = Gsx, yGs = −Gsy, tGs = Gsx2t, (6.26)
xHr = Hrx, yHr = −Hry, tHr = −Hrx2t, (6.27)
Ai1Ai2 + Ai2Ai1 = αi1,i2(1− x2), i1, i2 ∈ {1, . . . , n1}, (6.28)
Bj1Bj2 +Bj2Bj1 = βj1,j2(1− x2), j1, j2 ∈ {1, . . . , n2}, (6.29)
Ck1Ck2 + Ck2Ck1 = γk1,k2(1− x2), k1, k2 ∈ {1, . . . , n3}, (6.30)
Dℓ1Dℓ2 +Dℓ2Dℓ1 = ηℓ1,ℓ2(1− x2), ℓ1, ℓ2 ∈ {1, . . . , n4}, (6.31)
Em1Em2 + Em2Em1 = ζm1,m2(1− x2), m1, m2 ∈ {1, . . . , n5}, (6.32)
Fq1Fq2 + Fq2Fq1 = θq1,q2(1− x2), q1, q2 ∈ {1, . . . , n6}, (6.33)
Gs1Gs2 +Gs2Gs1 = λs1,s2(1− x2), s1, s2 ∈ {1, . . . , n7}, (6.34)
Hr1Hr2 +Hr2Hr1 = µr1,r2(1− x2), r1, r2 ∈ {1, . . . , n8}, (6.35)
AiBj +BjAi = 0, AiCk − CkAi = 0, AiDℓ −DℓAi = 0, AiEm + EmAi = 0, (6.36)
AiFq + FqAi = 0, AiGs −GsAi = 0, AiHr −HrAi = 0, BjCk − CkBj = 0, (6.37)
BjDℓ −DℓBj = 0, BjEm + EmBj = 0, BjFq + FqBj = 0, BjGs −GsBj = 0, (6.38)
BjHr −HrBj = 0, CkDℓ +DℓCk = 0, CkEm −EmCk = 0, CkFq − FqCk = 0, (6.39)
CkGs +GsCm = 0, CkHr +HrCk = 0, DℓEm −EmDℓ = 0, DℓFq − FqDℓ = 0, (6.40)
DℓGs +GsDℓ = 0, DℓHr +HrDℓ = 0, EmFq + FqEm = 0, EmGs −GsEm = 0, (6.41)
EmHr −HrEm = 0, FqGs −GsFq = 0, FqHr −HrFq = 0, GsHr +HrGs = 0. (6.42)
It is a Hopf algebra with its coalgebra structure determined by
△(Ai) = Ai ⊗ 1 + x⊗Ai, △(Bj) = Bj ⊗ 1 + x⊗ Bj ,
△(Ck) = Ck ⊗ 1 + xy ⊗ Ck, △(Dℓ) = Dℓ ⊗ 1 + xy ⊗Dℓ,
△(Em) = Em ⊗ 1 + x3 ⊗ Em, △(Fq) = Fq ⊗ 1 + x3 ⊗ Fq,
△(Gs) = Gs ⊗ 1 + x3y ⊗Gs, △(Hr) = Hr ⊗ 1 + x3y ⊗Hr.
Remark 6.5 It is clear that U1(n1, n2, . . . , n8; 0) ∼= B(Ω1(n1, n2, . . . , n8))♯H. Also note that
U1(n1, n2, . . . , n8; I1) ∼= T (Ω1(n1, n2, . . . , n8))/J(I1), where J(I1) is a Hopf ideal generated by
relations (6.28)− (6.35).
Now we determine the liftings and discuss the isomorphism classes of U1(n1, n2, . . . , n8; I1).
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Proposition 6.6 (1) Let A be a finite-dimensional Hopf algebra over H such that its in-
finitesimal braiding is Ω1(n1, n2, . . . , n8), then A ∼= U1(n1, n2, . . . , n8; I1).
(2) U1(n1, . . . , n8; I1) ∼= U1(n1, . . . , n8; I ′1) if and only if there exist invertible matrices
(a
i
′
1
i1
)n1×n1, (ai′
2
i2
)n1×n1, (bj′
1
j1
)n2×n2, (bj′
2
j2
)n2×n2, (ck′
1
k1
)n3×n3, (ck′
2
k2
)n3×n3, (dℓ′
1
ℓ1
)n4×n4,
(d
ℓ
′
2
ℓ2
)n4×n4, (em′
1
m1
)n5×n5, (em′
2
m2
)n5×n5, (fq′
1
q1
)n6×n6, (fq′
2
q2
)n6×n6, (gs′
1
s1
)n7×n7, (gs′
2
s2
)n7×n7,
(hr′
1
r1
)n8×n8, (hr′
2
r2
)n8×n8 such that
n1∑
i
′
1
=1
n1∑
i
′
2
=1
a
i
′
1
i1
a
i
′
2
i2
α
′
i
′
1
,i
′
2
= αi1,i2,
n2∑
j
′
1
=1
n2∑
j
′
2
=1
b
j
′
1
j1
b
j
′
2
j2
β
′
j
′
1
,j
′
2
= βj1,j2, (6.43)
n3∑
k
′
1
=1
n3∑
k
′
2
=1
c
k
′
1
k1
c
k
′
2
k2
γ
′
k
′
1
,k
′
2
= γk1,k2,
n4∑
ℓ
′
1
=1
n4∑
ℓ
′
2
=1
d
ℓ
′
1
ℓ1
d
ℓ
′
2
ℓ2
η
′
ℓ
′
1
,ℓ
′
2
= ηℓ1,ℓ2, (6.44)
n5∑
m
′
1
=1
n5∑
m
′
2
=1
e
m
′
1
m1
e
m
′
2
m2
ζ
′
m
′
1
,m
′
2
= ζm1,m2 ,
n6∑
q
′
1
=1
n6∑
q
′
2
=1
f
q
′
1
q1
f
q
′
2
q2
θ
′
q
′
1
,q
′
2
= θq1,q2, (6.45)
n7∑
s
′
1
=1
n7∑
s
′
2
=1
g
s
′
1
s1
g
s
′
2
s2
λ
′
s
′
1
,s
′
2
= λs1,s2,
n8∑
r
′
1
=1
n8∑
r
′
2
=1
h
r
′
1
r1
h
r
′
2
r2
µ
′
r
′
1
,r
′
2
= µr1,r2 , (6.46)
or n1 = n2, n5 = n6 satisfying (6.44), (6.46) and
n1∑
j
′
1
=1
n1∑
j
′
2
=1
a
j
′
1
i1
a
j
′
2
i2
β
′
j
′
1
,j
′
2
= αi1,i2,
n1∑
i
′
1
=1
n1∑
i
′
2
=1
b
i
′
1
j1
b
i
′
2
j2
α
′
i
′
1
,i
′
2
= βj1,j2,
n5∑
q
′
1
=1
n5∑
q
′
2
=1
e
q
′
1
m1
e
q
′
2
m2
θ
′
q
′
1
,q
′
2
= ζm1,m2 ,
n5∑
m
′
1
=1
n5∑
m
′
2
=1
f
m
′
1
q1
f
m
′
2
q2
ζ
′
m
′
1
,m
′
2
= θq1,q2,
(6.47)
or n1 = n2, n3 = n4, n5 = n6, n7 = n8 satisfying (6.47) and
n3∑
ℓ
′
1
=1
n3∑
ℓ
′
2
=1
cℓ′
1
k1
cℓ′
2
k2
η
′
ℓ
′
1
,ℓ
′
2
= γk1,k2,
n3∑
k
′
1
=1
n3∑
k
′
2
=1
dk′
1
ℓ1
dk′
2
ℓ2
γ
′
k
′
1
,k
′
2
= ηℓ1,ℓ2,
n7∑
r
′
1
=1
n7∑
r
′
2
=1
gr′
1
s1
gr′
2
s2
µ
′
r
′
1
,r
′
2
= λs1,s2,
n7∑
s
′
1
=1
n7∑
s
′
2
=1
hs′
1
r1
hs′
2
r2
λ
′
s
′
1
,s
′
2
= µr1,r2,
(6.48)
or n3 = n4, n7 = n8 satisfying (6.43), (6.45) and (6.48) or n1 = n5, n2 = n6, n3 = n7, n4 =
n8 and there exist invertible matrices (am′
1
i1
)n1×n1, (am′
2
i2
)n1×n1, (bq′
1
j1
)n2×n2, (bq′
2
j2
)n2×n2,
(cs′
1
k1
)n3×n3, (cs′
2
k2
)n3×n3, (dr′
1
ℓ1
)n4×n4, (dr′
2
ℓ2
)n4×n4, (ei′
1
m1
)n1×n1, (ei′
2
m2
)n1×n1, (fj′
1
q1
)n2×n2,
(f
j
′
2
q2
)n2×n2, (gk′
1
s1
)n3×n3, (gk′
2
s2
)n3×n3, (hℓ′
1
r1
)n4×n4, (hℓ′
2
r2
)n4×n4 such that
n1∑
m
′
1
=1
n1∑
m
′
2
=1
a
m
′
1
i1
a
m
′
2
i2
ζ
′
m
′
1
,m
′
2
= αi1,i2 ,
n2∑
q
′
1
=1
n2∑
q
′
2
=1
b
q
′
1
j1
b
q
′
2
j2
θ
′
q
′
1
,q
′
2
= βj1,j2, (6.49)
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n3∑
s
′
1
=1
n3∑
s
′
2
=1
c
s
′
1
k1
c
s
′
2
k2
λ
′
s
′
1
,s
′
2
= γk1,k2,
n4∑
r
′
1
=1
n4∑
r
′
2
=1
d
r
′
1
ℓ1
d
r
′
2
ℓ2
µ
′
r
′
1
,r
′
2
= ηℓ1,ℓ2, (6.50)
n1∑
i
′
1
=1
n1∑
i
′
2
=1
ei′
1
m1
ei′
2
m2
α
′
i
′
1
,i
′
2
= ζm1,m2 ,
n2∑
j
′
1
=1
n2∑
j
′
2
=1
fj′
1
q1
fj′
2
q2
β
′
j
′
1
,j
′
2
= θq1,q2, (6.51)
n3∑
k
′
1
=1
n3∑
k
′
2
=1
gk′
1
s1
gk′
2
s2
γ
′
k
′
1
,k
′
2
= λs1,s2,
n4∑
ℓ
′
1
=1
n4∑
ℓ
′
2
=1
hℓ′
1
r1
hℓ′
2
r2
η
′
ℓ
′
1
,ℓ
′
2
= µr1,r2 , (6.52)
or n1 = n6, n2 = n5, n3 = n7, n4 = n8 satisfying (6.50), (6.52) and
n1∑
q
′
1
=1
n1∑
q
′
2
=1
aq′
1
i1
aq′
2
i2
θ
′
q
′
1
,q
′
2
= αi1,i2 ,
n2∑
m
′
1
=1
n2∑
m
′
2
=1
bm′
1
j1
bm′
2
j2
ζ
′
m
′
1
,m
′
2
= βj1,j2,
n2∑
j
′
1
=1
n2∑
j
′
2
=1
e
j
′
1
m1
e
j
′
2
m2
β
′
j
′
1
,j
′
2
= ζm1,m2 ,
n1∑
i
′
1
=1
n1∑
i
′
2
=1
f
i
′
1
q1
f
i
′
2
q2
α
′
i
′
1
,i
′
2
= θq1,q2,
(6.53)
or n1 = n6, n2 = n5, n3 = n8, n4 = n7 satisfying (6.53) and
n3∑
r
′
1
=1
n3∑
r
′
2
=1
c
r
′
1
k1
c
r
′
2
k2
µ
′
r
′
1
,r
′
2
= γk1,k2,
n4∑
s
′
1
=1
n4∑
s
′
2
=1
d
s
′
1
ℓ1
d
s
′
2
ℓ2
λ
′
s
′
1
,s
′
2
= ηℓ1,ℓ2,
n4∑
ℓ
′
1
=1
n4∑
ℓ
′
2
=1
g
ℓ
′
1
s1
g
ℓ
′
2
s2
η
′
ℓ
′
1
,ℓ
′
2
= λs1,s2,
n3∑
k
′
1
=1
n3∑
k
′
2
=1
h
k
′
1
r1
h
k
′
2
r2
γ
′
k
′
1
,k
′
2
= µr1,r2,
(6.54)
or n1 = n5, n2 = n6, n3 = n8, n4 = n7 satisfying (6.49), (6.51) and (6.54) or n1 = n3, n2 =
n4, n5 = n7, n6 = n8 and there exist invertible matrices (ak′
1
i1
)n1×n1, (ak′
2
i2
)n1×n1, (bℓ′
1
j1
)n2×n2,
(b
ℓ
′
2
j2
)n2×n2, (ci′
1
k1
)n1×n1, (ci′
2
k2
)n1×n1, (dj′
1
ℓ1
)n2×n2, (dj′
2
ℓ2
)n2×n2, (es′
1
m1
)n5×n5, (es′
2
m2
)n5×n5,
(fr′
1
q1
)n6×n6,(fr′
2
q2
)n6×n6, (gm′
1
s1
)n5×n5,(gm′
2
s2
)n5×n5, (hq′
1
r1
)n6×n6, (hq′
2
r2
)n6×n6 such that
n1∑
k
′
1
=1
n1∑
k
′
2
=1
ak′
1
i1
ak′
2
i2
γ
′
k
′
1
,k
′
2
= αi1,i2,
n2∑
ℓ
′
1
=1
n2∑
ℓ
′
2
=1
bℓ′
1
j1
bℓ′
2
j2
η
′
ℓ
′
1
,ℓ
′
2
= βj1,j2, (6.55)
n1∑
i
′
1
=1
n1∑
i
′
2
=1
ci′
1
k1
ci′
2
k2
α
′
i
′
1
,i
′
2
= γk1,k2,
n2∑
j
′
1
=1
n2∑
j
′
2
=1
dj′
1
ℓ1
dj′
2
ℓ2
β
′
j
′
1
,j
′
2
= ηℓ1,ℓ2, (6.56)
n5∑
s
′
1
=1
n5∑
s
′
2
=1
es′
1
m1
es′
2
m2
λ
′
s
′
1
,s
′
2
= ζm1,m2 ,
n6∑
r
′
1
=1
n6∑
r
′
2
=1
fr′
1
q1
fr′
2
q2
µ
′
r
′
1
,r
′
2
= θq1,q2, (6.57)
n5∑
m
′
1
=1
n5∑
m
′
2
=1
gm′
1
s1
gm′
2
s2
ζ
′
m
′
1
,m
′
2
= λs1,s2,
n6∑
q
′
1
=1
n6∑
q
′
2
=1
hq′
1
r1
hq′
2
r2
θ
′
q
′
1
,q
′
2
= µr1,r2, (6.58)
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or n1 = n2 = n3 = n4, n5 = n6 = n7 = n8 satisfying (6.55), (6.57) and
n1∑
j
′
1
=1
n1∑
j
′
2
=1
cj′
1
k1
cj′
2
k2
β
′
j
′
1
,j
′
2
= γk1,k2,
n1∑
i
′
1
=1
n1∑
i
′
2
=1
di′
1
ℓ1
di′
2
ℓ2
α
′
i
′
1
,i
′
2
= ηℓ1,ℓ2 ,
n5∑
q
′
1
=1
n5∑
q
′
2
=1
g
q
′
1
s1
g
q
′
2
s2
θ
′
q
′
1
,q
′
2
= λs1,s2,
n5∑
m
′
1
=1
n5∑
m
′
2
=1
h
m
′
1
r1
h
m
′
2
r2
ζ
′
m
′
1
,m
′
2
= µr1,r2 ,
(6.59)
or n1 = n4, n2 = n3, n5 = n8, n6 = n7 satisfying (6.59) and
n1∑
ℓ
′
1
=1
n1∑
ℓ
′
2
=1
a
ℓ
′
1
i1
a
ℓ
′
2
i2
η
′
ℓ
′
1
,ℓ
′
2
= αi1,i2 ,
n2∑
k
′
1
=1
n2∑
k
′
2
=1
b
k
′
1
j1
b
k
′
2
j2
γ
′
k
′
1
,k
′
2
= βj1,j2,
n5∑
r
′
1
=1
n5∑
r
′
2
=1
e
r
′
1
m1
e
r
′
2
m2
µ
′
r
′
1
,r
′
2
= ζm1,m2,
n6∑
s
′
1
=1
n6∑
s
′
2
=1
f
s
′
1
q1
f
s
′
2
q2
λ
′
s
′
1
,s
′
2
= θq1,q2,
(6.60)
or n1 = n2 = n3 = n4, n5 = n6 = n7 = n8 satisfying (6.56), (6.58) and (6.60) or n1 =
n7, n2 = n8, n3 = n5, n4 = n6 and there exist invertible matrices (as′
1
i1
)n1×n1, (as′
2
i2
)n1×n1,
(b
r
′
1
j1
)n2×n2, (br′
2
j2
)n2×n2, (cm′
1
k1
)n3×n3, (cm′
2
k2
)n3×n3, (dq′
1
ℓ1
)n4×n4, (dq′
2
ℓ2
)n4×n4, (ek′
1
m1
)n3×n3,
(ek′
2
m2
)n3×n3, (fℓ′
1
q1
)n4×n4, (fℓ′
2
q2
)n4×n4, (gi′
1
s1
)n1×n1, (gi′
2
s2
)n1×n1, (hj′
1
r1
)n2×n2, (hj′
2
r2
)n2×n2 such
that
n1∑
s
′
1
=1
n1∑
s
′
2
=1
as′
1
i1
as′
2
i2
λ
′
s
′
1
,s
′
2
= αi1,i2 ,
n2∑
r
′
1
=1
n2∑
r
′
2
=1
br′
1
j1
br′
2
j2
µ
′
r
′
1
,r
′
2
= βj1,j2, (6.61)
n3∑
m
′
1
=2
n3∑
m
′
2
=1
cm′
1
k1
cm′
2
k2
ζ
′
m
′
1
,m
′
2
= γk1,k2,
n4∑
q
′
1
=1
n4∑
q
′
2
=1
dq′
1
ℓ1
dq′
2
ℓ2
θ
′
q
′
1
,q
′
2
= ηℓ1,ℓ2 , (6.62)
n3∑
k
′
1
=1
n3∑
k
′
2
=1
ek′
1
m1
ek′
2
m2
γ
′
k
′
1
,k
′
2
= ζm1,m2,
n4∑
ℓ
′
1
=1
n4∑
ℓ
′
2
=1
fℓ′
1
q1
fℓ′
2
q2
η
′
ℓ
′
1
,ℓ
′
2
= θq1,q2, (6.63)
n1∑
i
′
1
=1
n1∑
i
′
2
=1
gi′
1
s1
gi′
2
s2
α
′
i
′
1
,i
′
2
= λs1,s2,
n2∑
j
′
1
=1
n2∑
j
′
2
=1
hj′
1
r1
hj′
2
r2
β
′
j
′
1
,j
′
2
= µr1,r2, (6.64)
or n1 = n2 = n7 = n8, n3 = n4 = n5 = n6 satisfying (6.61), (6.63) and
n3∑
q
′
1
=1
n3∑
q
′
2
=1
c
q
′
1
k1
c
q
′
2
k2
θ
′
q
′
1
,q
′
2
= γk1,k2,
n3∑
m
′
1
=1
n3∑
m
′
2
=1
d
m
′
1
ℓ1
d
m
′
2
ℓ2
ζ
′
m
′
1
,m
′
2
= ηℓ1,ℓ2,
n1∑
j
′
1
=1
n1∑
j
′
2
=1
g
j
′
1
s1
g
j
′
2
s2
β
′
j
′
1
,j
′
2
= λs1,s2,
n1∑
i
′
1
=1
n1∑
i
′
2
=1
h
i
′
1
r1
h
i
′
2
r2
α
′
i
′
1
,i
′
2
= µr1,r2 ,
(6.65)
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or n1 = n8, n2 = n7, n3 = n6, n4 = n5 satisfying (6.65) and
n1∑
r
′
1
=1
n1∑
r
′
2
=1
a
r
′
1
i1
a
r
′
2
i2
µ
′
r
′
1
,r
′
2
= αi1,i2,
n2∑
s
′
1
=1
n2∑
s
′
2
=1
b
s
′
1
j1
b
s
′
2
j2
λ
′
s
′
1
,s
′
2
= βj1,j2,
n4∑
ℓ
′
1
=1
n4∑
ℓ
′
2
=1
e
ℓ
′
1
m1
e
ℓ
′
2
m2
η
′
ℓ
′
1
,ℓ
′
2
= ζm1,m2 ,
n3∑
k
′
1
=1
n3∑
k
′
2
=1
f
k
′
1
q1
f
k
′
2
q2
γ
′
k
′
1
,k
′
2
= θq1,q2,
(6.66)
or n1 = n2 = n7 = n8, n3 = n4 = n5 = n6 satisfying (6.62), (6.64) and (6.66).
Proof. (1) By Theorem 6.1, we have that gr(A) ∼= B(Ω1(n1, n2, . . . , n8))♯H . We can check
the relations listed in Definition 6.4, except (6.28)− (6.42), hold in A from the bosonization
B(Ω1(n1, n2, . . . , n8))♯H . As △(Ai) = Ai ⊗ 1 + x ⊗ Ai,△(Bj) = Bj ⊗ 1 + x ⊗ Bj, a direct
computation shows that
△(Ai1Ai2 + Ai2Ai1) = (Ai1Ai2 + Ai2Ai1)⊗ 1 + x2 ⊗ (Ai1Ai2 + Ai2Ai1),
△(AiBj +BjAi) = (AiBj +BjAi)⊗ 1 + x2 ⊗ (AiBj +BjAi).
Then Ai1Ai2+Ai2Ai1 , AiBj+BjAi ∈ P1,x2(B(Ω1(n1, n2, . . . , n8))♯H) = P1,x2(H) = k{1−x2}.
Since t(AiBj +BjAi) = −(AiBj +BjAi)t, it follows that
Ai1Ai2 + Ai2Ai1 = αi1,i2(1− x2), AiBj +BjAi = 0
for some αi1,i2 ∈ k. Similarly, the relations (6.29) − (6.42) hold in A. Then there is a
surjective Hopf morphism from U1(n1, n2, . . . , n8; I1) to A. We can observe that each element
of U1(n1, n2, . . . , n8; I1) can be expressed by a linear combination of
{Aαii Bβjj Cγkk Dηℓℓ Eζmm F θqq Gλss Hµrr xeyf tg; αi, βj, γk, ηℓ, ζm, θq, λs, µr, f, g ∈ I0,1, e ∈ I0,3}.
In fact, according to the Diamond Lemma [15], the set is a basis of U1(n1, n2, . . . , n8; I1).
Then dimA = dimU1(n1, n2, . . . , n8; I1) and whence A ∼= U1(n1, n2, . . . , n8; I1).
(2) Suppose that Φ : U1(n1, . . . , n8; I1) → U1(n1, . . . , n8; I ′1) is an isomorphism of Hopf
algebras, where
I
′
1 = {(α
′
i1,i2
)n1×n1 , (β
′
j1,j2
)n2×n2 , (γ
′
k1,k2
)n3×n3 , (η
′
ℓ1,ℓ2
)n4×n4,
(ζ
′
m1,m2
)n5×n5, (θ
′
q1,q2
)n6×n6, (λ
′
s1,s2
)n7×n7, (µ
′
r1,r2
)n8×n8}
and U1(n1, n2, . . . , n8; I
′
1) is generated by x, y, t, A
′
i, B
′
j , C
′
k, D
′
ℓ, E
′
m, F
′
q , G
′
s, H
′
r.
When Φ|H = τ1 or τ3, then Φ(Ai) is (1, x)-skew primitive, so
Φ(Ai) ∈
n1⊕
i
′=1
kA
′
i
′
n2⊕
j
′=1
kB
′
j
′
⊕
k(1− x).
25
tAi = Aix
2t, tB
′
j
′ = −B′
j
′x2t imply that Φ(Ai) doesn’t contain the term of
⊕n2
j
′=1
kB
′
j
′ .
xAi = −Aix implies that Φ(Ai) doesn’t contain the term of 1 − x. So there exists an
invertible matrix (ai′ i)n1×n1 such that Φ(Ai) =
n1∑
i
′=1
ai′ iA
′
i
′ . Similarly, Φ(Bj) =
n2∑
j
′=1
bj′ jB
′
j
′ ,
Φ(Ck) =
n3∑
k
′=1
ck′kC
′
k
′ , Φ(Dℓ) =
n4∑
ℓ
′=1
dℓ′ℓD
′
ℓ
′ , Φ(Em) =
n5∑
m
′=1
em′mE
′
m
′ ,
Φ(Fq) =
n6∑
q
′=1
fq′qF
′
q
′ , Φ(Gs) =
n7∑
s
′=1
gs′sG
′
s
′ , Φ(Hr) =
n8∑
r
′=1
hr′rH
′
r
′ .
In this case, Φ is an isomorphism of Hopf algebras if and only if the relations (6.43)− (6.46)
hold. Similarly, Φ is an isomorphism of Hopf algebras if and only if
when Φ|H = τ2 or τ4, the relations (6.44), (6.46), (6.47) hold;
when Φ|H = τ5 or τ7, the relations (6.48), (6.47) hold;
when Φ|H = τ6 or τ8, the relations (6.43), (6.45), (6.48) hold;
when Φ|H = τ9 or τ11, the relations (6.49)− (6.52) hold;
when Φ|H = τ10 or τ12, the relations (6.50), (6.52), (6.53) hold;
when Φ|H = τ13 or τ15, the relations (6.53) , (6.54) hold;
when Φ|H = τ14 or τ16, the relations (6.49), (6.51), (6.54) hold;
when Φ|H = τ17 or τ19, the relations (6.55)− (6.58) hold;
when Φ|H = τ18 or τ20, the relations (6.55), (6.57), (6.59) hold;
when Φ|H = τ21 or τ23, the relations (6.59), (6.60) hold;
when Φ|H = τ22 or τ24, the relations (6.56), (6.58), (6.60) hold;
when Φ|H = τ25 or τ27, the relations (6.61)− (6.64) hold;
when Φ|H = τ26 or τ28, the relations (6.61), (6.63), (6.65) hold;
when Φ|H = τ29 or τ31, the relations (6.65), (6.66) hold;
when Φ|H = τ30 or τ32, the relations (6.62), (6.64), (6.66) hold. 
Definition 6.7 For n1, n2, n3 n4 ∈ N∗ with
∑4
i=1 ni ≥ 0 and
I2 = {γk1,k2, ηℓ1,ℓ2, λs1,s2, µr1,r2 , λk, ζℓ, ιs, θr, ν},
where k, k1, k2 = 1, .., n1, ℓ, ℓ1, ℓ2 = 1, .., n2, s, s1, s2 = 1, .., n3, r, r1, r2 = 1, .., n4.
Let us denote by U2(n1, n2, n3, n4; I2) the algebra that is generated by x, y, t, p1, p2, {Ck},
{Dℓ}, {Gs}, {Hr} satisfying the relations (3.2)− (3.4), (6.22), (6.23), (6.26), (6.27), (6.30),
(6.31), (6.34), (6.35) and
xp1 = p1x, xp2 = p2x, yp1 = −p1y, yp2 = −p2y, tp1 = p1x2t, tp2 = −p2x2t,
CkDℓ +DℓCk = 0, CkGs +GsCm = 0, CkHr +HrCk = 0,
DℓGs +GsDℓ = 0, DℓHr +HrDℓ = 0, GsHr +HrGs = 0,
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p21 = ν(1− x2), p22 = −ν(1 − x2), p1p2 + p2p1 = 0, (6.67)
p1Ck + Ckp1 = λk(x+ x
3 − 2), p2Ck + Ckp2 = λk(x− x3), (6.68)
p1Dℓ +Dℓp1 = ζℓ(x− x3), p2Dℓ +Dℓp2 = ζℓ(x+ x3 − 2), (6.69)
p1Gs +Gsp1 = ιs(x+ x
3 − 2), p2Gs +Gsp2 = ιs(x3 − x), (6.70)
p1Hr +Hrp1 = θr(x
3 − x), p2Hr +Hrp2 = θr(x+ x3 − 2). (6.71)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)y ⊗ p1 + 12(1− x2)y ⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)y ⊗ p2 + 12(1− x2)y ⊗ p1,
△(Ck) = Ck ⊗ 1 + xy ⊗ Ck, △(Dℓ) = Dℓ ⊗ 1 + xy ⊗Dℓ,
△(Gs) = Gs ⊗ 1 + x3y ⊗Gs, △(Hr) = Hr ⊗ 1 + x3y ⊗Hr.
Remark 6.8 It is clear that U2(n1, n2, n3, n4; 0) ∼= B(Ω2(n1, n2, n3, n4))♯H. Also note that
U2(n1, n2, n3, n4; I2) ∼= T (Ω2(n1, n2, n3, n4))/J(I2), where J(I2) is a Hopf ideal generated by
relations (6.30), (6.31), (6.34), (6.35), (6.67)− (6.71).
Definition 6.9 For n1, n2, n3, n4 ∈ N∗ with
∑4
i=1 ni ≥ 0 and a set
I8 = {(αi1,i2)n1×n1, (βj1,j2)n2×n2 , (ζm1,m2)n3×n3, (θq1,q2)n4×n4, ν},
we denote by U8(n1, n2, n3, n4; I8) the algebra that is generated by x, y, t, p1, p2, {Ai}i=1,.,n1,
{Bj}j=1,.,n2, {Em}m=1,...,n3, {Fq}q=1,...,n4, satisfying the relations (3.2)− (3.4), (6.20), (6.21),
(6.24), (6.25), (6.28), (6.29), (6.32), (6.33), (6.67) and
xp1 = −p1x, xp2 = −p2x, yp1 = p1y, yp2 = p2y, tp1 = p1t, tp2 = −p2t,
AiBj +BjAi = 0, AiEm + EmAi = 0, AiFq + FqAi = 0,
BjEm + EmBj = 0, BjFq + FqBj = 0, EmFq + FqEm = 0,
p1Ai + Aip1 = 0, p2Ai + Aip2 = 0, p1Bj +Bjp1 = 0, p2Bj +Bjp2 = 0, (6.72)
p1Em + Emp1 = 0, p2Em + Emp2 = 0, p1Fq + Fqp1 = 0, p2Fq + Fqp2 = 0. (6.73)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)x⊗ p1 + ξ2(1− x2)x⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)x⊗ p2 − ξ2(1− x2)x⊗ p1,
△(Ai) = Ai ⊗ 1 + x⊗Ai, △(Bj) = Bj ⊗ 1 + x⊗ Bj ,
△(Em) = Em ⊗ 1 + x3 ⊗ Em, △(Fq) = Fq ⊗ 1 + x3 ⊗ Fq.
Proposition 6.10 (1) Let A be a finite-dimensional Hopf algebra with coradical H such that
its infinitesimal braiding is Ωi(n1, n2, n3, n4) for i ∈ {2, 8}, then A ∼= Ui(n1, n2, n3, n4; Ii).
(2) U2(n1, n2, n3, n4; I2) ∼= U2(n1, n2, n3, n4; I ′2) if and only if there exist nonzero parame-
ter z and invertible matrices (ck′k)n1×n1, (ck′
1
k1
)n1×n1, (ck′
2
k2
)n1×n1, (dℓ′ℓ)n2×n2, (dℓ′
1
ℓ1
)n2×n2,
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(dℓ′
2
ℓ2
)n2×n2, (gs′s)n3×n3, (gs′
1
s1
)n3×n3, (gs′
2
s2
)n3×n3, (hr′r)n4×n4, (hr′
1
r1
)n4×n4, (hr′
2
r2
)n4×n4 satis-
fying z2v
′
= v, (6.44), (6.46) and
z
n1∑
k
′=1
ck′kλ
′
k
′ = λk, z
n2∑
ℓ
′=1
dℓ′ℓζ
′
ℓ
′ = ζℓ, z
n3∑
s
′=1
gs′sι
′
s
′ = ιs, z
n4∑
r
′=1
hr′rθ
′
r
′ = θr. (6.74)
or n1 = n2, n3 = n4 satisfying z
2v
′
= −v, (6.48) and
z
n1∑
ℓ
′=1
cℓ′kζ
′
ℓ
′ = λk, z
n1∑
k
′=1
dk′ℓλ
′
k
′ = ζℓ, z
n3∑
r
′=1
gr′sθ
′
r
′ = ιs, z
n3∑
s
′=1
hs′rι
′
s
′ = θr. (6.75)
or n1 = n3, n2 = n4 satisfying z
2v
′
= v, (6.50), (6.52) and
z
n1∑
s
′=1
cs′kι
′
s
′ = λk, z
n2∑
r
′=1
dr′ℓθ
′
r
′ = ζℓ, z
n1∑
k
′=1
gk′sλ
′
k
′ = ιs, z
n2∑
ℓ
′=1
hℓ′rζ
′
ℓ
′ = θr. (6.76)
or n1 = n4, n2 = n3 satisfying z
2v
′
= −v, (6.54) and
z
n1∑
r
′=1
cr′kθ
′
r
′ = λk, z
n2∑
s
′=1
ds′ lι
′
s
′ = ζℓ, z
n2∑
ℓ
′=1
gℓ′sζ
′
ℓ
′ = ιs, z
n1∑
k
′=1
hk′rλ
′
k
′ = θr. (6.77)
(3) U8(n1, n2, n3, n4; I8) ∼= U8(n1, n2, n3, n4; I ′8) if and only if there exist nonzero parame-
ter z and invertible matrices (ai′
1
i1
)n1×n1, (ai′
2
i2
)n1×n1, (bj′
1
j1
)n2×n2, (bj′
2
j2
)n2×n2, (em′
1
m1
)n3×n3,
(e
m
′
2
m2
)n3×n3, (fq′
1
q1
)n4×n4, (fq′
2
q2
)n4×n4 satisfying z
2v
′
= v, (6.43), (6.45) or z2v
′
= −v or
n1 = n2, n3 = n4 satisfying z
2v
′
= v, (6.47) or z2v
′
= −v or n1 = n3, n2 = n4 satisfying
z2v
′
= v, (6.49), (6.51) or z2v
′
= −v or n1 = n4, n2 = n3 satisfying z2v′ = v, (6.53) or
z2v
′
= −v.
Proof. (1) We prove the claim only for Ω2(n1, n2, n3, n4), since the proof for Ω8(n1, n2, n3, n4)
follows the same lines. By Theorem 6.1, we have that gr(A) ∼= B(Ω2(n1, n2, n3, n4))♯H . Let
M1 = k{p1, p2}. From Proposition 6.6 and a direct computation, we get that the relations
except (6.67)− (6.71) hold in A. As
△(p1) = p1 ⊗ 1 + 1
2
(1 + x2)y ⊗ p1 + 1
2
(1− x2)y ⊗ p2,
△(p2) = p2 ⊗ 1 + 1
2
(1 + x2)y ⊗ p2 + 1
2
(1− x2)y ⊗ p1,
it follows that
△(p21 + p22) = (p21 + p22)⊗ 1 + 1⊗ (p21 + p22),
△(p21 − p22) = (p21 − p22)⊗ 1 + x2 ⊗ (p21 − p22),
△(p1p2 + p2p1) = (p1p2 + p2p1)⊗ 1 + 1⊗ (p1p2 + p2p1).
28
So we have the relation (6.67) holds in A. Since △(Ck) = Ck ⊗ 1 + xy ⊗ Ck, we get that
△(p1Ck + Ckp1) =(p1Ck + Ckp1)⊗ 1 + 1
2
(x+ x3)⊗ (p1Ck + Ckp1)
+
1
2
(x− x3)⊗ (p2Ck + Ckp2),
△(p2Ck + Ckp2) =(p2Ck + Ckp2)⊗ 1 + 1
2
(x+ x3)⊗ (p2Ck + Ckp2)
+
1
2
(x− x3)⊗ (p1Ck + Ckp1).
Since
t(p1Ck + Ckp1) = (p1Ck + Ckp1)t, t(p2Ck + Ckp2) = −(p2Ck + Ckp2)t,
we have the relation (6.68) holds in A.
Similarly, the relations (6.69), (6.70), (6.71) hold in A. Then there is a surjective Hopf
homomorphism from U2(n1, n2, n3, n4; I2) to A. By the Diamond Lemma, we have that the
linear basis of U2(n1, n2, n3, n4; I2) is
{Cγkk Dηℓℓ Gλss Hµrr pi1pj2xeyftg; γk, ηℓ, λs, µr, i, j, f, g ∈ I0,1, e ∈ I0,3}.
Then dimA = dimU2(n1, n2, n3, n4; I2) and whence A ∼= U2(n1, n2, n3, n4; I2).
(2) Suppose that Φ : U2(n1, n2, n3, n4; I2)→ U2(n1, n2, n3, n4; I ′2) is an isomorphism of Hopf
algebras. By Proposition 6.6, we know that Φ|H ∈ {τ1, · · · , τ16}. If Φ|H ∈ {τ1, τ2, τ3, τ4},
then
Φ(p1) = zp
′
1, Φ(p2) = zp
′
2, Φ(Ck) =
n1∑
k
′=1
ck′kC
′
k
′ ,
Φ(Dℓ) =
n2∑
ℓ
′=1
dℓ′ℓD
′
ℓ
′ , Φ(Gs) =
n3∑
s
′=1
gs′sG
′
s
′ , Φ(Hr) =
n4∑
r
′=1
hr′rH
′
r
′ .
Whence the relations z2v
′
= v, (6.44), (6.46), (6.74) hold. Similarly, Φ is an isomorphism of
Hopf algebras if and only if
when Φ|H ∈ {τ5, τ6, τ7, τ8}, the relations z2v′ = −v, (6.48), (6.75) hold;
when Φ|H ∈ {τ9, τ10, τ11, τ12}, the relations z2v′ = v, (6.50), (6.52), (6.76) hold;
when Φ|H ∈ {τ13, τ14, τ15, τ16}, the relations z2v′ = −v, (6.54), (6.77) hold.
The proof of (3) is completely analogous. 
Definition 6.11 For n1, n2, n3, n4 ∈ N∗ with
∑4
i=1 ni ≥ 0 and a set
I4 = {(αi1,i2)n1×n1, (γk1,k2)n2×n2 , (ζm1,m2)n3×n3, (λs1,s2)n4×n4 , ν},
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we denote by U4(n1, n2, n3, n4; I4) the algebra that is generated by x, y, t, p1, p2, {Ai}i=1,.,n1,
{Ck}k=1,.,n2, {Em}m=1,..,n3, {Gs}s=1,..,n4 satisfying the relations (3.2) − (3.4), (6.20), (6.22),
(6.24), (6.26), (6.28), (6.30), (6.32), (6.34), (6.67) and
xp1 = p1x, xp2 = −p2x, yp1 = p1y, yp2 = p2y, tp1 = −p1t, tp2 = −p2t,
AiCk − CkAi = 0, AiEm + EmAi = 0, AiGs −GsAi = 0,
CkEm − EmCm = 0, CkGs +GsCm = 0, EmGs −GsEm = 0,
p1Ai −Aip1 = 0, p2Ai + Aip2 = 0, p1Ck − Ckp1 = 0, p2Ck + Ckp2 = 0, (6.78)
p1Em − Emp1 = 0, p2Em + Emp2 = 0, p1Gs −Gsp1 = 0, p2Gs +Gsp2 = 0. (6.79)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)t⊗ p1 + 12(1− x2)yt⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)yt⊗ p2 + 12(1− x2)t⊗ p1,
△(Ai) = Ai ⊗ 1 + x⊗Ai, △(Ck) = Ck ⊗ 1 + xy ⊗ Ck,
△(Em) = Em ⊗ 1 + x3 ⊗ Em, △(Gs) = Gs ⊗ 1 + x3y ⊗Gs.
Definition 6.12 For n1, n2, n3, n4 ∈ N∗ with
∑4
i=1 ni ≥ 0 and a set
I5 = {αi1,i2, ηℓ1,ℓ2, ζm1,m2 , µr1,r2, ν, λi, κℓ, ιm, θr}
with i, i1, i2 ∈ {1, .., n1}, ℓ, ℓ1, ℓ2 ∈ {1, .., n2}, m, m1, m2 ∈ {1, .., n3}, r, r1, r2 ∈
{1, .., n4}, denote by U5(n1, n2, n3, n4; I5) the algebra that is generated by x, y, t, p1, p2,
{Ai}, {Dℓ}, {Em}, {Hr} satisfying the relations (3.2)− (3.4), (6.20), (6.23), (6.24), (6.27),
(6.28), (6.31), (6.32), (6.35) and
xp1 = p1x, xp2 = −p2x, yp1 = −p1y, yp2 = −p2y, tp1 = −p1x2t, tp2 = p2x2t,
AiDℓ −DℓAi = 0, AiEm + EmAi = 0, AiHr −HrAi = 0,
DℓEm − EmDℓ = 0, DℓHr +HrDℓ = 0, EmHr −HrEm = 0,
p21 = ν(1− x2), p22 = −ν(1 − x2), p1p2 − p2p1 = 0, (6.80)
p1Ai −Aip1 = λi(xyt− x3yt), p2Ai + Aip2 = λi(2− xyt− x3yt), (6.81)
p1Dℓ +Dℓp1 = κℓ(2− xyt− x3yt), p2Dℓ −Dℓp2 = κℓ(xyt− x3yt), (6.82)
p1Em − Emp1 = ιm(xyt− x3yt), p2Em + Emp2 = ιm(−2 + xyt+ x3yt), (6.83)
p1Hr +Hrp1 = θr(−2 + xyt+ x3yt), p2Hr −Hrp2 = θr(xyt− x3yt). (6.84)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)t⊗ p1 + 12(1− x2)yt⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)yt⊗ p2 + 12(1− x2)t⊗ p1,
△(Ai) = Ai ⊗ 1 + x⊗Ai, △(Dℓ) = Dℓ ⊗ 1 + xy ⊗Dℓ,
△(Em) = Em ⊗ 1 + x3 ⊗ Em, △(Hr) = Hr ⊗ 1 + x3y ⊗Hr.
Proposition 6.13 (1) Let A be a finite-dimensional Hopf algebra with coradical H such that
its infinitesimal braiding is Ωi(n1, n2, n3, n4) for i ∈ {4, 5}, then A ∼= Ui(n1, n2, n3, n4; Ii).
(2) U4(n1, n2, n3, n4; I4) ∼= U4(n1, n2, n3, n4; I ′4) if and only if there exist nonzero param-
eter z such that z2v
′
= v and invertible matrices (a
i
′
1
i1
)n1×n1, (ai′
2
i2
)n1×n1, (ck′
1
k1
)n2×n2,
(c
k
′
2
k2
)n2×n2, (em′
1
m1
)n3×n3, (em′
2
m2
)n3×n3, (gs′
1
s1
)n4×n4, (gs′
2
s2
)n4×n4 satisfying the first equa-
tions of (6.43)− (6.46) or n1 = n3, n2 = n4 satisfying the first equations of (6.49)− (6.52)
or n1 = n2, n3 = n4 satisfying the first equations of (6.55) − (6.58) or n1 = n4, n2 = n3
satisfying the first equations of (6.61)− (6.64).
(3) U5(n1, n2, n3, n4; I5) ∼= U5(n1, n2, n3, n4; I ′5) if and only if there exist nonzero param-
eter z and invertible matrices (ai′ i)n1×n1, (ai′
1
i1
)n1×n1, (ai′
2
i2
)n1×n1, (dℓ′ℓ)n2×n2, (dℓ′
1
ℓ1
)n2×n2,
(d
ℓ
′
2
ℓ2
)n2×n2, (em′m)n3×n3, (em′
1
m1
)n3×n3, (em′
2
m2
)n3×n3, (hr′r)n4×n4, (hr′
1
r1
)n4×n4, (hr′
2
r2
)n4×n4
satisfying z2v
′
= v, the first equations of (6.43), (6.45), the second equations of (6.44), (6.46)
and
z
n1∑
i
′=1
ai′ iλ
′
i
′ = λi, z
n2∑
ℓ
′=1
dℓ′ℓκ
′
ℓ
′ = κℓ, z
n3∑
m
′=1
em′mι
′
m
′ = ιm, z
n4∑
r
′=1
hr′rθ
′
r
′ = θr. (6.85)
or
z
n1∑
i
′=1
ai′ iλ
′
i
′ = −λi, z
n2∑
ℓ
′=1
dℓ′ℓκ
′
ℓ
′ = κℓ, z
n3∑
m
′=1
em′mι
′
m
′ = −ιm, z
n4∑
r
′=1
hr′rθ
′
r
′ = θr. (6.86)
or n1 = n3, n2 = n4 satisfying z
2v
′
= v, the first equations of (6.49), (6.51), the second
equations of (6.50), (6.52) and
z
n1∑
m
′=1
am′ iι
′
m
′ = −λi, z
n2∑
r
′=1
dr′ℓθ
′
r
′ = −κℓ, z
n1∑
i
′=1
ei′mλ
′
i
′ = −ιm, z
n2∑
ℓ
′=1
hℓ′rκ
′
ℓ
′ = −θr. (6.87)
or
z
n1∑
m
′=1
am′ iι
′
m
′ = λi, z
n2∑
r
′=1
dr′ℓθ
′
r
′ = −κℓ, z
n1∑
i
′=1
ei′mλ
′
i
′ = ιm, z
n2∑
ℓ
′=1
hℓ′rκ
′
ℓ
′ = −θr. (6.88)
or n1 = n2, n3 = n4 satisfying z
2v
′
= −v, the first equation of (6.60), the second equation
of (6.59) and
z
n1∑
ℓ
′=1
aℓ′ iκ
′
ℓ
′ = λi, z
n1∑
i
′=1
di′ℓλ
′
i
′ = κℓ, z
n3∑
r
′=1
er′mθ
′
r
′ = ιm, z
n3∑
m
′=1
hm′rι
′
m
′ = θr. (6.89)
or
z
n1∑
ℓ
′=1
aℓ′ iκ
′
ℓ
′ = −λi, z
n1∑
i
′=1
di′ℓλ
′
i
′ = κℓ, z
n3∑
r
′=1
er′mθ
′
r
′ = −ιm, z
n3∑
m
′=1
hm′rι
′
m
′ = θr. (6.90)
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or n1 = n4, n2 = n3 satisfying z
2v
′
= −v, the first equation of (6.66), the second equation
of (6.65) and
z
n1∑
r
′
=1
ar′ iθ
′
r
′ = −λi, z
n2∑
m
′
=1
dm′ℓι
′
m
′ = −κℓ, z
n2∑
ℓ
′
=1
eℓ′mκ
′
ℓ
′ = −ιm, z
n1∑
i
′
=1
hi′rλ
′
i
′ = −θr. (6.91)
or
z
n1∑
r
′=1
ar′ iθ
′
r
′ = λi, z
n2∑
m
′=1
dm′ℓι
′
m
′ = −κℓ, z
n2∑
ℓ
′=1
eℓ′mκ
′
ℓ
′ = ιm, z
n1∑
i
′=1
hi′rλ
′
i
′ = −θr. (6.92)
Proof. (1) We prove the claim only for Ω4(n1, n2, n3, n4), since the proof for Ω5(n1, n2, n3, n4)
follows the same lines. By Theorem 6.1, we have that gr(A) ∼= B(Ω4(n1, n2, n3, n4))♯H . Let
M3 = k{p1, p2}. Similar to Proposition 6.10, we only need to prove that the relations (6.78),
(6.79) hold in A. Since △(Ai) = Ai ⊗ 1 + x⊗ Ai, we have that
△(p1Ai − Aip1) =(p1Ai −Aip1)⊗ 1 + 1
2
(xt + x3t)⊗ (p1Ai −Aip1)
+
1
2
(x3yt− xyt)⊗ (p2Ai + Aip2),
△(p2Ai + Aip2) =(p2Ai + Aip2)⊗ 1 + 1
2
(xyt+ x3yt)⊗ (p2Ai + Aip2)
+
1
2
(x3t− xt)⊗ (p1Ai −Aip1).
If the relations p1Ai −Aip1 = 0 admit non-trivial deformations, then p1Ai −Aip1 ∈ A[1] is a
linear combination of
{xjyltr, Aixjyltr, Ckxjyltr, Emxjyltr, Gsxjyltr, p1xjyltr, p2xjyltr, j ∈ I0,3, l, r ∈ I0,1}.
Since
y(p1Ai − Aip1) = −(p1Ai − Aip1)y, t(p1Ai −Aip1) = −(p1Ai − Aip1)x2t,
then p1Ai − Aip1 = 0 hold in A. Whence by the above two equations we have that the
relations p2Ai + Aip2 = 0 hold in A.
Similarly, other relations hold in A. Then there is a surjective Hopf morphism from
U4(n1, n2, n3, n4; I4) to A. By the Diamond Lemma, the linear basis of U4(n1, n2, n3, n4; I4)
is {Aαii Cγkk Eζmm Gλss pj1pl2xeyftg} for all parameters αi, γk, ζm, λs, j, l, f, g ∈ I0,1, e ∈ I0,3.
Then dimA = dimU4(n1, n2, n3, n4; I4) and whence A ∼= U4(n1, n2, n3, n4; I4).
(2) Suppose that Φ : U4(n1, n2, n3, n4; I4)→ U4(n1, n2, n3, n4; I ′4) is an isomorphism of Hopf
algebras. Similar to the proof of Proposition 6.10, Φ|H ∈ {τ1, τ3, τ9, τ11, τ17, τ19, τ25, τ27}. If
Φ|H = τ1, then
Φ(p1) = zp
′
1, Φ(p2) = zp
′
2, Φ(Ai) =
n1∑
i
′=1
ai′ iA
′
i
′ ,
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Φ(Ck) =
n2∑
k
′=1
ck′kC
′
k
′ , Φ(Em) =
n3∑
m
′=1
em′mE
′
m
′ , Φ(Gs) =
n4∑
s
′=1
gs′sG
′
s
′ .
Whence the first equations of (6.43) − (6.46) hold. Similarly, Φ is an isomorphism of Hopf
algebras if and only if
when Φ|H = τ3, the first equations of (6.43)− (6.46) hold;
when Φ|H ∈ {τ9, τ11}, the first equations of (6.49)− (6.52) hold;
when Φ|H ∈ {τ17, τ19}, the first equations of (6.55)− (6.58) hold;
when Φ|H ∈ {τ25, τ27}, the first equations of (6.61)− (6.64) hold.
The proof of (3) is completely analogous. 
Definition 6.14 For a set of parameters I14 = {λ, µ, α}, denote by U14(I14) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2)− (3.4) and
xp1 = p1x, yp1 = −p1y, tp1 = p1x2t, xp2 = p2x, yp2 = −p2y, tp2 = −p2x2t, (6.93)
xq1 = q1x, yq1 = −q1y, tq1 = q1x2t, xq2 = q2x, yq2 = −q2y, tq2 = −q2x2t, (6.94)
p21 = λ(1− x2), p22 = −λ(1 − x2), p1p2 + p2p1 = 0, (6.95)
q21 = µ(1− x2), q22 = −µ(1− x2), q1q2 + q2q1 = 0, (6.96)
p1q1 + q1p1 = α(1− x2), p2q2 + q2p2 = −α(1− x2), p1q2 + q2p1 = p2q1 + q1p2 = 0. (6.97)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)y ⊗ p1 + 12(1− x2)y ⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)y ⊗ p2 + 12(1− x2)y ⊗ p1,
△(q1) = q1 ⊗ 1 + 12(1 + x2)y ⊗ q1 + 12(1− x2)y ⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)y ⊗ q2 + 12(1− x2)y ⊗ q1.
Definition 6.15 Denote by U15(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.93), (6.95), (6.96) and
xq1 = −q1x, yq1 = −q1y, tq1 = q1x2t, xq2 = −q2x, yq2 = −q2y, tq2 = −q2x2t, (6.98)
p1q1 + q1p1 = 0, p2q2 + q2p2 = 0, p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.99)
It is a Hopf algebra with the same coalgebra structure as U14(I14).
Definition 6.16 Denote by U16(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.93), (6.95), (6.96) and
xq1 = −q1x, yq1 = q1y, tq1 = q1t, xq2 = −q2x, yq2 = q2y, tq2 = −q2t, (6.100)
p1q1 − q1p1 = 0, p2q2 − q2p2 = 0, p1q2 − q2p1 = 0, p2q1 − q1p2 = 0. (6.101)
It is a Hopf algebra with its coalgebra structure determined by
△(q1) = q1 ⊗ 1 + 12(1 + x2)x⊗ q1 + 12(1− x2)x⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)x⊗ q2 + 12(1− x2)x⊗ q1.
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Definition 6.17 For a set of parameters I17 = {λ, µ, α}, denote by U17(I17) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2) − (3.4), (6.95) − (6.97)
and
xp1 = p1x, yp1 = p1y, tp1 = −p1t, xp2 = −p2x, yp2 = p2y, tp2 = −p2t, (6.102)
xq1 = q1x, yq1 = q1y, tq1 = −q1t, xq2 = −q2x, yq2 = q2y, tq2 = −q2t. (6.103)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)t⊗ p1 + 12(1− x2)yt⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)yt⊗ p2 + 12(1− x2)t⊗ p1,
△(q1) = q1 ⊗ 1 + 12(1 + x2)t⊗ q1 + 12(1− x2)yt⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)yt⊗ q2 + 12(1− x2)t⊗ q1.
Definition 6.18 For a set of parameters I18 = {λ, µ, α}, denote by U18(I18) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2) − (3.4), (6.95), (6.96),
(6.102), (6.103) and
p1q1 + q1p1 = α(y + x
2y − 2), p2q2 + q2p2 = α(y − x2y), (6.104)
p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.105)
It is a Hopf algebra with its coalgebra structure determined by
△(q1) = q1 ⊗ 1 + 12(1 + x2)yt⊗ q1 + 12(1− x2)t⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)t⊗ q2 + 12(1− x2)yt⊗ q1.
Definition 6.19 Denote by U19(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.95), (6.102) and
xq1 = q1x, yq1 = −q1y, tq1 = −q1x2t, xq2 = −q2x, yq2 = −q2y, tq2 = −q2x2t, (6.106)
q21 = µ(1− x2), q22 = −µ(1− x2), q1q2 − q2q1 = 0, (6.107)
p1q1 + q1p1 = 0, p2q2 − q2p2 = 0, p1q2 + q2p1 = 0, p2q1 − q1p2 = 0. (6.108)
It is a Hopf algebra with its coalgebra structure determined by
△(q1) = q1 ⊗ 1 + 12(1 + x2)xt⊗ q1 + 12(1− x2)xyt⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)xyt⊗ q2 + 12(1− x2)xt⊗ q1.
Proposition 6.20 (1) Suppose A is a finite-dimensional Hopf algebra with coradical H such
that its infinitesimal braiding is isomorphic to Ωi for i ∈ {14, 15, 16, 17, 18, 19}, then A ∼=
U14(I14) or U15(λ, µ) or U16(λ, µ) or U17(I17), U18(I18), U19(λ, µ).
(2) U17(I17) ∼= U17(I ′17) if and only if there exist nonzero parameters a1, a2, b1, b2 satisfying
(6.109). U14(I14) ∼= U14(I ′14) if and only if there exist nonzero parameters a1, a2, b1, b2 such
that
a21λ
′
+ a1a2α
′
+ a22µ
′
= λ, b21λ
′
+ b1b2α
′
+ b22µ
′
= µ,
2a1b1λ
′
+ 2a2b2µ
′
+ (a1b2 + a2b1)α
′
= α,
(6.109)
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or satisfying
a21λ
′
+ a1a2α
′
+ a22µ
′
= −λ, b21λ
′
+ b1b2α
′
+ b22µ
′
= −µ,
2a1b1λ
′
+ 2a2b2µ
′
+ (a1b2 + a2b1)α
′
= −α.
(6.110)
(3) U18(I18) ∼= U18(I ′18) if and only if there exist nonzero parameters a1, a2 such that
a1
2λ
′
= λ, a2
2µ
′
= µ, a1a2α
′
= α, (6.111)
or satisfying a1
2µ
′
= λ, a2
2λ
′
= µ, a1a2α
′
= α. (6.112)
(4) Let i ∈ {15, 16, 19}. Ui(λ, µ) ∼= Ui(1, 1) for λ, µ 6= 0, and Ui(1, 1) ≇ Ui(0, 0).
Proof. (1) We prove the claim for Ω14. The proofs for others follow the same lines. By
Theorem 6.1, we have that gr(A) ∼= B(Ω14)♯H . Let M1 = k{p1, p2} = k{q1, q2}. By
Proposition 6.10, we only need to prove that (6.97) holds in A. After a direct computation,
we have that
△(p1q1 + q1p1) =(p1q1 + q1p1)⊗ 1 + 1
2
(1 + x2)⊗ (p1q1 + q1p1)
+
1
2
(1− x2)⊗ (p2q2 + q2p2),
△(p2q2 + q2p2) =(p2q2 + q2p2)⊗ 1 + 1
2
(1 + x2)⊗ (p2q2 + q2p2)
+
1
2
(1− x2)⊗ (p1q1 + q1p1).
So p1q1 + q1p1 = α(1 − x2), p2q2 + q2p2 = −α(1 − x2) for some α ∈ k. Similarly, other
relations hold in A. Then there is a surjective Hopf homomorphism from U14(I14) to A. We
can observe that all elements of U14(I14) can be expressed by linear combinations of
{pi1pj2qk1ql2xeyftg; i, j, k, l, f, g ∈ I0,1, e ∈ I0,3}.
In fact, according to the Diamond Lemma, the set is a basis of U14(I14). Then dimA =
dimU14(I14), whence A ∼= U14(I14).
(2) Suppose Φ : U14(I14) → U14(I ′14) is an isomorphism of Hopf algebras. Similar to the
proof of Proposition 6.10, Φ|H ∈ {τ1 − τ16}: when Φ|H ∈ {τ1 − τ4, τ9 − τ12},
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = a1p
′
2 + a2q
′
2, Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = b1p
′
2 + b2q
′
2,
then the relation (6.109) holds; when Φ|H ∈ {τ5 − τ8, τ13 − τ16},
Φ(p1) = a1p
′
2 + a2q
′
2, Φ(p2) = a1p
′
1 + a2q
′
1, Φ(q1) = b1p
′
2 + b2q
′
2, Φ(q2) = b1p
′
1 + b2q
′
1,
the relation (6.110) holds.
35
For U17(I17), the proof is completely analogous.
(3) Suppose Φ : U18(I18)→ U18(I ′18) is an isomorphism of Hopf algebras.
When Φ|H ∈ {τ1, τ9, τ17, τ25},
Φ(p1) = a1p
′
1, Φ(p2) = a1p
′
2, Φ(q1) = a2q
′
1, Φ(q2) = a2q
′
2;
when Φ|H ∈ {τ3, τ11, τ19, τ27, },
Φ(p1) = a1p
′
1, Φ(p2) = −a1p
′
2, Φ(q1) = a2q
′
1, Φ(q2) = −a2q
′
2,
then the relation (6.111) holds. When Φ|H ∈ {τ5, τ13, τ21, τ29},
Φ(p1) = a1q
′
1, Φ(p2) = a1q
′
2, Φ(q1) = a2p
′
1, Φ(q2) = a2p
′
2;
when Φ|H ∈ {τ7, τ15, τ23, τ31, },
Φ(p1) = a1q
′
1, Φ(p2) = −a1q
′
2, Φ(q1) = a2p
′
1, Φ(q2) = −a2p
′
2,
then the relation (6.112) holds.
(4) When λ, µ 6= 0, Φ : U15(1, 1) → U15(λ, µ) by Φ|H = id, pi 7→
√
λpi, qi 7→ √µqi for
i = 1, 2. For U16(λ, µ), U19(λ, µ), the proofs are completely analogous. 
Definition 6.21 For a set of parameters I20 = {λ, µ, α}, denote by U20(I20) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2)− (3.4) and
xp1 = p1x, yp1 = −p1y, tp1 = −p1x2t, xp2 = −p2x, yp2 = −p2y, tp2 = p2x2t, (6.113)
xq1 = q1x, yq1 = −q1y, tq1 = −q1x2t, xq2 = −q2x, yq2 = −q2y, tq2 = q2x2t, (6.114)
p21 = λ(1− x2), p22 = −λ(1 − x2), p1p2 − p2p1 = 0, (6.115)
q21 = µ(1− x2), q22 = −µ(1− x2), q1q2 − q2q1 = 0, (6.116)
p1q1 + q1p1 = α(1− x2), p2q2 + q2p2 = −α(1− x2), (6.117)
p1q2 − q2p1 = 0, p2q1 − q1p2 = 0. (6.118)
It is a Hopf algebra with the same coalgebra structure as U17(I17).
Definition 6.22 Denote by U21(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.113), (6.115), (6.116) and
xq1 = q1x, yq1 = −q1y, tq1 = q1x2t, xq2 = −q2x, yq2 = −q2y, tq2 = −q2x2t, (6.119)
p1q1 − q1p1 = 0, p2q2 − q2p2 = 0, p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.120)
It is a Hopf algebra with the same coalgebra structure as U18(I18).
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Definition 6.23 For a set of parameters I22 = {λ, µ, α}, denote by U22(I22) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2) − (3.4), (6.95), (6.96),
(6.100) and
xp1 = −p1x, yp1 = p1y, tp1 = p1t, xp2 = −p2x, yp2 = p2y, tp2 = −p2t, (6.121)
p1q1 + q1p1 = p2q2 + q2p2 = α(1− x2), p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.122)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)x⊗ p1 + 12(1− x2)x⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)x⊗ p2 + 12(1− x2)x⊗ p1,
△(q1) = q1 ⊗ 1 + 12(1 + x2)x⊗ q1 + 12(1− x2)x⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)x⊗ q2 + 12(1− x2)x⊗ q1.
Definition 6.24 For a set of parameters I23 = {λ, µ, α}, denote by U23(I23) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2) − (3.4), (6.95), (6.96),
(6.100), (6.121) and
p1q1 + q1p1 = α(y + x
2y − 2), p2q2 + q2p2 = α(x2y − y), (6.123)
p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.124)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)x⊗ p1 + 12(1− x2)x⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)x⊗ p2 + 12(1− x2)x⊗ p1,
△(q1) = q1 ⊗ 1 + 12(1 + x2)xy ⊗ q1 + 12(1− x2)xy ⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)xy ⊗ q2 + 12(1− x2)xy ⊗ q1.
Similar to Proposition 6.20, we have the following
Proposition 6.25 (1) Suppose A is a finite-dimensional Hopf algebra with coradical H such
that its infinitesimal braiding is isomorphic to Ωi for i ∈ {20, 21, 22, 23}, then A ∼= Ui(Ii).
(2) U20(I20) ∼= U20(I ′20), U22(I22) ∼= U22(I ′22) if and only if there exist nonzero parameters
a1, a2, b1, b2 satisfying (6.109) or (6.110).
(3) U23(I23) ∼= U23(I ′23) if and only if there exist nonzero parameters a1, a2 satisfying
(6.111) or (6.112) or satisfying
a1
2λ
′
= −λ, a22µ′ = −µ, α = 0, (6.125)
or satisfying
a1
2µ
′
= −λ, a22λ′ = −µ, α = 0. (6.126)
(4) U21(λ, µ) ∼= U21(1, 1) for λ, µ 6= 0, and U21(1, 1) ≇ U21(0, 0).
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Definition 6.26 Denote by U24(λ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4) and
xp1 = ξp1x, yp1 = −p1y, tp1 = p2x2t, xp2 = −ξp2x, yp2 = −p2y, tp2 = p1x2t, (6.127)
xq1 = ξq1x, yq1 = −q1y, tq1 = q2x2t, xq2 = −ξq2x, yq2 = −q2y, tq2 = q1x2t, (6.128)
p21 = 0, p
2
2 = 0, p1p2 + p2p1 = 0, q
2
1 = 0, q
2
2 = 0, q1q2 + q2q1 = 0, (6.129)
p1q1 + q1p1 = 0, p2q2 + q2p2 = 0, (6.130)
p1q2 + q2p1 = λ(1− x2y), p2q1 + q1p2 = −λ(1 − x2y). (6.131)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + y ⊗ p1, △(p2) = p2 ⊗ 1 + x2 ⊗ p2,
△(q1) = q1 ⊗ 1 + y ⊗ q1, △(q2) = q2 ⊗ 1 + x2 ⊗ q2.
Definition 6.27 For a set of parameters I26 = {λ, µ, α}, denote by U26(I26) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2)− (3.4) and
xp1 = ξp1x, yp1 = p1y, tp1 = p2t, xp2 = −ξp2x, yp2 = p2y, tp2 = p1t, (6.132)
xq1 = ξq1x, yq1 = q1y, tq1 = q2t, xq2 = −ξq2x, yq2 = q2y, tq2 = q1t, (6.133)
p21 = 0, p
2
2 = 0, p1p2 + p2p1 = λ(1− y), (6.134)
q21 = 0, q
2
2 = 0, q1q2 + q2q1 = µ(1− y), (6.135)
p1q1 + q1p1 = 0, p2q2 + q2p2 = 0, p1q2 + q2p1 = p2q1 + q1p2 = α(1− y). (6.136)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + x2 ⊗ p1, △(p2) = p2 ⊗ 1 + x2y ⊗ p2,
△(q1) = q1 ⊗ 1 + x2 ⊗ q1, △(q2) = q2 ⊗ 1 + x2y ⊗ q2.
Definition 6.28 Denote by U27(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.132), (6.134), (6.135) and
xq1 = −ξq1x, yq1 = q1y, tq1 = q2t, xq2 = ξq2x, yq2 = q2y, tq2 = q1t, (6.137)
p1q1 + q1p1 = 0, p2q2 + q2p2 = 0, p1q2 + q2p1 = 0, p2q1 + q1p2 = 0. (6.138)
It is a Hopf algebra with the same coalgebra structure as U26(I26).
Proposition 6.29 (1) Suppose A is a finite-dimensional Hopf algebra with coradical H such
that its infinitesimal braiding is isomorphic to Ωi for i ∈ {24, 26, 27}, then A ∼= U24(λ) or
U26(I26) or U27(λ, µ).
(2) U24(λ) ∼= U24(1), U27(λ, µ) ∼= U27(1, 1) for λ, µ 6= 0, U24(1) ≇ U24(0) and U27(1, 1) ≇
U27(0, 0).
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(3) U26(I26) ∼= U26(I ′26) if and only if there exist nonzero parameters a1, a2, b1, b2 such
that
a21λ
′
+ 2a1a2α
′
+ a22µ
′
= λ, b21λ
′
+ 2b1b2α
′
+ b22µ
′
= µ,
a1b1λ
′
+ (a1b2 + a2b1)α
′
+ a2b2µ
′
= α,
(6.139)
or satisfying
a21λ
′
+ 2a1a2α
′
+ a22µ
′
= −ξλ, b21λ
′
+ 2b1b2α
′
+ b22µ
′
= −ξµ,
a1b1λ
′
+ (a1b2 + a2b1)α
′
+ a2b2µ
′
= −ξα,
(6.140)
or satisfying
a21λ
′
+ 2a1a2α
′
+ a22µ
′
= −λ, b21λ
′
+ 2b1b2α
′
+ b22µ
′
= −µ,
a1b1λ
′
+ (a1b2 + a2b1)α
′
+ a2b2µ
′
= −α,
(6.141)
or satisfying
a21λ
′
+ 2a1a2α
′
+ a22µ
′
= ξλ, b21λ
′
+ 2b1b2α
′
+ b22µ
′
= ξµ,
a1b1λ
′
+ (a1b2 + a2b1)α
′
+ a2b2µ
′
= ξα.
(6.142)
Proof. (1) We prove the claim for Ω24. The proofs for Ω26, Ω27 follow the same lines. By
Theorem 6.1, we have that gr(A) ∼= B(Ω24)♯H . Let M13 = k{p1, p2} = k{q1, q2}. Similar to
Proposition 6.20, we only need to prove that (6.129)− (6.131) in Definition 6.26 hold in A.
Since
△(p1) = p1 ⊗ 1 + y ⊗ p1, △(p2) = p2 ⊗ 1 + x2 ⊗ p2,
△(q1) = q1 ⊗ 1 + y ⊗ q1, △(q2) = q2 ⊗ 1 + x2 ⊗ q2,
then p21, p
2
2, p1q1 + q1p1, p2q2 + q2p2 are primitive elements and
△(p1p2 + p2p1) = (p1p2 + p2p1)⊗ 1 + x2y ⊗ (p1p2 + p2p1),
△(p1q2 + q2p1) = (p1q2 + q2p1)⊗ 1 + x2y ⊗ (p1q2 + q2p1),
△(p2q1 + q1p2) = (p2q1 + q1p2)⊗ 1 + x2y ⊗ (p2q1 + q1p2).
As
t(p1p2 + p2p1) = −(p1p2 + p2p1)t, t(p1q2 + q2p1) = −(p2q1 + q1p2)t,
the relations (6.129) − (6.131) hold in A. Then there is a surjective Hopf morphism from
U24(I24) to A. We can observe that each element of U24(I24) can be expressed by a linear
combination of {pi1pj2qk1ql2xeyf tg} for all parameters i, j, k, l, f, g ∈ I0,1, e ∈ I0,3. In fact,
according to the Diamond Lemma, the set is a basis of U24(I24). Then dimA = dimU24(I24),
whence A ∼= U24(I24).
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(2) The proof is the same as that of Proposition 6.20 (4).
(3) Suppose Φ : U26(I26) → U26(I ′26) is an isomorphism of Hopf algebras. Similar to
Proposition 6.20, Φ|H ∈ {τ1 − τ8, τ17 − τ24}. When Φ|H ∈ {τ1, τ5, τ17, τ21},
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = a1p
′
2 + a2q
′
2, Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = b1p
′
2 + b2q
′
2,
then the relation (6.139) holds. When Φ|H ∈ {τ2, τ6, τ18, τ22},
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = ξ(a1p
′
2 + a2q
′
2), Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = ξ(b1p
′
2 + b2q
′
2),
then the relation (6.140) holds. When Φ|H ∈ {τ3, τ7, τ19, τ23},
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = −(a1p
′
2 + a2q
′
2), Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = −(b1p
′
2 + b2q
′
2),
then the relation (6.141) holds. When Φ|H ∈ {τ4, τ8, τ20, τ24},
Φ(p1) = a1p
′
1+ a2q
′
1, Φ(p2) = −ξ(a1p
′
2+ a2q
′
2), Φ(q1) = b1p
′
1+ b2q
′
1, Φ(q2) = −ξ(b1p
′
2+ b2q
′
2),
then the relation (6.142) holds.

Proposition 6.30 Suppose A is a finite-dimensional Hopf algebra with coradical H such
that its infinitesimal braiding is Ω25, then A ∼= B(Ω25)♯H.
Proof. Let M13 = k{p1, p2}, M14 = k{q1, q2}. By Theorem 6.1, we have that gr(A) ∼=
B(Ω25)♯H . Recall that B(Ω25)♯H is the algebra generated by p1, p2, q1, q2, x, y, t with
p1, p2, q1, q2 satisfying the relation of B(Ω25), x, y, t satisfying the relations of H , and all
together satisfying the cross relations:
xp1 = ξp1x, yp1 = −p1y, tp1 = p2x2t xp2 = −ξp2x, yp2 = −p2y, tp2 = p1x2t,
xq1 = −ξq1x, yq1 = −q1y, tq1 = q2x2t xq2 = ξq2x, yq2 = −q2y, tq2 = q1x2t.
By Proposition 6.29 (1), we know that the relations p21 = 0, p
2
2 = 0, p1p2 + p2p1 = 0 hold
in A. Similarly, the relations q21 = 0, q
2
2 = 0, q1q2 + q2q1 = 0 hold in A. After a direct
computation, p1q1 + q1p1, p2q2 + q2p2 are primitive elements and p1q2 + q2p1, p2q1 + q1p2 are
(1, x2y)-skew primitive. As
x(p1q2 + q2p1) = −(p1q2 + q2p1)x, x(p2q1 + q1p2) = −(p2q1 + q1p2)x,
then the relations
p1q1 + q1p1 = 0, p2q2 + q2p2 = 0, p1q2 + q2p1 = 0, p2q1 + q1p2 = 0
hold in A. Therefore, A ∼= gr(A). 
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Definition 6.31 For a set of parameters I28 = {λ, µ, α}, denote by U28(I28) the algebra that
is generated by x, y, t, p1, p2, q1, q2 satisfying the relations (3.2)− (3.4), (6.132), (6.133)
and
p21 + p
2
2 = 0, p1p2 = p2p1 = λ(1− y), q21 + q22 = 0, q1q2 = q2q1 = µ(1− y), (6.143)
p1q1 + q1p1 + p2q2 + q2p2 = 0, p1q2 + q2p1 + p2q1 + q1p2 = α(1− y), (6.144)
p1q1 − q1p1 − p2q2 + q2p2 = 0, p1q2 − q2p1 − p2q1 + q1p2 = 0. (6.145)
It is a Hopf algebra with its coalgebra structure determined by
△(p1) = p1 ⊗ 1 + 12(1 + x2)t⊗ p1 − 12(1− x2)yt⊗ p2,
△(p2) = p2 ⊗ 1 + 12(1 + x2)yt⊗ p2 − 12(1− x2)t⊗ p1,
△(q1) = q1 ⊗ 1 + 12(1 + x2)t⊗ q1 − 12(1− x2)yt⊗ q2,
△(q2) = q2 ⊗ 1 + 12(1 + x2)yt⊗ q2 − 12(1− x2)t⊗ q1.
Definition 6.32 Denote by U29(λ, µ) the algebra that is generated by x, y, t, p1, p2, q1, q2
satisfying the relations (3.2)− (3.4), (6.132), (6.137), (6.143), (6.145) and
p1q1 + q1p1 + p2q2 + q2p2 = 0, p1q2 + q2p1 + p2q1 + q1p2 = 0. (6.146)
It is a Hopf algebra with the same coalgebra structure as U28(I28).
Proposition 6.33 (1) Suppose A is a finite-dimensional Hopf algebra with coradical H such
that its infinitesimal braiding is isomorphic to Ω28 or Ω29, then A ∼= U28(I28) or U29(λ, µ).
(2) U28(I28) ∼= U28(I ′28) if and only if there exist nonzero parameters a1, a2, b1, b2 such
that
a21λ
′
+
1
2
a1a2α
′
+ a22µ
′
= λ, b21λ
′
+
1
2
b1b2α
′
+ b22µ
′
= µ,
4a1b1λ
′
+ (a1b2 + a2b1)α
′
+ 4a2b2µ
′
= α,
(6.147)
or satisfying
a21λ
′
+
1
2
a1a2α
′
+ a22µ
′
= −λ, b21λ
′
+
1
2
b1b2α
′
+ b22µ
′
= −µ,
4a1b1λ
′
+ (a1b2 + a2b1)α
′
+ 4a2b2µ
′
= −α.
(6.148)
(3) U29(λ, µ) ∼= U29(1, 1) for λ, µ 6= 0, and U29(1, 1) ≇ U29(0, 0).
Proof. (1) We prove the claim for Ω28. The proof for Ω29 follows the same lines. By
Theorem 6.1, we have that gr(A) ∼= B(Ω28)♯H . Let M17 = k{p1, p2} = k{q1, q2}. Similar to
Proposition 6.20, we only need to prove that (6.143)− (6.145) in Definition 6.31 hold in A.
Let u = p1q1− q1p1−p2q2+ q2p2, v = p1q2+ q2p1+ p2q1+ q1p2, w = p1q2− q2p1−p2q1+ q1p2.
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After a direct computation we have that p21+p
2
2, q
2
1+q
2
2, p1q1+q1p1+p2q2+q2p2 are primitive
elements and
△(p1p2 + p2p1) = (p1p2 + p2p1)⊗ 1 + y ⊗ (p1p2 + p2p1),
△(p1p2 − p2p1) = (p1p2 − p2p1)⊗ 1 + x2y ⊗ (p1p2 − p2p1),
△(u) = u⊗ 1 + x2 ⊗ u, △(v) = v ⊗ 1 + y ⊗ v, △(w) = w ⊗ 1 + x2y ⊗ w.
As
t(p1p2 − p2p1) = −(p1p2 − p2p1)t, tu = −ut, tw = −wt,
the relations (6.143) − (6.145) hold in A. Then there is a surjective Hopf homomorphism
from U28(I28) to A. We can observe that all elements of U28(I28) can be expressed by linear
combinations of
{(p1 + p2)i(p1 − p2)j(q1 + q2)k(q1 − q2)lxeyftg; i, j, k, l, f, g ∈ I0,1, e ∈ I0,3}.
In fact, according to the Diamond Lemma, the set is a basis of U28(I28). Then dimA =
dimU28(I28), whence A ∼= U28(I28).
(2) Suppose Φ : U28(I28) → U28(I ′28) is an isomorphism of Hopf algebras. Similar to
Proposition 6.20, Φ|H ∈ {τ1, τ3, τ13, τ15, τ17, τ19, τ29, τ31}. When Φ|H ∈ {τ1, τ17}, then
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = a1p
′
2 + a2q
′
2, Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = b1p
′
2 + b2q
′
2;
when Φ|H ∈ {τ13, τ29}, then
Φ(p1) = a1p
′
2 + a2q
′
2, Φ(p2) = a1p
′
1 + a2q
′
1, Φ(q1) = b1p
′
2 + b2q
′
2, Φ(q2) = b1p
′
1 + b2q
′
1,
thus the relation (6.147) holds. When Φ|H ∈ {τ3, τ19}, then
Φ(p1) = a1p
′
1 + a2q
′
1, Φ(p2) = −a1p
′
2 − a2q
′
2, Φ(q1) = b1p
′
1 + b2q
′
1, Φ(q2) = −b1p
′
2 − b2q
′
2;
when Φ|H ∈ {τ15, τ31}, then
Φ(p1) = a1p
′
2 + a2q
′
2, Φ(p2) = −a1p
′
1 − a2q
′
1, Φ(q1) = b1p
′
2 + b2q
′
2, Φ(q2) = −b1p
′
1 − b2q
′
1,
thus the relation (6.148) holds.
(3) The proof is the same as that of Proposition 6.20 (4). 
Proof of Theorem B. Let M be one of the Yetter-Drinfeld modules listed in Theorem A.
Let A be a finite-dimensional Hopf algebra over H such that its infinitesimal braiding is
isomorphic to M . By Theorem 6.1, grA ∼= B(M)♯H . Propositions 6.6, 6.10, 6.13, 6.20,
6.25, 6.29, 6.30, 6.33 finish the proof.
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