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Abstract
This thesis applies recent advances in the field of robust optimization to the optimal control
of multiclass queueing networks. We develop models that take into account the uncertainty
of interarrival and service time in multiclass queueing network problems without assuming a
specific probability distribution, while remaining highly tractable and providing insight into
the corresponding optimal control policy. Our approach also allows us to adjust the level of
robustness of the solution to trade off performance and protection against uncertainty.
We apply robust optimization to both open and closed queueing networks. For open
queueing networks, we study control problems that involve sequencing, routing and input
control decision, and optimize the total holding cost. For closed queueing networks, we focus
on the sequencing problem and optimize the throughput. We compare the robust solutions
to those derived by fluid control, dynamic programming and stochastic input control. We
show that the robust control policy leads to better performance.
Robust optimization emerges as a promising methodology to address a wide range of
multiclass queueing networks subject to uncertainty, as it leads to representations of random-
ness that make few assumptions on the underlying probabilities. It also remains numerically
tractable, and provides theoretical insights into the structure of the optimal control policy.
Thesis Supervisor: Dimitris J. Bertsimas
Title: Boeing Professor of Operations Research
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Chapter 1
Introduction
A multiclass queueing network is one that services multiple types of customers which may
differ in their arrival processes, service requirements, routes through the network and costs
per unit of waiting time. The fundamental optimization problem that arises in open networks
is to determine an optimal policy for sequencing and routing customers in the network that
minimizes a weighted linear combination of the expected holding costs for each customer
class. There are both sequencing and routing decisions involved in this optimization prob-
lem. A sequencing policy determines which type of customer to serve at each station of the
network, while a routing policy determines the route of each customer. An extension to this
problem also involves input policy. Customers do not incur a cost until they are injected into
the network and a minimum throughput must be maintained. This thesis also considers the
throughput maximization problem for closed network, where we optimize over sequencing
decision.
The control of multiclass queueing networks is a mathematically challenging problem. In
order to achieve optimality, stations have to decide how to sequence competing customer
types at each point in time, based on information about the load conditions of various other
stations. These interactions between various stations create serious dependencies among
them and prevent not only optimization but even performance analysis of a given policy.
Optimization of a multiclass queueing netowork has three characteristics that add to the
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complexity of the problem:
1. The problem is dynamic, i.e., sequencing decisions need to be made dynamically in
time.
2. The problem is combinatorial, i.e., there are many possible discrete solutions.
3. The problem is stochastic, i.e., there are uncertainties regarding the arrival and service
processes.
The fluid model for multiclass network has been studied by many researches. Chen
and Yao [16] propose a suboptimal myopic solution using a sequence of linear programming
problems. Fluid models have also been used in a hierarchical setting by Sharifnia [34, 35]
and Sharifnia, Caramanis and Gershwin [36] to analyze discrete, stochastic manufacturing
systems. Avram, Bertsimas, and Ricard [3] formulate the problem as a linear control problem
over a polyhedral region and use Pontryagin's maximum principle to obtain the structure of
the optimal policy. Luo and Bertsimas [27] present numerical results for large-scale instances.
However, in all the cases, the network is considered to be without any uncertainty.
Optimal solution to multiclass queueing networks can be very sensitive to small fluctua-
tions in parameter values, yet real-world data are rarely certain or accurate. To address the
problem of optimally controlling stochastic network, a number of optimization methods have
been suggested to treat parameter uncertainty. Stochastic programming methods, for exam-
ple, represent the uncertain data by scenarios generated in advance: traditional stochastic
linear programming finds an optimal solution that produces the best average objective func-
tion value over all scenarios, while more advanced stochastic programming methods include
risk considerations. Dynamic programming methods are designed to deal with stochastic
uncertain system, and Bellman [7] demonstrates that the solution to the control problem
can also be obtained using dynamic programming. Dynamic programming has long emerged
as the standard tool for this purpose, and has led to significant breakthroughs. Although
stochastic and dynamic programming methods are powerful techniques as to the theoreti-
cal characterization of the optimal policy for simple systems, they suffer from the curse of
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dimensionality, that is, the problem size increases exponentially over a growing number of
state variables, which makes it ill suited for the computation of the actual policy parameters.
Approximation algorithms have been developed to address those issues, including stochas-
tic approximation [26], and infinitesimal perturbation analysis (IPA) [21]. IPA-based meth-
ods assume knowledge of the underlying probability distributions and restrict their attention
to certain classes of policies that might be suboptimal for a general network problem. An-
other technique that has gained popularity in recent years is approximate dynamic program-
ming, described by Bertsekas and Tsitsiklis [8]. Despite their promising potential, these
methods remain hard to implement in practice. Dynamic programming also assumes full
knowledge of the underlying distributions, which further limits its practical usefulness.
Hence, the need arises to develop a new optimization approach that incorporates the
stochastic character of the multiclass queueing network without making any assumptions on
its distribution, and is applicable to a wide range of network topologies, is easy to understand
intuitively, and combines computational tractability with the structural properties of the
optimal policy. The purpose of this thesis is to present such an approach, based on robust
optimization.
Robust optimization addresses the problem of data uncertainty by guaranteeing the fea-
sibility and optimality of the solution for the worst instances of the parameters. However,
because it is intrinsically a worst-case approach, feasibility often comes at the cost of per-
formance and generally leads to over-conservative solutions. Soyster [37] first proposed a
model to handle columnwise uncertainty in the context of linear optimization, where every
uncertain parameter has to be taken equal to its worst-case value in the set. Subsequent
research efforts, led by Ben-Tal and Nemirovski [4, 5, 6], and El Ghaoui et al. [20], to
address overconservativeness, have applied robust optimization to linear programming prob-
lems with ellipsoidal uncertainty sets, thus obtaining conic quadratic programs. Other robust
techniques have been implemented to model trade-offs between performance and risk from
a theoretical viewpoint as well as a practical one, using polyhedral uncertainty sets, which
are developed by Bertsimas and Sim [12, 13], and Bertsimas et al. [11, 14]. The important
15
work described by Bertsimas and Sim [12, 13] and Bertsimas et al. [14] make it possible to
solve the problems efficiently while the optimal solutions are not overly conservative. Bert-
simas and Thiele [15] have already successfully applied robust optimization to supply chain
optimal control problem. This motivates investigating further the applicability of robust
optimization to the problem of optimally controlling stochastic networks.
In this thesis, we will develop an approach for the multiclass queueing network that
incorporates data randomness in a deterministic manner, and remains numerically tractable
as the dimension of the network increases. The derived robust formulations of the multiclass
queueing network are of the same class as the nominal problem, that is, a linear programming
problem. And the solved robust optimal policy is qualitatively similar to the optimal policy
obtained by stochastic and dynamic programming when known.
1.1 Fluid Model of Multiclass Queueing Netowrks
1.1.1 Background
Fluid models of multiclass queueing networks have been studied by several researchers, par-
ticularly in the context of routing in communication systems (see Filipiak [19], Segall [32],
and Segall and Moss [29]). The term fluid model is used because the jobs in the network are
modeled as a stream of fluid as opposed to a series of discrete jobs. This allows the flow of
jobs to be completely described by differential equations. Locally optimal solutions for con-
trol problems can be found by gradient search techniques, while globally optimal solutions
for specific problems may sometimes be found by exploiting the structure of the problems at
hand. Solution techniques of both types can be found in Mufti [30], Seierstad and Sydsater
[33].
Fluid models have also been studied using linear programs. Dantzig [17] applies gen-
eralized linear programming to linear control problems and shows that this technique will
converge to the solution of the optimal control problem if the problems satisfies a modest set
of conditions. The problem has also been studied by formulating the control problem as a
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linear program in infinite dimensions. Anderson, Nash and Perold [2] and Perold [31]discuss
basic feasible solutions for the problem and duality theorems are presented in Anderson
and Nash [1]. Numerically, the problem is often solved using an iterative approach based
on discrete approximations. Multiclass queueing networks operating in heavy traffic have
been successfully modeled via Brownian motions. Introduced by Harrison [23] and further
explored by Wein [38], this approach proposes heuristic policies for the stochastic queueing
networks.
The deterministic fluid model of multiclass queueing networks is studied in detail by
Avram, Bertsimas, and Ricard [3], who formulate the problem as a linear control problem
over a polyhedral region and use Pontryagin's maximum principle to obtain insights about
the structure of the optimal policy. It is solved both analytically and numerically, and the
properties of the optimal sequencing policy and input policy are investigated. Luo and
Bertsimas [27] also present numerical results for large-scale instances. In this thesis, we will
follow the definition of the fluid model given by Avram, Bertsimas, and Ricard [3].
1.1.2 Fluid Model Formulation
We will illustrate the general formulation of the fluid model with an example of a queueing
network considered in Harrison and Wein [24]. The network is composed of three classes
and two stations. Classes one and two are served at stations one and two respectively, while
class three competes with class one for service at station one, which is shown in Figure 1-1.
The parameters of the fluid model are defined as, at time t:
" Ai: the rate of job of class i arriving per time period.
* pi: the rate of job of class i processed per time period.
" xi(t): the number of jobs of class i at time t.
* ui(t): control variables, denote the fraction of effort that the station spends processing
jobs of class i at time t, 0 < ui(t) 1.
17
Figure 1-1: An example of multiclass queueing network.
* ci: the cost per unit time for holding a job of class i.
Let x(t), u(t), c denote the corresponding vectors, let T be a large enough time so the
system will empty by time T, and let x be the given vector of the number of initial customers.
The fluid model of the above example is given as,
T
min j c'x(t)dt,
s.t. &i(t) = A - ui(t)pi,
i 2 (t) =Ulp - U2P2,
&3 (t) = A3 - U3M)
x(O) = i, (1.1)
ui(t) + u3 (t) < 1,
U2(t) < 1,
x(t) 0,
u(t) 0.
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In general, a queueing network has m stations and n job classes (n > m). A job class is
specific to a station. As a particular job flows through the network, it defines a different class
in each station. A single station may serve multiple job classes, each with its own service
rate and holding cost. The arrivals for each job class come either from another station or
from outside the system. If class i has arrivals from another station, it has a unique previous
class, p(i) (1 < p(i) <; n, i 5 p(i)), else p(i) = 0. After the jobs are processed, they either
become members of a new class or leave the system. The dynamics of the system are
xi(t) = p (i)() - Pi () (1.2)
or
;i (t) = Ai - pi u(t), (1.3)
if class i has internal or external arrivals, respectively. Since the network has fixed routing,
each job follows one of a fixed number of paths. Each path starts with a class that receives
external arrivals and ends with a class that exits the system. The arrival rates are stored in
the n vector, b (bi = Ai if p(i) = 0, bi = 0 otherwise). The relationship between classes and
stations can be represented by an n x n matrix, A, where
-Ai-
Aij = yI,
0,
if i= j,
if j # i and j = p(i),
otherwise.
The dynamics of the fluid network are then expressed as
.b(t) = Au(t) + b.
For the example depicted in Figure (1-1),
(1.4)
(1.5)
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b = (A 1,0, 3 )', (1.6)
-Pi 0 0
A = Al -/p2 0 .(1.7)
0 0 -P
In addition, the sum of the control variables, ui(t), for all the classes processed at the
same station must be less than or equal to one. This can be represented with an m x n
binary matrix, D, where
Dii={ 1, if class j is processed in station i, (1.8)
0, otherwise.
This constraint can then be written as
Du(t) < e. (1.9)
where e = (1, 1,... , 1)'. The general fluid model of the sequencing problem is as follows
min j c'x(t)dt,
s.t. x (t) = Au(t) + b,
Du(t) e, (1.10)
x(0) = i,
x(t) > 0,
u(t) > 0.
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1.2 Robust Optimization with Uncertainty Sets
The traditional approach to stochastic optimization builds upon a probabilistic description
of randomness, where the random variables are characterized by their probability distribu-
tions, which are assumed perfectly known, and minimizes the expected cost incurred. This
method, known as dynamic programming, is described extensively by Bertsekas [9, 10], and
has enjoyed much theoretical success over the years. However, it suffers from two major
disadvantages: it assumes full knowledge of the underlying distributions, and the computa-
tional requirements increase exponentially with the size of the problem, which is commonly
referred to as the curse of dimensionality.
Robust optimization addresses parameter uncertainties in optimization problems. Unlike
stochastic or dynamic programming, it does not assume that the uncertain parameters are
random variables with known distributions. Rather it models uncertainty in parameters
using deterministic uncertainty sets in which all possible values of these parameters reside.
Robust optimization, in principle, employs a min-max approach that guarantees the fea-
sibility of the obtained solution for all possible values of the uncertain parameters in the
designated uncertainty set.
To the best of our knowledge, the first approach to modelling coefficient uncertainty in
the optimization literature is proposed by Soyster [37], where he guaranteed the feasibility
of each constraint for any value of the parameters in a given uncertainty set. Specifically, his
focus is on linear programming problems subject to column-wise uncertainty. The problem
considered by Soyster is of the kind
max c'x
n
s.t. Ajxj <; b, VAj E Kj, Vj (1.11)
j=1
x > 0.
where x E gi, is a vector of variables, C E 9 jnxl and b E 9i'>< are data, and each column
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Aj belongs to a convex set K. Soyster shows that the problem is equivalent to another
linear programming problem, which is given as
max c'x
s.t. ZAjxj b (1.12)
j=1
x > 0.
where each entry of the matrix A, aij, satisfies di = supAjEK(aj). This method yields
very conservative solutions, as it protects each constraint against its worst case. Some work
followed Soyster's note [18]. However, this issue of conservativeness for many years prevented
the adoption of min-max approaches as a viable alternative to probabilistic descriptions of
uncertainty.
The interest in robust optimization formulation was revived in the 1990s. Ben-Tal and
Nemirovski [4, 5] introduce a number of important robust optimization techniques, and
provide a detailed analysis of the robust optimization framework in linear programming and
general convex programming. Independently, Ei Ghaoui et al. [20] derive similar results
using ideas from the field of robust control. The key idea is that the size of the ellipsoid
can be chosen to guarantee feasibility with high probability, and preserve acceptable level of
performance. In particular, when applied to the linear programming problem (LP)
min c'x
s.t. a'x < bi, Vi (1.13)
where ai belongs to the ellipsoid Ej = {ai = di + r 1/2 z, izl12 < Oj} for each i, it yields the
SOCP
22
min c'x
s.t. 5'x + 9iJIL'1/ 2 x112 5 bi, Vi (1.14)
While many LPs can be interpreted quite easily, SOCPs might not provide such insights.
At the very least, this increase in complexity will change the nature of the underlying prob-
lem, and can be a practical drawback.
In contrast, Bertsimas and Sim [12] propose an approach, based on the so-called interval
uncertainty sets, that yields linear robust counterparts of linear programming problems.
They also quantify explicitly the relationship between the level of conservativeness of the
solution and the probability of constraint violation. Specifically, they model each entry
aij of matrix A as an uncertain parameter obeying a symmetric distribution and taking
values in the interval [5ij - aij, dij + ij], with dij the mean of the distribution and di& the
deviation. Bertsimas and Sim study the tradeoff between robustness and optimality induced
by bounding the total scaled deviation of the parameters in constraint i from their nominal
value Il5 aijciji , where ri is called the budget of uncertainty for constraint i. This
can be interpreted as requiring that at most ri of the uncertain coefficients in constraint
i take their worst-case value at the same time. If li = 0, one simply solves the nominal
problem. Equivalently, this uncertainty set can be written in terms of scaled deviations
Ai {aij = dij + dj, j zij~ I 1, Vj ~ zijl 1 : i71),Vi (1.15)
where zij is the scaled deviation of aij from its nominal value d. Bersimas and Sim show
that, under the framework described by Eq. (1.15), the robust counterpart of the linear
programming problem subject to parameter uncertainty, which is given as
23
min c'x
s.t. ix < bi, Vat E Ai, Vi
can be modeled as another linear programming problem
min c'x
n
s.t. E dix + piri +
j=1
pi + qij ;> yajYy,
,Yj , X ;> Y,
pi) qij) yj > 0
n
qiy bi,
j=1
Vij E Ji
Vj
Vij E Ji
Bertsimas and Sim's approach [12] is appealing because of the tractability of their lin-
ear formulation and because of the possibility of controlling the degree of conservativeness.
However, it applies only to row-wise uncertainty. Bertsimas et al. [14] extend this framework
by considering the problem
max c'x,
s.t. Ax < b,
X E p,.
VA E pA,
where
pA = {A|IIE-1/2(vec(A) - vec(A)II, 1} (1.19)
24
(1.16)
Vi
(1.17)
with vec(A) E 9 1('n)x denoting the vector equivalent to the uncertain coefficient matrix
A, obtained by stacking the rows of A on top of one another, and E representing the
covariance matrix of the uncertain coefficient vector vec(A). vec(A) is the nominal value
of the uncertain coefficient vector, and F represent the budget of uncertainty for the whole
uncertain coefficient matrix A.
The polyhedral uncertainty set in (1.19) allows the modeling of dependencies among
uncertain coefficients across constraints. Bertsimas et al. [14] show that it is equivalent to
the following linear programming problem
max c'x
s.t. (xi)'vec(A) + Fr|E1/ 2 xI1 _< bi, Vi (1.20)
x E Px.
where xi E 9 1('n)x contains x in entries (i - 1).n + 1 through i.n and zero everwhere else.
It is easy to see that if the covariance matrix E is diagonal with diagonal entries equal to
1, the polyhedral uncertain set is exactly same as the interval uncertainty set described by
Bertsimas and Sim, and therefore this approach is less conservative than the above method.
Since robust optimization techniques do not suffer from over-conservatism, they might be
of practical interest for the problem of optimally controlling stochastic queueing networks,
if we model uncertainty via uncertainty sets. Decades of research in linear programming
algorithms have resulted in excellent linear solvers that are commercially available. Robust
formulation alternatives that lead to linear programming formulations are of practical in-
terest. This motivates us to apply formulations (1.17) and (1.20) to the optimal control of
multiclass queueing network problem. The goal of this thesis is to describe how robust opti-
mization can be used to develop a tractable and insightful framework to optimally controlling
of multiclass queueing networks subject to uncertainty.
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1.3 Contribution of the Thesis
The goal of this thesis is to examine the degree to which robust optimization methods can
be successful in solving queueing network control problems. Using the robust formulations
(1.17) and (1.20) we model discretized versions of open and closed fluid control problems as
robust optimization problems. For open queueing networks we study control problems that
involve sequencing, routing and input control decision, and optimize the total holding cost.
For closed queueing networks we focus on sequencing problem and optimize the throughput.
We compare the robust solutions to those derived by fluid control, dynamic programming and
stochastic input control. We show that the robust control policy leads to better performance.
1.4 Thesis Structure
This thesis is structured as follows:
In Chapter 2, we develop the theory of robust optimization applied to stochastic multi-
class queueing networks. We derive the robust formulations of the sequencing problem for
open network. Then, the fluid model of the routing problem and the input control problem
for open network are formulated, and the robust formulations are derived similarly. Finally,
the closed network problem is also formulated. The developed robust formulations are rely-
ing on robust formulations (1.17) and (1.20), described in Chapter 1, which use polyhedral
uncertainty sets. We show that all the frameworks yield tractable mathematical program-
ming problems and study the corresponding optimal policies. In Chapter 3, we investigate
several examples of different kind and different size multiclass queueing network problems.
And the optimal control policy solved by robust formulations are compared with optimal
policy obtained by dynamic and stochastic programming. Computational results show that
the developed robust approaches of multiclass queueing networks have a better performance.
Finally in Chapter 4, we conclude with a summary and suggestions for future research di-
rections.
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Chapter 2
A Robust Optimization Approach to
Multiclass Queueing Networks
Control
2.1 Formulations for Open Networks
2.1.1 Formulation for Sequencing Problems
In this section, we apply the robust optimization framework to sequencing of multiclass
queueing networks. We rely extensively on the robust optimization tools developed by Bert-
simas and Sim [12] and Bertsimas et al. (14] for linear optimization problems.
First, we will derive the robust model of the sequencing problem with formulation (1.17).
We already have the deterministic fluid model of sequencing problem in Chapter 1, which is
given below
27
min
T
c'x(t) dt,
s.t. b(t) = Au(t) + b,
Du(t) < e, (2.1)
x(0) = ,
x(t) 0,
u(t) > 0.
Let A* = [Alb], u*(t) = [u(t)I1], and D* = [D|0]. Using these definitions we reformulate
Eq. (2.1) as follows
min c'x(t)dt,
s-t. 
-D(t) = A**(t),
D*u*(t) < e,
x(0) = ',
x(t) 0,
u*(t) 0,
Un+1 (t) = 1.
From
and
(2.2)
(2.3),(t) = A*u*(t),
x(O) = i, (2.4)
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we have
x(t) = A*u*(s)ds + k. (2.5)
Substituting Eq. (2.5) into Eq. (2.2), we can get the form of the problem as
min T [t A*u*(s)ds + I dt
s.t. x(t) = A*u*(s)ds + R > 0, (2.6)
t
D*u*(t) K e,
u*(t) 0,
n+1()= 1.
Since T and R are fixed, integrating by parts and omitting the constant part, Eq. (2.6) can
be changed to an equivalent linear optimization problem.
min j c'A*u*(t)(T - t)dt
STt=
s.t. j A*u*(s)ds + i > 0, (2.7)
D*u*(t) < e,
u*(t) > 0,
u+ 1 (t) = 1.
The above problem is a continuous linear optimization problem. In order to apply robust
optimization, we discretize Eq. (2.7). Assuming that the time interval T is divided into p
periods, where AT = I, and only allowing the controls to change value at the end of each
period, this leads to a discretized linear optimization problem with p variables.
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min 77
p-1
s.t. E c'A*u*(k)(T - kAT) m,
k=O
k
ZA*u*(s)AT + x ,
s=0
D*u*(k) e, Vk = o,1, ..
u*(k) > O, Vk = 0, 1,...,p
u* 1(k) = 1, Vk = 0, 1, ...
(2.8)
. ,P - 1,
- 1,
,p- 1.
We next apply the robust optimization framework introduced in Chapter 1 to the above
sequencing problem. The arriving rate A and serving rate /i are subject to uncertainty,
which means that the coefficient matrix A* is subject to uncertainty. Assuming that each
uncertain coefficient a* is an independent random variable, and takes value in the interval
[ -&*, + &g], where d* is the nominal value and ^* is the deviation, we model the
uncertain parameter with the uncertainty set described in (1.15).
A* E%2= A* E Dxin +1 a* E [dy , +X),VijE < d* i, Vi .(2.9)
Data uncertainty now only affects the first two constraints of the sequencing problem. Ap-
plying formulation (1.17), we obtain the robust counterpart of Eq. (2.8) as follows
min 
P-1
s.t. c ( d u*(k))) (T - k A T) A T + +qij < 7,
k= i i i jEJi
k
1(Z C u(k))AT-(Fizi(k)+ pij(k))+- " 0, Vik,
s=0 j jEJi
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Ik = 0, 1, .. . ,p - 1,
D*u*(k) < e, Vk = 0, 1 ... , p-1,
u*(k) 0, Vk = 0, 1 ... , p-1,
p-1
Oi + qij E ci&*u*(k)(T - kAT)AT, Vij,
k=O
9i 0, Vi,
qij 0, Vi, j,
k
zi(k) + pi (k) J& *uj(k)AT, Vij,k,
s=O
zi(k) 0, Vi, k,
pij (k) :-:: 0, Vi, j, k,7
Un+1(k) = 1, Vk = 0, 1, . .. , p- 1.
We next
obtained by
apply robust formulation
discretizing Eq. (2.6).
(1.20) to the equivalent nominal problem, which is
p-1
min c'x(k)AT
k=O
k-1
s.t. xi(k) xi(0) + E A (s)u*(s)AT,
s=O
k-i
xi(0) + > A (s)u*(s)L T > 0, '
s=0
D*u*(k) < e, Vk = 1, ... ,p - 1,
u*(k) 0, Vk = 1 ... , p -1,
Un+ (k) = 1, Vk = 1, ... , )P- 1.
(2.11)
where Al (k) is the ith row of the coefficient matrix A* in period k. Similar to problem
(2.8), the coefficient matrix A* is subject to uncertainty, and the data uncertainty only
affects the first two constraints of the problem (2.11). However, instead of considering
the uncertainty row-wise, we would like to consider uncertainty time-wise, and model each
31
(2.10)
uncertain coefficient a* within a polyhedral uncertainty set described in (1.19). Motivated
from Central Limit Theory, for each period k we model a* (k) as an independent random
variable, which is known to belong to an interval centered at its nominal value &* and of
half length j, which is a1(k) e [- &, 3 + %]. We define the scaled deviation of a! (k)
from its nominal value to be Ia (k)- and impose budgets of uncertainty at each period k
for the scaled deviations up to time k. The uncertainty set can be formulated as
a G CPj a. Z 13 <aEjs) I Vil j, (2.12)
where E is the budget of uncertainty. This uncertainty set defined by (2.12) rules out large
deviations in the cumulative arriving and serving processes, and as a result the corresponding
robust methodology can be considered as a reasonable worst-case approach. Using the defi-
nition of the uncertain coefficient vector in Chapter 1, we can get an equivalent formulation
of the uncertainty polyhedral set
a* E Pj = {aj vec(a*ii)k - vec(ai*)k I 1W &E V'eVk , Vij, (2.13)
where vec(a*ij)k E 9 jkX contains the first k periods a.(k), and vec(ad)k E 9 1kxI contains
the same nominal value of a*(k) in each of its entries.
Given the above uncertainty set, consider the second constraint of period k in the follow-
ing form
k-1
- E A*j(s)u*(s)AT < xi(o), Vk, (2.14)
=o
We can convert (2.14) into an equivalent auxiliary linear programming problem
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k-I
max - E A*i(s)u*(s) AT
s=0
s.t. vec(a*ij)k - vec(ay)k si (k), Vj,
-(vec(a*ij)k - vec(d*)k) 5 sij(k), Vj, (2.15)
sij(k)'e < di-VkE, Vi.
We rearrange some of the inequalities, and associate dual variables with each set of con-
straints
max - 1 A*i(s)u*(s)AT
s.t. vec(a*ij)k - sij(k) vec(dI3)k,Vj pij(k)
-vec(a* ij)k - sii(k) -vec(a*)k,Vj qij(k)
sij (k)'e < W V kE, Vj zij (k)
The dual of (2.15) is
min (pij(k)'vec(a* )k - qij(k)'vec(a*)k + z E
s.t. pj (k)' - qij(k)' = -ATvec(u*j)', Vj
-pij(k) - qij(k) + zij(k)e = 0, Vj (2.16)
pij (k),I qij (k) >! 0, zij (k) ;> 0, Vj
where vec(u*j)k E Mk x 1 contains the first k periods u (k). We can eliminate the variable
vector qij(k) using the fact that qij (k) = zij (k)e - pij (k), and substitute pij (k)' - qij (k)' in
the objective function by -ATvec(u*j)' using the first equality constraint. Then the dual
(2.16) becomes
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min (-ATvec(u*)'vec(k a + zij (k)a^ v'ke)
kij 3
s.t. 2pij(k)' - zije'= -ATvec(u*j)',
zig(k)e - pij(k) 0,
Vj
Vj (2.17)
Vj
We next eliminate pij(k) by using the equality pij(k)' = '(-ATvec(u*j)' + zij(k)e'), and
obtain
min Z(-ATvec(u*j)'vec(d* )k + zij(k)*.v/E)
k 1
s.t. zij(k)e' > -ATvec(u*j)',
zig(k)e' > ATvec(u*j)',
Vj
Vj
zij (k) 0, Vj
Since >t*NvTE  0, an optimal solution of dual (2.18) is
zig(k) = max Ivec(u*j)kIAT = I|vec(u*j)kJJko AT, Vj
Thus, the objective function for dual (2.18) is
>(-zATvec(u*j)'vec(a*)k + IJvec(u*j)kIJOcKATaV V/k)
Letting FTj(k) = etyVyE, we can have a more compact form of (2.20)
k-i
- A*(s)u*(s)AT + Z(Ilvec(u*j)kIc ATFij (k))
s=O j
So the constraint (2.14) becomes
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(2.18)
(2.19)
(2.20)
(2.21)
Pij (k), qij (k) : 0, zij (k) > 0,
k-1
- X (s)u*(s)AT + (|vec(u*)klooATij(k)) xi(O),
s=0
Vk (2.22)
After applying the same procedures to each constraint subject to uncertainty in problem
(2.11), we obtain the second robust formulation for the sequencing problem
p-1
min c'x(k)AT
k=O
k-i
s.t. xi(k) xi(0) + A *(s)u*(s)AT + Z(1vec(u*)k IooATij (k)),
s=O
k-1
xi(0) + ZA (s)u*(s) AT - (1vec(u*i)kJooATIij(k)) 0,
S=O
D*u*(k) e, Vk,
u*(k) 0, Vk,
Un4 1(k) = 1, Vk.
Vi, k,
Vi, k, (2.23)
The difference between the two robust formulations of the problem is that the first formu-
lation considers the row-wise uncertainty of the coefficient matrix A* in each period, while
the second formulation considers the uncertainty of the coefficients a!.(k) as they vary over
time. The uncertainty set (2.12) is motivated by the central limit theorem, and therefore it
provides a more accurate description of the uncertainty of the coefficients over time.
2.1.2 Formulation for Routing Problems
In this section, we will apply the robust optimization to the routing problem. A routing
problem is a little different from a sequencing problem, in that it determines the route of
each customer in the network. Customers that arrive to the system are routed to one of the
servers in such a way that the total holding cost is minimized. Similar to the introduction
of the sequencing fluid model in Chapter 1, we will also begin with an example of a simple
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Figure 2-1: An example of network with controlled routing.
routing problem analyzed in Hajek [22]. This network consists of one router and two servers,
which is shown in Figure 2-1. The parameters of the routing model are defined as, at time t:
" A: the rate of job arriving per time period.
* pi: the rate of job processed in station i per time period.
" xi(t): the number of jobs of class i at time t.
" ui(t): control variables of router, denoting the fraction of job routed to station i,
ui(t) ;> 0 and E u(t) = 1.
* bi(t): control variables of station i, denoting the fraction of effort that the station i
spends processing jobs at time t, 0 < bi(t) K 1.
* ci: the cost per unit time for holding a job in station i.
Let x(t), u(t), b(t), and c denote the corresponding vectors, and let T be a large enough
time so the system will empty by time T, and let R be the given vector of the number of
initial customers. The routing model of the above example is given as,
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min j (ciX(t) + c2x2(t))dt,
s.t. ' i(t) = Aul (t) - /tbi (t),
&2 (t) = Au 2(t) - PAb(t)
0 < bi(t) < 1, Vi = 1, 2
ui(t) + u2 (t) = 1, (2.24)
Ui (t) > 0, Vi = L,2
x(t) 0,
x(O) = i.
Similar to the formulation of the sequencing problem, the relationship between classes
and stations can be represented by an n x 2n matrix A, and we can use a long vector u*
to represent all the control variables, where u* = [ulb]. Then the dynamics of the routing
model can be expressed as
#b(t) = Au*(t) (2.25)
For the example depicted in Figure (2-1), the matrix A and control variables u* are
A = A 1 (2.26)
L0 A 0 -P2 _
U* = (ui, u 2 , bi, b2)'. (2.27)
So the general fluid model of the routing problem is as follows
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T
min c'x(t)dt
s.t. ,i(t) = Au*(t),
x(O) = ,
x(t) > 0,
u*(t) > 0,
n
u*(t) = 1,
j=1
u (t) < 1, Vj = n + 1,..., 2n.
We next apply the same robust optimization framework to this routing problem. In this
problem, the arriving rate Ai and serving rate pi are subject to uncertainty, which means that
the coefficient matrix A is subject to uncertainty in Eq. (2.28). Same as in the sequencing
problem, if we assume that each uncertain coefficient aij is an independent random variable
taking value in the interval [dij - %ij, dij + digj, and model the uncertain parameter with the
uncertainty set described in (1.15),
A E 2= A E 9nx2n E [i - digj, ji + di], Vi j,Z eai j'I (2.29)
Following the same procedures in Section 2.1.1 and applying formulation (1.17), we obtain
the robust counterpart of Eq. (2.28) as follows
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(2.28)
min 71
p-1
s.t. 1 ( E ci( dijuj(k))) (T - k) AT) A T + S £i6 i
k=0 i ji
k
5( iu (k))AT - (Fizi(k) + pij (k)) + >j 0
s=0 j jEJi
u*(k) 0, Vk,
p-1
Oi+qij 5c &juj(k)(T-k)AT)AT, Vij,
k=O
Oi 2 0, Vi,
qij 0, Vi, j,
k
zj(k) +pij(k) ! ajuj(k)AT, Vij,k,
s=0
zi (k) > 0, Vi, k,
pay (k) 2 0 Vij, k,
n
Eu(k) = 1, Vk,
j=1
Uj (k) 7 1 Vj = n + 1,..., 2n, k.
+ E Eqi 'rq,
i jEJi
Vi, k,
(2.30)
If we assume that for each period k the uncertain coefficients aij(k) are independent
random variables belonging to [dij - ij , dij + &ij], and model the uncertain parameter with
the uncertainty set described in (1.19),
aij E Pij = aii Ivec(aij)k - vec(aij)k 1 dij VkF I Vk } Vi, j, (2.31)
Following the same procedures in Section 2.1.1 and applying formulation (1.20), we obtain
the second robust counterpart of Eq. (2.28) as follows
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p-1
min Zc'x(k) AT
k=O
k-1
s.t. xi(k) > xi(0) + S Ai(s)u*(s)AT + (vec(u*)k ooATrij (k)),
s=0
k-1
xi(O) + 3Ai(s)u*(s)AT - Z(lvec(u*)klooATrij(k)) > 0,
s=O
u*(k) 0, Vk,
n
Iu(k) =1, Vk,
j=1
u (k)1, Vj = n + 1, .., 2,k.
2.1.3 Formulation for Input Control Problems
Vi, k,
Vi, k, (2.32)
This section studies the input control problem in open queueing network. In the input
control problem, customers do not incur a cost until they are injected into the network and
a minimum throughput must be maintained. An input policy determines when to accept
customers into the network.
The dynamics of the original fluid model is
*(t) = Au(t) + b (2.33)
In the input control problem, it is modified to be
*(t) = Au(t) + bv(t) (2.34)
where v(t) is a scalar function of time that represents the input control decision. Note
that the controller must choose to decrease all of the input streams by the same amount.
This is with loss of generality, as in practice, one may be able to control the input for each
stream individually. The approximation used in this problem is, however, consistent with
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U
the literature. There is not a charge for jobs until they are entered into the network, so
one would be tempted to keep v(t) = 0. However, this problem has an additional minimum
throughput constraint that requires a minimum flow out of the network. The minimum
throughput constraint can be used to model a minimum production schedule that must be
met by the network. The throughput constraint forces the network to accept input, since if
x(t) = 0, then v(t) > 0 or there would be no flow through the network. The input control
problem is formally defined as
min c'x(t)dt
s.t. ,k(t) = Au(t) + bv(t),
Du(t) e, (2.35)
a'u(t) > A,
v(t) < 1,
x(0) =Jr,
x(t) 0,
u(t) > 0,
v(t) > 0.
where A is the value of minimum throughput of the network, the vector b is the original
input vector, x(t) and u(t) are n vectors and v(t) is a scalar. The minimum throughput
constraint needs to be satisfied for almost all t E [0, T], while the other constraints must be
satisfied for all t E [0, T].
The minimum throughput constraint specifies the minimum rate A at which jobs must
leave the network. The vector a is defined as
a' = -e'A (2.36)
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We assume that A > 0. Once the network is emptied, the minimum throughput constraint
will in general be tight. It is also assumed that the network is stable. If the network is
stable, we can empty the network and maintain x(t) = 0, while also satisfying the minimum
throughput.
Compared with formulation (2.2), we can find that the general formulation of the se-
quencing problem is very similar to the input control problem. If we let A* = [AIb],
u*(t) = [u(t)Jv(t)], D* = [DIO], and a*' = [a'10], we get a similar compact formulation of
the input control problem.
min c'x(t)dt
s.t. x(t) = A*u*(t),
D*u*(t) < e,
a*'u*(t) > A
x(0) = , (2.37)
x(t) 0,
u*(t) 0,
un+1(t) < 1.
In this equation, we use u*+(t) to control the input of the network. The data subject
to uncertainty in the problem is still the coefficient matrix A*. The major difference of
the input control problem is the minimum throughput constraint, which also contains the
uncertain coefficient matrix. So data uncertainty now affects one more constraint of the input
control problem. Following similar procedures, we will apply the two robust optimization
frameworks to the input control problem.
First, we will apply the robust formulation (1.17) to the input control problem. We
assume that each uncertain coefficient a is an independent random variable taking value in
the interval [W- W, d + &], and model the uncertain parameter with the uncertainty set
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described in (1.15),
A* E = A* E x+a E [a j , *y+3jz,, da-
Following the same procedures as in Section 2.1.1 and applying formulation (1.17), we obtain
the robust counterpart of Eq. (2.37) as follows
min 17
ci(1 Zduj(k)))(T - k A T) AT +Z Eoi +
j
- (17iz,(k) + Zpij(k)) + i: 0,
jEJ
n n
-Z(Z: u(k)) -Z(ii(k) +Ej3j(k)) A
j=1
Eqi <q,
i jEJi
Vi, k,
Vk,
i j=1
D*u*(k) < e,
u*(k) 0,
Vk =0,1,...,p -1,
Vk =0,1,...,p -1,
p-1
9i + qij a ci& u*(k)(T - kAT)AT,
k=O
9> > 0, Vi,
qij 0, Vi, j,
k
zi(k) + pij (k) > &uj(k)lT,
zi(k) > 0, Vi, k,
pij (k) 0, Vi, j, k,
ac (k) + Oi3 (k) &*uj (k)Vi, j, k,
ai(k) > 0, Vi, k,
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<1. Vi . (2.38)
p-1
s.t. 1 1
k=O i
(=  *uj(k))AT
3=0 j
Vi, j, (2.39)
Vi, j, k,
i
i
Oij (k) ! 0,1 Vi, j, k,
Un+1(k) :! I, Vk = 0, 1, .P . ,- L.
Then we apply the robust formulation (1.20) to the input control problem. We will model
the uncertain coefficient a* within a polyhedral uncertainty set described in (1.19). We model
a* (k) for each period k as an uncertain parameter that takes values in [W - , +a
We impose budgets of uncertainty at each period k for the scaled deviations up to time
k. However, in the input control problem, for the kth period, the minimum throughput
constraint only contains the uncertain coefficient matrix A*(k) in a single period k, and is
irrelevant to the coefficient matrix A*(s) of other periods (s = k). So we cannot apply the
polyhedral uncertainty set (2.12) to this constraint directly, as this uncertainty set rules out
large deviations in the cumulative arriving and serving processes and cannot work with a
single period A*(k). In order to apply the uncertainty set which models the uncertainty
over time, we will modify the throughput constraint of the input control problem. Instead
of considering that a minimum flow out of the network is achieved in each period, we now
consider the average minimum throughput over the whole time T, such that the average
minimum throughput is larger than the specified lower bound A. With the new throughput
constraint, the input control problem (2.37) becomes
I T
mnm 0c'x(t)dt
s.t. -i(t) = A*u*(t),
D*u*(t) e,
1 T a*u*(tOdt > A,T
x(0) = ', (2.40)
x(t) 0,
u*(t) 0,
u+ 1(t) 1.
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Now we can model the first three constraints subject to uncertainty with the polyhedral
uncertainty set (2.12). Assume that for each period k the uncertain coefficients aij(k) are
independent random variables belonging to [* - &., d* + *], and model the uncertain
parameter with uncertainty set described in (1.19),
!. E P. = aij Ivec(a*ii)k - vec(a )k1 d v kEVk , Vi,j, (2.41)
Following the same procedures as in Section 2.1.1 and applying formulation (1.20), we obtain
the second robust counterpart of Eq. (2.40) as follows
p-1
min c'x(k)AT
k=O
k-1
s.t. x (k) x (0) + J A*(s)u*(s)AT + Z(Ivec(uj)kIKALTFij(k)), Vi, k,
s=0
k-1
x (0) + J A*(s)u*(s)A T - Z( vec(u*)kJIATFJij(k)) 0, Vi, k, (2.42)
s=O j
1 n
E (Z ( a* (k))) - Z(E Ji'j(k)IIvec(u)kO) I l ,
k=O i j=1 i j=1
D*u*(k) < e, Vk,
u*(k) 0, Vk,
Un+1(k) < 1, Vk.
2.2 Formulation for Closed Networks
This section applies the robust formulations (1.17) and (1.20) to the closed queueing net-
works. Similar to open queueing network, each customer of class i requires service at a
specified station and has a general service rate p. As a particular customer flows through
the network, it defines a different class in each station. A single station may serve multiple
customer classes, each with its own service rate. Since the network has fixed routing, each
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customer follows one of a fixed number of paths. The difference of the open and closed
queueing networks is that the population of all- the customers within the network is a con-
stant P, and thus the P customers circulate indefinitely among stations of the network, with
no arrivals and no departures. So eventually customers of any given class will visit all other
classes. Instead of minimizing the total inventory cost, the objective of the closed queueing
network is to maximize the expected average throughput of the queueing network, which
can be defined as the departure rate from any designated station.
Using the same definitions of the open network, the fluid model of the closed queueing
network is as follows
max jT S piuiu(t)dt
0 iEC
s.t. i-(t) = Au(t),
Du(t) < e, (2.43)
Exi(t) = P,
x(O) = ,
x(t) 0,
u(t) > 0.
where C is any cut of the closed network, and P is the total population of all classes of
customers in the network. We can see that, as there are no arrivals to and no departures
from the network, there is no such vector b as in the open network. So the matrix A, which
represents the relationship between classes and stations, satisfies the stable condition
e'A = 0' (2.44)
This equation means that there are no departures from the network, and therefore the
constant population constraint is a redundant constraint that it is always satisfied in this
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problem. So we can obtain the final form of the closed queueing network problem.
I Tmax Z'oEu(t)dt
iEC
s.t. x(t) = Au(t),
Du(t) < e, (2.45)
X(0) = ,
x(t) > 0,
u(t) > 0.
Then the population of the closed network is decided by the initial condition x(O), that is
P = E xi(O). Obviously, the fluid model of the closed network is similar to that of the open
network except for the objective function. So the two robust formulations can be applied
following the same manner as in the open network.
Consider that each uncertain coefficient aj is an independent random variable taking
value in the interval [dij - a&j, d + &ij], and model the uncertain parameter with uncertainty
set described in (1.15),
{A 9VJn~ aij E 1?hj - ai, i + eii],Vi~j 7 3 ii} (2.46)
Following the same procedures as in Section 2.1.1 and applying formulation (1.17), we obtain
the robust counterpart of Eq. (2.45) as follows
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max 77
p-1
s.t. Z(Z dijuj(k))AT - (P0 + 13 q j) n,
k=O ijEC ijEC
k
( diuj (k))AT - (Fizi(k) + pi (k)) + j 0 Vi k,
s=0 j jEJi
Du(k) e, Vk =0,1,...,p -1,
u(k) 0, Vk = 0, 1, ... ,p - 1,
p-1
0 + qij Y ^iju(k)AT, Vij E C, (2.47)
k=O
0 > 0,
qij 3 0, Vij E C,
k
zi(k) + pij (k) a Zijuj(k)AT, Vi, j, k,
s=O
zi(k) > 0, Vi, k,9=
Pij (k) > 0,7 Vi, 3, k.
If we assume that for each period k the uncertain coefficients aij(k) are independent
random variables belonging to [dij - &ij, di + ij], and model the uncertain parameter with
uncertainty set described in (1.19),
aij E Pi = aii ivec(aij)k - vec(5ij)kj1 5 djjvkE,Vk , Vi, j, (2.48)
Following the same procedures in Chapter 2.1.1 and applying formulation (1.20), we obtain
the second robust counterpart of Eq. (2.45) as follows
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max r7
P-1
s.t. Z(Z dijuj(k))AT - Z(||vec(uj)pIKA,| Trji(p)) ;> 7,
k=O ijEC ijEC
xi(0) + Ai(s)u(s)AT - Z(Ilvec(uj)kIAT1iFj(k)) ;> 0,
s=o j
Du(k) < e,
u(k) > 0,
Vi, k, (2.49)
Vk,
Vk.
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Chapter 3
Performance of the Robust
Formulations
In this chapter, we study the performance of the proposed robust formulations with several
examples. Section 5.1 studies an example of a simple sequencing problem, and Section 5.2
studies a simple routing example. Section 5.3 considers an input control problem and a
similar example will be used for the closed network problem in Section 5.4. Finally we will
consider a large scale sequencing example in Section 5.5.
We explicitly compare the optimal policy solved by robust formulations with the policies
solved by the fluid control and dynamic programming in the first two simple examples.
For the next three examples, where dynamic programming cannot be applied, the robust
policy will be compared with the fluid control policy and a heavy traffic policy proposed in
the literature. We investigate the performance of proposed robust formulations with other
methods, in particular, the relative performance of the robust approaches and the traditional
dynamic programming. We examine the robustness of both methods with respect to changes
in probability distributions. The performances of robust formulations in these examples
are evaluated through simulations. In the first two examples, we simulate the stochastic
arriving and serving processes with exponential and lognormal distributions. The optimal
policies are solved first with the proposed robust formulations and dynamic programming,
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and during the simulation the control is applied based on the presolved optimal policies. For
the last three examples, only the exponential distribution is used, and the robust policies are
solved dynamically in each step during the simulation while the stochastic policy is known
in advance. The simulated expected holding cost or throughput is compared to demonstrate
the performance.
3.1 A Sequencing Example
In this section, we study the performance of the proposed robust formulations with an ex-
ample of a sequencing problem. First, we will provide some insight of the optimal control
policy to the sequencing problem by comparing the policies solved with dynamic program-
ming, fluid control, and our robust methods. We will also investigate the performance of
the robust approaches and traditional dynamic programming methods. The effect of traffic
intensity will also be considered, that we will compare the performance in the heavy traffic
condition case.
Example of a Two Station Tandem Queueing Network
We first apply the proposed methodologies to the example of minimizing the holding cost
at a two station tandem queueing network depicted in Figure 3-1. It has two stations in
tandem, and one input. Customers enter the system with mean rate A and are served at
station 1 at mean rate M1. All customers then pass to station 2 where they are served at
mean rate P2 and then exit the system. We choose this example since it only involves two
queues, so that it is possible to describe the optimal policy with a two-dimensional threshold
policy, and it is possible to apply the dynamic programming method with two states.
When applying the robust formulations (2.10) and (2.23) to this example, the time hori-
zon is T = 100, and we will set AT = 0.5, so totally there will be 200 periods. The nominal
arriving rate is A = 1, and the two nominal serving rates are set as ft1 = 2 and A2 = 3, so
that the traffic intensity p1= y = I <and P2 = =3< 1. We also set the holding cost
of the two queues as c1 = 3 and c2 = 5. This is because when ci < c2 , we need to find the
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Figure 3-1: Two queues in tandem.
optimal policy for station 1 in different states. If c1 > c2, then in any state, station 1 will
choose to serve to reach the minimum inventory cost. It is also clear that for station 2, the
optimal policy is always to serve as long as there is inventory in queue 2. In this example,
the arriving rate A and the serving rate pi and p12 are subject to uncertainty. Applying the
definition in Section 2.1.1, the corresponding 2 x 3 uncertain coefficient matrix A* of this
example is
-Ai 0 A -2 0 1 (3.1)
P 1 -P2 0 2 -3 0
In the robust framework, the arriving rate A belongs to the interval [A - A, A + A], and the
serving rate pi belongs to the interval [Yi - Ii, i + ^i]. This means for each coefficient a!.
of the uncertain coefficient matrix A*, it takes value in the interval [Z - a, * + Z i]. We
define scaler 0 = &!/W.= A/ = i/ as the level of uncertainty. 0 describes how far each
uncertain coefficient can deviate from its nominal value. In the experiments to be reported,
all the linear optimization formulations are solved by the commercial Cplex 9.0 solver.
Optimal Policy under the Robust Methods
The aim of this part is to compare the optimal policy of the sequencing problem under
the robust methods, the fluid control, and dynamic programming. For this two station
sequencing example, Avram, Bertsimas, and Ricard [3] solved the corresponding fluid control
both analytically and numerically. They show that the optimal policy of the problem is a
53
50 1
45-
40 -
35-
30 -
P25-
20
15
10
0 5 10 15 20 25 30 35 40 45 50
Figure 3-2: Numerical optimal policy under fluid control.
threshold curve in a two-dimensional state space depicted in Figure 3-1. This means that
for any states below the threshold curve, station 1 will choose to serve the customer, while
for any states above the curve, station 1 will hold the customer.
We next find the optimal policy of the problem under the proposed robust methods.
With the coefficient matrix A* given in (3.1), the robust formulations (2.10) and (2.23) are
solved numerically with the parameters defined above. The robust optimal policies can be
obtained by solving both robust formulations (2.10) and (2.23) for multiple values of initial
inventory x(0). This is because for any state x(t), the same policy will be followed at time
t if x(t) = x(0). We solve for possible initial inventory conditions as xi(0) = 0,... ,50 and
X2 (0) = 0,... , 50. When solving for the optimal policy, the level of uncertainty 0 is set to
be 10% for both robust formulations. As for each row of the coefficient matrix A*, there
are only two nonzero parameters, so we set the uncertainty threshold Fj = 1 for robust
formulation (2.10). For the robust formulation (2.23), the budget of uncertainty e is set to
2. The solved optimal policies are shown in Figure (3-3).
Comparing the optimal policies under the robust methods and under the fluid control
model, we can see that the threshold curve under the robust methods is similar to the fluid
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Figure 3-3: Numerical optimal policy under robust formulation 1 (left) and robust formula-
tion 2 (right).
control policy, but with a key difference. In the fluid control policy, the threshold curve
passes through the origin of the coordinate, while in the robust policies, the threshold curve
does not. This means that, due to considering the uncertainty of the data, the robust polices
let station 1 serve more when the inventory is near zero compared with fluid control policy.
Optimal Policy under Dynamic Programming
We next apply dynamic programming to the above example (see Bertsekas [9, 10]). We
assume that the arriving process is a Poisson process with rate A, and the serving times are
independent and exponentially distributed with rate /t in the first station and A 2 in the
second station. In other words, the dynamic programming assumes the stochastic processes
are following the exponential distribution. The cost is
T
lim E e -O(cx1(t) + c2x2(t))dt (3.2)
T-+o f
where / is time discount parameter, ci and c2 are holding costs of the two stations, and
xi(t) and x2 (t) denote the number of customers at time t in the two stations, respectively.
In this example, the time discount parameter 0 is set to 0 as the robust formulations do
not consider the effect of discounting time. Let the uniform rate v = A + p, + /- 2. We
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use J(ni, n2) to represent the cost to go when ni customers are present in station 1 and n2
customers are present in station 2. The control decision is made in station 1. For example
if station 1 chooses to serve, then the state will become (nl - 1, n2 + 1). If station 1 chooses
not to serve, then the state remains the same. The Bellman equation becomes
_1
J(ni,rn2) - (cni + c2 n2+/AJ(ni + 1,1n2) +ip2J(ni,n 2 -1))
+ P min[J(ni, n2), J(ni - 1, n2 + 1)], (3.3)
+ V
with the boundary condition
1
J(0, n2) = (c2n2 + AJ(1, n2) + p12J(0, n2 - 1))0 + V
+ J(0, n2 ), (3.4)3+ v
1
J(ni, 0) = (cni + AJ(ni+ 1,0) + P2 J(ni, 0))0 + V
+ Pi min[J(ni, 0), J(ni - 1, 1)], (3.5)3+ v
1J(0, 0) = (AJ(1, 0)+ p-t2 J(0, 0))
+ J(0, 0). (3.6)
To obtain the optimal policy, the Bellman equation is solved with the value iteration
method. The numerical optimal policy of dynamic programming is given in Figure 3-4.
Compared with robust policies and fluid control policy, we see that the optimal dynamic
programming policy is also a threshold curve that does not pass through the origin of the
coordinate, which is similar to the robust policies. However, the slopes of the threshold
curves are not the same. This may be an artifact of the fact that we use T = 100 to solve
the robust formulations (2.10) and (2.23), which may be insufficient to obtain the accurate
robust policies. As stated in Section 1.1.2, the solving time T should be large enough that
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Figure 3-4: Numerical optimal policy under dynamic programming.
the system will empty by time T. To confirm this situation, we then use T = 500 to solve
for the robust policies again while all the other parameters remain the same. We think that
T = 500 is a large enough solving time to obtain the correct robust policies. The solved
robust policies are shown in Figure 3-5.
We see that the robust policies solved with T = 500 are the same as the former results
solved with T = 100, so we can confirm that our robust policies for this example are ac-
curate. Then we believe that the slope difference between the robust policies and dynamic
programming policy is due to the fact that the dynamic programming method relies on the
assumption of specific probability distribution while robust methods do not. In this example,
dynamic programming is based on Poisson process and exponential distributions, which re-
sults in the difference of the slope of the threshold curve. However, we still can conclude that
robust methods and dynamic programming have a similar optimal policy for this example.
Performance Evaluation
We next evaluate the performance of the optimal policies obtained by robust methods, dy-
namic programming, and fluid control. We consider that the two stations have zero initial
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Figure 3-5: Numerical optimal policy under robust formulation 1 (left) and robust formula-
tion 2 (right), solved with T = 500.
inventory, that is, x(0) = (0, 0). The simulation time T is set to 20, 50, and 100 to inves-
tigate the performance of short time and long run. In this problem, the arrival and service
processes are stochastic processes. We know that the dynamic programming is based on the
assumption of Poisson processes and exponential distributions, and in the simulation, we
realize the stochastic processes with both exponential and lognormal distributions to evalu-
ate the performance of the optimal policies obtained by different methods. The two realized
distributions will follow the same mean and standard deviation. The choices of realized dis-
tribution are motivated by the fact that we want to study the sensitivity of the performance
of the robust methods relative to dynamic programming for different distributions.
The optimal policies are solved first and saved in two-dimensional tables. For the robust
formulation (2.10), the coefficient matrix A* only has two nonzero coefficients in each row,
so we set the threshold Fj = 1. Note that if Fj = 0, the robust formulation (2.10) will be the
same as the fluid control, while Fi = 2, it becomes the worst case. For the robust formulation
(2.23), we set the budget of uncertainty, e = 2. The levels of uncertainty 0 are set to 5%,
10%, and 20% for both robust formulations, as we want to find the best uncertainty level
for this example. During each simulation, the optimal policy tables will be referred to in
each step and the control will be applied according to the policies. The expectation of the
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Table 3.1: Simulation result of sequencing problem, exponential distribution.
Expected Holding Cost
Optimal policy T = 20 1 T = 50 T = 100
Fluid Control 46.269(±37.315) 127.850(t67.712) 268.515(±120.521)
DP 40.316(±35.239) 109.225(±61.186) 229.088(±107.229)
ROB 1 (5%) 39.835(±35.082) 108.768(±61.629) 227.707(±106.776)
ROB 1 (10%) 37.475(±34.365) 108.289(±61.663) 225.502(t106.863)
ROB 1 (20%) 39.998(±35.693) 109.127(±61.856) 227.297(±106.231)
ROB 2 (5%) 39.908(±35.343) 108.931(±61.601) 227.125(t105.946)
ROB 2 (10%) 37.190(t33.753) 108.039(t61.255) 224.436(t105.872)
ROB 2 (20%) 39.825(t35.279) 108.968(t61.742) 228.057(t106.473)
Table 3.2: Simulation result of sequencing problem, lognormal distribution.
Expected Holding Cost
Optimal policy T = 20 T = 50 T = 100
Fluid Control 36.272(t34.753) 113.118(±78.361) 224.151(+111.591)
DP 30.629(±29.176) 88.661(±65.607) 193.739(±115.057)
ROB 1 (5%) 30.237(±29.567) 87.546(±63.131) 185.131(±108.872)
ROB 1 (10%) 29.712(±29.967) 87.088(±63.902) 183.783(±107.979)
ROB 1 (20%) 30.650(±29.697) 88.052(±65.804) 185.529(±108.728)
ROB 2 (5%) 30.253(±29.573) 87.870(±66.855) 184.963(±105.673)
ROB 2 (10%) 29.576(t29.316) 86.046(±65.208) 181.674(±101.752)
ROB 2 (20%) 31.467(t29.552) 87.334(±66.526) 185.812(±106.726)
holding cost is computed with respect to the realized probability distributions, on a sample
size of 10, 000 simulations. The results bf simulations are summarized in Table 3.1 and 3.2.
Figure 3-6 also shows the sample probability distribution of the holding costs using realized
exponential and lognormal distributions with zero initial inventory.
The first column of the tables states the optimal policy used in simulation. We use DP to
represent dynamic programming, ROB1 to represent robust formulation (2.10), and ROB2 to
represent robust formulation (2.23). For the two robust formulations, the level of uncertainty
0 is given in the bracket. The next three columns of the tables give the expected holding
cost of the simulation. The standard deviation is also provided in the bracket. From Table
3.1, we can see that if the realized distribution is exponential distribution, the performance
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Figure 3-6: Sample probability distributions of exponential distribution (left) and lognormal
distribution (right).
of robust policies and dynamic programming policy is comparable, while they all outperform
fluid control policy. It is not surprising that the fluid control policy performs significantly
worse than the other policies. As the fluid control does not consider the data uncertainty
of the network, the solved fluid control policy incurs a much higher holding cost in the
simulation. For both robust policies, they all have best choices of uncertainty level. In the
above results, we can see 10% uncertainty gives best performance. Decreasing or increasing
the level of uncertainty will result in worse performance. If the realized distribution is
lognormal distribution, from Table 3.2, we can see similar results. The performance of robust
policies and dynamic programming are similar, while the fluid control policy performs much
worse. And the best level of uncertainty is still 10%. However, we find that the difference
between robust policies and dynamic programming policy becomes larger in the lognormal
distribution simulation. In particular, when the simulation time is T = 100, the difference is
around 10, while in the exponential distribution simulation, it is only around 3. This shows
dynamic programming is more sensitive than robust optimization to specific distributions.
We believe that this is due to the fact that in this example dynamic programming is based
on the assumption of Poisson processes and exponential distributions.
In the Figure 3-6, the sample distributions also reflect the results we analyzed above.
60
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We see that the cost distribution of fluid control policy is in the right side of the other
policies, while the cost distributions of robust policies and dynamic programming are very
similar. So we can conclude that in this simple sequencing example, the proposed robust
formulations have a performance comparable to that of dynamic programming, but it seems
dynamic programming is more sensitive to different distributions. Comparing the two robust
formulation (2.10) and (2.23), in this example they have similar performance.
Performance under Heavy Traffic Conditions
To study the effect of traffic intensity on the performance of the proposed robust methods,
we will also consider the sequencing example under heavy traffic conditions. The traffic
intensity in the network will be measured by the n vector p. The intensity for each class
is defined as the rate of arrivals divided by the service rate, and the traffic intensity for
a station is calculated by summing the intensity for each class the station serves. For the
network in the given example, the traffic intensity is
p = (1, ) . (3.7)
If the traffic intensity of a station is near one, then the network is said to be under heavy
traffic conditions. In this example, we will consider the condition when the traffic intensity of
each station is 0.9. We let \ = 1, and Pj = P2= 1.111, so the traffic intensity p, = P2 = 0.9.
We still use ci = 3 and c2 = 5, and for the robust formulations (2.10) and (2.23), IF = 1 and
E = 2. The optimal policies solved with dynamic programming and fluid control are shown
in Figure 3-7, and the robust policies solved with 10% uncertainty level are given in Figure
3-8.
As stated in Avram, Bertsimas, and Ricard [3], for the given example, if pi = A2 and
c1 < c2 , then fluid control station 1 will not serve until station 2 is empty. This is consistent
with the solved fluid control policy in Figure 3-7. Considering the data uncertainty, both
robust policies and dynamic programming policy will choose to serve even if station 2 is not
empty. But dynamic programming policy will choose to serve in many more states, which is
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Figure 3-7: Numerical optimal policy of fluid control (left) and dynamic programming (right).
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Figure 3-8: Numerical optimal policy of robust formulation 1 (left) and robust formulation
2 (right).
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Table 3.3: Simulation result with exponential distribution.
Expected Holding Cost
Optimal policy T = 10 T = 20 T = 50
Fluid Control 61.287(±40.436) 242.949(±138.415) 1452.3(±581.625)
DP 55.284(±38.302) 204.014(±136.659) 1045.2(±542.641)
ROB 1 (5%) 54.660(±38.670) 204.695(+126.173) 1037.8(±541.640)
ROB 1 (10%) 53.097(±37.001) 203.336(i126.913) 956.598(±504.116)
ROB 1 (20%) 54.799(±38.435) 204.924(±126.963) 1020.4(+510.856)
ROB 2 (5%) 57.004(±38.543) 205.513(±126.829) 1062.5(±549.448)
ROB 2 (10%) 54.228(±37.530) 199.630(±126.584) 995.710(±522.259)
ROB 2 (20%) 56.840(±38.219) 204.906(±126.273) 1064.9(±552.751)
Table 3.4: Simulation result with lognormal distribution.
Expected Holding Cost
Optimal policy T = 10 T = 20 T =50
Fluid Control 57.453(±38.416) 235.631(±129.887) 1434.7(±558.711)
DP 53.459(±38.106) 195.154(+124.318) 894.579(±543.568)
ROB 1 (5%) 53.676(±36.962) 194.656(+120.306) 874.139(±491.181)
ROB 1 (10%) 52.201(±36.721) 194.475(±118.478) 866.864(±498.919)
ROB 1 (20%) 53.618(±36.109) 195.063(±120.117) 885.028(±412.276)
ROB 2 (5%) 53.739(±35.649) 195.782(±122.182) 890.591(±545.663)
ROB 2 (10%) 48.361(±35.402) 178.575(±124.731) 877.658(±490.948)
ROB 2 (20%) 52.847(t36.278) 194.023(±123.157) 903.538(±502.174)
the same as the results in Figure 3-4.
The performance of these optimal policies will be evaluated using the simulation. We
consider that the two stations have zero initial inventory, and the simulation time is set as
10, 20, and 50. The service time distributions will be exponential and lognormal. For the
policies solved by robust formulation (2.10) and (2.23), Fj = 1 and 6 = 2. The levels of
uncertainty 9 are set to 5%, 10%, and 20%. The expectation of the holding cost is computed
with respect to the realized probability distribution, on a sample size of 10,000 simulations.
The results of simulations are summarized in Table 3.3 and 3.4.
The first column of the tables states the optimal policy used in the simulation. We use
DP to represent dynamic programming, ROBI to represent robust formulation (2.10), and
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ROB2 to represent robust formulation (2.23). For the two robust formulations, the level of
uncertainty 0 is given in the bracket. The next three columns of the tables give the expected
holding cost of the simulation. The standard deviation is also provided in the bracket. From
the results above, we see that due to the p = 0.9, the holding costs increased a lot in all the
cases. For the simulation results with exponential distribution, the same as former results,
the robust policies have a performance comparable to that of dynamic programming policy,
and they all outperform fluid control policy significantly. The best level of uncertainty is
still 10% for the two robust formulations. The results of the simulation with lognormal
distribution give the same comparable result. So under heavy traffic conditions, the robust
polices have the same performance as before, which is not affected by the traffic intensity.
3.2 A Routing Example
In this section, we will study the performance of the robust formulations with an example
of a queueing problem that involves routing decisions. The optimal policies solved with
different methods will be compared, and the performance of the robust policies, dynamic
programming policy, and fluid control policy will be evaluated.
Example of a Two Station Routing Network
We will apply the proposed approaches to an example with controlled routing depicted in
Figure 2-1. It has one router and two servers. Customers arrive at rate A and are routed
upon arrival to one of the two queues that serve customers at rate P1 and [2, respectively.
When applying the robust formulations (2.30) and (2.32) to this example, the time hori-
zon is T = 100, and we will set AT = 0.5, so totally there will be 200 periods. The nominal
arriving rate is A = 1, and the two nominal serving rates are set as fi1 = P2 = 2. So the
traffic intensity in this example is p= = < l and P2= = < 1. The holding cost
of the two queues are set as ci = 2 and c2 = 3. In this routing example, the arriving rate A
and the serving rate 1 and P2 are subject to uncertainty. Applying the definition in Section
2.1.2, the corresponding 2 x 4 uncertain coefficient matrix A of this example is
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iA 0 0 1 0 -2 0 (3.8)
0A 0 -P2 0 1 0 -2
In the robust framework, the arriving rate A belongs to the interval [A - A, A + A], and the
serving rate pi belongs to the interval [fi - fijI ,i + fjZ]. This means for each coefficient aij
of the uncertain coefficient matrix A, it takes value in the interval [dij - aij, dij + %ij]. Then
the level of uncertainty is 0 = aij/adg = A/A = pi/pi. In the experiments to be reported, all
the linear optimization formulations are solved by the commercial Cplex 9.0 solver.
Optimal Policy under Robust Methods
We next compare the optimal policy of the routing example under robust methods and fluid
control. As shown by Meyn [28], the fluid control policy should also be of the threshold
form, which is depicted in Figure 3-9.
By solving the robust formulations (2.30) and (2.32) with the coefficient matrix A given
in (3.8), the robust polices are also obtained with multiple values of initial inventory x(0).
We solve for possible initial inventory as x1(0) = 0, ... ,50 and x2 (0) = 0,...,50. When
solving for the optimal policy, the level of uncertainty 0 is set to be 5% for both robust
formulations, and the threshold 1'j = 1 for (2.30) and e = 2 for (2.32). The solved optimal
policies are shown in Figure 3-10.
Comparing the robust policies and the fluid control policy, we see that they are all of
a threshold form, and are very similar. The only difference is that the fluid control policy
passes through the origin, while the robust polices do not.
Optimal Policy under Dynamic Programming
We next solve the routing example with dynamic programming and find the optimal policy.
We consider a Poisson arrival process with the service times independent and exponentially
distributed. The cost is given by
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Figure 3-10: Numerical optimal policy of robust formulation 1 (left) and robust formulation
2 (right).
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limE {
T -+oo Io 1e-ot(cixi(t) + c2 x2(t))dt} (3.9)
with uniform rate v = A + pi + P2 . The time discount parameter 4 is also set to 0 as the
robust formulations do not consider the effect of discounting. Then the Bellman equation
becomes
J(ni, n2) 1= (cin + c2n2 + piJ((ni - 1)+, n2) + P2J(ni, (n2 -
+ V
+ Amin[J(ni + 1, n2), J(nI, n2 + 1)],0 + V (3.10)
where for any x we denote
(x)+ = max(O, x). (3.11)
Solving the Bellman equation with the value iteration method, we obtain the optimal
policy of dynamic programming shown in Figure 3-11.
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We see that the optimal policy of dynamic programming is also a threshold curve, but
it is not a straight line. As stated in Meyn [283, the dynamic policy of the routing example
is similar to the fluid control policy. In the straight line part, the two threshold curves have
the same slope. But the dynamic programming curve is nonlinear near the origin, which
results in the dynamic programming threshold curve being above the fluid control curve.
Performance Evaluation
Here we will evaluate the performance of the optimal policies obtained by robust methods,
dynamic programming, and fluid control. Instead of considering zero initial inventory, we
consider the initial inventory condition x(0) = (30, 30) in this example, or the holding cost
will be too small to compare. The simulation time T is set to 10, 20, and 50. In the
simulation, we will also realize the stochastic processes with exponential distribution and
lognormal distribution. The two realized distributions follow the same mean and standard
deviation. We are interested in comparing the performance of the robust policy and other
policies with the two realized distributions.
The optimal policies are solved and saved first. The uncertainty threshold rI = 1 for
robust formulation (2.30), and e = 2 for robust formulation (2.32). The levels of uncertainty 0
are also set to 5%, 10%, and 20% for the both robust formulations to find the best robustness.
The simulation follows the same procedures as in the last example, where the control is
applied in each step with presolved optimal policies. The expectation of the holding cost is
computed with respect to the realized probability distributions, on a sample size of 10, 000
simulations. The results of the simulations are summarized in Table 3.5 and 3.6.
The first column of the tables states the optimal policy used in simulation. We use DP to
represent dynamic programming, ROB1 to represent robust formulation (2.30), and ROB2 to
represent robust formulation (2.32). For the two robust formulations, the level of uncertainty
0 is given in the bracket. The next three columns of the tables give the expected holding
cost of the simulation. The standard deviation is also provided in the bracket. From the
results above, we can see that in the routing problem, the robust policy also performs better
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Table 3.5: Simulation result of routing problem, exponential distribution.
Expected Holding Cost
Optimal policy T =10 [ T = 20 T = 50
Fluid Control 1150.5(±109.510) 1586.4(±266.494) 1643.9(±308.625)
DP 1149.3(+108.233) 1560.2(±265.045) 1621.8(±313.450)
ROB 1 (5%) 1148.5(±107.736) 1558.0(t263.223) 1621.0(±315.374)
ROB 1 (10%) 1146.6(t106.283) 1555.4(+248.532) 1611.1(t314.020)
ROB 1 (20%) 1147.9(±109.833) 1560.2(±256.169) 1619.4(+313.170)
ROB 2 (5%) 1148.5(+112.321) 1543.0(±266.086) 1599.5(±301.584)
ROB 2 (10%) 1146.9(±110.529) 1537.5(±262.951) 1589.8(±320.788)
ROB 2 (20%) 1148.4(±109.269) 1550.8(±263.834) 1603.2(±311.421)
Table 3.6: Simulation result of routing problem, lognormal distribution.
Expected Holding Cost
Optimal policy T = 10 [ T = 20 T = 50
Fluid Control 1154.9(±103.234) 1552.1(±255.260) 1657.5(±311.492)
DP 1145.7(±99.862) 1554.3(±249.748) 1659.8(±305.700)
ROB 1 (5%) 1145.0(±100.110) 1541.7(±254.692) 1626.5(±299.576)
ROB 1 (10%) 1143.1(t101.720) 1538.2(±250.651) 1612.4(±328.785)
ROB 1 (20%) 1145.9(±101.426) 1540.2(±253.823) 1619.1(±309.841)
ROB 2 (5%) 1145.4(±103.579) 1533.9(±249.075) 1601.0(±314.435)
ROB 2 (10%) 1139.8(±101.414) 1530.4(±256.323) 1596.0(i286.355)
ROB 2 (20%) 1146.4(±102.668) 1536.8(±253.856) 1602.8(±302.309)
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than dynamic programming policy and fluid control policy. The fluid control policy performs
worst in most cases. But in this routing example, we can see that if the realized distribution is
exponential distribution, the performance of robust policy and dynamic programming policy
is very similar, in that they all outperform fluid control policy. If the realized distribution
is lognormal distribution, the performance of dynamic programming policy is more similar
to fluid control policy, and robust policy outperforms these two. This is due to the fact
that dynamic programming assumes the knowledge of the underlying distribution. Here the
dynamic programming is based on exponential distribution, and therefore it performs worse
if the realized distribution is lognormal distribution. For both robust polices, when the level
of uncertainty is set to 10%, they achieve the best performance.
In the routing examples, the robust methods have a performance comparable to that of
dynamic programming when the realized distribution is exponential distribution, and out-
perform dynamic programming when the realized distribution is lognormal. This shows that
dynamic programming is more sensitive to the specific distribution than robust optimiza-
tion. Comparing the performance of the two robust formulations (2.30) and (2.32), we see
that robust formulation (2.32) is better, since ROB2 (10%) is the best policy overall in this
example.
3.3 An Input Control Example
In this section, we study the performance of the robust methods in a queueing network exam-
ple with input control. This example has been studied by Wein [39] using Brownian control.
We will investigate the relationship of the robust input control policy and the stochastic
input control policy derieved in Wein [39] for two different values of initial inventory condi-
tion x(0). The performance of the robust policies and the stochastic policy derived in Wein
[39] will also be compared through simulation using the same two initial inventory conditions.
Example of a Two Station Network with Input Control
The problem being studied has two stations and six classes, and is illustrated in Figure 3-12.
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Figure 3-12: An input control example studied by Wein.
This example has two inputs, and two classes of customers will be released into the network
at rate A1 and A3. The model used in Wein [39] specifies the input mix for the input stream.
In his example, the input is equally divided between classes one and three. Now this is
adapted to the current example by setting A1 = A3. The holding cost c, nominal service rate
f! and the minimum throughput A used in [38] are as follows
c = (1, 1, 1, 1,1, 1) (3.12)
= (1/4,1,1/8,1/6,1/2,1/7) (3.13)
A = 0.127 (3.14)
We assume the traffic intensity of the two stations pi = P2 = 0.9, so considering the service
rate given in (3.13), we can have
41 + 8X3 + 2 3 = 0.9
A1 + 6A3 + 7A3 = 0.9 (3.15)
Solving the above equations, we can get the input rate A1 = A3 = 9/140. When applying the
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robust formulations (2.39) and (2.42) to this example, the solving time will still be T = 100
and AT = 0.5, so that totally there will be 200 periods. In this example, the arriving rate
Al, A3 and serving rate pi to pA are subject to uncertainty. Applying the definition in Section
2.1.3, the corresponding 6 x 7 uncertain coefficient 'Matrix A* of this example is given as
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(3.16)
In the robust framework, the arriving rate Ai belongs to the interval [Ai - Ai, Ai + Ai], and
the serving rate pi belongs to the interval [pi - Ai, pi + Ai]. This means for each coefficient
a of the uncertain coefficient matrix A*, it takes value in the interval [ad - & , + 11 ].
We still define the level of uncertainty = W/d. = Ai/Ai = / to describe how far each
uncertain coefficient can deviate from its nominal value.
Optimal Control Policy
We will first give out the stochastic input control policy derived in Wein [39], and compare
it with the robust input policy using two kinds of initial inventory conditions. Using the
notation in [39], for this example, the workload profile matrix M yields
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I
I
I
4 0 10 2 2 0
1 1 13 13 7 7
where Mik is the expected remaining processing time at station i for a class k customer
until that customer exits the network. The vector w(t) is used to represent the workload
for each station, and wi(t) is the average amount of time station i will have to work to serve
all customers that are currently in the network. With the workload profile matrix M given
above and the queue vector x(t), we can get w(t) for this example
4x1(t) + 1x 3 (t) + 2x4 (t) + 2x 5 (t) +3.18)
Xi(t) + x2(t) + 13X (t) + 13x 4(t) + 72X5(t) +(3 .1
Then the stochastic input policy derived by Wein [39] is that it will release a customer
into the network when either
wi(t) < 19 and w2 (t) - -w1 (t) < 0 (3.19)4
or
w2 (t) 5 62 and wi(t) - --w 2 (t) 0 (3.20)13
This stochastic input control policy is illustrated in Figure (3-13). Now we will compare
the robust input control policy solved by robust formulations (2.39) and (2.42) with the
stochastic input policy. As studied in Avram, Bertsimas, and Ricard [3], the stochastic
input policy is similar to the fluid control input policy. Here, we will also show that the
robust input policy is similar to the stochastic input policy. Considering the fluid model
(2.37) and robust formulations (2.39) and (2.42) for the input control problem, similar to
the fluid input control policy, the robust input control policy will release customers into
the network when either xi(t) or x3(t) is low enough that the corresponding ui(t) must be
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Figure 3-13: Interpreting the optimal input policy.
nonzero to satisfy the minimum throughput constraint.
The similarity of the robust input control policy solved by (2.39) and (2.42) and stochastic
input control policy above is demonstrated via two different values of x(0). For the example
being studied, we can see that the input control policies are very similar. Figure (3-14)
displays equations w2 (t) - 'wl(t) = 0 and wi(t) - -2w 2 (t) = 0 along with the trajectory
of (w 1 , w2) that is used by the fluid control and robust formulations (2.39) and (2.42) from
the initial inventory x(0) = (1, 1,1,1,1,1). Those solutions are obtained using T = 100,
A T = 0.5 and 0 = 10%. As the figure shows, the robust input control policy does not accept
input until conditions (3.20) are satisfied. But the trajectory of robust policy will leave the
shaded region while the fluid control policy will stay there. This is due to the character of
robust optimization that it needs keep some inventory to prevent the violation of constraints.
We know that as long as the system begins to accept input, it will keep accepting input. So
as long as the robust policy begins to accept input at the same time as stochastic policy,
we can say that they have a similar input control policy. Figure (3-15) shows the trajectory
followed by the robust formulations (2.39) and (2.42) and fluid control when the problem is
started with x(0) = (4,1,0, 0, 0, 0). In this case, the trajectory moves toward the condition
(3.19) and does not accept input until x(t) becomes low enough. This still follows the same
input control policy as the stochastic input control policy stated above.
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Figure 3-15: Trajectory of optimal input policy, x(O) = (4, 1,0, 0, 0,0).
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We next give out the stochastic sequencing policy derived in Harrison and Wein [25].
This is a simple static policy and can be obtained from the workload profile matrix M given
in (3.17). The workload indices can be calculated as
MIlk - M2k = (3, -1,-3, -11, -5,1-7). (3.21)
Station 1 will give priority to the class with lowest workload index, and station 2 will give
priority to the class with highest workload index. Thus the stochastic sequencing policy gives
priorities in the order (5, 3, 1) (highest priority to lowest) at station 1 and (2, 6, 4) at station 2.
Budget of Uncertainty
We next investigate how to select the uncertainty parameters 1I, E, and 0. From the first two
examples, we have already seen that with different levels of uncertainty 0, the performance of
the robust methods will vary. The threshold Fj and e also affect the performance of robust
methods as they control the total deviation while 0 controls the individual deviation. In
this part, we want to find roughly the best combination of uncertainty parameters for the
robust formulations through simulation. The simulation will apply different combinations of
these uncertainty parameters to the robust formulations, and see which one gives the best
performance.
For simplicity, we will consider the above two station example depicted in Figure 3-12
without input control, and apply robust formulations (2.10) and (2.23) to this problem. All
the data are the same as above. As stated in Section 3.1, the best choice of Fi is 1 as there are
only two nonzero coefficients in each row of the uncertain coefficient matrix A*, so we will
only consider the combinations of E and 9. The threshold E will be set to 2 and 3, and the level
of uncertainty 9 will be set to 5%, 10%, 20%, and 30%. We will consider the initial inventory
condition as x(0) = (5, 5, 5, 5, 5,5), and the simulation time will be T = 100. All the arriving
rate and service time distributions are assumed to be exponential distributions. During each
simulation, in each step the robust optimal policy will be solved dynamically according to
current states and the control will be applied using the solved policy. The expectation of the
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Table 3.7: Simulation result with different uncertainty parameters.
e [ Expected Holding Cost
2 5% 2136.8
2 10% 1974.7
2 20% 2117.7
2 30% 2146.7
3 5% 1972.2
3 10% 2049.3
3 20% 2136.2
3 30% 2189.7
holding cost is computed with respect to the realized probability distributions, on a sample
size of 10, 000 simulations. The results of simulations are summarized in Table 3.7.
From the results above, we see that if e = 2, with the increase of level of uncertainty 9,
at first the holding cost decreases and when 9 = 10% it gets the best holding cost. Then
the holding cost increases again. So 9 = 10% gives the best performance. This result is
consistent with the results we obtained in Sections 3.1 and 3.2. If e = 3, then with the in-
crease of level of uncertainty 9, the holding cost also increases. Comparing the holding cost
given in Table 3.7, we find that either e = 2, 9 = 10% or 6 = 3, 0 = 5% gives a similar best
performance. So this will be the best choice of the uncertainty parameters for the robust
formulations of the multiclass queueing network problem.
Performance Evaluation
Using the example network, a simulation study is undertaken to compare the performance
of the robust policies and the stochastic policy. We consider the same two kinds of initial
inventory conditions, which are x(0) = (1, 1, 1, 1, 1, 1) and x(0) = (4, 1, 0, 0, 0, 0), and the
simulation time T is set to 50, which is long enough to test the input control policy. As
neither the robust methods nor the stochastic method rely on any assumption of probability
distributions, here all arrival and service time distributions are assumed to be exponential
distributions. We believe the simulation results hold for any distributions with the 'same
mean and standard deviation. For the robust formulations (2.39) and (2.42), as studied
77
------------------------
Table 3.8: Simulation result of input control problem.
Expected Inventory Cost
Optimal policy x(0) = (1,1, 1, 1, 1,1) x(0) = (4, 1, 0, 0, 0, 0)
Stochastic policy 379.1056(±111.5548) 343.2175(±132.0334)
ROB 1 357.2321(t90.3035) 317.3221(±123.1046)
ROB 2 306.7045(+87.7530) 283.2892(+117.3221)
above, we will use the threshold I7 = 1, e = 2 and the level of uncertainty 0 = 10%. In
the simulation, the robust control policy for the next period will be obtained dynamically
by solving the robust formulations (2.39) and (2.42) according to the states in the current
period. And the stochastic input policy will be computed through wi(t) and w2 (t) in each
period while the stochastic sequencing policy will be applied directly. The expectation of
the holding cost is computed on a sample size of 10, 000 simulations. The results of the
simulations are summarized in Table (3.8).
The first column of the table states the optimal policy used in the simulation. We use
ROBI to represent robust formulation (2.39) and ROB2 to represent robust formulation
(2.42). The next two columns of the table give the expected holding cost of the simulations.
The standard deviation is also provided in the bracket. From the results above, we see that
in the both cases, the robust policies outperform the stochastic policy. As the robust input
control polices are similar to the stochastic input control policy, we believe that this difference
is more likely due to the different sequencing policy. The robust policies are dynamically
computed in each step while the stochastic policy is static. It always follows the priorities
given above regardless of the current states. Comparing the two robust formulations (2.39)
and (2.42), according to the results above, we see that formulation (2.42) outperforms (2.39).
3.4 A Closed Network Example
In this section, we apply the proposed robust approach to the closed networks. This example
is similar to the two station network example given in last section, which is depicted in Figure
3-16. The difference is that here we consider a closed network, that is, there is no arrival to or
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Figure 3-16: An closed network example studied by Harrison and Wein.
departure from the network. The population P is a constant, and all the customers circulate
indefinitely among the stations of the network. The objective is to maximize the expected
throughput of the queueing network instead of minimizing the holding cost. This closed
network example is studied by Harrison and Wein [25], who develop a workload balancing
sequencing rule. We will compare the performance of the robust policy with the stochastic
policy derived by Harrison and Wein [25] through simulation.
The closed network example also has two stations and six classes, but there is no
input that the customers leaving station 2 will enter station 1 again. The same hold-
ing cost c and nominal service rate p will be used here, that is, c = (1, 1,1,1,1,1) and
fL = (1/4,1, 1/8,1/6,1/2,1/7). The total number of customers leaving station 2 will be con-
sidered as the total throughput. When applying the robust formulations (2.47) and (2.49) to
this example, the solving time will still be T = 100 and AT = 0.5, so that totally there will
be 200 periods. In this example, only the serving rates pi to A6 are subject to uncertainty.
Applying the definition in Section 2.2, the corresponding 6 x 6 uncertain coefficient matrix
A of this example is given as
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-P1 12 0 0 0 0
P1 -A2 0 0 0 0
A 0 0 -P3 0 0 P6
0 0 P3 -P4 0 0
0 0 0 p4 - P5 0
0 0 0 0 p5 -P6
-1/4 1 0 0 0 0
1/4 -1 0 0 0 0
0 0 -1/8 0 0 1/7
0 0 1/8 -1/6 0 0
0 0 0 1/6 -1/2 0
0 0 0 0 1/2 -1/7
In the robust framework, the serving rate -i belongs to the interval [pi - ^j, /1i + Aj]. This
means for each coefficient aij of the uncertain coefficient matrix A, it takes value in the
interval [dij - aij, dij + &i3]. We still define the level of uncertainty 0 = 3/U = /Pi
As illustrated in the last example, for this two station network, the stochastic sequencing
policy derived by Harrison and Wein [25] gives priorities in the order (5, 3, 1) (highest priority
to lowest) at station 1 and (2,6, 4) at station 2. We will use a simulation to compare the
performance of robust formulations (2.47) and (2.49) with this stochastic policy. We will
consider four kinds of populations P = 6, P = 12, P = 26, and P = 52, and the simulation
time T is set to 50. The service time is also assumed to be exponential distribution as the
results will hold for any distributions with same the mean and standard deviation. As studied
in the last section, the threshold 1'j = 1, E = 2 and the level of uncertainty 9 is set to 10% for
the robust formulations. In the simulation, the robust policy will be computed dynamically
in each period according to current states and the control will be applied according to the
computed policy. For the stochastic policy, it will be applied directly in each period to
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Table 3.9: Simulation result of closed network problem.
Expected total throughput
Population Stochastic policy ROB 1 ROB 2
P = 6, x(0) = (1, 1, 1, 1, 1, 1) 6.747(±2.260) 12.480(+3.704) 10.340(±4.484)
P = 12, x(0) = (2, 2, 2, 2, 2, 2) 7.793(±2.130) 15.060(+2.999) 13.800(t3.959)
P = 26, x(0) = (6, 1, 6,6, 1) 7.039(±1.707) 13.460(±2.604) 13.700(±3.038)
P = 52, x(0) = (12, 2,12,12,12, 2) 8.764(±2.524) 16.620(±4.213) 14.440(±3.038)
control the network. The expected total throughput is computed on a sample size of 10000
simulations. The results of simulation are summarized in Table 3.9.
The first column of the table states the population used in the simulation. The next three
columns give the expected total throughput of the stochastic policy and robust policies. We
use ROB1 to represent robust formulation (2.47) and ROB2 to represent robust formulation
(2.49). The standard deviation is also provided in the bracket. From the results above,
we see that the robust policies outperform the stochastic policy significantly. The total
throughput of robust policies is almost twice that of the stochastic policy. We can see that
with the increase of population, the total throughput will also increase. This is because
a large population reduces the idling time of the servers and therefore increases the total
throughput. The total throughput of the P = 12 case is similar to that of P = 26, due
to the initial condition that in the P = 26 case we put most customers in station 1 at the
beginning, which increases the competition in station 1 and reduces the final throughput.
So in the closed network, the total throughput is affected by the population of the network
and the initial condition, but in all cases the robust policies perform much better than the
stochastic policy studied by Harrison and Wein [25].
3.5 A Large Scale Example
In this section, we will finally apply the robust formulations to a large scale example. We
will investigate the performance of the robust policies, fluid control policy and other simple
priority policies. This large scale example has four stations and thirteen classes depicted
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Figure 3-17: A four station large scale example.
in Figure 3-17. There is one input, that customers enter the system at mean arrival rate A
and go through the four stations at mean service rates p, to P 13 and then exit the network.
We choose this example since it involves thirteen queues, so that most methods available
such as dynamic programming cannot be applied due to dimensionality limit. We want to
demonstrate that the proposed robust formulations can also be successfully applied to large
scale problems.
The holding cost c and nominal service rate A of this large scale example are as follows
c = (1,1,1,1,3,3,3,3,3,1,1,1,1) (3.23)
P = (1/4,1/2,1/3,1/7,1,1/5,1/8,1/3,1/4,1/7,1/6,1/4,1/2) (3.24)
We will consider two kinds of traffic intensity conditions. Similar to Example 1, we will
consider normal traffic intensity pi = P2 = p3 = p4 = 0.5 with corresponding A = 1/28 and
heavy traffic intensity p1 = P2 = p3 = p4 = 0.9 with corresponding A = 0.9/14. This large
scale example is an open network sequencing problem. We apply the robust formulations
(2.10) and (2.23), and set T = 100 and AT = 0.5, for a total of 200 periods. Here, the
arrival rate A and service rates p1 to p13 are subject to uncertainty. Applying the definition
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in Section 2.1.1, we will get a 13 x 14 uncertainty coefficient matrix A*. We do not explicitly
give out this matrix due to its large size. In the robust framework, the arriving rate A belongs
to the interval [A - A, + ], and the serving rate [i belongs to the interval [fii - /I2, Ii + Pt].
This means for each coefficient a* of the uncertain coefficient matrix A*, it takes value in
the interval [W. - & , W. + &]. This level of uncertainty is 9 = W./W. = A/A = jZ/f.
The performance of the robust policies in this large scale example is evaluated through
simulation. We will compare the robust policies with fluid control policy and two simple
priority policies, that is, first buffer first serve (FBFS) and last buffer first serve (LBFS).
We evaluate the performance of these policies in both transient state and steady state. For
transient state simulations, we will consider two kinds of initial inventory conditions, which
is x(0) = 0 and x(O) = 10e, and the simulation time T is set to 100. The performance will
be evaluated with the expected total holding cost. For steady state simulations, as the initial
inventory condition does not affect the results, we only use x(0) = 0.- And the simulation
time T is set to 5000, which is long enough for the network to reach its steady state. The
performance will be evaluated with the mean holding cost, that is the total holding cost
divided by simulation time T. As all the policies do not rely on any assumption of the
probability distributions, we will assume all arrival and service time distributions follow the
exponential distribution. As studied in Example 3, we choose the robust threshold Fj = 1,
6 = 2, and the level of uncertainty 0 = 10% for the robust formulations (2.10) and (2.23). In
the simulation, both the robust policies and fluid control policy will be computed dynamically
in each period according to current states with robust formulations (2.10) and (2.23) and
fluid model (2.2). Then the solved policies will be applied while the FBFS and LBFS policies
will be applied directly in each period. The expected total holding cost is computed on.a
sample size of 10, 000 simulations, and the mean holding cost is computed with one large
simulation. The results of transient state simulations are summarized in Tables 3.10 and
3.11, and the results of steady state simulations are summarized in Table 3.12.
The first column of the tables states the traffic intensity used in the simulation. The
second column states the optimal policies. We use ROBI to represent robust formulation
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Table 3.10: Simulation result of large scale example in transient state, x(0) = 0.
x(0) = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
Traffic intensity Optimal policy Expected total holding cost
FBFS 85.0630(i110.1860)
LBFS 76.7387(±89.8906)
p = 0.5 Fluid Control 77.9091(±83.1273)
ROB 1 76.2281(±95.7130)
ROB 2 75.9424(t83.8304)
FBFS 246.6556(t210.0119)
LBFS 199.1162(±151.3719)
p = 0.9 Fluid Control 178.4356(±121.5566)
ROB 1 176.7632(±121.3544)
ROB 2 168.1892(±114.8120)
Table 3.11: Simulation result of large scale example in transient state, x(0) = 10e.
x(0) = (10, 10, 10, 10, 10, 10, 10, 10, 10, 10, 10, 10, 10)
Traffic intensity Optimal policy Expected total holding cost
FBFS 2.3613 x 104(t473.8905)
LBFS 2.1751 x 104(±579.5294)
p = 0.5 Fluid Control 2.0901 x 104(±424.1736)
ROB 1 2.0364 x 104(±441.8992)
ROB 2 2.0171 x 104(±398.4190)
FBFS 2.3974 x 104(±490.7323)
LBFS 2.1610 x 104(±444.4798)
p = 0.9 Fluid Control 2.0169 x 104(t412.2513)
ROB 1 1.9828 x 104(±431.9021)
ROB 2 1.9697 x 104(±407.0433)
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Table 3.12: Simulation result of large scale example in steady state.
Simulation time T = 5000
Traffic intensity Optimal policy Mean holding cost
FBFS 3.8979
LBFS 3.5805
p = 0.5 Fluid Control 3.5818
ROB 1 3.4374
ROB 2 3.4208
FBFS 43.0974
LBFS 31.0971
p = 0.9 Fluid Control 29.4046
ROB 1 27.6712
ROB 2 26.4459
(2.10), ROB2 to represent robust formulation (2.23), and Fluid Control to represent the
fluid model (2.2). The next column gives the expected total holding cost for Tables 3.10
and 3.11, and mean holding cost for Table 3.12. From the results above, we see that in
this large example robust policies outperform fluid control policy and priority policies. We
also see that even though the fluid control does not consider the data uncertainty, the
fluid control policy is still dynamically computed according to current network states, while
the stochastic policies FBFS and LBFS are static. Therefore, it still performs better than
priority policies. Comparing the two robust formulations, robust formulation (2.23) slightly
outperforms robust formulation (2.10), but it is still difficult to say which one is better.
In this large scale example, we see that the robust formulations can be applied to large
scale multiclass queueing networks successfully, while other methods available such as dy-
namic programming cannot be applied. The performance of robust formulations demon-
strates the advantages of our methods, as even for a large scale problem, the proposed
robust formulations are still tractable and can be applied efficiently.
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Chapter 4
Conclusion
The unifying theme in this thesis is that the robust optimization methods provide a power-
ful framework to model multiclass queueing networks subject to uncertainty in a tractable
and insightful manner. Robust Optimization methods also provide an elegant technique to
address dynamic environments, since in contrast with other methods available to multiclass
queueing networks, such as dynamic programming, the robust formulations can be solved
efficiently for large problem sizes.
In this thesis, we apply robust optimization to both open and closed queueing networks.
For open queueing networks, we study control problems that involve sequencing, routing and
input control decision, and optimize the total holding cost. For closed queueing networks, we
focus on the sequencing problem and optimize the throughput. We compare the robust solu-
tions to those derived by fluid control, dynamic programming and stochastic input control.
We show that the robust control policy leads to better performance.
In conclusion, we believe that robust optimization methods hold promise as a modeling
tool for multiclass queueing network problems subject to uncertainty. It opens many research
directions, as many problems in related fields can be revisited using the techniques that
we have developed. This is particularly attractive in a dynamic setting, where traditional
methods quickly become intractable. We hope that our work with robust optimization and
multiclass queueing networks will lead to a better understanding of the problem at hand,
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and a more efficient allocation of the resources available.
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