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SIMPLICITY OF REDUCED GROUP BANACH ALGEBRAS
N. CHRISTOPHER PHILLIPS
Abstract. Let G be a discrete group. Suppose that the reduced group C*-
algebra C∗
r
(G) is simple. We use results of Kalantar-Kennedy and Haagerup,
and Banach space interpolation, to prove that, for p ∈ (1,∞), the reduced
group Lp operator algebra F p
r
(G) and its *-analog Bp,∗
r
(G) are simple. If G is
countable, we prove that the Banach algebras generated by the left regular rep-
resentations on reflexive Orlicz sequence spaces and certain Lorentz sequence
spaces are also simple. We prove analogous results with simplicity replaced by
the unique trace property. For use in the Orlicz sequence space case, we prove
that if p ∈ (1,∞), then any reflexive Orlicz sequence space is isomorphic (not
necessarily isometrically) to a space gotten by interpolation between lp and
some other Orlicz sequence space.
We use Banach space interpolation to show that the recent Kalantar-Kennedy
and Haagerup results on simplicity of the reduced C*-algebra of a group G also
imply, for p ∈ (1,∞), simplicity of its Lp analog F pr (G) as in [12], as well as
simplicity of the ∗-algebra relative Bp,∗r (G) defined by Liao and Yu in [11]. (The
algebra F 1r (G) is never simple unless G has only one element.) We further show
that if C∗r (G) has a unique tracial state, then F
p
r (G) and B
p,∗
r (G) each have a
unique unital trace.
This paper was written in response to a question of Guoliang Yu, about simplicity
of F pr (G) and B
p,∗
r (G). As will be seen, it is very easy to prove that simplicity of
C∗r (G) implies simplicity of F
p
r (G), and only slightly harder to handle B
p,∗
r (G). We
put the problem in a general framework, which can be used to prove simplicity
and the unique trace property for algebras obtained from regular representations
on many other Banach spaces. We don’t give a thorough investigation; rather,
we examine two kinds of examples, Orlicz sequence spaces (as in Sections 4.a–4.c
of [10]) and Lorentz sequence spaces (as in Section 4.e of [10]). In both cases, we
assume for convenience that G is countable. For each of these spaces, permutations
of Z>0 define isometric operators on the space, so we can index the sequences by G
instead of Z>0, define a left regular representation of G using isometric operators
on the space, and consider the Banach algebra generated by this representation.
For reflexive Orlicz sequence spaces, and for the Lorentz spaces lp,r(G) (analogs of
the more commonly used spaces Lp,r(Rn)) when 1 < r < p < ∞, we prove that
simplicity of C∗r (G) implies simplicity of the Banach algebras generated by the left
regular representations on these spaces, and similarly for the unique trace property.
In outline, interpolation starts with two Banach spaces (or, in a generality we
don’t use, complete quasinormed vector spaces) E0 and E1 with a common dense
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subspace E, and constructs interpolated spaces Eθ for θ ∈ (0, 1). The basic example
is Ej = L
pj (X,µ), with Eθ = L
pθ(X,µ) for suitable pθ, determined by
1
pθ
=
1− θ
p0
+
θ
p1
.
Moreover, if (F0, F1) is another such pair, with common dense subspace F , and
T : E → F is linear (sometimes, in generality we don’t need, satisfying weaker
conditions, such as quasilinearity on a larger space) and extends to bounded linear
operators Tj : Ej → Fj for j = 0, 1, then T extends to bounded linear operators
Tθ : Eθ → Fθ for θ ∈ (0, 1), with estimates on ‖Tθ‖ (different for different interpola-
tion theorems). For example, in the Riesz-Thorin Interpolation Theorem (Theorem
6.27 of [3]), one gets
(0.1) ‖Tθ‖ ≤ ‖T0‖
1−θ‖T1‖
θ.
Other interpolation theorems have different estimates.
Interpolation can be used to prove simplicity via the condition we abstract as
the Powers property (Definition 2.1; the connection with simplicity is given in
Theorem 2.2, from [5], and Proposition 2.4, a general form of a standard argument,
originally due to Powers [13]). This property asserts the existence of certain convex
combinations of images of the group elements which have small norm. Since we
consider representations via isometries, such convex combinations always have norm
at most 1. An estimate of the form (0.1) is thus useful as long as the Powers property
holds at one endpoint.
The description above is nearly a complete proof that simplicity of C∗r (G) and
p ∈ (1,∞) imply simplicity of F pr (G): for example, for p ∈ (1, 2) one interpolates
the Powers property between p = 1 and p = 2. For Bp,∗r (G) one needs to work a
little harder, because the norm is more complicated. For Orlicz sequence spaces
and lp,r(G), we use known interpolation theorems in which the estimates are not
quite as good as (0.1) but still good enough. The Lorentz spaces lp,r(G) we use are
particular examples of Lorentz sequence spaces, and the result should be true for
much more general Lorentz sequence spaces. This seems to require going beyond the
well known interpolation theorems; since our purpose is just to exhibit possibilities,
we don’t investigate further. For Orlicz sequence spaces, we can use a well known
interpolation theorem, but we need significant work to produce a space to use
in this theorem. We prove that if p ∈ (1,∞), then any reflexive Orlicz sequence
space is isomorphic (not necessarily isometrically) to a space gotten by interpolation
between lp and some other Orlicz sequence space. The proof of this fact seems to
require a direct construction.
The Orlicz sequence space result actually implies the results for F pr (G), so, in
principle, the corresponding parts of Sections 2 and 3 could be omitted. However,
the proofs given in those sections are much simpler and are a good illustration of the
general method, and the Orlicz sequence space results do not help with the algebras
Bp,∗r (G). The results on Lorentz spaces do depend on the results for F
p
r (G).
The unique trace property is handled similarly, using a different version of the
Powers property; see Definition 3.1.
We do not address the reverse implications. For example, interpolation can be
used to show that if F pr (G) has the Powers property for some p ∈ (1,∞), then
C∗r (G) has the Powers property and is therefore simple. However, we do not know
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whether simplicity of F pr (G) implies the Powers property, and similarly for the other
algebras we consider.
This paper is organized as follows. In Section 1, we define a reduced group
Banach algebra for a group G; this is the general framework we use. The definition
is independent of any representation of G on a Banach space. We then give the
basic examples: C∗r (G), F
p
r (G), and B
p,∗
r (G). In Section 2, we define the Powers
property for a reduced group Banach algebra, show that it implies simplicity of the
algebra, and prove that if C∗r (G) is simple then so are F
p
r (G) and B
p,∗
r (G). Section 3
is the analog for the unique trace property. Readers interested only in F pr (G) and
Bp,∗r (G) can stop here. In Section 4, we introduce reduced group algebras on Orlicz
sequence spaces, and prove the analogous simplicity and unique trace results. Most
of the proof of the existence of a suitable space to use in the interpolation argument
is postponed to Section 5. Section 6 contains the results on reduced group algebras
on Lorentz sequence spaces.
All groups will be assumed discrete. All Banach algebras are over C. We will
use the following terminology and notation.
Definition 0.1. Let A be a unital Banach algebra. A unital trace on A is a
continuous linear functional τ : A→ C such that τ(ba) = τ(ab) for all a, b ∈ A and
τ(1) = 1.
A linear functional ω on a unital Banach algebra is called a state if ‖ω‖ = 1 and
ω(1) = 1. So a tracial state is a unital trace. We don’t need to require our traces
to have norm 1, only that they be bounded.
Notation 0.2. Let A be a unital Banach algebra. Then we denote by Isom(A) the
group of invertible isometries in A, that is,
Isom(A) =
{
s ∈ A : s is invertible, ‖s‖ = 1, and ‖s−1‖ = 1
}
.
We will use both adjoints and Banach space duality (for operators as well as for
spaces). To distinguish them, we use the following convention.
Notation 0.3. If E is a Banach space, we denote its dual by E′. If F is another
Banach space and a ∈ L(E,F ), we let a′ ∈ L(F ′, E′) be the dual (transpose)
operator, given by a′(ω)(ξ) = ω(aξ) for ω ∈ F ′ and ξ ∈ E. For p ∈ [1,∞) and with
q ∈ (1,∞] chosen so that 1p +
1
q = 1, for any set S we identify l
p(S)′ with lq(S) in
the standard way.
We thank Marcin Bownik and Bill Johnson for useful answers to the question,
“What other interesting Banach spaces of sequences are there?” We also thank
Sanaz Pooya for helpful comments on earlier drafts of this paper.
1. Reduced group Banach algebras
In this section, we give a general framework which covers both F pr (G) and
Bp,∗r (G), as well as examples constructed from Orlicz sequence and Lorentz se-
quence spaces.
Definition 1.1. Let G be a group (taken with the discrete topology). An (abstract)
reduced group Banach algebra for G is a triple (A,w, τ) in which A is a unital
Banach algebra, w : G → Isom(A) (see Notation 0.2) is a group homomorphism,
and τ : A→ C is a unital trace (Definition 0.1), such that the following conditions
hold:
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(1) A = span
({
w(g) : g ∈ G
})
.
(2) τ(w(g)) = 0 for all g ∈ G \ {1}.
(3) If a ∈ A and τ(aw(g)) = 0 for all g ∈ G, then a = 0.
Of course, to check that w(g) ∈ Isom(A) for all g ∈ G, it suffices to check that
‖w(g)‖ ≤ 1 for all g ∈ G.
Condition (1) is a density condition, Condition (2) is a strong form of injectivity
on the homomorphism w, and Condition (3) says that τ is faithful in some sense.
The standard example is as follows.
Example 1.2. Let G be a discrete group, let w be the standard homomorphism
from G to the unitary group of C∗r (G), and let τ be the standard tracial state on
C∗r (G). Then
(
C∗r (G), w, τ
)
is a reduced group Banach algebra for G.
The conditions in Definition 1.1 are independent. If G is a discrete group which
is not amenable, then C∗(G), with the obvious choices of w and the usual choice
of τ , satisfies (1) and (2) but not (3). If G = Z, A = C, w(g) = 1 for all g ∈ G, and
τ : A→ C is the identity map, then (A,w, τ) satisfies (1) and (3) but not (2). If G
is any ICC group, then its group von Neumann algebra, with the obvious choices
of w and τ , satisfies (2) and (3) but not (1).
Injectivity of w does not imply (2), even in the presence of (1) and (3): take
G = Z and A = C, fix any θ ∈ R \Q, and define w(n) = e2piinθ for n ∈ Z.
We recall the reduced groupLp operator algebra F pr (G) from [12]; it has appeared
in earlier work. For use in interpolation arguments, we include the case p =∞.
Definition 1.3. Let G be a group (taken with the discrete topology). Let C[G] be
the usual complex group ring of G, and write its elements as sums a =
∑
g∈G agug
with ag ∈ C for all g ∈ G and ag = 0 for all but finitely many g ∈ G.
Let p ∈ [1,∞]. Let wp : G→ L(l
p(G)) be the left regular representation of G on
lp(G). With δp,g ∈ l
p(G) being the standard basis vector corresponding to g ∈ G,
it is determined by wp(g)(δp,h) = δp,gh for g, h ∈ G. Let ρp : C[G] → L(l
p(G)) be
the unital algebra homomorphism satisfying
ρp
(∑
g∈G
agug
)
=
∑
g∈G
agwp(g)
for a =
∑
g∈G agug as above. Define
F pr (G) = ρp(C[G]) ⊂ L(l
p(G)).
Further define τp : F
p
r (G) → C by taking τp(a) to be the coordinate of a(δp,1) at
the identity of the group, that is, if a(δp,1) = (ξg)g∈G, then τp(a) = ξ1.
Remark 1.4. If p = 2 in Definition 1.3, one gets C∗r (G) as in Example 1.2.
Lemma 1.5. Let the notation be as in Definition 1.3, with p ∈ [1,∞]. Then
(F pr (G), wp, τp) is a reduced group Banach algebra for G.
For p 6=∞, the algebra F pr (G) is in Definition 3.3(2) of [12], with A there taken to
be C with the trivial action. Most of Lemma 1.5, under the additional assumption
that G is countable, is then a special case of results in [12]. In particular, existence
and faithfulness of τ is a special case of existence and faithfulness of the standard
conditional expectation E : F pr (G,A, α) → A, as in Definition 4.11, Proposition 4.8,
and Proposition 4.9(1) of [12]. We give a selfcontained proof, since we will refer to
the argument later.
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Proof of Lemma 1.5. It is immediate that wp(g) is an isometry for all g ∈ G. The
set F pr (G) is a Banach algebra because it is a closed subalgebra of L(l
p(G)).
There is a bounded linear functional ω : lp(G)→ C such that if ξ = (ξg)g∈G ∈ l
p,
then ω(ξ) = ξ1; moreover, ‖ω‖ = 1. The functional τp is continuous because it is
given by the formula τp(a) = ω(aδp,1) for a ∈ F
p
r (G). It is obviously unital. A direct
computation shows that for g, h ∈ G we have τp
(
wp(g)wp(h)
)
= τp
(
wp(h)wp(g)
)
(it
is 1 if g = h−1 and 0 otherwise), and the trace property for τp follows by linearity
and continuity.
Condition (1) of Definition 1.1 holds by construction, and Condition (2) there is
immediate.
For Condition (3) of Definition 1.1, let a ∈ F pr (G), and suppose that τp(awp(g)) =
0 for all g ∈ G.
We claim that if h ∈ G, then aδp,h = 0. To see this, write aδp,h = (ηg)g∈G. Then
for g ∈ G we have, using the trace property for τp at the fourth step,
ηg = ω
(
wp(g
−1)aδp,h
)
= ω
(
wp(g
−1)awp(h)δp,1
)
= τp
(
wp(g
−1)awp(h)
)
= τp
(
awp(hg
−1)
)
= 0.
Since this is true for all g ∈ G, the claim follows.
If p 6= ∞, the set {δp,h : h ∈ G} spans a norm dense subspace of l
p(G), so it
follows that a = 0.
For p = ∞, give l∞(G) the weak* topology it gets as the dual of l1(G). One
checks that if g ∈ G then w∞(g) is the dual of the operator w1(g
−1) ∈ L(l1(G)).
Since dual operators have the same norm, it follows that
F∞r (G) =
{
b′ : b ∈ F 1r (G)
}
.
Therefore the operator a above is weak* to weak* continuous. Since {δ∞,h : h ∈ G}
spans a weak* dense subspace of l∞(G), we again get a = 0. 
The following definition is from the beginning of Section 2 of [11].
Definition 1.6 ([11]). Let G and C[G] be as in Definition 1.3. Let p ∈ [1,∞], and
let wp and ρp be as in Definition 1.3.
For a =
∑
g∈G agug ∈ C[G] as in Definition 1.3, set a
∗ =
∑
g∈G agug−1 . Define
an algebra norm ‖ · ‖p,∗ on C[G] by
‖a‖p,∗ = max
(
‖ρp(a)‖, ‖ρp(a
∗)‖
)
for a ∈ C[G]. Let Bp,∗r (G) be the completion of C[G] in this norm.
We let wp,∗ : G → Isom(B
p,∗
r (G)) be the composition of g 7→ ug with the obvi-
ous map C[G] → Bp,∗r (G). There is a contractive homomorphism ιp : B
p,∗
r (G) →
F pr (G) coming from the inequality ‖ρp(a)‖ ≤ ‖a‖p,∗ for a ∈ C[G], and we define
τp,∗ : B
p,∗
r (G)→ C by τp,∗ = τp ◦ ιp.
In general, there seems to be no reason for Bp,∗r (G) to be an L
p operator algebra.
Proposition 2.2 of [11] shows that Bp,∗r (G) need not equal F
p
r (G).
Lemma 1.7. Let the notation be as in Definition 1.6, with p ∈ (1,∞). Then:
(1) Bp,∗r (G) is a unital Banach *-algebra.
(2) (Bp,∗r (G), wp,∗, τp,∗) is a reduced group Banach algebra for G.
(3) τp,∗ is selfadjoint and has norm 1.
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We won’t use part (3) or the fact that Bp,∗r (G) is a *-algebra, but these are
properties one wants to have and which are not explicit in [11].
Proof of Lemma 1.7. Throughout, we identify C[G] with its image in Bp,∗r (G), and
we let ιp : B
p,∗
r (G)→ F
p
r (G) be as in Definition 1.6. Thus, for a ∈ B
p,∗
r (G) we have
(1.1) ‖a‖p,∗ = max
(
‖ιp(a)‖, ‖ιp(a
∗)‖
)
.
For (1), one checks that a 7→ a∗ is a conjugate linear multiplication reversing
involution on C[G]. It follows that ‖ρp((ab)
∗)‖ ≤ ‖ρp(a
∗)‖‖ρp(b
∗)‖ for a, b ∈ C[G].
Part (1) now follows easily.
For (2), we verify the conditions of Definition 1.1. It is immediate that wp,∗ is
a group homomorphism. For g ∈ G we have ‖wp,∗(g)‖ = 1 because ‖wp(g)‖ = 1
and ‖wp(g
−1)‖ = 1. The map τp,∗ is a unital trace because τp is one and ιp is a
continuous unital homomorphism.
Condition (1) of Definition 1.1 holds by construction.
We claim that for a ∈ Bp,∗r (G) and g ∈ G, we have
(1.2) τp
(
ιp(a)wp(g)
)
= τp,∗(awp,∗(g)) and τp
(
ιp(a
∗)wp(g)
)
= τp,∗(awp,∗(g−1)).
Both are computations when a ∈ C[G]: if a =
∑
g∈G agug as in Definition 1.1, the
common values are ag−1 in the first case and ag in the second case. The claim then
follows by continuity.
To prove Condition (2) of Definition 1.1, for g ∈ G \ {1} we use the first part
of (1.2) to get τp,∗(wp,∗(g)) = τp(wp(g)) = 0.
For Condition (3) of Definition 1.1, let a ∈ Bp,∗r (G), and suppose that τp,∗(awp,∗(g)) =
0 for all g ∈ G. By (1.2), we get
τp
(
ιp(a)wp(g)
)
= 0 and τp
(
ιp(a
∗)wp(g)
)
= 0
for all g ∈ G. Lemma 1.5 implies that τp is faithful, so ιp(a) = 0 and ιp(a
∗) = 0.
Therefore a = 0 by (1.1).
Finally, we prove (3). We have τp,∗(a
∗) = τp,∗(a) for a ∈ C[G], and selfad-
jointness of τp,∗ follows by continuity. We have ‖τp,∗‖ ≤ 1 because ‖ιp‖ ≤ 1 and
‖τp‖ ≤ 1, and ‖τp,∗‖ ≥ 1 because τp,∗(1) = 1. 
2. Simplicity of F pr (G) and B
p,∗
r (G)
We define the Powers property for a reduced group Banach algebra. It is an
abstraction of the property Powers used in [13] to prove simplicity of C∗r (F2). The
unital trace doesn’t appear in the definition, so it makes formal sense for just a
pair consisting of a unital Banach algebra A and a group homomorphism w : G→
Isom(A).
Definition 2.1. Let G be a group, and let (A,w, τ) be a reduced group Banach
algebra for G (Definition 1.1). We say that (A,w, τ) has the Powers property if for
every finite set S ⊂ G\{1} and every ε > 0, there are n ∈ Z>0 and h1, h2, . . . , hn ∈
G such that for all g ∈ S we have∥∥∥∥∥ 1n
n∑
j=1
w(hjgh
−1
j )
∥∥∥∥∥ < ε.
This property is not the same as G being a Powers group as in Definition 2.5
of [6].
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The importance of the Powers property comes from the following result of
Haagerup, based on the Kalantar-Kennedy characterization of groups for which
C∗r (G) is simple [7].
Theorem 2.2 (Haagerup). Let G be a group (taken with the discrete topol-
ogy). Suppose C∗r (G) is simple. Then, following the notation from Definition 1.3,
(C∗r (G), w2, τ2) has the Powers property.
Proof. By Remark 1.4, this is the implication from (i) to (vi) in Theorem 4.5
of [5]. 
Proposition 2.3. Let G be a group (taken with the discrete topology). Suppose
C∗r (G) is simple. Let p ∈ (1,∞). Then:
(1) The triple (F pr (G), wp, τp) of Definition 1.3 has the Powers property.
(2) The triple (Bp,∗r (G), wp,∗, τp,∗) of Definition 1.6 has the Powers property.
Proof. We first prove (1). For p = 2, this is Remark 1.4 and Theorem 2.2.
Next, suppose that p ∈ (1, 2) and consider (F pr (G), wp, τp). Let S ⊂ G \ {1} be
finite and let ε > 0. Define λ = 2
(
1− 1p
)
, which is in (0, 1). Choose δ > 0 such that
δλ < ε. By Theorem 2.2, there are n ∈ Z>0 and h1, h2, ..., hn ∈ G such that for all
g ∈ S we have
(2.1)
∥∥∥∥∥ 1n
n∑
j=1
w2(hjgh
−1
j )
∥∥∥∥∥ < δ.
We apply the Riesz-Thorin Interpolation Theorem (Theorem 6.27 of [3]). We
warn that numbers pt and qt appear there, but qt is not the conjugate exponent
for pt. In the notation there, take X = Y = G, both measures to be counting
measure,
p0 = q0 = 1, p1 = q1 = 2, M0 = 1, and M1 = δ.
Let F (G) be the vector space of all functions from G to C, and for k ∈ G define a
linear map w(k) : F (G)→ F (G) by
(
w(k)ξ
)
(h) = ξ(k−1h) for ξ ∈ F (G) and h ∈ G.
The operator
T : l1(G) + l2(G)→ l1(G) + l2(G)
of Theorem 6.27 of [3] will be the restriction to l1(G)+ l2(G) of 1n
∑n
j=1 w(hjgh
−1
j ).
Since w(g)|lr(G) = wr(g) for all r ∈ [1,∞], it is clear that T (l
1(G)) ⊂ l1(G) and
T (l2(G)) ⊂ l2(G), so that T
(
l1(G) + l2(G)
)
⊂ l1(G) + l2(G), as required in the
Riesz-Thorin Interpolation Theorem. Moreover, for ξ ∈ l1(G) we trivially have
‖Tξ‖1 ≤ M0‖ξ‖1, and for ξ ∈ l
2(G) we get from (2.1) the inequality ‖Tξ‖2 ≤
M1‖ξ‖2. Apply Theorem 6.27 of [3] with t = λ, so that the numbers pt and qt there
are both equal to p. The conclusion is that for ξ ∈ lp(G) we have
‖Tξ‖p ≤M
1−λ
0 M
λ
1 ‖ξ‖p = δ
λ‖ξ‖p.
So ∥∥∥∥∥ 1n
n∑
j=1
wp(hjgh
−1
j )
∥∥∥∥∥ ≤ δλ < ε.
This proves (1) when p ∈ (1, 2).
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Now let p ∈ (2,∞). Let q ∈ (1, 2) satisfy 1p +
1
q = 1. Let S ⊂ G \ {1} be finite
and let ε > 0. Apply the case just done with q in place of p and with {g−1 : g ∈ S}
in place of S, getting n ∈ Z>0 and h1, h2, ..., hn ∈ G such that for all g ∈ S we have∥∥∥∥∥ 1n
n∑
j=1
wq(hjg
−1h−1j )
∥∥∥∥∥ < ε.
One easily checks that the standard isomorphism lp(G)′ ∼= lq(G) (see Notation (0.3))
identifies wp(h)
′ with wq(h
−1) for all h ∈ G. Since dual operators have the same
norm, for all g ∈ S we get∥∥∥∥∥ 1n
n∑
j=1
wp(hjgh
−1
j )
∥∥∥∥∥ =
∥∥∥∥∥
[
1
n
n∑
j=1
wp(hjgh
−1
j )
]′∥∥∥∥∥ =
∥∥∥∥∥ 1n
n∑
j=1
wq(hjg
−1h−1j )
∥∥∥∥∥ < ε.
This proves the case p ∈ (2,∞), and finishes the proof of (1).
We now prove (2). Let S ⊂ G \ {1} be finite and let ε > 0. Define R =
S ∪{g−1 : g ∈ S}, which is a finite subset of G\ {1}. By (1), there are n ∈ Z>0 and
h1, h2, ..., hn ∈ G such that for all g ∈ R we have∥∥∥∥∥ 1n
n∑
j=1
wp(hjgh
−1
j )
∥∥∥∥∥ < ε.
For g ∈ S we then get, using u∗k = uk−1 in C[G] (see Definition 1.6) at the first step
and g, g−1 ∈ R at the last step,∥∥∥∥∥ 1n
n∑
j=1
wp,∗(hjgh
−1
j )
∥∥∥∥∥ = max
(∥∥∥∥∥ 1n
n∑
j=1
wp(hjgh
−1
j )
∥∥∥∥∥,
∥∥∥∥∥ 1n
n∑
j=1
wp(hjg
−1h−1j )
∥∥∥∥∥
)
< ε.
This completes the proof. 
The proof of the following proposition is standard. (It is the same as the argu-
ment in [13]. See the proofs of Lemma 6 and Theorem 1 there.) Since it is central
to this paper, we give a full proof for completeness.
Proposition 2.4. Let G be a group (taken with the discrete topology), and let
(A,w, τ) be a reduced group Banach algebra for G (Definition 1.1) which has the
Powers property (Definition 2.1). Then A is simple.
Proof. Let I ⊂ A be a nonzero ideal. We show that I contains an invertible element.
Choose a nonzero element a ∈ I. By Definition 1.1(3), there is k ∈ G such that
τ(aw(k)) 6= 0. Define b = τ(aw(k))−1aw(k−1). Then b ∈ I and τ(b) = 1. By
Definition 1.1(1), there are a finite set S ⊂ G and numbers λg ∈ C for g ∈ S such
that ∥∥∥∥∥b− 1−
∑
g∈S
λgw(g)
∥∥∥∥∥ < 14‖τ‖ .
Without loss of generality 1 ∈ S. Applying τ and using Definition 1.1(2), we get
|λ1| <
1
4 . Define c =
∑
g∈S\{1} λgw(g); the sum is now over S \ {1} instead of S.
Then
‖b− 1− c‖ <
1
2
and τ(c) = 0.
REDUCED GROUP BANACH ALGEBRAS 9
Define M = 1 +
∑
g∈S\{1} |λg|. Use the Powers property to choose n ∈ Z>0 and
h1, h2, ..., hn ∈ G such that for all g ∈ S \ {1} we have∥∥∥∥∥ 1n
n∑
j=1
w(hjgh
−1
j )
∥∥∥∥∥ < 14M .
Then ∥∥∥∥∥ 1n
n∑
j=1
w(hj)cw(h
−1
j )
∥∥∥∥∥ ≤
∑
g∈S\{1}
|λg|
∥∥∥∥∥ 1n
n∑
j=1
w(hjgh
−1
j )
∥∥∥∥∥ < 14 .
Set
x =
1
n
n∑
j=1
w(hj)bw(h
−1
j ).
Then x ∈ I. Also,
‖x− 1‖ ≤
∥∥∥∥∥ 1n
n∑
j=1
w(hj)cw(h
−1
j )
∥∥∥∥∥+
∥∥∥∥∥ 1n
n∑
j=1
w(hj)(b− 1− c)w(h
−1
j )
∥∥∥∥∥
≤
∥∥∥∥∥ 1n
n∑
j=1
w(hj)cw(h
−1
j )
∥∥∥∥∥+ ‖b− 1− c‖ < 12 + 14 < 1.
Therefore x is invertible. Since x ∈ I, it follows that I = A. 
As a corollary, we get the following theorem.
Theorem 2.5. Let G be a group (taken with the discrete topology). Suppose
C∗r (G) is simple. Let p ∈ (1,∞). Then:
(1) The algebra F pr (G) of Definition 1.3 is simple.
(2) The algebra Bp,∗r (G) of Definition 1.6 is simple.
Proof. Justified by Lemma 1.5 (for (1)) and Lemma 1.7(2) (for (2)), combine Propo-
sition 2.3 and Proposition 2.4. 
Corollary 2.6. Let G be a group, taken with the discrete topology. Suppose that
there is a G-boundary (in the sense of Definition 3.8 of [7]) which is a topologically
free G-space. Let p ∈ (1,∞). Then F pr (G) and B
p,∗
r (G) are simple.
Proof. Combine Theorem 2.5 with the implication from (5) to (1) in Theorem 6.2
of [7]. 
Theorem 2.5(1) implies group algebra case (but not the general statement for
crossed products) in Theorem 3.7 of [6].
We also see that L1(G) can’t have the Powers property unless G is trivial. Recall
from Proposition 3.14 of [12] that L1(G) = F 1r (G) = F
1(G).
Corollary 2.7. Let G be a group with more than one element, taken with the
discrete topology. Then L1(G) does not have the Powers property.
Proof. We know that L1(G) is not simple. By Proposition 3.14 of [12], we have
L1(G) = F 1r (G). Apply Lemma 1.5 and Proposition 2.4. 
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3. Uniqueness of the trace on F pr (G) and B
p,∗
r (G)
We now define the single element Powers property. It will be used to prove
uniqueness of the trace. As with the Powers property, the unital trace doesn’t
appear in the definition, so it makes formal sense for just a pair consisting of a
unital Banach algebra A and a group homomorphism w : G→ Isom(A).
Definition 3.1. Let G be a group, let (A,w, τ) be a reduced group Banach algebra
for G (Definition 1.1), and let g ∈ G \ {1}. We say that (A,w, τ) has the g-Powers
property if for every ε > 0 there are n ∈ Z>0 and h1, h2, . . . , hn ∈ G such that∥∥∥∥∥ 1n
n∑
j=1
w(hjgh
−1
j )
∥∥∥∥∥ < ε.
It is not hard to check that (A,w, τ) has the g-Powers property if and only if
0 ∈ Conv
({
w(hgh−1) : h ∈ G
})
.
Theorem 3.2 (Haagerup). Let G be a group (taken with the discrete topology).
Suppose that C∗r (G) has a unique tracial state. Then, following the notation from
Definition 1.3, (C∗r (G), w2, τ2) has the g-Powers property for every g ∈ G \ {1}.
Proof. By Remark 1.4, this is the implication from (i) to (iv) in Theorem 5.2
of [5]. 
It is clear that if (A,w, τ) has the Powers property, then (A,w, τ) has the g-
Powers property for every g ∈ G \ {1}. Since there are examples of countable
groups G such that C∗r (G) has a unique tracial state but is not simple (Theorem D
of [9]), the converse is false.
Proposition 3.3. Let G be a group (taken with the discrete topology). Suppose
that C∗r (G) has a unique tracial state. Let p ∈ (1,∞). Then:
(1) The triple (F pr (G), wp, τp) of Definition 1.3 has the g-Powers property for
every g ∈ G \ {1}.
(2) The triple (Bp,∗r (G), wp,∗, τp,∗) of Definition 1.6 has the g-Powers property
for every g ∈ G \ {1}.
Proof. We prove (1). For p ∈ (1, 2), and using Theorem 3.2 in place of Theorem 2.2,
the proof is essentially the same as the proof of Proposition 2.3(1). For p ∈ (2,∞),
use the proof of the corresponding case in Proposition 2.3(1), but starting with the
fact that, with 1p +
1
q = 1, the triple (F
q
r (G), wq, τq) has the g
−1-Powers property.
Now we prove (2). Assume first that p ∈ (1, 2). Let g ∈ G \ {1} and let ε > 0.
Define λ = 2
(
1 − 1p
)
, which is in (0, 1). Choose δ > 0 such that δλ < ε. By
Theorem 3.2, there are n ∈ Z>0 and h1, h2, ..., hn ∈ G such that
(3.1)
∥∥∥∥∥ 1n
n∑
j=1
w2(hjgh
−1
j )
∥∥∥∥∥ < δ.
Apply the Riesz-Thorin Interpolation Theorem (Theorem 6.27 of [3]), as in the
proof of Proposition 2.3(1). We get
(3.2)
∥∥∥∥∥ 1n
n∑
j=1
wp(hjgh
−1
j )
∥∥∥∥∥ < ε.
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Next, in the notation of Theorem 6.27 of [3], take X = Y = G, both measures to
be counting measure,
p0 = q0 =∞, p1 = q1 = 2, M0 = 1, and M1 = δ.
Let F (G) and w(k) : F (G) → F (G) be as in the proof of Proposition 2.3(1). Let
T be as there with l∞(G) in place of l1(G). For ξ ∈ l∞(G) we trivially have
‖Tξ‖1 ≤ M0‖ξ‖1, and (3.1) implies ‖Tξ‖2 ≤ M1‖ξ‖2. Apply Theorem 6.27 of [3]
with t = λ, so that the numbers pt and qt there are both equal to q =
(
1 − 1p
)−1
,
the conjugate exponent to p. As in the proof of Proposition 2.3(1), for ξ ∈ lq(G)
we get ‖Tξ‖q ≤ δ
λ‖ξ‖q. So, with ug as in Definition 1.3,
(3.3)
∥∥∥∥∥ρq
(
1
n
n∑
j=1
uhjgh−1j
)∥∥∥∥∥ =
∥∥∥∥∥ 1n
n∑
j=1
wq(hjgh
−1
j )
∥∥∥∥∥ ≤ δλ < ε.
Recall that the standard isomorphism lp(G)′ ∼= lq(G) (see Notation (0.3)) iden-
tifies wp(h) with wq(h
−1)′ for all h ∈ G. Using this fact at the second step and the
definition of the adjoint at the first step, we get
ρp
([
1
n
n∑
j=1
uhjgh−1j
]∗)
=
1
n
n∑
j=1
wp(hjg
−1h−1j ) =
[
1
n
n∑
j=1
wq(hjgh
−1
j )
]′
.
Therefore, since dual operators have the same norm, (3.3) implies∥∥∥∥∥ρp
([
1
n
n∑
j=1
uhjgh−1j
]∗)∥∥∥∥∥ =
∥∥∥∥∥ 1n
n∑
j=1
wq(hjgh
−1
j )
∥∥∥∥∥ < ε.
Combining this with (3.2) gives∥∥∥∥∥ 1n
n∑
j=1
wp,∗(hjgh
−1
j )
∥∥∥∥∥
= max
(∥∥∥∥∥ρp
(
1
n
n∑
j=1
uhjgh−1j
)∥∥∥∥∥,
∥∥∥∥∥ρp
([
1
n
n∑
j=1
uhjgh−1j
]∗)∥∥∥∥∥
)
< ε.
This proves (2) when p ∈ (1, 2).
The proof for p ∈ (2,∞) is essentially the same, exchanging 1 and ∞ in the
argument just given. This finishes the proof of (2). 
The proof of the following lemma is the same as the argument in the remark at
the end of [13].
Lemma 3.4. Let G be a group (taken with the discrete topology), and let (A,w, τ)
be a reduced group Banach algebra for G (Definition 1.1). Let g ∈ G, and suppose
that (A,w, σ) has the g-Powers property (Definition 3.1). Then for any continuous
linear functional σ : A→ C with σ(ba) = σ(ab) for all a, b ∈ A, we have σ(w(g)) = 0.
Proof. Let ε > 0; we show that |σ(w(g))| < ε. By definition, there are n ∈ Z>0
and h1, h2, ..., hn ∈ G such that∥∥∥∥∥ 1n
n∑
j=1
w(hjgh
−1
j )
∥∥∥∥∥ < ε‖σ‖+ 1 .
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For all h ∈ G, using the trace property at the second step, we get
σ
(
w(hgh−1)
)
= σ
(
w(h)w(g)w(h)−1
)
= σ
(
w(h)−1σ(w(h)w(g)
)
= σ(w(g)).
It follows that
|σ(w(g))| =
∣∣∣∣∣σ
(
1
n
n∑
j=1
w(hjgh
−1
j )
)∣∣∣∣∣ ≤ ‖σ‖
(
ε
‖σ‖+ 1
)
< ε.
This completes the proof. 
Corollary 3.5. Let G be a group (taken with the discrete topology), and let
(A,w, τ) be a reduced group Banach algebra for G (Definition 1.1). Suppose that
(A,w, τ) has the g-Powers property (Definition 3.1) for all g ∈ G \ {1}. Then for
any continuous linear functional σ : A→ C with σ(ba) = σ(ab) for all a, b ∈ A, we
have σ = σ(1) · τ .
Proof. Since A = span
({
w(g) : g ∈ G
})
, it suffices to prove that σ(w(g)) =
σ(1)τ(w(g)) for all g ∈ G. Since w(1) = 1 and τ is a unital trace, this is true
for g = 1. For g ∈ G \ {1}, we have σ(1)τ(w(g)) = 0 by Definition 1.1(2) and
σ(w(g)) = 0 by Lemma 3.4. 
As a corollary, we get the following theorem.
Theorem 3.6. Let G be a group (taken with the discrete topology). Suppose that
C∗r (G) has a unique tracial state. Let p ∈ (1,∞). Then:
(1) The algebra F pr (G) of Definition 1.3 has a unique unital trace.
(2) The algebra Bp,∗r (G) of Definition 1.6 has a unique unital trace.
Proof. Justified by Lemma 1.5 (for (1)) and Lemma 1.7(2) (for (2)), combine Propo-
sition 3.3 and Corollary 3.5. 
Theorem 3.6(1) implies group algebra case (but not the general statement for
crossed products) in Theorem 3.5 of [6].
Corollary 3.7. Let G be a group, taken with the discrete topology. Suppose that
G has no nontrivial amenable normal subgroups. Let p ∈ (1,∞). Then each of
F pr (G) and B
p,∗
r (G) has a unique unital trace.
Proof. Recall (see, for example, before Proposition 2.8 of [1]) that the amenable
radical of G is the largest amenable normal subgroup of G. Now combine Theo-
rem 3.6 with Corollary 4.3 of [1]. 
4. Orlicz functions
Orlicz sequence spaces, as described in Sections 4.c.1–4.c.3 of [10], are a gener-
alization of lp spaces for p ∈ [1,∞]. They are sufficiently symmetric to support a
regular representation of a countable group. In this section, we show that simplicity
of C∗r (G) implies simplicity of the analogous algebra defined on any reflexive Orlicz
sequence space, and similarly for the unique trace property. Orlicz sequence spaces
come in great variety; see, for example, Section 4.c.3 of [10]. We mention just one
type of example; the facts about it are gotten by combining, in [10], Examples 4.c.6
and 4.c.7, Theorem 4.a.9, and the remark after Proposition 4.b.3, and one must
look at the constructions to see that arbitrary values of p0 and p1 can occur. For
any p0, p1 ∈ (1,∞) with p0 ≤ p1, there is an Orlicz sequence space E which has
REDUCED GROUP BANACH ALGEBRAS 13
subspaces isomorphic to lp exactly when p0 ≤ p ≤ p1, does not have complemented
subspaces isomorphic to lp for any p, and such that every bounded linear map from
E to lp is compact if p < p0 and every bounded linear map from l
p to E is compact
if p > p1.
Since we want a regular representation of the group G, we index our sequences
byG rather than by Z>0. WhenG is countable, the spaces in the following definition
are exactly those at the beginning of Section 4.a of [10], where they are called lM
and hM .
Definition 4.1. Let M : [0,∞) → [0,∞) be continuous, nondecreasing, convex,
and satisfy M(0) = 0, M(t) > 0 for t > 0, and limt→∞M(t) = ∞. (Such a
function is called a nondegenerate Orlicz function in Definition 4.a.1 of [10].) Let G
be a countable group, taken with the discrete topology. For any family ξ = (ξg)g∈G
of complex numbers, define
‖ξ‖M = inf
({
ρ > 0:
∑
g∈G
M
(
ρ−1|ξg|
)
≤ 1
})
.
Then we let lM (G), the Orlicz space of G (with parameterM), be the Banach space
consisting of all ξ such that ‖ξ‖M <∞, with the norm ‖ · ‖M .
For g ∈ G, let δM,g ∈ l
M (G) be the function δM,g(g) = 1 and δM,g(h) = 0 for
h ∈ G \ {g}. We define hM (G) to be the closed linear span
hM (G) = span
({
δM,g : g ∈ G
})
.
(This is not the definition in [10], but is equivalent to it by Proposition 4.a.2 of [10].)
The space hM space may or may not be equal to lM (G).
We define the left regular representation of G on lM (G) to be the function
wM,G : G→ L(l
M (G)) given by, for ξ = (ξg)g∈G ∈ l
M (G) and h ∈ G,(
wM,G(g)ξ
)
h
= ξg−1h,
and we define the left regular representation of G on hM (G) to be the function
g 7→ wM,G(g)|hM (G) ∈ L(h
M (G)).
A general Orlicz function is not required to satisfy M(t) > 0 for t > 0, and need
not be strictly increasing.
Notation 4.2. We denote by F the set of all continuous strictly increasing bijec-
tions from [0,∞) to [0,∞).
Lemma 4.3. Let F be as in Notation 4.2. Then:
(1) If M ∈ F then limt→∞M(t) =∞.
(2) Every function in F is invertible, and its inverse is in F .
(3) A function M : [0,∞) → [0,∞) is a nondegenerate Orlicz function if and
only if M ∈ F and M is convex.
(4) A function ϕ : [0,∞) → [0,∞) is the inverse of a nondegenerate Orlicz
function if and only if ϕ ∈ F and ϕ is concave.
Proof. Parts (1) and (2) are immediate. A nondegenerate Orlicz function M as
in Definition 4.1 is strictly increasing, by convexity and since M(t) > 0 for t > 0.
Convexity further implies that limt→∞M(t) = ∞. This is (3). Part (4) is now
immediate. 
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Proposition 4.4. Adopt the notation of Definition 4.1. Let FMr (G) ⊂ L(h
M (G))
be the closed linear span
FMr (G) = span
({
wM,G(g)|hM (G) : g ∈ G
})
.
Define τM,G : F
M
r (G) → C by as follows: if a(δM,1) = (ξg)g∈G, then τM,G(a) =
M−1(1)ξ1. Then
(
FMr (G), wM,G(·)|hM (G), τM,G
)
is a reduced group Banach alge-
bra for G.
Proof. Using Lemma 4.3(4), one sees that M−1(1) exists and is in (0,∞), and one
then easily checks that that ‖δM,g‖ =M
−1(1)−1 for g ∈ G.
The proof is now essentially the same as that of the case p ∈ [1,∞) of Lemma 1.5.
We need to know that wM,G(g) is an isometry for g ∈ G, which is immediate, and
that the formula ω
(
(ξg)g∈G
)
= M−1(1)ξ1 defines a linear functional ω : l
M → C
with ‖ω‖ = 1, which is easy to check. 
Remark 4.5. In Definition 4.1, one readily checks that for t ∈ [1,∞) the function
M(t) = tp is a nondegenerate Orlicz function, and that the norm ‖·‖M is just ‖·‖p,
so that hM = lM = lp and FMr (G) = F
p
r (G).
We will prove that if hM (G) is reflexive and C∗r (G) is simple, then F
M
r (G) is
simple, by expressing hM (G) as an interpolation space between l2(G) and some
other Orlicz sequence space. Some work is needed to construct such an Orlicz
sequence space.
For nondegenerate Orlicz functions, the following definition is contained in Propo-
sition 4.a.5(iii) of [10].
Definition 4.6. Let M,N ∈ F . Then M is equivalent to N at zero, written
M ∼ N , if there exist c0, c1, t0 ∈ (0,∞) such that for all t ∈ [0, t0] we have
c−10 N(c
−1
1 t) ≤M(t) ≤ c0N(c1t).
The importance of this condition is explained by the following result.
Proposition 4.7 (Proposition 4.a.5 of [10]). LetM andN be nondegenerate Orlicz
functions. ThenM ∼ N if and only if lM and lN contain exactly the same sequences
and the identity map from lM to lN is a homeomorphism.
Proposition 4.8. Let M be a nondegenerate Orlicz function and suppose that lM
is reflexive. Let p ∈ (1,∞). Then there are θ ∈ (0, 1) and a nondegenerate Orlicz
function N such that x 7→ (x1/p)1−θN−1(x)θ is the inverse function of an Orlicz
function which is equivalent at zero to M and such that hN = lN .
We postpone the proof to Section 5. We need only one value of p.
The following interpolation result is a special case of Theorem 1 (in Section 3)
of [14], with terminology replaced by that of [10].
Theorem 4.9. Let N0, N1 ∈ F be Orlicz functions. For θ ∈ (0, 1), let Nθ be the
function determined by N−1θ (t) = N
−1
0 (t)
1−θN−11 (t)
θ for t ∈ [0,∞). Then Nθ is
an Orlicz function. Further assume that hNj = lNj for j ∈ {0, 1}. Let F denote
the vector space of all functions from Z>0 to C with finite support, regarded as a
subspace of lNθ for θ ∈ [0, 1]. Then there are norms ‖ ·‖∗Nθ and ‖ ·‖
′
Nθ
on the spaces
lNθ , each equivalent to ‖ · ‖Nθ , such that, whenever T : F → F is a linear operator
and C0, C1 ∈ [0,∞) are constants such that ‖Tξ‖
∗
Nj
≤ Cj‖ξ‖
∗
Nj
for all ξ ∈ F and
j ∈ {0, 1}, then ‖Tξ‖′Nθ ≤ C
1−θ
0 C
θ
1‖ξ‖
∗
Nθ
for all ξ ∈ F .
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The conclusion uses different norms on ξ and Tξ, even though they are both
in lNθ . There is an implied norm on the algebra L(lNθ). Presumably it is not a
Banach algebra norm, although it is equivalent to the norms on L(lNθ) gotten using
any of ‖ · ‖Nθ , ‖ · ‖
∗
Nθ
, or ‖ · ‖′Nθ . There is more on ‖ · ‖
∗
Nθ
and ‖ · ‖′Nθ in [14], but
we do not need this information for our purposes.
Proof of Theorem 4.9. We apply the conclusion in (3.1) in Theorem 1 (in Section 3)
of [14], with both measure spaces being Z>0 with counting measure, and with, in
the notation there, Q0 = Φ0 = N0 and Q1 = Φ1 = N1. We need to match the
terminology. A nondegenerate Orlicz function M in [10] is the restriction to [0,∞)
of the continuous Young’s function Φ, as at the the beginning of Section 2 of [14],
given by Φ(t) =M(|t|). The space LΦ(Z>0) in [14] is our l
M ; see the beginning of
Section 2 of [14]. Our ‖ · ‖M is called NΦ in [14] (see (2.2) there), and the norm
‖ · ‖Φ used in [14] (see (2.3) there) is equivalent to ours by (2.4) of [14]. Our space
hM is MΦ in [14]; see Definition 1 (in Section 2) of [14]. The notation Q+s in (3.1)
of [14] is defined in the remark on page 547 there, and ‖ · ‖Q+s is equivalent to our
‖ · ‖Nθ by, in [14], combining (2.4) with Lemma 4 (in Section 2). 
We use Theorem 4.9 in the following form.
Corollary 4.10. Let the notation and hypotheses be as in Theorem 4.9. Let
M ∈ F be an Orlicz function such that Nθ ∼ M (Definition 4.6). Then there is
K ∈ [0,∞) such that whenever T : F → F is a linear operator and C0, C1 ∈ [0,∞)
are constants such that ‖Tξ‖Nj ≤ Cj‖ξ‖Nj for all ξ ∈ F and j ∈ {0, 1}, then
‖Tξ‖M ≤ KC
1−θ
0 C
θ
1‖ξ‖M for all ξ ∈ F .
Proof. Using the statement and notation of Theorem 4.9, and also applying Propo-
sition 4.7, there exist R,R0 ∈ (0,∞) such that for all ξ ∈ F we have
‖ξ‖Nθ ≤ R0‖ξ‖
′
Nθ and R
−1‖ξ‖M ≤ ‖ξ‖
∗
Nθ ≤ R‖ξ‖M .
For ξ ∈ F we then have
‖Tξ‖M ≤ R‖Tξ‖
∗
Nθ
≤ RR0‖Tξ‖
′
Nθ
≤ RR0C
1−θ
0 C
θ
1‖ξ‖
∗
Nθ
≤ R2R0C
1−θ
0 C
θ
1‖ξ‖M ,
which is the conclusion with K = R2R0. 
Theorem 4.11. Let G be a countable group, taken with the discrete topology,
and let M be a nondegenerate Orlicz function such that lM is reflexive. Let(
FMr (G), wM,G, τM,G
)
be as in Proposition 4.4 and let (C∗r (G), w2, τ2) be as in
Example 1.2.
(1) If (C∗r (G), w2, τ2) has the Powers property, then
(
FMr (G), wM,G, τM,G
)
has
the Powers property.
(2) Let g ∈ G, and suppose that (C∗r (G), w2, τ2) has the g-Powers property.
Then
(
FMr (G), wM,G, τM,G
)
has the g-Powers property.
Presumably countability of G is not needed. Since our purpose is to illustrate
what can be done, we do not investigate the uncountable case here.
Proof of Theorem 4.11. Recall from Proposition 4.b.2 and Proposition 4.a.4 of [10]
that if M is a nondegenerate Orlicz function such that lM is reflexive, then hM =
lM . Therefore we work in lM .
Use any bijection from G to Z>0 to identify l
M (G) isometrically with lM . Apply
Proposition 4.8 with M as given and with p = 2, getting θ ∈ (0, 1) and an Orlicz
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function which we call N1. Set N0(t) = t
2 for t ∈ [0,∞). Then hM0 = lM0 and
hM1 = lM1 . With these choices, in the notation of Corollary 4.10, we haveM ∼ Nθ,
so let K be the constant there.
For (1), let ε > 0 and let S ⊂ G be a finite set. Choose δ > 0 such that
δ < (ε/K)1/(1−θ). Applying Definition 2.1, choose n ∈ Z>0 and h1, h2, . . . , hn ∈ G
such that for all g ∈ S we have∥∥∥∥∥ 1n
n∑
j=1
w2(hjgh
−1
j )
∥∥∥∥∥ < δ.
Apply the estimate in Corollary 4.10 with T being the restriction of 1n
∑n
j=1 wM,G(hjgh
−1
j )
to the subspace F consisting of sequences with finite support, with C0 = δ, and
with C1 = 1. Then use density of F to extend by continuity. The result is∥∥∥∥∥ 1n
n∑
j=1
wM,G(hjgh
−1
j )
∥∥∥∥∥ ≤ Kδ1−θ < ε.
The proof of (1) is complete.
The proof of (2) is the same, using Definition 3.1 in place of Definition 2.1, and
using the same choice of δ. 
As a corollary, we get the following theorem.
Theorem 4.12. Let G be a countable group, taken with the discrete topology. Let
M be a nondegenerate Orlicz function such that lM is reflexive, and let FMr (G) be
as in Proposition 4.4. Then:
(1) If C∗r (G) is simple, then F
M
r (G) is simple.
(2) If C∗r (G) has a unique tracial state, then F
M
r (G) has a unique unital trace.
Proof. For (1), combine Theorem 2.2, Theorem 4.11(1), and Proposition 2.4. For (2),
combine Theorem 3.2, Theorem 4.11(2), and Corollary 3.5. 
Question 4.13. Let G be any countable group, taken with the discrete topology.
Let M be a nondegenerate Orlicz function such that lM is not reflexive. Does it
follow that the algebra FMr (G) is not simple?
As evidence for a positive answer, it follows from Proposition 4.b.2 and Proposi-
tion 4.a.4 of [10] that if lM is not reflexive then lM contains a copy of l∞. We also
point out the duality relations in Proposition 4.b.1 of [10].
5. The proof of Proposition 4.8
Lemma 5.1. Let M,N ∈ F . Then M ∼ N if and only if M−1 ∼ N−1.
Proof. It suffices to prove that M ∼ N implies M−1 ∼ N−1. So assume M ∼ N ,
and let c0, c1, t0 ∈ (0,∞) be as in Definition 4.6. Set ϕ = M
−1 and ψ = N−1. Set
x0 = min
(
N(c1t0), N(c
−1
1 t0)
)
. Then for x ∈ [0, x0] put t = c
−1
1 ψ(x), observe that
t ∈ [0, t0], and apply ϕ to both sides of the inequality M(t) ≤ c0N(c1t), getting
c−11 ψ(x) ≤ ϕ(c0x), which is ψ(x) ≤ c1ϕ(c0x). Similarly, put t = c1ψ(x), observe
that t ∈ [0, t0], and apply ϕ to both sides of the inequality c
−1
0 N(c
−1
1 t) ≤ M(t),
getting ϕ(c−10 x) ≤ c1ψ(x), which is c
−1
1 ϕ(c
−1
0 x) ≤ ψ(x). 
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Notation 5.2. Let M ∈ F . For t0 ∈ (0, 1], set
S0(M, t0) =
{
r ∈ (0,∞) : sup
λ∈(0,1], t∈(0,t0]
M(λt)
M(λ)tr
<∞
}
and
S1(M, t0) =
{
r ∈ (0,∞) : inf
λ∈(0,1], t∈(0,t0]
M(λt)
M(λ)tr
> 0
}
.
Define
α0(M, t0) = sup(S0(M, t0)) and α1(M, t0) = inf(S1(M, t0)),
and define
α0(M) = sup
t0∈(0,1]
α0(M, t0) and α1(M) = inf
t0∈(0,1]
α1(M, t0).
The numbers α0(M, 1) and α1(M, 1) are called αM and βM in Theorem 4.a.9
of [10]. We will need the quantities defined here in Lemma 5.7.
Remark 5.3. Let p, r ∈ (0,∞) satisfy p < r. It is easy to see that, following
Notation 5.2, r ∈ S0(M, t0) implies p ∈ S0(M, t0) and p ∈ S1(M, t0) implies r ∈
S1(M, t0).
Lemma 5.4. Adopt Notation 5.2. LetM ∈ F , and let t0, t1 satisfy 0 < t1 ≤ t0 ≤ 1.
Then
α0(M, t0) ≤ α0(M, t1) ≤ α0(M) ≤ α1(M) ≤ α1(M, t1) ≤ α1(M, t0).
Proof. We need only prove that if t0 ∈ (0, 1] then α0(M, t0) ≤ α1(M, t0).
Let r ∈ (0,∞) satisfy r > α1(M, t0). Then there is p < r such that
c = inf
λ∈(0,1], t∈(0,t0]
M(λt)
M(λ)tp
satisfies c > 0. For λ ∈ (0, 1] and t ∈ (0, t0], we have
ctp−r ≤
M(λt)
M(λ)tp
· tp−r =
M(λt)
M(λ)tr
.
Since p − r < 0, we have supt∈(0,t0] ct
p−r = ∞. So r 6∈ S0(M, t0). Thus r ≥
α0(M, t0) by Remark 5.3. The result follows. 
Proposition 5.5. LetM be a nondegenerate Orlicz function, and suppose that lM
is reflexive. Then there exists a nondegenerate Orlicz function N such that N ∼M
and 1 < α0(N) ≤ α1(N) <∞.
Proof. Combine Proposition 4.c.8 of [10], Proposition 4.c.4 of [10] (see Theorem
4.a.9 of [10] for the notation), and the case t0 = 1 of Lemma 5.4. 
Lemma 5.6. Let M ∈ F satisfy M(1) = 1. Then, following Notation 5.2,
α0(M
−1) = α1(M)
−1 and α1(M
−1) = α0(M)
−1.
Proof. The first equation follows from the second for M−1, so we only prove the
second.
We first claim that α0(M) ≤ α1(M
−1)−1. Suppose β ∈ (0,∞) and β < α0(M).
Then there is t0 ∈ (0, 1] such that β < α0(M, t0). By Remark 5.3, there is c ∈ (0,∞)
such that for all λ ∈ (0, 1] and t ∈ (0, t0], we have
(5.1) M(λt) ≤ cM(λ)tβ .
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Define x0 = min
(
1, ctβ0
)
. Let η ∈ (0, 1] and let x ∈ (0, x0]. Set λ = M
−1(η) and
t = c−1/βx1/β . Then λ ∈ (0, 1] and t ∈ (0, t0], so we can apply (5.1), getting
M
(
M−1(η) · c−1/βx1/β
)
≤ cM
(
M−1(η)
)[
c−1/βx1/β
]β
= ηx.
Since M−1 is strictly increasing, we get M−1(η) · c−1/βx1/β ≤ M−1(ηx). Since
η ∈ (0, 1] and x ∈ (0, x0] are arbitrary, we conclude that 1/β ∈ S1(M
−1, x0).
Therefore 1/β ≥ α1(M
−1), so β ≤ α1(M
−1)−1. Since β < α0(M) is arbitrary, the
claim follows.
For the reverse inequality, let β ∈ (0,∞) satisfy β < α1(M
−1)−1. Then 1/β >
α1(M
−1), so there is x0 ∈ (0, 1] such that 1/β ∈ S1(M
−1, x0), that is, there is
a constant d > 0 such that M−1(ηx) ≥ dM−1(η)x1/β for all η ∈ (0, 1] and all
x ∈ (0, x0]. Set t0 = min
(
1, dx
1/β
0
)
. Let λ ∈ (0, 1] and let t ∈ (0, t0]. Then
M(λ) ∈ (0, 1] and d−βtβ ∈ (0, x0], so
M−1
(
M(λ)d−βtβ
)
≥ dM−1(M(λ))
(
d−βtβ
)1/β
= λt,
whence M(λt) ≤ d−βM(λ)tβ . This computation shows that β ≤ α0(M, t0) ≤
α0(M). 
Lemma 5.7. LetM ∈ F and let β0, β1 ∈ (0,∞) satisfy β0 < α0(M) and α1(M) <
β1. Then there are N ∈ F and t0 ∈ (0, 1] such that N ∼M , N(1) = 1, and
N(λ)tβ1 ≤ N(λt) ≤ N(λ)tβ0
for all λ ∈ (0, 1] and all t ∈ (0, t0]. If M is convex then N can be chosen to be
convex, and if M is concave then N can be chosen to be concave.
Proof. Choose γ0, γ1 ∈ (0,∞) such that
β0 < γ0 < α0(M) and α1(M) < γ1 < β1.
Then there are constants c0, c1 ∈ (0,∞) and t0 ∈ (0, 1] such that
c1M(λ)t
γ1 ≤M(λt) ≤ c0M(λ)t
γ0
for all λ ∈ (0, 1] and all t ∈ (0, t0]. Choose t1 ∈ (0, 1] such that whenever t ∈ (0, t1]
we have tβ0−γ0 > c0 and t
β1−γ1 < c1. For t ∈ [0,∞) define N0(t) = M(t1t). Now
suppose that λ ∈ (0, 1] and t ∈ (0, t0]. Using λt1 ≤ 1 at the second step and
c0t
γ0 ≤ tβ0 at the third step, we get
N0(λt) =M(λt1t) ≤ c0M(λt1)t
γ0 ≤M(λt1)t
β0 = N0(λ)t
β0 .
Similarly, using c1t
γ1 ≥ tβ1 at the third step,
N0(λt) =M(λt1t) ≥ c1M(λt1)t
γ1 ≥M(λt1)t
β1 = N0(λ)t
β1 .
The proof is now completed by setting N(t) = N0(1)
−1N0(t) for t ∈ [0,∞). It is
obvious that if M is convex then so is N , and similarly for concavity. 
Lemma 5.8. Let t0, s0, s1 ∈ (0, 1), and suppose that s0 ≤ s1. Then there exist a
strictly increasing concave C∞ function f : (0, 1]→ (0, 1] and τ ∈ (0, 1) such that:
(1) f(1) = 1.
(2) f ′(1) = s1.
(3) 0 < τ < t0.
(4) f(τ) = τs0 .
(5) f ′(τ) ≤ s1τ
s1−1.
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Proof. If s0 = s1, take f(t) = t
s1 for t ∈ [0, 1] and take τ = t0/2. Otherwise, for
ω ∈ (s1, 1] define gω, hω : [0, 1]→ R by
gω(t) = 1 +
s1
ω
(tω − 1) and hω(t) = gω(t)− t
s0 .
Then gω satisfies (1) and (2). Clearly gω is C
∞ on (0, 1]. For t ∈ (0, 1] we have
g′ω(t) = s1t
ω−1 ≤ s1t
s1−1, which means that gω satisfies (5) for any τ ∈ (0, 1]. It
is obvious that gω is strictly increasing, and gω is concave by the second derivative
test.
One checks that h′ω(t) = 0 for exactly one value of t in (0, 1], namely
cω = exp
(
−
1
ω − s0
log
(
s1
s0
))
.
Moreover, hω(1) = 0, h
′
ω(1) = s1 − s0 > 0, and hω(0) = 1 −
s1
ω > 0. Therefore
h′ω(t) < 0 for t ∈ (0, cω) and h
′
ω(t) > 0 for t ∈ (cω, 1], so there is exactly one
number τω ∈ (0, 1) such that hω(τω) = 0. Moreover, 0 < τω < cω. One checks that
if s1 < ω < ζ ≤ 1 then cω < cζ < 1.
If c1 ≤ t0, then we must have τ1 ≤ t0, and we can take f = g1 and τ = τ1.
Otherwise, set δ = inft∈[t0,c1] |t
s0 − ts1 |. Then δ > 0. The functions gω converge
uniformly to ts1 on [t0, 1] as ω → (s1)
+, as is seen from the inequality
|gω − t
s1 | ≤
∣∣∣1− s1
ω
∣∣∣+ ∣∣∣1− s1
ω
∣∣∣ tω + ∣∣exp(ω log(t))− exp(s1 log(t))∣∣.
Therefore there is ω ∈ (s1, 1] such that |gω − t
s1 | < δ2 for all t ∈ [t0, 1]. Then
gω(t) 6= t
s0 for t ∈ [t0, c1]. Since τω < cω ≤ c1 and gω(τω) = τ
s0
ω , it follows that
τω < t0. We complete the proof by setting f = gω and τ = τω . Condition (3) holds
by construction, and (4) is hω(τω) = 0. 
Lemma 5.9. Let ϕ ∈ F , and suppose that ϕ is concave and 0 < α0(ϕ) ≤ α1(ϕ) <
1. Let ε > 0 and γ ∈ (0,∞) satisfy
ε < α0(ϕ) and 0 <
α0(ϕ) − ε
γ
≤
α1(ϕ) − ε
γ
< 1.
Then there exists a concave function ψ ∈ F such that the function t 7→ tεψ(t)γ is
equivalent to ϕ at zero and such that ψ(1) = 1 and 0 < α0(ψ) ≤ α1(ψ) < 1.
The proof is a modification of the proof of Proposition 4.c.8 of [10]. In particular,
the choices made give a sequence η ∈ {0, 1}Z>0 as in [10]. Unfortunately, the
relationship between the inverses of the functions ψ and t 7→ tεψ(t)γ doesn’t seem
to be simple enough to use Proposition 4.c.8 of [10] directly.
Proof of Lemma 5.9. Choose q0, q1 ∈ (0, 1) such that q0 < α0(ϕ), α1(ϕ) < q1, and
the numbers
(5.2) s0 =
q0 − ε
γ
and s1 =
q1 − ε
γ
satisfy 0 < s0 < s1 < 1. Use Lemma 5.7 to choose t0 ∈ (0, 1] and a concave function
ϕ0 ∈ F such that ϕ0 ∼ ϕ, ϕ0(1) = 1, and
(5.3) ϕ0(λ)t
q1 ≤ ϕ0(λt) ≤ ϕ0(λ)t
q0
whenever λ ∈ (0, 1] and t ∈ (0, t0].
Define f1 : (0, 1]→ (0, 1] by f1(t) = t
s1 for t ∈ (0, 1]. Apply Lemma 5.8, getting
τ ∈ (0, t0) and a function from (0, 1] to (0, 1], which we call f0.
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We now define a function ψ0 : (0, 1]→ (0,∞) and a sequence η ∈ {0, 1}
Z>0 by an
inductive procedure, for ψ0 using pieces which look like f0 or like f1. Set ψ0(1) = 1.
Suppose n ∈ Z≥0 and that ψ0(τ
n) has been defined. We define η(n) and ψ0(t) for
t ∈ [τn+1, τn) as follows. If
(5.4) (τn)εψ0(τ
n)γτε+γs0 ≤ ϕ0(τ
n+1),
set
(5.5) η(n) = 0 and ψ0(t) = ψ0(τ
n)f0
(
τ−nt
)
.
If
(5.6) (τn)εψ0(τ
n)γτε+γs0 > ϕ0(τ
n+1),
set
(5.7) η(n) = 1 and ψ0(t) = ψ0(τ
n)f1
(
τ−nt
)
.
It is clear that ψ0 is continuous and strictly increasing.
We claim that for all n ∈ Z≥0 we have
(5.8) (τn)εψ0(τ
n)γ ≤ ϕ0(τ
n) ≤ τγ(s0−s1)(τn)εψ0(τ
n)γ .
(Note that τγ(s0−s1) > 1 since τ < 1 and s0 − s1 < 0.) The proof is by induction
on n. The relation (5.8) certainly holds for n = 0: it says 1 ≤ 1 ≤ τγ(s0−s1).
So suppose that (5.8) holds for some n ∈ Z≥0; we prove it for n + 1. Assume
first that (5.4) holds. Then ψ0(τ
n+1) = ψ0(τ
n)τs0 . Therefore, using (5.4) at the
second step, τn ≤ 1, τ < t0, and (5.3) at the third step, the induction hypothesis
at the fourth step, and (5.2) at the sixth step,
(τn+1)εψ0(τ
n+1)γ = (τn)εψ0(τ
n)γτετγs0
≤ ϕ0(τ
n+1) ≤ ϕ0(τ
n)τq0 ≤ τγ(s0−s1)(τn)εψ0(τ
n)γτq0
= τγ(s0−s1)(τn+1)εψ0(τ
n+1)γτ−ετ−γs0τq0
= τγ(s0−s1)(τn+1)εψ0(τ
n+1)γ .
This is the desired conclusion.
Now assume instead that (5.6) holds. Then ψ0(τ
n+1) = ψ0(τ
n)τs1 . Therefore,
using the induction hypothesis at the second step, τn ≤ 1, τ < t0, and (5.3) at the
third step, (5.2) at the fourth step, and (5.6) at the fifth step,
(τn+1)εψ0(τ
n+1)γ = (τn)εψ0(τ
n)γτετγs1
≤ ϕ0(τ
n)τε+γs1 ≤ ϕ0(τ
n+1)τ−q1τε+γs1
= ϕ0(τ
n+1) < (τn)εψ0(τ
n)γτε+γs0
= (τn+1)εψ0(τ
n+1)γτ−ετ−γs1τε+γs0
= τγ(s0−s1)(τn)εψ0(τ
n)γ .
This completes the induction.
We next claim that for all t ∈ (0, 1] we have
(5.9) τq1 tεψ0(t)
γ ≤ ϕ0(t) ≤ τ
γ(s0−s1)τ−ε−γs1tεψ0(t)
γ .
To prove the claim, choose n ∈ Z≥0 such that τ
n+1 ≤ t ≤ τn. Then ψ0(τ
n+1) is
either ψ0(τ
n)τs0 or ψ0(τ
n)τs1 , and in either case
(5.10) ψ0(τ
n)τs1 ≤ ψ0(τ
n+1) ≤ ψ0(τ
n)τs0 .
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Since the function t 7→ tεψ0(t)
γ is also strictly increasing, we have, using (5.8) at
the second and sixth steps, τn ≤ 1, τ < t0, and (5.3) at the third step, and (5.10)
at the seventh step,
τq1tεψ0(t)
γ ≤ τq1 (τn)εψ0(τ
n)γ ≤ τq1ϕ0(τ
n) ≤ ϕ0(τ
n+1)
≤ ϕ0(t) ≤ ϕ0(τ
n) ≤ τγ(s0−s1)(τn)εψ0(τ
n)γ
≤ τγ(s0−s1)τ−ε(τn+1)ετ−γs1ψ0(τ
n+1)γ
≤ τγ(s0−s1)−ε−γs1tεψ0(t)
γ .
The claim follows.
Define ψ : [0,∞)→ [0,∞) by
ψ(t) =


0 t = 0
ψ0(t) 0 < t ≤ 1
1 + s1(t− 1) 1 < t.
It follows from (5.10) and τ < 1 that limn→∞ ψ(τ
n) = 0. Clearly ψ(1) = 1. Since
ψ0 is continuous and strictly increasing, one now easily checks that ψ is continuous
and strictly increasing. Also ψ is surjective. So ψ ∈ F . The previous claim implies
that ϕ is equivalent at zero to the function t 7→ tεψ(t)γ .
We claim that ψ is concave. One can proceed via the concave analogs of Lemma
4.b.11 and the discussion before Proposition 4.c.4 of [10], but it is easier to give
a direct proof. The second derivative test applied to f1, or the choice of f0 using
Lemma 5.8, as appropriate, proves concavity of the restriction of ψ to each of the
intervals [τn+1, τn] for n ∈ Z≥0 and [1,∞). Denoting by D−g(t) and D+g(t) the
left and right hand derivatives at t of a function g, it remains only to prove that
for n ∈ Z≥0 we have
D−f(τ
n) ≥ D+f(τ
n).
First consider the case n = 0. Here, regardless of whether η(0) is 0 or 1, we have
D−f(1) = f
′
η(1)(1) = s1 = D+f(1). Now suppose n ∈ Z>0. Regardless of the value
of η(n), we have
D−f(τ
n) = ψ0(τ
n)τ−nf ′η(n)(1)
= ψ0(τ
n)τ−ns1 = ψ0(τ
n−1)τ−n+sη(n)s1 ≥ ψ0(τ
n−1)τ−n+s1s1.
Also, if η(n − 1) = 1 then f ′η(n−1)(τ) = s1τ
s1−1 by direct computation, and if
η(n− 1) = 0 then f ′η(n−1)(τ) ≤ s1τ
s1−1 by Lemma 5.8(5). Thus
D+f(τ
n) = ψ0(τ
n−1)τ−(n−1)f ′η(n−1)(τ) ≤ ψ0(τ
n−1)τ−n+s1s1 ≤ D−f(τ
n).
This completes the proof of the claim.
We now claim that s0 ≤ α0(ϕ) ≤ α1(ϕ) ≤ s1. This will imply 0 < α0(ϕ) ≤
α1(ϕ) < 1, and finish the proof.
First, by construction, for every n ∈ Z≥0 we have ψ(τ
n+1) = τs0ψ(τn) or
ψ(τn+1) = τs1ψ(τn). Therefore, for m,n ∈ Z≥0,
(5.11) τs1(m−n) ≤
ψ(τm)
ψ(τn)
≤ τs0(m−n).
Now let t, λ ∈ (0, 1]. Choose m,n ∈ Z≥0 such that
τm+1 < λt ≤ τm and τn+1 < λ ≤ τn.
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Then τm−n+1 < t < τm−n−1, so, by (5.11),
τ2s1ts1 ≤ τs1(m−n+1) ≤
ψ(τm+1)
ψ(τn)
≤
ψ(λt)
ψ(λ)
≤
ψ(τm)
ψ(τn+1)
≤ τs0(m−n−1) ≤ τ−2s0ts0 .
This shows that s0 ∈ S0(ϕ, 1) and s1 ∈ S1(ϕ, 1), and the claim follows by Lemma 5.4.

Proof of Proposition 4.8. By Proposition 5.5 and Proposition 4.7, we may assume
1 < α0(M) ≤ α1(M) <∞. Since M ∼M(1)
−1M , we may further assume M(1) =
1. Set ϕ =M−1. Then 0 < α0(ϕ) ≤ α1(ϕ) < 1 by Lemma 5.6. Set
ε =
1
p
min
(
α0(ϕ), 1− α1(ϕ)
)
and γ = 1− pε.
Then
α0(ϕ) − ε
γ
> 0 and
α1(ϕ)− ε
γ
≤
α1(ϕ)− ε
α1(ϕ)
< 1.
Therefore we may apply Lemma 5.9 with these choices of ε and γ, getting a concave
function ψ ∈ F . Set N = ψ−1. Set ψ1 = ψ, and define ψ0 : [0,∞) → [0,∞)
by ψ0(t) = t
1/p for t ∈ [0,∞). For any θ ∈ (0, 1), the function ψθ, given by
ψθ(t) = ψ0(t)
1−θψ1(t)
θ for t ∈ [0,∞), is clearly in F , and is concave by an argument
on page 165 of [2]. So by Lemma 4.3(4), the function ψθ is the inverse of an Orlicz
function Nθ, here clearly nondegenerate. Taking θ = γ, we have ψθ(t) = t
εψ1(t)
γ .
Thus ψθ ∼ ϕ. So Lemma 5.1 implies Nθ ∼ ϕ
−1 =M , as desired.
It remains to prove that hN = lN . The construction in Lemma 5.9 gives ψ(1) = 1
and 0 < α0(ψ) ≤ α1(ψ) < 1. So 1 < α0(N) ≤ α1(N) < ∞ by Lemma 5.6.
Choose any r ∈ (α1(N), ∞). Then there are t0 ∈ (0, 1] and C ∈ (0,∞) such that
N(λt) ≥ CN(λ)tr for all λ ∈ (0, 1] and t ∈ (0, t0]. Choose n ∈ Z>0 such that
2−n < t0. Then
sup
λ∈(0, 2−n]
N(2λ)
N(λ)
≤ sup
λ∈(0, 2−n]
N(2nλ)
N(λ)
≤ C−12nr.
This implies that N satisfies the ∆2-condition at zero (Definition 4.a.3 of [10]), so
hN = lN by Proposition 4.a.4 of [10]. 
6. Lorentz spaces
In this section, we consider group algebras on Lorentz sequence spaces as in
Section 4.e of [10]. These spaces are mostly quite different from Orlicz sequence
spaces, by Theorems 4.e.2 and 4.e.2′ of [10] and the comment afterwards. When G
is countable and 1 < r < p < ∞, the Lorentz space lp,r(G) (following Section 1.4
of [4]) is a Lorentz sequence space. For such G, p, and r, we show that simplicity of
C∗r (G) implies simplicity of the analogous algebra defined on l
p,r(G), and similarly
for the unique trace property. There are many more Lorentz sequence spaces,
and for many of these one expects analogous results, but treating them seems to
require a more general interpolation theorem and possibly a construction like that
in Section 5.
The spaces in the following definition are exactly those of Definition 4.e.1 of [10].
The difference is in the notation: as for Orlicz sequence spaces, we index sequences
using G instead of Z>0. In [10], the space is called d(β, p).
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Definition 6.1. Let β = (βn)n∈Z>0 be a nonincreasing sequence in (0,∞) such
that
β1 = 1, lim
n→∞
βn = 0, and
∞∑
n=1
βn =∞.
Let p ∈ [1,∞). Let G be an infinite countable group. For any family ξ = (ξg)g∈G
of complex numbers, define
‖ξ‖β,p = sup
({(
∞∑
n=1
|ξσ(n)|
pβn
)1/p
: σ is a bijection Z>0 → G
})
.
Then define dβ,p(G), the Lorentz sequence space of G (with parameters p and β),
to be the Banach space consisting of all ξ such that ‖ξ‖β,p < ∞, with the norm
‖ · ‖β,p.
In dβ,p(G), for g ∈ G we let δβ,p,g be the function δβ,p,g(g) = 1 and δβ,p,g(h) = 0
for h ∈ G \ {g}. We define the left regular representation of G on dβ,p(G) to be the
function wβ,p : G→ L(d
β,p(G)) given by, for ξ = (ξg)g∈G ∈ d
β,p(G) and h ∈ G,(
wβ,p(g)ξ
)
h
= ξg−1h.
Let F β,pr (G) ⊂ L(d
β,p(G)) be the closed linear span
F β,pr (G) = span
({
wβ,p(g) : g ∈ G
})
.
Define τβ,p : F
β,p
r (G)→ C as follows: if a(δβ,p,1) = (ξg)g∈G, then τβ,p(a) = ξ1.
Proposition 6.2. Adopt the notation and assumptions of Definition 6.1. Then(
F β,pr (G), wβ,p, τβ,p
)
is a reduced group Banach algebra for G.
Proof. The proof is essentially the same as that of the case p ∈ [1,∞) of Lemma 1.5.
We need to know that wβ,p(g) is an isometry for g ∈ G, which is immediate, and
that the formula ω
(
(ξg)g∈G
)
= ξ1 defines a linear functional ω : d
β,p(G) → C with
‖ω‖ = 1, which is easy. 
We won’t address general Lorentz sequence spaces here; instead, we only consider
the following particularly important special case, which can be treated with a stan-
dard interpolation theorem. Let (X,µ) be a measure space and let ξ : X → C be
measurable. The distribution function (Definition 1.1.1 of [4]) dξ : [0,∞) → [0,∞]
is given by dξ(α) = µ
({
x ∈ X : |ξ(x)| > α
})
, and the decreasing rearrange-
ment of ξ (Definition 1.4.1 of [4]) is the function ξ∗ : [0,∞) → [0,∞] given by
ξ∗(λ) = inf
({
α > 0: dξ(α) ≤ λ
})
. Then for p, r ∈ (0,∞), the space Lp,r(X,µ)
(Definition 1.4.6 of [4]) is the set of all measurable ξ : X → C such that the quan-
tity
‖ξ‖p,r =
(∫ ∞
0
(
λ1/pξ∗(λ)
)r
λ−1 dλ
)1/r
is finite, as usual mod equality of functions almost everywhere. We warn that
ξ 7→ ‖ξ‖p,r is usually not a norm, only a quasinorm, even when p, r > 1. This
space is called the Lorentz space with indices p and r. See Section 1.4.2 of [4] for
how these spaces relate to the usual spaces Lp(X,µ) and to each other, and for the
definition of Lp,r(X,µ) when p = ∞ or r = ∞. We mention just a few facts. We
have Lp,p(X,µ) = Lp(X,µ), the space Lp,∞(X,µ) is what is usually called “weak
Lp”, and for fixed p the spaces Lp,r(X,µ) increase with r.
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When µ is counting measure, we abbreviate Lp,r(X,µ) to lp,r(X). The following
fact is surely well known, although we have not found it stated anywhere.
Proposition 6.3. Let p ∈ (1,∞), let r ∈ (1, p), and define a sequence β =
(βn)n∈Z>0 in (0,∞) by βn = n
r/p−(n−1)r/p for n ∈ Z>0. Then β satisfies the con-
dition of Definition 6.1, and for any countable group G, we have dβ,r(G) = lp,r(G)
(that is, they contain exactly the same sequences), with
(6.1) ‖ξ‖p,r = (p/r)
1/r‖ξ‖β,r
for all ξ ∈ dβ,p(G).
Proof. That β satisfies the conditions in Definition 6.1 is easy.
By Example 1.4.8 of [4], the equation (6.1) holds for any ξ : Z>0 → [0,∞) with
finite support. Since both ‖ξ‖p,r and (p/r)
1/r‖ξ‖β,r depend only on the function |ξ|,
it follows that (6.1) holds for any ξ : Z>0 → C with finite support. Such functions
are dense in lp,r(G) by Theorem 1.4.13 of [4], and are easily seen to be dense in
dβ,p(G). The result follows. 
As far as we know, if 1 < p < r < ∞ then lp,r(Z>0) is not a Lorentz sequence
space as defined in [10].
Theorem 6.4. LetG be a countable group, taken with the discrete topology, let p ∈
(1,∞), and let r ∈ (1, p). Let β be as in Proposition 6.3, let
(
F β,rr (G), wβ,r, τβ,r
)
be as in Proposition 6.2, and let (F pr (G), wp, τp) be as in Example 1.2.
(1) If (F pr (G), wp, τp) has the Powers property, then
(
F β,rr (G), wβ,r, τβ,r
)
has
the Powers property.
(2) Let g ∈ G, and suppose that (F pr (G), wp, τp) has the g-Powers property.
Then
(
F β,rr (G), wβ,r, τβ,r
)
has the g-Powers property.
Proof. Let F denote the vector space of all functions from Z>0 to C with finite
support, which we regard as a subspace of ls,t(Z>0) for all s, t ∈ (0,∞). Set
p0 =
p+ r
2
, p1 =
p(p+ r)
2r
, and θ =
1
2
.
Then
r < p0, r < p1, and
1− θ
p0
+
θ
p1
=
1
p
.
We claim that there is a constant R such that whenever T : F → F is linear and
C0, C1 ∈ [0,∞) are constants such that ‖Tξ‖pj ≤ Cj‖ξ‖pj for all ξ ∈ F and for
j ∈ {0, 1}, then ‖Tξ‖p,r ≤ RC
1−θ
0 C
θ
1‖ξ‖p,r for all ξ ∈ F . We use Theorem 1.4.19
of [4] with (X,µ) taken to be Z>0 with counting measure. This theorem applies
because, by Proposition 1.1.6 of [4], for any s ∈ (0,∞) and any ξ ∈ Ls(X,µ) we
have ‖ξ‖s,∞ ≤ ‖ξ‖s. So, in Theorem 1.4.19 of [4], take R = C∗(p0, p0, p1, p1, 1, r, θ).
(The entry 1 comes from linearity of T . The constant K in [4] is from the definition
of quasilinearity.)
Given the claim, the proof of (1) is the same as the third paragraph of the proof
of Theorem 4.11, using the previous paragraph in place of Corollary 4.10. The
proof of (2) is, as before, essentially the same as the proof of (1). 
As a corollary, we get the following theorem.
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Theorem 6.5. Let G be a countable group, taken with the discrete topology, let
p ∈ (1,∞), and let r ∈ (1, p). Let β be as in Proposition 6.3, and let F β,rr (G) be as
in Definition 6.1. Then:
(1) If C∗r (G) is simple then F
β,r
r (G) is simple.
(2) If C∗r (G) has a unique tracial state, then F
β,r
r (G) has a unique unital trace.
Proof. For (1), combine Proposition 2.3(1), Theorem 6.4(1), and Proposition 2.4.
For (2), combine Proposition 3.3(1), Theorem 6.4(2), and Corollary 3.5. 
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