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Modularity maximization using greedy algorithms continues to be a popular approach toward
community detection in graphs, even after various better forming algorithms have been proposed.
Apart from its clear mechanism and ease of implementation, this approach is persistently popular
because, presumably, its risk of algorithmic failure is not well understood. This Rapid Communica-
tion provides insight into this issue by estimating the algorithmic performance limit of modularity
maximization. This is achieved by counting the number of metastable states under a local update
rule. Our results offer a quantitative insight into the level of sparsity at which a greedy algorithm
typically fails.
Introduction— Since the proposal of the modularity
function [1], a number of its maximization algorithms
and related objective functions have been put forward,
and some of them have been widely applied to the dis-
covery of community structures in real-world networks
[2]. Modularity maximization is also known to be equiv-
alent to the maximum likelihood method of a statisti-
cal model [3, 4]. The corresponding greedy algorithms,
such as the Louvain algorithm [5], are commonly used
for optimization. However, greedy algorithms have often
been employed as baselines in benchmark tests and var-
ious better performing algorithms have been proposed.
Moreover, from a Bayesian viewpoint [6, 7], modularity
maximization is known to be suboptimal when a graph
is generated from an assumed statistical model, which
implies the risk of overfitting [8]. Nevertheless, greedy
algorithms remain very popular partly because, presum-
ably, we do not know in which cases we should not expect
greedy algorithms to work.
We conducted a theoretical performance analysis to
provide insight into this issue. In this Rapid Communica-
tion, we considered a random graph model with a planted
modular structure, called the stochastic block model [9–
11], which is a canonical model for a theoretical investi-
gation with regard to community detection. We derive
the limit of the model parameters beyond the point at
which a greedy algorithm completely loses the ability to
identify the planted modular structure. Such a limit is
termed as the algorithmic detectability limit [12]. The
corresponding limits of other algorithms, e.g., spectral
clusterings [13–17], and the expectation-maximization al-
gorithm [18, 19] have also been investigated. In con-
trast, the limit where all algorithms fail is known as the
information-theoretic limit [20–23]. Such a limit exists
because, when a planted modular structure is too weak,
the corresponding graph instances can also be typically
generated by a uniform random graph model.
Note that, in this Rapid Communication, the struc-
ture specified by the planted group assignments is the
only community structure defined. Although we con-
sider algorithms that aim to maximize modularity, we
do not regard the group assignments that achieve the
true maximum as the “real” community structure. (See
the Supplemental Material for further discussions [24].)
Benchmark tests are an experimental approach toward
investigating the detectability limits [25–28]. Although
such tests have the advantage of being conducted in a
straightforward manner, a definite conclusion can rarely
be obtained. For example, it is usually unclear whether
a better implementation of the adopted algorithm can
significantly improve performance, or if there is no hope
of improvement because the difficulty is inherent in the
formulation. By contrast, although theoretical investi-
gations [29, 30] with regard to the detectability limit
are available only for limited situations, they enable a
more concrete understanding regarding the feasibilities
and limitations of community detection.
In this study, we considered sparse undirected graphs
without self-loops or multi-edges. With regard to a
planted modular structure, we focused on the community
structure, i.e., the assortative structures of two groups.
We define a graph as G = (V,E), where V and E are the
sets of vertices and edges, respectively. We let N = |V |
and the average degree be c. We denote σ ∈ {1, 2} as a
group label and σi as the group assignment of vertex i.
We also denote the set of vertices in group σ as Vσ, i.e.,
∪σVσ = V and γσ ≡ |Vσ|/N .
Stochastic block model— We denote the adjacency ma-
trix of a graph as A, where Aij = 1 when vertices i and
j are connected, and Aij = 0 otherwise. The stochastic
block model defines the considered probability distribu-
tion of the graph configurations, i.e., the graph ensemble.
In this model, the vertices of a graph have planted group
assignments, and the edges are generated independently
and randomly on the basis of these assignments. For ex-
ample, the connection probability of the pair of vertices
i and j being connected is given by Pij(Aij = 1) = ρσiσj .
Note that, for the graphs to be sparse, we have ρσσ′ =
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FIG. 1. (Color online) Modularity landscapes and net-
work figures for instances of the small stochastic block model
with equal group sizes (N = 20). The average degrees and
strengths of the modular structures are (c = 9.6,  = 0.04)
(top) and (c = 9.2,  = 0.4) (bottom), respectively. The land-
scapes were drawn using the code of the curvilinear compo-
nent analysis distributed by [31] (see [32] for a detailed de-
scription of the visualization).
O(N−1). In community detection, A is the only input
and the objective is to infer the hidden group assign-
ments. A particular case wherein the planted group sizes
are equal and the connection probability is parametrized
as ρ11 = ρ22 = ρin and ρ12 = ρ21 = ρout is often re-
ferred to as the symmetric stochastic block model. In
this case, the strength of the community structure can
be parametrized as  ≡ ρout/ρin.
Modularity maximization and its detectability— The
objective function of modularity for bipartition can be
expressed as
Q(s) =
∑
ij
siBijsj = const.+
∑
i,j(i 6=j)
siBijsj , (1)
where si ∈ {−1,+1} is a spin variable representing the
group assignment of vertex i ∈ V , and matrix B is de-
fined as
Bij ≡ Aij − αcicj , (2)
where ci is the degree of vertex i defined as ci =
∑
j Aij ,
α is an O(N−1) scaling parameter given as the input,
and α is called the resolution parameter. For a given ad-
jacency matrix A, the set of most plausible group assign-
ments s = {s1, . . . , sN} is obtained as that maximizing
Eq.(1).
Here, we consider the update of group assignments s
by a single spin flip, i.e., we may flip only one component
si at each update. Note that the global maximum of Q(s)
may not be achieved by a single spin flip, owing to the
existence of metastable states. We define the metastable
state as a spin configuration s such that Q(s) does not
increase by any single spin flip.
An intuitive understanding of the algorithmic de-
tectability limit is presented below. When Eq.(1) does
not have metastable states, i.e., local maxima and sad-
dle points, a local update algorithm is able to find its
global maximum by starting from an arbitrary random
initial state of group assignments. Even when metastable
states exist, unless their number is sufficiently large, a
local update algorithm can still achieve the global max-
imum of Eq.(1) by repeating the algorithm with various
initial states. However, when the number of metastable
states grows exponentially with respect to N , it is practi-
cally impossible to achieve the global maximum, because
a repeated search from an extremely large number of ini-
tial states is required. Therefore, the detectability limit
can be evaluated by counting the number of metastable
states. To illustrate such a situation, the modularity
landscape near the global optimum for the small stochas-
tic block model is shown in Fig.1 for  = 0.04 and  = 0.4,
respectively. As the planted modular structure becomes
less clear (larger ), the landscape becomes more ragged.
In fact, in many real-world networks, modularity land-
scapes are often very ragged near their global maximum
[32].
Number of metastable states— The variation of the
objective function ∆Q(si) caused by the spin flip with
respect to si reads as
∆Q(si) = (−si)
∑
j(6=i)
Bijsj − si
∑
j(6=i)
Bijsj
= −2si
∑
j( 6=i)
Bijsj . (3)
Thus, the metastable state is the spin configuration s
such that ∆Q(si) ≤ 0 for all i. In other words, it is
either si = sgn
(∑
j( 6=i)Bijsj
)
or
∑
j( 6=i)Bijsj = 0. This
condition can also be expressed such that there exists a
non-negative value of λi for each i ∈ V such that
λi = si
∑
j(6=i)
Bijsj . (4)
3Based on the observation expressed in Eq.(4), the num-
ber of metastable states Nm can be counted as follows
[33].
Nm =
∑
{si}
∏
i
∫ ∞
0
dλi δ
λi − si ∑
j(6=i)
Bijsj
 , (5)
where δ(·) is Dirac’s delta function.
We are interested in the typical number of metastable
states within the graph ensemble, rather than a single
graph instance. To this end, we estimate the config-
uration average of graphs generated by the stochastic
block model in the limit of N → ∞, which we denote
as [Nm]A. However, its exact calculation is technically
difficult. Therefore, we adopt the rotating wave approxi-
mation [34] or low frequency approximation for the con-
tribution from the delta functions in Eq.(5). By con-
ducting the calculation described in the Supplemental
Material [24], we arrive at the following expression.
[Nm]A ∼ eNf . (6)
Here, instead of the result obtained for a general case
(found in the Supplemental Material [24]), we show a
compact expression obtained by considering the symmet-
ric stochastic block model and adopting an approxima-
tion such that the graph is regular, i.e., the degree is
constant for all vertices. Additionally, we let the resolu-
tion parameter be αN = 1/c, which is often employed
as the “standard value”. In such a case, the following
relationship holds,
f = − 1
2c
Eˆ21 −
1
c
1 + 
1−  G˜1F˜1 + logZ1. (7)
The subscript 1 indicates that the variables are values
for σ = 1. Because of symmetry, the magnitudes of the
variables for σ = 2 are equal to those of σ = 1. In Eq.(7),
Zσ is a function of Eˆσ, F˜σ, and G˜σ,
Zσ =
∑
s
esF˜σΦ
(
1√
c
(Eˆσ + sG˜σ)
)
, (8)
where Φ(·) is the standard normal cumulative distribu-
tion function,
Φ(y) ≡
∫ y
−∞
dx√
2pi
e−
1
2x
2
. (9)
Therefore, the number of metastable states can be evalu-
ated if Eˆ1, F˜1, and G˜1 are determined. According to the
saddle-point conditions, these variables are evaluated by
the following self-consistent equations.
Eˆ1 =
2c
Z1
√
2pic
exp
[
− 1
2c
(Eˆ21 + G˜
2
1)
]
cosh(F˜1 − c−1Eˆ1G˜1),
(10)
F˜1 =
G
Z1
√
2pic
exp
[
− 1
2c
(Eˆ21 + G˜
2
1)
]
sinh(F˜1 − c−1Eˆ1G˜1),
(11)
G˜1 =
G
2Z1
∑
s
s esF˜1Φ
(
1√
c
(Eˆ1 + sG˜1)
)
. (12)
where G ≡ 2c(1− )/(1 + ) = (ρin − ρout)N .
Detectability limit of a simple greedy algorithm— From
Eq.(7), it is evident that the graphs have an exponen-
tially large number of metastable states as long as f > 0.
Otherwise, they only have a subexponential number of
metastable states. Thus, the detectability limit is located
at the value of ∗ where
c logZ1 =
1
2
Eˆ21 +
1 + ∗
1− ∗ G˜1F˜1 (13)
is satisfied.
The accuracy of our estimate is shown in Fig.2. Here,
we consider a simple greedy algorithm, wherein the ver-
tex to be updated is chosen randomly and its spin si vari-
able is flipped if ∆Q(si) > 0. This algorithm is exactly
the process considered in metastable state counting. The
detectability phase diagram of this algorithm is shown in
Fig.2(a) as a density plot, and is obtained by executing
the algorithm for the graphs generated by the stochastic
block model with various values of the average degree c
and strength of community structure . The color depth
represents the overlap, which is defined as the fraction
of vertices correctly assigned to the planted groups, i.e.,
max{∑i(1 + siti)/2N, 1−∑i(1 + siti)/2N}, where ti is
the planted group assignment such that {ti = +1|σi = 1}
and {ti = −1|σi = 2}. The minimum overlap is 0.5 and
is achieved when the group assignments are determined
in a completely random manner. Owing to the finite
size effect, the overlap only gradually decreases around
the estimate of the detectability limit (solid yellow line).
However, as shown in Fig.2(b), when the average degree
is sufficiently high, the overlap decreases more sharply as
N increases, which implies that our estimate is accurate
in the limit of N → ∞. In the case of low average de-
grees, our result appears overestimated, likely because of
the adopted approximations.
The notion of a metastable state is algorithm-
dependent because it is defined with respect to a single
spin flip. However, it is doubtful whether other update
rules, such as cluster updates (i.e., multi-spin flips), may
significantly improve performance in the case where the
single spin flip algorithm (simple greedy algorithm) has
a highly ragged modularity landscape. Therefore, it is
worth comparing our estimated detectability limit with
more sophisticated greedy algorithms.
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FIG. 2. (Color online) (a) Detectability phase diagram of a
simple greedy algorithm for the symmetric stochastic block
model with N = 10000. The density plot represents the
overlaps, while the solid yellow line represents our detectabil-
ity limit estimate. The shaded region at the upper-left cor-
ner represents the region where the detection is information-
theoretically impossible. (b) Overlaps of c = 10 (top), c = 20
(middle), and c = 30 (bottom) as functions of  for different
graph sizes N . The shaded region with the dashed border line
represents our undetectable region estimate. In all plots, the
average overlap value of 100 graph instances was determined
for each pair of c and  values.
Detectability limit of Louvain algorithm— The Louvain
algorithm [5] is a widely-used greedy heuristic for mod-
ularity maximization (see [5] for details regarding this
algorithm). For the specific implementation, we used the
code distributed at [35]. The Louvain algorithm does not
exactly correspond to the situation that we considered
in the metastable state counting. First, the number of
groups is determined automatically during the optimiza-
5 10 15 20 25
0.1
0.2
0.3
0.4
0.5
0.6 Undetectable
Detectable
5 10 15 20 25
0.1
0.2
0.3
0.4
0.5
0.6 Undetectable
Detectable
5 10 15 20 25
Undetectable
Detectable
0.5
0.6
0.7
0.8
0.9
1
overlap
(a)
(c) (d)
5 10 15 20 25
Undetectable
Detectable
0.5
0.6
0.7
0.8
0.9
overlap
(b)
FIG. 3. (Color online) Detectability phase diagrams of Lou-
vain algorithm for a symmetric stochastic block model with
(a) N = 500, (b) N = 1000, (c) N = 2000, and (d) N = 4000,
respectively. Plotting was carried out in the same manner
as that shown in Fig.2. The overlap is set to 0.5 whenever
the graph is partitioned into more than two groups. In all
plots, the average overlap value of ten graph instances was
determined for each c and  pair.
tion process. Second, the Louvain algorithm contains
multi-spin updates or cluster updates.
The detectability phase diagrams of the Louvain al-
gorithm are shown in Fig.3 as density plots. When the
algorithm identifies more than two groups, we set the
overlap to 0.5.
Interestingly, when the graph size N is not very large,
the detectability limit estimated by Eq.(13) (solid yel-
low line) coincides with the phase boundary of the re-
gion where the overlap is greater than 0.5, although the
detectable region of the lower average degrees decreases
as N increases. To the extent of our investigation, the
detectable region did not exceed Eq.(13). This experi-
mental observation implies that our estimate of the de-
tectability limit is an intrinsic upper bound of modular-
ity maximization, which holds more generally for greedy
algorithms than for the single spin flip algorithm. The
same analysis was carried out for the so-called fast greedy
algorithm, as presented in the Supplemental Material
[24].
Discussion— Greedy algorithms have simple mecha-
nisms and are relatively easy to implement. However, it
is known that modularity maximization using a greedy
algorithm is not optimal for inferring the stochastic block
model. Here, we conducted a quantitative investiga-
tion with regard to this algorithms feasibility and lim-
itations. Our result indicates that the algorithm fails
for a considerably large region in the parameter space of
the stochastic block model, even when the correspond-
5ing graphs have statistically significant structures. Note
that we never focused on the true maximum of modular-
ity; whether the partition with the maximum modularity
is correlated to the planted partition is a very different
problem and is not of our interest at all.
Most importantly, our result indicates that greedy al-
gorithms are expected to fail when a graph has a suf-
ficiently low average degree, regardless of the modular
structures strength. In the case of the symmetric stochas-
tic block model, our approximated estimation predicted
that this happens when c . 7. Although this value is
not very accurate, our analysis successfully explains the
experimentally observed limitations of the greedy algo-
rithms in a qualitative manner. Thus, a quantitative
insight into the limited utility of greedy algorithms is
provided in terms of sparsity level. We also note that
this limitation will be relaxed for the stochastic block
models with different group sizes. This is because the
symmetric stochastic block model, in which the group
size is uninformative to the inference, is a relatively dif-
ficult problem.
When our objective is to extract meaningful structures
from real-world networks, we should carefully investigate
the behaviors of the considered algorithm. For example,
while modularity maximization entails the risk of under-
fitting [36], it tends to overfit [37, 38] in comparison with
other model selection criteria for various real-world net-
works. However, without quantitative knowledge, one
might falsely expect a greedy algorithm to work well in
a certain case, although there is very little chance that it
will work appropriately.
Note that the overfit and underfit concepts depend on
the assumed graph ensemble, and many modern algo-
rithms are formulated on the basis of the graph ensemble
defined by the stochastic block model [8, 39–43]. There-
fore, the present result can be used as a practical refer-
ence to perform modularity maximization.
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1Supplemental Material
I. ON THE DEFINITION OF “COMMUNITY STRUCTURE”
Because the algorithm aims to maximize modularity, one might think that the partition that achieves the true
maximum of modularity should be the “real” community structure. In this study, we define the community structure
as the planted group assignments of the stochastic block model. We only regard modularity maximization as an idea
behind the algorithms.
It is not appropriate to define the community structure as the true maximum of modularity because of the following
reason. Although modularity maximization is equivalent to the inference using a particular type of stochastic block
model, it should be emphasized that it is equivalent to the maximum likelihood estimate of the stochastic block
model. Even for a graph generated by a uniformly random graph model, there always exists an optimum partition
(which might be degenerated) of the graph in the sense of the maximum likelihood estimate. The maximum likelihood
estimate in such a situation is nothing but an overfit and has no physical meaning. Moreover, because the idea of
modularity function was to distinguish the actual graph from the instances of a uniform random graph model, the
maximum likelihood estimate is undesirable also in the sense of modularity function.
II. DERIVATION OF THE NUMBER OF METASTABLE STATES
In this section, we present the detailed derivation of the number of metastable states Nm. Using the step function
Θ(x), where Θ(x > 0) = 1 and Θ(x < 0) = 0, the number of metastable states can be counted as follows.
Nm =
∑
{si}
∏
i
∫ ∞
−∞
dλiΘ(λi) δ
λi − si ∑
j(6=i)
Bijsj
 . (S1)
The integral with respect to λi from 0 to ∞ can be recast using the integral representation of the step function. The
delta functions can also be recast by the Fourier representation. Thus, we obtain the following expression.
Nm =
∑
{si}
∏
i
∫ ∞
−∞
dλˆidλi
2pii
eiλˆiλi
λˆi − i
∫ ∞
−∞
dφi
2pi
e−iφi(λi−si
∑
j(6=i) Bijsj)
=
∑
{si}
∫ ∞
−∞
(∏
i
dφi
2pii
1
φi − i
)
ei
∑
ij φisiBijsj . (S2)
Specifically, the case where i = j must be excluded for the sum in the exponent. However, we do not exclude it,
because it only gives a vanishing contribution in the limit of N →∞.
We denote [· · · ]A for the quantities averaged over the graph ensemble of the stochastic block model. Here, we
introduce the following order parameters.
Fc ≡ 1
N
N∑
i=1
cisi, (S3)
Gc ≡ 1
N
N∑
i=1
cisiφi, (S4)
The ensemble average of Nm becomes
[Nm]A =
∑
{si}
∫ ∞
−∞
(∏
i
dφi
2pii
1
φi − i
)
e−iαN
2FcGc
×
[
ei
∑
ij Aijφisisj
]
A
. (S5)
Because the degree ci is constrained by A as ci =
∑
j Aij , it may seem that this condition should be treated within
the ensemble average. However, the degree sequence only appears within the averaged quantities, namely, Fc and Gc.
2Therefore, only the degree distribution is significant to the result, and asymptotically common for all graph instances.
Therefore, we considered that all graph instances have the same degree sequence.
Subsequently, we calculate the ensemble average in Eq.(S5). The edges are generated independently and randomly
in the stochastic block model, as follows.
P ({Aij}) =
∏
i<j
ρAijσiσj
(
1− ρσiσj
)1−Aij
. (S6)
Thus, [
ei
∑
ij Aijφisisj
]
A
=
∑
{Aij}
P ({Aij})ei
∑
ij Aijφisisj
=
∏
i<j
(
1 + ρσiσj
(
eisisj(φi+φj) − 1
))
≈ exp
∑
i<j
ρσiσj
(
eisisj(φi+φj) − 1
) . (S7)
In the last line, we use the fact that ρσσ′ = O(N
−1) for any σ and σ′.
Moreover, we approximate that the magnitude obtained by φi is small. Recall that φi is the Fourier mode derived
from the delta function with respect to λi in Eq.(S1), and its integral ranges from negative infinity to positive infinity.
Thus, neglecting the contribution of high frequency modes in the integral can be either interpreted as a low frequency
approximation of the delta function or as the rotating wave approximation [S34], i.e., the contribution from the high
frequency modes is approximately canceled out in the integral. This approximation is often adopted in the field of
quantum mechanics. When regarded as a low frequency approximation, the present approximation is expected to be
valid as long as the graphs are not extremely sparse and the modular structures are not very weak, because the point
where λi becomes nonzero in Eq.(S1) is typically far from zero. If the present approximation is valid in the sense of
the rotating wave approximation, our estimation will be accurate even under a very sparse regime. Hence, we expand
the exponent in Eq.(S7) up to the second order in φi and φj , i.e.,[
ei
∑
ij Aijφisisj
]
A
≈ exp
∑
i<j
ρσiσj
(
−1
2
(φi + φj)
2 + isisj(φi + φj)
) . (S8)
To break the coupling terms in Eq. (S8), we introduce the following group-wise order parameters.
Eσ ≡ 1
γσN
∑
i∈Vσ
φi, (S9)
Fσ ≡ 1
γσN
∑
i∈Vσ
si, (S10)
Gσ ≡ 1
γσN
∑
i∈Vσ
siφi, (S11)
Hσ ≡ 1
γσN
∑
i∈Vσ
φ2i . (S12)
Then, Eq.(S8) reads as follows.
exp
1
2
∑
σσ′
ρσσ′
∑
i∈Vσ
∑
j∈Vσ′
(
−1
2
(φ2i + φ
2
j )− φiφj + isisj(φi + φj)
) (S13)
= exp
[
N
2
∑
σσ′
Bσσ′
(
−1
2
(Hσ +Hσ′)− EσEσ′ + i (FσGσ′ + Fσ′Gσ)
)]
, (S14)
3and
[Nm]A =
∑
{si}
∫ (∏
i
dφi
2pii
1
φi − i
)∫
N
dFˆcdFc
2pii
∫
N
dGˆcdGc
2pi
∫ (∏
σ
γσN
dEˆσdEσ
2pi
dFˆσdFσ
2pii
dGˆσdGσ
2pi
dHˆσdHσ
4pii
)
× exp
[
−iαN2FcGc + N
2
∑
σσ′
Bσσ′
(
−1
2
(Hσ +Hσ′)− EσEσ′ + i (FσGσ′ + Fσ′Gσ)
)
− Fˆc
(
NFc −
∑
i
cisi
)
− iGˆc
(
NGc −
∑
i
cisiφi
)
− i
∑
σ
Eˆσ
(
γσNEσ −
∑
i∈Vσ
φi
)
−
∑
σ
Fˆσ
(
γσNFσ −
∑
i∈Vσ
si
)
− i
∑
σ
Gˆσ
(
γσNGσ −
∑
i∈Vσ
siφi
)
+
1
2
∑
σ
Hˆσ
(
γσNHσ −
∑
i∈Vσ
φ2i
)]
. (S15)
The integral with respect to φi in Eq. (S15) can be performed in a straightforward manner, as follows. For i ∈ Vσ,∫ ∞
−∞
dφi
2pii
1
φi − ie
− 12 Hˆσφ2i+i(Eˆσ+siGˆσ+cisiGˆc)φi
=
∫ Hˆ−1/2σ (Eˆσ+siGˆσ+cisiGˆc)
−∞
dx√
2pi
e−
1
2x
2
= Φ
(
Hˆ
− 12
σ (Eˆσ + siGˆσ + cisiGˆc)
)
, (S16)
where Φ(·) is the standard normal cumulative distribution function defined in the main text.
We denote the “partition function” with respect to the spin variable si, as follows.
Zciσ ≡
∑
si
esi(Fˆσ+ciFˆc)Φ
(
Hˆ
− 12
σ (Eˆσ + siGˆσ + cisiGˆc)
)
, (S17)
Additionally, we let the degree distribution of the vertices in the group be Pσ(k), which has the form of the Poisson
distribution in the infinite graph limit. Then,
∏
i
Zciσi = exp
(∑
σ
∑
i∈Vσ
logZciσ
)
= exp
(
N
∑
σ
γσ
∑
k
P(k) logZkσ
)
, (S18)
and [Nm]A becomes
[Nm]A =
∫
N
dFˆcdFc
2pii
∫
N
dGˆcdGc
2pi
∫ ∏
σ
γσN
(
dEˆσdEσ
2pi
dFˆσdFσ
2pii
dGˆσdGσ
2pi
dHˆσdHσ
4pii
)
eNf , (S19)
−f = iαNFcGc + 1
2
∑
σσ′
Bσσ′
[
1
2
(Hσ +Hσ′) + EσEσ′ − i (FσGσ′ + Fσ′Gσ)
]
+ FˆcFc + iGˆcGc +
∑
σ
γσ
(
iEˆσEσ + FˆσFσ + iGˆσGσ − 1
2
HˆσHσ −
∑
k
P(k) logZkσ
)
. (S20)
A. Saddle-point conditions
In the limit of N → ∞, the integral of Eq.(S20) can be evaluated by its saddle-point estimate. From the saddle-
point conditions of f , we have Hˆσ = cσ, where cσ is the average degree of a vertex belonging to Vσ and the following
4self-consistent equations.
Fˆc = −αN
∑
σ
γσ√
cσ
∑
k
Pσ(k)k 〈sΨkσ(s)〉Zkσ (S21)
Gˆc = −αN
∑
σ
γσ
∑
k
Pσ(k)k 〈s〉Zkσ , (S22)
Eˆσ =
∑
σ′
Bσσ′
γσ
√
cσ′
∑
k
Pσ′(k) 〈Ψkσ′(s)〉Zkσ′ , (S23)
Fˆσ =
∑
σ′
Bσσ′
γσ
√
cσ′
∑
k
Pσ′(k) 〈sΨkσ′(s)〉Zkσ′ (S24)
Gˆσ =
∑
σ′
Bσσ′
γσ
∑
k
Pσ′(k) 〈s〉Zkσ′ , (S25)
where
Ψkσ(s) =
1√
2pi
e−
1
2cσ
(Eˆσ+sGˆσ+ksGˆc)
2
Φ
(
Eˆσ+sGˆσ+ksGˆc√
cσ
) , (S26)
〈X(s)〉Zkσ ≡
1
Zkσ
∑
s
X(s)es(Fˆσ+kFˆc)
× Φ
(
Eˆσ + sGˆσ + ksGˆc√
cσ
)
. (S27)
The function f is expressed in terms of these variables as follows.
f =
∑
σ
γσ
(
i
2
EˆσEσ − cσHσ +
∑
k
Pσ(k) logZkσ
)
, (S28)
where
iEσ =
1√
cσ
∑
k
Pσ(k) 〈Ψkσ(s)〉Zkσ , (S29)
Hσ = c
−3/2
σ Eˆσ
∑
k
Pσ(k) 〈Ψkσ(s)〉Zkσ
+
∑
k
Pσ(k) (Gˆσ + kGˆc) 〈sΨkσ(s)〉Zkσ . (S30)
B. Symmetric stochastic block model
The above equations refer to a general two-group stochastic block model. Let us consider a more specific case
by approximating further to obtain a set of equations with a more compact form. We assume that the symmetric
stochastic block model, i.e., γσ = 1/2 and cσ = c for both σ, and the matrix B = [Bσσ′ ] are parametrized as follows.
B =
c
2(1 + )
(
1 
 1
)
. (S31)
In this case, the order parameters are either symmetric or identical for the different values of σ. Moreover, we set the
resolution parameter to a commonly used value, α = 1/cN , and adopt the regular approximation, i.e., P(k) ≈ δk,c.
We define
F˜σ ≡ Fˆσ + cFˆc, (S32)
G˜σ ≡ Gˆσ + cGˆc. (S33)
From the symmetry condition, we have F˜1 = −F˜2 and G˜1 = −G˜2. From the saddle-point condition, it can be seen
that Eˆσ is positive for any σ, i.e., Eˆ1 = Eˆ2. Then, the set of self-consistent equations, namely, the set containing
Eqs.(S21)–(S25) and Eq.(S28), is simplified as described in the main text.
5III. FURTHER NUMERICAL CONFIRMATION ON THE PERFORMANCE OF THE SIMPLE
GREEDY ALGORITHM AND LOUVAIN ALGORITHM
In Fig. 2(b) in the main text, we presented the mean overlaps around the detectability limit. Here, in Fig. S1(a),
we instead present the median overlaps and interquartile ranges of ten graph instances. Although the mean overlaps
remained high near the estimated detectability limit, in fact, we can confirm that the fluctuation of the overlap values
becomes considerable near the estimated limit.
The same analysis is done for the overlaps obtained by the Louvain algorithm, corresponding to Fig. 3 in the main
text. Here, in Fig. S1(b), we present the medians overlaps and interquartile ranges of ten graph instances with respect
to a few specified average degrees. We can confirm that our estimate of the detectability limit is indeed very accurate
when the average degree is relatively large.
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FIG. S1. (Color online) (a) Overlaps obtained by the simple greedy algorithm. From top to bottom, the results with
c = 10, c = 20, and c = 30 are presented. Each panel represents the results of different graph sizes N as functions of . The
shaded regions with the dashed border lines represent our undetectable region estimates. (b) Overlaps obtained by the Louvain
algorithm. From top to bottom, the results with different graph sizes N are presented. Each panel represents the results of
c = 10, c = 20, and c = 30 as functions of . The shaded regions with the dashed border lines represent, from the left to right,
our undetectable region estimates for c = 10, 20, and 30, respectively. In all panels, the points represent the median overlaps
and the error bars represent the interquartiles with respect to the results of ten graph instances.
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FIG. S2. (Color online) (Left) Detectability phase diagrams of fast greedy algorithm for symmetric stochastic block model
with different graph sizes N . The diagrams are plotted in the same manner as those shown in Fig. 3 in the main text. Graphs
with (a) N = 500, (b) 1000, and (c) 2000 are presented. In all plots, the average overlap value of ten graph instances is
determined for each pair of c and . (Right) Overlaps of c = 10, c = 20, and c = 30 as functions of  for different graph sizes
N . They are plotted in the same manner as those shown in Fig. S1.
IV. DETECTABILITY PHASE DIAGRAMS OF FAST GREEDY ALGORITHM
In this section, we consider the performance of the fast greedy algorithm [S44] (see [S44] for a detailed description
of the algorithm). This is a simpler implementation of modularity maximization, in comparison with the Louvain
algorithm. For this specific implementation, we use the code embedded in python-igraph [S45]. As in the case of the
Louvain algorithm, the number of groups is not given as input, but is automatically estimated during the optimization
process.
The detectability phase diagrams of the fast greedy algorithm for the symmetric stochastic block model are presented
in Fig.S2. Again, the overlap was set to 0.5 whenever the graph was partitioned into more than two groups. It can
be observed that, for N = 1000, the fast greedy algorithm does not achieve the estimated limit, while the Louvain
algorithm (almost) achieves it (see Fig. 3(b) in the main text). Conversely, for the graph instances with a smaller size
(N = 500) shown in Fig. S2(a), the fast greedy algorithm works up to the estimated detectability limit. As in the
case of the Louvain algorithm, it can be seen in Figs. S2b and c that sparser graphs are significantly affected by the
considered graph size.
