Abstract-In this letter, we consider a simple scenario of a wireless caching system that consists of a caching helper in proximity to the user to be served and a data center with large content storage. Assuming bursty packet arrivals at the caching helper, its availability is affected by the packet arrival rate, which also affects the system throughput. We characterize the optimal transmission and helping probabilities of the nodes in the caching system, aiming at achieving the maximum weighted throughput of the system.
I. INTRODUCTION
Driven by the development of information-centric applications, wireless caching has emerged as a promising concept to cope with the exponential growth of data traffic, of which video content is the dominant source. Caching at the network edge also exploits the high degree of asynchronous content reuse among users who share similar content preferences in local areas. By introducing caching capabilities at network edge, including small cells, femto access points and user devices, and caching popular content closer to end users before being requested, cellular traffic load and latency can be significantly reduced [1] - [7] . As a result, there is continuously growing attention from both theoretical and practical researches on cache-enabled wireless networks.
In the literature of wireless caching networks with distributed caching helpers, it is commonly assumed that the helper will be able to serve a user's request as long as the helper has the requested file cached. Furthermore, most of the existing studies that consider network throughput are based on the assumption that the users have saturated traffic, that is, a user always has a packet waiting to be transmitted. However, in reality, a caching helper might not be available to assist the requests of nearby users when it has its own destination to serve. The bursty traffic at a caching helper and its effect on throughput and delay of wireless caching networks is overlooked so far. The consideration of bursty traffic provides insights that often cannot be obtained by the saturated traffic assumption [8] .
In this letter, we investigate the effect of bursty traffic on the throughput of a wireless caching helper network in a simple scenario. Based on a random access scheme between the user, the caching helper and its destination, we study the optimized probabilities of the communications among the network nodes that achieve the maximum network throughput. The considered scenario can appear in a device-to-device cooperative caching network.
II. SYSTEM MODEL We consider a simple network model where a caching helper S with bursty packet arrivals, has its destination user D to serve. The helper S is equipped with an infinite queue size and the packet arrival at S is modeled by a Bernoulli process with average arrival rate λ. In this study we assume slotted time and the transmission of a packet requires one timeslot.
Assume a user U as depicted in Fig. 1 , which has probability q U to request for a file in each timeslot, the helper S under certain conditions will assist U with its requests. In a timeslot, if the queue at S is not empty, S will transmit to D with probability q S , and with probability 1 − q S will be available to assist U . When the queue is empty, S will be always available for U .
When the user U is requesting for a file, it has probability q C to be served by the cache of S when S is available. With probability 1 − q C the request of U will be directed to a remote data server denoted by DC, which is assumed to have every available content stored. As a result, in a timeslot, the probability that the user U will request for content and the request will be directed to S is q U (1 − q S )q C when the queue at S is not empty. Due to the limited storage capacity of the helper S, the requested file of user U has probability p h to be cached within the helper, thus, there is a probability p m = 1 − p h that U cannot find the requested content in S and has to request it from DC. Here, p h depends on the caching strategy and the user's request pattern. It is outside of the scope of this work to consider specific caching policies and user's request patterns which makes this framework more general. When the caching helper S is transmitting to its destination D, the user U will seek its requested information directly from the DC. If DC is available to serve U , then there will be two parallel transmissions, one from DC to U and the other from S to D, which are interfering. Considering that DC might be congested with other users' requests, we model the availability of DC with a factor α, which models the probability that DC Table   Probability Description q U U will request for content q S S if its queue is not empty will transmit to D q C U will be assisted by the cache at S if S is available p h (pm) hit (miss) probability that U can (not) find the content in S a DC is available to serve U is available in a timeslot to serve U . If α = 0, then either DC does not exist in the network or it is heavily congested thus, not available for U . When DC is always available to the user, then α = 1. The aforementioned probabilities are summarized in Table I . We denote p SD/S the success probability of the link S → D when only S is active, and p SD/S,DC is the success probability of the link S → D when both S and DC are transmitting. We consider the success probability of each link i → j based on its received signal-to-interference-plus-noise ratio (SINR)
where T denotes the set of active transmitters; P i denotes the transmission power of node i; h i,j denotes the smallscale channel fading from the transmitter i to the receiver j, which follows CN (0, 1) (Rayleigh fading); d i,j denotes the distance from the transmitter i to the receiver j; η j denotes the background thermal noise power received at j. Denote p ij/i the success probability of link i → j when only transmitter i is active, we have
Similarly, denote p ij/i,k the success probability of link i → j when both transmitters i and k are active, thus we have
III. PERFORMANCE ANALYSIS
In this section, we study the throughput of the system depicted in Fig. 1 . The average service rate of the caching helper S to its destination D is
The queue at S is stable if and only if λ < µ, which is obtained by Loyne's criterion [9] . 1 Denote T S the throughout on the link S → D, depending on whether the queue is stable, we have T S = λ if the queue is stable, or T S = µ if the queue is unstable. Thus,
where 1(.) is the indicator function.
The throughput seen by U depends on the status of the queue at S:
• When the queue at S is empty with probability Pr(Q = 0), U requests for a file with probability q U , which will be directed to S with probability q C , then the throughput
• When the queue at S is non-empty with probability Pr(Q = 0), U is active with probability q U and S is available with probability 1 − q S , then U will seek for content from S with probability q C or from DC with probability 1 − q C . So, when U seeks the requested content from S, the achieved throughput by U is
Otherwise, U will seek the requested content from DC, the throughput seen by U is (1−q S )q U (1−q C )αp DC/DC . If S is not available because it is transmitting a packet to D, which is with probability q S , the throughput seen by U is q S q U αp DC/S,DC . From the above, the achieved throughput by U is
A. The queue at S is stable
When the queue at the caching helper S is stable, the probability that the queue size Q is not empty is given by
(6) After replacing (6) in (5) we have the following expression for the throughput at U
where
Note that (7) is independent of q S , conditioning on the stable queue at S.
B. The queue at S is unstable
If the queue at S is unstable 2 , the throughput denoted by T U is given by
IV. THROUGHPUT OPTIMIZATION In this section, we intend to maximize the weighted sum of the throughput at the helper S and the throughput seen by the user U . The weighted sum is wT S +(1−w)T U with w ∈ [0, 1], where w = 1 and w = 0 denote the cases where we are only interested in the helper S or in the user U respectively.
A. Stable Queue at S
When the queue at the helper S is stable, we can formulate the following optimization problem
s.t.
The first constraint ensures stability at the helper's queue. If w = 1, the result of the previous optimization problem is λ, thus, the objective function is independent of q C and q S ∈ [
, 1]. If w = 1, the objective function is linear with respect to q C ; as stated in the previous section it does not depend directly on q S . If p SU/S > αp DC/DC the objective function is an increasing function of q C , thus, the maximum is achieved by q * C = 1. If p SU/S < αp DC/DC , then the objective function is a decreasing function of q C , thus q * C = 0. The coefficient p SU/S −αp DC/DC is an indication of the channel between the helper and the user, the availability of DC, and the channel between the DC and U . Note that the choice of q S does not affect the optimal solution when it lies in the interval that keeps the queue stable.
B. Unstable Queue at S
In this subsection we study the case when the queue at S is unstable. It is similar to the case where the external arrivals are disregarded while assuming saturated queue at the helper. In this case the optimization problem becomes
The objective function can be re-written as
The optimization problem stated in (10) is non-linear. However, after applying the Karush Kuhn Tucker (KKT) conditions we can obtain the solution, which depends on the signs and the ordering between B 1 and B 2 . Due to lack of space we omit the enumeration of the possible solutions based on B 1 and B 2 . The possible optimal values of q * C and q * S that maximize the objective function are q * C ∈ {0, 1/2, 1} and q * S ∈ {0, 1/2, 1}.
In the following section we will provide the solutions in some specific cases.
V. NUMERICAL RESULTS
In this section we provide numerical evaluation of the results presented previously. We assume η j = 10 −11 W, θ 1 = θ 2 = 0 dB, and the path-loss exponent is γ = 4. Transmission powers are P tx (S) = 1 mW and P tx (DC) = 10 mW. The distances of links S → D, S → U , DC → D and DC → U are r SD = 50m, r SU = 40m, r DCD = 100m, and r DCU = 80m respectively. From (1) and (2) we obtain the following success probabilities p SD/S = 0.939, p SD/S,DC = 0.578, p SU/S = 0.975, p DC/DC = 0.96 and p DC/S,DC = 0.369.
In Fig. 2 , the weighted sum throughput vs. the arrival rate at the helper is presented with α = 0.7, p h = 0.3 and q U = 0.7, for three different values of w. The case w = 1/4 means that T U is more important than T S . Thus, the maximum weighted sum throughput is a decreasing function of λ for w = 1/4. For w = 1/2 and w = 3/4, the maximum weighted sum throughput is an increasing function of λ.
The maximum weighted sum throughput is achieved by q * C = 1 for all the cases of w and λ for this specific setup. However, the values of q * S that achieve the maximum weighted sum throughput are different, as presented in Table II . Note that these values are independent of w. As expected, as λ increases, q * S increases in order to keep the queue at S stable. For the case where the queue is unstable, the maximum weighted sum throughput and the values of q * S and q * C are presented in Table III . In Fig. 3 the maximum weighted sum throughput vs. q U is presented with α = 0.7, p h = 0.3 and λ = 0.3, when the queue at S is stable. As q U increases, the improvement of the maximum weighted sum throughput is more profound for the case with w = 1/4, where the throughput seen at U is more important. The values of q * S that achieve the maximum weighted sum throughput are given in Table IV , and we obtain q * C = 1 for different values of q U . As expected, when the user has higher probability to request for content, the transmission probability by the source to its destination increases in order to sustain stability. S that achieve the maximum weighted sum throughput presented in Fig. 3 for different q U .
In Fig. 4 the maximum weighted sum throughput is presented when the queue at the source is unstable (or the source has saturated traffic). For w = 1/2 and w = 3/4, the maximum weighted sum throughput is a decreasing function of q U , since the saturated throughput achieved by D is decreasing, due to the increase of requests by U . On the other hand, when w = 1/4 the throughput achieved by U is more important, thus, the maximum weighted sum throughput increases as q U increases. For w = 1/2 and w = 3/4, the maximum is achieved by q * S = 1 and q * C = 0 for all the values of q U . This means that it will be more beneficial if the source S will transmit with probability 1 to its destination D and the user U will seek for content directly from DC. However, a different case is when w = 1/4, the optimal values of q * S and q * C are given in Table V . The interesting point is the transition from q * S = 1 and q * C = 0 to q * S = 0 and q * C = 1 for higher values of q U . This can be interpreted as it is more beneficial for the network performance that the helper will serve solely the user if available.
VI. SUMMARY
In this letter we studied the throughput of a wireless caching system with bursty traffic at the caching helper which has C that achieve the maximum weighted sum throughput presented in Fig. 4 for different q U when w = 1/4.
its own destination to serve. For the purpose of throughput maximization, we optimized the request probability of the user to be served by the helper and the probability that the sourcehelper will transmit information to its dedicated destination.
