Abstract The ability to model the behaviour of arbitrary dynamic system is one of the most useful properties of recurrent networks. Dynamic ridge polynomial neural network (DRPNN) is a recurrent neural network used for time series forecasting. Despite the potential and capability of the DRPNN, stability problems could occur in the DRPNN due to the existence of the recurrent feedback. Therefore, in this study, a sufficient condition based on an approach that uses adaptive learning rate is developed by introducing a Lyapunov function. To compare the performance of the proposed solution with the existing solution, which is derived based on the stability theorem for a feedback network, we used six time series, namely Darwin sea level pressure, monthly smoothed sunspot numbers, Lorenz, Santa Fe laser, daily Euro/Dollar exchange rate and Mackey-Glass timedelay differential equation. Simulation results proved the stability of the proposed solution and showed an average 21.45% improvement in Root Mean Square Error (RMSE) with respect to the existing solution. Furthermore, the proposed solution is faster than the existing solution. This is due to the fact that the proposed solution solves network size restriction found in the existing solution and takes advantage of the calculated dynamic system variable to check the stability, unlike the existing solution that needs more calculation steps.
Introduction
Time series is a sequence of observations for a variable of interest made over time. Time series is used in many disciplines for things such as daily exchange rate price, quarterly sales and annually sunspots numbers. Time series forecasting is defined as an estimation of the future behaviour of a time series using current and past observations [30] .
Various methods for time series forecasting have been developed. From statistics-based to intelligence-based, there are a range of methods available to make a forecast. Intelligent methods such as Artificial Neural Networks (ANNs) have been successfully used in time series forecasting [9, 22, 34, 52] . During training, ANNs use historical data to build a model that has the ability to forecast future observations.
ANNs have a non-linear input-output mapping nature that allow them to approximate any continuous function with an arbitrary degree of accuracy. ANNs are less susceptible to model misspecification than other parametric nonlinear methods because the non-linear input-output mapping in ANNs is generated with little priori knowledge about the non-linearity in the series [37, 52] .
Higher order neural networks (HONNs) have been used successfully for time series forecasting [9, 16, 22, 23, 39, 41] . They have a single layer of trainable weights which enables faster network training. Ridge Polynomial Neural Network (RPNN) [43] is a HONN that maintains fast learning and powerful mapping properties, which makes it suitable for solving complex problems [23] .
For time series forecasting, an explicit treatment for the dynamics involved is needed for neural network models because the behaviour of some time series signals are related to past inputs that present inputs depend on [24] . For that, a recurrent version of the RPNN was proposed and named Dynamic Ridge Polynomial Neural Network (DRPNN) by [24] . Recurrent networks learn the dynamics of the series over time and store them in their memory, and then use these memories when forecasting [40] . RPNN and DRPNN have been successfully applied to forecast time series [9, [22] [23] [24] , with DRPNN the most suitable for time series forecasting.
Despite the potential and capability of the DRPNN, the problems of complexity and difficulty of training could occur in the DRPNN [22] . To tackle these problems, a sufficient condition for the convergence of the DRPNN was derived based on the stability theorem for a feedback network proposed by Atiya [11] . This solution adjusts the weights of the network to generate network outputs that get as close as possible to the desired output [22] . However, this solution could be too restrictive in some cases where a large network is necessary [11] . Therefore, feedback network stability theorem is restrictive and causes lower forecasting accuracy with many time series where more accurate forecasts are needed such as financial or disaster forecasting.
In an attempt to overcome the stability problems for DRPNN, in this work a sufficient condition based on an approach that uses adaptive learning rate is developed by introducing a Lyapunov function. Such approach has been used effectively with different recurrent ANNs models such as fully connected recurrent networks [31] , recurrent wavelet elman neural network [33] and self-recurrent wavelet neural network [54] .
The contributions made by this study are as follows:
-To tackle the problems of complexity and difficulty of training for DRPNN, a sufficient condition based on an approach that uses adaptive learning rate is developed by introducing a Lyapunov function. Then, we applied it for time series forecasting. -A comparative analysis of the proposed solution with the existing solution was completed using six time series, namely Darwin sea level pressure, monthly smoothed sunspot numbers, Lorenz, Santa Fe laser, daily Euro/Dollar exchange rate and Mackey-Glass time-delay differential equation. -The forecasting performance of DRPNN with the proposed solution was compared with other models in the literature.
The remainder of this study is organized as follows. In Section 2, we review the dynamic ridge polynomial neural network and the existing solution for its stability. In Section 3, we present the proposed solution. Section 4 describes the experimental design. Section 5 presents results and discussion. The conclusion is given in Section 6.
Related works
The following subsections describe the dynamic ridge polynomial neural network and stability issue found in it.
Dynamic Ridge Polynomial Neural Network (DRPNN)
Time series forecasting requires explicit treatment of dynamics because present inputs of the time series depend on some past inputs [22] . Neural networks with recurrent connections are dynamic systems with temporal state representations. Due to their dynamic structure, they have been successfully used for time series forecasting [14, 22, 36] . Dynamic ridge polynomial neural network (DRPNN) is a recurrent neural network. It has the extension architecture and functionality of the feedforward ridge polynomial neural network (RPNN). By incorporating the recurrent connection, DRPNN is better able to model the dynamics of time series as compared to RPNN and many other higher order neural networks techniques as found in [9, 21, 22, 24] .
The structure of DRPNN is shown in Fig. 1 . DRPNN is constructed from a number of increasing order of Pi-Sigma units [42] with the addition of a recurrent connection from the output layer to the input layer. This recurrent connection feeds the network output to the summing nodes in each PiSigma units, thus allowing them to see the resulting output of the previous sample. All weights are fixed to unity except the weights link the inputs with the first summing layer as shown in Fig. 1 .
DRPNN uses a constructive learning algorithm based on the asynchronous updating rule of the Pi-Sigma unit. That means that DRPNN starts with a small basic structure, then grows by adding Pi-Sigma unit of increasing order to its structure as the learning proceeds until the desired mapping task is carried out with the required degree of accuracy. Real Time Recurrent Learning algorithm [51] is used to update 
where k is the number of PSNN blocks, σ is a non-linear transfer function, m is input vector dimension size, w is a trainable weight, x is an input and y(t) is network output at previous time step. Sum squared error is used as a standard error measure for training the network as follows [22, 24] :
where
where d(t + 1) is the desired output and y(t + 1) is network output. At every time, the weights between inputs g and sigma l are updated as follows:
where η is the learning rate. The value of ∂E(t+1) ∂w gl is determined as:
From (1) to (4), we have: (12) Assume D Y as the dynamic system variable, which is defined as a set of quantities that summarizes all the information about the past behavior of the system that is needed to uniquely describe its future behavior [26] , where D Y is:
Substituting (13) into (12), we have:
The initial values are D Y gl (t) = 0, and y(t) = 0.5 to avoid zero value of D Y gl (t) = 0 [22, 24] . Weights updating rule is derived by substituting (14) into (8) then (7), such that
Finally,
Stability issue for DRPNN
The ability to model the behaviour of arbitrary dynamic system is one of the most useful properties of recurrent networks. Hence, the recurrent feedback in DRPNN enhances its forecasting performance as found in [9, 22, 24] . Despite the potential and capability of the DRPNN, the problems of complexity and difficulty of training could occur in the DRPNN [22] . These problems can be summarized in two main points. First, calculating the gradients and updating the weights of the DRPNN is difficult because the dynamic system variables affect both the gradient and the output. Second, the learning error may not be monotonically decreasing which could lead to long convergence time.
To tackle these problems, a sufficient condition for the convergence of the DRPNN was derived based on the stability theorem for a feedback network proposed by Atiya [11] . This stability theorem adjusts the weights of the network to generate network outputs that get as close as possible to the desired output [22] . According to [22] , the condition for DRPNN to converge based on the feedback network stability theorem is described by:
where A is the number of PSNN blocks, W L(M+2) is the weights that link the recurrent node with hidden layer nodes, and f is a nonlinear transfer function. [28] Differential pulse code modulation Used to derive a condition for RPSN to converge image coding RPSN [29] Time series forecasting Used to derive a condition for RPSN to converge DRPNN [22] Time series forecasting Used to derive a condition for DRPNN to converge Hybrid neural network [25] Classification of graph structured data Used to guarantee the convergence of the state vector DRPNN Dynamic ridge polynomial neural network, RBP Recurrent backpropagation, RPSN Recurrent pi-sigma neural network number of training epochs and maximum number of epochs to finish training, respectively. The feedback network stability theorem was used with recurrent networks for problems such as pattern recognition and time series forecasting as shown in Table 1 . However, this solution is restrictive in some cases where a large network is necessary [11] or when working with constructive learning because it stops the learning with small number of hidden units. Furthermore, when we are working with time series forecasting, we are considering only the problem of learning trajectories, not learning fixed points [12] . Therefore, another solution is needed to solve network size restriction and overcome stability issue.
Proposed solution for DRPNN stability issue based on Lyapunov function
In an attempt to overcome the stability problems for DRPNN, in this work a sufficient condition based on an approach that uses adaptive learning rate is developed by introducing a Lyapunov function. Such approach has been used effictively with different models such as fully connected recurrent networks [31] , recurrent wavelet elman neural network [33] , Adaptive Network based Fuzzy Inference System [44] , dynamic neural network [53] and selfrecurrent wavelet neural network [54] .
First, let us define a Lyapunov function as follows:
where e(t) represents the error that is calculated by differencing the desired value from the predicted value. We use this error function because the DRPNN model is used to minimize it. According to (18) , the change in the Lyapunov function can be determined by:
The error difference can be represented by [33, 53] :
where w represents the weight change. Based on (9), (13) and (15), we have:
From (19) and (23), V (t) can be represented as:
where . F is the Frobenius norm which is calculated by using trace function [44] . A sufficient condition to ensure stability is V (t) < 0. Therefore, (25) leads to:
Notice that (26) suggests an upper bound of η for a sufficient condition to ensure stability in DRPNN. If the learning rate is controlled to be within the bounds in (26), the convergence and the stability are guaranteed based on the analysis of a Lyapunov function, as derived in Appendix.
The pseudo code that we will use for DRPNN to update its weights based on Lyapunov function is as follows:
Experimental design
The aim of this section is to provide a step by step methodology that we will use to compare the performance between the proposed solution and the existing solution to forecast time series.
Time series used in the experiments
Six time series have been used in our work, namely Darwin sea level pressure (Darwin SLP), monthly smoothed sunspot numbers (Sunspot), Lorenz (Lorenz), Santa Fe laser (Laser), daily Euro/Dollar exchange rate (EUR/USD) and MackeyGlass time-delay differential equation (Mackey-Glass).
The first time series is the Darwin sea level pressure time series which consists of monthly values of the Darwin sea level pressure for the years 1882-1998. The dataset can be downloaded from [1] .
A sub-series of the monthly smoothed sunspot time series from November 1834 to June 2001 was downloaded from [4] . This time series is sensitive to initial conditions because it can be seen as chaotic systems with noise [8] .
The third time series is Lorenz time series obtained from [2] . It is a long synthetic chaotic time series of 16384 samples. The last 4000 samples are considered in this work.
Santa Fe laser time series obtained from a far-infrared laser. This time series has periods of oscillations with increasing amplitude, followed by sudden, difficult to predict, activity collapses [20] . Santa Fe laser time series can be downloaded from [6] . Six inputs were used for one-stepahead forecasting as reported in [46] .
The daily Euro/Dollar (EUR/USD) exchange rate contains 781 observations covering the period from January 3, 2005 to December 31, 2007 [27] . The data can be collected from [5, 7] .
The last time series is the well-known Mackey-Glass time series which is defined as follows:
where t is a variable, x is a function of t, and τ is the time delay. The initial values of the series are α = 0.2, β = −0.1, x(0) = 1.2, and τ = 17. It is known that with this setting the series shows chaotic behaviour. From the generated time series, 1000 points were extracted as explained in [35] . This series can be found in the file mgdata.dat in MATLAB [35] or in [3] . The time series settings used in this research are shown in Table 2 . The used intervals for training and out-of-sample sets for all used time series are shown in Fig. 2. Table 3 shows network topology and training parameters used in this paper. These settings are based on [9, 22, 24] or by trial and error.
Network topology and training
Since we used sigmoid transfer function and to follow [22, 24] , we scaled the data in the range [0.2, 0.8]. The equation to scale the data is given by: 
Performance metrics
In this research work, the performance of the networks was evaluated using Root Mean Squared Error (RMSE), Normalized Mean Squared Error (NMSE), training time and network size. Furthermore, we carried out t-test with a significance level of 0.05 to highlight the significant performance. The equation for RMSE and NMSE metrics are given by: Root Mean Squared Error (RMSE):
Normalized Mean Squared Error (NMSE): (32) where N, y andŷ represent the number of out-of-sample data, actual output and network output, respectively.
Results and discussion
In this section, the simulation results for the forecasting of the six time series are presented and discussed. We carried out all simulations on a machine with Intel Core i7-3770XPU@3.40GHz, and 4GB of RAM.
Best average simulation results
For fair and more robust comparative evaluation, an average of 30 independent runs are performed for all the neural networks. This was done to avoid any influence due to initial internal state such as random weights initialization. The average performance for the two neural networks using RMSE and NMSE metrics is shown in Tables 4 and 5 , respectively. DRPNN f eedback and DRPNN Lyapunov refer to the existing DRPNN with feedback network stability theorem and the proposed DRPNN with Lyapunov function, respectively. Note that in these two tables we de-normalized the forecasted value and compared it with the original desired value. As seen from Tables 4 and 5 , the forecasting performance of the DRPNN Lyapunov network is significantly better than the DRPNN f eedback network in all time series except Sunspot time series. The reason for the absence of any significance in Sunspot is because both networks found best average simulations with same parameters setting and network size. Although the network size for both networks are equal with Lorenz time series as shown in Table 6 , there is a significance in the performance with DRPNN Lyapunov . This is because the parameter settings for the best average for both networks are different.
Results in Tables 4 and 5 show an average 21.45% improvement in RMSE and an average 36.25% improvement in NMSE with respect to DRPNN f eedback network. That means that using the proposed solution helps DRPNN to grow and find more suitable parameter settings during training, thus helping to enhance the forecasting performance for the network. The summary of Table 6 shows that the proposed solution needs more size than the existing solution. However, network size does not increase training time. This is because the proposed solution takes advantage of the calculated dynamic system variable to check the stability, unlike the existing solution that needs more calculation steps. The training time with Lorenz time series for DRPNN Lyapunov is bigger than DRPNN f eedback because it needs more epochs to learn from this long time series. Figure 3 shows the subtraction of the RMSE of DRPNN f eedback from the RMSE of DRPNN Lyapunov with all time series in the 30 simulations. And for NMSE, the subtraction results were plotted in Fig. 4 . In these stem plots, a stem in the positive y axis means DRPNN Lyapunov has smaller error than DRPNN f eedback in that simulation experiment, but if the stem is in the negative y axis, DRPNN f eedback has smaller error than DRPNN Lyapunov . Network size equals the number of weights and biases As seen from these stem plots, the majority of the stems are in the positive y axis. We can also notice the absence of any stem in some simulations especially with Sunspot time series. This is because there is no difference in the performance. Figure 5 shows the evolution of RMSE during the learning of DRPNN Lyapunov . Each spike shown in the figures comes from the introduction of a new Pi-Sigma block to 
Learning analysis for DRPNN Lyapunov

Comparison of the performance of various existing models
In this section, we compare the performance of DRPNN Lyapunov with other models in the literature. For a Tables 7 and 8 show the comparison results for generalization capabilities using different methods for the Sunspot and Mackey-Glass time series, respectively. As [49] 0.0748 Orthogonal function neural network + recursive KFA based on SVD [48] 0.05099 Adaptive fuzzy inference system with local research [55] 0.045465 FLNN [47] 0.03656 Beta basis function neural networks + DE algorithm [17] 0.030 Dynamic evolving computation system [15] 0.0289 Backpropagation Network Optimized by Hybrid K-means-Greedy [45] 0.015 Modified DE and the radial basis function [18] 0.013 PSNN [47] 0.0118 DRPNN Lyapunov (proposed) 0.0105 Takagi-Sugeno fuzzy system-singleton + simulated annealing [10] 0.00898 Functional-link-based neural fuzzy network-cultural cooperative PSO [32] 0.008424 DE differential evolution, FLNN functional link neural network, DRPNN dynamic ridge polynomial neural network, KFA kalman filtering algorithm, PSO particle swarm optimization, PSNN pi-sigma neural network, SVD singular value decomposition 
Limitations of DRPNN Lyapunov
Apart from improved forecasting accuracy and training speed, there is one main limitation of DRPNN Lyapunov compared to DRPNN f eedback , which is network size. This is because the proposed solution solves network size restriction found in DRPNN f eedback , which stops the network from growing. This implies a trade-off between forecasting accuracy and the amount of memory. Overall, we would favor DRPNN Lyapunov over DRPNN f eedback for its more accurate and faster training, even while sacrificing network size, especially for some applications such as financial or disaster forecasting that require more accurate forecasts.
Conclusion
In this study, a sufficient condition based on an approach that uses adaptive learning rate was developed by introducing a Lyapunov function. This solution was proposed to tackle the problems of complexity and difficulty of training for DRPNN. This study demonstrated the effectiveness of the proposed solution by testing it on six time series. This study compared the proposed solution with the existing solution which is derived based on the stability theorem for a feedback network. Simulation results showed that the DRPNN with the proposed solution improves the forecasting accuracy as well as the training speed as compared with the existing solution.
