Here we introduce some basic concepts of constrained optimization and illustrate with very simple examples. More details can be found in [1] and other references. Consider the minimization problem of the form minimize f (x) subject to: h i (x) = 0 i = 1, . . . , m ≤ n (1) g j (x) ≤ 0 j = 1, . . . , p. h i 's are equality constraints and g j 's are inequality constraints and usually they are assumed to be within the class C 2 . A point that satisfies all constraints is said to be a feasible point. An inequality constraint is said to be active at a feasible point x if g i (x) = 0 and inactive if g i (x) < 0. Equality constraints are always active at any feasible point. To simplify notation we write h = [h 1 , . . . , h m ] and g = [g 1 , . . . , g p ], and the constraints now become h(x) = 0 and g(x) ≤ 0.
Karush-Kuhn-Tucker (KKT) Conditions
KKT conditions (a.k.a. Kuhn-Tucker conditions) are necessary conditions for the local minimum solutions of problem (1). Theorem 1.1. Let x * be a local minimum point for Problem (1) and suppose x * is a regular point for the constraints. Then there is a vector λ ∈ R m and a vector µ ∈ R p with µ ≥ 0 such that
Convince yourself why the above conditions hold geometrically. It is convenient to introduce the Lagrangian associated with the problem as
where λ ∈ R m , µ ∈ R p and µ ≥ 0 are Lagrange multipliers.
Note that equation (2), (3) and (4) together give a total of n + m + p equations in the n + m + p variables x * , λ and µ.
Gradient Projection
The basic idea of projection methods is to use a descent method where the search direction is chosen to decrease the function's value while still remaining within the feasible region. Consider the following simple example: minmize
f (x) subject to: Ax = b , and we start from some point x 0 which is feasible (satisfying Ax 0 = b). For a descent method we find the next point by
where α k is chosen to minimize f (x k + αd k ) as usual. In order to keep x k+1 feasible, we need d k ∈ N (A), the null space of A. If we use the negative gradient as the search direction for unconstrained problem, this can be achieved by adding the component of ∇f (x) in the row space R(A) to −∇f (x). So the resulting search direction will be d k = −∇f (x k ) + A T λ k where λ k is chosen to satisfy A(∇f (x k ) − A T λ k ) = 0. As a result, we have
where the matrix P = I − A T (AA T ) −1 A is known as the projection matrix. At the solution x * we have ∇f (x * ) orthogonal to N (A) and thus ∇f (x * ) − A T λ * = 0. Compare this with the KKT condition.
The same idea can be applied to nonlinear constraints, but some additional calculations are needed at each step [1] .
Penalty Method
Given a problem of the form
where f is continous and S is the constraint set. The idea of a penality function method is to replace the above constrained problem by an unconstrained problem of the form
where c is a positive constant and P is a function on R n satisfying: (1) P is continuous; (2) P (x) ≥ 0 for x ∈ R n ; (3) P (x) = 0 if and only if x ∈ S. For each k solve the problem min q(c k , x) to obtain a solution x k . Assume that for each k, min q(c k , x) has a solution (which is true if q(c, x) → ∞ as |x| → ∞). It can be proved that if {x k } is such a generated sequence, then any limit point of the sequence is a solution to the original problem. Furthermore, we do not need to get the precise solution for each min q(c k , x): suppose
then if x * is a solution to the original problem, then any limit pointx of the sequence {x k } is feasible and satisfies f (x) ≤ f (x * ) + ǫ.
By using a penalty function, penalty methods transform the constrained problem into a series of uncontrained problem. However, this advantage is often offset by the difficulty that they are ill-conditioned as c k increases.
