This paper compares alternative models of time-varying macroeconomic volatility on the basis of the accuracy of point and density forecasts of macroeconomic variables. In this analysis, we consider both Bayesian autoregressive and Bayesian vector autoregressive models that incorporate some form of time-varying volatility, precisely stochastic volatility (both with constant and time-varying autoregressive coeffi cients), stochastic volatility following a stationary AR process, stochastic volatility coupled with fat tails, GARCH, and mixture-of-innovation models. The comparison is based on the accuracy of forecasts of key macroeconomic time series for real-time post-War-II data both for the United States and United Kingdom. The results show that the AR and VAR specifi cations with widely used stochastic volatility dominate models with alternative volatility specifi cations, in terms of point forecasting to some degree and density forecasting to a greater degree.
Introduction
A growing number of studies have provided evidence of time-varying volatility in the economies of many industrialized nations. To this point, most available evidence, based on data through the early to mid-2000's, has highlighted the Great Moderation (e.g., Stock and Watson 2003 , Cogley and Sargent 2005 , Primiceri 2005 , Koop and Potter 2007 , Benati 2008 , Giordani and Villani 2010 , and Justiniano and Primiceri 2010 . Some more recent studies have shown that, following the Great Moderation, volatility rose sharply during the sharp recession of (e.g., Clark 2009 , 2011 , and Curdia, Del Negro, and Greenwald 2012 .
Modeling the apparently significant time variation in macroeconomic volatility is important to the accuracy of a range of types of inference. In general, of course, least squares estimates of VAR coefficients remain consistent in the face of conditional heteroskedasticity, but OLS variance estimates do not. Moreover, modeling the conditional heteroskedasticity can yield more efficient (GLS) estimates of VAR coefficients; Sims and Zha (2006) have emphasized the value of volatility modeling for improving efficiency. Accordingly, in both dimensions, taking account of time variation in volatility should improve the VAR-based estimation and inference common in macroeconomic analysis. In particular, in VAR-based analysis of impulse responses, variance decompositions, and historical decompositionsused, for instance, to assess the effects of alternative monetary policies -modeling time variation in conditional volatilities is likely to be important for accurate inferences.
In addition, modeling changes in volatility should help to improve the accuracy of density forecasts from VARs. Shifts in volatility have the potential to result in forecast densities that are either far too wide or too narrow. Giordani and Villani (2010) , Jore, Mitchell, and Vahey (2010) , and Clark (2011) support this intuition on the gains to point and density forecasts of modeling shifts in conditional volatilities. D'Agostino, Gambetti, and Giannone (2012) show that the combination of time-varying parameters and stochastic volatility improves the accuracy of point and density forecasts. These benefits to allowing time-varying volatility could prove useful to central banks that provide density information in the form of forecast fan charts and qualitative assessments of forecast uncertainty.
In most of the recent studies providing evidence of time-varying volatility (e.g., Stock and Watson 2003 , Cogley and Sargent 2005 , Primiceri 2005 , Benati 2008 , the time variation in volatility has been captured with a single model: stochastic volatility, in which the log of volatility follows a random walk process. In Bayesian estimation algorithms, the stochastic volatility specification is computationally tractable. In addition, studies such as Clark (2011) and Carriero, Clark, and Marcellino (2012) have shown that it is effective for improving the accuracy of density forecasts from AR models and Bayesian VARs. However, there are alternatives that could also be effective for capturing changes in macroeconomic volatility. Studies such as Koop and Potter (2007) , Giordani and Villani (2010) , and Groen, Paap, and Ravazzolo (2012) have used models in which volatility is subject to potentially many discrete breaks; others, such as Jore, Mitchell, and Vahey (2010) , have used models with a small number of discrete breaks. Yet another model of time-varying volatility would be a GARCH specification. While the pioneering development of ARCH (Engle 1982) and GARCH (Bollerslev 1986) models included applications to inflation, these models seem to have become rare in recent macroeconomic modeling, with the exception of a few studies, such as Canarella, et al. (2008) and Chung, et al. (2012) . Karapanagiotidis (2012) considers yet another approach, using autoregressive Wishart processes to capture time-varying volatility in macroeconomic BVARs for forecasting. Koop and Korobilis (2012) show that a computational shortcut for allowing time-varying volatility, using a form of exponential smoothing of volatility, improves the accuracy of point and density forecasts from larger VARs.
While a number of studies in the finance literature have compared alternative models of time-varying volatility of asset returns (e.g., Amisano and Geweke 2010, Hansen and Lunde 2005, Nakajima 2012) , no such broad comparison yet exists for macroeconomic variables. Accordingly, this paper compares alternative models of time-varying macroeconomic volatility, included within autoregressive and vector autoregressive specifications for key macroeconomic indicators and estimated using Bayesian inference. We base our comparison on real-time out-of-sample forecast accuracy, for both point and density forecasts of GDP growth, unemployment, inflation, and a short-term interest rate in both the United States and United Kingdom. 1 1 In the finance literature, some studies compare volatility models for their efficacy in modeling returns
The set of univariate AR models includes the following volatility specifications: constant volatility; stochastic volatility (with both constant AR coefficients and time-varying AR coefficients); GARCH; and a mixture of innovations model. The set of BVARs widens the specification of the stochastic volatility process, to include: constant volatility; stochastic volatility (with both constant AR coefficients and time-varying AR coefficients); stochastic volatility following a stationary AR process; stochastic volatility coupled with fat tails; and GARCH. 2 The variables modeled include GDP growth, the unemployment rate, inflation in the GDP deflator, and a short-term government bill yield. For both countries, our results indicate that the AR and VAR specifications with stochastic volatility dominate models with alternative volatility specifications, in terms of point forecasting to some degree and density forecasting to a greater degree. Therefore, at least from a macroeconomic forecasting perspective, these alternative volatility specifications seem to have no advantage over the now widely-used stochastic volatility specification.
The paper proceeds as follows. Section 2 describes the data. Section 3 presents the models and estimation methodology, with further estimation details in an appendix. Section 4 presents the results. Section 5 concludes.
Data
For both the U.S. and U.K., we use quarterly data to estimate models for growth of real GDP, inflation in the GDP price index or deflator (henceforth, GDP inflation), unemployment rate, and 3-month government bill rate. We compute GDP growth and as 100 times the log difference of real GDP and inflation as 100 times the log difference of the GDP price index.
In the case of the U.S., we obtained (quarterly) real time data on GDP and the GDP price index from the Federal Reserve Bank of Philadelphia's Real Time Dataset for Macroeconomists, from which the first available vintage is 1965:Q4 and the last is 2011:Q4. For simplicity, we use "GDP" and "GDP price index" to refer to the output and price series, even though the measures are based on GNP and a fixed weight deflator for much of the sample. As described in Croushore and Stark (2001) , the vintages of the RTDSM are dated to reflect the information available around the middle of each quarter. Normally, in a given (e.g., Amisano and Geweke 2010, Nakajima 2012) , while others compare volatility models for their efficacy in modeling volatility (e.g., Hansen and Lunde 2005) .
2 To simplify computations, we do not consider a mixture model in the BVAR case.
vintage t, the available GDP and GDP price index data run through period t − 1.
For the U.K., we obtained real time data on GDP and the GDP deflator from the website of the Bank of England, with vintages starting in 1990:Q1 and ending in 2011:Q2.
The timing convention is similar to that for the U.S. data. While the Bank of England provides vintages for each month of the year, we selected one month's vintage per quarter.
Specifically, we selected data vintages for quarters 1-4 to correspond to the series available in February, May, August, and November of each year (as in the RTDSM). In the handful of cases in which the last quarter of data that should be available was not actually available (apparently due to some publication delay), we used the vintage from the next month. For example, if the vintage from February in year t did not include GDP data through Q4 of year t − 1, we used the vintage from March in year t in place of the February vintage.
In the case of unemployment and interest rates, for which real-time revisions are small to essentially non-existent, we simply abstract from real-time aspects of the data and use currently available time series. For the U.S., we obtained monthly data on the unemployment rate and 3-month Treasury bill rate from the FAME database of the Federal Reserve
Board of Governors and formed the quarterly unemployment and interest rate as simple within-quarter averages of the monthly data. For the U.K., we obtained a quarterly unemployment rate from FAME and constructed a bill rate by merging a 1975-2011 series on the 3-month Treasury yield (sterling) obtained from Bank of England web site with a 1962-74 series on the 3-month interbank rate obtained from FAME (after merging the monthly series, we converted to the quarterly frequency by averaging within the quarter).
For the U.S., we consider a forecast evaluation period of 1985:Q1 through 2011:Q2, which involves real-time data vintages from 1985:Q1 through 2011:Q4. For each forecast origin t starting with 1985:Q1, we use the real-time data vintage t to estimate the forecast models and construct forecasts for periods t and beyond. We report results for forecast horizons of 1, 2, 4, and 8 quarters ahead. In light of the time t − 1 information actually incorporated in the models used for forecasting at t, the 1-quarter ahead forecast is a current quarter (t) forecast, while the 2-quarter ahead forecast is a next quarter (t + 1) forecast, etc.
The starting point of the model estimation sample is always 1955:Q1 (for some models, we use data for the 1948-54 period to set the priors on some parameters, as detailed below).
For the U.K., we consider a forecast evaluation period of 1990:Q1 through 2010:Q4, which involves real-time data vintages from 1990:Q1 (first available) through 2011:Q2. For each forecast origin t starting with 1990:Q1, we use the real-time data vintage t to estimate the forecast models and construct forecasts for periods t and beyond. We report results for forecast horizons of 1, 2, 4, and 8 quarters ahead. The starting point of the model estimation sample is always 1978:Q1 (for some models, we use data for the 1971-77 period to set the priors on some parameters, as detailed in the appendix). 3
As discussed in such sources as Romer and Romer (2000) , Sims (2002) (2000) and Faust and Wright (2009) and use the second available estimates of GDP/GNP and the GDP/GNP deflator as actuals in evaluating forecast accuracy. In the case of h-quarter ahead forecasts made for period t + h with vintage t data ending in period t − 1, the second available estimate is normally taken from the vintage t + h + 2 data set. In light of our abstraction from real-time revisions in unemployment and the government bill yields, for these series the real-time data correspond to the final vintage data.
Models
In this section we provide the specifications of our AR models and VAR models and provide an overview of the methods used for estimation. The appendix provides further detail on the estimation algorithms.
AR models
For each variable, we consider a baseline AR(p) model with constant shock variance:
To this baseline, we compare AR models with two different formulations of time-varying volatility: GARCH and stochastic volatility. We also consider an AR model with both time-varying parameters and stochastic volatility and an AR model that takes the mixture of innovations form, developed in studies such as Koop and Potter (2007) , Giordani, et al. (2007) , and Groen, Paap, and Ravazzolo (2012) . All of our AR models include 2 lags for GDP growth and 4 lags for inflation, unemployment rate and inflation.
The AR-GARCH model incorporates a common GARCH(1,1) process (as in, e.g., Chung, et al. (2012) ): 4
The AR-SV model, considered in such studies as Clark (2011), takes the following form:
The AR-TVP-SV model takes the form given in Cogley and Sargent (2005) , simplified to a univariate process:
log(λ t ) = log(λ t−1 ) + ν t , ν t ∼ N (0, φ).
Finally, the AR-mixture model is specified as follows:
log(λ t ) = log(λ t−1 ) + κ p+1,t n p+1,t
Pr[κ j,t = 1] = π j , j = 0, . . . , p + 1 var (n 0,t , . . . , n p+1,t ) = diag(q 0 , q 1 , . . . , q p+1 ). 4 We also tried a version with Student-t residuals where the degrees of freedom τ are estimated. Results were worse than the normal case and we do not report them.
VAR models
For our set of k = 4 variables, we consider a baseline VAR(p) model with a constant variance-covariance matrix of shocks:
To this baseline, we compare VAR models with various formulations of time-varying volatility. 5 Two of the models couple the VAR with GARCH or stochastic volatility. Still another model includes time-varying parameters and stochastic volatility. In other models, we consider some variations on the stochastic volatility specification that has been most common in recent macroeconomic modeling. One variation consists of a stationary, rather than random walk, stochastic volatility process. The other variation consists of adding fat tails to stochastic volatility, using the fat tails formulation of Jacquier, Polson, and Rossi (2004) . All of the VAR models include 4 lags.
The VAR-GARCH model incorporates a GARCH(1,1) process for the orthogonalized error of each VAR equation:
where A = a lower triangular matrix with ones on the diagonal and non-zero coefficients below the diagonal.
The VAR-SV model includes the conventional formulation of a random walk process for log volatility:
The VAR-ARSV specification treats log volatility as following an AR(1) process, which we will force to be stationary by using a tight prior:
log(λ i,t ) = a 0,i + a 1,i log(
With macro time series fairly limited in length (especially compared to finance time series), it is likely to be difficult to reliably estimate both time-varying volatility and the parameters of the autoregressive volatility process. Accordingly, we use a tight prior to almost fix the slope coefficients a 1,i , i = 1, . . . , k (but not the intercept), at three different values, giving us three different VAR-ARSV specifications: 0.9, 0.8, and 0.5.
The VAR-SVt model augments the (random walk) stochastic volatility specification to include fat tails, similarly to the DSGE specification considered in Curdia, Del Negro, and
Greenwald (2012):
where d denotes the degrees of freedom of the Student-t distribution that is the marginal distribution of q 0.5 i,t i,t . For simplicity, in lieu of estimating the degrees of freedom, we fixed it, considering three different settings, estimating (separately) models with 5, 10, and 15 degrees of freedom. 
log(λ i,t ) = log(
Estimation algorithms
We estimate all of the models described above using Bayesian Markov Chain Monte Carlo (MCMC) methods. In generating forecasts, we use a recursive estimation scheme, expanding the model estimation sample as forecasting moves forward in time. This section provides a brief overview of our methods. The appendix and the studies cited below provide additional detail on algorithms and priors.
For the AR and BVAR models with constant variances, we use the Normal-diffuse prior and posterior detailed in such sources as Kadiyala and Karlsson (1997) and estimate the models by Gibbs sampling.
For the AR-GARCH and VAR-GARCH models, we use a Metropolis-within-Gibbs MCMC algorithm, combining Gibbs sampling steps for model coefficients with a random walk Metropolis-Hastings (MH) algorithm to draw the GARCH parameters. Our MH algorithm for the GARCH parameters is similar to the ones in Vrontos, Dellaportas, and Politis (2000) and So, Chen, and Chen (2005) . To speed convergence and allow optimal mixing, we employ an adaptive MH-MCMC algorithm that combines a random walk Metropolis (RW-M) and an independent kernel (IK)MH algorithm. In the case of the VAR-GARCH model, the Choleski matrix A is handled in the same way as it is in the VARs with stochastic volatility, which is the same as in Cogley and Sargent (2005) .
To estimate the AR-SV, VAR-SV, AR-TVP-SV and VAR-TVP-SV models, we use Metropolis-within-Gibbs MCMC algorithms, combining Gibbs sampling steps for model coefficients with Cogley and Sargent's (2005) Metropolis algorithm (taken from Jacquier, Polson, and Rossi (1994) ) for stochastic volatility. For AR models with stochastic volatility, our algorithm is the same as that used in Clark (2011). For the AR models with TVP and stochastic volatility, our algorithm takes the form described in Cogley and Sargent (2005) .
For the VAR-ARSV specification, the algorithm is the same, but for the addition of a step to draw the coefficients of the AR processes of each variable's volatility. As noted above, we nearly fix the slope coefficient at particular values, by setting the prior mean to either 0.9, 0.8, or 0.5, with a prior standard deviation of 0.05.
To estimate the VAR-SVt model, we extend the algorithm used for the VAR-SV specification to accommodate fat tails, following the approach of Jacquier, Polson, and Rossi (2004) . The key extension is the addition of a step to draw, for each variable, the time series of q i,t from an inverse Gamma distribution. The other steps are the same as those of the VAR-SV algorithm, but for a few small normalizations of data or innovations to reflect the q i,t terms.
Finally, our approach to estimating the AR-mixture model is taken from Groen, Paap, and Ravazzolo (2012) . The steps in their Gibbs sampler include: using the algorithm of Gerlach, et al. (2000) to sample the latent states κ j,t that indicate the timing of breaks in the coefficients and variance; using the simulation smoother of Carter and Kohn (1994) to sample the regression parameters; and using the algorithm of Kim, Shepard, and Chib (1998) to draw the time-varying volatility and the variance of innovations to volatility.
All of our reported results are based on samples of 5000 posterior draws, retained from larger samples of draws. However, we use different burn periods and thinning intervals for different models, depending on the mixing properties of the algorithms (drawing on our own results on mixing properties and others in the literature, such as those in Primiceri (2005) , Clark and Davig (2011), and Carriero, Clark, and Marcellino (2012) ). Details are given in the appendix.
Results
To evaluate the models, we compare their accuracy in real-time out-of-sample forecasting, first for the U.S. and then for the U.K. To focus on the efficacy of alternative models of time-varying volatility, we separate our comparisons of AR models from our comparisons of VAR models. Among AR models, we compare the AR models with different volatility specifications to a baseline AR with constant volatility. Among VAR models, we compare the VARs with different volatility models to a baseline VAR with constant volatility. As noted above, we use a recursive estimation scheme in generating forecasts, expanding the model estimation sample as forecasting moves forward in time. In all cases, we provide results for our full sample and for a sample ending in 2007:Q4, to strip out possible effects of the severe recession.
For each country, we first consider the accuracy of point forecasts, using root mean square errors (RMSEs). We then consider density forecasts, using both the average log predictive score and the average continuous ranked probability score (CRPS). The predictive score, motivated and described in such recent sources as Geweke and Amisano (2010) , is commonly viewed as the broadest measure of density accuracy. At each forecast origin, we compute the log predictive score using the quadratic approximation of Adolfson, Linde, and
Villani (2007):
where y o t+h denotes the observed outcome,ȳ t+h|t denotes the posterior mean of the forecast distribution, and V t+h|t denotes the posterior variance of the forecast distribution.
As indicated in Gneiting and Raftery (2007) and Gneiting and Ranjan (2011) , some researchers view the continuous ranked probability score as having advantages over the log score. In particular, the CRPS does a better job of rewarding values from the predictive density that are close to but not equal to the outcome and is less sensitive to outlier outcomes. The CRPS, defined such that a lower number is a better score, is given by
where F denotes the cumulative distribution function associated with the predictive density f , 1{y o t+h ≤ z} denotes an indicator function taking value 1 if y o t+h ≤ z and 0 otherwise, and Y t+h and Y t+h are independent random draws from the posterior predictive density. See Ravazzolo and Vahey (2010) for an application to disaggregate inflation. Table 1 provides RMSEs for real-time forecasts obtained with U.S. data. For the baseline AR and VAR models with constant volatilities, we report the actual RMSEs. For the other AR models, we report ratios of each model's RMSE to the baseline AR model with constant volatility. Similarly, for the BVAR models with time-varying volatility, we report ratios of each model's RMSE to the baseline VAR with constant volatility. Entries less than 1 indicate that the given model yields forecasts more accurate than those from the baseline.
U.S. results
In summarizing the results, we will focus on the full sample for most of the discussion and then conclude with a review of differences in the results for the shorter sample.
The results in Table 1 indicate that, for AR models, allowing time varying volatility tends to slightly to modestly improve forecast accuracy, for all variables except GDP growth. Taking the stochastic volatility specification as the baseline for time-varying volatility, none of the other volatility formulations yield any consistent, sizable advantage over stochastic volatility. The same is true for the model with both TVP and stochastic volatility. Sometimes a GARCH, mixture, or TVP-SV model can be better, but other times these models can be worse, with the performance of the mixture model tending to be the most variable. Consider, for example, inflation forecasts over the 1985:Q1-2011:Q2 sample. At the 1-quarter horizon, the AR-SV model has a lower RMSE ratio than the AR-GARCH and AR-mixture models. At the 8-quarter horizon, the AR-mixture has a lower RMSE than the AR-SV and AR-GARCH specifications. At both horizons, adding TVP further improves (slightly to modestly) on the RMSE of the AR-SV model.
Within the set of VAR models, the standard stochastic volatility specification (with log volatility following a random walk) consistently yields small to modest gains in point forecast accuracy. The VAR-SV model almost always has a lower RMSE than the VAR with GARCH. The modifications of stochastic volatility that make volatility stationary, allow fat tails, or allow TVP don't offer any notable gains over the standard VAR-SV specification.
Consider, for example, forecasts of GDP growth. At horizons between 1 and 4 quarters, the VAR-SV model improves on the RMSE of the VAR by about 7 to 12 percent, depending on the horizon. The VAR-ARSV model with an AR(1) coefficient of 0.9 in the volatility processes improves on the RMSE of the VAR by about 6 to 10 percent of horizons between 1 and 4 quarters. The VAR-SVt model with fat tails based on 5 degrees of freedom improves on the baseline RMSE by 8 to 12 percent at the same horizons. In contrast, the VAR-GARCH specification yields RMSEs that exceed the baseline RMSEs by 3 to 9 percent between horizons of 1 and 8 quarters. Table 2 provides average log predictive scores for real-time forecasts obtained with U.S. data. For the baseline AR and VAR models with constant volatilities, we report the actual scores (defined so that a higher score is a better result). For the other AR models, we report differences in score relative to the baseline AR model with constant volatility, such that a positive number indicates a model beats the baseline. Similarly, for the BVAR models with time-varying volatility, we report differences in score relative to the baseline VAR with constant volatility.
The results in Table 2 indicate that, within the AR class of models, allowing time varying volatility generally improves the accuracy of density forecasts, more so at shorter horizons than longer horizons. At shorter horizons, the gains in average scores are bigger than the gains in RMSEs associated with time-varying volatility models. As with the point forecasts, taking the stochastic volatility specification as the baseline for time-varying volatility, none of the other volatility formulations or the TVP-SV model yield any consistent, sizable advantage over the baseline model with stochastic volatility. Sometimes a GARCH or mixture model or the AR-TVP-SV model can be better, but other times these models can be worse, with the mixture model generally performing poorly. 6 Consider forecasts of GDP growth. At the 1-quarter horizon, the AR-SV model has a score about 20 percent better (higher) than the score of the AR with constant volatility, while the AR-GARCH model has a score about 17 percent above the baseline, and the AR-mixture model has a score about 7 percent below the baseline. At the 8-quarter horizon, the AR-SV model's score is essentially the same as the baseline model's, while the scores of the GARCH and mixture models are lower than the score of the AR model with constant volatility.
Within the set of VAR models, the standard stochastic volatility specification (with log volatility following a random walk) yields healthy gains in average log predictive scores for most variables and horizons, with the exception of unemployment and interest rates at longer horizons. The VAR-SV model dominates the VAR with GARCH, again with the exception of unemployment and interest rates at longer horizons. The modifications of stochastic volatility that make volatility stationary or allow fat tails don't offer any consistent gains over the standard VAR-SV specification, but stationarity does help longer-horizon forecasts of unemployment and the interest rate. Similarly, allowing TVP helps in some cases and hurts in others.
Consider, for example, forecasts of GDP growth. At horizons between 1 and 8 quarters, the VAR-SV model improves on the average log score of the VAR by about 6 to 19 percent, depending on the horizon. At the 1-quarter horizon, the VAR-GARCH specification improves on the baseline score by 8 percent (compared to 19 percent for the VAR-SV model); at other horizons, GARCH lowers the score by about 3 to 19 percent. The VAR-ARSV specification with an AR(1) coefficient of 0.9 improves on the average log score of the VAR by about 0 to 19 percent, depending on the horizon. The VAR-SVt model using 10 degrees of freedom raises scores (relative to the constant volatility benchmark) by 8 to 19 percent.
However, in the case of unemployment and interest rates, making the stochastic volatility process stationary improves on the VAR-SV model's accuracy for longer-horizon density forecasts. As we detail below, this pattern seems to be associated with the extreme outcomes of the recent sharp recession. Consider forecasts of unemployment. The relative score measure for the VAR-SV model declines from about 16 percent at the 1-quarter horizon to -71 percent at the 8-quarter horizon. Making the volatility process stationary mitigates the sharp decline in performance at longer horizons. For example, the relative score measure for the VAR-ARSV model using a coefficient of 0.9 declines from about 16 percent at the 1-quarter horizon to -12 percent at the 8-quarter horizon, while the score of the model using a coefficient of 0.8 declines from about 12 percent to -5 percent. Table 3 provides average CRPS results for real-time U.S. forecasts. For the baseline AR and VAR models with constant volatilities, we report the levels of the average CRPS. For the other AR models, we report ratios of each model's average CRPS to the baseline AR model with constant volatility. Similarly, for the BVAR models with time-varying volatility, we report ratios of each model's average CRPS to the baseline VAR with constant volatility.
Entries less than 1 indicate that the given model performs better, by the CRPS metric, than the baseline model. Table 3 indicate that, within the AR class of models, allowing time varying volatility consistently yields increases in density accuracy as measured by the CRPS. Taking the stochastic volatility specification as the baseline for time-varying volatility, none of the other volatility formulations yield any consistent, sizable advantage over stochastic volatility. Sometimes a GARCH model, mixture model, or TVP-SV specification can be very similar to or better than the baseline stochastic volatility model, but other times these models can be worse. Consider, for example, inflation forecasts over the 1985:Q1-2011:Q2 sample. Relative to the baseline AR model with constant volatility, the AR-SV specification improves the CRPS by 10 to 13 percent, depending on horizon. Adding time-varying parameters further improves (slightly at most horizons) the accuracy of density forecasts of inflation. The gains in CRPS are smaller for both the AR-GARCH and AR-mixture models, ranging from 1 to fat tails don't offer any consistent, notable gains over the standard VAR-SV specification.
The results in
The same applies to the VAR-TVP-SV specification. Consider, for example, forecasts of GDP growth. At horizons between 1 and 8 quarters, the VAR-SV model improves on the average CRPS of the VAR by about 7 to 14 percent. The VAR-GARCH's CRPS are worse than the baseline VAR's, by an amount ranging from a little more than 0 to as much as 13 percent. The VAR-ARSV specification with an AR(1) coefficient of 0.9 improves on the average CRPS of the VAR by about 6 to 13 percent, while the VAR-SVt model using 10 degrees of freedom improves the CRPS by 10 to 14 percent.
In light of the unprecedented developments of the 2007-2009 recession, it is possible that some of the findings described above are distorted by the recession. To assess that possibility, we consider a shorter sample of 1985:Q1-2007:Q4, which omits the severe outcomes of the recession. For the most part, the findings we just described for the 1985:Q1-2011:Q2 sample also apply to the 1985:Q1-2007:Q4 sample. However, there are some differences across results for the samples, likely due to some very large forecast errors during the recession (essentially, the severity of the recession was a very small tail event, based on the post-war history). 7 The most notable difference is in average log predictive scores: in the pre-crisis sample compared to the full sample, there is less of a tendency for scores from models with random walk stochastic volatility to decline as the horizon increases. Accordingly, there are fewer cases in which the stochastic volatility specification that treats volatility as stationary has some advantage (at longer horizons) over the specification that treats volatility as a random walk. For example, for forecasts of GDP growth from the AR and VAR models, while the gains to stochastic volatility decline as the horizon increases in the full sample results (e.g., for the VAR-SV, the relative score declines from 0.193 at h = 1 to 0.060 at h = 8), the gains do not decline in the shorter, pre-crisis sample (for the VAR-SV, the relative score is 0.222 at h = 1 and 0.214 at h = 8). A similar pattern applies to unemployment rate forecasts.
These patterns reflect some broad influences of the crisis on density forecast performance. To understand these, for the BVAR-SV and the constant volatility BVAR model we have taken a closer look at 1-step ahead predictive scores over the 2006-2010 period. This analysis indicates the performance of the stochastic volatility specification briefly deteriorates relative to the performance of the constant volatility BVAR for the following reasons.
Before the crisis, the BVAR-SV specification generally scores better than the BVAR because the BVAR-SV model better picks up the effects of the Great Moderation on volatility.
Some of the extreme outcomes of the crisis period are more unusual by the standards of the BVAR-SV-estimated (narrower) predictive densities than by the standards of the BVARestimated (wider) predictive densities. Consequently, for a few quarters, the BVAR tends to score better than the BVAR-SV models. But after a few quarters, the BVAR-SV model has picked up enough of a rise in volatility that it resumes yielding predictive scores better than the scores from the BVAR.
U.K. results
Tables 4-6 provide, respectively, RMSE, average log score, and average CRPS results for real-time U.K. forecasts. As in the U.S. results, the tables provide the levels of RMSEs, scores, and CRPS for the baseline AR and VAR models and relative RMSEs, scores, and CRPS for all other models. We deliberately provide a discussion of the U.K. results that is briefer than the discussion of the U.S. results.
The RMSE results in Table 4 indicate that, for AR models, allowing time varying volatility is somewhat less helpful in U.K. data for the full sample than in U.S. data. In the U.K. case, allowing time-varying volatility consistently improves point forecast accuracy for only the interest rate; time-varying volatility makes GDP growth forecasts consistently less accurate and has mixed effects on the accuracy of inflation and unemployment forecasts. Neither GARCH nor the mixture model has any consistent advantage over stochastic volatility, and the performance of the AR-mixture model seems to be most variable (across variables and horizons). Adding TVP also fails to yield systematic gains over the baseline model with stochastic volatility. Consider, for example, unemployment rate forecasts over the 1985:Q1-2010:Q4 sample. At the 1-quarter horizon, the AR-SV model has the lowest RMSE, by a small margin, with a RMSE ratio of 0.980, while the AR-GARCH, AR-mixture, and AR-TVP-SV models yield RMSE ratios of 1.030, 1.234, and 1.025, respectively. At the 8-quarter horizon, the RMSE ratios are 0.942 for the AR-SV model and 0.958, 1.549, and 0.869 for the AR-GARCH, AR-mixture, and AR-TVP-SV specifications.
Within the set of VAR models, the standard stochastic volatility specification (with log volatility following a random walk) consistently yields gains in point forecast accuracy, except in the case of GDP growth at multi-step horizons. As in the U.S. results, the modifications of stochastic volatility that make volatility stationary or allow fat tails or allow TVP don't offer any notable gains over the standard VAR-SV specification. Similarly, the VAR-GARCH sometimes yields forecasts more accurate than those from the VAR-SV, but often yields forecasts considerably less accurate. Consider, for example, forecasts of inflation. At horizons between 1 and 8 quarters, the VAR-SV model improves on the RMSE of the VAR by about 10 to 26 percent, depending on the horizon. The VAR-ARSV model with an AR(1) coefficient of 0.9 improves on the baseline RMSE by 11 to 28 percent, while the VAR-SVt model using 5 degrees of freedom improves on the baseline by 9 to 23 percent. For inflation, the VAR-GARCH yields gains in the accuracy that are comparable to, but not as large, as those from the VAR-SV.
The average log score results in Table 5 indicate that, for the full sample of 1985-2010, allowing time varying volatility is somewhat less helpful in U.K. data than in U.S. data, particularly with AR models. With the set of AR models, including stochastic volatility improves average log scores for inflation and unemployment rate forecasts at all horizons, but not for interest rates at any horizons or GDP growth at horizons greater than 1 quarter.
The models with time-varying volatility fare much better in the 1985-2007 sample than the full sample, suggesting very large effects of the sharp recession. Among AR models with time-varying volatility, it is once again the case that none of the alternatives offer any consistent advantage over the standard stochastic volatility specification (in which volatility follows a random walk). Consider, for example, forecasts of GDP growth. In the full sample, the score differential for the AR-SV model declines from 0.240 at the 1-quarter horizon to -2.871 at the 8-quarter horizon, while the score of the AR-mixture model falls from -1.982 at the 1-quarter horizon to -2.445 at the 8-quarter horizon. In the 1985-2007 sample, the score differential of the AR-SV model is better, at 0.403 and 0.272 at the 1-quarter and 8-quarter horizons. The score differentials of the AR-mixture model are also better in the shorter sample than the full, at -0.025 at the 1-quarter horizon and 0.500 at the 8-quarter horizon.
Within the set of VAR models, it is also the case that time-varying volatility is less helpful to scores over the full sample than over the shorter sample, although the scores of VARs with time-varying volatility in the full sample look a little better than do the scores of AR models with time-varying volatility (we included in the U.S. results presentation an explanation of the effects of the crisis on predictive scores). In most cases, the VAR-SV model dominates the VAR with GARCH. The modifications of stochastic volatility that make volatility stationary or allow fat tails or allow TVP don't offer any consistent gains over the standard VAR-SV specification, except that, in the full sample, stationarity of volatility often improves longer-horizon forecast scores. Consider forecasts of GDP growth.
In the full sample, the VAR-SV improves on the score of the baseline VAR at the 1-step horizon but not the 8-step horizon, yielding score differentials of 0.362 and -1.147 at these horizons. For the same sample, the VAR-ARSV with an AR (1) GDP growth, the unemployment rate, inflation in the GDP deflator, and a short-term government bill yield over the last three decades are produced. For both countries, our results indicate that the AR and VAR specifications with stochastic volatility dominate models with alternative volatility specifications, in terms of point forecasting to some degree and density forecasting to a greater degree, in particular when using proper scoring rules such as the CRPS. Results are robust to the inclusion of the recent Great Recession period.
We conclude that, from a macroeconomic forecasting perspective, these alternative volatility specifications seem to have no advantage over the now widely-used stochastic volatility specification.
Appendix
This appendix details the MCMC algorithms used to estimate and forecast with the models considered in the paper. In the interest, in most cases we provide details for the VAR specifications and omit details on AR specifications, which differ in that they do not involve the step necessary to estimate the Choleski matrix A or use A to orthogonalize innovations.
For generality and simplicity in presentation, in this exposition we use y t to refer to the endogenous variable or vector of variables, and we use X t to denote the vector of variables on the right-hand side of each equation.
VAR with constant volatility
Under the Normal-diffuse prior, we estimate the VAR model with a two-step Gibbs sampler, detailed in such studies as Kadiyala and Karlsson (1997) .
Step 1: Draw the vector of VAR coefficients B conditional on the error variancecovariance matrix Φ.
We draw the VAR coefficients from a conditional posterior distribution that is multivariate normal, as in equation (16a) of Kadiyala and Karlsson (1997) .
Step 2: Draw the error covariance matrix Φ conditional on the VAR coefficients B.
We draw the error variance matrix from a conditional posterior distribution that is inverse Wishart, as in equation (16b) of Kadiyala and Karlsson (1997) .
Forecast density:
To generate draws of forecasts, for each draw of the VAR coefficients and error covariance matrix, we generate shocks from t+1 through t+H, where H denotes the maximum forecast horizon considered, using the given draw of Φ. We use the shocks, the autoregressive structure of the VAR, and the draw of coefficients to compute the draw of y T +h , h = 1, . . . , H. The resulting set of draws of y T +h are used to compute the forecast statistics of interest (RMSE based on the posterior median, etc.).
Priors:
For the VAR model, we use a conventional Minnesota prior, without cross-variable shrinkage:
Following common settings, we use θ = 0.2 and ε = 1000, and we set the scale parameters σ 2 i at estimates of residual variances from AR(4) models from the estimation sample. With all of the variables of our VAR models transformed for stationarity (in particular, we use growth rates of GDP, the price level, etc.), we set the prior mean of all the VAR coefficients to 0.
VAR with TVP and Stochastic Volatility
We estimate the VAR-TVP-SV model with a five-step Metropolis-within-Gibbs MCMC algorithm, following studies such as Cogley and Sargent (2005) and Primiceri (2005) . The Metropolis step is used for the estimation of stochastic volatility, following Cogley and Sargent (2005) in their use of the Jacquier, Polson, and Rossi (1994) algorithm.
Step 1: Draw the time series of the vector of VAR coefficients B t conditional on the history of Λ t , Q, A, and Φ, where Φ denotes a diagonal matrix with elements φ i , i = 1, . . . , k. The mean and variance of the period 0 coefficient vector used in the smoother is fixed at the prior mean and variance described below.
Step 2: Draw the elements of A conditional on the history of B t , the history of Λ t , Q, and Φ.
Following Cogley and Sargent (2005), rewrite the VAR as
where, conditional on B t ,ŷ t is observable. This system simplifies to a set of i = 2, . . . , k equations, with equation i having as dependent variableŷ i,t and as independent variables Step 3: Draw the elements of the variance matrix Λ t conditional on the history of B t , A, Q, and Φ. The conditional volatility process is log(λ Step 4: Draw the variance matrix Q conditional on the history of B t , the history of Λ t , A, and Φ.
Following Cogley and Sargent (2005) and Primiceri (2005) , the sampling of Q, the variance-covariance matrix of innovations to the VAR coefficients, is based on inverse Wishart priors and posteriors. The scale matrix of the posterior distribution is the sum of the prior mean × the prior degrees of freedom and T t=1n tn t , wheren t denotes the innovations to the posterior draws of coefficients obtained in step 1.
Step 5: Draw the variances φ i , i = 1, . . . , k, conditional on the history of B t , the history of Λ t , A, and Q. 
Forecast density:
To generate draws of forecasts, we follow Cogley, Morozov, and Sargent's (2005) approach to simulating the predictive density. Let H denote the maximum forecast horizon considered. From a forecast origin of period T , for each retained draw of the time series of B t up through T , Λ t up through T , A, Q, and Φ, we: (1) draw innovations to coefficients for periods T +1 through T +H from a normal distribution with variance-covariance matrix Q and use the random walk structure to compute B T +1 , . . . , B T +H ; (2) draw innovations to log volatility for each variable i for periods T + 1 through T + H from a normal distribution with variance φ i and use the random walk model of log λ i,t+h to compute λ i,T +1 , . . . , λ i,T +H ; (3) draw innovations to y T +h , h = 1, . . . , H, from a normal distribution with variance Σ T +h = A −1 Λ T +h A −1 , and use the vector autoregressive structure of the model along with the time series of coefficients B T +h to obtain draws of y T +h , h = 1, . . . , H. The resulting draws of y T +h are used to compute the forecast statistics of interest (RMSE based on the posterior mean, etc.).
Priors:
The prior for the initial values of the parameters B t , B 0 is normally distributed with zero mean and unit variance. The prior for Q follows an inverted Wishart distribution:
where Q is diagonal matrix with diagonal elements equal to 0.035, and µ Q is set to 1.
In the prior for the volatility-related components of the model, we use an approach to setting them similar to that of such studies as Clark (2011), Cogley and Sargent (2005), and Primiceri (2005) . The prior for A is uninformative:
In line with other studies such as Cogley and Sargent (2005), we make the priors on the volatility-related parameters loosely informative. As for the B t parameters, the prior on each φ i use a mean of 0.035 and 1 degrees of freedom. For the initial value of the volatility of each equation i, we use
To obtain logλ i,0,OLS , we use a training sample of observations preceding the estimation sample to fit AR(4) models for each variable and, for each j = 2, . . . , n, we regress the residual from the AR model for j on the residuals associated with variables 1 through j − 1 and compute the error variance (this step serves to filter out covariance as reflected in the A matrix). Lettingσ 2 i,0 denote these error variances, we set the prior mean of log volatility in period 0 at logλ i,0,OLS = logσ 2 i,0 . For simplicity, since some of the data vintages do not start until 1959, we use the same prior mean on initial volatility for all vintages (forecast origins). We compute that volatility value using the last available vintage of data, with a training sample of 36 observations for the U.S. and 24 for the U.K.
VAR with Stochastic Volatility
We estimate the model with a four-step Metropolis-within-Gibbs MCMC algorithm.
Step 1: Draw the vector of VAR coefficients B conditional on the history of Λ t , A, and Φ.
The vector of coefficients is sampled from a multivariate normal posterior distribution with meanμ B and varianceΩ B , based on prior mean µ B and variance Ω B . Letting Σ t = A −1 Λ t A −1 , the posterior mean and variance are:
Step 2: Draw the elements of A conditional on B, the history of Λ t , and Φ.
This step proceeds as with step 2 of the AR-TVP-SV algorithm, except that the VAR coefficients are constant.
Step 3: Draw the elements of the variance matrix Λ t conditional on B, A, and Φ.
This step proceeds as with step 3 of the AR-TVP-SV algorithm, except that the VAR coefficients are constant.
Step 4: Draw the variances φ i , i = 1, . . . , k, conditional on B, the history of Λ t , A, and
Q.
This step proceeds as with step 5 of the AR-TVP-SV algorithm, except that the VAR coefficients are constant.
Forecast density:
The simulation of the predictive density follows the steps described above for the VAR-TVP-SV model, except that the steps for simulating time series of the VAR coefficients are eliminated.
Variant with stationary volatility
To estimate the VAR-ARSV model, we modify the VAR-SV algorithm in two ways.
First, we need to make some small adjustments to the Metropolis step for sampling the volatilities λ i,t , to reflect a volatility process that is an AR(1) process rather than a random walk. These adjustments affect the mean and standard deviation of the conditional distributions used to sample volatility. The general equations are given in Jacquier, Polson, and Rossi (1994) . Second, we need to add a step to draw the AR coefficients of the volatility process:
This step uses a multivariate normal prior and posterior for the vector of coefficients for each equation i, treating each equation independently.
Variant with fat tails
To estimate the VAR-SVt model, we modify some steps of the VAR-SV algorithm to normalize innovations by q −0.5 i,t and add a step to draw the fat tails term.
Step 1 (VAR coefficients) above is modified to use a reduced form variance matrix that takes the form
Step 2 (A coefficients) is modified to multiply equation i by q −0.5
Step 3 (Λ t ) is modified to use q −0.5 i,tỹ i,t in lieu ofỹ i,t . Finally, following Jacquier, Polson, and Rossi (2004), we add a Step 5 to independently sample q i,t from an inverse Gamma distribution using d degrees of freedom and a posterior scale term of (ỹ 2 i,t /λ i,t + d) [which is exactly the same as using (ỹ 2 i,t /λ i,t + d)/χ 2 (d) for the sampling]. Priors For the VAR-SV model, we use a conventional Minnesota prior, without cross-variable shrinkage:
For the priors on the volatility-related components of the model, we use the approach detailed above for the VAR-TVP-SV. In the case of the model with stationary stochastic volatility, we set the prior mean and standard deviation of each volatility equation's intercept at 0 and 0.4, respectively, and we set the prior mean of the AR(1) coefficient at either 0.5, 0.8, or 0.9, with a standard deviation of 0.05.
AR mixture of innovation models
The AR(p) mixture of innovations model, developed in studies such as Koop and Potter (2007) , Giordani, et al. (2007) , and Groen, Paap, and Ravazzolo (2012) , is specified as follows:
Pr[κ j,t = 1] = π j , j = 0, . . . , p + 1 var (n 0,t , . . . , n p+1,t ) = diag(q 0 , q 1 , . . . , q p+1 ).
For posterior simulation we run the Gibbs sampler in combination with the data augmentation technique by Tanner and Wong (1987) . Defining the latent variables B =
, alongside the model parameters, θ ≡ (π 0 , ..., π p+1 , q 0 , ..., q p+1 ) , the sampling scheme consists of the following iterative steps:
1. Draw K b conditional on R, K λ , θ, and r .
2. Draw B conditional on R, K, θ and r.
3. Draw K λ conditional on B, K b , θ, and r.
4. Draw R conditional on B, K, θ and r.
Draw θ conditional on B, K and r.
The first and third step applies the efficient sampling algorithm of Gerlach, Carter and Kohn (2000) . The second and fourth steps follows the forward-backward algorithm of Carter and Kohn (1994).
The vector of parameters θ is easily sampled as we use conjugate priors. For the structural break probability parameters we take Beta distributions
The parameters a j and b j can be set according to our prior belief about the occurrence of structural breaks. The expected prior probability of a break is a j /(a j + b j ). We set a j = 0.8 and b j = 30 for j = 0, . . . , p and a p+1 = 0.5 and b p+1 = 2. For the variance parameters which reflect our prior beliefs about the size of the structural breaks we take an inverted Gamma-2 prior that depends on scale parameterω j and degrees of freedom parameter ν j , that is,
withω j = ω j ν j . The expected prior break size equals therefore the square root of (ω j ν j )/(ν j − 2) for ν j > 2. We set ω j equal to OLS estimates of the variance of the autoregressive parameters and residual variance divided by 100.
GARCH models
We estimate the VAR model in equation (7) using a Metropolis-Hastings algorithm. Define
., k, and α j the j-th element of it. The sampling scheme consists of the following iterative steps.
Step 1: At iteration s, generate a point α * j from the random walk kernel
where Q is a diagonal matrix and σ 2 j is its j-th diagonal element, and α s−1 j is the (s − 1)th iterate of α j . Therefore, we draw row elements of B 0 , ..., B L and a 0,i , a 1,i , a 2,i independently for each i = 1, .., k. Then accept α * j as α s j with probability
where f () is the likelihood of model (7) times priors. Otherwise, set α * j = α s−1 j . The elements of Q are tuned by monitoring the acceptance rate to lie between 25% and 50%.
Step 2: After M iterations, we apply the following independent kernel MH algorithm.
where µ α j and Q α j are, respectively, the sample mean and the sample covariance of the first M iterates for α j . Then accept α * j as α i j with probability
where g() is a Gaussian proposal density (28). The non-diagonal elements of the variance covariance matrix grouped in the matrix A are simulated as in Cogley and Sargent (2005) , as described in step 2 in section 6.3.
Priors
We set normal priors for B(L) with mean and variance equal to frequentist estimates.
The priors for a 0,i , a 1,i , a 2,i are uniform distributed and satisfy the restrictions a 0 > 0, a 1 + a 2 < 1.
Details of burn samples and thinning intervals
As noted in section 3, our results are based on samples of 5000 draws retained from a larger number of draws, with the larger number of draws reflecting settings on burn samples and thinning intervals meant to yield reasonable mixing of the MCMC chains associated with each model. Notes: 1. In each quarter t from 1985:Q1 through 2011:Q2, vintage t data (which end in t − 1) are used to form forecasts for periods t through t + 7, corresponding to horizons of 1 through 8 quarters ahead. The forecast errors are calculated using the second-available (real-time) estimates of growth and inflation and currently available measures of unemployment and the short-term interest rate as the actuals. All variables are defined in annualized percentage points. 2. The models are detailed in section 3. The notation VAR-ARSV refers to a VAR model in which log volatility follows an AR(1) process, with a tight prior on the slope coefficient a1. The notation VAR-SVt refers to a VAR model with stochastic volatility and fat tails, in which d denotes the degrees of freedom of the Student-t distribution that is the marginal distribution of innovations to the model. The forecasts are produced with recursive estimation of the models. 3. For the baseline AR and VAR models with constant volatilities, the table reports the RMSEs (first two rows of each panel). For the AR models with time-varying volatilities, the table reports the ratio of each model relative to the RMSE of the AR baseline. For the VAR models with time-varying volatilities, the table reports the ratio of each model relative to the RMSE of the VAR baseline. Entries less than 1 indicate that forecasts from the indicated model are more accurate than forecasts from the associated baseline model. Table 2 . Average log predictive scores, U.S. Forecasts (Scores for AR and BVAR benchmarks, score differences in all others) GDP growth, 1985 :Q1-2007 :Q4 GDP growth, 1985 :Q1-2011 Notes: 1. In each quarter t from 1985:Q1 through 2011:Q2, vintage t data (which end in t − 1) are used to form forecasts for periods t through t + 7, corresponding to horizons of 1 through 8 quarters ahead. The forecast errors are calculated using the second-available (real-time) estimates of growth and inflation and currently available measures of unemployment and the short-term interest rate as the actuals. All variables are defined in annualized percentage points. 2. The models are detailed in section 3. The notation VAR-ARSV refers to a VAR model in which log volatility follows an AR(1) process, with a tight prior on the slope coefficient a1. The notation VAR-SVt refers to a VAR model with stochastic volatility and fat tails, in which d denotes the degrees of freedom of the Student-t distribution that is the marginal distribution of innovations to the model. The forecasts are produced with recursive estimation of the models. 3. For the baseline AR and VAR models with constant volatilities, the table reports (in the first two rows of each panel) the average values of log predictive density scores, computed with the Gaussian (quadratic) approximation given in equation (12), defined so that a higher score implies a better model. For the AR models with time-varying volatilities, the table reports the average score of each model less the average score of the AR baseline. For the VAR models with time-varying volatilities, the table reports the average score of each model less the average score of the VAR baseline. Entries greater than 0 indicate that forecasts from the indicated model are more accurate than forecasts from the associated baseline model. Table 3 . Average CRPS, U.S. Forecasts (CRPS for AR and BVAR benchmarks, CRPS ratios in all others) GDP growth, 1985 :Q1-2007 :Q4 GDP growth, 1985 :Q1-2011 , 1985 , :Q1-2007 , :Q4 Inflation, 1985 , :Q1-2011 : Notes: 1. In each quarter t from 1985:Q1 through 2011:Q2, vintage t data (which end in t − 1) are used to form forecasts for periods t through t + 7, corresponding to horizons of 1 through 8 quarters ahead. The forecast errors are calculated using the second-available (real-time) estimates of growth and inflation and currently available measures of unemployment and the short-term interest rate as the actuals. All variables are defined in annualized percentage points. 2. The models are detailed in section 3. The notation VAR-ARSV refers to a VAR model in which log volatility follows an AR(1) process, with a tight prior on the slope coefficient a1. The notation VAR-SVt refers to a VAR model with stochastic volatility and fat tails, in which d denotes the degrees of freedom of the Student-t distribution that is the marginal distribution of innovations to the model. The forecasts are produced with recursive estimation of the models. 3. For the baseline AR and VAR models with constant volatilities, the table reports (in the first two rows of each panel) the average cumulative ranked probability score (CRPS), computed with formula given in equation (13), defined so that a lower CPRS implies a better model. For the AR models with time-varying volatilities, the table reports the ratio of the average CRPS of each model to the average CRPS of the AR baseline. For the VAR models with time-varying volatilities, the table reports the ratio of the average CRPS of each model to the average CRPS of the VAR baseline. Entries less than 1 indicate that forecasts from the indicated model are more accurate than forecasts from the associated baseline model. 
Burn samples and thinning intervals
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