Yew-Kwang Ng (Quart. Appl. Math. 49 (1991), 289{301) listed several \reasonable properties" for equivalent c hanges of probabilities and other proportions. He produced a family of functions satisfying all properties and asked whether there exist essentially dierent ones. We show that this is the case, by constructing uncountably many families of functions satisfying all properties. We show also that there are no other solutions. Our method establishes connections with webs (nets) and iteration groups. This may b e o f i n terest both in itself and for applications.
requirements and possibly an additional convexity property (although the word convexity is not used; the rest of the terminology there is also unconventional but recognizable and, with one exception to be stated below, clearly formulated).
In this paper we show h o w to construct, with aid of functional equations, all families of functions satisfying the requirements in [12] , both with and without convexity. One family is closely related to the normal (Gaussian) probability distribution. It turns out that there is a great variety of possibilities for dening equivalent c hanges. Ng suspected that one might be able to single out a \natural" or \best" solution. This is in fact not possible, at least on the basis of his explicit requirements alone. However, as will be discussed at the end, our characterization of all solutions leads to an interpretation of equivalent c hanges which allows us to select the functions dening equivalent c hanges in a problem-specic way.
We arrive at our results by showing that the graphs of the functions form a regular geometric web (net) and that by reparametrization this family of functions becomes an iteration group. This establishes connection to iteration theory which is of great importance nowadays for mathematics and its applications (think for instance of dynamical systems and fractals [7, 13] ).
In section 2 we will discuss the basic properties listed in [12] and in section 3 we will show that they dene equivalence relations. In section 4 we will prove a c haracterization theorem for the families of functions dened by ten of these properties. In sections 5 and 6, we will deal with an additional symmetry property and an additional convexity property, respectively. W e will discuss in which w a y these properties restrict the families of functions and prove corresponding characterization theorems. These two sections are complemented by several examples which demonstrate the diversity of possibilities of realizing the properties. The nal section discusses the results. It turns out that our characterization theorems yield a very natural interpretation of the functions which furnish equivalent c hanges of probabilities.
The basic properties
The article [12] starts with the question (slightly rephrased): \Suppose that a probability (or other proportion) changes from x 1 to x 2 . Given y 1 , for what probability (or proportion) y 2 can one say that the change from y 1 to y 2 is equivalent to the change from x 1 to x 2 ?" Noting that y 2 =y 1 = x 2 =x 1 or y 2 y 1 = x 2 x 1 will not do because probabilities have to stay b e t w een 0 and 1 (and percentages between 0 and 100), the paper lists \reasonable properties" which the function y 2 = F(x 1 ; y 1 ; x 2 ) (1) should have. In what follows, we list these properties, in slightly dierent order, with the names given to them by Y.-K. Ng in quotation marks (except for property 12 which w e call convexity rather than monotonicity i n dy=dx). We modied Ng's properties 1, 5, 8, and 12 , and accordingly we write 1 0 , 5 0 , 8 0 , 1 2 0 , and 12 00 for our corresponding properties.
The property 1 given in [12] : \F exists for all values x 1 , y 1 , x 2 between and inclusive of 0 and 1", should be slightly changed because, as it stands, it contradicts the other properties, in particular properties 6, 3, 2, and 4. Indeed in the solution given by equation (1) on p. 294 of [12] (formula (20) in the present paper), the function F is not dened for x 1 = x 2 = 0; x 1 = y 1 = 0; x 2 = 0; y 1 = 1; x 1 = x 2 = 1; x 1 = y 1 = 1; and for x 2 = 1; y 1 = 0. (There is also a similar ambiguity and a slight misprint in property 5 as formulated in [12] .) Property 1 should be replaced by the following: Property F(x 1 ; y 1 ; x 2 ) = y 2 implies F(x 2 ; y 2 ; x 1 ) = y 1 ; (2) that is, F(x 2 ; F ( x 1 ; y 1 ; x 2 ) ; x 1 ) = y 1 . F rom here on x 1 and y 1 are regarded as xed while x 2 is variable, and we denote F(x 1 ; y 1 ; x 2 ) b yf [ i ] ( x ) = F ( x 1 ; y 1 ; x ) . (This is denoted by f i (x) in [12] .) It soon turns out that there is a whole family ff [i] g of such functions.
Property 5 0 requires that the graph of exactly one f [i] go through each point o f ] 0; 1[ 2 , the interior of the unit square. (The word \interior" is missing in [12] but it is clear from properties 6 and 7 that, for example, no graph goes through (x; 0) for x > 0 .) This statement consists of two parts. The rst is Ng's original property 5 , \ Identity", F(x 1 ; y 1 ; x 1 ) = y 1 ; (3) whose meaning is obvious: If x remains unchanged, then also y has to remain unchanged. It implies that at least one function f [i] goes through the point (x 1 ; y 1 ) . The statement that at most one function goes through this point is contained in [12] only as an afterthought t o property 7. In terms of F it can be phrased as follows. Every function f
[j] (x) = F ( x 2 ; y 2 ; x ) whose graph also goes through the point (x 1 ; y 1 ) m ust coincide with the above function f
[i] (x) = F ( x 1 ; y 1 ; x ) : F ( x 2 ; y 2 ; x 1 ) = y 1 and F(x 2 ; y 2 ; x 3 ) = y 3 imply F(x 1 ; y 1 ; x 3 ) = y 3 :
The interpretation of this is natural: If a change of x from x 2 to x 1 is equivalent t o a c hange of y from y 2 to y 1 and another change from x 2 to x 3 is equivalent t o a c hange from y 2 to y 3 , then the direct change from x 1 to x 3 should be equivalent t o a c hange from y 1 to y 3 . W e note that property 3 follows from this interpretation of property 5 0 . Indeed, choose in (4) x 3 = x 2 , y 3 = y 2 in order to get F(x 2 ; y 2 ; x 1 ) = y 1 and F(x 2 ; y 2 ; x 2 ) = y 2 imply F(x 1 ; y 1 ; x 2 ) = y 2 :
By (3) the second equality i s a l w a ys fullled, and by renaming x 1 ; y 1 to x 2 ; y 2 and vice versa we get (2) .
A consequence of property 5 0 is that there are uncountably many functions f [i] in the family. (Their cardinality is the same as that of the set R of real numbers.)
Property 4, which is called \Parity" in [12] , establishes that the family ff [i] g contains the identity function given by y = x or, in terms of F, b y F ( x 1 ; x 1 ; x 2 ) = x 2 : I f y 1 = x 1 , i. e., y starts at the same value as x, then we should have y = x for all x to eect a corresponding change. Property 9 is a certain symmetry property, which w e will discuss in section 5.
Property 10 (\Anonymity") postulates that the inverse function of each f [i] , which exists by properties 6, 7 and 8 0 , also belong to the family. This means in terms of F that F(y 1 ; x 1 ; ) is the inverse function of F(x 1 ; y 1 ; ) , that is, F(x 1 ; y 1 ; x 2 ) = y 2 implies F(y 1 ; x 1 ; y 2 ) = x 2 ; or F(y 1 ; x 1 ; F ( x 1 ; y 1 ; x 2 )) = x 2 , a property similar to property 3, this time establishing that x 1 and x 2 can be exchanged for y 1 the change in the variable x from x 1 to x 2 is equivalent to the change in y from y 1 to y 2 and to the change in z from z 1 to z 2 then the change in y from y 1 to y 2 is also equivalent to the change in z from z 1 to z 2 ." The geometric interpretation is interesting: \If (x 1 ; y 1 ) and (x 2 ; y 2 ) lie on the same graph and (x 1 ; z 1 ) and (x 2 ; z 2 ) lie on the same graph (possibly dierent from the previous graph) then also (z 1 ; y 1 ) and (z 2 ; y 2 ) lie on the same graph (possibly dierent from the previous two)." See gure 1.
We h a v e already seen above that property 3 is a consequence of property 5 0 . W e will now show that property 11, in conjunction with properties 4 and 5 0 , i s e v en more powerful: it implies that every f [i] is a one-to-one mapping (bijection). From this we will be able to show that several properties can be omitted.
Let us set x 1 = y 1 and x 2 = y 2 in property 11. Then we get the following special case: \If (x 1 ; x 1 ) and (x 2 ; x 2 ) lie on the same graph (which they always do, by property 4) and (x 1 ; z 1 ) and (x 2 ; z 2 ) lie on the same graph then also (z 1 ; x 1 ) and (z 2 ; x 2 ) lie on the same graph." Thus we observe that the set of graphs of the functions f [i] is invariant under the exchange of coordinates; in other words, they must lie symmetric with respect to the 45 line y = x. This implies that the functions are bijections, as is formulated in the following lemma.
Lemma Properties 1 0 , 2, 4, 5 0 , and 11 imply that all functions f [i] T o summarize, we h a v e seen that properties 3, 6, 10, and 7 or 8 0 can be omitted, and it is sucient to assume properties 1 0 , 2 , 4 , 5 0 , 11, and one of 7 and 8 0 .
3 Equivalence relations between pairs of probabilities Before we i n v estigate further consequences of our properties, we step back and look at them from a dierent point of view. The function F, with y 2 = F(x 1 ; y 1 ; x 2 ) ; (1) establishes a quaternary relation between x 1 , y 1 , x 2 , and y 2 .
However, the very wording of the interpretation that we h a v e given to this relation, \the change from y 1 to y 2 is equivalent to the change from x 1 to x 2 ", suggests that we should view it as a binary relation between the pairs (x 1 ; x 2 ) and (y 1 ; y 2 ) and moreover, that it should be an equivalence relation. Using the more suggestive notation (x 1 y x 2 ) (y 1 y y 2 ) instead of (1), we nd the properties of an equivalence relation in our properties: Reexivity | (x 1 y x 2 ) (x 1 y x 2 ) | is just a translation of x 2 = F(x 1 ; x 1 ; x 2 ) , which is property 4 . Symmetry | (x 1 y x 2 ) (y 1 y y 2 ) implies (y 1 y y 2 ) (x 1 y x 2 ) | is found as property 10 about the inverse function. And nally, transitivity | ( x 1 y x 2 ) ( y 1 y y 2 ) and (x 1 y x 2 ) (z 1 y z 2 ) together imply (y 1 y y 2 ) (z 1 y z 2 ) | w as already identied as a transitivity property, namely as property 11.
On the other hand, we m a y view (1) also as a relation between the pairs (x 1 ; y 1 ) and (x 2 ; y 2 ) . (In order to get on equal footing, we here restrict also x 2 and y 2 to ]0; 1[.) The statement (x 1 ; y 1 ) s( x 2 ; y 2 ) may be given the interpretation: \The pair (x 1 ; y 1 ) of initial values for x and y corresponds to the pair (x 2 ; y 2 ) of nal values for these quantities." Again, the wording suggests that this is an equivalence relation, which is indeed the case: Reexivity | ( x 1 ; y 1 ) s( x 1 ; y 1 ) | i s the existence part of property 5 0 ; symmetry | (x 1 ; y 1 ) s( x 2 ; y 2 ) implies (x 2 ; y 2 ) s( x 1 ; y 1 ) | is property 3; and nally transitivity | ( x 2 ; y 2 ) s( x 1 ; y 1 ) and (x 2 ; y 2 ) s( x 3 ; y 3 ) imply (x 1 ; y 1 ) s( x 3 ; y 3 ) | is the uniqueness part of property 5 0 .
Note that we formulated transitivity i n s u c h a w a y that, in conjunction with reexivity, it should imply symmetry. The usual formulation of transitivity, a b and b c implies a c, can then be directly obtained by symmetry.
All properties mentioned so far in this section (3, 4, 5, 10, and 11) are purely algebraic in the sense that they assume nothing about the set of values which the quantities x, y, z can take. Properties 1 and 2 are basic in the sense that they establish the objects that one deals with. The only further properties in section 2 which h a v e not been identied as properties of equivalence relations are 6, 7, and 8 0 . These have to do with the particular form of the functions and are of a dierent t ype. Properties 12 0 and 12 00 will be further requirements of this type. Only property 9, which will be introduced in section 5, is of an algebraic nature again. It uses the structure of the involutory mapping x 7 ! 1 x (complementation) on the underlying set.
4 Geometric webs; iteration groups; the rst characterization theorem
We n o w continue to explore the consequences of the properties and, in particular, we take a closer look at property 11.
By properties 6, 7, and 8 0 , the functions f As shown in [1] (see also [2] ), if the Reidemeister condition is satised with one xed curve of the third family (the three other curves of the third family and the \curves" of the other two families are arbitrary within the constraints of the condition) then it is always satised. Moreover, there exist continuous and strictly monotonic bijections (homeomorphisms) '; ; : ]0; 1[ ! R such that the \contour lines" z = constant of the equation
are the curves of the third family, while, as mentioned above, the rst two families consist of the vertical and horizontal lines x = constant and y = constant, respectively. So the curves of the third family are given by
This has to be the same as f [i] (x) since the curves of the third family are the graphs of the functions f [i] , and the choice of the value of z, o r = ( z ) for that matter, picks an individual f [i] from the family of functions ff [i] g. W e will thus reparameterize and introduce a meaningful parameter in place of i to which no particular meaning was attached, writing f () = f [i] by denition. So we h a v e y = f ( ) ( x ) = ' 1 ( ( x )): As : ]0; 1[ ! R is a bijection, = (z) assumes every real value. Moreover, the identity function y = x belongs, by property 4 , t o f f
[ i ] g and so now t o f f ( ) g . Let the parameter belonging to it be 0 , that is, ' 1 ( 0 (x)) = x; thus (x) = 0 ' ( x ) and f () (x) = ' 1 ( 0 + ' ( x )): As a slight second reparametrization we i n troduce the parameter t = 0 and write f t = f () . With also t = 0 runs through the entire set of real numbers. Thus our family of functions ff t g is given by f t (x) = ' 1 ( ' ( x ) + t ) ; for all x 2 ]0; 1[; t 2 R. (5) As for the identity function, it clearly belongs to the parameter value t = 0:
Thus they form an iteration semigroup or, since the identity function is included, an iteration monoid. But, by property 10, also the inverse function of any f t belongs to this monoid, let us call it f t 0 . By the denition of inverse functions we h a v e x = f t 0 ( f t ( x )) = ' 1 (t + t 0 + '(x)); that is, '(x) = t + t 0 + ' ( x ) for all x, and t 0 = t. Therefore f t is the inverse of f t and ff t g is an iteration group. Concerning iteration groups, connected to webs or otherwise, see for example [2, 3, 4, 11] .
If we w ant the graph of f t to pass through (x 1 ; y 1 ) , then y 1 = f t (x 1 ) = ' 1 ( t + ' ( x 1 )); so t = '(y 1 ) '(x 1 ) and y = f t (x) = ' 1 ( ' ( y 1 ) ' ( x 1 ) + ' ( x )). Therefore y 2 = F(x 1 ; y 1 ;
describes the function whose graph goes through (x 1 ; y 1 ) , and (1) can be written as '(y 2 ) '(y 1 ) = ' ( x 2 ) ' ( x 1 ) :
Thus it turns out that F(x; y; z) = F ( x; z; y): In (5) and (6) if we w ant t o k eep (5), (6) It is easy to check that the functions given by (5) and (6) F(x 2 ; F ( x 1 ; y 1 ; x 2 ) ; x 1 ) = ' 1 ( ' ( F ( x 1 ; y 1 ; x 2 )) '(x 2 ) + ' ( x 1 )) = ' 1 ('(y 1 ) '(x 1 ) + ' ( x 2 ) ' ( x 2 ) + ' ( x 1 )) = ' 1 ('(y 1 )) = y 1 Properties 4 and 10 we h a v e c hecked already: f 0 is the identity function, f t is the inverse function of f t . Property 5 0 is satised because the graph of f '(y1) '(x1) (and of no other f t ) goes through (x 1 ; y 1 ) , b y the choice of t in the derivation of (6) above:
f '(y1) '(x1) (x 1 ) = ' 1 ( ' ( x 1 ) + ' ( y 1 ) ' ( x 1 )) = y 1 Properties 7 and 8 0 are obvious because ' is continuous and strictly monotonic.
Finally, w e c heck property 11. Do the equations f t (x 1 ) = y 1 ; f t ( x 2 ) = y 2 ;and f u (x 1 ) = z 1 ; f u ( x 2 ) = z 2 ; that is, t + '(x 1 ) = ' ( y 1 ) ; t + ' ( x 2 ) = ' ( y 2 ) ;and u + '(x 1 ) = ' ( z 1 ) ; u + ' ( x 2 ) = ' ( z 2 ) (9) indeed imply that there exists a v such that f v (z 1 ) = y 1 ; f v ( z 2 ) = y 2 , that is, v + '(z 1 ) = ' ( y 1 ) and v + '(z 2 ) = ' ( y 2 ) ? Y es, and v = t u does the job because from (9) '(y 1 ) '(z 1 ) = t u = ' ( y 2 ) ' ( z 2 ) :
This concludes the proof of the following theorem. 
The two parameterizations must be related by some bijective function : R! R:
which is equivalent t õ ' 1 ( ' ( x ) + ( t )) = ' 1 ('(x) + t ) , for all x 2 ]0; 1[ and t 2 R. By setting :=' ' 1 and x = ' 1 (u) we obtain'(x) = ' ( ' 1 ( u )) = (u) and (u + t) = ' ( ' 1 ( ' ( x ) + t )) ='(' 1 ('(x) + ( t ))) = (u) + ( t ) ; for all u; t 2 R. The functional equation (u + t) = ( u ) + ( t ) is a Pexider equation. I t implies that (u + t) (u) depends only on t, and since is continuous, the solution can only be of the form (u) = au + b for some constants a and b, see [10] . Thus we get '(x) = ( ' ( x )) = a'(x) + b: Since ' and' are increasing, a must be positive.
We could select a unique ' representing a family of functions by stipulating for example that '(1=2) = 0 and '(3=4) = 1 . This still leaves uncountably many strictly increasing bijections of ]0; 1[ o n to Rwhich are not ane functions of each other, so there a r e uncountably many families of functions satisfying the requirements 1 0 , 2{4, 5 0 , 6, 7, 8 0 , 10, and 11.
Note that addition of a constant b to '(x) does not change the functions dened by (5) and (6) at all, because the constant simply cancels out. The multiplication by a corresponds to a reparametrization of the family ff t g given by (5) . It again has no eect on (6), however.
We note that we m a y also allow ' to be decreasing. The theorem would still hold, with the obvious modications of (8) . Everything else could remain unchanged. To c heck the converse implication from (12) and from property 10 to property 9, remember that F(x 1 ; y 1 ; x 2 ) = y 2 means that there is an f t in the family whose graph contains both points (x 1 ; y 1 ) and (x 2 ; y 2 ) .By the symmetry of f t , o r b y (11), the same f t contains the points (1 y 1 ; 1 x 1 )and (1 y 2 ; 1 x 2 ) , that is, we conclude that F(1 y 1 ; 1 x 1 ; 1 y 2 ) = 1 x 2 . S o w e h a v e (10), which, as we h a v e seen above, is equivalent to property 9 if property 10 is also supposed.
We 
The boundary equations for 0 and 1 come from property 6 and make (12) valid also for x = 0 and x = 1: f t (1 f t (0)) = f t (1) = 1 0; f t (1 f t (1)) = f t (0) = 1 1:
Substitution of (16) and (17) into (6) Ng [12] presents an example which meets all requirements 1 (really 1 0 ) and 2{11. We show h o w the solution in [12] ts into the framework of the above theorem. That solution is (5) and (6) x)e t + x = f t (x): As we see, here also f t (0) = 0 and f t (1) = 1 are contained in the same formula.
Although the function given by g(z) = 2 artanh2z is simple, there is nothing special about it which w ould imply that the functions f t are in some sense natural or best solutions, as was conjectured by N g [ 1 2 ]. However if we substitute '(x) = ln x 1 x into (7) and take exponentials on both sides of the equation we get the following condition for equivalent changes in probabilities: and this could be explained by s a ying that the \odds" x=(1 x) have t o c hange proportionally.
A last property: convexity; further characterization theorems and examples
For the case that properties 1{11 might not characterize equivalent c hanges uniquely, the author suggests in [12] that \we m a y wish to adopt further reasonable properties so as to narrow d o wn the permissible functions dening equivalent c hanges, preferably to a unique function F or a unique family f [i] ." He proposes the property 12 that \for any f [i] whose graph lies below/above the y = x line, dy=dx = ( f [ i ] ) 0 be (strictly) increasing/decreasing throughout" (again slightly rephrased). It is clear that, for dierentiable functions, this is the (strict) convexity/concavity of f [i] , and that is what we will call it. Without supposing dierentiability (we will prove, though, that the f i are continuously dierentiable) we will show that this requirement does not narrow d o wn the permissible functions to a unique family of functions either, and we will determine all functions satisfying the requirements 1{ 12. We state two v ariants of property 12:
Property 12 0 (Convexity). Each f t is convex on ]0; 1[ for t < 0 . Property 12 00 (Strict Convexity). Each f t is strictly convex on ]0; 1[ for t < 0 . By property 10, f t will then be (strictly) concave for t > 0 . Of course, f 0 is the linear function y = x.
Before we i n v estigate how to modify theorem 1 to accommodate this additional property we will show that it implies that f t , ', and ' 1 are continuously dierentiable. Recall that we h a v e already obtained from the other properties the representation f t (x) = ' 1 ( ' ( x ) + t ) ; (5) where ' was a strictly increasing continuous function, with the extension (8) . In this section we will more often deal with the inverse function ' 1 , and thus it will be convenient t o write exists. Since t was arbitrary, is thus dierentiable from the right e v erywhere. So the limits of both the numerator and the denominator in (22) exist for all s and t. Moreover, the limit of the denominator could be 0 at s = s 0 only if the limit of the numerator would be 0 too, that is, if 0 + (s 0 + t) = 0 for all t. S o w ould have to be constant, but it is strictly increasing; therefore, 0 + (z) 6 = 0 for all z 2 R. We dierentiate f t from the right with respect to t, using the representation (5 0 f t (x) x t : We denote this function of x by . As the limit of the concave functions (f t (x) x)=t, the function is clearly concave, and thus continuous (cf. [10, 14] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . with strict inequalities in case of property 1 2 00 . On the other hand, by setting s 0 = s + t in k(s + t) k(s) k(s 0 + t) k(s 0 ) we get the Jensen inequality 2k(s + t) k(s) + k ( s + 2t), which, for continuous functions k, implies that k is concave (strictly concave in case of strict inequality). Now, from (23), 0 (s) = e k ( s ) and by (8), ( 1) (5) will be (strictly) concave, and property 1 2 0 or 12 00 will be also fullled. Thus we h a v e proved the following theorem. We m a y of course consider the convexity property in conjunction with the symmetry property 9 of the previous section. The additional condition that we h a v e to satisfy is that the function g(z) = ' ( Note that in the case of even concave functions, it is enough to exclude the constant functions in order to ensure that the improper integrals exist.
Let us discuss the uniqueness of the functions h in theorems 4 and 5 for a given family ff t g. Recall from the remarks after theorem 1 that the function ' is unique up to ane transformations '(x) 7 ! a '(x) + b . In terms of ' 1 (s) = ( s ) , this means that ane transformations of the variable s in the domain of , and only these, leave the family ff t g unchanged. We m a y t h us go from (s) to(s) = ( as + b), and by (23) and (26), from h(s) toh(s) = h ( as + b), for a 6 = 0. Addition of a constant t o h also has no eect, since the division by the normalizing factor C cancels it. The class of all functions h which yield the same family ff t g by theorems 4 and 5 is therefore fh(s) = h ( as + b) + c j a 6 = 0 ; b; c 2 Rg; for some xed function h. Note that for b 6 = 0 these transformations do not preserve evenness. Thus the function h in theorem 5 actually need not be even, as long as it is symmetric about some point : h( + s) = h ( s ) . The more restrictive formulation in theorem 5 comes from the simplifying assumption (14) in section 5 that '(1=2) = 0 , i . e . , ( 0 ) = 1=2, cf. the discussion after theorem 2. Again there are uncountably many strictly concave e v en functions h which dier in more than a linear transformation of the variable or an addition of a constant (see example 3 below), and so there are still uncountably many families of functions satisfying all our requirements. We conclude with a few further examples of such families. as in the normal (Gaussian) probability distribution. The corresponding family of functions is shown in gure 6a.
2. The following function is concave, but not strictly concave, and not even. It will thus
give rise to a family of curves which is not symmetric about the line x + y = 1: h(z) = 2z; for z 0, z; for z 0. (5) This too is even: h( z) = z 2 ln(1 + e z ) = z 2 ln(e z + 1) + 2 ln e z = z 2 ln(1 + e z ) = h ( z ) and strictly concave: h 00 (z) = 2e z =(1 + e z ) 2 So is the probability distribution function of a random variable S:
(s) = Prob[S s]; and s = 1 (x) = ' ( x ) is the x-quantile of S, i. e., s is the threshold value for probability x in the sense that the probability that S does not exceed s is x. ( W e could also consider as a suciently smooth approximation of an empirical distribution function of some quantity S, replacing the term \probability" by \percentage".) This gives a natural interpretation of (6) and (7), which can now be written as 1 (y 2 ) 1 (y 1 ) = 1 ( x 2 ) 1 ( x 1 ) : ( 
29)
The right-hand side is the amount b y which the threshold must be moved to change the probability from x 1 to x 2 . By theorem 1, and in particular (7) and (29), the change of probability from y 1 to y 2 is \equivalent" to the change from x 1 to x 2 if it corresponds to the same dierence in threshold values.
The reader may wish to reexamine the \reasonable properties" in [12] and in the present paper in view of this interpretation. They will indeed turn out to be quite natural. All that is needed concerning the random variable S is that it should be continuous and its support should be all of R in order that '(x) = 1 ( x ) can be dened for every x 2 ]0; 1[ and (29) can be solved uniquely for y 2 whatever x 1 , x 2 , and y 1 are. It is not completely obvious, however, why S should have a positive probability density for the whole set R. This is in fact mainly a consequence of the innocuous-looking property 6 . A s m e n tioned there, it implies that it is not possible to change the probability or proportion y from any v alue y 1 < 1 to y 2 = 1 in a manner equivalent t o a c hange between two v alues x 1 and x 2 strictly between 0 and 1. While this may be reasonable in certain circumstances it can denitely not be taken for granted. One may imagine an alternative scenario where the change of variable y from y 1 < 1 to y 2 = 1 is equivalent t o a c hange from x 1 2 ]0; 1[ t o a n x 2 2 ] 0; 1[. No change of y would then match a further change of x beyond x 2 . (This is apparently the conclusion of the argument in the Newsweek article quoted at the beginning of section 1, which, in such a setting, does not look so absurd after all.) Thus we w ould have given up property 1, which s a ys that a matching probability y 2 exists for all values of x 1 , x 2 , and y 1 . If, on the other hand, we w ant t o k eep property 1 w e might s a y that any c hange from x 1 to a value x 0 2 beyond x 2 is eqivalent to the change from y 1 to 1. But then there would not exist a unique x 0 2 matching the change from y 1 to 1, contradicting uniqueness (property 2).
In the interpretation of as the distribution of a random variable, property 9 describes a symmetric distribution, since then the probability density function 0 is symmetric, cf. the discussion after theorem 5. Furthermore the convexity property 1 2 0 means exactly that the density function is log-concave. Indeed, as we h a v e seen in the proof of theorem 4, property 1 2 0 means that the function k dened by (23), that is, k(s) = ln 0 (s), is concave.
As mentioned before, in example 1 of section 6, (s) = 
