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ABSTRACT
We propose an anomaly detection technique for high-resolution X-ray spectroscopy.
The method is based on the neural network architecture variational autoencoder, and
requires only normal samples for training. We implement the network using Python
taking account of the effect of Poisson statistics carefully, and deonstrate the con-
cept with simulated high-resolution X-ray spectral datasets of one-temperature, two-
temperature and non-equilibrium plasma. Our proposed technique would assist sci-
entists in finding important information that would otherwise be missed due to the
unmanageable amount of data taken with future X-ray observatories.
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1 INTRODUCTION
Most of the baryons in the Universe are in the form of dif-
fuse plasma (Shull et al. 2012). The ionised gas produces
bremsstrahlung continua and fluorescent emission lines, and
absorbs the X-rays corresponding to atomic transitions.
The spectral features contain fruitful information on various
plasma properties; e.g., thermodynamic properties such as
temperature and density, chemical properties such as metal
abundances, plasma properties such as ionisation states, and
geometrical properties such as redshift and line-of-sight ve-
locity dispersion. As these features, in particular the ones
originating from plasma that is heated up to 107−8 K by
various energetic phenomena appear mainly in the X-ray
wavelengths, X-ray spectroscopy is one of the most essential
tools regarding the cosmic baryon study.
For years, X-ray CCDs and grating spectrometers have
been used for X-ray spectroscopy. As CCD has imaging ca-
pability, one can perform imaging spectroscopy with mod-
erate energy resolutions of ∆E ∼ 100 eV. On the other
hand, grating spectrometers have high energy resolutions
of ∆E/E ∼ 1000, but are not suitable for diffuse objects be-
cause the spatial extent of the targets degrades the energy
resolution. Therefore, high energy resolution spectroscopy of
diffuse astrophysical objects has been difficult.
X-ray spectroscopy is entering a new era with the advent
of a cryogenic X-ray microcalorimeter. X-ray microcalorime-
ters measure the energy of each photon as the tempera-
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ture change of the absorber material. They are operated
under low temperatures (∼100 mK) in order to suppress
thermal noises and heat capacities, and the resulting resolu-
tion power reaches ∆E/E ∼ 1000. Because microcalorimeters
are non-dispersive detectors, spatially resolved spectroscopy
of diffuse targets is also possible using pixelised calorimeter
arrays and X-ray focusing mirrors.
The first attempts with an X-ray microcalorimeter
started with the XQC sounding rocket experiment launched
in 1995, resulting in a successful five-minute observation
(Porter et al. 2005). By learning essential lessons from the
subsequent space missions, the first X-ray microcalorimeter
in orbit was realised by the Soft X-ray Spectrometer (SXS;
Kelley et al. 2016) onboard the Hitomi satellite (Takahashi
et al. 2018). Before the sudden loss of the attitude control,
Hitomi observed several targets including the Perseus clus-
ter of galaxies. SXS successfully detected its plasma emis-
sion and demonstrated the superb capability of X-ray mi-
crocalorimeters for astrophysical plasma observations (e.g.
Hitomi Collaboration et al. 2016; Aharonian et al. 2017; Hit-
omi Collaboration et al. 2017, 2018a,b,c,d).
The information uncovered by Hitomi is only the tip of
the iceberg. Hitomi pioneered the operation of a semicon-
ductor microcalorimeter in space, and its recovery mission
XRISM (Tashiro et al. 2018) will resume Hitomi’s science ad-
vancement and mature its technologies. The semiconductor
microcalorimeter will lead the application of the next gen-
eration microcalorimeters, superconducting transition-edge
sensors (TES). TESs exploit the multiplex readout tech-
nology using superconducting quantum interference devices
© 2019 The Authors
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(SQUID), which match the low impedance of the detectors
and realise better energy resolution than semiconductor-
based microcalorimeters. TES is a key technology for spa-
tially resolved spectroscopy with high spectral resolution
that will allow significant advances in high-energy astro-
physics. Athena (Barcons et al. 2015) will be the first mission
which aims at operating TESs in space. The expected num-
ber of pixels is of order 103. The future X-ray missions such
as Lynx (O¨zel 2018) and SuperDIOS (Ohashi et al. 2018)
envision > 103 pixels.
Analysing the huge amount of high-resolution X-ray
spectra brought by future satellites will be almost impos-
sible considering the available resources (time, human and
computational). Countermeasures such as parallel process-
ing using central processing unit (CPU) or graphics process-
ing unit (GPU) might alleviate the situation, but most of the
expected issues can not be easily solved by just dividing the
tasks. Individual tasks need intelligence which can adjust
strategies according to the situation; e.g., optimization, re-
gression or classification. Therefore, the need for intelligent
automated data analysis frameworks is becoming even more
critical.
In such a situation, deep learning is gaining popular-
ity even in the field of astronomy (e.g. Hezaveh et al. 2017;
George & Huerta 2018; Schaefer et al. 2018; Leung & Bovy
2019). Similar to other machine learning techniques, it trains
a computer to make intelligent judgements and recognize
the pattern embedded in the data. For example in Schae-
fer et al. (2018), a deep learning architecture convolutional
neural network (CNN) is proposed as the method to charac-
terize a large amount of galaxy images, and tell us whether
each individual galaxy is affected by gravitational lensing or
not.
Recently, Ichinohe et al. (2018) demonstrated that the
technique of deep learning can actually be applied to the
parameter estimation problem of X-ray spectroscopy, under
the assumption that the model is known and simple (i.e.
single-temperature plasma in collisional ionisation equilib-
rium). However, the assumption might be actually too sim-
ple considering the diversity of plasma objects. For example,
non-equilibrium plasma is often observed in supernova rem-
nants (see e.g. Vink 2012, for a review), and the spectrum
may consist of multiple plasma components of different tem-
peratures due to, e.g., the projection effect (Ettori 2002).
Importantly, it is often the case that the spectra which can-
not be modelled under simple assumptions are scientifically
more important because this implies the existence of factors
beyond those included in the simple assumption.
In this paper, we propose a new, automated method
that can detect such anomalies in X-ray spectra. In Sec-
tion 2, we briefly describe the concept of our new method
in which a neural network architecture, variational autoen-
coder (VAE; Kingma & Welling 2013) is applied. The actual
network implementation and the demonstration using simu-
lated datasets are shown in Section 3. We discuss the results
with prospects in Section 4.
2 ANOMALY DETECTION USING VAE
Here we briefly describe the concept of the anomaly detec-
tion using the neural network architecture VAE. For elabo-
rate explanations of neural networks and deep learning, see
e.g. LeCun et al. (2015) and Goodfellow et al. (2016). For a
recent review regarding anomaly detection using deep learn-
ing, see Chalapathy & Chawla (2019).
2.1 Variational autoencoder
Our method is based on a deep neural network architecture,
variational autoencoder (VAE; Kingma & Welling 2013),
which is a variant of another network architecture, autoen-
coder (AE; Hinton & Salakhutdinov 2006). Basically, an AE
consists of an encoder and a decoder, and takes a feedfor-
ward neural network architecture that consists of several
fully-connected layers; as the input vector of dimension d is
fed forward in the encoder of the network, the dimension of
a layer (i.e. the number of nodes or neurons in each layer) is
gradually reduced to a number smaller than d (dlatent). This
dlatent-dimensional vector is referred to as the latent expres-
sion. The dimension of the latent expression is increased
back to the original dimension d through the decoder of the
network. The whole AE network (, which is a serial com-
bination of the encoder and the decoder) is simultaneously
trained so that the output reproduces the input. Once the
network is successfully trained, one can obtain the dlatent-
dimensional latent expression for an arbitrary d-dimensional
input vector. Since dlatent < d, the latent expression can be
regarded as a compressed representation of the input vector
in a dlatent-dimensional space.
From the point of view of the network architecture, VAE
is modified from AE in the folloing points; (1) unlike the
normal AE architecture where all the layers are connected
deterministically, the latent expression of VAE is computed
in a probabilistic sampling layer. The output of this layer is
generated via random sampling from the multidimensional
Gaussian distribution whose parameters are determined by
the inputs to this layer; (2) the loss function includes not
only the reconstruction error but also a regularisation term
that arranges the distribution of the latent expressions.
From the point of view of Bayesian statistics, VAE is
a tool to perform the variational Bayesian method to in-
fer pθ(z)pθ(x|z), the generative model of x with the latent
variables z that maximises the marginal likelihood pθ(x)
for a given training dataset of x, where θ are the gen-
erative model parameters. Usually the marginal likelihood
pθ(x) = pθ(z)pθ(x|z)/pθ(z|x) is intractable, and thus in order
to estimate the true pθ(x), some approximations are applied
to the exact form.
Let qφ(z|x) be the approximation to the intractable pos-
terior pθ(z|x), the variational lower bound L(θ, φ; x(i)) is ex-
pressed as:
L(θ, φ; x(i)) = −DKL(qφ(z|x(i)) ‖ pθ(z))+Eqφ (z |x(i))
[
log pθ(x(i) |z)
]
,
(1)
where the first term is the Kullback-Leibler divergence of
qφ(z|x) from pθ(z), and the second term is the expected value
of the log-likelihood of the i-th datapoint x(i) over the prob-
ability distribution qφ(z|x(i)). As log pθ(x) ≥ L(θ, φ; x) always
holds, maximising L(θ, φ; x) is a good alternative of directly
maximising pθ(x).
qφ(z|x) and pθ(x|z) can be realised simultaneously using
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an autoencoder-type neural network as folloing. First, one
can assume the functional form of qφ(z|x), i.e. the approx-
imation to the true posterior, as a multivariate Gaussian
N(z; µ,σ2I), where µ and σ2I are the mean and the (diag-
onal) covariance matrix of the multivarite Gaussian, which
are computed through the encoder of the neural network.
Similarly, the likelihood pθ(x|z) is modelled using a proba-
bility distribution whose parameters are determined using
the decoder of the neural network.
In this implementation, the second term of Eq. 1 corre-
sponds to the reconstruction error of the autoencoder net-
work, while the first term acts as a reguraliser of the distri-
bution of latent expression z in the dlatent-dimensional space.
Training the VAE network is therefore the same as learning
a generative model, which approximates the true generative
model distribution from which the training data are gener-
ated.
2.2 Anomaly detection
Suppose a VAE network has been successfully trained using
a given dataset. The decoder of the network has the ability
to generate the mock data instance corresponding to a given
latent expression from the generative model of the training
dataset.
When inputs are fed into the network, the correspond-
ing outputs are twofold; (1) if the input is generated from
the same generative model as that of the training dataset,
the VAE output is similar to the input because the network
is trained so. However, (2) if the input is generated from a
different generative model, the VAE output is likely differ-
ent from the input, because the input is generated from a
generative model that is not the one that the decoder of the
network approximates. Therefore, by comparing the VAE
output to the input, one can detect the inputs whose gener-
ative model is different from the training generative model.
In other words, one can detect anomalies in the inputs, as-
suming the inputs that are generated from the training gen-
erative model to be normal.
3 DEMONSTRATION
We constructed an actual VAE network to illustrate the
concept shown in the previous section using X-ray high-
resolution spectroscopic datasets for demonstration.
3.1 Implementation
Fig. 1 shows the conceptual diagram of the network adopted
in this work. Several fully-connected (FC) layers and one
sampling layer are present in the encoder network. A fully-
connected layer transforms the input dx-dimensional vector
x to the output dy-dimensional vector y using y = f (Wx+b),
where W and b are a dy×dx matrix and a dy-dimensional vec-
tor, respectively, whose elements are optimised in the train-
ing, and f (·) is an element-wise nonlinear transformation
referred to as an activation function.
In our case, the input to the network is an X-ray spec-
trum extracted in the energy range of 1.8–9.0 keV with the
energy bin size of 1 eV (i.e. a 7200-dimensional vector). The
output dimension of the first three fully-connected layers
are 128 (i.e. dy = 128) and rectified linear unit (ReLU; Nair
& Hinton 2010) is used for the activation function of these
layers. The output of the third layer is connected to two
independent fully-connected layers whose output dimension
dy = 8 and whose outputs are not activated (i.e. f (x) = x).
These two 8-dimensional outputs are fed into the sampling
layer.
The sampling layer randomly generates an 8-
dimensional latent vector z from an 8-dimensional multi-
variate Gaussian distribution; z ∼ N(µ,σ2I), where µ or σ
is represented by each of the two input 8-dimensional vec-
tors.
The decoder part of the network accepts the latent vec-
tor z as the input and comprises four fully-connected layers.
The output dimension of the first three layers are also 128
and ReLU activation is used. The output dimension of the
last layer is 7200, which is the same as the original input
dimension.
The activation function of the last layer should be care-
fully chosen so as to be consistent with the physical process
to obtain the dataset. In our case, the dataset consists of
X-ray spectra, and the value of each bin in an X-ray spec-
trum represents the number of photons, which is a Pois-
sonian random variable. Therefore, the output of the last
layer should be consistent with being the expectation value
of a Poission distribution, which means that it should be a
positive real number. We therefore used a softplus function
f (x) = log(1 + ex) since its range is f (x) > 0 (c.f. f (x) ≥ 0 for
ReLU, 0 < f (x) < 1 for a sigmoid function and −1 < f (x) < 1
for a tanh function).
Assuming that the prior distribution is a standard
Gaussian pθ(z) = N(0, I), the first term of the loss function
(Eq. 1) can be explicitly expressed as
−DKL(qφ(z|x(i)) ‖ pθ(z)) = 12
8∑
j=1
(1+log((σ(i)
j
)2)−(µ(i)
j
)2−(σ(i)
j
)2),
(2)
where σ
(i)
j
or µ
(i)
j
is the jth element of σ or µ calculated for
the ith input of the dataset.
The second term is the poisson reconstruction error in
our case;
Eqφ (z |x(i))
[
log pθ(x(i) |z)
]
'
7200∑
j=1
log
e−y
(i)
j y(i)
j
x(i)j
x(i)
j
!
∼
7200∑
j=1
©­«−y(i)j + x(i)j log y(i)j − x(i)j log x(i)j + x(i)j −
log x(i)
j
2
ª®¬ ,
(3)
where y(i)
j
is the jth value of the decoder output y(i) corre-
sponding to the ith input x(i), and Stirling’s approximation
is used.
We implemented the network using the Python neural
network library Keras (Chollet et al. 2015) with the Tensor-
Flow backend (Abadi et al. 2015).1
Bigger networks are expected to have more expressive
1 Sample codes are available at: https://github.com/
yutoichinohe/sample_codes.
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Figure 1. Conceptual diagram of the variational autoencoder network used in this work.
power while training them is computationally more expen-
sive. We thus tried other network architectures to explore
the optimal complexity of the network. In addition to the
network described above in which three fully-connected lay-
ers with dy = 128 are implemented both in the encoder and
the decoder (128×3 network), we also tried 64×2 and 256×5
networks. We found that when we use the 64×2 network,
the attained value of the loss function is worse than that of
128×3 network. On the other hand, when we use the 256×5
network, the attained value is alsmost same as that of 128×3
network. Therefore, our network architecture appears to be
nearly optimal for the current training dataset described in
the next section.
3.2 Dataset
We prepared the training dataset using X-ray spectral sim-
ulation following the same procedure described in Ichinohe
et al. (2018). We used the fakeit command in XSPEC (ver-
sion 12.10.0c) and Hitomi response files to generate simu-
lated spectra. For simplicity, we used the response files for
point sources. The training dataset consists of fake X-ray
spectra whose model is represented by a single-temperature
thermal plasma in collisional ionization equilibrium attenu-
ated by the Galactic absorption (TBabs*apec). Only temper-
ature (kT = 1.0 − 10.0 keV), Fe abundance (Z = 0.1 − 1.5 so-
lar), redshift (z = 0.0−0.1), and normalization (N = 0.01−1.0)
were variable in the simulation, and the hydrogen column
density was fixed to 1.38×1021 cm−2 (coressponding to the
Perseus value, Kalberla et al. 2005). 10000 spectra were gen-
erated and used as the training dataset.
Besides the one-temperature (1T) training dataset, two
anomaly datasets were also prepared for the use in the
demonstration (1000 spectra each); (i) a two-temperature
(2T) plasma dataset, in which the spectra are modelled
using TBabs*(apec+apec), with the temeprature (kT1,2 =
1.0 − 10.0 keV), Fe abundance (Z1,2 = 0.1 − 1.5 solar), red-
shift (z1,2 = 0.0−0.1) and normalization (N1,2 = 0.01−1.0) of
each of the two plasma components being variable parame-
ters (8 free parameters in total); (ii) a non-equilibrium (NEI)
plasma dataset, in which the model TBabs*nei is used with
5 variable parameters: temperature (kT = 1.0 − 10.0 keV),
Fe abundance (Z = 0.1 − 1.5 solar), ionization timescale
(net = 109 − 1011 s cm−3), redshift (z = 0.0 − 0.1), and nor-
malization (N = 0.01 − 1.0).
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Figure 2. The learned data manifold visualized for a two-
dimensional slice in the latent space. Each spectrum represents an
8-dimensional vector in the latent space. For example, the spec-
tra shown in the top leftmost panel and the bottom rightmost
panel are obtained by respectively feeding the latent expressions
z = (−1, −1, 0, 0, 0, 0, 0, 0) and z = (1, 1, 0, 0, 0, 0, 0, 0) to the decoder
of the VAE network.
3.3 Training
We trained the network using the 1T training dataset. 80%
of the training dataset was actually used for the training and
20% for testing. The Adam algorithm (Kingma & Ba 2014)
was used for the network optimization. The batch size was
32, and the training was repeated for 10000 epochs.
Figure 2 shows the learned data manifold visualized for
a two-dimensional slice in the latent space. Each spectrum
represents an 8-dimensional latent expression. The first com-
ponent of the latent vector varies as -1, -0.5, 0, 0.5, and 1
from left to right, while the second component does likewise
from top to bottom, with all the other elements fixed to zero.
For example, the spectra shown in the top leftmost panel
and the bottom rightmost panel are obtained by respectively
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feeding the latent expressions z = (−1,−1, 0, 0, 0, 0, 0, 0) and
z = (1, 1, 0, 0, 0, 0, 0, 0) to the decoder of the VAE network.
The normalizations of the spectra increase from left to
right, while their slopes decrease (become harder) from top
to bottom. This indicates that the first and second compo-
nents roughly represent the normalization and temperature
of the plasma model, respectively. Also importantly, the la-
tent expressions are distributed smoothly in the latent space.
This enables the decoder to interpolate the data instances
that are not in the training dataset, and thus is essential for
the decoder of the network to be a generative model, which
is difficult to realise using ordinary AEs.
3.4 Results
We feed the VAE network trained with the 1T training
dataset with the 1T test dataset, 2T dataset, and NEI
dataset. Figure 3 shows the examples of the VAE output
for given data inputs. It is apparent that the output (red
curve) is similar to the input spectrum (black points) in
the cases of the 1T input (leftmost panels), whereas the in-
put and output are considerably different in the 2T or NEI
cases (middle and rightmost panels). Thus, by quantifying
the difference between the input and output, one can au-
tomatically detect the input spectra which do not originate
from the generative model of the training dataset. Note that
the concept works both in the high-count (top panels) and
low-count (bottom panels) cases. This illustrates the impor-
tance of using the appropriate loss function and activation
function in the last layer (i.e. Poisson distribution and soft-
plus function. See Section 3.1 and Eq. 3).
There are several options regarding how to quantify the
difference between the input and output. For demonstration,
we simply choose the normalized chi-square statistic log〈((P−
O)/√P)2〉 for the metric, where P (prediction) is the VAE
output and O (observation) is the VAE input.
Figure 4 shows the distributions of the metric M ≡
log〈((P −O)/√P)2〉 plotted for the 1T (black), 2T (red) and
NEI (blue) datasets. While M . 2 for 1T dataset, M > 2
for most of the 2T or NEI datasets. Therefore, for exam-
ple, if the anomaly detection threshold is set to be M = 2,
most of the 2T and NEI data inputs are regarded as anoma-
lous, while almost all of the 1T data inputs are regarded as
normal.
In general, lower anomaly detection thresholds result in
more anomalies detected properly (true-positive; TP) and
more samples falsely tagged as anomalies (false-positive;
FP). On the other hand, higher thresholds gives more
anomalies overlooked (false-negative; FN) and saves more
normal samples (true-negative; TN). Figure 5 illustrates this
trade-off relation for our case. How these values change with
respect to the threshold selection and the resulting optimal
value of the threshold depend on the individual task and
should be carefully determined.
4 DISCUSSION
We have proposed and demonstrated a new anomaly detec-
tion technique for high-resolution X-ray spectroscopy. The
method is based on the neural network architecture VAE,
and only normal samples are used for the network train-
ing. Once the network is trained and the threshold is fixed,
anomaly detection can be automatically performed.
Our method does not require anomalous samples for
training. This is a significant advantage because one of the
difficulties in using machine learning techniques (especially
supervised ones) for anomaly detection is that it is often im-
possible to prepare the anomalous samples with a number
sufficient for training. The difficulty originates mainly for
the following two reasons; (1) anomalies by definition occur
far less frequently than normal samples; (2) there are almost
infinite varieties of anomalies, because normal samples oc-
cupy a small subspace of the entire input vector space and
all others are anomalies.
The training of the VAE network takes time to a cer-
tain extent (several hours for the present case). On the other
hand, network prediction using the trained network and sub-
sequent computations are done almost instantly (less than a
second for the present case). Therefore, by training the net-
work in advance, it is easy to integrate the anomaly detection
part into data processing pipelines. This might assist scien-
tists in finding important things that would otherwise be
missed due to the unmanageable amount of the data taken
with future X-ray observatories.
One of the important aspects of VAE is that it simply
approximates the generative model of the training samples,
and the framework itself is independent of the nature of
the data. Therefore, it is in principle possible to apply this
method to other scenarios, e.g. detecting 3T plasma against
1T+2T samples or detecting non-thermal components out of
thermal samples (e.g. in supernova remnants). However, the
optimal training parameters such as the latent dimension of
the network or the required number of simulated samples
would be different from the current ones.
In Section 3.4, we used the anomaly metric of M ≡
log〈((P−O)/√P)2〉 for demonstration purposes. The optimal
metric will likely depend on what one wants to detect against
what one regards as normal samples. For example, consider-
ing a very simple situation where the anomaly one wants to
find is a single high-intensity line on a smooth continuum,
the maximum of the residual (i.e. max(|P−O |)) might outper-
form the normalized chi-square employed above. In general,
different metrics yield different confusion matrix properties.
In the actual operation, in order to determine the opti-
mal metric, one should also be able to plot a graph similar
to Figures 4 and 5 using a mock dataset simulated with the
response files corresponding to the observation. Also, ROC
AUC (the area under the receiver operating characteristic
curve), is commonly used to select the optimal metric. That
said, we think that the chi-square value would work reason-
ably well considering that statistical fluctuations will prob-
ably be significant almost always in high-resolution X-ray
spectra.
The example metric value of M = 2 is a very conserva-
tive choice for the current case. For example, if one wants to
miss anomalies as little as possible, lower M values might be
preferred. On the other hand, if one wants to just point out
extremely anomalous samples, higher M values might work.
We investigated the properties of the samples that fall
into the FN category, and found that some parameter con-
ditions tend to result in lower values of M. For the 2T case,
these conditions include for example (1) large normaliza-
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tion difference (i.e. min(N1/N2, N2/N1) < 0.15), (2) low Fe
abundance (i.e. min(Z1, Z2) < 0.3), and (3) small redshift
difference (|z1 − z2 | < 0.015), and we think all these con-
ditions are intuitively understandable as the causes of the
confusion. We also found that by excluding these ‘confus-
ing’ samples from the 2T dataset, TP ratio at M =1, 2, and
3 improved to > 0.9,∼ 0.8, and 0.6, respectively. On the other
hand, we could not identify clear specific parameter condi-
tions with which the NEI samples fall into the FN category.
This might simply indicate the difficulty of distinguishing
between NEI and equilibrium conditions possibly with the
current response files.
In addition to our proposed methodology, we also tried a
few different approaches to the anomaly detection also using
the same VAE network. First, we compared the Mahalanobis
distances in the latent space among the three cases as used
in Ghosh et al. (2018), but found no apparent difference be-
tween the single temperature case and the others. It is prob-
ably because the latent expressions are highly compressed
and abstracted, and even if the information to distinguish
anomalies is apparent in the raw spectrum, it is no longer
evident in the latent space. Secondly, we observed the latent
space using t-SNE (van der Maaten & Hinton 2008), which
is another dimensional reduction technique for visualization
of high-dimensional data. In the two-dimensional visualiza-
tions obtained using t-SNE, there seemed to be systematic
differences among the data distributions of 1T, 2T, and NEI
datasets. However, the visualized shape of each distribution
is highly irregular and we found it difficult to quantify them.
We found that increasing the latent dimension does
not make the t-SNE-visualized distributions clearer. In our
setup, only four parameters are necessary to produce the
input data (temperature, redshift, Fe abundance, and nor-
malization). Thus, it is naturally expected that increasing
the dimension of the latent space too much would not help
the network gain higher expressive power. We examined the
contribution rates in the latent space using principal com-
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ponent analysis, which resulted in four plus a few significant
dimensions. This indicates that our choice of number of di-
mensions for the latent space, eight, was nearly optimal.
The anomaly detection also benefits the data prepro-
cessing of X-ray spectroscopy, which we proposed in Ichinohe
et al. (2018). Assuming a certain spectral model, this method
enables us to know the initial parameters for the spectral
fitting at an accuracy of a few percent. While it works prop-
erly when the assumed spectral model matches the data, it
would return meaningless values if the model does not de-
scribe the data well. From a practical point of view, when
spectral fitting is attempted using models and initial param-
eters that are not suitable for the data, it will fail in various
ways; the fitting may converge on a non-physical local mini-
mum or may not converge at all with the optimizing process
aborting. Such unwanted situations could be prevented be-
forehand using the anomaly detection method, with which
one can separate out data that might require more careful
treatment than usual. This makes the entire data processing
procedure more robust.
In Section 3.4, we proposed an anomaly detection
method in which the single anomaly detection metric M is
used. M is computed using the information over the entire
energy range. On the other hand, as illustrated using 2T and
NEI datasets in Figure 3, the VAE residuals of the anoma-
lous samples can indicate individual spectral portions (or
energy ranges) that the training model cannot reproduce.
Therefore, by exploiting this more detailed information, it
is even possible to point out the local anomalies in each
spectrum.
Compared to the default one, this method is suscepti-
ble to local noise. This is shown in the upper leftmost panel
in Figure 3 where some local residuals appear around 6.5–
7 keV, even though this spectrum is a normal sample. How-
ever, despite the drawback, this might be useful for various
applications. For example, it could be applied to the search
of unknown line or absorption features, which has recently
been gaining attention due to the possible sterile neutrino
feature around 3.5 keV (Bulbul et al. 2014; Aharonian et al.
2017).
Although the current plasma codes are not perfect, they
reasonably describe Hitomi’s spectra (see e.g. Hitomi Col-
laboration et al. 2018d). One main reason is that all the
calorimeter spectra of Hitomi were taken with the gate
valve closed, which resulted in the spectral features below
∼ 1.8 keV (including the Fe–L complex) not being detected.
The next X-ray mission XRISM is planned to be launched
in the early 2020s and it is expected that the imperfectness
of the plasma codes will come into focus as soon as XRISM
starts observations with the gate valve open. Therefore, in
the near future, the plasma codes will need to be modified
so that they describe the data properly. Currently labora-
tory experiments to test plasma physics, such as X-ray spec-
troscopy in electron beam ion trap (EBIT) facilities, are on-
going (e.g. Gall et al. 2019). Our proposed machine-learning
anomaly detection would also help such activities by indi-
cating the spectral parts which may need modifications.
Finally, it is intriguing to see how the current method
works on the real spectra. When we apply the current
method to the actual Hitomi spectrum (Obs 3 all, see Ichi-
nohe et al. 2018), we obtained M = 2.09. While this at the
first glance indicates the insufficiency of the 1T modelling
of the cluster, we currently could however only say that the
Hitomi Perseus spectrum of Obs 3 is not represented by a
simple 1T model or it is not a point source.
Actually, there are also several other issues regarding
applying the current method to the real spectral data. For
example, while for demonstration we used only a single set
of response files (RMF and ARF), in the actual situation,
the response files may (especially ARFs) differ from pixel
to pixel. Also, the contributions of e.g. CXB (cosmic X-ray
background) and NXB (non-X-ray background) should be
considered. Further works are certainly necessary in order to
handle such realistic situations. We will cover in the future
works the extensions of the present work which includes (1)
applying the method to other scenarios in which normal and
anomalous models are different from the current ones (i.e. 1T
and 2T/NEI), and (2) dealing with the complexities arising
in the actual situations.
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